Spectral and Dynamic Consequences of Network Specialization by Bunimovich, Leonid et al.
Spectral and Dynamic Consequences of Network Specialization
Leonid Bunimovicha, DJ Passeyb, Dallas Smithc, Benjamin Webbd
aSchool of Mathematics, Georgia Institute of Technology, 686 Cherry Street, Atlanta, GA 30332, USA bunimovich@math.gatech.edu
bDepartment of Mathematics, Brigham Young University, Provo, UT 84602, USA, djpasseyjr@gmail.com
cDepartment of Mathematics, Brigham Young University, Provo, UT 84602, USA, dallas.smith@mathematics.byu.edu
dDepartment of Mathematics, Brigham Young University, Provo, UT 84602, USA, bwebb@mathematics.byu.edu
Abstract
One of the hallmarks of real networks is their ability to perform increasingly complex tasks as their topol-
ogy evolves. To explain this, it has been observed that as a network grows certain subsets of the network
begin to specialize the function(s) they perform. A recent model of network growth based on this notion
of specialization has been able to reproduce some of the most well-known topological features found in
real-world networks including right-skewed degree distributions, the small world property, modular as well
as hierarchical topology, etc. Here we describe how specialization under this model also effects the spectral
properties of a network. This allows us to give conditions under which a network is able to maintain its
dynamics as its topology evolves. Specifically, we show that if a network is intrinsically stable, which is a
stronger version of the standard notion of global stability, then the network maintains this type of dynamics
as the network evolves. This is one of the first steps toward unifying the rigorous study of the two types
of dynamics exhibited by networks. These are the dynamics of a network, which is the study of the topo-
logical evolution of the network’s structure, modeled here by the process of network specialization, and the
dynamics on a network, which is the changing state of the network elements, where the type of dynamics we
consider is global stability. The main examples we apply our results to are recurrent neural networks, which
are the basis of certain types of machine learning algorithms.
Keywords: networks, specialization, spectral properties, intrinsic stability, recurrent neural networks
1. Introduction
Networks studied in the biological, social and technological sciences perform various tasks. How well
these tasks are carried out depends both on the network’s topology, i.e. the network’s structure of inter-
actions, as well as the dynamics of the network elements. For instance, in the biological setting neuronal
networks are responsible for complicated processes related to cognition and memory, which are based on
the network’s structure of connections as well as the electrical dynamics of the network neurons [5]. The
function and performance of social networks such as Facebook and Twitter depend on the social interactions
between individuals and on the local/global structure of established relationships. The performance of tech-
nological networks such as the internet is based both on the topology of the network’s links, e.g. connections
between routers, and the router’s ability to manage requests.
A major goal of network science is to understand how a network’s topology and the dynamics of the
network’s elements effects the network’s ability to carry out its function. This goal is complicated by the
fact that not only are the network’s elements dynamic, i.e. have a state that changes over time, but the
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network’s topology also evolves over time. That is, most real-world networks are dynamic in two distinct
ways.
The changing state of the network elements is referred to as the dynamics on the network. For instance,
the dynamics on the World Wide Web consists of internet traffic, or how many individuals navigate between
different web page over time. In a neural network the electrical behavior of the individual neurons is the
dynamics on the network. In a distribution network of warehouses and delivery routes, the way in which
inventory levels at each warehouse change over time describes the dynamics on the network.
In contrast, the structural evolution of a network’s topology is referred as the dynamics of the network.
In a transportation network the topology of the network evolves as new roads are built to increase the number
of routes between destinations. In the World Wide Web new links between web pages are added for similar
reasons as are new warehouses and delivery routes in distribution networks. In other networks such as social
networks the network topology evolves as individuals form new relations, etc.
In most real networks there is an interplay between the dynamics on the network and the dynamics of
the network. For instance, in transportation, technological, and information networks new routes are added
in response to areas of high traffic, e.g. the addition of new road in transportation systems, new routers and
connections to the internet, new web pages to the World Wide Web, etc. These new routes in turn create new
traffic patterns that lead to different areas of high traffic and the creation of new routes.
Determining how these two types of dynamics influence each other is an especially difficult problem. In
fact, most studies consider either dynamics on the network or dynamics of the network but not the interplay
of the two [27]. There are some exceptions. For instance, the area of adaptive networks uses the dynamics
on the network to change or “adapt” the network’s topology [19]. However, to the best of the authors
knowledge, results in this area are strictly numerical and little if anything is rigourously known. A major
goal of this paper is to take steps towards unifying the rigorous analysis of the dynamics on and of networks.
A complication to achieving this objective is that there are many network growth models describing the
dynamics of a network and many models describing the dynamics of a network. The most well-known of
the network growth models is the Barabasi and Albert model [3] and its predecessor the Price model [31],
in which elements are added one by one to a network and are preferentially attached to vertices with high
degree or some variant of this process [1, 15, 24]. Other standard models include vertex copying models
in which a new element is added to a network by choosing another network element uniformly at random
and connecting the new element to this element’s neighbors [23, 34, 37]. The third type of network growth
models are network optimization models where the topology of the network is evolved to minimize some
global constraint, e.g. operating costs vs. travel times in a transportation network [17, 18].
These models are devised to create networks that exhibit some of the most widely observed features
found in real networks. This includes right-skewed degree distributions, high clustering coefficients, the
small-world property, etc. (see [30] for more details on these properties). Although these model are success-
ful in a number of ways, currently, little is known regarding how the dynamics on a network is effected by
the growth described in these models. Similarly, relatively little is known regarding how these models effect
the spectral properties of networks. This is of interest as a network’s eigenvalues and eigenvectors are used
in defining network centralities, community detection algorithms, determining network dynamics, etc. [30].
One of the hallmarks of real networks is that as their topology evolves so does their ability to perform
increasingly complex versions of their function. This happens, for instance, in neural networks, which be-
come more modular in structure as individual parts of the brain become increasingly specialized in function
[35]. Similarly, gene regulatory networks can specialize the activity of existing genes to create new pat-
terns of gene behavior [16]. In technological networks such as the internet, this differentiation of function
is also observed and is driven by the need to handle and more efficiently process an increasing amount of
information.
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Previously, in [6] the authors introduced the specialization model of network growth built on this notion
of specialization. This model is based on the idea that as a network specializes the function of one or
more of its components, i.e. some subnetwork that performs a specific function, a number of copies of this
component are created that are linked to the network in a way similar to the original component. These
new copies “specialize” the function of the original component in that they carry out only those functions
requiring these links (cf. Figure 1 and 2). Repeated application of this specialization process results in
networks with a highly modular [26, 29], hierarchical [13, 22], as well as sparse topology [28, 21] each of
which is a defining feature of real networks, which are not captured by previous models (see [6] for more
details).
In contrast to studying the topological features produced by this model, in this paper we consider how
specialization effects the spectral properties of a network. This is done by using, and in particular extending,
the theory of isospectral network transformations [7, 9], which describes how certain changes in a network’s
structure effect the network’s spectrum, i.e. the eigenvalues associated with the network’s weighted or
unweighted adjacency matrix. We show that if a network is specialized then the spectrum of the resulting
network is that of the original network together with the eigenvalues of the specialized components (see
Section 3, Theorem 1). Additionally, using the theory of isospectral transformations we show how the
eigenvectors of a network are effected by specialization and specifically its effect on eigenvector centrality
(see Section, 3 Theorem 2)
As a network’s dynamics can be related to the network’s spectrum we can in certain cases determine
how specialization of a network will effect the dynamics on the network. The type of dynamics we consider
here is global stability, which is an important property in a number of systems including neural networks
[10, 12, 11, 14, 36], network epidemic models [38], and in the study of congestion on computer networks
[2]. The main example(s) we consider here and apply our results to are recurrent neural networks, which
model the electrical activity in the brain and which form the basis of certain algorithms in machine learning
[33].
In a stable dynamical network the network always evolves to the same unique state irrespective of the
network’s initial state. We show that if a dynamical network is intrinsically stable, which is a stronger form
of a standard notion of stability (see Definition 11 or [8] for more details), then any specialized version
of this network will also be intrinsically stable (see Section 4, Theorem 4). Hence, network growth via
specialization will not destabilize the network’s dynamics if the network has this stronger version of stability.
This is potentially useful in real-world applications since network growth can have a destabilizing effect on
a network. For instance, a well-known example of this phenomena is cancer, which is the abnormal growth
of cells that can impair the function and ultimately lead to the failure of the system.
Although networks exhibit many other types of dynamics including multistability, periodicity, and syn-
chronization the reason we study stability is because of its relative simplicity and use it as a first step towards
rigourously understanding the interplay of network dynamics and network growth. Importantly, our results
suggest that if a network’s growth is due to specialization and the network has a “strong” form of dynamics,
e.g. intrinsic stability, the network can maintain its dynamics as its structure evolves. It is worth noting that
the ability to maintain dynamics during periods of growth is an important feature found in real networks,
e.g. the cellular network of a beating heart maintain’s its periodic beating as an adolescent heart grows into
an adult heart.
This paper is organized as follows. In Section 2 we describe the specialization model of network growth.
In Section 3 we give our main results regarding the spectral properties of specialized networks, which de-
scribe the effect of a specialization on the eigenvalues and eigenvectors associated with a network or graph.
In Section 4 we adapt the method of graph specializations to evolve the structure of a general class of dy-
namical systems used to model network dynamics, which include recurrent neural networks. We show that
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if such dynamical systems, which we refer to as dynamical networks, are intrinsically stable then any spe-
cialized version of the network is also intrinsically stable. Section 5 discusses a number of variants of the
specialization method introduced in [6] and described in Section 2 as well as their spectral and dynamic
consequences to a network. Proofs of the paper’s main results together with the necessary parts of the theory
of isospectral network transformations are placed in Section 6. The last section, Section 7 contains some
concluding remarks.
2. The Specialization Process
The topology of a network, which is the network’s structure of interactions, is most often represented by
a graph. A graph G = (V, E, ω) is composed of a vertex set V , an edge set E, and a function ω used to weight
the edges of the graph. The vertex set V represents the elements of the network, while the edges E represent
the links or interactions between these network elements. The weights of the edges, given by ω, typically
give some measure of the strength of these interactions. Here we consider weights that are real numbers,
which account for the vast majority of weights used in network analysis [30].
For the graph G = (V, E, ω) we let V = {v1, . . . , vn}, where vi represents the ith network element. An edge
between vertices vi and v j can be either directed or undirected depending on the particular network. In the
undirected case in which an interaction is reciprocal, e.g. a friendship in a social network, one can consider
an undirected edge to be two directed edges: one edge pointing from the first to the second element, the
other pointing from the second to the first element. We can, therefore, consider any graph to be a directed
graph. For a graph G = (V, E, ω) we let ei j denote the directed edge that begins at v j and ends at vi. In terms
of the network, the edge ei j belongs to the edge set E if the jth network element has some direct influence
or is linked to the ith network element in some way.
The edges E of a graph can also either be weighted or unweighted. If the edges of a graph G are
unweighted we write G = (V, E). However, any unweighted graph can be considered weighted by giving
each edge unit weight. The class of graphs we consider, without any loss in generality, in this paper are
weighted directed graphs. To motivate the specialization model introduced in [6] of a graph G, representing
some network, we consider the following example of disambiguation in a Wikipedia network, a subset of
the World Wide Web.
Example 2.1. (Wikipedia Disambiguation) The website Wikipedia is a collection of webpages consisting of
articles that are linked by topic. The website evolves as new articles are either added, linked, and/or modified
within the existing website. One of the ways articles are modified is via the process of disambiguation.
That is, if an article’s content is deemed to refer to a number of distinct topics then the article can be
disambiguated by separating the article into a number of new articles, each on a more specific or specialized
topic than the original.
Wikipedia’s own page on disambiguation gives the example that the word “Mercury” can refer to either
Mercury the mythological figure, Mercury the planet, or mercury the element. To emphasize these differ-
ences, the Wikipedia page on Mercury has since been disambiguated into three pages; one for each of these
subcategories. Users arriving at the Wikipedia “Mercury” page from some related web page are redirected
to these pages. The result of this disambiguation is shown in Figure 1. In the original undifferentiated
Mercury page users arriving from other pages could presumably find links to other mythology, planet and
element pages (see Figure 1, left). After the page was disambiguated users were linked to only those rele-
vant to the particular “Mercury”, e.g. mythology, planet, or element (see Figure 1, right). In terms of the
topology of the network, this disambiguation results in the creation of a number of new “Mercury” pages
each of which is linked to a subset of pages that were linked to the original Mercury page.
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Figure 1: Disambiguation of the Wikipedia page on “Mercury” into three distinct webpages, which are respectively Mercury the
mythological figure, Mercury the planet, and mercury the element. The colors red, green, and blue represent web pages that are
respectively mythology, planets, and elements pages.
In this example, growth via disambiguation is a result of the number of new copies of the original
webpage. However, what is important to the functionality of the new specialized network is that the way in
which these new copies are linked to the unaltered pages reflects the topology of the original network. In
the specialization model the way in which we link these new components is by separating out the paths and
cycles on which these components lie, in a way that mimics the original network structure.
To describe the model of network specialization introduced in [6] and its spectral and dynamic conse-
quences we first need to describe the paths and cycles of a graph. A path P in the graph G = (V, E, ω) is an
ordered sequence of distinct vertices P = v1, . . . , vm in V such that ei+1,i ∈ E for i = 1, . . . ,m − 1. If the first
and last vertices v1 and vm are the same then P is a cycle. If it is the case that a cycle contains a single vertex
then we call this cycle a loop.
Another fundamental concept that we require is the notion of a strongly connected component. A graph
G = (V, E, ω) is strongly connected if for any pair of vertices vi, v j ∈ V there is a path from vi to v j or, in the
trivial case, G consists of a single vertex. A strongly connected component of a graph G is a subgraph that
is strongly connected and is maximal with respect to this property.
Because we are concerned with evolving the topology of a network in ways that preserve, at least locally,
the network’s topology we will also need the notion of a graph restriction. For a graph G = (V, E, ω) and a
subset B ⊆ V we let G|B denote the restriction of the graph G to the vertex set B, which is the subgraph of
G on the vertex set B along with any edges of the graph G between the vertices in B. We let B¯ denote the
complement of B, so that the restriction G|B¯ is the graph restricted to the complement of vertices in B.
The key to specializing the structure of a graph is to look at the strongly connected components of the
restricted graph G|B¯. If C1, . . . ,Cm denote these strongly connected components then we need the collection
of paths or cycles of these components, which we refer to as components branches.
Definition 1. (Component Branches) For a graph G = (V, E, ω) and vertex set B ⊆ V let C1, . . . ,Cm be the
strongly connected components of G|B¯. If there are edges e0, e1, . . . , em ∈ E and vertices vi, v j ∈ B such that
(i) ek is an edge from a vertex in Ck to a vertex in Ck+1 for k = 1, . . . ,m − 1;
(ii) e0 is an edge from vi to a vertex in C1; and
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Figure 2: The unweighted graph G = (V, E) is shown left. The graph has components C1 and C2 with respect to the vertex set
B = {v1, v2}. These components are indicated by the dashed boxes, which are the strongly connected components of the restricted graph
G|B. The specialization SB(G) of G over the base B is shown right with nontrivial branches β1, . . . , β4.
(iii) em is an edge from a vertex in Cm to v j, then we call the ordered set
β = {vi, e0,C1, e1,C2, . . . ,Cm, em, v j}
a path of components in G with respect to B. If vi = v j then β is a cycle of components. We call the collection
BB(G) of these paths and cycles the component branches of G with respect to the base set of vertices B.
The sequence of components C1, . . . ,Cm in this definition can be empty in which case m = 0 and β is the
trivial path β = {vi, v j} or loop if vi = v j. It is worth emphasizing that each branch β ∈ BB(G) is a subgraph
of G. Consequently, the edges of β inherit the weights they had in G if G is weighted. If G is unweighted
then its component branches are likewise unweighted.
Once a graph has been decomposed into its various branches we construct the specialized version of the
graph by merging these branches as follows.
Definition 2. (Graph Specialization) Suppose G = (V, E, ω) and B ⊆ V. Let SB(G) be the graph which
consists of the component branches BB(G) = {β1, . . . , β`} in which we merge, i.e. identify, each vertex
vi ∈ B in any branch β j with the same vertex vi in any other branch βk. We refer to the graph SB(G) as the
specialization of G over the base vertex set B.
A specialization of a graph G over a base vertex set B is a two step process. The first step is the
construction of the graph’s component branches. The second step is the merging of these components into a
single graph. We note that, in a component branch β ∈ BB(G) only the first and last vertices of β belong to
the base B. The specialized graph SB(G) is therefore the collection of branches BB(G) in which we identify
an endpoint of two branches if they are the same vertex. This is demonstrated in the following example.
Example 2.2. (Constructing Graph Specializations) Consider the unweighted graph G = (V, E) shown in
Figure 2 (left). For the base vertex set B = {v1, v2}, which are shown in red in the figure once on the left and
once on the right, the specialization SB(G) is constructed as follows.
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Figure 3: The unweighted graph G1 is sequentially specialized by randomly choosing eighty percent of its vertices to be its base in each
step of the this sequence. The resulting networks G1, G2, G3, and G4 have features that are increasingly similar to real world networks
(see Example 3.1 in [6]).
Step 1: Construct the branch components of G with respect to B. The graph G|B¯ has the strongly connected
components C1 = G|{v3,v4,v5} and C2 = G|{v6,v7,v8}, which are the green and blue vertices in Figure 2 (right),
respectively. The set BB(G) of all paths and cycles of components beginning and ending at vertices in B
consists of the component branches
β1 = {v1, e31,C1, e65,C2, e17, v1} β2 = {v1, e31,C1, e65,C2, e28, v2}
β3 = {v2, e32,C1, e65,C2, e17, v1} β4 = {v2, e32,C1, e65,C2, e28, v2};
which can be seen in Figure 2 (right) along with the trivial branches {v1, v2} and v2, v1.
Step 2: Merge the branch components. By merging each of the vertices v1 ∈ B in all branches of BB(G) =
{β1, β2, β3, β4} and doing the same for the vertex v2 ∈ B, the result is the graph SB(G) shown in Figure 2
(right), which is the specialization of G over the base vertex subset B.
Essentially, after selecting a base set B ⊆ V from a graph (network), the specialization model creates
a new graph (network) consisting of all the component branches BB(G), separated out from one another.
Thus a copy of each strongly connected components of G|B¯ will appear as a copy in the new graph for
each component branch which includes it. In this sense the strongly connected components C1, . . . ,Cm are
specialized as the network evolves under this process.
Once a graph has been specialized it can again be specialized by choosing a new base of the specialized
graph. In this way a network can be sequentially specialized. As a simple example one can randomly
choose a fixed percentage of the graph’s vertices at each step (see Figure 3). The result is a graph that has
many features consistent with real-world networks. For example, it has a right-skewed degree distribution,
is disassociative, has the small world property, is sparse, and its topology is both modular and hierarchical
(see Example 3.1 in [6]). As one might expect, the resulting sequence of specializations depends very much
on the way in which a base is chosen at each step in the specialization process (cf. Example 3.2 and 3.3 in
[6]).
In the following section we consider how the process of specialization effects the spectral properties of
a network.
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3. Spectral Properties of Specializations
To understand how specializing a network’s topology effects the network’s dynamics and in turn the net-
work’s function, we need some notion that relates both structure and dynamics. One of the most fundamental
concepts that relates the two is the notion of a network’s spectrum [39, 7, 8]. Spectral properties are used in a
number of network applications including determining network centralities and network communities [30],
which will be important in this section where we describe specializations’s effect on a network’s eigenvector
centrality.
The spectrum of a network can be defined in a number of ways since a number of matrices can be
associated with a network. This includes various Laplacian matrices, distance matrices, and adjacency
matrices of a graph. The type of matrix we consider here is the weighted adjacency matrix of a graph. The
weighted adjacency matrix of a graph G = (V, E, ω) is the matrix A = A(G) where
Ai j =
ω(ei j) if ei j ∈ E0 otherwise. (1)
If G is unweighted then each entry Ai j = ω(ei j) = 1 if ei j ∈ E and Ai j = 0 otherwise. The eigenvalues of the
matrix A ∈ Rn×n make up the graph’s spectrum, which we denote by
σ(G) = {λ ∈ C : det(A − λI) = 0},
where we consider σ(G) to be a set that includes multiplicities, i.e. a multiset. The spectral radius of G is
the spectral radius of A = A(G) denoted by
ρ(G) = max{|λ| : λ ∈ σ(A)}.
In Section 4 we will investigate the connection between the spectrum of a graph G and the dynamics of the
network associated with it.
Because we are concerned with the spectrum of a graph, which is a set that includes multiplicities, the
following is important for our discussion. First, the element α of the set A has multiplicity m if there are m
elements of A equal to α. If α ∈ A with multiplicity m and α ∈ B with multiplicity n then
(i) the union A ∪ B is the set in which α has multiplicity m + n; and
(ii) the difference A − B is the set in which α has multiplicity m − n if m − n > 0 and where α < A − B
otherwise.
For ease of notation, if A and B are sets that include multiplicity then we let Bk = ∪ki=1B for k ≥ 1. That
is, the set Bk is k copies of the set B where we let B0 = ∅. For k = −1 we let A ∪ B−1 = A − B. With this
notation in place, the spectrum of a graph G and the spectrum of the specialized graph SB(G) are related by
the following result.
Theorem 1. (Spectra of Specialized Graphs) Let G = (V, E, ω), B ⊆ V, and let C1, . . . ,Cm be the strongly
connected components of G|B¯. Then
σ(SB(G)) = σ(G) ∪ σ(C1)n1−1 ∪ σ(C2)n2−1 ∪ · · · ∪ σ(Cm)nm−1
where ni is the number of copies of the component Ci in SB(G).
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If a network has an evolving structure that can be modeled via a graph specialization, or more naturally
a sequence of specializations, then Theorem 1 allows us to effectively track the changes in the network’s
spectrum, resulting from the components C1, . . . ,Cm. Specifically, the eigenvalues of the resulting special-
ized graph G are the eigenvalues of the original unspecialized graph together with the eigenvalues of the new
copies of the strongly connected components C1, . . . ,Cm appearing in SB(G).
In nearly every network G = (V, E, ω) edges are considered to have positive edge weights, i.e. ω : E →
R+ (see [Newman]). In this situation Theorem 1 has the following corollary, which is fundamental to the
results regarding network dynamics in Section 4.
Corollary 3.1. (Spectral Radius of Specialized Graphs) Suppose G = (V, E, ω) has positive edge weights.
Then for any B ⊆ V the spectral radius ρ(SB(G)) = ρ(G).
Proof. Suppose that G = (V, E, ω) is a graph with positive edge weights and B ⊆ V is a base. Note that as
any strongly connected component Ci of G|B¯ is a subgraph of G then, as G has positive edge weights, the
spectral radius ρ(Ci) ≤ ρ(G) (see [20]). It then follows directly from Theorem 1 that ρ(SB(G)) = ρ(G). 
Hence, if a graph has positive weights then its spectral radius is preserved under specialization or any
sequence of specializations. The reason is that by construction the edge weights of a graph are preserved
when the graph is specialized (see Definition 2). Hence, if a graph G has positive edge weights then so do
any of its specializations or sequential specializations.
We defer the proof of Theorem 1 until Section 6. For now, we consider an example of Theorem 1.
Example 3.2. The unwieghted graph G = (V, E) in Figure 2 (left) has eigenvalues
σ(G) ≈ {2.188, 1.167 ± .544i,−1.262 ± 0.238i,−1,−1, 0}.
Note that for B = {v1, v2} the graph G|B¯ has the strongly connected components C1 and C2 with eigenvalues
σ(C1) = {2,−1,−1} and σ(C2) = {±
√
2, 0}. Since each of the nontrivial branches ofBB(G) contain one copy
of C1 and C2 respectively, Theorem 1 implies that the specialized graph SB(G) has the twenty-six eigenvalues
σ(SB(G)) = σ(G) ∪ σ(C1)3 ∪ σ(C2)3. (2)
Moreover, by inspecting the eigenvalues of G, C1, and C2 it follows from Equation 2 that ρ(S B(G)) = ρ(G) ≈
2.188. This follows from Corollary 3 as the graph G has unit edge weights, which are positive.
Not only are the eigenvalues and spectral radius of a graph G preserved, in a specific way, as the graph
is specialized but so are its eigenvectors. Here an eigenvector of a graph G corresponding to the eigenvalue
λ ∈ σ(G) is a vector x such that A(G)x = λx, in which case (λ, x) an eigenpair of G. That is, the eigenvalues
of G are the eigenvalues of its adjacency matrix A = A(G).
To describe how specialization effects the eigenvectors of a network we require the following definition.
Definition 3. (Incoming and Outgoing Component Branches) For the graph G = (V, E, ω) and base B ⊆ V
let β = {vi, e0,C1, e1,C2, . . . ,Cm, em, v j} ∈ BB(G). We call the ordered set
In(β,Ck) = {vi, e0,C1, e1,C2, . . . ,Ck} ⊂ β
the incoming branch of β up to Ck. Similarly, we call the ordered set
Out(β,Ck) = {Ck, ek,Ck+1, . . . ,Cm, em, v j} ⊂ β
the outgoing branch in β from Ck.
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If Z is a strongly connected component of G|B¯ then ` ≥ 0 copies of it will appear in the graph SB(G),
which we denote by C(Z) = {Z1,Z2, . . . ,Z`}. Here, each Zi is associated with the component Z in a single
branch βi ∈ BB(G). We say Zi,Z j ∈ C(Z) have the same incoming branch if In(βi,Z) = In(β j,Z) and the
same outgoing branch if Out(βi,Z) = Out(β j,Z).
Definition 4. (Eigenvector Transfer Matrix) For β = {vi, e0,C1, e1,C2, . . . ,Cm, em, v j} ∈ BB(G) let the
adjacency matrix of the incoming branch In(β,Ck) together with G|B be the matrix
A =

B
Y0 C1
Y1 C2
. . .
. . .
Yk−1 Ck

where B = A(G|B) and Ci = A(Ci). We call the matrix
T (β,Ck, λ) = (λI −Ck)−1Yk−1(λI −Ck−1)−1Yk−2 · · · (λI −C1)−1Y0
the eigenvector transfer matrix of In(β,Ck), where λ is a spectral parameter.
If x is an eigenvector of G and S ⊆ V is any subset of its vertex set, we let xS denote the vector x
restricted to the entries indexed by S . Similarly, by slight abuse of this notation, if Z is a subgraph of G
with vertex set S we let xZ = xS . With this in place we state the following theorem describing how the
eigenvectors of a graph are effected by specialization.
Theorem 2. (Eigenvectors of Specialized Graphs) Let G = (V, E, ω) be a graph, B ⊆ V a base, and let Z
be a strongly connected component of β ∈ BB(G). If (λ,u) is an eigenpair of G with λ < σ(G|B¯) then there is
an eigenpair (λ, v) of SB(G) such that the following hold:
(i) uB = vB.
(ii) For all Zi ∈ C(Z) the eigenvector restriction
vZi = T (β,Z, λ)vB.
Hence, if Zi,Z j ∈ C(Z) have the same incoming branch then vZi = vZ j .
(iii) For Zi ∈ C(Z) let ∪`k=1{Zk} be the copies of Z that have the same outgoing branch as Zi. Then
uZ =
∑`
k=1
vZk =
∑`
k=1
T (β,Z, λ)vB.
Part (i) of Theorem 2 states that the graphs G and SB(G) have the same eigenvectors if we restrict our
attention to those entries that correspond to the base vertices B and to those eigenvectors with eigenvalues
in σ(G) − σ(G|B¯) ⊂ σ(SB(G)). Part (ii) states that the eigenvectors associated with the component Zi can
be found by applying the transfer matrix T (β,Z, λ) to the same eigenvector associated with G|B. Hence, if
two specializations Zi and Z j of the same component Z have the same incoming branch, their associated
eigenvectors are identical. Part (iii) states that if we sum the eigenvectors associated of each copy ∪`k=1{Zk}
of Z with the same outgoing branch in SB(G) then we recover the eigenvector associated with the original
component Z in G.
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Figure 4: The graph G and its specialization SB(G), first considered in Example 2.2 are shown where we let C1 = Y and C2 = Z. Here
C(Y) = {Y1, . . . ,Y4} and C(Z) = {Z1, . . . ,Z4} are the copies of Y and Z in SB(G), respectively. Numbers next to vertices are the vertices’
eigenvector centrality, equivalently the corresponding entry in the vertices’ eigenvector centrality.
Example 3.3. Consider the unweighted graph G = (V, E) in Figure 4 and its specialization over the base
B = {v1, v2}, shown in red, as in Example 2.2. Here, for simplicity, we let the components C1 = Y and
C2 = Z, in which case C(Y) = {Y1, . . . ,Y4} and C(Z) = {Z1, . . . ,Z4} are the copies of Y and Z, respectively,
in SB(G). Note that
C(Y) = {{Y1,Y2}, {Y3,Y4}} and C(Z) = {{Z1,Z2}, {Z3,Z4}}
are the partition of C(Y) and C(Z) into components with the same incoming branches and
C(Y) = {{Y1,Y3}, {Y2,Y4}} and C(Z) = {{Z1,Z3}, {Z2,Z4}}
are the partition of these sets into components with the same outgoing branches.
In Figure 4, numbers next to vertices in both G and SB(G) are the associated entries of the graph’s
eigenvectors u and v corresponding to the spectral radius ρ of both graphs, respectively. Since ρ = ρ(G) ≈
2.188 is an eigenvalue of G that is not an eigenvalue of G|B¯, part (i) of Theorem 2 implies that uB = [1, 1]T =
uB as can be seen in the figure. Also, as Z1 and Z2 have the same incoming branch in the specialized graph,
part (ii) of Theorem 2 implies that vZ1 = [1.3, .6, .6]T = vZ2 . The same can be quickly verified for the other
components with the same incoming branches. Last, since Z1 and Z3 are the copies of Z with the same
outgoing branches then part (iii) of Theorem 2 implies
uZ = [2.6, 1.2, 1.2]T = [1.3, .6, .6]T + [1.3, .6, .6]T = vZ1 + vZ3
and the same can be verified for the other components with identical outgoing branches. Additionally, the
eigenvector transfer matrix can be used to determine any of the component’s associated eigenvectors in the
specialized graph using only this matrix and the vector vB = [1, 1]T so long as the eigenvalues associated
with the eigenvector is not an eigenvalue of G|B¯.
One immediate consequence of Theorem 2 is that we can describe to a large extent what happens to the
eigenvector centrality of a network as the network becomes increasingly specialized. Eigenvector centrality
is one of the standard network measures used for determining the importance of a vector in a network (see
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[30] for more details). For an unweighted graph G = (V, E) that is strongly connected the graphs eigenvector
p corresponding to its spectral radius gives the relative ranking pi to each vertex vi ∈ V . This value pi is
referred to as the eigenvector centrality of the vertex vi. Here we refer to the vector p as an eigencentrality
vector of the graph G.
Corollary 3.4. (Eigenvector Centrality of Specialized Networks) Let G = (V, E) be an unweighted strongly
connected graph with base B ⊆ V and Z a strongly connected component of G|B¯ . If p is the eigencentrality
vector of G, there exists an eigencentrality vector q of SB(G) such that
(i) pB = qB;
(ii) if Zi,Z j ∈ C(Z) have the same incoming branch then qZi = qZ j ; and
(iii) if ∪`k=1{Zk} are the copies of Z that have the same outgoing branch as some Zi ∈ C(Z) then pZ =
∑`
k=1 qZk .
Proof. By convention, the unweighted graph G = (V, E) has positive edge weights as each edge is assigned
unit weight. Since G is strongly connected, the Perron-Frobenius theorem implies that the spectral radius
ρ = ρ(G) is a simple eigenvalue of G with corresponding eigencentrality vector p. Since G|B¯ is a subgraph
of the strongly connected graph G then the spectral radius ρ(G|B¯) < ρ(G) (see [20]). Hence, ρ < σ(G|B¯). Part
(i) of Theorem 2 then implies that there is an eigenpair (ρ,q) of SB(G) such that pB = qB.
Note that S B(G) is both unweighted and strongly connected as G is unweighted and strongly connected.
By Corollary 3 both G and SB(G) have the same spectral radius ρ. Therefore, q must be an eigencentrality
vector of SB(G), completing the proof of part (i).
Parts (ii) and (iii) then follow immediately from parts (ii) and (iii) of Theorem 2. 
When a network is specialized the eigenvector centrality of the unspecialized vertices, i.e. the vertices in
the base, stay the same. In contrast, this process does effect the centrality of those vertices that are specialized
(cf. Figure 4). What we can say for these vertices is that if two vertices are copies of the same vertex
that belong to components with the same incoming branches then these vertices have the same eigenvector
centrality. Also, if we take all the specializations, i.e. copies, of a vertex that belong to components with
the same outgoing branch then summing these vertices’ centralities results in the centrality of the original
vertex. That is, the centrality of a vertex is distributed among this set of its copies (cf. Figure 4).
As with the proof of Theorem 1, the proof of Theorem 2 is given in Section 6. These proofs rely on a
number of results from the theory of isospectral graph reductions found in [7, 9], which can also be found in
Section 6.
4. Network Growth, Dynamics, and Function
Sections 2 and 3 of this paper are primarily concerned with the dynamics of a network, i.e. the temporal
evolution of the network’s structure of interactions, and the spectral consequences of this evolution. This
evolution also effects the network’s ability to perform its intended function. This function is not only depen-
dent on the network’s topology but also on the type of dynamics that emerges from the interactions between
the network elements, i.e. the dynamics on the network. For instance, power is transferred efficiently in
power grids when the grid is synchronized.
In this section our goal is to understand how the dynamics of a network can impact the dynamics on
the network. Specifically, we study under what condition(s) a network can maintain its dynamics as the
network’s structure evolves via specialization. This ability to maintain functionality even as the network
grows is observed in many systems. A prime example is the physiological network of organs within the
body, all of which develop over time but maintain specific functions [4].
The dynamics on a network with a fixed structure can be formalized as follows.
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Definition 5. (Dynamical Network) Let (Xi, di) be a complete metric space where Xi ⊆ R and let (X, dmax)
be the complete metric space formed by giving the product space X =
⊕n
i=1 Xi the metric
dmax(x, y) = max
i
di(xi, yi) where x, y ∈ X and xi, yi ∈ Xi.
Let F : X → X be a C1(X) map with ith component function Fi : X → Xi given by
Fi =
⊕
j∈Ii
X j → Xi where Ii ⊆ N = {1, 2, . . . , n}.
The discrete-time dynamical system (F, X) generated by iterating the function F on X is called a dynamical
network. If an initial condition x0 ∈ X is given, we define the kth iterate of x0 as xk = Fk(x0), with orbit
{Fk(x0)}∞k=0 = {x0, x1, x2, . . .} in which xk is the state of the network at time k ≥ 0.
The component function Fi describes the dynamics of the ith network element that emerges from its
interactions with a subset of the other network elements where there is a directed interaction between the
ith and jth elements if j ∈ Ii. For the initial condition x0 ∈ X the state of the ith element at time k ≥ 0
is xki = (F
k(x0))i ∈ Xi where Xi is the state space of the ith element. The state space X =
⊕n
i=1 Xi is the
collective state space of all network elements.
For simplicity in our discussion we assume that the map F : X → X is continuously differentiable and
that each Xi is some closed interval of real numbers (see Definition 5). In fact, all of our results in this
section hold in the more general setting where F : X → X is Lipschitz continuous and X is any complete
metric space (see [7, 9]).
The specific type of dynamics we consider here is global stability, which is observed in a number of
systems including neural networks [10, 12, 11, 14, 36], in epidemic models [38], and is also important in
the study of congestion in computer networks [2]. In a globally stable network, which we will simply refer
to as stable, the state of the network tends towards an equilibrium irrespective of its present state. Formally,
network stability is defined as follows.
Definition 6. (Network Stability) The dynamical network (F, X) is globally stable if there is an x∗ ∈ X such
that for any x0 ∈ X
lim
k→∞
dmax(Fk(x0), x∗) = 0.
A globally attracting equilibrium x∗ in a network is presumably a state at or near which a network
can efficiently carry out its function. Whether or not this equilibrium remains stable over time depends on a
number of factors including external influences such as changes in the network’s environment, etc. However,
not only can outside influences destabilize a network but potentially the network’s own growth can have this
effect. As mentioned in the introduction, an important example of this type of destabilization is cancer,
which is the abnormal growth of cells that can lead to significant problems in biological networks.
Here we consider how growth via specialization can effect the stability of a network. Specifically, we
consider the specialization of a class of dynamical networks (F, X) with components of the form
Fi(x) =
n∑
j=1
Ai j fi j(x j), for i ∈ N = {1, 2, . . . , n} (3)
where the matrix A ∈ {0, 1}n×n is a matrix of zeros and ones and each fi j : X j → R are C1(X j) functions with
bounded derivatives for all i, j ∈ N. We refer to the graph G with adjacency matrix A = A(G) in Equation
(3) as the graph of interactions of (F, X).
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It is worth noting that we could absorb the matrix A into the functions fi j. However, we use this matrix
as a means of specializing the dynamical network (F, X) in a way analogous to the method of specialization
described in Section 2 for graphs. This is possible as there is a one-to-one relation between a graph G =
(V, E, ω) and its weighted adjacency matrix A(G) ∈ Rn×n. Therefore, we can use the notion of a graph
specialization to define a matrix specialization.
Definition 7. (Matrix Specialization) Let A ∈ Rn×n and B ⊆ N = {1, 2, . . . , n} be a base. Then the special-
ization of A over B is the matrix
A = SB(A) = A(SB(G)) ∈ Rm×m
where A = A(G). Additionally, suppose G = (V, E, ω) and SB(G) = (V,E, µ). For M = {1, 2, . . . ,m} let
τ : M → N where τ(i) = j if νi ∈ V is a copy of v j ∈ V. We refer to the function τ as the origination function
of this specialization.
Note that we are slightly abusing notation in Definition 7 by letting the base B be both a subset of
N = {1, 2, . . . , n} and a subset of V = {v1, v2, . . . , vn}. The idea is that B ⊆ N is a set of indices over which
the matrix A is specialized, which in turn is the set that indexes the vertices B ⊆ V over which G = (V, E, ω)
is specialized. Roughly speaking, to specialize the matrix A ∈ Rn×n we specialize the associated graph G
with adjacency matrix A. The adjacency matrix of the resulting specialized graph is the specialization of the
matrix A. This allows us to specialize dynamical networks as follows.
Definition 8. (Specializations of Dynamical Networks) Suppose (F, X) is a dynamical network given by
Equation (3). If B ⊆ {1, 2, . . . , n} then the specialization of (F, X) over the base B is the dynamical network
(G,Y) with components
Gi(y) =
m∑
j=1
Ai j fτ(i)τ( j)(y j), for i ∈ M = {1, 2, . . . ,m}
where A = SB(A), Y =
⊕m
j=1 Y j with Y j = Xτ( j), y j = xτ( j), and τ : M → N is the origination function of the
specialization.
To give an example of a well-studied class of dynamical networks that can be specialized according to
Definition 8 consider the class of dynamical networks known as discrete-time recurrent neural networks.
The stability of such systems has been the focus of a large number of studies [12, 11, 14, 36], especially
time-delayed versions of these systems [25], both of which have the form given in Equation (3).
Definition 9. (Discrete-Time Recurrent Neural Network) A discrete-time recurrent neural network (R, X)
is a dynamical network of the form
Ri(x) = aixi +
n∑
j=1, j,i
Wi jg j(x j) + ci, i ∈ N = {1, 2, . . . , n}. (4)
where the component Ri describes the dynamics of the ith neuron in which each |ai| < 1 are the feedback
coefficients, the matrix W ∈ Rn×n with Wii = 0 is the connection weight matrix, and the constants ci are the
exogenous inputs to the network.
In the general theory of discrete-time recurrent neural networks (DRNN) the functions g j : R → R
are typically assumed to be differentiable, monotonically increasing, and bounded. Here, for the sake of
illustration, we make the additional assumption that each g j has a bounded derivative.
In the following example we consider the specialization of a DRNN and the dynamic consequences of
this specialization.
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Figure 5: Left: The stable dynamics of the network (R,R3) considered in Example 4.2 is shown (top) together with its graph of
interactions G1 (bottom). Center: The unstable periodic dynamics of the specialization (S ,R4) of (R,R3) over the set B = {1, 2} is
shown (top) with its graph of interactions G2 (bottom). Right: The unstable but partially synchronizing dynamics of the specialization
(T,R7) of (S ,R4) over the set C = {1, 2, 3} is shown (top) together with its graph of interactions G3. In each of G1, G2, and G3 loops
are omitted and vertex colors indicate from which element of the previous network an element was specialized.
Example 4.1. (Destabilization via Specialization) Consider the dynamical network (R,R3) given by
R

x1x2x3

 =

9
10 x1 − 2 tanh(x3) + 74
9
10 x2 + tanh(x1) +
5
4
9
10 x3 + tanh(x1) + tanh(x2) +
2
4
 , (5)
which is the DRNN in which
fi j(x) =
gi(x) = tanh(x) if i , jaix + ci otherwise
where ai = 910 for i = 1, 2, 3; c1 =
7
4 , c2 =
5
4 , c3 =
2
4 ; with the connection weight matrix
W =
 0 0 −21 0 01 1 0

and A = W + 910 I. We choose the function gi(x) = tanh(x) as this is a standard activation function used to
model neural interactions in network science. The network’s graph of interactions G1 is shown in Figure
5 (bottom left). As is shown in Figure 5 (top left) the dynamical network (R,R3) is stable with globally
attracting fixed point x∗ = (−2.49, 2.65, 5.05).
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If the network (R,R3) is specialized over the base B = {1, 2} the result is the network (S ,R4) given by
S


y1
y2
y3
y4

 =

9
10 y1 + tanh(y4) +
2
4
9
10 y2 + tanh(y3) +
2
4
9
10 y3 + tanh(y4) +
5
4
9
10 y4 − 2 tanh(y1) − 2 tanh(y2) + 74
 .
The network’s graph of interaction G2 = SB(G1) is shown in Figure 5 (top center) where the vertex colors
indicate from which network element the elements of G2 were specialized. Although the dynamics of the
original network (R,R3) is stable, the dynamics of its specialization (S ,R4) oscillates periodically as can be
seen in Figure 5 (bottom center). That is, specialization does not, at least in general, preserve stability.
The network can again be specialized over the base C = {1, 2, 3} which results in the network of seven
elements (T,R7) given by
T


z1
z2
z3
z4
z5
z6
z7


=

9
10 z1 + tanh(z4) + tanh(z6) +
2
4
9
10 z2 + tanh(z3) +
2
4
9
10 z3 + tanh(z5) + tanh(z7) +
5
4
9
10 z4 − 2 tanh(z1) + 74
9
10 z5 − 2 tanh(z1) + 74
9
10 z6 − 2 tanh(z2) + 74
9
10 z7 − 2 tanh(z2) + 74

.
The network’s graph of interaction G3 = SC(G2) is shown in Figure 5 (bottom right) where, as before, the
vertex colors indicate from which network element the elements of G3 were specialized. Here specialization
has again altered the dynamics of the network as (T,R7) has unstable but now synchronizing dynamics.
Specifically, elements z4 and z6 and also elements z5 and z7 synchronize irrespective of the network’s initial
condition (see Figure 5 top right).
In previous studies of dynamical networks the goal has been to determine under what condition(s) a
given network has stable dynamics (see for instance the references in [25]). Here we consider a different but
related question which is, under what condition(s) does a dynamical network with an evolving structure of
interactions maintain its stability as it evolves.
As a partial answer to this general question, we use the following notion of a stability matrix, which
allows us to study the change or lack of change in a network’s stability after it has been specialized.
Definition 10. (Stability Matrix) For the dynamical network (F, X) suppose there exist finite constants
Λi j = sup
x∈X
∣∣∣∣∣∣∂Fi∂x j (x)
∣∣∣∣∣∣ < ∞ for all i, j ∈ N = {1, 2, . . . , n}. (6)
Then we call the matrix Λ ∈ Rn×n the stability matrix of (F, X).
The stability matrix Λ can be thought of as a global linearization of the typically nonlinear dynamical
network (F, X). The following result states that if the eigenvalues of the matrix Λ lie within the unit circle
then the dynamical network (F, X) is stable, the proof of which can be found in [7].
Theorem 3. (Network Stability) Suppose Λ is the stability matrix of the dynamical network (F, X). If
ρ(Λ) < 1 then the dynamical network (F, X) is stable.
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Figure 6: Left: The stable dynamics of the network (R˜,R3) considered in Example 4.2 is shown (top) together with its graph of
interactions H1 (bottom). Center: The unstable periodic dynamics of the specialization (S˜ ,R4) of (R˜,R3) over the set B = {1, 2} is
shown (top) with its graph of interactions H2 (bottom). Right: The unstable but partially synchronizing dynamics of the specialization
(T˜ ,R7) of (S˜ ,R4) over the set C = {1, 2, 3} is shown (top) together with its graph of interactions H3. In each of H1, H2, and H3 loops
are omitted and vertex colors indicate from which element of the previous network an element was specialized.
As it will be helpful in what follows, if Λ is the stability matrix of the dynamical network (F, X) we let
ρ(F) = ρ(Λ) be the spectral radius of the network.
A key feature of the stability described in Theorem 3 is that it is not the standard notion of stability. In
[8] it is shown that if ρ(F) < 1 then the dynamical network (F, X) is not only stable but remains stable even
if time-delays are introduced into the network’s interactions (see [8]). Since the addition of time-delays can
have a destabilizing effect on a network, the type of stability considered in Theorem 3 is a stronger version
of the standard notion of stability. To distinguish between these two types of stability, the stability described
in Theorem 3 is given the following name (see [8] for more details).
Definition 11. (Intrinsic Stability) For the dynamical network (F, X), if the spectral radius ρ(F) < 1 then
we say that this network is intrinsically stable.
In the following example we consider the specialization of an intrinsically stable dynamical network.
Example 4.2. (Specialization of an Intrinsically Stable Network) Consider the dynamical network (R˜,R3),
which has the same topology as the network (R,R3) in Example 4.2, given by
R˜

x1x2x3

 =

3
10 x1 − 12 tanh(x3) + 14
3
10 x2 +
1
2 tanh(x1)
3
10 x3 +
1
2 tanh(x1) +
1
2 tanh(x2)
 , (7)
which is the DRNN in which
fi j(x) =
gi(x) = tanh(x) if i , jaix + ci otherwise
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where ai = 310 for i = 1, 2, 3; c1 =
1
4 , c2 = c3 = 0; with the connection weight matrix
W˜ =

0 0 − 12
1
2 0 0
1
2
1
2 0

and A = W˜+ 310 I. The graph of interactions H1 corresponding to this dynamical network is shown in Figure 6
(bottom left). The dynamical network (R˜,R3) is stable with globally attracting fixed point x∗ = (.19, .13, .23),
as can be seen in Figure 5 (top left). In fact, the network is intrinsically stable with spectral radius ρ(S ) =
.962 < 1.
If we specialize this network over the base B = {1, 2}, similar to what is done in the previous example,
the result is the network (S˜ ,R4) given by
S˜


y1
y2
y3
y4

 =

3
10 y1 +
1
2 tanh(y4)
3
10 y2 +
1
2 tanh(y3)
3
10 y3 +
1
2 tanh(y4)
3
10 y4 − 12 tanh(y1) − 12 tanh(y2) + 14
 .
Here the network’s graph of interaction H2 = SB(H1) is shown in Figure 5 (bottom center). The vertex
colors again indicate from which network element the resulting elements of H2 are specialized. Notably,
in contrast to the previous example where specialization destabilized the network’s dynamics, the network
(S˜ ,R4) is once again intrinsically stable with ρ(S˜ ) = .962 (see Figure 5, center bottom).
If the network (S˜ ,R4) is then specialized over the base C = {1, 3, 4} the result in the specialization (T˜ ,R7)
given by
T˜


z1
z2
z3
z4
z5
z6
z7


=

3
10 z1 +
1
2 tanh(z4) +
1
2 tanh(z6)
3
10 z2 +
1
2 tanh(z3)
3
10 z3 +
1
2 tanh(z5) +
1
2 tanh(z7)
3
10 z4 − 12 tanh(z1) + 14
3
10 z5 − 12 tanh(z1) + 14
3
10 z6 − 12 tanh(z2) + 14
3
10 z7 − 12 tanh(z2) + 14

.
The network’s graph of interaction H3 = SC(H2) is shown in Figure 5 (bottom right). Again one can show
that ρ(T˜ ) = .962 so that
ρ(R˜) = ρ(S˜ ) = ρ(T˜ ) = .962 < 1. (8)
Hence, (T˜ ,R7) is intrinsically stable (see Figure 5 right bottom). Interestingly, as in the previous example
elements z4 and z6 and also elements z5 and z7 synchronize irrespective of the network’s initial condition.
Perhaps surprisingly the dynamical network and each of its specializations in the previous example have
the same spectral radius. This is not a coincidence but rather a consequence of the similarity between how
graph specializations and specializations of dynamical networks are defined. In the proof of the following
result we show that if a dynamical network (F, X) is specialized, the resulting dynamical network (G,Y) will
have the same spectral radius, i.e. ρ(F) = ρ(G). For example, each of the networks in Example 4.2 have the
same spectral radius
ρ(R) = ρ(S ) = ρ(T ) = 2.669 > 1.
Consequently, the following holds.
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Theorem 4. (Stability of Intrinsically Stable Networks Under Specialization) Suppose the dynamical net-
work (F, X) given by equation (3) is intrinsically stable. Then for any B ⊂ {1, 2, . . . , n} the specialization
(G,Y) of (F, X) over B is intrinsically stable.
Proof. Suppose the dynamical network (F, X) with stability matrix Λ is intrinsically stable so that, in partic-
ular, ρ(Λ) < 1. From Equation (3) it follows that
Λi j = sup
x∈X
∣∣∣∣∣∣ ∂∂x j Ai j fi j(x j)
∣∣∣∣∣∣ = Ai j supx j∈X j
∣∣∣∣∣∣∂ fi j(x j)∂x j
∣∣∣∣∣∣
since Ai j ∈ {0, 1}. If (G,Y) is the specialized version of (F, X) over S with stability matrix Λ then similarly
Λi j = sup
y∈Y
∣∣∣∣∣∣ ∂∂y j Ai j fτ(i)τ( j)(y j)
∣∣∣∣∣∣ = Ai j supy j∈Y j
∣∣∣∣∣∣∂ fτ(i)τ( j)(y j)∂y j
∣∣∣∣∣∣ = SB(A)i j supy j∈Y j
∣∣∣∣∣∣∂ fτ(i)τ( j)(y j)∂y j
∣∣∣∣∣∣
since A = SB(A) ∈ {0, 1} where τ is the origination function of this specialization.
Specializing the stability matrix Λ of (F, X) over B results in the matrix
SB(Λ)i j = SB(A)i j sup
xτ( j)∈Xτ( j)
∣∣∣∣∣∣∂ fτ(i)τ( j)(xτ( j))∂xτ( j)
∣∣∣∣∣∣ = SB(A)i j supy j∈Y j
∣∣∣∣∣∣∂ fτ(i)τ( j)(y j)∂y j
∣∣∣∣∣∣
since y j = xτ( j), Y j = Xτ( j). Hence, SB(Λ) = Λ and Corollary 3 together with Definition 7 implies that
ρ(Λ) = ρ(Λ) < 1 since Λ is a nonnegative matrix. Thus, (G,Y) is intrinsically stable. 
Theorem 4 is based on the fact that the spectral radius of a graph is preserved under a graph specialization
if the graph has nonnegative weights, which every stabilization matrix does (see Corollary 3). The impor-
tance of Theorem 4 is that it describes, as far as is known to the authors, the first general mechanism for
evolving the structure of a network that preserves the network’s dynamics. Currently, it is unknown whether
any real-world network intrinsically stable. That is, it is unknown whether any naturally occurring network
uses intrinsic stability to maintain its function as its structure evolves. However, from a design point of view,
if a network is made to be intrinsically stable, rather than just stable, it is guaranteed to to remain stable so
long as its topology evolves under the method of specialization described in Section 2. Moreover, if (F, X),
given by (3), is intrinsically stable then any specialization of this network is also intrinsically stable. Hence,
any sequence of specializations of the network will result in an intrinsically stable network (cf. Example 4.2
and 4.2).
Corollary 4.3. Suppose (F, X) is an intrinsically stable dynamical network given by (3). If {(F i, Xi)}ki=1 is
any sequence of specialization of (F, X) then (Fk, Xk) is intrinsically stable.
A natural and open question is whether this is the case for other types of dynamics exhibited by networks,
i.e. whether stronger versions of dynamical behavior such as multistability, periodicity, and synchronization,
etc. are required for a network to maintain its dynamics as it grows.
5. Variations of Network Specialization
There are a number of variants of the specialization method that preserve both spectral and dynamic prop-
erties of a network. One of the most natural is the partial specialization of a graph (equivalently dynamical
network) in which only a subset of the component branches are specialized. This method is demonstrated in
the following example
19
Out[99]=
Unspecialized Graph G
B C1 C2 B
Partially Specialized Graph PB(G)
B
C1 C2
B
ρ1
ρ2
Figure 7: A partial specialization PB(G) of G over the vertex set B is shown. The partial component branches of the specialization are
ρ1 = β1 ∪ β2 and ρ2 = β3 ∪ β4, where β1, β2, β3, β4 are the component branches in the standard specialization SB(G) shown in Figure 2
(right).
Example 5.1. Let G and B be the graph and base considered in Example 2.2 and shown in Figure 7 (left). In
the specialization SB(G) there are four component branches β1, β2, β3, β4 ∈ BB(G) used to create this graph
(see Figure 2 right). If we instead use the two partial component branches ρ1 = β1 ∪ β2 and ρ2 = β3 ∪ β4 the
result is the partial specialization PB(G) shown in 7 (right).
A partial specialization PB(G) of a graph G over the base B (equivalently dynamical network) is con-
structed similar to a standard specialization. First the component branches BB(G) are created. Then we
choose a partition of BB(G), i.e. a collection {Bmi=1} such that BB(G) is the disjoint union of this set. We then
let ρi = ∪β∈Biβ be the ith partial component branch for i = 1, . . . ,m. The partial specialization PB(G) is
constructed by merging, i.e. identifying, each vertex vi ∈ B in any partial branch ρ j with the same vertex vi
in any other branch ρk.
We note that the notation PB(G) does not uniquely define a specific partial specialization of the graph
G as there are typically many ways to choose a partition of the component branches BB(G). It is also
worth mentioning that the standard specialization method is the partial specialization where the partition we
choose is the one in which every subset has a single element. Hence, a graph specialization is the largest
partial specialization over a given base. Additionally, an analogous version of Theorems 1 and 4 as well as
Corollary 3 hold when we replace the term “specialization” with “partial specialization” in these results.
Proposition 5.2. (Spectral and Dynamic Consequences of Partial Specialization) Let G = (V, E, ω), B ⊆ V,
and let C1, . . . ,Cm be the strongly connected components of G|B¯. Then for any partial specialization PB(G)
of G we have
σ(PB(G)) = σ(G) ∪ σ(C1)n1−1 ∪ σ(C2)n2−1 ∪ · · · ∪ σ(Cm)nm−1
where ni is the number of copies of Ci contained in PB(G). Also if G has positive edge weights then
ρ(SB(G)) = ρ(G).
Additionally, if the dynamical network (F, X) given by equation (3) is intrinsically stable, then for any B ⊂
{1, 2, . . . , n} the partial specialization (G,Y) of (F, X) over B is intrinsically stable.
A proof of Proposition 5.2 is given in Section 6.
Aside from partial specializations another class of specializations we consider is what we refer to as
thinned specializations. A thinned specialization TB(G) of a graph G over the base B (equivalently dynamical
network) is a specialization or partial specialization of G in which we do not include some number of
component or partial component branches in the specialized graph.
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For example, the specialization of the Wikipedia graph in Figure 1 is an example of a thinned spe-
cialization. The reason is that a number of component branches have been omitted in this specialization.
Specifically, the component branches that begin with one color on the left and end with another color on
the right are missing. The fact that these branches have been removed in this example makes sense in the
context of a disambiguated network since the network segregates by topic. This type of specialization has
following spectral and dynamic properties.
Proposition 5.3. (Spectral and Dynamic Consequences of Tinned Specialization) Let G = (V, E, ω) have
positive edge weights and B ⊆ V. Then for any thinned specialization TB(G) of G we have
ρ(TB(G)) ≤ ρ(G).
Additionally, if the dynamical network (F, X) given by equation (3) is intrinsically stable, then for any B ⊂
{1, 2, . . . , n} the thinned specialization (G,Y) of (F, X) over B is intrinsically stable.
Proof. Suppose that G = (V, E, ω) is a graph and B ⊂ V a base. By Corollary 3 it follows that ρ(SB(G)) =
ρ(G). Also, under the assumption that G has positive edge weights, SB(G) has positive edge weights. Thus,
given that TB(G) is a subgraph of SB(G) then ρ(TB(G)) ≤ ρ(SB(G)) (see [20]). Therefore, ρ(TB(G)) ≤ ρ(G).
Equivalently, for the matrix A ∈ Rn×n the spectral radius ρ(TB(A)) ≤ ρ(A).
Using this fact, if the dynamical network (F, X) is intrinsically stable then ρ(Λ) < 1, where Λ is the
stability matrix of (F, X). If (H,Z) is the specialization of (F, X) over the base B ⊂ {1, 2, . . . , n} then following
the proof of Theorem 4, Λ = SB(Λ) is the stability matrix of (H,Z). Similarly, one can show that ΛT = TB(Λ)
is the stability matrix of the thinned specialization (G,Y). Since
ρ(ΛT) ≤ ρ(Λ) < 1
then (G,Y) is intrinsically stable. 
As a consequence of Theorem 4 and Propositions 5.2 and 5.3 any sequence of specializations of a graph,
whether these are standard, partial, thinned or a combination of these transformations, results in a graph
whose spectral radius is bounded by the spectral radius of the original graph. Similarly, if an intrinsically
stable dynamical network is sequentially specialized using any combination of these transformations the
result is an intrinsically stable network.
6. Isospectral Graph Reductions and Proofs
In this section we a give a proof of Theorems 1 and 2. The proof of Theorem 2 relies on the theory
of isospectral graph reductions, which we give in part here (see [9] for more details). For M ∈ Rn×n let
N = {1, . . . , n}. In what follows, if the sets T,U ⊆ N are proper subsets of N, we denote by MTU the |T | × |U |
submatrix of M with rows indexed by T and columns by U. The isospectral reduction of a square real valued
matrix is defined as follows.
A proof of Theorem 1 is the following.
Proof. For the graph G = (V, E, ω), without loss of generality, let B = {v1, . . . , v`} where V = {v1, . . . , vn}.
By a slight abuse in notation we let B denote the index set B = {1, . . . , `} that indexes the vertices in B.
For the moment we assume that the graph G|B¯ has the single strongly connected component S 1. The
weighted adjacency matrix A(G) = M ∈ Rn×n then has the block form
M =
[
U Y
W Z
]
(9)
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Figure 8: An example of a graph G = (V, E, ω) with the single strongly connected component S 1 = G|B¯ is shown (left), where solid
boxes together indicate the graph G|B. As there are two edges from G|B to S 1 and two edges from S 1 to G|B there are 2 × 2 branches in
BB(G) containing S 1. These are merged together with G|B to form SB(G) (right).
where U ∈ R`×` is the matrix U = MBB, which is the weighted adjacency matrix of G|B. The matrix
Z ∈ R(n−`)×(n−`) is the matrix Z = MB¯B¯, which is the weighted adjacency matrix of G|B¯ = S 1. The matrix
Y = MBB¯ ∈ R`×(n−`) is the matrix of edges weights of edges from vertices in S 1 to vertices in G|B and
W = MB¯B ∈ R(n−`)×` is the matrix of edge weights of edges from vertices in G|B to vertices in S 1.
The specialization SB(G) is the graph in which all component branches have the form
β = vi, epi, S 1, e jq, v j for all vi, v j ∈ G|B; vp, vq ∈ S 1; and epi, e jq ∈ E
are merged together with the graph G|B (cf. Figure 8). The weighted adjacency matrix Mˆ = A(SB(G)) has
the block form
Mˆ =

U
[
Y1 · · · Y1
]
· · ·
[
Yy · · · Yy
]

W1
...
Ww


Z
. . .
Z
 0
...
. . .
W1
...
Ww
 0

Z
. . .
Z


=
[
U Yˆ
Wˆ Zˆ
]
, (10)
where each Yi ∈ R`×(n−`), each W j ∈ R(n−`)×`, ∑yi=1 Yi = Y and ∑wj=1 W j = W. Here, y ≥ 0 is the number of
directed edges from S 1 to G|B. The matrix Yi has a single nonzero entry corresponding to exactly one edge
from this set of edges. Similarly, w ≥ 0 is the number of directed edges from G|B to S 1. The matrix W j
has a single nonzero entry corresponding to exactly one edge from this set of edges. Since there are w · y
component branches in SB(G) containing S 1 then the matrix Mˆ ∈ R(`+p(n−`))×(`+p(n−`)) where p = w · y.
To prove the result of Theorem 1 we will use the Schur complement formula, which states that a matrix
with the block form of M has the determinant
det[M] = det[Z] det[U − YZ−1W]
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if Z is invertible. Here we apply this formula to the block matrix M − λI, which results in the determinant
det[M − λI] = det[Z − λI] det[(U − λI) − Y(Z − λI)−1W]
= det[Z − λI] det[(U − λI) −
y∑
i=1
w∑
j=1
Yi(Z − λI)−1W j],
where the matrix Z − λI is invertible as a result of the proof of Theorem 1.2 in [9]. Similarly, applying the
Schur complement formula to the matrix Mˆ − λI we have the determinant
det[Mˆ − λI] = det[Zˆ − λI] det[(U − λI) − Yˆ(Zˆ − λI)−1Wˆ]
= det[Z − λI]p det[(U − λI) −
y∑
i=1
w∑
j=1
Yi(Z − λI)−1W j],
where the equality
Wˆ(Zˆ − λI)−1Yˆ =
y∑
i=1
w∑
j=1
Yi(Z − λI)−1W j (11)
can be seen by direct multiplication of the block entries in the matrix Mˆ. Hence,
det[Mˆ − λI] = det[Z − λI]p−1 det[M − λI]
implying
σ(SB(G)) = σ(G) ∪ σ(S 1)p−1, (12)
so that Theorem 1 holds if G|B¯ has a single strongly connected component S 1.
In order to prove Theorem 1 in full generality, we will first need to describe an alternative process
which generates the specialized graph SB(G), which we refer to as “stepwise specialization.” We start this
process by defining L1 to be the set of the strongly connected components of G|B¯, and label the components
of this set as L1 = {S 1,1, S 2,1, . . . , S m,1}. Next we set G1 = G and randomly choose a strongly connected
component S i1,1 ∈ L1 with the property that specializing G around S i1,1 generates a non-trivial specialization,
i.e. SS¯ i,1 (G1) , G1. That is, when G, is specialized over S¯ i,1, the result is a larger graph, meaning that there is
more than one directed edge into or out of S i,1. We then let G2 = SS¯ i,1 (G1). Because S i1,1 is a single strongly
connected component, we showed in the beginning of this proof that the only new vertices which appear in
G2 as G1 is specialized must be w · y copies of S i1,1, where w is the number of edges which are directed into
S i1,1 and y is the number of edges which are directed out of S i1,1. Now we relabel the collection of all copies
of S i1,1 in the specialized graph G2 as {S i1,1, S i1,2, . . . , S i1,r1 }.
Next we define L2 to be the collection of all strongly connected components of G2|B¯, which includes all
the elements of L1, plus the newly relabeled collection of copies of S i1,1. Thus
L2 = {S 1,1, S 2,1, . . . , S i1−1,1, S i1,1, S i1,2, . . . , S i1,r1 , S i1+1,1, . . . , S m,1}.
We then define G3 by selecting a random element S i2, j2 of L2 which does not induce a trivial specialization
of G2 and set G3 = SS¯ i2 , j2 (G2). Again we relabel all of the strongly connected component copies of S i2, j2
which appear in G3 (this includes new copies and any copies that previously existed in the graph) and define
L3 to be the collection of all strongly connected components of G3|B¯. We continue this process inductively,
at each step defining Gk+1 = SS¯ ik , jk (Gk) where S ik , jk is randomly chosen from Lk and has the property that
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SS¯ ik , jk
(Gk) , Gk. Then we relabel all copies of S ik ,1 in Gk as {S ik ,1, . . . S ik ,pk } and define Lk+1 as the strongly
connected components of Gk+1 with all the newly defined labels.
Note that at each step we only specialize over one strongly connected component of GB¯. An important
observation about this process is that the set of component branches with respect to base B is invariant over
each step. This can be seen by recognizing that there is a one-to-one correspondence between the component
branches BB(Gk) and BB(Gk+1). From this fact we can conclude that
SB(Gk) = SB(G) (13)
for all k ≥ 1, since we defined specialization to be the graph built by identifying elements of B in all
component branches of the graph.
We will continue the process described above until all strongly connected components of GK |B¯ induce a
trivial specialization. At this point, the process terminates and we are left with the final graph GK . We claim
that eventually this process must reach this condition and terminate. To verify this, suppose the process did
not terminate. Then the specialized graph in each step would be strictly larger than the graph in the previous
step. Thus the number of vertices in Gk must diverge to infinity, which we denote as limk→∞ |Gk | = ∞.
However, we know that by construction |Gk | ≤ |SB(Gk)|. Using Equation (13) we know that |SB(Gk)| =
|SB(G)| < ∞. Therefore, at some point this process must terminate.
When the process does terminate, we claim the final graph GK = SB(G). To see this, first recall that we
defined SB(G) to be the graph which consists of the component branches of BB(G) in which all elements of
B are individually identified (see Definition 2). Thus, if S is a strongly connected component of G|B¯, then
each copy of S found in SB(G) will have exactly one edge pointing into it and exactly one edge pointing out
of it by the definition of a component branch. In the final graph GK , there are no more strongly connected
components for which specializing gives a larger graph. Therefore, each strongly connected component
in LK has exactly one edge directing into it and one edge directing out of it. Since this is true for each
strongly connected component, then GK must be composed of a collection of component branches where all
corresponding vertices in B are identified. We already showed GK has the same component branches with
respect to B as SB(G). Using this fact and because strongly connected components of GK |B¯ are each their
own component branch, we can conclude that GK = SB(G).
Hence, we can repeatedly apply the result given in Equation (12) for a single strongly connected com-
ponent at each step in our “stepwise specialization process.” Thus the spectrum of the specialized graph Gk
is the spectrum of the graph Gk−1 from the previous step together with the eigenvalues σ(S ik )pk where pk
is the number of copies of S ik which were added. Therefore the eigenvalues of the final graph will be the
eigenvalues of the original graph together with the eigenvalues of all the copies of the strongly connected
components we added at each step. That is
σ(SB) = σ(G) ∪ σ(S 1)n1−1 ∪ · · · ∪ σ(S m)nm−1
where ni is the number of component branches in BB(G) containing S i, completing the proof.

We note that Proposition 5.2 can be proved analogously to Theorem 2. The only difference being that we
do not fully specialize every branch (cf. Figure 8) but only partially specialize them. The key observation
to proving this result is that Equation 11 also holds in this case in which Yi and W j may have more than one
nonzero entry but
∑y
i=1 Yi = Y and
∑w
y=1 Wi = W. Second, the fact that a network with positive edge weights
and its partial specialization have the same spectral radius can be shown as in the proof of Corollary 3, which
verifies the result.
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To prove Theorem 2 we need the notion of an isospectral graph reduction, which is a way of reducing
the size of a graph while essentially preserving its set of eigenvalues. Since there is a one-to-one relation
between the graphs we consider and the matrices M ∈ Rn×n, there is also an equivalent theory of isospectral
matrix reductions. Both types of reductions will be useful to us.
For the sake of simplicity we begin by defining an isospectral matrix reduction. For these reductions we
need to consider matrices with rational function entries. The reason is that, by the Fundamental Theorem of
Algebra, a matrix A ∈ Rn×n has exactly n eigenvalues including multiplicities. In order to reduce the size of
a matrix while at the same time preserving its eigenvalues we need something that carries more information
than scalars, which for us are rational functions. The specific reasons for using rational functions can be
found in [9], chapter 1.
We let Wn×n be the set of n × n matrices whose entries are rational functions p(λ)/q(λ) ∈ W, where
p(λ) and q(λ) , 0 are polynomials with real coefficients in the variable λ. The eigenvalues of the matrix
M = M(λ) ∈Wn×n are defined to be solutions of the characteristic equation
det(M(λ) − λI) = 0,
which is an extension of the standard definition of the eigenvalues for a matrix with complex entries.
Definition 12. (Isospectral Matrix Reduction) The isospectral reduction of a matrix M ∈ Rn×n over the
proper subset B ⊆ N is the matrix
RB(M) = MBB − MBB¯(MB¯B¯ − λI)−1MB¯B ∈W|B|×|B|.
A proof of Theorem 2 part (i) is based on the following result relating the eigenvectors of the a graph G
and its reduction RB(G).
Theorem 5. (Eigenvectors of Reduced Matrices) Suppose M ∈ Rn×n and B ⊆ N. If (λ, v) is an eigenpair of
M and λ < σ(MB¯B¯) then (λ, vB) is an eigenpair of RB(M).
Proof. Suppose (λ, v) is an eigenpair of M and λ < σ(MB¯B¯). Then without loss in generality we may assume
that v = (vTB, v
T
B¯
)T . Since Mv = λv then[
MBB MBB¯
MB¯B MB¯B¯
] [
vB
vB¯
]
= λ
[
vB
vB¯
]
,
which yields two equations the second of which implies that
MB¯BvB + MB¯B¯vB = λvB¯.
Solving for vB¯ in this equation yields
vB¯ = −(MB¯B¯ − λI)−1MB¯BvB, (14)
where MB¯B¯ − λI is invertible given that λ < σ(MB¯B¯).
Note that
(M − λI)v =
[
(M − λI)BBvB + (M − λI)BB¯vB¯
(M − λI)B¯BvB + (M − λI)B¯B¯vB¯
]
=
[
MBBvB − MBB¯(MB¯B¯ − λI)−1MB¯BvB
MB¯BvB − (MB¯B¯ − λI)(MB¯B¯ − λI)−1MB¯BvB
]
=
[
(RB(M) − λI)vB
0
]
.
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Since (M − λI)v = 0 it follows that (λ, vB) is an eigenpair of RB(M).
Moreover, we observe that if (λ, vB) is an eigenpair ofRB(M) then by reversing this argument, (λ, (vTB, v
T
B¯
)T )
is an eigenpair of M where vB¯ is given by (14). 
We now give a proof of Theorem 2 part (i).
Proof. As in the proof of part (i) let M = A(G) and Mˆ = A(SB(G)) where B is a base of G. By slightly
abusing our notation we let B also denote the subset of integers B ⊂ {1, . . . ,N} that indexes the vertices in
this base. If (λ, v) is an eigenpair of M and λ < σ(MB¯B¯) then Theorem 5 implies that (λ, vB) is an eigenpair
of RB(M). The claim is that (λ, vB) is also an eigenpair of of the reduced matrix RB(Mˆ).
To see this, first we note that the matrix M and Mˆ have the form given in (9) and (10), respectively. By
Definition 12 the reduced matrices RB(M) and RB(Mˆ) are
RB(M) = U − Y[Z − λI]−1W ∈W|B|×|B|
RB(Mˆ) = U − Yˆ[Zˆ − λI]−1Wˆ ∈W|B|×|B|
Now using equation (11) in the proof of Theorem 1, we have
U − Yˆ(Zˆ − λI)−1Wˆ = u −
y∑
i=1
w∑
j=1
Yi(Z − λI)−1W j = Y(Z − λI)−1W
implying RB(SB(M)) = RB(M). Using this fact and the observation in the last line of the proof of Theorem
5 it follows that (λ, vˆ) is an eigenpair of Mˆ where
vˆ =
[
vˆB
vˆB¯
]
=
[
vB
−(MˆB¯B¯ − λI)−1MˆB¯BvB
]
.
Note that vB = vˆB, which completes the proof. 
We now prove parts (ii) and (iii) of Theorem 2. We begin with a proof of part (ii)
Proof. Let Z be a strongly connected component of G|B and let Zi be a copy of Z in SB(G). Then there exists
a component branch β corresponding to Zi, of the form β = {v j, e0,C1, ...,Ck, ek,Z, ek+1Ck+1, ...,Cn} . Then,
because specialization isolates each component branch, we can write the adjacency matrix A of SB(G) in the
form,
A =
[
A(In(β,Z)) W
Y X
]
=

B W
Y0 C1
Y1 C2
. . .
. . .
Yk−1 Ck
Yk Zi
Yk+1 X

.
Here, B = A(G|B), Zi = A(Zi) and for 1 ≤ j ≤ k, C j = A(C j). For 0 ≤ j ≤ k + 1, the matrix Y j is a single
entry matrix corresponding to the edge e j ∈ β. The matrix X is the adjacency matrix for G restricted to nodes
that are not in In(β,Z), W contains information about edges from nodes represented in X to nodes in B.
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Suppose (λ, v) is an eigenpair of G, i.e. Av = λv, such that λ < σ(G|B¯). As σ(G|B¯) = ∪mj=1σ(Ci) where
C1,C2, . . . ,Cm are the strongly connected components of G|B¯ then λ is not an eigenvalue of any strongly
connected component of β.
We may conformally partition v into v = [vB, vC1 , · · · vCk , vZi , vX]T so that entries in each piece corre-
spond with the appropriate sub-matrix of A. Then, applying the eigenvector equation produces,
Av =

B W
Y0 C1
Y1 C2
. . .
. . .
Yk−1 Ck
Yk Zi
Yk+1 X


vB
vC1
vC2
...
vCk
vZi
vX

= λ

vB
vC1
vC2
...
vCk
vZi
vX

= λv.
We solve for vZ in terms of vB. Multiplying v by the appropriate block row of A gives YkvCk + Zi,
implying that
vZi = λvZi
vZi = (λI − Zi)−1YkvCk .
In a similar manner for 2 ≤ i ≤ k, we may solve for vCi in terms of vCi−1 producing,
vCi = (λI −Ci)−1Yi−1vCi−1 .
Combining this with the previous equation yields,
vZi = (λI − Zi)−1Yk(λI −Ck)−1Yk−1 · · · Y2(λI −C2)−1Y1vC1 .
We solve for vC1 in a similar manner and find that
vC1 = (λI −C1)−1Y0vB.
Then,
vZi = (λI − Zi)−1Yk(λI −Ck)−1Yk−1 · · · Y1(λI −C1)−1Y0vB.
Since Y0,...,Yk, C1 ... Ck and Zi are all the appropriate submatrixes of A( In(β,Zi) ), by definition of the
eigenvector transfer matrix
vZi = (λI − Zi)−1Yk(λI −Ck)−1Yk−1 · · · Y1(λI −C1)−1Y0vB = T (β,Zi, λ)vB.
Note that each inverse in this equation exists since λ < σ(Zi) and λ < σ(C j) for j = 1, 2, . . . , k. This
completes the proof. 
To prove part (iii) of Theorem 2 we use the following. Given a graph H = (V, E, ω) that is not strongly
connected, let S = {S 1, S 2, ..., S k} be the strongly connected components of H. If there exist edges e1 · · · ek−1
such that, e j is an edge from S j to S j+1 for 1 ≤ j ≤ k − 1, we call the ordered set α = {S 1, e1, S 2, ..., S k}
a partial component branch from S 1 to S k in H. We let P(S 1, S k) denote the set of all partial component
branches from S 1 to S k in H. We let P(S i, S i) be the set containing only α = {S i}.
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Definition 13. (Partial Eigenvector Transfer Matrix) Let H = (V, E, ω) be a graph that is not strongly
connected and let S and T be strongly connected components of H. For α = {S , e0,C1, e1, ...Cm, emT } ∈
P(S ,T ), let the adjacency matrix of α be 
S
Y0 C1
Y1 C2
. . .
. . .
Ym T

Where S = A(S ), T = A(T ) and Ci = A(Ci) for 1 ≤ i ≤ m. We call the matrix
P(α, λ) = (λI − T )−1Ym(λI −Cm)−1Ym−1 · · · Ym(λI − T )−1
the partial eigenvector transfer matrix of α, where λ is a spectral parameter.
Lemma 1. Suppose G = (V, E, ω) is not strongly connected with strongly connected components S 1, S 2,...,S k
and
A = A(G) =

S 1
Y21 S 2
...
. . .
Yk1 . . . Ykk−1 S k

where S i = A(S i) for 1 ≤ i ≤ k. If λ < σ(G) then,
(λI − A)−1 =

X11
X21 X22
...
...
. . .
Xkl Xk2 · · · Xkk

where
Xi j =
∑
α∈P(S j,S i)
P(α, λ).
Proof. Since A is block lower triangular, (ρI − A) and (ρI − A)−1 are also block lower triangular. Also, since
we can write,
(ρI − A) =

(ρI − S 1)
−Y21 (ρI − S 2)
...
. . .
−Yk1 . . . −Ykk−1 (ρI − S k)

we can write (ρI − A)−1 as,
(ρI − A)−1 =

X11
X21 X22
...
...
. . .
Xkl Xk2 · · · Xkk

where Xii has the same dimensions as S i for 1 ≤ i ≤ k and Xi j has the same dimensions as Yi j when
1 ≤ j < i ≤ k. It must then be the case that,
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(ρI − A)(ρI − A)−1 = I1 ⊕ I2 ⊕ . . . ,⊕Ik
where each Ii is the identity matrix with the same dimensions as S i. Let j ∈ {1, 2, ...,k}. Then,

(ρI − S 1)
−Y21 (ρI − S 2)
...
. . .
−Yk1 . . . −Ykk−1 (ρI − S k)


0
...
0
X j j
X( j+1) j
...
Xk j

=

0
...
0
I j
0
...
0

.
Multiplying the jth row of (ρI − A) by the jth column of (ρI − A)−1 produces
(ρI − S j)X j j = I j
X j j = (ρI − S j)−1 = P({S j}, λ).
Since P(S j, S j) only contains {S j} by definition, it follows that
X j j =
∑
α∈P(S j,S j)
P(α, λ).
We will show by induction that
Xi j =
∑
α∈P(S j,S i)
P(α, λ)
when i > j. As a base case, consider X( j+1) j. By multiplying row ( j + 1) of (ρI − A) by the jth column of
(ρI − A)−1, we obtain the equations
−Y( j+1) j(ρI − S j)−1 + (ρI − S ( j+1))X( j+1) j = 0
X( j+1) j = (ρI − S ( j+1))−1Y( j+1) j(ρI − S j)−1. (15)
Let m be the number of nonzero entries in Y( j+1) j. Then we can write
Y( j+1) j =
m∑
k=1
Y (k)( j+1) j
where each Y (k)( j+1) j has one non-zero entry and that entry is equal to a non-zero entry of Y( j+1) j. Thus,
X( j+1) j = (ρI − S j+1)−1
m∑
k=1
Y (k)( j+1) j(ρI − S j)−1
=
m∑
k=1
(ρI − S j+1)−1Y (k)( j+1) j(ρI − S j)−1.
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For each k, the block-diagonal matrix [
S j
Y (k)( j+1) j S j+1
]
is an adjacency matrix for α(k) = {S j, e(k), S j+1}where e(k) is an edge from S j to S j+1. Then α(k) ∈ P(S j, S j+1)
and
X( j+1) j =
m∑
k=1
P(α(k)).
Clearly, ∪nk=1{α(k)} ⊂ P(S j, S j+1). We assert that ∪nk=1{α(k)} = P(S j, S j+1). To verify this, let α ∈ P(S j, S j+1).
Then α = {S j, e, S j+1} because if α contained any other strongly connected component S l, it would imply
that a path exists from S j to S l to S j+1 and because of the structure of A, it must be the case that l < j or
j + 1 < l. If an edge existed from S j to S l to S j+1 the matrix A would have an entry above the diagonal. This
is a contradiction. Thus,
X( j+1) j =
∑
α∈In(S j,S j+1)
P(α).
By the induction hypothesis assume that when i < n we have
X( j+i) j =
∑
α∈In(S j,S j+i)
P(α).
Consider X( j+n) j. By multiplying the j + nth row of (ρI − A) by the jth column of (ρI − A)−1 we obtain the
equations
−Y( j+n) j(ρI − S j)−1 − Y( j+n)( j+1)X( j+1) j · · · − Y( j+n)( j+n−1)X( j+n−1) j + (ρI − S j+n)X( j+n) j = 0
X( j+n) j = (ρI − S j+n)−1Y( j+n) j(ρI − S j)−1 +
n−1∑
i=1
(ρI − S j+n)−1Y( j+n)( j+i)X( j+i) j (16)
As shown in the base case, the first term can be broken up into a sum of partial eigenvector transfer
matrices. Let m0 be the number of non-zero entries in Y( j+n) j. If we define Y
(k)
( j+n) j so that each Y
(k)
( j+1) j has a
single nonzero entry that is equal to a distinct non-zero entry of Y( j+1) j and
Y( j+n) j =
m0∑
k=1
Y (k)( j+n) j
then,
(ρI − S j+n)−1Y( j+n) j(ρI − S j)−1 =
m0∑
k=1
(ρI − S j+n)−1Y (k)( j+n) j(ρI − S j)−1.
For each 1 ≤ k ≤ m0, (ρI − S j+n)−1Y (k)( j+n) j(ρI − S j)−1 is the partial eigenvector transfer matrix for a distinct
partial component branch α in P(S j+n, S j) that does not contain any strongly connected components except
S j+n and S j. Let D0 denote the set of all such branches. By definition of an adjacency matrix, D0 contains
one branch for each non zero entry in Y( j+n) j. Thus,
(ρI − S j+n)−1Y( j+n) j(ρI − S j)−1 =
∑
β∈D0
P(β, λ). (17)
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We consider the other terms in the sum (3). Let 1 ≤ i ≤ n − 1. By the induction hypothesis,
(ρI − S j+n)−1Y( j+n)( j+i)X( j+i) j =
∑
α∈P(S j,S j+i)
(ρI − S j+n)−1Y( j+n)( j+i)P(α, λ).
Let mi represent the number of nonzero entries in Y( j+n) j+i. As before we write Y( j+n) j+i as a sum of mi single
entry matrices. Y( j+n) j+i =
∑mi
k=1 Y
(k)
( j+n)( j+i). Then,
(ρI − S j+n)−1Y( j+n)( j+i)X( j+i) j =
∑
α∈P(S j,S j+i)
mi∑
k=1
(ρI − S j+n)−1Y (k)( j+n)( j+i)P(α, λ).
It is clear that for each α ∈ P(S j, S j+i) and k, the term
(ρI − S j+n)−1Y (k)( j+n)( j+i)P(α, λ)
is a partial eigenvector transfer matrix for some incoming branch γ ∈ P(S j, S j + n), because the matrix
Y (k)( j+n)( j+i) is non zero if and only if an edge exists from S j+i to S j+n. If P(S j, S j+i) is non empty, there is
a branch from S j to S j+i, implying that there must be a branch from S j to S j+n with partial eigenvector
transfer matrix (ρI − S j+n)−1Y (k)( j+n)( j+i)P(α).
What we see here is that for a given i, the term
(ρI − S j+n)−1Y( j+n)( j+i)X( j+i) j
is equal to the sum of all centrality transfer matrices for the branches in P(S j, S j+n) that pass through S j+i
immediately before reaching S j+n. Let Di denote the set of all such branches. Then,
(ρI − S j+n)−1Y( j+n)( j+i)X( j+i) j =
∑
γ∈Di
P(γ, λ).
Putting (15), (16), and (17) together gives,
X( j+n) j =
∑
β∈D0
P(β, λ) +
n−1∑
i=1
∑
γ∈Di
P(γ, λ)
Let D = ∪n−1i=0 Di. Then
X( j+n) j =
∑
α∈D
P(α, λ)
Clearly, D ⊂ P(S j, S j+n). We assert that D = P(S j, S j+n). To show this, let α ∈ P(S j, S j+n). If α has
only two components, then α = {S j, e, S j+n} for some edge e and α ∈ D0 ⊂ D by definition of D0. If α has
more then two components, then it has a second to last component, S j+i where 1 ≤ i ≤ n − 1. By definition
of Di, α ∈ Di. Thus,
X j+n, j =
∑
α∈P(S j,S j+n)
P(α, λ)
This concludes the proof. 
We now give a proof of part (iii) of Theorem 2.
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Proof. Since each Zk is a copy of Z in SB(G), each Zk must correspond to a unique component branch. Let
D = {β1, ..., β`} be the set of such branches indexed so that βk is the unique branch corresponding to Zk for
1 ≤ k ≤ `. Because each Zk has the same outgoing branch, it follows that In(β j,Z) , In(βk,Z) when j , k.
Otherwise, there would exist k , j such that βk = β j which contradicts uniqueness of each βk.
If In(βk,Z) = {vi, e0,C1, e1, ..., en−1,Cm, em,Z} define Fk = {C1,C2, ...Cm} to be the set of all strongly
connected components of G|B in In(βk,Z). We let F = ∪`k=1Fk. Thus F is the set of all strongly connected
components of G|B(Z) that appear before Z in some incoming branch of D.
We may order F = {C1,C2, ...,Cn, } such that if 1 ≤ i < j ≤ n there are no paths from C j to Ci. If no
such ordering existed, it would imply for some 1 ≤ i < j ≤ n, paths exist both from Ci to C j and from C j
back to Ci. This implies that Ci and C j must be part of the same strongly connected component which is a
contradiction.
Thus, we can write the adjacency matrix A = A(G) of G in the form
A =

B WBT WBZ WBX
YLB L
YZB YZL Z
YXB YXL YXZ X

where L is of the form,
L =

C1
Y21 C2
...
. . .
Yk1 . . . Ykk−1 Cn

and B = A(G|B), Z = A(Z), Ci = A(Ci) for 1 ≤ i ≤ m. Since, λ is an eigenvalue of G, there is a vector
u such that Au = λu. We may partition u into u = [uB,uL,uZ , vX]T so that the number of entries in each
sub-vector corresponds with the size of the appropriate sub-matrix of A
We apply the eigenvector equation to solve for uZ . Given that
B WBT WBZ WBX
YLB L
YZB YZL Z
YXB YXL YXZ X


uB
uL
uZ
uX
 = λ

uB
uL
uZ
uX

we have
YZBvB + YZLuL + ZuZ = λuZ
uZ = (λI − Z)−1YZBuB + (λI − Z)−1YZLuL.
Solving for uL produces,
uL = (λI − L)−1YLBuB.
Thus,
uZ = ( (λI − Z)−1YZB + (λI − Z)−1YZL(λI − L)−1YLB )uB.
We now show that,
uZ = ( (λI − Z)−1YZB + (λI − Z)−1YZL(λI − L)−1YLB )uB =
∑`
k=1
T (βk,Z, λ)uB
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by showing
(λI − Z)−1YZB + (λI − Z)−1YZL(λI − L)−1YLB =
∑`
k=1
T (βk,Z, λ). (18)
First, we consider (λI − Z)−1YZB. Since every non-zero entry in YZB corresponds to an edge from G|B to
Z we let n0 equal the number of non-zero entries in YZB and write,
YZB =
no∑
r=1
Y (r)ZB
where each Y (r)ZB has exactly one non-zero entry and that entry is equal to a non-zero entry of YZB. Thus,
(λI − Z)−1YZB =
no∑
r=1
(λI − Z)−1Y (r)ZB.
We fix r ∈ {1, ..., n0} and consider (λI − Z)−1Y (r)ZB. The matrix Y (r)ZB corresponds to exactly one edge from G|B
to Z. Therefore, there must exist βr ∈ D such that In(βr,Z) = {v, e,Z} where v ∈ B and e corresponds with
the non-zero entry in Y (r)ZB. Hence,
(λI − Z)−1Y (r)ZB = T (βr,Z, λ).
Furthermore, βr must be the only branch in D that contains e. If not, there must be another βs ∈ D such that
In(βs,Z) = {v, e,Z} = In(βr,Z). Since βr and βs are in D, they have the same outgoing branch and it must be
the case that βr = βs. This contradicts uniqueness of each β in D.
Thus, each Y (r)ZB corresponds with exactly one βr ∈ D. Furthermore, we see that In(βr,Z) does not contain
any strongly connected components except Z, because the branch contains an edge directly from a node in
B to Z. Thus, we may write it’s adjacency matrix as follows:
A(In(βr,Z)) =
[
B
Y (r)ZB Z
]
.
Then (λI − Z)−1Y (r)ZB must the eigenvector transfer matrix of βr with respect to Z.
Consider the set D0 = {β1, ...βn0 } of component branches corresponding to {Y (1)ZB, ...,Y (n0)ZB }. In this case
(λI − Z)−1YZB =
no∑
r=1
(λI − Z)−1Y (r)ZB =
∑
β∈D0
T (β,Z, λ). (19)
Note that for all β ∈ D0, In(β,Z) has no strongly connected components except Z. We assert that D0 is
the set of all branches in D that satisfy this property. To show this, note that if β ∈ D and In(β,Z) = {v, e,Z},
then by definition of A(G), e must correspond to a non-zero entry in YZB and therefore β corresponds to
Y (r)ZB for some 1 ≤ r ≤ n0. Then β ∈ D0 and D0 is the set of all β ∈ D where In(β,Z) contains no strongly
connected components except Z.
Next we consider (λI − Z)−1YZL(λI − L)−1YZB from equation (18). Once again, we write YZL = ∑n1s=1 Y (s)ZL
and YLB =
∑n2
t=1 Y
(t)
LB as the sum of their non-zero entries.
By definition of an adjacency matrix, it must be the case that the set {Y (s)ZL}n1s=1 is in a bijective cor-
respondence with the edges from the components in {C1, ...Cn} to Z and the set {Y (t)LB}n2t=1 is in a bijective
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correspondence with the edges from G|B to components in {C1, ...Cn}. Thus we may let { fs}n1s=1 be the set of
edges corresponding with {Y (s)ZL}n1s=1 and {gs}n1t=1 be the set of edges corresponding with {Y (s)LB}n1t=1.
We, therefore, have
(λI − Z)−1YZL(λI − L)−1YLB =
n1∑
s=1
n2∑
t=1
(λI − Z)−1Y (s)ZL(λI − L)−1Y (t)LB.
Fix, s ∈ {1, ..., n1} and t ∈ {1, ...n2} and consider, Y (s)ZL(λI − L)−1Y (t)LB. By definition Y (s)LB represents an edge
from G|B to some Ci ∈ F and Y (s)ZL represents an edge from some C j ∈ F to Z. Since there are no paths
from C j to Ci when i > j, it must be the case that i ≤ j. This gives us information about the location of the
non-zero entries in Y (s)LB and Y
(s)
ZL. In particular, it must be the case that
[
Y (t)LB L
Y (s)ZL
]
=


0
0
Y (t)
0
0
0
0
0


C1
...
. . .
Yi1 Ci
...
. . .
Y j1 C j
...
. . .
Yk1 . . . Yki . . . Yk j . . . Cn
[
0 . . . . . . 0 Y (s) 0 0
]

.
For some Y (t) and Y (s) that contain a single non-zero entry. This is because Y (t)LB and Y
(s)
ZL represent an edge
from G|B to a component Ci and an edge from a component C j to Z respectively. Thus, we conclude that all
entries in Y (t)LB and Y
(s)
ZL that correspond to edges to or from components besides Ci and C j respectively must
be zero.
By lemma 1
(λI − L)−1 =

X11
X21 X22
...
...
. . .
Xkl Xk2 · · · Xkk

where
Xi j =
∑
α∈P(C j,Ci)
P(α, λ).
Using this fact we simplify the expression Y (s)ZL(λI − L)−1Y (t)LB to
[
0 . . . 0 Y (s) 0 . . . 0
]

X11
...
. . .
Xi1 Xii
...
...
. . .
X j1 X ji X j j
...
...
. . .
Xk1 . . . Xki . . . Xk j . . . Xnn


0
0
Y (t)
0
0
0
0
0

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demonstrating that,
Y (s)ZL(λI − L)−1Y (t)LB = Y (s)X jiY (t) =
∑
α∈P(Ci,C j)
Y (s)P(α, λ)Y (t).
Thus, for each s and t the term,
(λI − Z)−1Y (s)ZL(λI − L)−1Y (t)LB =
∑
α∈P(Cit ,C js )
(λI − Z)−1Y (s)P(α, λ)Y (t)
where js, it ∈ {1, ..., n}.
We now show for each α ∈ P(Cit ,C js ) that
(λI − Z)−1Y (s)P(α, λ)Y (t) = T (β,Z, λ)
where β ∈ BB(G). Let α ∈ P(Cit ,C js ). Then α = {Cα0 , e1,Cα1 , e2, ...CαN−1 , eNCαN } where Cα0 = Cit ,
CαN = C js and for each 1 ≤ k ≤ N we have Cαk ∈ F. Because Y (s) and Y (t) correspond to unique edges from
C js to Z and from G|B to Cit , respectively, there is a unique component branch β ∈ BB(G) such that
β = {v, gt,Cα0 , e1,Cα1 , e2, ...CαN−1 , eN ,CαN , fs,Z, ...u}
for some v, u ∈ B and where gt, fs ∈ E are edges corresponding to Y (t) and Y (s) respectively as defined
previously. Thus, both
T (β,Z, λ) = (λI − Z)−1Y (s)(λI −Cα0 )−1Y1(λI −Cα1 )−1Y2...YN(λI −CαN )−1Y (t)
T (β,Z, λ) = (λI − Z)−1Y (s)P(α, λ)Y (t)
because, P(α, λ) = (λI −Cα0 )−1Y1(λI −Cα1 )−1Y2...YN(λI −CαN )−1.
We see given s, t and α that (λI − Z)−1Y (s)P(α, λ)Y (t) is equal to the eigenvector transfer matrix for some
branch β that contains Z where the first edge in β is gt and the edge before Z is fs. Let Dst represent the set
of all β ∈ BB(G) where the first edge is gt and the edge leading to Z is fs. We have already shown that for
each α ∈ P(Cit ,C js ), there exists a β ∈ Dst such that
(λI − Z)−1Y (s)P(α, λ)Y (t) = T (β,Z, λ).
We now show that for each β ∈ Dst there exists an α ∈ P(Cit ,C js ) such that the above equation is true.
Let β ∈ Dst. Then β = {v, gt,Cβ0 , e1...eM ,CβM , fs,Z...u} where for 1 ≤ k ≤ M, ek ∈ E and Cβk ∈ F when
0 ≤ k ≤ M. By definition of a component branch, each ek is and edge from Cβk−1 to Cβk when 1 ≤ k ≤ M.
This implies that there is a partial component branch from Cβ1 to CβM of the form, α = {Cβ0 , e1...eM ,CβM }.
Clearly α ∈ P(Cβ1 ,CβM ). Hence, the adjacency matrix for α is of the form,
A(α) =

Cβ0
Y1 Cβ1
. . .
. . .
Ym CβM

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and P(α, λ) = (λI −CβM )−1YM ...Y1(λI −Cβ0 )−1. Since the components and edges in α are in β, the adjacency
matrix of In(β,Z) can be written as
A(In(β,Z)) =

B
Y (t) Cβ0
Y1 Cβ1
. . .
. . .
Ym CβM
Y (s) Z

.
Thus, there exists an α such that T (β,Z, λ) = (λI − Z)−1Y (s)P(α, λ)Y (t). Thus, the sets P(Cit ,C js are in a
bijective correspondence.
We know that for each α ∈ P(Cit ,C js ) there is a β ∈ Dst such that
(λI − Z)−1Y (s)P(α, λ)Y (t) = T (β,Z, λ).
Using this fact, we may substitute each (λI − Z)−1Y (s)P(α, λ)Y (t) in the sum∑
α∈P(Cit ,C js )
(λI − Z)−1Y (s)P(α, λ)Y (t)
for the corresponding T (β,Z, λ), (β ∈ Dst producing∑
α∈P(Cit ,C js )
(λI − Z)−1Y (s)P(α, λ)Y (t) =
∑
β∈Dst
T (β,Z, λ).
We know that every β ∈ Dst is accounted for in the sum because of the correspondence demonstrated
previously.
We have now shown that
(λI − Z)−1YZL(λI − L)−1YLB =
n1∑
s=1
n2∑
t=1
(λI − Z)−1Y (s)ZL(λI − L)−1Y (t)LB
=
n1∑
s=1
n2∑
t=1
∑
α∈P(Cit ,C js )
(λI − Z)−1Y (s)P(α, λ)Y (t)
=
n1∑
s=1
n2∑
t=1
∑
β∈Dst
T (β,Z, λ).
Since
uZ =
(
(λI − Z)−1YZB + (λI − Z)−1YZL(λI − L)−1YLB
)
uB,
by equation (19) we have
uZ =
∑
β∈D0
T (β,Z, λ) +
n1∑
s=1
n2∑
t=1
∑
β∈Dst
T (β,Z, λ)
 uB.
Finally we show that
D = D0 ∪
 n1⋃
s=1
n2⋃
t=1
Dst
 .
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By definition, D0 ⊂ D and Dst ⊂ D for all 1 ≤ s ≤ n1, 1 ≤ t ≤ n2. Then D0 ∪
(⋃n1
s=1
⋃n2
t=1 Dst
)
⊂ D.
Let β ∈ D. Then In(β,Z) either contains a strongly connected component besides Z, or it does not. If it
does not, β ∈ D0 as shown previously. If it does, then the first edge in β must connect a vertex in G|B to
a vertex in some component Ci ∈ F and therefore correspond to ft for some 1 ≤ t ≤ n2. Additionally the
edge that appears prior to Z must correspond to gs for some 1 ≤ s ≤ n1. Thus β ∈ D0 ∪
(⋃n1
s=1
⋃n2
t=1 Dst
)
and
D ⊂ D0 ∪
(⋃n1
s=1
⋃n2
t=1 Dst
)
. This produces
uZ =
∑
β∈D
T (β,Z, λ)uB =
∑`
k=1
T (βk,Z, λ)uB.
By part (ii) of Theorem 2 we have that T (βk,Z, λ)uB = vZk and
uZ =
∑`
k=1
vZk .
This completes the proof of part (iii). 
7. Concluding Remarks
In this paper we consider the interplay of the dynamics on a network and the dynamics of a network,
where the dynamics of the network is modeled by the process of network specialization and the type of
dynamics on the network we consider is global stability. What allows us to bridge these two types of
dynamics is knowing how specialization effects the spectral properties of the network. In this way we are
able to rigourously study the effect the evolving structure of the network has on the dynamics of the network
elements.
In a following paper we plan to use this model to study the full interplay of these two types of network
dynamics. Specifically, how the dynamics on the network effects the structural evolution of the network and
vice-versa and what the eventual structure and dynamics of such networks are.
It is worth mentioning that the extent to which the specialization model models the growth of real-world
networks is still unknown. The reason is that, as a network (graph) can be specialized over any subset
of its elements (vertices) these are many ways to grow a network especially considering the new variants
of network specialization introduced in this paper. An open question is, for specific real-world network,
whether a rule can be devised for selecting a base or sequence of bases that grows a small network into a
network that has some of the “finer details” of the real network, e.g. similar features, specific statistics, etc.
Another aspect of the paper that is worth addressing here is the notion of intrinsic stability. An interesting
feature of intrinsic stability, not shared by the standard version of stability, is its resilience to change in
network structure. Not only is intrinsic stability maintained under specialization but it is also maintained
when time delays are introduced into the network’s interactions (see [8] and [32]). As time-delays lengthen
the paths and cycles between network elements in the network’s graph of interactions these time delays have
an effect on the network’s topology, which are distinct from the topological changes caused by specialization.
An open question is what other types of intrinsic dynamics exist, which analogous to intrinsic stability are
maintained under structural changes to the network. Such stronger forms of the standard forms of network
dynamics would potentially suggest how real networks maintain their function even as their structure evolves
as intrinsic stability does for stable networks.
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