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Tato bakalářská práce se zabývá návrhem a implementací herního portálu v cloudu pro
jednoho vybraného poskytovatele Platform as a Service (PaaS). Stěžejní částí této práce je
výběr vhodných technologií a jejich využití v rámci návrhu a implementace herního portálu.
Na základě výsledků testování zátěže a škálovatelnosti je sepsán závěr.
Abstract
This thesis describes the design and implementation of gaming portal in the cloud for one of
the providers of Platform as a Service (PaaS). The main part of this work is the selection of
appropriate technologies and their use in the design and implementation of gaming portal.
The conclusion is written based on the results of testing load and scalability.
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S rozvojem internetu a jeho vlastností se začíná více využívat cloudová řešení pro běžný
software dříve instalovaný přímo na lokálním počítači. Původní model nákupu fyzického
serveru, jehož výkon je zbytečně vysoký z důvodu zvládnutí občasných špiček, začíná být
nepraktický, a proto se firmy snaží hledat nějaké jiné řešení, která právě nabízí cloudové
počítání (cloud computing). Možnost zbavení se problémů s fyzickým hardwarem a in-
frastrukturou je pro spoustu společností velkým lákadlem. V součastnosti je v této oblasti
velké množství malých i velkých firem, které nabízí řešení, ze kterých si každá firma najde
přesně to, co jí bude nejvíce vyhovovat.
Cílem této práce je navrhnout a implementovat herní portál s využitím technologií,
které poskytuje cloudové prostředí. Práce se zaměřuje na využití platformy jako služby
(PaaS). Herní portál bude webová aplikace, umožňující hrát hry pexeso, blackjack a poker
proti ostatním uživatelům. Při návrhu a implementaci bude kladen důraz na škálovatelnost
všech použitých komponent v systému. Výběr technologií pro aplikaci se bude zaměřovat
na novější a zajímavější možnosti.
Tato práce se ve 2. kapitole snaží vysvětlit, co v moderní době znamená cloudové počí-
tání. Rozebrány jsou jeho charakteristiky, výhody a je nastíněna i historie. Důležitý je rozdíl
mezi základními oblastmi v cloudovém počítání. Kapitola č. 3 vysvětluje význam pojmu
Platforma jako služba (PaaS), probírá výhody a nevýhody a představuje významnější po-
skytovatele této služby. Návrh aplikace je popsán v kapitole č. 4. Jejím obsahem je základní
popis vzhledu a funkčnosti aplikace a výběr technologií pro jednotlivé komponenty apli-
kace. Samotným řešením problému implementace herního portálu se zabývá kapitola číslo
5. Představeny jsou zajímavé prvky aplikace. Testování a škálovatelnost aplikace je zahr-
nuta v kapitole číslo 6. Zhodnocují se hlavně prvky ukládání dat a komunikace. Poslední 7.




V této kapitole bude objasněn pojem cloudové počítání. Vysvětleny budou jeho výhody,
charakteristiky a jeho fungování. Lehce je nastíněna i historie. Důležitou částí je rozbor
jednotlivých oblastí této problematiky.
2.1 Co je to cloudové počítání?
Cloudové počítání je začínající a zároveň velmi rozsáhlá oblast využívající několik význam-
ných technologických trendů. Z těch nejdůležitějších jsou: 1) všudypřítomná možnost při-
pojení k síti, a tím myšleno k internetu a 2) virtualizace. Konektivita je zásadní pro ži-
votaschopnost cloudového modelu, protože jsou tyto služby přístupné pouze přes internet.
Virtualizace je technika abstrakce aplikována v různých vrstvách hardware nebo software,
která odděluje zdroje od nízkoúrovňových informací. Správně použita virtualizace může
umožnit bezproblémové škálování prostředků bez viditelného výpadku či problému. To také
umožňuje efektivnější sdílení nadbytečné kapacity zdrojů, které by jinak mohly být nevyu-
žité. Abstrakce poskytovaná virtualizačními službami umožňuje, že uživatelé těchto zdrojů
si nemusí být vědomi sdílení těchto prostředků.
Pro lepší pochopení virtualizace v jiném kontextu berme v úvahu například fronty u ban-
kovních přepážek. Zatímco některé banky mají samostatné fronty pro každou přepážku, jiné
poskytují pouze jednu frontu pro všechny přepážky. Druhá možnost je případem virtuali-
zace. Z pohledu zákazníka, je pouze jedna fronta. V pozadí může banka zvýšit nebo snížit
kapacitu přepážek k uspokojení poptávky přidáním nebo odebráním přepážky. V nevirtua-
lizovaném prostředí nastává problém při odstranění přepážky, protože klienti můžou již stát
ve frontě k této přepážce. Virtualizace abstrahuje počet přepážek od zákazníků vytvořením
jedné virtuální fronty pro přepážky.
Virtualizace je jedním z prvků umožnující užitkové počítání (utility computing), což je
model, kde výpočetní prostředky (např. procesorový čas, datové úložiště nebo šířka pásma
sítě) jsou prodávány na požadavek a platí se pouze za přenesená data, využitý diskový
prostor či skutečné využití procesorového času. Klíčový rozdíl v moderním cloudovém počí-
tání oproti staršímu modelu spravovaných serverů v pronájmu, je v rozdílném vyúčtování
nákladů. S použitím užitkového počítání je možné si pronajmout 1000 serverů na jednu
hodinu. Zdroje nemusí být rezervovány v měsíčních smlouvách a uživatel platí jen za to, co
doopravdy používá. Tímto způsobem využití zdrojů lze jednoduše škálovat a měnit zdroje
tak, aby splnily aktuální poptávku. [29]
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2.2 Jak funguje cloud
V moderním světě internetu jsou tisíce a tisíce serverů v datacentrech, které jsou roztroušené
po celém světě. Servery se používají neustále pro komunikaci, práci, hraní her, nakupování
a ke spoustě dalších aktivit. Když uživatel provádí jednu z těchto každodenních činností,
má přístup k aplikaci běžící na serveru pomocí prohlížeče jako klienta.
Příkladem může být služba Gmail, která poskytuje přes webovou aplikaci možnost zasí-
lat emaily. Pro využití této služby není třeba nic instalovat či konfigurovat. Nutný je pouze
webový prohlížeč.
V pozadí služby Gmail je komplexní software, který běží na více serverech v několika
datacentrech. Služba je využívána velkým množstvím lidí, kteří odesílají velký počet emailů.
Z uživatelského hlediska pak není důležitý fakt, na kolika serverech taková služba běží.
To je základní myšlenka cloudu: programy a data jsou na serveru. Není ale důležité, kde
přesně se nacházejí a jakým způsobem běží. [29] Obrázek 2.1 zobrazuje základní schéma,
jak vypadá a co obsahuje zhruba cloudové počítání.
Obrázek 2.1: Schéma cloudového počítání
2.3 Historie
Základní myšlenka cloudového počítání se datuje k roku 1950, kdy sálové počítače začaly
být k dispozici univerzitám a společnostem. Tyto počítače byly přístupné prostřednictvím
terminálů, často označované jako statické terminály, protože byly použity pro komunikaci,
ale neměly žádné vnitřní procesorové kapacity. Pro efektivnější využití drahých sálových
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počítačů se umožňovalo více uživatelům sdílet přístup k počítači a tím sdílet procesorový
čas. Tento postup pomohl eliminovat období nečinnosti sálových počítačů a umožnil větší
návratnost investic. Způsob sdílení procesorového času na sálových počítačích se stal známý
v oblasti informačních technologií jako „time-sharing”.[28] V polovině 70. let byl populárně
známý jako RJE Remote Job Entry proces, většinou spojený firmami s IBM a DEC.
V roce 1990 telekomunikační společnosti, které předtím nabízely především specializo-
vané point-to-point datové okruhy, začaly nabízet virtuální privátní sítě (VPN) a služby se
srovnatelnou kvalitou služby, ale za nižší cenu. Přepínáním provozu, jak bylo zrovna zapo-
třebí, pomohlo vyvážit využití serveru a díky tomu se mohla efektivněji využívat celková
šířka pásma sítě. Slovo cloud se začalo používat jako symbol, který rozděloval, za co byl
zodpovědný dodavatel a za co byl zodpovědný zákazník. Cloudové počítání rozšiřuje tuto
hranici a pokrývá i servery a síťovou infrastrukturu.
Jak se staly počítače více používané, vědci se snažili prozkoumat způsoby, jak dát k dis-
pozici velké a výkonné počítače více uživatelům prostřednictvím modelu sdílení času (time-
sharing). Experimentovalo se s algoritmy pro poskytnutí optimálního využití infrastruktury,
platformy a aplikace, které kladly důraz na prioritu procesorového času pro koncové uživa-
tele. [23]
Po internetovém boomu, známém taky jako „dot-boom”, hrál Amazon klíčovou roli ve
vývoji cloudového počítání, prostřednictvím modernizace svých datacenter. Ty stejně, jako
většina počítačových sítí, byly využívány pouze na 10% své kapacity, a to z důvodu, aby
systémy byly schopné zvládnout občasné špičky. Po zjištění, že nová cloudová architektura
vedla k významnému zlepšení efektivity systémů, Amazon zahájil vývoj nového produktu,
který se snažil poskytnout cloudové počítání externím zákazníkům, což vedlo ke zrodu
Amazon Web Services (AWS) v roce 2006. [22]
Současná dostupnost vysoko-rychlostních sítí, levných počítačů a zařízení pro ukládání
dat, jakož i rozšířenost virtualizace hardwaru a servisně orientované architektury, vedly také
k velkému růstu v oblasti cloudového počítání. [24]
2.4 Charakteristiky
• Agilita - možnost rychlé změny, či znovu vytvoření virtuální stroje z dostupných
zdrojů.
• Nezávislost na zařízení čí umístění - uživatelům je umožněn přístup k systému pomocí
webového prohlížeče bez ohledu na jejich umístění nebo použité zařízení např. PC,
mobilní telefon, různé OS atd. Infrastruktura je přístupná prostřednictvím internetu,
a proto se mohou uživatelé připojit odkudkoliv.
• Virtualizace - tato technologie umožňuje sdílení serverů a datových úložišť a tím zvýšit
efektivní využití zdrojů. Aplikace mohou být jednoduše migrované z jednoho serveru
na druhý.
• Spolehlivost - je vylepšena použitím více redundantních prvků a díky tomu cloudové
počítání dobře zvládá zotavení po havarii. Není třeba se obávat hardwarové chyby
disku, základní desky či napájení. To vše nám přináší větší garanci dostupnosti webu.
• Výkon systému - je monitorován a většinou je konzistentní a informace ohledně výkonu
jsou často v grafické podobě dostupné přes webové rozhraní.
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• Správa - správa aplikací v rámci cloudové počítání je jednodušší, protože nemusí
být instalována na každém uživatelském zařízení. Aktualizace klientské části je tak
mnohem rychlejší a většinou bez komplikací.
• Bezpečnost - centralizace dat v datacentru poskytovatele cloudu, většinou vede ke zle-
pšení bezpečnosti. Poskytovatelé cloudu většinou dodržují přísné bezpečností stan-
dardy. I když firmy nevědí přesně, kde se jejich data nacházejí, je šance mnohem
menší, že dojde k bezpečnostním problémům než u klasického dedikovaného serveru,
který ukládá všechny data na jednom místě na rozdíl od rozložení dat mezi více zaří-
zení. Poskytovatelé cloudového počítání mají většinou mnohem větší prostředky pro
vyřešení bezpečnostních problémů než samotný zákazník.
• Cena - pro většinu firem je používání cloudového počítání značným snížením nákladů
na běh IT služeb, a proto jsou cloudové systémy vhodné pro „start-up” projekty.
2.5 Výhody
Cloudové počítání se spoléhá na sdílení zdrojů k dosažení soudržnosti a úspory. Od začátku
bylo cloudové počítání míněno jako širší koncept konvergované infrastruktury a sdílených
služeb. Cloud se také zaměřuje na maximalizaci účinnosti a využití sdílených zdrojů. Tyto
zdroje jsou obvykle nejen sdíleny více uživateli, ale také jsou dynamicky přerozdělovány
na vyžádání. To může fungovat pro přidělování zdrojů pro uživatele. Například prostředky
přidělené pro zpracování požadavků na mail server pro Evropu v evropskou špičku mohou
být přerozděleny pro web server, sloužící uživatelům v Severní Americe, v severoamerické
špičce. Tento přístup by měl maximalizovat využití výpočetního výkonu a snížit tak škody
na životním prostředí například úsporou elektrické energie, rakového prostoru a dalších nut-
ných prostředků. V cloudovém počítání může více uživatelů využívat aplikace bez nutnosti
nákupu licencí vícekrát.[25]
Cloudové počítání umožňuje společnostem vyhnout se počátečním nákladům na in-
frastrukturu a tím jim umožňuje více zaměřit se na projekty[5]. Další výhodou je, že clou-
dové počítání umožňuje firmám rychlejší nasazení a běh aplikací. Zároveň umožňuje lepší
ovladatelnost a nižší cenu údržby a tím umožňuje rychleji přizpůsobit zdroje pro uspokojení
nepředvídatelné podnikatelské poptávky[21]. Poskytovatelé cloudu obvykle používají model
„pay as you go” tedy placení pouze za využité zdroje.
2.6 Frontend a Backend v cloudu
Když se mluví o cloudovém počítacím systému, je vhodné rozdělit fungující prvky aplikace
do dvou částí: frontend a backend. Tyto části se propojí mezi sebou prostřednictvím sítě,
obvykle na internetu. Frontend je část, která je vidět na straně počítače uživatele nebo
klienta. Backend je část cloudového systému.
Frontend část obsahuje počítač klienta (nebo počítačové sítě) a aplikaci potřebnou pro
přístup k systému, který běží v cloudu. Ne všechny cloudové počítací systémy mají stejné
uživatelské rozhraní, ale velká většina je webově založená a ty využívají stávající webové
prohlížeče, jako je Internet Explorer nebo Mozilla Firefox. Backendová část systému ob-
sahuje různé počítače, servery a systémy pro ukládání a zpracování dat, které vytvářejí
cloudy. Teoreticky může systém obsahovat jakýkoli počítačový program, který si dokážete
představit - od zpracování dat po videohry.
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Úkol firem je potom vytvořit obě dvě části, a přitom u frontendu klást důraz na jedno-
duchost a u backendu na efektivnost. [25]
2.7 Základní oblasti cloudu
Tato část kapitoly se zabývá rozdíly mezi třemi základními oblastmi cloudu: Software jako
služba (SaaS), Infrastruktura jako služba (IaaS), a Platforma jako služba (PaaS). Je třeba
brát v úvahu, že cloud je nová technologie a neustále se mění. Častá inovace tohoto druhu
způsobuje, že hranice mezi IaaS, PaaS a SaaS se rozmazávají, a to někdy i velmi výrazně.
Nemusí být vždy zřejmé, zda jde o PaaS nebo IaaS. Rozdíl mezi nimi není zdaleka tak
důležitý, jako pochopení konceptů těchto technologií a znalost, jak je správně využívat. [26]
Hierarchie jednotlivých oblastí je zobrazena na obrázku číslo 2.1.
Obrázek 2.2: Schéma základních vrstev cloudu
2.7.1 Software jako služba
Myšlenka „Software jako služba” (SaaS) není nikterak nová, ale termín SaaS je. SaaS jed-
noduše odkazuje na software, který je k dispozici na vyžádání. Dříve bylo potřeba software
nejprve zakoupit např. v obchodu, připravit či zakoupit nějaký hardware, na kterém soft-
ware poběží, a následně provést instalaci všeho potřebného pro jeho běh. U SaaS stačí použít
hostovaný software. Není třeba žádná instalace, žádné aktualizace a žádný hardware. Každý,
kdo dnes používá jakoukoliv webovou email službu, využívá služby SaaS.
Hlavním přínosem SaaS jsou snížené náklady pro všechny strany. Dodavatelé softwaru
nemusí poskytovat technickou podporu pro uživatele, protože software běží pouze na jednom
místě[2]. Uživatelé nemusejí vynaložit velké počáteční náklady, ale místo toho platí menší
částky za každý měsíc či rok. Problémem ovšem je, že zákazník musí dodavateli věřit, že
bude služba dále provozována a že nebude zrušena. U SaaS je většina dat uložena přímo
u dodavatele a ukončení služby může znamenat pro zákazníka velké problémy.
U SaaS došlo v posledním desetiletí ke značnému pokroku. Někteří moderní SaaS posky-
tovatelé vynakládají velké usilí v pozadí služeb, aby mohlo vše fungovat správně a transpa-
rentně pro koncové uživatele. [26]
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2.7.2 Infrastruktura jako služba
Infrastruktura jako služba (IaaS), není úplně nový koncept. Lidé sdíleli hardwarové pro-
středky v datacentrech již od začátku jejich vzniku. Bylo by úplně zbytečné a nesmyslně
drahé, aby každá firma měla vlastní přepínač, směrovač či hardware firewall.
Předností u IaaS je, že se zde provádí vše automaticky pomocí speciálních nástrojů
a zároveň se přenáší odpovědnost na poskytovatele IaaS. Správně poskytovaná služba IaaS
nabízí mechanismus pro nahrazení všech hardwarových prvků, které by v takovém data-





• Veřejné a privátní sítě a jejich konektivita
Navíc všechny ostatní zařízení a služby, které jsou třeba pro běh výše zmíněného, jsou
také poskytovány. To zahrnuje monitorování, napájení, chlazení, opravy, zabezpečení a co
je možná nejdůležitější, lidi, kteří se o dané prvky starají. Někteří poskytovatelé IaaS navíc
nabízí pohodlné řešení pro geografické diverzování výpočetních zdrojů. To vše je k dispozici
za cenu, kterou u tradičního použití výpočetní techniky prostě není možné dosáhnout.[26]
V praxi to znamená, že doba mezi okamžikem, kdy se někdo rozhodne, že chce server,
a okamžikem přihlášení na server, byla výrazně snížena na pár minut. Vývojáři nemusejí
dávat dohromady velkou nabídku, která zahrnuje popis serverů, úložiště, sítě, rakových
prostorů, instalace, konfigurace a tak dále. Veškerá potřebná data se dají sepsat během
krátké doby a není třeba čekat hodiny na administrátorské práce či čekat dny na dodání
objednávky. Místo toho při využití služeb IaaS stačí počáteční investice a pár minut na
výběr serveru, který bude vyhovovat požadavkům.[20]
2.7.3 Platforma jako služba
Na rozdíl od IaaS a SaaS, PaaS je mnohem více abstraktní koncept. Při pohledu na clou-
dové počítání jako na vícevrstevný model, kdy v horní části jsou služby, které potřebují
minimální technické znalosti k zprovoznění, a v dolní části jsou služby, které potřebují tým
programátorů a administrátorů, by se PaaS nacházel v polovině. S IaaS ve spodní části
a SaaS v horní části.[26]
V této práci je zvolen model PasS, jako vhodná technologie pro implementaci herního
portálu. Tento pojem je více vysvětlen samostatně v kapitole 3.
2.8 Shrnutí kapitoly
Cloudové počítání je nová technologie nejvíce využívající virtualizace a možnosti připojení
k internetu téměř odkudkoliv na světě. Virtualizace umožňuje použití užitkového počítání
(utility computing), které dovoluje platit pouze za reálně využité prostředky na serveru na
rozdíl od klasického nákupu celého fyzického serveru. Amazon je jedna z firem, která po-
mohla rozvoji cloudového počítání poskytnutím svojí infrastruktury pro externí zákazníky.
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Důležité charakteristiky cloudu jsou např: cena, spolehlivost, výkon, bezpečnost, či nezá-
vislost na umístění a zařízení. V souvislosti s cloudovými aplikacemi rozlišujeme dvě části
frontend a backend. Základní oblastí cloudových služeb jsou: Software jako služba (SaaS),




V modelech PaaS je poskytována výpočetní platforma, obvykle včetně operačního systému,
programovacího jazyka, databáze a webového serveru. Vývojáři aplikací mohou vytvořit
a provozovat své softwarové řešení pro cloudové platformy bez nákladů a složitosti nákupu
a řízení hardwarové a softwarové vrstvy[27]. PaaS systémy jsou užitečné, protože umožňují
i malým firmám či jednotlivým vývojářům nasazení webových aplikací bez velkých nákladů
a složitosti nákupu serverů a jejich následného nastavení[3].
3.1 Co je to PaaS?
PaaS jako služba poskytuje část operačního systému a knihovny pro běh určitého pro-
gramovacího jazyka. Poskytovatel této služby se stará o vše potřebné k běhu konkrétního
programovacího jazyka nebo technologie. Jako příklad může sloužit aplikace jazyka Python.
Aby mohla být tato aplikace spuštěna, potřebuje systém mít nainstalované rozhraní pro vy-
konání Python kódu a také rozhraní, které zobrazí výsledek tohoto kódu. Příkladem může
být rozhraní, nazývané WSGI1, které funguje jako modul do webového serveru Apache. Je
to ale pouze jeden ze způsobů, jak spouštět aplikace napsané v jazyce Python.
Pro představu si vezměme aplikaci napsanou v jazyce Python, Apache a modul WSGI na
veřejné webové adrese s nějakým vyvažovačem zátěže (load balancer) a datovým úložištěm
pro kód aplikace. To jsou celkem základní a jednoduché prvky. Nezapomeňte však, že pro
běh všeho je třeba celá řada závislostí, které jsou třeba k funkčnosti těchto základních
prvků. Apache potřebuje navíc operační systém k tomu, aby mohl fungovat. Ten je třeba
nakonfigurovat, udržovat a monitorovat. V cloudovém počítání běží tento operační systém
uvnitř virtuálních strojů. Tohle je v podstatě detail dříve zmíněné IaaS vrstvy. Výhoda PaaS
je právě v tom, že za vše od běhu Apache přes operační systém až po napájení a chlazení
v datacentru zodpovídá poskytovatel.[26]
PaaS se dnes zaměřuje téměř výhradně na webové aplikace, protože většina poskytova-
telů PaaS mají systémy, které vynikají obsluhováním velkého množství požadavků a k jejich
vyřízení je potřeba málo procesorového času. Takové systémy mají menší efektivnost, pokud
jde o požadavky, které vyžadují delší běh a mají vyšší nároky na zdroje a nelze je rozdělit
na více menších požadavků. Takovéto úlohy, které spouští velké dávky příkazů, je vhodnější
provozovat na IaaS vrstvě.[27]
1WSGI neboli Web Server Gateway Interface je Python standard a je definován v PEP 333
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3.2 Výhody
Jako mezivrstva mezi dalšími dvěma vrstvami, PaaS může představovat ideální technologii
pro některé zákazníky, kteří chtějí využívat služeb cloudového počítání. S PaaS se organi-
zace vyhne komplexnosti správy virtuálních strojů. Na rozdíl od klientů SaaS, u této služby
je možné přizpůsobovat či měnit aplikaci vlastním kódem. Při využívání služeb PaaS není
potřeba najímat specializované zaměstnance k instalaci, optimalizaci a udržování hardware
či virtuálních strojů. Stačí si vybrat typ platformy, která nejlépe vyhovuje potřebám a
je možné začít s vývojem aplikace. Správa aplikace je mnohem jednodušší, protože PaaS
abstrahuje aplikaci od infrastruktury. Vývojáři nemusejí ztrácet čas se správou hardwaru
a mohou věnovat všechen čas vývoji samotné aplikace. PaaS také umožňuje mnohem flexi-
bilnější vývoj, neboť většina nástrojů je webově založená a vše potřebné je dostupné přes
internet. Poskytovatel většinou nabízí možnost integrace některých jeho technologií, jako je
například Datastore u Google App Engine1, přímo do aplikace.[26]
Používáním virtualizačního software se zvyšuje celkové efektivní využití zdrojů, které
by jinak musely být vyhrazeny pro zvládnutí občasných špiček provozu. To je jeden z hlav-
ních důvodů, proč přináší využívání těchto služeb znatelné snížení nákladů na provoz. Další
výhodou použití virtualizace je jednoduchá škálovatelnost aplikací směrem nahoru. U clou-
dového počítání stačí navýšit parametry ve webovém rozhraní PaaS poskytovatele. Stejně
jako u ostatních služeb cloudového počítaní, vývoj a nasazení aplikací v prostředí PaaS
vyžaduje pouze nízké či téměř žádné počáteční investice. U většiny poskytovatelů se platí
pouze za reálně využité zdroje.[12]
3.3 Nevýhody
Přes všechny své silné stránky, PaaS model má i několik nevýhod. V některých případech
může být problém, že PaaS neumožňuje až takovou flexibilitu, kterou nabízí IaaS v rámci
použitých technologií. Klienti PaaS nemohou přímo vytvářet či rušit jednotlivé virtuální
stroje tak snadno, jako je to možné u IaaS. Na druhou stranu, PaaS nepředstavuje kom-
pletní výrobek, který poskytuje SaaS. Firmy musejí stále vynakládat úsilí pro návrh, vývoj
a testování aplikace, než ji zpřístupní koncovým zákazníkům. Problémem je taky ome-
zený počet výběru PaaS poskytovatelů a jejich používání vlastních specifických technologií,
které většinou neumožňují v případě nespokojenosti zákazníka jednoduchý přesun aplikace
od jednoho poskytovatele k druhému. Jednou z dalších nevýhod je, že PaaS služby nelze
snadno integrovat do již existujících a funkčních systémů. Stejně jako u jiných služeb clou-
dového počítání, mnoho zákazníků stále ještě nemá důvěru v aplikace poskytované třetí
stranou, neboť klienti firem nemají jistotu o dodržování všech platných předpisů týkajících
se ochrany osobních údajů, bezpečnosti a uchovávání dat. [26]
Protože celý koncept cloudu počítá s uložením dat i aplikace do datacenter, je pro
využívání i vývoj aplikace absolutně nezbytný přístup k internetu. V případě, že dojde
k nějaké technické poruše na lokální úrovni, nebudou zaměstnanci schopni k aplikaci mít
přístup. Pro určité typy zákazníků to může být velký problém.
Pokud jsou tyto nedostatky správně vyřešeny, přináší služby PaaS dobrou základnu pro
růst velkého množství aplikací a má potenciál získat velké zázemí na trhu[6].
1viz 3.4 Vyznanější poskytovatele PaaS
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3.4 Významnější poskytovatelé PaaS
I když toto není úplný seznam poskytovatelů PaaS, je zde představen vzorek z různých typů
nabídky PaaS, které jsou dnes k dispozici. Je možné si všimnout, že někteří poskytovatelé
stírají hranice mezi IaaS a PaaS, zatímco jiní nabízejí více specifické platformy. Většina
z nich nabízejí bezplatné zkušební verze, takže je možnost otestovat, zda platforma splňuje
všechny potřeby pro danou aplikaci.
3.4.1 AppFog
AppFog podporuje větší množství programovacích jazyků a frameworků. Je to dobrá volba
pro multi-cloudové nasazení v případě, že potřebujeme provozovat více různých aplikací.
AppFog podporuje Javu, Ruby, PHP, Python, Node, Scala a Erlang a nabízí MySQL,
PostgreSQL, Redis a RabbitMQ spolu s doplňky třetích stran. AppFog je založen na open
source platformě Cloud Foundry a podporuje Git, SVN a Mercurial pro správu kódu.[14]
Souhrnně v bodech:
• Klíčové prvky: možnost běhu různě stavěných aplikací na více cloudech je největší
výhoda AppFog.
• Omezení: v současné době AppFog nepodporuje persistentní souborový systém.
• Placení: cena je určená podle využití paměti místo využití CPU. Ceny se pohybují od
$20/měsíc (2GB RAM) do $720/měsíc (32GB RAM).
• Bonus: zadarmo je možné provozovat aplikace, které využívají méně než 2GB RAM
a velikost databáze do 100MB.
3.4.2 Amazon Web Services
Ačkoliv je Amazon Web Services (AWS) především považováno za IaaS, mnoho ze služeb
dostupných v AWS jsou srovnatelné s nabídkami, které poskytují jiné PaaS. Je možnost
využít služeb platformy, aniž by byla potřeba vytvořit nebo udržovat vlastní aplikační
servery. AWS podporuje Javu, Python, Ruby, Perl a několik dalších jazyků. Z databází je
podporováno Oracle, MySQL a SQL Server, ale AWS nabízí webovou službu RDS, která
eliminuje ruční správu databáze. Vývojáři mohou využít Amazon Elastic Beanstalke pro
automatické vyvažování zátěže a škálování.[13] Souhrnně v bodech:
• Klíčové prvky: protože AWS je ve větší míře IaaS, v podstatě není žádné omezení ze
strany programovacích jazyků, databází či technologií, které mohou být nainstalovány
a používány.
• Omezení: je třeba víc znalostí a správy než u ostatních PaaS poskytovatelů.
• Placení: velmi rozmanité možnosti placení na základě instancí, úložiště a aplikačních
služeb. K dispozici je kalkulátor měsíčních výdajů.




Engine Yard je určen pro webové vývojáře používající Ruby on Rails, PHP a Node.js, kteří
chtějí využít výhod cloudového počítání bez nutnosti dalších operací, které by se měly na
každé aplikaci provádět. Engine Yard poskytuje sadu služeb, která je nadstavbou Amazon
AWS. Ve skutečnosti, Engine Yard je zákazníkem AWS. Engine Yard pečuje o důležité úkoly
z hlediska správy, jako je zálohování, správa snapshotů, řízení clusterů, správa databází
a vyvážení zátěže.[15] Souhrnně v bodech:
• Klíčové prvky: jeden z prvních PaaS poskytovatelů. Engine Yard je ideální pro rychlé
nasazování a splňuje požadavky širokého spektra aplikací, které je možné provozovat.
• Placení: standardní model placení typu „pay as you go”. Cenové rozsahy jsou od
$0.05/hodinu za instanci až po $2.19/hodinu za instanci dle konfigurace.
3.4.4 Google App Engine
Google App Engine (GAE) je určen pro distribuované webové aplikace a vývojáře, kteří
používají Javu, Python, PHP a Go. Prostředí Java podporuje i další jazyky, které využívají
JRE. Google nabízí SDK pro každý ze čtyř hlavních podporovaných jazyků, stejně jako
pluginy pro Eclipse. PaaS nabízí spravovanou infrastrukturu a runtime prostředí, u kterých
je zaručené škálování, ale pouze v případě, že se aplikace drží daných omezeních . Kromě
klasického MySQL je v nabídce speciální No-SQL Datastore umožnující ukládání velkého
množství komplexních dat.[16] Souhrnně v bodech:
• Klíčové prvky: GAE používá „sandbox” model, který izoluje procesy a tím zvyšuje
bezpečnost.
• Omezení: k dispozici jsou pouze 4 programovací jazyky Java, Python, PHP a Go 2.
• Placení: na základě efektivního využití. Google má rozsáhlý ceník jednotlivých kom-
ponent. Základní sazby jsou $0.08/hodinu instance.
• Bonus: prvních 28 hodin běhu instancí a 1GB příchozích a odchozích dat za den
zdarma a k tomu 1GB datového úložiště.
3.4.5 Heroku
Heroku podporuje Ruby, Python, Java, Scala, Cloture a Node.js. Platforma poskytuje
abstraktní výpočetní prostředí tzv. „Dynos”, což jsou virtualizované Unixové kontejnery,
ve kterých běží procesy v izolovaných prostředích. Dynos se dělí do dvou kategorií: webové
dynos, které odpovídají na HTTP požadavky a pracovní (worker) dynos, které provádějí
administrační úlohy. K dipozici jsou i aplikace třetích stran, tzv. „addony”.[17] Souhrnně
v bodech:
• Klíčové prvky: jeden z prvních PaaS poskytovatelů. Heroku je ideální pro rychlé na-
sazování a splňuje požadavky širokého spektra aplikací, které jsou možné provozovat.
• Omezení: ceny doplňků (addons) jsou rozdílné a jejich cena může být vyšší s větším
počtem použití těchto doplňků.
2Go je novější open-source programovací jazyk od firmy Google, který umožňuje snadno vytvářet jedno-
duché, spolehlivé a efektivní software. Více v kapitole 4.
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• Placení: na základě počtu a velikosti nasazených dynos od $0.05/hodinu až $0.10/ho-
dinu, podle velikosti Postgres databáze a typu použitých addonů.
• Bonus: základní databáze do 10 000 řádků je zadarmo.
3.4.6 Red Hat OpenShift
Red Hat OpenShift je založen na open source a nabízí širokou škálu jazyků, databází a kom-
ponentů. PaaS je vysoce přizpůsobitelné a je nabízeno ve třech formách: OpenShift Online
(cloudově hostované služby), OpenShift Enterprise (soukromou PaaS, která běží ve vašem
data centru) a OpenShift Origin (hostování open source platformy ). OpenShift automati-
zuje administrátorské úkoly, jako je zřízení virtuálního serveru, konfiguraci a jeho následné
škálování. OpenShift podporuje Git repositáře pro správu kódu.[18] Souhrnně v bodech:
• Klíčové prvky: velký počet možností od frontendu po backend služby. Vývojáři mohou
pracovat s OpenShift přes webovou konzoli nebo přes příkazovou řádku.
• Omezení: pracuje velmi dobře s Gitem, ale při nasazování kódu bez použití Gitu je
třeba několik dalších kroků navíc.
• Placení: OpenShift Online ceník je založena na počtu a typu komponent (tzv. „gears”),
které používáte. Ceny se pohybují od $0.02/hodinu do $0.10/hodinu, v závislosti na
velikosti: 512 MB (malé), 1 GB (střední), nebo 2 GB (velké).
• Bonus: pouze omezené množství zdrojů je dostupné při zkušební verzi: 3 malé gears
a 1GB datového úložiště na jeden gear jsou zdarma.
3.4.7 Windows Azure Cloud Services
S Windows Azure, Microsoft stírá hranice mezi IaaS a PaaS. Windows Azure Cloud Services
podporuje .NET, Node.js, PHP, Python, Javu a Ruby. Kromě standardních nástrojů pro
vývoj, mohou vývojáři použít i Microsoft Visual Studio pro vytváření a nasazování aplikací.
Vývojáři mohou vybrat mezi SQL databází a uložiště pro velké soubory (blob storage).[19]
Souhrnně v bodech:
• Klíčové prvky: jelikož Windows Azure je IaaS a PaaS v jednom, vývojáři můžou
míchat komponenty IaaS s komponenty PaaS a tím získat větší kontrolu snad celým
systémem.
• Omezení: je poskytován minimální administrační panel.
• Placení: na základě velikost bežících instancí jsou ceny od 0.02/hodinu (768MB RAM
a 1 sdílené virtuální jádro) do 0.64/hodinu (14GB RAM a 8 virtuálních jader). Jsou
dostupné i ceníky pro stroje s větší velikostí paměti.
• Bonus: zkušební verze na 30 dní s limitem do $200 pro nové uživatele.
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Kapitola 4
Analýza a návrh portálu
Pro návrh herního portálu bylo třeba vybrat vhodné technologie, které lze lehce nasadit
a nebude pro ně třeba instalace externí knihovny na straně uživatele. U běžných posky-
tovatelů her jako je poker, či blackjack je většinou vyžadován speciální software, který je
třeba stáhnout, nainstalovat a také často aktualizovat. Toto řešení je třeba u firem Poker-
Stars či bWin. U jiných jako například Zynga je možnost hrát přes webový prohlížeč, ale je
zapotřebí doinstalovat Adobe Flash Player plugin a ten také často aktualizovat z důvodu
bezpečnosti.
V mém řešení tohoto problému jsem se snažil najít způsob, jak se takovým problémům
vyhnout a spolehnout se na základní prvky, které prohlížeč poskytuje ve výchozím nasta-
vení.
Pro jednodušší a rychlejší popis bude v této práci používána terminologie, jež se běžně
vyskytuje v souvislosti s hrou poker Texas hold ’em. Terminologie je vysvětlena v příloze
D.
4.1 Základní koncept
Portál bude dostupný přes klasické webové rozhraní. Základem budou tři hry: pexeso, blac-
kjack a poker. Uživatel bude muset být zaregistrován, aby mohl jednotlivé hry hrát. Pro
vstup do hry budou sloužit virtuální kredity, které po skončení hry vítěz získá. Uživatelé
budou moct hrát jednotlivé hry s dalšími hráči, kteří se na portál připojí.
Pravidla hry pexesa budou stejná jako u stejnojmenné stolní hry. Ke hře bude k dispozici
balíček kartiček, v němž jsou dvojice kartiček se stejnými symboly. Na hracím poli se zobrazí
určitý počet kartiček otočených zadní stranou tak, aby nešel vidět symbol. Hráč na řadě
vybere kartu, otočí ji a tím odhalí symbol. Poté musí otočit další kartičku ve snaze nalézt
stejný symbol. Pokud uspěje, tak dvojici karet odebere z hracího pole a je mu přičten bod.
Pokud neuspěje, tak se obě kartičky obrátí zpět a je na tahu druhý hráč. Hra končí, když
na stole nejsou žádné další kartičky a výhercem je hráč s větším počtem bodů.
Pravidla blackjacku jsou zhruba odvozena od stejnojmenné hry, která se hraje v kasí-
nech. K dispozici je balíček hracích karet. Každý hráč obdrží na začátku dvě karty a pak dle
libosti může na vyžádání dostat další karty. Cílem hry je držet v ruce karty, jejíž hodnota
je co nejblíže k číslu 21. Avšak pokud hodnota karet přesáhne toto číslo, hráč nemůže vy-
hrát. Speciálním případem jsou dvě esa, jejichž celková hodnota je rovna 22, nicméně je to
nejlepší možná kombinace karet a tím pádem vítězná. Hodnoty karet jsou následující: pro
karty s čísly (myšleno 2-9) odpovídá hodnota číslu na kartě a pro karty s obrázky (myšleno
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kluk, dáma, král) je hodnota 10. Výjimkou je eso, jehož hodnota je 11.
Styl hry poker se bude podobat produktům dříve zmiňované firmy PokerStars či Zynga
poker. K dispozici bude seznam stolů a hráč si vybere, ke kterému se bude chtít připojit. K
dispozici budou různé varianty, například různý maximální počet hráčů nebo výše základní
sázky (Big Blind a Small Blind). Pravidla budou odpovídat typu poker Texas hold ’em.
Každý hráč dostane na začátku dvě karty a pak se postupně sází a na stůl se vykládají
další karty, které jsou společné pro všechny hráče. Aby mohl hráč pokračovat, musí vždy
doložit sázku předchozích hráčů v daném kole. Vítězem se stává ten, kdo má po vyložení
5 společných karet nejlepší kombinaci pěti karet nebo pokud všichni protihráči složí karty. U
stolu se hraje typem „cash game”, což znamená, že hráč ke stolu přijde s nějakým obnosem
kreditů a může odejít kdykoliv v průběhu hry a jeho současný obnos se přičte zpět na jeho
konto.
4.2 Výběr technologií
Nejdůležitější bylo vybrat správného poskytovatele PaaS a technologie, které budou pou-
žity v serverové části aplikace. Důležitým parametrem při výběru PaaS byla taky možnost
otestovat aplikaci na dané platformě zdarma. Předchozí zkušenosti s PaaS Heroku[17] mě
nepřesvědčily k jeho opětovnému použití. Hostovaná aplikace Ruby on Rails nesplňovala při
větší zátěži očekávání. Z nabízených služeb byl pro tento projekt vybrán Google a jeho PaaS
nazvanou Google App Engine[16]. Tento poskytovatel splňoval předem určené požadavky
a navíc poskytuje obsáhlé a podrobné návody k nasazení jednotlivých aplikací, základní
ukázky zdrojových kódů pro každý programovací jazyk a ukázkové aplikace k vyzkoušení
[9]. Ke každému dostupnému programovacímu jazyku je k dispozici speciální SDK (Software
Development Kit). Toto SDK umožňuje lokální testování aplikace bez nutnosti připojení k
internetu a tím urychluje a usnadňuje vývoj. Pomocí SDK je taky možné jednoduše nasadit
aplikaci do ostrého provozu. Google App Engine poskytuje dostačující webové administrační
rozhraní, které poskytuje statistiky využití, webové nástroje pro práci s databází a konfigu-
race virtuálních strojů. Navíc je možné využít některé dodatečné technologie, které používá
firma Google pro své aplikace.
Z těchto technologií stojí za zmínění Channel API, který vytváří trvalé spojení mezi
aplikací a servery Googlu, což umožňuje aplikaci odesílání zpráv klientům JavaScriptu bez
použití dotazování (polling). To je užitečné pro aplikace, které potřebují informovat uživa-
tele o aktualizaci informací okamžitě. Obecně platí, že je vhodné použít tuto technologii
v případech, kdy aktualizace nelze předvídat nebo v případě předávání informací mezi
uživateli.[7]
Z nabízených programovacích jazyků byl vybrán jazyk Go někdy označován jako Go-
lang. Tento poměrně nový open source jazyk vznikl v roce 2009 a je vyvíjen společností
Google, jež jej využívá pro svůj interní software. Syntaxe jazyka je derivovaná z jazyka
C. Go je univerzální jazyk navržen s ohledem na systémové programování. Je silně typo-
vaný a používá „garbage kolektor” a má explicitní podporu pro konkurentní programování.
Programy jsou vyrobeny z balíčků, jejichž vlastnosti umožňují efektivní správu závislostí.
Stávající implementace používají tradiční „compile/link” modelu pro generování spustitel-
ných binárních souborů. Mezi další jeho výhody můžeme zařadit například asynchronní I/O
operace či možnost linkovat knihovny napsané v jazyce C.[4]
Z databází je vybrán Google Datastore[11], což je NoSQL databáze, která představuje
plně řízené datové úložiště pro ukládání nerelačních dat. Datastore se automaticky při-
způsobí uživatelským požadavkům. Podporuje transakce a zároveň robustní dotazy. Je to
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datové úložiště, které používá Google pro ukládání nerelačních dat ve svých systémech
a umožňuje škálovatelnost, protože časová složitost prováděných operací se s počtem zá-
znamů v databázi nezvyšuje. .[10]
4.3 Návrh portálu
Herní portál je navržen jako webová aplikace, k jejíž používání bude u prohlížeče stačit
základní podpora HTML a JavaScriptu. Jako výchozí bod pro kostru stránek byla použita
šablona „templatemo”[8]. V horní levé části bude zobrazeno jednoduché logo s názvem por-
tálu, v pravé části pak bude možnost přihlášení či odhlášení a informace o stavu přihlášení.
O něco níž bude navigační panel stránky obsahující odkazy na jednotlivé sekce: úvodní
stránka, poker, pexeso, blackjack, často kladené dotazy a informace o učtu. Pod navigač-
ním panelem již bude zobrazen obsah stránky, který bude záviset na zvolené sekci. Úvodní
stránka bude obsahovat uvítací text a obrázek, představující grafickou reprezentaci portálu.
Sekce poker, pexeso a blackjack budou vždy zobrazovat jednotlivé kategorie her, lišící se
velikostí vstupních sázek. Po kliknutí na odkaz určité kategorie bude dále hráč přesměrován
do systému, který mu umožní hrát požadovanou hru. V části často kladené otázky budou
popsány základní informace, které můžou pomoct uživateli lépe pochopit běh celého por-
tálu. Sekce účet bude zobrazovat základní informace o hráči jako: přihlašovací email, jeho
přezdívku a aktuální zůstatek virtuálních kreditů. U sekcí poker, pexeso, blackjack a účet
bude vyžadováno přihlášení.
Webový portál z hlediska velikosti bude jednoduchý a nebude obsahovat zbytečné množ-
ství stránek. Popisovaná představa struktury stránek je zobrazena na obrázku číslo 4.1.
Obrázek 4.1: Struktura webu
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4.3.1 Připojení do hry
Pexeso a blackjack
U pexesa a blackjacku bude postup pro připojení do hry využívat frontu pro dva hráče
a bude totožný. V sekci hry se vybere její kategorie a po kliknutí na daný odkaz bude
uživateli zobrazeno okno, které ho bude informovat o tom, že byl připojen do fronty. Fronta
slouží pro spárování dvou hráčů. Čekací frontu je možné kdykoliv opustit kliknutím na
„Opustit frontu” v zobrazeném rámečku. Po spárování dvou hráčů je aktuální obsah stránky
překreslen na interaktivní hrací pole pro zvolenou hru. Pokud hráč zavře stránku s hracím
polem, je to bráno jako odchod ze hry a protihráč je vítězem. Po ukončení hry je hráč
přesměrován zpět na stránku s příslušnou hrou.
U hry blackjack bude také možnost hrát proti počítači. Z pohledu hráče bude hra
vypadat totožně jakoby hrál proti hráči, akorát nebude muset čekat na reakci protihráče.
Poker
U hry poker je postup připojení do hry lehce odlišný, a to z důvodu odlišnosti hraní a počtu
možných hráčů ve hře. Výběr kategorie ovlivní zobrazené stoly a jejich hodnoty „Small
Blind” (SB) a „Big Blind” (BB). Po kliknutí na určitou kategorii bude zobrazen seznam
stolů a informace o nich. Mezi zobrazovanými informacemi jsou: velikost SB a BB, počáteční
„Buy In” ke stolu, aktuální počet hráčů u stolu a maximální počet hráčů u stolu. Po kliknutí
na vybraný stůl je hráč k danému stolu připojen, ale pouze v případě, že je u stolu volné
místo a že má dostatek virtuálních kreditů. Samotná hra začíná pouze pokud je u stolu již
více než jeden hráč. V opačném případě musí uživatel čekat na připojení dalšího hráče.
4.3.2 Hraní hry
Pexeso
Po připojení do hry bude na herním plátnu vidět rámeček obsahující informace o tom,
kdo je na tahu a taky zobrazuje informace o skóre jednotlivých hráčů. Pod informační
tabulkou bude zobrazeno hrací pole obsahující 40 hracích kartiček. Ve výchozí poloze jde
vidět pouze zadní strana, která neodhaluje symbol na kartě. Hráč na tahu najede myší na
požadovanou kartu a levým tlačítkem bude moct kartu otočit, čímž kartu otočí a umožní
hráčům vidět symbol na kartičce. Poté hráč postup opakuje pro druhou kartičku. Pokud byl
úspěšný a objevil na obou kartičkách stejné symboly, může dále pokračovat ve hře. Pokud
nebyl úspěšný bude hrát druhý hráč. V případě úspěchu jsou karty z hracího pole odebrány
a hráči přičten jeden bod. V druhém případě jsou karty otočeny do výchozí pozice. Umístění
symbolů se během hry nemění.
Blackjack
Po načtení hrací plochy hráč uvidí v horní části protihráčovy karty, které jsou otočené
zadní stranou. Ve středu hracího pole jsou zobrazeny jeho karty a pod kartami se nachází
ovládací panel, který je zobrazen pouze v případě, že je hráč na tahu. Ve spodní části je
pak vidět aktuální hodnota všech karet a označení, kdo je právě na tahu. Hru ovládá hráč
pomocí tlačítek zobrazených v oblasti ovládacího panelu. V případě, že je hráč na tahu, má
na výběr ze dvou možností: 1) vzít si z balíčku další kartu 2) ukončit svůj tah. Pokud hráč
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překročí hranici 21 bodů, nebude již moct brát další karty. Po odehrání obou hráčů, bude
hra vyhodnocena a budou zobrazeny i protihráčovy karty.
Poker
Po připojení ke stolu se hráči zobrazí hrací pole představující pokerový stůl. Informace
o hráčích budou zobrazeny ve zvýrazněných obdélnících podél stolu. Zelený obdélník zna-
mená, že na dané pozici je připojený hráč, červený obdélník značí opak. U hráče jsou
zobrazeny následující informace: jméno, pod ním je zobrazen počet virtuálních kreditů,
které má dostupné u stolu, a v případě zahájené hry se zobrazuje symbol karet značící,
zda hráč stále drží karty nebo je již zahodil. Nad hráčem se potom může objevit světle
modrý rámeček, ve kterém je aktuální hodnota jeho sázky. Pro indikaci hráče, který je
právě na tahu, je použita modrá barva, která přepíše původní zelený obdélník u hráče. Ve
středu stolu jsou zobrazovány společné karty (flop, turn, river) a pod těmito kartami je
uveden součet všech sázek (pot). Pod zobrazením stolu vidí hráč svoje karty a ovládací pa-
nel obsahující tlačítka „Položit”, „Dohodit/Odklepnout” a „Navýšit”. Tlačítko „Položit”
slouží pro položení karet, tlačítko „Dohodit/Odklepnout” je pro případ, kdy hráč chce ve
hře pokračovat a je ochoten doložit sázku a nebo v případě, že není třeba sázet a nechce
zvyšovat sázku. Tlačítko „Navýšit” slouží v případě, kdy se hráč rozhodne dále navyšovat
sázku. Tento panel je zobrazen pouze pokud je hráč na tahu. Směr pohybu hry je po směru
hodinových ručiček.
Samotná hra pak probíhá následovně:
1. všem hráčům se rozdají dvě karty
2. dle pořadí pozice dealer se určí pozice small a big blind a hráčům na těchto pozicích
se odeberou příslušné sázky
3. na tahu je hráč po pozici big blindu
4. pro přechod do dalšího kola musí každý hráč vložit alespoň sázku big blind
5. jakmile jsou všechny sázky dorovnané na stůl, vyloží se flop (první 3 karty)
6. v tomto kole začíná hráč na pozici small blind
7. již není nutná minimální sázka a záleží na ostatních hráčích
8. další kola (turn a river) mají stejná pravidla
9. vítězem je hráč s nejlepší kombinací 5 karet ze 7 karet
V případě, že hra dojde až k vyhodnocení karet, jsou karty výherce zobrazeny a jeho
rámeček začne blikat. Výhra je poté připsána na konto výherce a automaticky začíná nová
hra. Pokud hráč opustí hru v čase, kdy je ještě ve hře, automaticky se použije akce po-
ložení karet pro daného hráče. Hráčovy nevyužité virtuální kredity se přičtou zpět na účet.
Zavřením stránky s hrou se provede akce odejití od stolu.
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4.4 Datové úložiště
Persistentní data budou ukládána v Datastore. V tomto datovém úložišti není třeba vytvářet
schéma pro určitá data jako je například definice tabulky u klasické SQL databáze.
V této databázi nejsou podporovány vnořené struktury tzn., že je možné vkládat pouze
struktury, které obsahují jednoduché datové typy jako int, boolean, char, string a jednoroz-
měrné pole zmíněných typů. Vícerozměrná pole nejdou ukládat.
Entity
Datastore ukládá data jako entity. Entita má jednu nebo více dvojic [datový typ,hodnota].
Navíc každá entita má vlastní klíč, který ji jednoznačně určuje. Klíč obsahuje následující:
• typ/kategorie entity
• identifikátor, který může být string nebo integer
• volitelná cesta k předkovi, která potom tvoří hierarchii v Datastore
Identifikátor je přiražen při vytvoření entity a může být určen programátorem nebo je
automaticky vygenerován.
4.4.1 Uložená data
Ukládány budou hlavně záznamy struktur obsahující informace o jednotlivých hrách, které
jsou právě hrány. U her pexeso a blackjack bude vkládán vždy jeden záznam pro jednu
hru, u hry poker bude vždy jeden záznam pro stůl a pokud bude stůl aktivní, tak ještě
druhý záznam o právě hraném kole. Na každého uživatele bude v databázi jeden záznam
obsahující potřebná data. Dále bude do databáze ukládán vždy záznam pro frontu dvou
hráčů.
4.5 Komunikace mezi serverem a klientem
Pro bezproblémové fungování aplikace je potřeba zajistit bezproblémovou komunikaci dvěma
směry: 1) základní HTTP a HTTPS komunikace zajišťující zobrazování obsahu webové
stránky pro uživatele 2) komunikace na úrovni hry, kdy je potřeba zasílat zprávy oběma
směry (klient - server) v reálném čase.
První typ komunikace představuje funkci klasického webového serveru. Uživatel zasílá
požadavky na specifické URL (Uniform Resource Locator) a v případě, že web server do-
káže na daný požadavek odpovědět, je mu zaslána odpověď s HTML kódem. Mapování
jednotlivých URL pro web server je potřeba specifikovat v kódu aplikace. Každé URL je
spojeno se specifickou funkcí, jejíž konečný výstup je roven HTML kódu, který je zaslán
jako odpověď. Tento jeden „webový server” je v Google App Engine nazýván „instance”.
Každá instance je schopná zpracovávat určitý počet požadavků za sekundu. Pokud je tento
limit překročen, je spuštěna další instance. Dotazy se poté rovnoměrně rozloží mezi všechny
běžící instance. Počet souběžně běžících instancí není omezen a je vždy ovlivněn počtem
dotazů za vteřinu, které jsou právě generovány na server.
Druhý způsob komunikace je důležitý pro bezproblémový běh při hraní her. Komuni-
kaci je potřeba zajistit oběma směry. Komunikaci ve směru od klienta k serveru je možné
21
provést pomocí JavaScriptu, kdy je na server odeslán HTTP požadavek obsahující para-
metry ve formátu GET či POST. Takový požadavek je poté v aplikaci zpracován funkcí,
která provede požadované změny v databázi. Komunikaci ve směru server - klient je inici-
alizovaná serverem, není využíváno dotazování (polling). K tomuto je využita technologie
Channel API, kterou poskytuje Google App Engine. Channel API umožňuje zasílání dat
z serveru klientovi, který zprávu zpracuje v JavaScriptu. Pro vytvoření spojení je nutné nej-
prve na straně serveru vygenerovat unikátní „token”, který slouží jako identifikátor klienta.
Pomocí tohoto tokenu se pak na straně klienta na úrovni Javascriptu vytvoří komunikační
kanál, na kterém bude naslouchat a v případě obdržení zprávy jsou volány funkce zajišťující
zpracování dat.
4.6 Shrnutí kapitoly
Po analýze jednotlivých komponent jsem sestavil jednoduché schéma, jak daná aplikace
bude fungovat a komunikovat ve spolupráci s Google App Engine. Toto schéma je možné
vidět na obrázku č 4.2.
Obrázek 4.2: Obecne schéma aplikace v Google App Engine
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Kapitola 5
Implementace v Google App
Engine
Tato kapitola pojednává o samotné implementaci portálu a řešení problémů, které při ní
nastaly. Jak již bylo řečeno, jádro tvoří aplikace v programovacím jazyku Go a klient bude
k této aplikaci přistupovat pomocí webového rozhraní, používajícího HTML a JavaScript.
5.1 Struktura aplikace
5.1.1 Konfigurační soubor
Aplikaci Go App Engine lze konfigurovat pomocí souboru s názvem app.yaml. V tomto
souboru jde přiřadit určité URL přímo adresářům se statickým obsahem a nastavovat speci-
ální chování aplikace. Soubor také obsahuje informace o kódu aplikace, jako je identifikátor
v rámci Google App Engine a verzi programovacího jazyka, na kterém aplikace běží. Struk-
tura souboru je vidět v rámečku číslo 5.1.



















Řádek default expiration: „1d 0h” nastavuje dobu expirace statického obsahu na 1 den.
Takovéto nastavení snižuje počet stažení statických souborů jako jsou obrázky, JavaScript
soubory či CSS soubory. Tyto soubory se nemění příliš často, a proto je zbytečné při opě-
tovném načtení stránky znovu stahovat takovýto obsah ze serveru.
Řádek secure: always zajišťuje automatické přesměrování z nešifrovaného protokolu
HTTP na šifrovaný protokol HTTPS. Toto nastavení je aplikováno na celý herní portál.
Dalším důležitým prvkem je direktiva login: required, která zajišťuje, že uživatel přistu-
pující na dané URL, musí být přihlášen. V případě, že se na takové URL pokusí dostat
nepřihlášený uživatel, je automaticky přesměrován na přihlašovací stránku.
5.1.2 Web server v aplikaci
Výchozím bodem aplikace je soubor main.go,ve kterém se inicializuje webserverová část
aplikace. Ke každému URL, které je na portálu dostupné, se přiřadí funkce, která bude
zajišťovat zpracování dotazu a odeslání odpovědi. Příkladem takovéhoto mapování URL na
funkci je třeba přístup do sekce s hrou poker. Odkaz z navigačního panelu přesměruje uži-
vatele na URL https://herni.portal.com/poker 1 V aplikaci se potom použije kód zobrazený
v rámečku číslo 5.2.
Rámeček 5.2: Soubor main.go - mapování sekce poker
http.HandleFunc( "/poker" , poker_core )
Při načtení výše zmíněného URL je provedena funkce poker core, která bude v tomto pří-
padě vracet HTML kód zobrazující výběr jednotlivých kategorií stolů. Takhle jsou nama-
povány všechny použité URL. Jednotlivé funkce jsou uloženy v dalších souborech. Soubory
jsou pojmenovány dle jejich obsahu, např. všechny funkce obstarávající hru poker jsou
uloženy v souboru poker.go atd.
Pro jednodušší zasílání HTML kódu je používán balíček html/template, který umožňuje
načtení HTML ze souboru, vložení dynamických prvků a odeslání v několika jednoduchých
krocích. Tento postup je zobrazen v rámečku číslo 5.3. Příklad určení pozice, kde se bude
do HTML vkládat dynamický prvek, je zobrazen v rámečku 5.4.
Rámeček 5.3: Použití HTML šablony
// nacteni sablony ze souboru
var blackjack_HTML = template.Must(template.ParseFiles("web/blackjack.html"))
//odeslani HTML kodu + vlozeni dynamickych prvku






1URL je pouze ilustrační
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Rámeček 5.4: Syntaxe pro vkládání dynamických prvků v HTML
<script type="text/javaScript">
var APP_ENGINE_GAME_KEY = {{.game_key}};
var APP_ENGINE_USER_ID = {{.me}};








Nejdůležitějším prvkem uživatelského rozhraní je JavaScriptová část, která zprostředkuje
přijímání a odesílaní dat. Pro umožnění běhu této komunikace je nejprve potřeba vytvořit
Channel spojení. Pro vytvoření tohoto spojení je potřeba použít token, který slouží k jedno-
značné identifikaci konkrétního uživatele. Token je předán v rámci zaslaného HTML kódu
stránky. Google App Engine poskytuje zdrojové JavaScript soubory přímo v rámci služby,
není třeba je externě načítat z webu, či stahovat a ručně přidávat ke statickému obsahu.
Přidání zdrojových souborů pro Channel API je vidět v rámečku číslo 5.5.
Rámeček 5.5: Připojení zdrojových souborů Channel API
<script type="text/javascript" src="/_ah/channel/jsapi"></script>
Při běhu stačí v JavaScriptu vytvořit nový objekt typu goog.appengine.Channel a přiřa-
dit mu příslušné funkce, které budou obstarávat přijmutí dat. V případě přijmutí zprávy
ze serveru je volána přiřazená funkce a obsah zprávy se zpracuje dle potřeby. Příklad, jak
podobný problém implementovat, je vidět v rámečku 5.6.
Rámeček 5.6: Příklad vytvoření nového Channel spojení a zpracování zprávy
// vytvoreni chanelu






// prijmuti zpravy od serveru pres Channel API
onMessageReceived = function (message) {





Samotné odeslání zprávy ze serveru je prováděno pomocí funkce general sendMessage.
Důležitými parametry funkce je identifikátor uživatele, který byl použit při generování to-
kenu, a obsah zprávy. Obsah zprávy je vytvořen jako datový typ mapa, kde klíč i hodnota
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jsou typu string. Tento obsah je poté přeformátován do formátu JSON a odeslán klientovi.
Pro samotné odeslání je využita přímo funkce channel.SendJSON z balíčku appengine/-
channel.
Funkce general sendMessage se nachází v souboru communication.go.
5.3 Uživatel a přihlášení
Jak již bylo zmiňováno, uživatel se do systému může přihlásit pomocí jakéhokoliv Goo-
gle účtu. Tím odpadají problémy s uchováváním hesla v šifrované či nešifrované podobě.
O uživateli se ukládá pouze jeho email, unikátní identifikátor a také množství virtuálních
kreditů, přezdívka atd.
Při prvním přihlášení se převezmou údaje od Google účtu, v našem případě pouze
emailová adresa a identifikátor, a vloží se do databáze záznam o uživateli. Při vytváření je
uživatel požádán o zadání jeho přezdívky, která se ve hrách zobrazuje ostatním hráčům, a
také je uživateli přiděleno počáteční množství virtuálních kreditů.
Přístup do sekcí „account”, „poker”, „pexeso”, „blackjack” vyžaduje přihlášení. To
zajišťuje funkce account check(), která je volána na začátku funkcí zpracovávajících výstup
výše zmíněných sekcí. V případě, že není uživatel přihlášen, je přesměrován na přihlašovací
obrazovku. Pokud uživatel je přihlášen, ale ještě neproběhlo prvotní vytvoření záznamu
v databázi, je přesměrován na registrační formulář.
Všechny funkce spojené s uživatelským účtem jsou umístěny v souboru account.go.
V rámečku 5.7 je výpis nejdůležitějších funkcí a jejich stručný popis.
Rámeček 5.7: Soubor account.go - nejdůležitejší funkce
func account_core() // funkce zobrazuici stranku s informacemi o ucttu
func account_regForm() // funkce zobrazujici registracni formular
func account_registration() // funkce zajistujici registraci noveho uzivatele
func account_check() // funkce overujici prihlaseni a platnost uzivatele
5.4 Hry
Jak již bylo zmiňováno v předchozí kapitole, u her pexeso a blackjack bude pro spárování
dvou hráčů použit stejný systém fronty. Protože jde v tomto případě o spárování jen dvou
hráčů, je do databáze ukládán záznam s identifikátorem hráče vždy při připojení prvního
hráče do fronty. Pokud je již vytvořen takový záznam, je načten identifikátor prvního hráče,
původní záznam odstraněn a vygenerována hra s identifikátory obou hráčů. Následně po
vygenerování je do frontendu zaslána zpráva, že hra již může začít.
V případě první dvou her je sázka odebrána a přičtena vždy po skončení hry. V případě
pokeru je vklad odebrán ihned při vstupu ke stolu. Po odchodu je aktuální hodnota přičtena
zpět.
5.4.1 Pexeso
Po spárování dvou hráčů ve frontě je hra vygenerována pomocí funkce pexeso generateGame(),
která naplní strukturu pexesoGame potřebnými údaji. Do struktury se ukládají identifiká-
tory hráčů, skóre, herní plátno, herní klíč a ještě spousta dalších informací.
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Hrací pole, na kterém jsou rozloženy kartičky, je implementováno jako pole s datovým
typem integer. Při generování hry je nejprve pole naplněno vzestupně dvojicemi čísel, re-
prezentující jednotlivé symboly, a poté je pole promícháno pomocí Fisher-Yates algoritmu,
známého taky jako Knuth algoritmus. Tento algoritmus je určen pro generování náhodných
permutací konečné množiny. Moderní verze algoritmu je efektivní, nepotřebuje další úložný
prostor a časová náročnost je úměrná počtu položek, které se míchají. V rámečku 5.8 je
vidět jednoduchá implementace tohoto míchacího algoritmu v jazyce Go.
Rámeček 5.8: Implementace Fisher-Yattes míchacího algoritmu
// zamichani karet
for i := 0; i < PEXESO_CARDS; i++ {
j := rand.Intn(i + 1)
board[i], board[j] = board[j], board[i]
}
Samotnou hru pak obsluhuje funkce pexeso game(). Klient přes HTTP POST zasílá
herní klíč a hráčovu akci, která určuje kartičku, kterou chce otočit. Při přijmutí tohoto
požadavku je nejprve ověřeno, zda je daný hráč účastníkem dané hry a zda je zrovna na
tahu. Po zpracování hráčovy akce je zaslán oběma hráčům symbol na otočené kartičce a
frontend jej graficky zobrazí na hracím poli. V případě, že jde již o druhý tah hráče, jsou
navíc zaslány informace o případné změně skóre či změně hráče, který je na tahu.
Pokud již na hracím poli není žádná další dvojice kartiček, jsou hráčům zaslány výsledné
informace o výherci.
5.4.2 BlackJack
Po spárování dvou hráčů ve frontě je hra vygenerována pomocí funkce blackjack generateGame(),
která naplní strukturu BlackJackGame potřebnými údaji. Do struktury se ukládají podobné
informace jako u pexesa.
Při generování hry je vygenerován balíček karet. Způsob generování náhodného balíčku
je velmi podobný postupu, který je použit u generování hracího pole pro pexeso. V tomto
případě je použita funkce rand.Perm(), která je již implementována přímo v jazyce Go a
vrací pseudo-náhodnou permutaci celých čísel od 0 do n. V našem případě je to pole čísel
od 0 do 52, která jsou náhodně přeházena. Aby se vždy při výběru karty z balíčku nemuselo
přeskládávat pole odstraněním prvního prvku, je v datové struktuře hry uložena hodnota
značící vrchní kartu v balíčku a po každém odebrání karty se hodnota navýší.
Na začátku jsou každému hráči přiděleny dvě karty a jejich hodnota je zaslána každému
hráči. Frontend vezme tuto hodnotu a hráči zobrazí příslušný obrázek odpovídají této kartě.
Hráč na tahu potom může volit ze dvou akcí, buď si vezme další kartu nebo již nechce dále
hrát a je předán tah či vyhodnocena hra. Při odebrání další karty jsou hráčovi zaslány
informace o kartě. Pokud hodnota karet přesáhne mezní hranici 21, neumožní frontend
vzíti další karty. I v této hře je při každém přijmutí hráčovy akce nejprve ověřeno, zda hráč
patří k dané hře a zda je na tahu. Po ukončení tahů obou hráčů je zaslána informace o
výherci a o protihráčových kartách, které se ve finální fázi zobrazí na hracím poli.
V případě hry proti počítači je hra v tomto smyslu lehce zjednodušena. Při generování
hry je rovnou proveden algoritmus, který rozhoduje o hře počítače. Ten funguje na principu
postupného braní karet tak, aby jejich celková hodnota nepřesáhla určitou mez (threshold).
Velikost této meze je určena na základě předchozích her. Při první hře se nastaví mez
na hodnotu 16. Po každé prohrané hře se potom tato mez mění. V případě, že počítač
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měl hodnotu karet větší než 21 (overdraft) je mez snížena o 1, v opačném případě je mez
navýšena o 1. Pokud počítač vyhraje nebo hra skončí remízou, mez se nemění. Jsou ukládány
statistiky o počtu odehraných her a o počtu vyhraných her.
5.4.3 Poker
Hra poker má lehce odlišný systém připojování do hry. U dvou předchozích je vše zajištěno
pomocí fronty pro dva hráče, nicméně vzhledem k tomu, že byl úmysl přiblížit styl hraní
pokeru běžným portálům, bylo potřeba udělat úplně nový postup. Místo připojování do
fronty má hráč na výběr list jednotlivých stolů, ke kterým se může připojit. Každý stůl
má svoji maximální kapacitu hráčů a může mít rozlišný buy in. Implementovány jsou stoly
pro 2, 6 a 8 hráčů, přičemž nejvíce se generují stoly pro 8 hráčů. Pro zajištění dostatku
volných stolů je spouštěna funkce poker tableChecker, která projde jednotlivé kategorie stolů
a zjistí počet prázdných stolů. V případě malého počtu jsou vygenerovány další volné stoly
a v případě, že je příliš mnoho volných stolů, je určité množství zrušeno.
Po připojení do hry se zobrazí herní plátno představující pokerový stůl. Jednotlivé hry
se generují pouze v případě, že je u stolu více než jeden hráč. Každý stůl má ve struktuře
uložený i identifikátor aktuálního kola, pokud existuje. Stůl je v podstatě uložen v databázi
celou dobu, ale jednotlivá kola vznikají a zanikají vždy po dohrání. Mezi další informace,
které se u struktury stolu ukládají, je současný počet hráčů u stolu, jejich velikost prostředků
k sázení, velikost small a big blind a taky pozice dealera.
Informace použité pro běh kola jsou jednotlivě popsány v rámečku číslo 5.9. Stejně
jako u hry blackjack je pro každé kolo generován balíček karet pomocí funkce rand.Perm()
a používá se hodnota označující horní kartu v balíčku.
Rámeček 5.9: Data používána pro jednotlivé kolo pokeru - struktura pokerRound
// struktura pro jedno kolo v pokru
type pokerRound struct {
Status int // urcuje fazi hry (flop,turn,river,..)
Players_Bets []float64 // sazky hracu na stole
Players_ID []string // identifikatory hrajicihc hracu
Players_Card1 []int // prvni karta hrace
Players_Card2 []int // druha karta hrace
Players_Played []bool // indikator, zda hrac v dane fazi jiz hral
Player_Turn int // oznaceni hrace, ktery je prave na tahu
Deck []int // balicek karet
Deck_TopCard int // oznaceni indexu karty, ktera je na vrchu balicku
Pot float64 // velikost potu (soucet sazek z prechozich fazi)
Table_Cards []int // spolecne karty pro vsechny hrace na stole
Last_Bet float64 // velikost posledni sazky
Dealer int // oznaceni pozice dealera
CircleFinished bool // oznaceni zda ve fazi jiz odehrali vseci hraci
}
Po vygenerování kola začíná hrát hráč na pozici za big blind. Hráčům na pozici big
blind a small blind jsou automaticky vloženy odpovídající sázky. V první fázi (pre-flop)
musí každý hráč vložit minimálně sázku o velikost big blind, aby mohl pokračovat dále
ve hře. Pozice small blind musí jen dorovnat na tuto hodnotu a pozice big blind nemusí
dávat další sázky. V dalších fázích již začíná vždy hráč na pozici small blind a již neplatí
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nutnost minimální sázky. Pro přechod z jedné fáze hry do druhé je třeba, aby všichni hráči
dorovnali nejvyšší sázku a aby každý hráč hrál aspoň jednou. Po skončení kola je posunuta
pozice dealer na stole o jednoho hráče, směr pohybu je po směru hodinových ručiček.
Nejdůležitější práci zde odvádí funkce poker roundHandler(), která zpracovává jednot-
livé akce hráčů v kole. Funkce provádí následující kroky:
1. ověření, zda je hráč u stolu
2. ověření, zda je hráč na tahu
3. zjištění hráčovy akce
4. ověření, zda může hráč provést danou akci
5. provedení akce
6. nastavení příznaku odehrání hráče
7. zjištění, zda nebyla tímto tahem ukončena fáze hry
8. v případě ukončení fáze hry se nastaví nová fáze a hráčům jsou zaslány informace
9. jinak předání tahu dalšímu hráči a zaslání informací o tahu ostatním hráčům
5.4.4 Vyhodnocování her
Důležitou částí je vyhodnocování výherce v dané hře. U pexesa to je vcelku jednoduché,
pouze se porovnává skóre u obou hráčů a výherce je hráč s větším skóre.
U hry blackjack to je již mírně problematičtější, neboť je třeba brát na vědomí to, že
výhercem je ten, který má karty, jejíž celková hodnota je nejblíže číslu 21, přičemž při
přesáhnutí tohoto čísla, hráč prohrává. Je třeba brát v potaz i speciální případ, kdy hráč
má v ruce dvě esa. Jeho hodnota karet je sice rovna 22, ale přesto je to nejlepší kombinace
ve hře. Vyhodnocení je v tomto případě implementováno jako série několika podmínek, kdy
se porovnáváním hodnot a počtu karet určí výherce.
Poker
Trošku obtížnější problém nastává při vyhodnocování výherce u pokeru. Je potřeba vybrat
nejlepší kombinaci 5 karet ze 7 a poté určit, který z hráčů má tuto kombinaci nejlepší.
Vzhledem k obrovskému počtu možných kombinací 7 karet (133 784 560)[1] je pro zachování
plynulosti hry potřeba využít sofistikovaný algoritmus k tomuto vyhodnocování.
Nakonec jsem vybral algoritmus označovaný jako „The Two Plus Two Evaluator” 2,
který byl publikován na poker foru TwoPlusTwo4. Dle recenzí je to nejrychlejší veřejně
dostupný vyhodnocovací algoritmus pracující s kombinací 5 karet ze 7 v pokeru. [1]
Algoritmus potřebuje pro vyhodnocování předgenerovanou tabulku hodnot. Poté je jeho
realizace již velmi rychlá a jednoduchá. Celý kód se vejde na pár řádků a je k vidění
v rámečku 5.10.
2někdy označován jako „RayW evaluator” po stejnojmenném autorovi, který publikoval první verzi kódu,
která byla později na fóru vylepšena
4http://forumserver.twoplustwo.com/
29
Rámeček 5.10: Two Plus Two Evaluator
// nejprve nacteme predgenerovanou tabulku
evTableValues = loadHandRanksTable()
// pote se pres vsechny karty dostaneme k vysledne hodnote
p := evTableValues[53 + tableCard[0]]
p = evTableValues[ p + tableCard[1]]
p = evTableValues[ p + tableCard[1]]
p = evTableValues[ p + tableCard[2]]
p = evTableValues[ p + tableCard[3]]
p = evTableValues[ p + tableCard[4]]
p = evTableValues[ p + playerCard1 ]
p = evTableValues[ p + playerCard2 ]
// p je potom hodnota kombinace karet
// cim vetsi p tim lepsi karty
Algoritmus vezme hodnotu první karty a použije ji jako index do tabulky hodnot. K vý-
sledku přičte hodnotu druhé karty a opět použije jako index do tabulky hodnot. To se
opakuje pro všech 7 karet. Z výsledné hodnoty jde získat kategorii karet jednoduchým bi-
tovým posunem viz řámeček 5.11. Kategorií je myšleno např: pár, dva páry, trojice karet
atd. [1]
Rámeček 5.11: Získání kategorie karet
int categorie = p >> 12;
Generování tabulky při běhu programu by zabralo příliš mnoho času, proto je v aplikaci
tabulka načtena z externího souboru. Samotný soubor má v normálním formátu cca 130MB,
a proto je pro ušetření diskového prostoru u Google App Engine soubor ještě komprimován
programem Gunzip. Starší a méně efektivní algoritmy většinou pracují s tabulkami hodnot





Při implementaci aplikace byly použity pouze technologie, které jsou navrženy pro práci
v cloudu a velmi dobře fungují při škálování systému. Proto se testuje aplikace jako celek.
Pro testování škálovatelnosti systému je potřeba nasimulovat situaci, která by odpoví-
dala velké návštěvnosti portálu. V tomto případě jde hlavně o simulaci hraní her. Kvůli
komplexnosti hraní jednotlivých her není možné testovat zátěž na systému jednoduchými
nástroji, či pouhým načítáním určitých stránek. Pro toto testování bylo potřeba vytvořit
speciální skripty, které budou simulovat hraní jednotlivých her. Skripty budou generovat
takové dotazy, aby se aplikace chovala, jakoby hry hrál člověk.
Při vytváření skriptů bylo třeba vyřešit problém s přihlášením. Ve výchozím nastavení
aplikace je přihlášení přes Google účty nutné k identifikaci hráče a pro hraní her. Při jedno-
duchém dotazu ze scriptu nebylo možné zajistit toto přihlášení a navíc pro test by muselo
být vytvořené ohromné množství účtů, aby bylo možné simulovat velký počet hráčů. Proto
byla vytvořena konstanta ALLOW LOAD TESTING. Pokud je hodnota nastavena na false,
aplikace se chová normálně, pokud je hodnota nastavena na true, je při hře aplikováno ně-
kolik výjimek. Mezi nejdůležitější změny patří načtení identifikátoru hráče. V normálním
stavu je načteno z dat, které aplikaci předá Google v proměnné datového typu appen-
gine.Context. V testovacím módu je identifikátor hráče načten z URL. To umožňuje scriptu
dynamicky připojovat hráče s různým identifikátorem. V testovacím módu se neověřuje,
zda má uživatel záznam v databázi.
Pro testování zátěže aplikace byl vytvořen script v jazyce Python. Základ tohoto scriptu
tvoří funkce, která postupně vytváří množství vláken, kde každé vlákno zajistí hraní jedné
hry. Každé vlákno po nějakou dobu běží a v této době zasílá požadavky na server tak, aby
simulovaly hraní her. Hlavní parametry určující zátěž jsou popsány v rámečku č 6.1 .
Rámeček 6.1: Parametry scriptu pro testování zátěže
# urcuje dobu, po kterou vlakno pobezi
RUN_TIME = 10 * 60
# celkovy pocet vlaken pro jednu hru
THREAD_COUNT = 50
# zpozdeni pri vytvareni vlakna
THREAD_DELAY = 15
Výsledná doba běhu scriptu se pak dá vypočítat: RUN TIME + THREAD DELAY *
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THREAD COUNT. Testování zátěže je prováděno na dvou hrách: blackjack a poker. Pexeso
bylo vyloučeno z důvodu větší komplexnosti hraní z hlediska automatizované činnosti.
6.1 Blackjack
U hry blackjack zastupuje jedno vlákno jednu hru. V každém opakování jsou vygenerovány
dva unikátní hráčské identifikátory pro dva virtuální hráče. Potom je pomocí semaforu
zajištěno, že se podaří vláknu spojit oba virtuální hráče do jedné hry. Každý hráč si vezme
dvě dodatečné karty a pak ukončí tah. Po vyhodnocení hry se celý proces opakuje.
6.2 Poker
Pro hru poker je vytvořena v aplikaci speciální funkce, která generuje stoly s jednoduchým
identifikatorem, aby se k nim mohl script připojit. Každé vlákno pak reprezentuje jeden
stůl a jsou v něm vygenerovány příslušné identifikátory pro 8 hráčů. Skript pak simuluje,
že všichni hráči nechtějí přihazovat a jen pokračují ve hře. Po skončení kola se celý proces
opakuje dokud neskončí časový limit testu.
6.3 Výsledek testování
Rozhraní Google App Engine poskytuje velmi dobrou možnost monitorování zátěže sys-
tému. Mezi parametry, které je možné sledovat, patří například: počet bežících instancí,
počet požadavků na určitou stránku, počet požadavků za sekundu, průměrná odezva od-
povědi v čase, množství přenesených dat, počet operací zápisu a čtení v rámci Google Da-
tastore a spoustu dalších. Při běhu jednotlivých testů byly sbírány data o zátěži aplikace.
Obrázky grafů statistik testování se nacházejí v příloze E.
Test číslo 1
Vstupní parametry a výsledky testu jsou zobrazeny v tabulkách číslo 6.1 a 6.2.
čas běhu testu 27 minut
počet vláken na jednu hru 50
celkový počet vláken 100
zpoždění při vytváření vláken 10 sec
počet počítačů spouštějících skript 1
Tabulka 6.1: Vstupní parametry pro test číslo 1
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celkový počet vygenerovaných požadavků 14 486
počet požadavků za sekundu 66
počet spuštených instancí 3
průměrná odezva 170 ms
průměrná odezva ve hře poker 150 ms
průměrná odezva ve hře blackjack 203 ms
počet odehraných her blackjacku 1561 her
počet odehraných kol pokeru 2007 kol
počet simulovanych hráčů ve hře blackjack 100 hráčů
počet simulovanych hráčů ve hře poker 400 hráčů
počet zápisů do datastore 87 558
počet čtení z datastore 143 091
Tabulka 6.2: Výsledky testu číslo 1
Test číslo 2
Vstupní parametry a výsledky testu jsou zobrazeny v tabulkách číslo 6.3 a 6.4. Hlavním
rozdílem mezi testem 1 a 2 je větší počet počítačů, na kterých je testovací script spouštěn.
Testování se provádělo z několika geografický míst. Rozložení bylo následující: 2x Brno,
Cejl; 2x Brno, VUT FIT; 1x Brno, Veveří; 2x Praha.
čas běhu testu 17 minut
počet vláken na jednu hru 30
celkový počet vláken 60
zpoždění při vytváření vláken 8 sec
počet počítačů spouštějících skript 7
Tabulka 6.3: Vstupní parametry pro test číslo 2
celkový počet vygenerovaných požadavků 183 311
počet požadavků za sekundu 192.3
počet spuštených instancí 6
průměrná odezva 134 ms
průměrná odezva ve hře poker 166 ms
průměrná odezva ve hře blackjack 94 ms
počet odehraných her blackjacku 2878 her
počet odehraných kol pokeru 6146 kol
počet simulovanych hráčů ve hře blackjack 360 hráčů
počet simulovanych hráčů ve hře poker 1440 hráčů
počet zápisů do datastore 196 673
počet čtení z datastore 337 039
Tabulka 6.4: Výsledky testu číslo 2
Protože dle výsledků se jeví celá aplikace jako dobře škálovatelná, dá se usoudit, že i




Cílem této práce bylo navrhnout a implementovat herní portál na cloudové vrstvě Platforma
jako služba (PaaS). Výsledkem je webová aplikace umožnující hrát online hry pexeso, blac-
kjack a poker. Aplikace je umístěna na Google App Engine a její jádro je naprogramované
v jazyce Go. Jako úložiště dat byl zvolen Google Datastore, což je databáze pro ukládání
nerelačních dat. Pro hraní her není třeba instalace externího softwaru. K hraní stačí pouze
webový prohlížeč.
V průběhu práce jsem se velmi dobře seznámil s technologiemi poskytovanými v cloudu
a možnostmi, které Google App Engine nabízí. Dále jsem se naučil programovat v jazyku
Go a pracovat s Google Datastore databází. Aplikaci jsem se snažil sestavit z komponent,
které umožňují dobrou škálovatelnost, pro případ velké návštěvnosti. Dle mých výsledků
testovacích skriptů je aplikace schopná bez problémů obsluhovat velké množství uživatelů
bez výrazně zvýšené odezvy od serveru.
Při další práci na projektu bych přidal více her. Dobrým vylepšením by bylo zakom-
ponovat zvuky, které by lépe hráče informovaly o průběhu hry. Dále by se hodila možnost
přidat si jednotlivé uživatele mezi své přátele a poté s nimi komunikovat či zvát na hraní
her. U aplikace by se také dala vylepšit spolehlivost komunikace mezi serverem a klientem.
V některých speciálních případech se totiž může stát, že klient nedostane informace od
serveru z důvodu výpadku internetového připojení. Takovéto chování server bohužel nede-
tekuje, a to může vést k určitým problémům. Posledním vylepšením by mohlo být přidání





• diagrams-dia/ - zdrojové soubory pro diagramy použité v této práci v programu dia
• go appengine/ - SDK od Google App Engine pro lokální spuštění aplikace
• load-test/ - složka s Python scriptem pro testování zátěže
• src/ - složka se zdrojovými soubory viz příloha C
• tex/ - zdrojové soubory pro tento technický text v Latexu
• soubor run server.sh - script pro lokální spuštění aplikace viz. přiloha B
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Příloha B
Jak spustit aplikaci herního
portálu
Pro lokální spuštění je potřeba Google App Engine SDK pro Go. Toto SDK je možné stáh-
nout zde: https://developers.google.com/appengine/downloads#Google_App_Engine_
SDK_for_Go. SDK je také součástí obsahu na přiloženém CD (složka go appengine). Pro
běh SDK je nutné mít nainstalovaný Python 2.7.
Spuštění aplikace jde provést příkazem zobrazeným v rámečku B.1.
Rámeček B.1: Spuštění apliakce pomocí SDK
# vychazi se z predpokladu, ze se bude prikaz spoustet v korenovem adresari,
# kde slozka go_appengine obsahuje GAE SDK a slozka src obsahuje




#na CD je primo v korenovem adresare script, ktery spousti tyto prikazy
./run_server.sh
Aplikace je poté dostupná na adrese https://localhost:8080. Pro testování online by
měla být aplikace také dostupná online na adrese https://shadowy-portal.appspot.com/
alespoň do konce roku 2014. Nahrána bude poslední aktuální verze s vypnutým módem tes-
tování. Při běhu aplikace online se občas objevily anomálie (zaseknutí, nedostání informací),
které znepříjemnily běh některých her. Tyto anomálie se mi bohužel nepodařilo odstranit.




Zdrojové kódy jsou dostupné na CD ve složce src. Daný obsah je dostupný i na Githubu
na adrese https://github.com/calvix/ibp_cloud_portal.
Každý soubor má na začátku napsaného autora, který jej vytvořil. Ve zdrojových kó-
dech se nachází i upravené soubory z webové šablony převzaté z webové stránky
http://www.templatemo.com.
Strom adresářů:
• src - složka s konfiguračními soubory pro GAE a dalšími složkami
• src/data - složka obsahující tabulku hodnot pro vyhodnocování kombinací
• src/source - složka se zdrojovými soubory v Go
• src/web - složka obsahujici HTML soubory
• src/web/css - složka obsahující CSS soubory
• src/web/images - složka obsahující vlastní obrázky
• src/web/images templatemo - složka obsahující obrázky převzaté z šablony
• src/web/js - složka obsahující zdrojové soubory v JavaScriptu
C.1 Statistika kódu
počet souborů Go 9
počet řádků v jazyce Go 4429
počet souborů v JS 5




• Small Blind - malá sázka na slepo, hráč na této pozici musí vložit sázku na začátku
kola
• Big Blind - velká sázka na slepo, hráč na této pozici musí vložit sázku na začátku kola
• Dealer - určuje pozici, od které se rozdávají karty, a také pozici, od které hráči začínají
hrát
• Buy In - minimální počet kreditů, který musí hráč mít k dispozici, aby se mohl připojit
ke stolu. Tyto kredity jsou mu při hře zpřístupněny
• All In - stav, kdy hráč sází všechny kredity, které má k dispozici
• Check - akce, kdy hráč nechce sázet a chce pokračovat ve hře. Možné pouze v případě,
že jiný hráč nenavyšoval sázku.
• Call - dorovnání sázky
• Bet - vložení sázky
• Cash Game - styl hraní pokeru, kdy je možné přijít a odejít kdykoliv ke stolu. Stav




Obsahem této přílohy jsou obrázky grafů a výpisů z testování.
E.1 Test číslo 1
Obrázek E.1: Graf odezvy aplikace v průběhu testu
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Obrázek E.2: Graf počtu dotazů za sekundu
Obrázek E.3: Výpis testovacího skriptu po skončení testu
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E.2 Test číslo 2
Obrázek E.4: Statistiky v průběhu testu
Obrázek E.5: Graf počtu dotazů za sekundu v průběhu testu
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Obrázek E.6: Graf odezvy aplikace v průběhu testu
Obrázek E.7: Výpis poker stolu z Datastore při testování
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