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Abstract
In the context of q-route ﬂows in an undirected network with non-negative edge capacities, for integer values of q2, we consider
two problems of both theoretical and practical interest. The ﬁrst problem focuses on investigating the existence and construction of
a cut-tree. For q = 2, we show that a cut-tree always exists and can be constructed in strongly polynomial time. However, for q3,
in general, a cut-tree does not exist and we establish this through a counter-example. The second problem addresses the issue of
checking if a given matrix R is 2-realizable—that is, checking if there exists an undirected, simple network with non-negative edge
capacities such that the non-diagonal elements of R are precisely the maximum 2-route ﬂow values between corresponding pairs of
nodes in the network.We provide a complete characterization of 2-realizable matrices and using this characterization, we prove that
the problem of testing if a given matrix is 2-realizable is, in general, NP-complete.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In the ﬁeld of network ﬂow theory, network analysis is an area of considerable research over the years and several
results exist which are of both theoretical and practical signiﬁcance [2,7,20,21]. A basic problem in analysis is that
of ﬁnding a maximum ﬂow and a minimum cut between every pair of distinct nodes in an undirected network with
non-negative edge capacities.
Gomory and Hu [9] provided the elegant results that (i) the maximum ﬂow values (and therefore the minimum cut
values) between all pairs of nodes in an undirected network on n nodes with non-negative edge capacities can have at
most (n− 1) distinct values; (ii) for any undirected network G on node set N = {1, 2, . . . , n} with non-negative edge
capacities, there exists an edge-capacitated tree on the same node set N, called cut-tree of G, such that for each pair
of distinct nodes in N, a minimum cut separating the two nodes in the tree is also a minimum cut separating the two
nodes in G; and the value of a maximum ﬂow between these nodes in the tree is the same as that in G. They gave also a
strongly polynomial algorithm for ﬁnding maximum ﬂow values between all pairs of nodes and constructing a cut-tree.
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The algorithm involves solving exactly (n − 1) maximum ﬂow problems. A simple description of these can be found
in [7]. Several works broadly related to this issue appeared subsequently [11–13].
A synthesis problem related to network ﬂows is considered in [5,9,10,19,22,23] (see also [21]). Here, we are given
a symmetric, non-negative n× n matrix R = (rij ) of minimum ﬂow requirements between all pairs of distinct nodes
in N = {1, 2, . . . , n}, and the problem is to construct an undirected network on node set N, with non-negative edge
capacities of minimum sum, which is capable of meeting non-simultaneously the ﬂow requirements in R. Strongly
polynomial algorithms for the continuous version of the problem were given in [9,19] and subsequently in [10,23].
Strongly polynomial algorithms for the integer version of the problem are given in [5,21,22]. In [9], a polynomially
testable characterization of realizable matrices is given. Here, an n× n matrix R is said to be realizable if there exists
an undirected network on node setN ={1, 2, . . . , n} and with non-negative edge capacities such that the non-diagonal
elements of R are precisely the maximum ﬂow values between corresponding pairs of nodes in the network.
Given an undirected network G= [N,E, c] with non-negative edge-capacity function c : E → R+, a source–sink
pair (s, t) of distinct nodes in N, and an integer q2, an “elementary q-route set” from s to t in G is a set of q edge-
disjoint s–t routes in G. A q-route ﬂow from s to t in G is an allocation of non-negative weights to elementary q-route
sets from s to t such that for each edge e ∈ E, the corresponding ﬂow on e (i.e., the sum of weights assigned to the
elementary q-route sets containing the edge e) is no more than its capacity c(e). The ﬂow value of a q-route ﬂow is the
sum of weights assigned to all the elementary q-route sets. (Thus, the ﬂow value of a q-route ﬂow is 1/q times the total
number of units of ﬂow from s to t.) For each edge e ∈ E, we mean by the ﬂow on e corresponding to a q-route ﬂow
the sum of weights assigned to the elementary q-route sets containing the edge e.
The concept of multiroute ﬂows was introduced and studied by Kishimoto [15], Kishimoto and Takeuchi [16,17]
and Kishimoto et al. [18]. Kishimoto [15] proved a maximum-ﬂow minimum-cut theorem for multiroute ﬂows and
gave a strongly polynomial algorithm for ﬁnding a maximum value q-route ﬂow between a given pair of nodes for any
integer q2. Subsequently, Aggarwal and Orlin [1] and Du [6] gave additional interesting results. All these works are
on analysis of q-route ﬂows between a given source–sink pair of nodes.
Relating to the synthesis problem, given an integer q2 and a symmetric, non-negative n× n matrix R = (rij ) of
minimum requirements of q-route ﬂow values between all pairs of nodes in N = {1, 2, . . . , n}, a strongly polynomial
algorithm is given in [4] for designing a simple, undirected network on node set N, with non-negative edge capacities
of minimum sum, which meets non-simultaneously the ﬂow requirements. A strongly polynomial algorithm for the
integer version of the same synthesis problem is given in [14]. Many of the results on q-route ﬂows are extended in [3]
to the case of positive, fractional q.
In this paper we investigate the existence of a cut-tree for q-route ﬂows which generalizes the work of Gomory
and Hu [9]. The investigation establishes that for q = 2, a cut-tree always exists and can be constructed in strongly
polynomial time. For any integer q3, we show that a cut-tree does not exist in general, and this is done with the help
of a well-designed counter-example. Relating to realizability of a given non-negative, symmetric matrix R for 2-route
ﬂows, we give a complete characterization of 2-realizable matrices. This characterization is in the form of existence
of a maximum spanning tree of a particular type in a complete, undirected graph with non-diagonal elements of the
matrix R as edge-weights. We show that the problem of constructing such a spanning tree is polynomially equivalent
to the problem of constructing a simple, undirected network of which the matrix R is a 2-realization; and we prove that
testing for existence of such a spanning tree is an NP-complete problem. This implies that testing if a given matrix is
2-realizable is an NP-complete problem.
The rest of the paper is organized as follows. In Section 2 we introduce notations, basic deﬁnitions, and some basic
results. In Section 3 a counter-example to negate the existence of cut-tree for q3 is presented. Section 4 focuses on
q= 2 and establishes that a cut-tree exists and can be constructed in strongly polynomial time. Section 5 deals with the
2-realizability problem. Finally, in Section 6 we summarize the results of the paper and outline certain open problems.
2. Preliminaries
We denote by N the set {1, 2, . . . , n}. Throughout the paper, we mean by a network, a simple, undirected network
with non-negative edge-capacities. Let G = [N,E, c] be a network on node set N with edge set E and non-negative
edge-capacity function c.
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Deﬁnition 1. For any disjoint subsets A,B of N, c(A,B)=∑{c(e) : e = (i, j) ∈ E; i ∈ A; j ∈ B}.
For any cut (X,X) in G, let the edges in the cut be {e1, e2, . . . , ep}, arranged such that c(e1)c(e2) · · · c(ep).
For any j ∈ {1, 2, . . . , p}, j (X)=∑pi=j c(ei), and for any integer j >p, j (X)= 0.
Thus, 1(X)= c(X,X).
For any positive integer q, the q-capacity of the cut (X,X) is q(X)=min{j (X)/(q − j + 1) : j = 1, 2, . . . , q}.
Deﬁnition 2. For any positive integer q and any pair {s, t} of distinct nodes inN, a cut (S, S) such that s ∈ S ⊆ N−{t}
is said to be a q-minimum cut separating nodes s and t in G iff q(S)=min{q(X) : s ∈ X ⊆ N − {t}}.
The following multiroute maximum-ﬂow minimum-cut theorem is proved in [15]:
Theorem 1 (Kishimoto [15]). For any positive integer q, a network G = [N,E, c] and a source–sink pair (s, t) of
distinct nodes in N, the maximum ﬂow value of q-route ﬂow from s to t inG=q-capacity of a q-minimum cut separating
s and t in G.
For a given positive integer q and a speciﬁed source–sink pair (s, t) of distinct nodes in G = [N,E, c], Kishimoto
[15] also gives (i) a strongly polynomial algorithm for ﬁnding the set of edge ﬂows corresponding to a q-route ﬂow
of maximum ﬂow value between s and t; and (ii) a strongly polynomial matching scheme to compose a q-route ﬂow
from these edge ﬂows. The algorithm in [15] for (i) above involves solving at most q regular (q = 1) maximum ﬂow
problems. When this is specialized for q = 2, it involves solving exactly 2 regular maximum ﬂow problems, and can
be described as follows:
Find the maximum regular (q=1) ﬂow value v0 between s and t inG. An upper bound, 1, for the maximum 2-route
ﬂow value between s and t in G is given by : 21 = v0, or 1 = v0/2.
Deﬁne edge capacity c1(e) of each edge e ∈ E as c1(e)=min{c(e), 1}. Let G1 = [N,E, c1]. Find the maximum
regular ﬂow value v1 between s and t in G1. If v1 = v0, then the desired maximum 2-route ﬂow value in G is v0/2. If
v1<v0, then the desired maximum 2-route ﬂow value is (v1 − 1).
Deﬁnition 3. Given a tree graph T = [N,F ], and any edge e = (i, j) ∈ F , let Nei and Nej be the node sets of the two
subtrees formed by deleting the edge e from T such that i ∈ Nei and j ∈ Nej . Then the cut (Nei , Nej ) is the fundamental
cut of T corresponding to edge e.
Deﬁnition 4. Two cuts (A,A) and (B, B) in G are said to cross iff each of the sets A ∩ B,A ∩ B,A ∩ B and A ∩ B
is non-empty.
Observation 2. No two fundamental cuts of a tree cross.
Deﬁnition 5. Given a networkG= [N,E, c] and a positive integer q, an edge-capacitated tree T = [N,F, cT ] is said
to be a q-cut-tree of G iff for each edge e= (i, j) ∈ F , the fundamental cut (Nei , Nej ) of T corresponding to the edge e
is a q-minimum cut separating i and j in G, and cT (e)= q(Nei ).
For any networkG= [N,E, c] and any q-cut-tree T = [N,F, cT ] of G, we shall henceforth refer to the elements of
E as edges and the elements of F as links.
The following is an extension of a result in [9] for q = 1.
Lemma 3. For some positive integer q, let T = [N,F, cT ] be a q-cut-tree of a networkG= [N,E, c]. For any pair of
distinct nodes {x, y} in N, let e= (i, j) ∈ F be a link on the unique path in T joining nodes x and y with smallest value
of cT (e). Then the fundamental cut (Nei , Nej ) of T corresponding to the link e is a q-minimum cut separating nodes x
and y in G.
Proof. Since the cut (Nei , N
e
j ) separates nodes x and y, the q-capacity of a q-minimum cut separating x and y in G is
less than or equal to cT (e)= q(Nei ). Conversely, let (X,X) be a q-minimum cut separating x and y in G. Then, there
exists a link f = (u, v) on the unique path in T joining nodes x and y such that u ∈ X and v ∈ X. Thus, by deﬁnition
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of a q-cut-tree, and choice of the link e, we have
q(X)cT (f )cT (e).
This proves the lemma. 
3. Non-existence of q-cut-tree for q3
It follows from Observation 2 that for any positive integer q, a necessary condition for existence of a q-cut-tree of a
networkG=[N,E, c] is that for any two pairs {s1, t1} and {s2, t2} of distinct nodes in N, there must exist a q-minimum
cut separating si and ti in G for each i ∈ {1, 2}, such that the two cuts do not cross.
For any arbitrary integer q3, consider the following networkG∗ = [N,E, c]:N ={1, 2, . . . , 4q + 4}; E=∪{Ei :
i=0, 1, . . . , 7}, where, for i ∈ {0, 1, 2, 3},Ei={(u, v) : u = v; {u, v} ⊂ {iq+ i+1, iq+ i+2, . . . , iq+ i+q+1}};
E4 = {(i, i + q + 1) : i = 1, 2, . . . , q − 1}, E5 = {(q + 1+ i, 2q + 2+ i) : i = 1, 2, . . . , q − 2}, E6 = {(1, 3q + 4)},
and E7 = {(2q + 3, 3q + 4), (2q + 4, 3q + 5)}. Each edge e in ∪{Ei : i = 0, 1, . . . , 6} has as a capacity c(e)=M , a
large positive number; while each edge e in E7 has a capacity c(e)= 1.
Then, for A= {1, 2, . . . , q + 1} ∪ {3q + 4, 3q + 5, . . . , 4q + 4} and B = {1, 2, . . . , 2q + 2}, (A,A) is the unique
q-minimum cut separating nodes 1 and (q + 2) and (B,B) is the unique q-minimum cut separating nodes (q + 2) and
(2q + 3). For example, for q = 3,G∗ is as shown in Fig. 1. The dark edges have capacities equal toM and light edges
{(9, 13), (10, 14)} have capacities equal to 1.
Here,A={1, 2, 3, 4, 13, 14, 15, 16};B={1, 2, 3, 4, 5, 6, 7, 8}; the cut (A,A) is the unique 3-minimumcut separating
nodes 1 and 5, with a 3-capacity of 2; and the cut (B,B) is the unique 3-minimum cut separating nodes 5 and 9, with
a 3-capacity of 0.
For all q3, the two cuts (A,A) and (B,B) cross. We, thus have the following:
Theorem 4. For any integer q3, a q-cut-tree may not exist.
4. Existence of a 2-cut-tree
We shall now show that if T = [N,F, cT ] is a 1-cut-tree of a network G = [N,E, c], then T ′ = [N,F, c′T ] is a
2-cut-tree of G, where for each e ∈ F , cT (e) and c′T (e) are, respectively, the 1-capacity and the 2-capacity in G of the
fundamental cut of T corresponding to e.
Deﬁnition 6. For any cut (X,X) in G= [N,E, c], the 2-capacity of the cut in G is 2(X)=min{ 121(X), 2(X)}. If



















Fig. 1. Counter example for existence.
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Lemma 5. Suppose a type II cut in G= [N,E, c] has edge e = (x, y) as its largest capacity edge. Then,
1. every 1-minimum cut separating x and y in G is a type II cut with edge e as its largest capacity edge;
2. (x, y) is a link in every 1-cut-tree of G.
Proof. Let (A,A) be a type II cut in G = [N,E, c] with edge e = (x, y) as its largest capacity edge. Let 1(A) = .
Then c(e)> /2.
Let (X,X) be a 1-minimum cut separating the nodes x and y in G. Then 1(X) = 1(X)1(A) =  and the cut
(X,X) contains the edge e with c(e)> /2. Hence, (X,X) is a type II cut with e as its largest capacity edge.
To prove part (2), suppose a 1-cut-tree T of G has a subpath joining the nodes x and y with two or more links. Then,
by Lemma 3, there exists a link (u, v) on this subpath such that the corresponding fundamental cut of T is a 1-minimum
cut separating nodes x and y in G.
Let (i, j) be any other link on this subpath. Then the fundamental cut of T corresponding to the link (i, j) is a
1-minimum cut separating nodes i and j in G.
Let us assume, without loss of generality, that the subpath is of the form (x − · · · − u− v − · · · − i − j − · · · − y).
Delete the links (u, v) and (i, j) from the tree T to get a tri-partition (A,B,C) of the node set Nwith x ∈ A and y ∈ C.
Since (A,B ∪ C) is a 1-minimum cut separating the nodes x and y in G, it follows from part (1) of the lemma that
this cut is of type II with e as its largest capacity edge. Hence c(A,B)< c(A,C). But then, 1(A ∪ C)< 1(A ∪ B),
contradicting the fact that (A ∪ B,C) is a 1-minimum cut separating the nodes i and j in G.
This proves the lemma. 
Theorem 6. Let T = [N,F, cT ] be a 1-cut-tree of a network G = [N,E, c]. For each link e ∈ F , let c′T (e) be the
2-capacity in G of the fundamental cut of T corresponding to e. Then, T ′ = [N,F, c′T ] is a 2-cut-tree of G.
Proof. For every link (x, y) ∈ F , if the edge (x, y) is in E then add a very small positive number  to the capacity
c((x, y)) of the edge. If the edge (x, y) is not in E then add it to E and assign it a capacity of . Let the modiﬁed network
be G= [N,E, c]. We then have the following facts:
Fact 1. For any cut (X,X), c(X,X)c(X,X)+  with equality holding if and only if the cut is a fundamental cut of
T. Hence, it follows from the fact that T is a 1-cut-tree of G that for any link (i, j) in T and any cut (X,X) separating
nodes i and j,
c(X,X)> c(X,X)+ c(Nei , Nej )+ = c(Nei , Nej ),
where (Nei , N
e
j ) is the fundamental cut of T corresponding to the link (i, j). Hence, for every link e = (x, y) ∈ F , the
corresponding fundamental cut of T is the unique 1-minimum cut separating x and y inG. Let us denote its 1-capacity
in G by cT (e).
Fact 2. It follows from Fact 1 that T = [N,F, cT ] is the unique 1-cut-tree of G.
Fact 3. Since  is chosen as a very small positive number, it follows using standard perturbation results in combinatorial
optimization [21] that if T is a 2-cut-tree of G then T is a 2-cut-tree of G.
It is therefore sufﬁcient to prove that T is a 2-cut-tree for G. For this, it is sufﬁcient to show that for every link
e = (x, y) ∈ F , the corresponding fundamental cut of T is a 2-minimum cut separating x and y in G.
Thus, consider any link e= (x, y) ∈ F . Let us denote the fundamental cut of T corresponding to e by (A,A), where
x ∈ A and y ∈ A.
Case 1: (A,A) is a type II cut in G.
In this case, it follows from Lemma 5 that e is the maximum capacity edge of the cut (A,A) inG. Hence, (A,A) is
a 2-minimum cut separating x and y in G.
Case 2: (A,A) is a type I cut in G.
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Suppose (A,A) is not a 2-minimum cut separating x and y inG. We shall derive from this an impossible inequality,
thereby leading to contradiction and thus proving the result. In the following, all the cut capacities are deﬁned on
network G.
By Fact 1, (A,A) is the unique 1-minimum cut separating x and y in G. Hence, if (A,A) is not a 2-minimum cut
separating x and y in G, then every 2-minimum cut separating x and y in G must be a type II cut. Let (X,X) be one
such cut with x ∈ X and y ∈ X and let f = (u, v) be the largest capacity edge in this cut. Then by Lemma 5, it follows
that f is a link in F. Without loss of generality, let us assume that {u, v} ⊆ A.
Let (A,B, S) be the tripartition of the node setN obtained by deleting the links e and f from T, where x ∈ A, {y, u} ⊆
B and v ∈ S. Then, X= (A1 ∪B1 ∪ S1) and X= (A2 ∪B2 ∪ S2) where A=A1 ∪A2, B =B1 ∪B2 and S = S1 ∪ S2.
Obviously, x ∈ A1 and y ∈ B2. Let v ∈ Si for some i ∈ {1, 2}. Then u /∈Bi .
By submodularity of 1-capacity function of cuts [21], it follows that
1(S)+ 1(Ai ∪ Bi ∪ Si)1(Si)+ 1(Ai ∪ Bi ∪ S).
The cut (S, S) is the fundamental cut of T corresponding to the link (u, v) and is therefore the unique 1-minimum cut
separating nodes u and v in G. Hence,
1(S)1(Si),
with equality holding only if Si = S. Also, the cut (X,X) is a 2-minimum cut separating x and y in G and is a type II
cut with edge f = (u, v) as the largest capacity edge; and each of the cuts (X,X) and (Ai ∪ Bi ∪ S,Ai ∪ Bi ∪ S) in
G contains the edge (u, v). Hence,
1(Ai ∪ Bi ∪ Si)= 2(X)+ c(f )2(Ai ∪ Bi ∪ S)+ c(f )1(Ai ∪ Bi ∪ S).
Combining the above inequalities we get 1(S)=1(Si) and therefore, Si=S. Similarly, it can be shown thatA=A1.
Subcase (i): Suppose S ⊆ X. Then {y, u} ⊆ B2.
Since (A,A) is the unique 1-minimum cut separating x and y in G,
1(A)− 1(S ∪ B2)< 0.
Since (A,A) is a type I cut, 121(A)= 2(A). Since (X,X) is a 2-minimum cut separating x and y in G and (A,A) is
not,
1
21(A)= 2(A)> 2(X)= (1(B2)− c(z))(1(B2)− c(f )),
where z is the largest capacity edge in the cut (X,X) in G. Hence,
21(B2)− 2c(f )− 1(A)< 0.
Also, since (S, S) is the unique 1-minimum cut separating u and v in G,
1(S)− 1(B2)< 0.
Adding the above inequalities, we get
2c(S, B2)− 2c(f )< 0.
The last inequality leads to a contradiction since the edge f connects a node in S to a node in B2.
Subcase (ii): Suppose S ⊂ X. Then y ∈ B2 and u ∈ B1. Using the same arguments as in Subcase (i), we get the
following three inequalities:
1(A)− 1(B2)< 0,
21(A ∪ B1)− 2c(f )− 1(A)< 0,
1(S)− 1(A ∪ B1)< 0.






























Fig. 2. (a) Network G, (b) 1-cut- tree, and (c) 2-cut-tree.
Adding these inequalities, we get
2c(A, S)+ 2c(B1, S)− 2c(f )< 0.
The last inequality leads to a contradiction since the edge f connects a node in B1 to a node in S.
This proves the theorem. 
The reverse of the above theorem is not true as can be seen in Fig. 2.
Figs. 2(b) and (c) show, respectively, a 1-cut-tree and a 2-cut-tree of the network in Fig. 2(a). From the 1-cut-tree, we
see that 1-capacity of the 1-minimum cut separating nodes 1 and 3 is 12. But the 1-capacity of the only fundamental
cut of the 2-cut-tree in Fig. 2(c) separating nodes 1 and 3 is 16. Hence, the 2-cut-tree is not a 1-cut-tree of G.
We have shown that for any 1-cut-tree T = [N,F, cT ] of a network G, T ′ = [N,F, c′T ] is a 2-cut-tree of G, where
for each e ∈ F , cT (e) and c′T (e) are, respectively, the 1-capacity and the 2-capacity in G of the fundamental cut
of T corresponding to e. For any pair {x, y} of distinct nodes in N, a 1-minimum cut separating x and y in G is the
fundamental cut of T corresponding to a link e on the subpath of T joining nodes x and y with cT (e) minimum; and a
2-minimum cut separating x and y in G is the fundamental cut of T corresponding to a link f on the subpath of T joining
nodes x and y with c′T (f ) minimum. It may be noted that these two cuts may be different.
We have also shown that each 1-cut-tree of G contains as links all the edges that occur as “largest edges” in some
type II cuts in G. Hence, the number of such “largest edges” cannot be more than (n− 1).
Suppose we construct a 1-cut-tree T = [N,F, cT ] ofG= [N,E, c] using the Gomory–Hu method [9]; calculate for
every fundamental cut of T, its 2-capacity in G; and if the fundamental cut of T corresponding to some link e ∈ F is a
type II cut, reduce in G the capacity c(e) of the corresponding edge e ∈ E (which will be the “largest edge” in that cut)
to the maximum extent without altering the 2-capacity of the cut. Suppose we repeat this process until the resultant
networkG′ does not contain any cut of type II. Then, for every 2-cut-tree of G, by multiplying weights of edges in the
tree by 2, we will get a 1-cut-tree of G′.
From this, we get the following results as corollaries.
Corollary 7. To every networkG=[N,E, c], there corresponds a networkG′ = [N,E, c′] with no cut of type II such
that for each pair {s, t} of distinct nodes in N, the 2-capacity of a 2-minimum cut separating s and t is the same in both
the networks.
Corollary 8. For any network G= [N,E, c] and any pair {s1, t1} of distinct nodes in N, let (A,A) be a 2-minimum
cut separating s1 and t1 in G. Then for any pair {s2, t2} of distinct nodes in A, there exists a 2-minimum cut separating
s2 and t2 in G that does not cross the cut (A,A).
Corollary 8 leads to an alternate, natural strongly polynomial algorithm for constructing a 2-cut-tree of a network,
as stated in the next corollary.
Corollary 9. For any network, a 2-cut-tree can be obtained using the Gomory–Hu procedure in [9] for q=1,modiﬁed
so that at each step we ﬁnd a 2-minimum cut (instead of a 1-minimum cut) separating a given pair {x, y} of nodes.
Thus, a 2-cut-tree can be produced by solving (n− 1) maximum 2-route ﬂow problems.
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It may be noted that the algorithm for constructing a 2-cut-tree of a network, given in Corollary 9, though natural,
requires solution of (n − 1) maximum 2-route ﬂow problems, each of which requires solution of two regular (q = 1)
maximumﬂow problems. It therefore requires slightlymore computational effort than direct construction of a 1-cut-tree
and computation of 2-capacities of the fundamental cuts of the 1-cut-tree.
5. 2-realizability problem
Deﬁnition 7. A symmetric, n× n, non-negative matrix R = (rij ) is said to be q-realizable for some positive integer q
if and only if there exists a simple, undirected networkG= [N,E, c] on node set N = {1, 2, . . . , n} with non-negative
edge-capacity function c(.) such that for each pair {i, j} of distinct nodes in N, the value of maximum q-route ﬂow
from i to j in G equals rij .
We present below a complete characterization of 2-realizable matrices and using this characterization, we show that
checking if a given matrix R is 2-realizable is an NP-complete problem.
Theorem 10. A symmetric, n× n, non-negative matrix R is 2-realizable iff there exists a tree T = [N,F ] on the node
set N = {1, 2, . . . , n} such that:
1. For every pair {i, j} of distinct nodes in N,
rij =min{ruv : (u, v) is a link on the unique path in T between nodes i and j}.
2. For every link (i, j) ∈ F ,
rij 
∑{rui : (u, i) ∈ F ; u = j} +∑{rjv : (j, v) ∈ F ; v = i}.
Proof. First, we shall prove the necessity of the conditions. Thus, suppose a given matrix R is 2-realizable. Then, there
exists a network G = [N,E, c] with non-negative edge-capacity function c(.), such that rij is the maximum value of
2-route ﬂow from i to j in G for every pair {i, j} of distinct nodes in N. Using Corollary 7, we can assume, without loss
of generality, that every cut in G is a type I cut. Then for any pair {i, j} of distinct nodes in N, the maximum value of
regular (q = 1) ﬂow from i to j in G equals 2rij .
Let T = [N,F, cT ] be a 2-cut-tree of G. For every link e= (i, j) ∈ F , let T ei = [Nei , F ei ] and T ej = [Nej , F ej ] be the
two subtrees formed by deleting the link e from T, where i ∈ Nei and j ∈ Nej . Then rij = cT (e)= 121(Nei ), where the
values of the function 1(.) are deﬁned on the network G.
Let c′T (e)= 1(Nei )= 2cT (e)∀e ∈ F . Then T ′ = [N,F, c′T ] is a 1-cut-tree of G. From the properties of a 1-cut-tree
[9,13], it now follows that T satisﬁes condition (1) of the theorem. We shall now show that T satisﬁes condition (2) of
the theorem.
Consider a link e=(i, j) ∈ F , and let T ei =[Nei , F ei ] and T ej =[Nej , F ej ] be as deﬁned above. LetX1={f1, f2, . . . , fk}
be the links in T ei adjacent to e and letX2={g1, g2, . . . , g&} be the links in T ej adjacent to e. For any x=(u, v) ∈ X1∪X2,
let T x = [Nx,Ex] be the subtree of T that is obtained by deleting the link x from T and that does not contain the node
i. Then, 121(N










It is easy to see that ∪x∈X1 Nx = N1 = Nei − {i}, and ∪x∈X2 Nx = N2 = Nej − {j}. It therefore follows from the
submodularity of the cut capacity function [21] that it is sufﬁcient to show that
1(N
e




i )= c(N1, {j})+ c({i}, N2)+ c(N1, N2)+ c(e), (2)
1(N
1)= c(N1, {i})+ c(N1, {j})+ c(N1, N2), (3)
1(N
2)= c({i}, N2)+ c({j}, N2)+ c(N1, N2). (4)
S.N. Kabadi et al. /Discrete Optimization 2 (2005) 229–240 237
From Eqs. (2)–(4), we obtain that inequality (1) is equivalent to
c(e)c(N1, {i})+ c({j}, N2)+ c(N1, N2). (5)
By deﬁnition of 2-cut-tree, we have
1(N
e




i )1({j}) which implies that c(N1 ∪ {i}, N2)c({j}, N2).
Since every cut in G is of type I,
c(e)1(Nei )− c(e)= c(N1, {j} ∪N2)+ c(N1 ∪ {i}, N2)− c(N1, N2)
c(N1, {i})+ c({j}, N2)− c(N1, N2)
c(N1, {i})+ c({j}, N2)+ c(N1, N2).
This proves the necessity of the conditions.
We give below an algorithm that provides a constructive proof of sufﬁciency of the conditions of the theorem. The
validity of the algorithm is established in Theorem 12.
This proves the result. 
We shall now present an algorithm that will provide a constructive proof of sufﬁciency of the conditions of Theorem
10 for 2-realizability of a matrix. For this, we shall need the following lemma, which is easy to verify.
Lemma 11. For any tree T =[V, F ], there exists a Hamiltonian cycle H on the node set V such that every fundamental
cut of T contains precisely two edges in the cycle H. Such a cycle can be constructed in O(|V |) time.
For a given n× n, symmetric, non-negative matrix R of reals, let T = [N,F ] be a tree satisfying conditions (1) and
(2) of Theorem 10. The following algorithm constructs a simple, undirected network G∗ = [N,E∗, c∗] such that for
each pair {i, j} of distinct nodes in N, the value of the maximum 2-route ﬂow from i to j in G∗ equals rij .
Algorithm 2-Realizability
The algorithm starts with a complete graph on node set N and assigns an initial capacity c0(e)= 0 to each edge e in
this graph. It also starts with weight r0ij=rij for each link (i, j) in the tree T =[N,F ]. The treeTwith these link-weights
satisﬁes the conditions of Theorem 10. In steps 1 and 2, the algorithm constructs a suitable subtree T 0 = [V 0, F 0]
of T with |V 0|3 and in Step 3 it chooses a suitable positive number 0, and deﬁnes link-weights r1ij = r0ij − 0 for
(i, j) ∈ F 0 and r1ij = r0ij for (i, j) ∈ F − F 0. The subtree T 0 and the value 0 are chosen such that the tree T with
the new link-weights satisﬁes condition (2) of Theorem 10. It then constructs in Step 3 a cycle C0 on node set V 0
satisfying Lemma 11 with respect to the tree T 0 and assigns edge-capacity 0 to each edge in C0. Thus, in this cycle,
the maximum value of 2-route ﬂow between each pair of nodes in V 0 is exactly 0. The capacity of each edge e in C0
is added to the capacity c0(e) of the corresponding edge in the complete graph on node set N resulting in an updated
network. The process is repeated with link-weights {r1ij : (i, j) ∈ F }, iteratively constructing subtrees T 1, T 2, . . . , T k
of T and updating the network until rkij = 0 ∀(i, j) ∈ F . The resultant networkG∗ on the node set N is the ﬁnal output
of the algorithm.
Step 0: Set r0ij = rij ∀(i, j) ∈ F ; c0((i, j))= 0 ∀i, j ∈ N, i = j ; k = 0. If r0ij = 0 ∀(i, j) ∈ F , then go to Step 5.
Step 1: Choose any (u, v) ∈ F such that rkuv is maximum. Set V k = {u, v}. For each i ∈ {u, v}, set ki = rkuv and
compute Nki = {j ∈ N : (i, j) ∈ F ; rkij = rkuv}. If Nku ∪ Nkv − {u, v} = , then set Zk = Nku ∪ Nkv − {u, v}; and
V k = V k ∪ Zk . Else, choose any x ∈ {u, v} such that x is a non-tip node of T. Choose i ∈ N such that (i, x) ∈ F and
rkix > 0 and r
k
ixrkjx ∀(j, x) ∈ F such that rkjx > 0. Set Zk = {i} and V k = V k ∪ Zk .
Step 2: Choose an i ∈ Zk and delete it from Zk . Compute ki = max{rkij : (i, j) ∈ F } and Nki = {j ∈ N : (i, j) ∈
F ; rkij = ki }. If Nki − V k = , then set Zk = Zk ∪ (Nki − V k) and V k = V k ∪ Zk .
238 S.N. Kabadi et al. /Discrete Optimization 2 (2005) 229–240
Step 3: If Zk = , go to Step 2. Else, let T k = [V k, F k] be the subtree of T spanned by the node set V k . Set
k0 =min{rkij : (i, j) ∈ Fk} and ki = ki −max{rkij : (i, j) ∈ F − Fk} ∀i ∈ V k . Set k =min{k0, ki : i ∈ V k}.




k ∀ e ∈ Ck,
0 otherwise.




rkij − k ∀ (i, j) ∈ Fk,
rkij ∀ (i, j) ∈ F − Fk.
Step 4: Update k = k + 1. If rkij = 0 ∀(i, j) ∈ F , then go to Step 5. Else, go to Step 1.
Step 5: Set c∗(e)= ck(e) ∀e; E∗ = {e : c∗(e)> 0}. Output the network G∗ = [N,E∗, c∗] and stop.
Theorem 12. LetG∗=[N,E∗, c∗] be the network output by the above algorithmwith input a tree T =[N,F ] satisfying
the conditions of Theorem 10 with respect to an n× n, non-negative, symmetric matrix R. For each e= (i, j) ∈ F , let
cT (e)= 121(Nei ), where the cut capacity is deﬁned on network G∗. Then,
1. every cut in G∗ is a type I cut;
2. cT (e)= rij∀e = (i, j) ∈ F ;
3. the edge-capacitated tree T = [N,F, cT ] is a 2-cut-tree of G∗.
Proof. The input tree T = [N,F ] satisﬁes condition (2) of Theorem 10 with respect to the matrix R. Hence in the ﬁrst
iteration, in Step 1 of the algorithm, if Nku ∪ Nkv − {u, v} =, then the node i chosen is distinct from u and v. Thus,
|V 0|3.
By the construction of the set V 0, it follows that for each i ∈ V 0, N0i ⊆ V 0 and the subtree of T spanned by node
set V 0 contains at most one edge incident to node i that is not in the set N0i . Also, every edge (i, j) in the subtree
has r0ij > 0 and thus 
0> 0. These imply that r1ij < r
0
ij ∀(i, j) ∈ F 0, and the tree T = [N,F ] with edge-weights r1ij ’s
satisﬁes condition (2) of Theorem 10. Inductively, we now see that for every k, the tree T = [N,F ] with edge-weights
rkij ’s satisﬁes condition (2) of Theorem 10, and |V k|3.
For an arbitrary edge e= (i, j) ∈ F, let (Nei , Nej ) be the fundamental cut of T corresponding to the edge e. It follows
from the results in the previous section that to prove the theorem, it is sufﬁcient to prove that (i) this cut is a type I cut
in G∗; (ii) 121(Nei ) = rij ; and (iii) (Nei , Nej ) is a 1-minimum cut separating nodes i and j in G∗. Here, the function
1(.) is deﬁned on G∗. We shall prove these by induction on k∗, the total number of iterations of the algorithm.
If k∗ = 1, then there exists some r∗ such that for all (u, v) in F,
ruv =
{
r∗ ∀ {u, v} ⊆ V 0,
0 otherwise.
Also, in this case, c∗((u, v)) = c1((u, v)) = r∗ ∀(u, v) ∈ C0 (the cycle on node set V 0 constructed in Step 3 of the
algorithm); and c1((u, v))= 0 otherwise. By the choice of the cycle C0, it follows that the cut (Nei , Nej ) intersects the
cycle in two edges if rij = r∗ and it does not intersect the cycle otherwise. In either case, we get 121(Nei ) = rij and
this is obviously a type I cut and a 1-minimum cut separating i and j in G∗.
Suppose the result is true ∀k∗& for some &1. Let us consider the case k∗ = &+ 1.
For each iteration k, the cycle Ck contains either two or zero edges in the cut (Nei , N
e





a type I cut in G∗.
Let us deﬁne c′(e)= c∗(e)−c0(e) ∀e ∈ E∗.
If {i, j}V 0, then r1ij = rij and c0(Nei , Nej )= 0. As shown above, the tree T with edge-weights {r1uv : (u, v) ∈ F }
satisﬁes condition (2) of Theorem 10. Hence, by induction, it follows that for any cut (X,X) separating
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′(Nei , Nei )= 12c∗(Nei , Nei )= 121(Nei )= r1ij = rij .
Thus, the cut (Nei , N
e
j ) satisﬁes the desired conditions.
If {i, j} ⊆ V 0 then r1ij = rij − 0 and, as shown above, the tree T with edge-weights {r1uv : (u, v) ∈ F } satisﬁes




′(Nei , Nei )= r1ij = rij − 0;
and
0 = 12c0(Nei , Nei ) 12c0(X,X).
Hence,
rij = 121(Nei ) 121(X) ∀(X,X), i ∈ X, j ∈ X.
This proves the theorem. 
We shall now show that given a matrix R, checking if it satisﬁes the conditions of Theorem 10 is an NP-complete
problem. We shall accomplish this by reducing the subset sum problem, a well known NP-complete problem [8], to
this problem.
The subset sum problem: Given positive integers, a1, a2, . . . , ak , check if there exists a subset X ⊆ {1, 2, . . . , k}
such that
∑
i∈X ai = 12
∑k
i=1 ai = S.
Lemma 13. Given an n×n, non-negative, symmetric matrix R of reals, checking if it satisﬁes the conditions of Theorem
10 is an NP-complete problem.
Proof. The problem can be easily seen to be in the class NP. To show that it is NP-hard, consider an instance of the
subset sum problem deﬁned above. Let a1a2 · · · ak , and let us assume without loss of generality that a1<S (for
otherwise, the problem can be trivially solved).
Let us deﬁne a matrix R as follows: Set n = k + 4; and set r1,2 = r2,1 = r3,4 = r4,3 = 2S + 1 and rij = S + 1 for
every other pair i, j ∈ {1, 2, 3, 4}, i = j . For each i ∈ {5, 6, . . . , n}, set rij = rji = ai−4 ∀j ∈ {1, 2, . . . , i − 1}. It is
easy to see that R = (rij ) is a symmetric, non-negative matrix.
Trees satisfying condition (1) of Theorem 10 with respect to the matrix R are precisely the maximum spanning trees
in a complete, undirected graph on node set N = {1, 2, . . . , k + 4} with elements of the matrix R as edge-weights
[2,20,21]. By validity of the greedy algorithm for construction of a maximum spanning tree [2,20,21], it now follows
that a tree T satisfying condition (1) of Theorem 10 must contain edges (1, 2) and (3, 4) and one other edge (u, v)
with ruv = S + 1. Without loss of generality, let us assume that T contains edges (1, 2), (2, 3) and (3, 4). Also, T must
contain exactly one edge of weight ai for each i ∈ {1, 2, . . . , k}. For the tree to also satisfy condition (2) of Theorem
10, the sum of weights of the edges in T adjacent to edge (1, 2) (other than the edge (2, 3) must be S and the sum of
weights of the edges in T adjacent to the edge (3, 4) (other than the edge (2, 3)) must be S. Hence, each of the edges
in T with weights a1, a2, . . . , ak must be adjacent to one of the nodes 1, 2, 3, 4 and the sum of weights of such edges
adjacent to the edge (1, 2) must be S. Existence or non-existence of such a tree would therefore provide a solution to
the instance of the subset sum problem.
This proves the lemma. 
The proof of the theorem below follows from Theorem 10 and Lemma 13.
Theorem 14. Given an n×n, non-negative, symmetricmatrix R of reals, checking if it is 2-realizable is anNP-complete
problem.
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6. Conclusion
In this paper, we address two fundamental problems associated with q-route ﬂows in an edge-capacitated, undirected
network. The ﬁrst problem is the existence and construction of cut-trees. We establish through a counter-example that
for any q3 a cut-tree may not exist. For q = 2, we show that a cut-tree always exists and can be constructed in
strongly polynomial time. The second problem is q-realizability of a given non-negative, symmetric matrix R for a
given integer q2. We give a characterization of 2-realizable matrices in terms of existence of a maximum spanning
tree, with an additional property, generated by the matrix R. Using this characterization, we show that testing if a given
matrix is 2 -realizable is an NP-complete problem. All these generalize the results by Gomory and Hu on cut-trees and
on realizability for the case q = 1. Venues for further research in this direction include (i) for a given integer q > 2,
construction of a compactly representable family of cuts, containing at least one q-minimum cut separating each pair of
nodes, in an edge-capacitated, undirected network; (ii) characterization of matrices R for which 2-realizability problem
can be solved in polynomial time; and (iii) characterization of q-realizable matrices for integer q > 2.
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