Entanglement as an axiomatic foundation for statistical mechanics by Chiribella, Giulio & Scandolo, Carlo Maria
ar
X
iv
:1
60
8.
04
45
9v
2 
 [q
ua
nt-
ph
]  
17
 A
ug
 20
16
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We propose four information-theoretic axioms for the foundations of statistical mechanics in
general physical theories. The axioms—Causality, Purity Preservation, Pure Sharpness, and
Purification—identify a class of theories where every mixed state can be modelled as the marginal
of a pure entangled state and where every unsharp measurement can be modelled as a sharp meas-
urement on a composite system. This class of theories—called sharp theories with purification—
includes quantum theory both with complex and real amplitudes, as well as a suitable extension
of classical probability theory where classical systems can be entangled with other, non-classical
systems. Theories satisfying our axioms support well-behaved notions of majorization, entropy, and
Gibbs states, allowing for an information-theoretic derivation of Landauer’s principle. We conjec-
ture that every theory admitting a sensible thermodynamics must be extendable to a sharp theory
with purification.
I. INTRODUCTION
Thermodynamics is an extremely successful discipline,
with applications ranging from engineering to astrophys-
ics, biology, computation, down to the microscopic re-
gime of molecular engines. When it was first formulated,
thermodynamics introduced notions, such as heat, en-
tropy, and temperature—which had no dynamical ex-
planation. One of the first questions arising was: are
these notions fundamental or derived? The answer was
far from obvious. Many early theories leaned towards
the view that heat and temperature are primitive no-
tions: for example, Lavoisier’s caloric theory treated heat
as a material fluid and temperature as a sort of poten-
tial energy governing the dynamics of this fluid [1]. This
view was quite influential, leading e.g. to Carnot’s result
about the maximal efficiency of thermal cycles. The very
name thermodynamics is a reminiscent of this early view.
Later, the classic works of Maxwell [2, 3], Boltzmann
[4], and Gibbs [5] undertook a reduction of the laws of
thermodynamics to the laws of an underlying dynamics
of particles and fields. This reduction led to the estab-
lishment of statistical mechanics as the foundations for
thermodynamics.
The statistical paradigm led to new applications as
well as new questions. Statistical mechanics itself needed
a foundation, the central question being how to recon-
cile the use of statistical notions, associated with the
incomplete knowledge of an agent, with the picture of
nature provided by classical mechanics, where there is
no place for ignorance at the fundamental level. Dif-
ferent proposals have been made for the foundations of
classical statistical mechanics, the best known of which
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are ergodic theory [6–9] and Jaynes maximum entropy
approach [10, 11]. Despite the successes of both ap-
proaches, however, a tension remains between the stat-
istical character of the thermodynamical laws and the
deterministic character of classical kinematics. Referring
to this tension, Deffner and Zurek described the classical
attempts to bridge statistics and dynamics as a “half way
house, populated by fictitious but useful concepts such
as ensembles” [12]. In this scenario, quantum theory of-
fers a radically new opportunity. As originally noted by
Schrödinger [13], a system and its environment can be
jointly in a pure state, whereas the system is individu-
ally in a mixed state. Here the mixed state does not
represent an ensemble of identical systems, but rather
the state of a single quantum system. Based on this
idea, Popescu, Short, and Winter [14] and Goldstein,
Lebowitz, Tumulka, and Zanghì [15] proposed that en-
tanglement can be the starting point for a new, genu-
inely quantum foundation of statistical mechanics. The
idea was that, when the environment is large enough,
the system is approximately in the equilibrium state for
the typical joint pure states of the system and the en-
vironment. This idea has been explored in a variety
of settings [16–23], including also some potential post-
quantum scenarios [24, 25]. More recently, Deffner and
Zurek put forward an alternative approach proposing
that the equilibrium state of the system should be de-
rived from symmetries of entanglement enforced at the
dynamical level [12]. Besides the differences, both the
approach based on symmetries and the approach based
on typicality share a common inspiration in the idea that
quantum entanglement can provide a new foundation to
statistical mechanics, and ultimately, thermodynamics.
In this paper we turn entanglement into an axiomatic
foundation for statistical mechanics in general physical
theories. We explore the hypothesis that the physical sys-
tems admitting a well-behaved statistical mechanics are
exactly those where—at least in principle—mixed states
2can be modelled as the local states of larger systems,
globally in a pure state. This modelling is possible in
quantum theory, where it provides the stepping stone
for the derivation of the microcanonical and canonical
states in Refs. [14, 15] and [12]. But the foundational
role of entanglement is not limited to quantum theory.
We will show in this paper that even classical statistical
mechanics, where entanglement is absent, can find a new
foundation if classical theory is regarded as part of a lar-
ger physical theory where classical mixed states can be
obtained as marginals of pure states of non-classical com-
posite systems. Remarkably, the mere fact that classical
systems could be entangled with some other physical sys-
tems determines some of their properties and opens the
way to the use of typicality/symmetry arguments as in
the quantum case [12, 14, 15]. The same approach is
applicable to several extensions of quantum theory, in-
cluding quantum theory with superselection rules [26–
29], and variants of quantum theory with real amplitudes
[30–34].
Let us give an overview of the methodology and con-
tents of the paper. Our results are obtained in the frame-
work of general probabilistic theories (GPTs) [34–46],
which allows one to treat quantum theory, classical the-
ory, and a variety of hypothetical post-quantum theor-
ies in a unified way. In this framework we demand the
validity of four information-theoretic axioms, informally
stated as follows:
1. Causality. No signal can be sent from the future to
the past.
2. Purity Preservation. The composition of two pure
transformations is a pure transformation.
3. Pure Sharpness. Every system has at least one pure
sharp observable.
4. Purification. Every state can be modelled as the
marginal of a pure state. Such a modelling is unique
up to local reversible transformations.
This combination of axioms has been first used in our
earlier work [47], where we proved that axioms 1–4 imply
that every state can be diagonalized—i.e. decomposed
into a random mixture of perfectly distinguishable pure
states. Here we propose axioms 1–4 as an axiomatic plat-
form for the information-theoretic foundation of statist-
ical mechanics.
We call a GPT satisfying axioms 1–4 a sharp the-
ory with purification. The central part of our paper is
the study of the kinematics and measurement theory in
sharp theories with purification. Two crucial results are
i) the validity of the No Disturbance Without Informa-
tion property [40, 48–50], stating that measurements that
extract no information about certain sources of states can
be performed in a non-disturbing way, and ii) the exist-
ence of a one-to-one correspondence between states and
effects. These results are used to prove an operational
version of the Schmidt decomposition, to prove that that
the probabilities in the diagonalization of a state depend
only on the state and not on the specific diagonalization,
and to formulate a majorization criterion for the ther-
modynamical conversion of mixed states. Using these
properties, we introduce a family of well-behaved entropy
measures that are monotonically increasing under ther-
modynamic transformations. Among them, a GPT ver-
sion of the von Neumann entropy [51–56] turns out to
have appealing properties, such as the validity of a sub-
additivity relation. Leveraging these properties, we for-
mulate a GPT version of the maximum entropy principle
and we introduce a GPT version of the Gibbs state. As
a concrete thermodynamic application, we produce an
information-theoretic derivation of Landauer’s principle,
valid in arbitrary sharp theories with purification.
It is important to emphasize what we are not assum-
ing in this paper: First, we do not assume the Local
Tomography axiom [34–36, 39], stating that the state of
a generic composite system is completely determined by
the correlations of the local measurements performed on
its subsystems. Quantum theory with real amplitudes
is an easy example of theory that satisfies our axioms
but violates Local Tomography. Our extended version of
classical theory will be another example of non-locally-
tomographic sharp theory with purification. Second, we
do not assume the Strong Symmetry axiom [57]—the
requirement that every maximal set of perfectly distin-
guishable states can be transformed reversibly into any
other such set—nor do we assume the Permutability ax-
iom [42, 44]—corresponding to the weaker requirement
that every permutation of the states in a maximal set
can be implemented reversibly. Strong Symmetry and
Permutability are generally different requirements, but
turn out to be equivalent in the context of sharp the-
ories with purification [29]. The implications of Strong
Symmetry/Permutability for the foundations of thermo-
dynamics have been discussed in a series of recent works
[29, 47, 55, 56, 58, 59]. In this respect, the contribution
of this paper is to identify a number of results that are lo-
gically independent of Strong Symmetry/Permutability.
Not having is Strong Symmetry/Permutability among
our axioms is important to our programme because it
gives us the freedom to regard classical theory as part of
a larger theory including both classical and non-classical
bits. Such theory must necessarily violate Strong Sym-
metry (and hence Permutability, if we assume our ax-
ioms), because it is impossible to reversibly convert a
non-classical bit into a classical bit, despite the two
systems have maximal sets of the same size. In the
same vein, we do not assume Hardy’s subspace axiom
[35, 60, 61], which in the context of sharp theories with
purification is equivalent to Permutability/Strong Sym-
metry, nor do we assume the Ideal Compression axiom of
Ref. [40], whose relation with our axioms is still an open
question.
The paper is structured as follows: in section II we give
a quick introduction to the formalism of GPTs, and in
section III we present the axioms defining a sharp theory
3with purification. In section IV we show how to accom-
modate classical theory in the framework of sharp theor-
ies with purification by introducing the theory of coherent
dits. The kinematics and measurement theory of sharp
theory with purification is developed in section V, while
section VII is dedicated to the notion of majorization
in sharp theories with purification. In section VIII we
define the mixedness monotones (functions of state that
are non-decreasing under thermodynamical transforma-
tions) and derive their properties. The special case of
the von Neumman entropy is discussed in section IX and
applied in section X to the formulation of the maximum
entropy principle, the definition of the Gibbs state, and
the derivation of Landauer’s principle. The conclusions
are drawn in section XI.
II. FRAMEWORK
Our results are expressed in the framework of gen-
eral probabilistic theories, adopting the specific variant
of Refs. [34, 39, 40, 45], known as operational-probabilistic
theories (OPTs), and based on a circuit framework that
generalizes the framework of quantum circuits to general
theories. Here we give a quick recap of the framework, re-
ferring the reader to the original papers and to the related
work by Hardy [42, 44] for a more in-depth presentation.
A. States, transformations, and effects
Physical processes can be combined in sequence or in
parallel, giving rise to circuits like the following
ρ
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Here, A, A′, A′′, B, B′ are systems, ρ is a bipartite state,
A, A′ and B are transformations, a and b are effects.
Circuits with no external wires, like the one in the above
example, are associated with probabilities. We denote by
• Sys the set of all physical systems
• St (A) the set of states of system A
• Eff (A) the set of effects on A
• Transf (A,B) the set of transformations from A to
B
• A⊗ B the composition of systems A and B.
• A ⊗ B the parallel composition of the transforma-
tions A and B.
Among the list of valid physical systems, OPTs include
a particular system, the trivial system I, corresponding
to the degrees of freedom ignored by the theory. The
trivial system acts as a unit for the tensor product: for
every system A, one has I ⊗ A = A ⊗ I = A. States
(resp. effects) are transformations with the trivial system
as input (resp. output). We will often make use of the
short-hand notation (a|ρ) to denote the scalar
(a|ρ) :=  '!&ρ A a ,
and of the notation (a| C |ρ) to mean
(a| C |ρ) :=  '!&ρ A C B a .
A rigorous mathematical foundation of the circuit frame-
work in GPTs is provided by the graphical languages of
symmetric monoidal categories [62–67].
We identify the scalar (a|ρ) with a real number in
the interval [0, 1], representing the probability of a joint
occurrence of the state ρ and the effect a in a cir-
cuit where suitable non-deterministic elements are put
in place. The fact that scalars are real numbers in-
duces a notion of sum for transformations, whereby the
sets St (A), Transf (A,B), and Eff (A) become spanning
sets of vector spaces over the real numbers, denoted as
StR (A), TransfR (A,B), and EffR (A) respectively. In
this paper we will restrict our attention to finite sys-
tems, i.e. systems A for which the vector spaces StR (A)
and EffR (A) are finite-dimensional. Also, it will be as-
sumed as a default that the sets St (A), Transf (A,B), and
Eff (A) are compact in the topology induced by prob-
abilities, by which one has limn→+∞ Cn = C, where
Cn, C ∈ Transf (A,B), if and only if
lim
n→+∞
(E| Cn ⊗ IR |ρ) = (E| C ⊗ IR |ρ) ,
for all systems R, all states ρ ∈ St (A⊗ R), and all effects
E ∈ Eff (B⊗ R).
B. Tests
A test from A to B is a collection of transformations
{Ci}i∈X from A to B, which can occur in an experiment
with outcomes in X. If A (resp. B) is the trivial system,
the test is called a preparation-test (resp. observation-
test). We stress that not all the collections of transform-
ations are tests: the specification of the collections that
are to be regarded as tests is part of the theory, the only
requirement being that the set of test is closed under
parallel and sequential composition.
If X contains a single outcome, we say that the test is
deterministic. We will refer to deterministic transform-
ations as channels. Following the most recent version of
the formalism [45], we assume as part of the framework
that every test arises from an observation-test performed
on one of the outputs of a channel. The motivation for
such an assumption is the idea that the readout of the
outcome could be interpreted physically as a measure-
ment allowed by the theory. Precisely, the assumption is
the following.
4Assumption 1 (Physicalization of Readout [45])
For every pair of systems A, B, and every test
{Mi}i∈X from A to B, there exist a system C, a
channel M ∈ Transf (A,B⊗ C), and an observation-test
{ci}i∈X ⊂ Eff (C) such that
A Mi B =
A
M
B
C "%#$ci
∀i ∈ X.
A channel U from A to B is called reversible if there exists
a channel U−1 from B to A such that U−1U = IA and
UU−1 = IB, where IS is the identity channel on a generic
system S. If there exists a reversible channel transform-
ing A into B, we say that A and B are operationally equi-
valent, denoted by A ≃ B. The composition of systems is
required to be symmetric, meaning that A⊗B ≃ B⊗A.
Physically, this means that for every pair of systems there
exists a reversible channel that swaps them.
A state χ ∈ St (A) is called invariant if Uχ = χ, for
every reversible channel U . Note that, in general, invari-
ant states may not exist. In this paper their existence
will be a consequence of the axioms and of a standing
assumption of finite-dimensionality, adopted throughout
our work.
C. Pure transformations
The probabilistic structure offers an easy way to define
pure transformations. The definition is based on the no-
tion of coarse-graining, i.e. the operation of joining two
or more outcomes of a test into a single outcome. More
precisely, a test {Ci}i∈X is a coarse-graining of the test{Dj}j∈Y if there is a partition {Yi}i∈X of Y such that
Ci =
∑
j∈Yi
Dj for every i ∈ X. In this case, we say that
{Dj}j∈Y is a refinement of {Ci}i∈X. The refinement of
a given transformation is defined via the refinement of
a test: if {Dj}j∈Y is a refinement of {Ci}i∈X, then the
transformations {Dj}j∈Yi are a refinement of the trans-
formation Ci.
A transformation C ∈ Transf(A,B) is called pure if it
has only trivial refinements, namely for every refinement
{Dj} one has Dj = pjC, where {pj} is a probability dis-
tribution. Pure transformations are those for which the
experimenter has maximal information about the evolu-
tion of the system. We denote the set of pure transforma-
tions from A to B as PurTransf (A,B). In the special case
of states (resp. effects) of system A we use the notation
PurSt (A) (resp. PurEff (A)). The set of pure observation-
tests of system A will be denoted as PurObs (A). As
usual, non-pure states are called mixed.
The pairing between states and effects leads naturally
to a notion of norm. We define the norm of a state ρ
as ‖ρ‖ := supa∈Eff(A) (a|ρ). Similarly, the norm of an
effect a is defined as ‖a‖ := supρ∈St(A) (a|ρ). We will use
a subscript 1 to denote the set of normalised (i.e. with
unit norm) states and effects. For instance, the set of
normalised states of A will be denoted by St1 (A), and so
on.
Definition 1 Let ρ be a normalized state. We say that
a normalised state σ is contained in ρ if we can write
ρ = pσ + (1− p) τ , where p ∈ (0, 1] and τ is another
normalised state.
It is clear that no states are contained in a pure state, ex-
cept the pure state itself. We say that a state is complete
if it contains every other state.
Definition 2 We say that two transformations A,A′ ∈
Transf (A,B) are equal upon input of the state ρ ∈
St1 (A) if Aσ = A′σ for every state σ contained in ρ.
In this case we will write A =ρ A′.
III. SHARP THEORIES WITH PURIFICATION
We propose four axioms for the foundation of ther-
modynamics. The first axioms is Causality. The axiom
forbids signalling from the future to the past:
Axiom 1 (Causality [39, 40]) The outcome probabil-
ities of a test do not depend on the choice of other tests
performed later in the circuit.
Causality is equivalent to the requirement that, for every
systemA, there exists a unique deterministic effect uA (or
simply u, when no ambiguity can arise). In a causal the-
ory (i.e. a theory satisfying Causality), observation-tests
are normalized as follows (cf. corollary 3 of Ref. [39]):
Proposition 1 In a causal theory, if {ai}i∈X is an
observation-test, then
∑
i∈X ai = u.
Thanks to the uniqueness of the deterministic effect, it
is possible to define the marginal state of a bipartite state
ρAB on system A as ρA := (IA ⊗ uB) ρAB =: TrB[ρAB],
where we have chosen the “trace notation” in formal ana-
logy with the notation in quantum theory. In diagrams,
TrB[ρAB] = ρ
?>
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A
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The operation of taking the marginal of a state is widely
used in thermodynamics as the procedure of restricting
ourselves to a subsystem of a larger system. Causality
ensures that such an operation is uniquely defined, and
this justifies the choice of Causality as one of the axioms
for a sensible theory of thermodynamics.
In a causal theory the norm of a state can be defined as
‖ρ‖ = (u|ρ) = Tr [ρ]. In causal theories it is easy to prove
that physical transformations are norm-non-increasing.
Proposition 2 In a causal theory, if A ∈ Transf (A,B),
then for any state ρ ∈ St (A), we have ‖Aρ‖ ≤ ‖ρ‖, and
one has the equality if and only if A is a channel.
In particular A is a channel if and only if uBA = uA.
5Proof. The proof is an easy adaptation of lemma 1 of
Ref. [39]. 
Furthermore, Causality guarantees that it is consist-
ent to assume that the choice of a test can depend on the
outcomes of previous tests—namely that it is possible
to perform conditional tests [39]. Combined with the
assumption of compactness, the ability to perform con-
ditional tests implies that every state is proportional to
a normalized state. Another consequence is that all the
sets St (A), Transf (A,B), and Eff (A) are convex. In the
following we will take for granted the ability to perform
conditional tests, the fact that every state is proportional
to a normalized state, and the convexity of all the sets of
transformations.
The second axiom in our list is Purity Preservation.
Axiom 2 (Purity Preservation [68]) Sequential and
parallel compositions of pure transformations are pure
transformations.
We consider Purity Preservation as a fundamental re-
quirement. Considering the theory as an algorithm to
make deductions about physical processes, Purity Pre-
servation ensures that, when presented with maximal in-
formation about two processes, the algorithm outputs
maximal information about their composition [68]. Pur-
ity Preservation is very close to a slightly weaker axiom
introduced by D’Ariano in [36], and used in the axiomat-
ization of [40]. The axiom is called Atomicity of Com-
position and stipulates that the sequential composition
of two pure transformations is a pure transformation.
Purity Preservation is stronger, in that it requires the
preservation of purity also for the parallel composition.
The third axiom is Pure Sharpness [47]. This axiom
ensures that there exists at least one elementary property
associated with every system.
Axiom 3 (Pure Sharpness [47]) For every system
there exists at least one pure effect that occurs with unit
probability on some state.
Pure Sharpness is reminiscent of the Sharpness axiom
used in Hardy’s 2011 axiomatization [42, 44], which re-
quires a one-to-one correspondence between pure states
and effects that distinguish maximal sets of states. A
similar axiom also appeared in works by Wilce [69, 70],
where he stipulates that for every effect there exists a
unique state on which it occurs with probability 1.
The last axiom is Purification. This principle char-
acterizes the physical theories admitting a description
where all deterministic processes are pure and reversible
at the fundamental level. Essentially, Purification ex-
presses a strengthened version of the principle of conser-
vation of information [68, 71], demanding not only that
information be conserved, but also that randomness can
always be modelled as due to the presence of some in-
accessible degree of freedom. In its simplest form, Puri-
fication is phrased as a requirement about causal the-
ories, where the marginal of a bipartite state is defined
in a canonical way. In this case, we say that a state
ρ ∈ St1 (A) can be purified if there exists a pure state
Ψ ∈ PurSt1 (A⊗ B) that has ρ as its marginal on system
A. In this case, we call Ψ a purification of ρ and B a
purifying system. The axiom is as follows.
Axiom 4 (Purification [39, 40]) Every state can be
purified. Every two purifications of the same state, with
the same purifying system, differ by a reversible channel
on the purifying system.
The second part of the axiom states that, if Ψ,Ψ′ ∈
PurSt1 (A⊗ B) are such that TrB[ΨAB] = TrB[Ψ′AB],
then
Ψ′
?>
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A
B
= Ψ
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A
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where U is a reversible channel on B.
Recently also Spekkens’ Toy Model has been shown to
satisfy Purification [72]. Moreover, recently Purification
has been applied to the construction of controlled trans-
formations and generalized phase kick-backs [73], and to
Grover’s algorithm in theories admitting higher-order in-
terference [74]. In quantum theory, the validity of Puri-
fication lies at the foundation of dilation theorems, such
Stinespring’s [75], Naimark’s [76], and Ozawa’s [77]. In
the finite-dimensional setting, these theorems have been
reconstructed axiomatically in [39] for states and chan-
nels and have been postulated in [49, 50] for measure-
ments. It is interesting to mention that, under our ax-
ioms 1-4 the operational version of Naimark’s theorem
for measurements can be explicitly derived, as we will
show later in the paper.
Having presented our axioms, we are ready to define
the class of theories studied in this paper
Definition 3 (Sharp theories with purification) A
theory satisfying Causality, Purity Preservation, Pure
Sharpness, and Purification will be called a sharp theory
with purification.
All the results in the rest of the paper apply to sharp
theories with purification.
IV. EXAMPLE: EXTENDED CLASSICAL
THEORY
In this section we show that classical probability theory
can be regarded as a part of a larger theory that includes
non-classical systems, called coherent bits in analogy with
the similar notion in quantum Shannon theory [78].
A. Coherent bits
Classical probability theory can be operationally char-
acterized as the theory where
61. all the pure states of every system are jointly dis-
tinguishable, deterministically and without error
2. the pure states of a composite system are the
products of pure states of the component systems
3. all random mixtures of pure states are valid mixed
states
4. all permutations of the set of pure states can be
implemented reversibly.
It is relatively easy to check that classical theory satisfies
Causality, Purity Preservation, and Pure Sharpness. On
the other hand, classical theory violates Purification in
an obvious way: no mixed state can be the marginal of
a pure state.
We now show that, despite the appearance, classical
theory has a deep relation with Purification: unlike many
other GPTs, classical theory can be extended to a lar-
ger theory that satisfies Purification. This is done by
adding some non-classical systems that can be entangled
with classical systems, thus providing the desired puri-
fications. In the two-dimensional case, we call the addi-
tional systems coherent bits (or cobits) in analogy with
the related notion introduced by Harrow in the context of
quantum Shannon theory [78]. For systems of dimension
d we use the expression coherent dits (or codits).
Let us illustrate the extension of classical theory in the
two-dimensional case first. Using the Hilbert space nota-
tion, the states of a classical bit (cbit) are represented
as
ρ = p |0〉 〈0| ⊕ (1− p) |1〉 〈1| , (1)
where p is a probability and the direct sum sign is a re-
minder that the off-diagonal elements are forbidden. The
composite system of two classical bits A and B contains
only states of the form
ρAB = p00 |0〉 〈0| ⊗ |0〉 〈0| ⊕ p01 |0〉 〈0| ⊗ |1〉 〈1|
⊕ p10 |1〉 〈1| ⊗ |0〉 〈0| ⊕ p11 |1〉 〈1| ⊗ |1〉 〈1| ,
where pij , i, j ∈ {0, 1} are probabilities. Now, the states
of a cobit are the same as the states of the classical bit—
they are still of the form of Eq. (1). But the composition
of a cbit A with a cobit B yields a composite system with
many more states than the composition of two classical
bits: we allow every joint state of the form
ρAB = pevenρeven ⊕ poddρodd , (2)
where peven and podd are two probabilities and ρeven (re-
spectively, ρodd) is a generic density matrix with support
in the subspace
Heven := Span {|0〉 ⊗ |0〉 , |1〉 ⊗ |1〉}
(resp. Hodd := Span {|0〉 ⊗ |1〉 , |1〉 ⊗ |0〉}). In particular,
the pure states of the cbit-cobit composite can be repres-
ented as unit vectors, either of the form
|Φ〉 = α |0〉 ⊗ |0〉+ β |1〉 ⊗ |1〉 , α, β ∈ C,
or of the form
|Ψ〉 = α |0〉 ⊗ |1〉+ β |1〉 ⊗ |0〉 , α, β ∈ C.
As joint operations on the composite system we al-
low all quantum channels (completely positive trace-
preserving maps) that send states of the block-diagonal
form (2) into states of the same form. In particular, the
reversible channels can be represented by unitary oper-
ators of the form
UAB = (X
m ⊗Xn) e−iΘ,
where X =
(
0 1
1 0
)
is the bit flip, m,n ∈ {0, 1}, and Θ is
an diagonal operator of the form
Θ =
∑
k,l
θkl |k〉 〈k| ⊗ |l〉 〈l| .
Note that the above expression includes unitary operat-
ors of the form
UA ⊗ IB = Xme−iθZ ⊗ IB
IA ⊗ UB = IA ⊗Xne−iθZ , (3)
where θ ∈ [0, 2pi) is an angle, and Z =
(
1 0
0 −1
)
is the
phase flip. We interpret the unitary operators UA and
UB in Eq. (3) as local operations performed on systems
A and B, respectively. Note that the phase e−iθZ can-
not be detected locally, but only when applied on one
side of the composite system A⊗B. In other words, the
operations UA and UB are locally implementable, but
not locally distinguishable. This situation is possible be-
cause the theory we are defining violates the Local Tomo-
graphy axiom, thus leaving room for operations that are
indistinguishable from their action on local states, but
are still different from one another. Another example of
this situation arises in real vector space quantum theory,
where there exist local operations that are indistinguish-
able globally [39].
With the above settings, it is easy to see that every
state of a classical bit can be purified, using a coherent
bit as purifying system. For example, the generic cbit
state ρ = p |0〉 〈0| ⊕ (1− p) |1〉 〈1| has the purification
|Φ〉 = √p |0〉 ⊗ |0〉+
√
1− p |1〉 ⊗ |1〉 .
In addition, it is possible to show that every two purifica-
tions of the same state differ by a local unitary operation
on the purifying system. This includes, for example, the
purification
|Ψ〉 = √p |0〉 ⊗ |1〉+
√
1− p |1〉 ⊗ |0〉 ,
obtained from |Φ〉 through the application of a bit flip on
system B.
The coherent bits defined here are related to the ori-
ginal notion of coherent bits as a communication resource
[78], in that the transmission of a coherent bit in our sense
is equivalent to the coherent communication of one bit in
the sense of Harrow.
7B. Coherent dits
The definition of cobit can be easily generalized to the
case of systems with d perfectly distinguishable states.
The state of a single codit are the same of the state of a
cdit (classical d-level system), namely
ρ =
d−1⊕
x=0
px |x〉 〈x| .
When a cdit and a codit are combined, the states of
the composite systems are density matrices of the block-
diagonal form
ρ =
d−1⊕
δ=0
qδρδ,
where each ρδ is a density matrix with support in the
subspace
Hδ := Span {|x〉 ⊗ |(x+ δ) mod d〉 | x = 0, . . . , d− 1} .
The joint evolutions on the tensor product are the
quantum channels that preserve the block-diagonal
states. With this definition, every mixed state of a clas-
sical d-dimensional system can be purified to a state of
a composite system, and the purification is unique up
to local transformations on the coherent system used as
purifying system.
C. The other composites
So far we have defined how to compose classical bits
with coherent bits. In order to have a full theory we need
to specify all the other composites.
We do it as follows: The composte of a dA-dimensional
cbit A with a dB-dimensional codit B has all the states
of the form
ρ =
max{dA−1,dB−1}⊕
δ=0
qδρδ, (4)
with ρδ a generic density matrix with support in
Hδ = Span {|x〉 ⊗ |(x+ δ) mod dB〉 | x = 0, . . . , dA − 1}
for dA ≤ dB, and
Hδ = Span {|(y − δ) mod dA〉 ⊗ |y〉 | y = 0, . . . , dB − 1}
for dB ≤ dA. The allowed transformations are all
the transformations that preserve states of the block-
diagonal form.
The composite of two codits is defined in the same way
as the composite of a cdit and a codit. Note that the
product of a state space of the form (4) can be written
as
ρ ≃
∑
δ
qδρδ ⊗ |δ〉 〈δ| ,
and interpreted as states of a composite system consist-
ing of a quantum system and a classical system. This ob-
servation allows one to define further products by using
the ordinary tensor product of quantum systems for the
quantum part and the aforementioned rules for the clas-
sical part. The allowed transformations are all the com-
pletely positive maps that preserve the block-diagonal
form of the corresponding systems.
V. KINEMATICS AND MEASUREMENT
THEORY IN SHARP THEORIES WITH
PURIFICATION
Here we list a few properties of sharp theories with
purification that are not directly related to thermody-
namics, but provide the substrate on which the thermo-
dynamic results of our paper are based.
A. Transitivity and pure steering
The easiest consequence of Purification is that revers-
ible channels act transitively on the set of pure states (cf.
lemma 20 in Ref. [39]):
Proposition 3 (Transitivity on pure states) For
any pair of pure states ψ, ψ′ ∈ PurSt1 (A) there exists a
reversible channel U on A such that ψ′ = Uψ.
As a consequence, every finite-dimensional system pos-
sesses one invariant state (cf. corollary 34 of Ref. [39]):
Proposition 4 (Uniqueness of the invariant state)
For every system A, there exists a unique invariant state
χA. The invariant state is complete.
Also, transitivity implies that the set of pure states is
compact for every system (corollary 32 of Ref. [39]). This
property is generally a non-trivial property—cf. Ref. [51]
for a counterexample of a state space with a non-closed
set of pure states.
A crucial consequence of Purification is the steering
property:
Theorem 1 (Pure Steering) Let ρ ∈ St1 (A) and let
Ψ ∈ PurSt1 (A⊗ B) be a purification of ρ. Then σ is
contained in ρ if and only if there exist an effect bσ on
the purifying system B and a non-zero probability p such
that
p σ A = Ψ
?>
89
A
B *-+,bσ
.
Proof. The proof follows the same lines of theorem 6
and corollary 9 in Ref. [39], with the only difference that
here we do not assume the existence of distinguishable
states. In its place, we use the framework assumption 1
(Physicalization of Readout), which guarantees that the
8outcome of every test can be read out from a physical
system. 
Purification also enables us to link equality upon input
(as defined in definition 2) to equality on purifications (cf.
theorem 7 of Ref. [39]):
Proposition 5 Let ρ be a state of system A and let Ψ ∈
St1 (A⊗ B) be a purification of ρ. Then, for every pair
of transformations A and A′, transforming A into C, if
Ψ
?>
89
A A C
B
= Ψ
?>
89
A A′ C
B
,
then A =ρ A′.
If system C is trivial, then one has the full equivalence:
for every pair of effects a and a′
Ψ
?>
89
A a
B
= Ψ
?>
89
A *-+,a′
B
if and only if a =ρ a
′
Pure Steering guarantees the existence of pure dynam-
ically faithful states, in the following sense:
Definition 4 A state ρ ∈ St1 (A⊗ B) is dynamically
faithful on system A if for every system C and for every
pair of transformations A and A′ transforming A into C
ρ
?>
89
A A C
B
= ρ
?>
89
A A′ C
B
implies A = A′.
Thanks to Pure Steering, we have the following charac-
terization
Proposition 6 (Dynamical faithfulness) A pure
state ΨAB is dynamically faithful on system A if and
only if its marginal ωA on A is complete.
Proof. The proof is an adaptation of the arguments of
theorems 8 and 9 of Ref. [39], which is valid even without
invoking the Local Tomography axiom used therein. 
An indirect consequence of Pure Steering is a simple
condition for a set of transformations to be a test (cf.
theorem 18 of Ref. [39]):
Proposition 7 (Characterization of tests) A set of
transformations {Ai}ni=1 ⊂ Transf (A,B) is a test if and
only if
∑n
i=1 uBAi = uA. Specifically, a set of effects{ai}ni=1 is an observation-test if and only if
∑n
i=1 ai =
uA.
B. Certification of pure states
Pure Sharpness stipulates that for every system there
is a pure effect occurring with probability 1 on some state.
We can easily show such a state must be pure:
Proposition 8 Let a be a normalized pure effect. Then,
there exists a pure state α such that (a|α) = 1. Further-
more, such a pure state is unique: for every ρ ∈ St (A),
one has the implication
(a|ρ) = 1 =⇒ ρ = α.
Proof. See lemma 26 and theorem 7 of Ref. [40] for the
proof idea. 
Combining the above result with our Pure Sharp-
ness axiom, we derive the following (cf. proposition 9 of
Ref. [47])
Proposition 9 For every pure state α ∈ PurSt1 (A)
there exists at least one pure effect a ∈ PurEff (A) such
that (a|α) = 1.
In summary, for every normalized pure effect a ∈
PurEff1 (A), we can associate a unique pure state α ∈
PurSt1 (A) with it such that (a|α) = 1. Conversely, given
a pure state α, there always exists at least one pure effect
a such that (a|α) = 1. This shows that there is a surject-
ive correspondence between normalized pure effects and
normalized pure states.
C. Probability balance of pure bipartite states
We recall that in a general theory, perfectly distin-
guishable states are defined as follows:
Definition 5 The normalized states {ρi} are perfectly
distinguishable if there exists an observation-test {aj}
such that (aj |ρi) = δij . {aj} is called perfectly distin-
guishing test.
Given a normalized state ρ ∈ St1 (A), we define the prob-
ability p∗ as the maximum probability that a pure state
can have in a convex decomposition of ρ, namely [79]
p∗ := max
α∈PurSt1(A)
{p : ρ = pα+ (1− p)σ, σ ∈ St1 (A)} .
We call p∗ the maximum eigenvalue of ρ and say that the
pure state α is the corresponding eigenstate. The reason
for this terminology will become clear once we prove our
diagonalization theorem.
A fundamental consequence of our axioms is that the
marginals of a bipartite state have the same maximum
eigenvalue:
Theorem 2 (Probability balance) Let Ψ be a pure
bipartite state of system A⊗B, let ρA and ρB be its mar-
ginals on systems A and B respectively. Then, ρA and
ρB have the same maximum eigenvalue, namely
p∗,A = p∗,B =: p∗,
9where p∗,A and p∗,B are the maximum eigenvalues of ρA
and ρB respectively. Moreover, when ρA (or, equivalently
ρB) is decomposed as ρA = p∗α + (1− p∗)σ for some
pure state α and some state σ, the states α and σ are
perfectly distinguishable. Specifically, they can be distin-
guished by the observation-test {a, uA − a}, where a is
any pure effect such that (a|α) = 1.
Proof. The fact that both marginals have the same max-
imum eigenvalue was proved in theorem 2 and corollary
1 of Ref. [47]. Write ρA as
ρA = p∗α+ (1− p∗)σ, (5)
where α is an eigenstate with maximum eigenvalue of ρ
and σ is possibly mixed. By proposition 11 of Ref. [47], if
a is a pure effect such that (a|α) = 1 we have (a|ρA) = p∗.
Combining this equality with Eq. (5) we finally obtain
p∗ = (a|ρA) = p∗ + (1− p∗) (a|σ),
which implies (a|σ) = 0 (unless p∗ = 1, but in this case
the state ρA is pure). Hence, α and σ are perfectly
distinguishable by the test {a, uA − a}. 
Now we have managed to decompose every given state
into a mixture of two perfectly distinguishable states.
The probability balance has many other consequences.
The first is that every non-trivial system has at least
two perfectly distinguishable pure states. However, first
of all, we must note that for the invariant state χ, due
to its invariance under the action of reversible channels,
every pure state is an eigenstate with maximum eigen-
value. Indeed, if χ is decomposed as
χ = p∗α+ (1− p∗)σ,
it can also be decomposed as
χ = p∗Uα+ (1− p∗)Uσ,
where U is a reversible channel. Owing to transitivity,
every pure state α′ can be obtained as Uα for some suit-
able reversible channel—meaning that every pure state
can be an eigenstate with maximum eigenvalue.
Corollary 1 If A 6= I, then every pure state of A is per-
fectly distinguishable from some other pure state.
Proof. The proof is an application of theorem 2 to the
case of the invariant state, and it has already appeared
in corollary 3 of Ref. [47]. 
It is quite remarkable that the existence of perfectly
distinguishable states pops out from the axioms, without
being assumed from the start. In principle, the general
theories considered in our framework might not have had
any perfectly distinguishable states at all.
Another consequence of the probability balance is the
following
Corollary 2 Let ρ be a mixed state of system A. Then,
the following are equivalent
1. α is an eigenstate of ρ with maximum eigenvalue
p∗
2. (a|ρ) = p∗ for every pure effect a such that (a|α) =
1.
The proof is reported in appendix A1.
For every state we can also define another probability
p∗ := sup
a∈PurEff(A)
(a|ρ) . (6)
We will see soon that the supremum in the definition of
p∗ is in fact a maximum. Note that for pure states p∗ = 1,
thanks to the Pure Sharpness axiom (cf. Proposition 9).
Thanks to the results of corollary 2 for every state one
has the bound p∗ ≤ p∗. We can in fact prove that one
has the equality.
Proposition 10 For every state ρ ∈ St1 (A) one has
p∗ = p∗
The proof is presented in appendix A2.
As a consequence we have that p∗ is achieved by apply-
ing any pure effect a such that (a|α) = 1 to ρ, where α is
an eigenstate of ρ with maximum eigenvalue. Therefore,
the supremum in the definition of p∗ (Eq. (6)) is in fact
a maximum.
D. Probability balance for purifications of the
invariant state
Recall that the invariant state χ ∈ St1 (A) can be writ-
ten as
χ = p∗α+ (1− p∗)σ
for every pure state α ∈ PurSt1 (A), where σ is a suitable
state. In addition, we have the following
Proposition 11 Let Φ ∈ PurSt1 (A⊗ B) be a purifica-
tion of the invariant state χA. Then, for every pure state
α ∈ PurSt1 (A) there exists a pure effect b ∈ PurEff (B)
such that
Φ
?>
89
A
B *-+,b
= p∗ α A , (7)
where p∗ is the maximum eigenvalue of χA. As a con-
sequence, every normalized pure effect a ∈ PurEff1 (A)
satisfies the condition (a|χA) = p∗.
The proof is presented in appendix A3.
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E. The state-effect duality
Using the results of the previous subsection, one can
establish a one-to-one correspondence between normal-
ized pure states and normalized pure effects. We refer to
this correspondence as the dagger of states and effects.
Proposition 12 For every pure state α ∈ PurSt1 (A)
there is a unique (normalized) pure effect a ∈ PurEff1 (A)
such that (a|α) = 1.
The proof is essentially the same as the proof of theorem
8 of Ref. [40], even though we are assuming fewer axioms.
We reproduce it in appendix A4 for convenience of the
reader.
Putting propositions 8, 9, and 12 together we finally
obtain the desired result:
Theorem 3 (State-effect duality) For every system
A there exists a one-to-one correspondence between nor-
malized pure states and normalized pure effects, called
the dagger and denoted by † : PurSt1 (A) → PurEff1 (A).
The dagger satisfies the condition(
α†|α) = 1 ∀α ∈ PurSt1 (A) .
Therefore, for every normalised pure state α, α† denotes
the associated pure effect such that
(
α†|α) = 1. With a
little abuse of notation we will denote the unique norm-
alised pure state associated with a normalised pure effect
a also with a dagger, i.e. a†:
(
a|a†) = 1.
An easy corollary of the state-effect duality is the fol-
lowing (cf. corollary 13 of Ref. [40])
Corollary 3 (Transitivity on pure effects) For
every pair of pure normalized effects a, a′ ∈ PurEff1 (A),
there exists a reversible channel U on A such that
a′ = aU .
F. No Disturbance Without Information
An important consequence of our axioms is the possib-
ility of constructing transformations that are “minimally-
disturbing”, in the following sense [40, 48, 50].
Proposition 13 Let a be an effect such that (a|ρ) = 1,
for some ρ ∈ St1 (A). Then there exists a pure transform-
ation T on A such that T =ρ I, where I is the identity,
and (u| T |σ) ≤ (a|σ), for every state σ ∈ St1 (A).
The proof can be found in appendix B 1.
Note that the pure transformation T is non-disturbing
on ρ because it acts as the identity on ρ and on all the
states contained in it. In other words, whenever we have
a (possibly mixed) effect occurring with unit probability
on some state ρ, we can always find a transformation that
does not disturb ρ (i.e. a non-disturbing non-demolition
measurement). Being non-disturbing means that T oc-
curs with unit probability on all the states contained in
ρ. The other notable result of this proposition is that
the probability of T occurring on a generic state σ is
less than or equal to the probability of the original ef-
fect occurring on the same state. The implications of
the existence of T for the distinguishability of states are
explored in appendix B 2.
VI. DIAGONALIZATION AND SCHMIDT
DECOMPOSITION
A. The diagonalization theorem
A diagonalization of ρ is a convex decomposition of ρ
into perfectly distinguishable pure states. The probab-
ilities in such a convex decomposition will be called the
eigenvalues of ρ and the perfectly distinguishable pure
states the eigenstates [47].
Theorem 4 In a theory satisfying Causality, Purity
Preservation, Purification, and Pure Sharpness every
state of every non-trivial system can be diagonalized.
The proof is reported in appendix C 1. It is a construct-
ive procedure that returns a diagonalization of ρ where
the eigenvalues are naturally listed in decreasing order,
namely pi ≥ pi+1 for every i. In particular, one has
p1 = p∗, which justifies why we called p∗ the “maximum
eigenvalue”. Later in this section we will show that the
vector of the eigenvalues p is uniquely determined by the
state ρ. In other words, all the diagonalizations of ρ have
the same eigenvalues.
Before moving forward, it is important to note that the
eigenvalues can be characterized as the outcome probab-
ilities of a pure measurement performed on the system:
Corollary 4 Let ρ be a generic state, diagonalized as
ρ =
∑r
i=1 piαi. Then, one has the equality
pi =
(
α†i |ρ
)
∀i ∈ {1, . . . , r} .
Proof. Immediate from the combination of theorem 4
and corollary 7, because
(
α†i |αj
)
= δij . 
B. The Schmidt decomposition
Using the diagonalization theorem we can prove an op-
erational version of the Schmidt decomposition of pure
bipartite states [80]. The intuitive content of the Schmidt
decomposition is that for every state of a bipartite sys-
tem there exist two perfectly correlated pure measure-
ments on the component systems, a similar situation to
having conjugates [69, 70]. More formally, this property
is stated by the following
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Theorem 5 Let Ψ be a pure state of the composite sys-
tem A⊗B. Then, there exist a pure observation-test on
system A, say {ai}nAi=1, and a pure observation-test on
system B, say {bj}nBj=1, such that
Ψ
?>
89
A "%#$ai
B 2534bj
= piδij ∀i ∈ {1, . . . , r} (8)
where r ≤ min {nA, nB} is a suitable integer, here called
the Schmidt rank, {pi}ri=1 is a probability distribution,
with all non-vanishing entries ordered as p1 ≥ p2 ≥ · · · ≥
pr > 0.
Moreover, one has the diagonalizations
ρA =
r∑
i=1
pia
†
i and ρB =
r∑
i=1
pib
†
i ,
where ρA and ρB are the marginals of Ψ on systems A
and B respectively.
The proof is presented in appendix C 2.
Definition 6 Let ρ ∈ St1 (A) and let Ψ ∈ St1 (A⊗ B) be
one of its purifications. A complementary state of ρ is
the state ρ˜ ∈ St1 (B) defined as ρ˜ = TrAΨ.
When we have a state ρ we can relate its diagonaliza-
tions to those of any of its complementary states ρ˜. In
the proof of corollary 2 we have shown that if α is an
eigenstate of ρ with maximum eigenvalue p∗, the effect
α†, when applied to Ψ, prepares an eigenstate of ρ˜ on
B with maximum eigenvalue p∗. Since every step in our
diagonalization algorithm involves finding the maximum
eigenvalue of p∗ of a particular mixed state (called ρi in
the proof of theorem 4), each step generates a diagonal-
ization of ρ˜ with the same eigenvalues as ρ. Therefore
every diagonalization of ρ induces a diagonalization of ρ˜
with the same eigenvalues.
C. Diagonalization of the invariant state
The diagonalization of the invariant state is special.
First of all, all the eigenvalues are equal:
Proposition 14 For every non-trivial system, there ex-
ists a positive integer number d such that
1. every diagonalization of the invariant state consists
of exactly d pure states
2. the eigenvalues of the invariant states are all equal
to 1
d
.
Proof. Let χ =
∑r
i=1 piαi be a diagonalization of the
invariant state χ. By corollary 4, pi =
(
α†i |χ
)
, but by
proposition 11 we have
(
α†i |χ
)
= p∗, whence pi = p∗ for
every i. It follows that p∗ =
1
r
. Now consider another
diagonalization of χ: χ =
∑r′
i=1 p
′
iαi. Repeating the
same argument, we conclude that p′i = p∗ =
1
r′
. This
means that r = r′ =: d. 
We will refer to d as the dimension of the system, for
reasons that will become clear soon.
Moreover, the set of states {αi}di=1 and the correspond-
ing set of effects
{
α†i
}d
i=1
should be maximal, in the fol-
lowing sense
Definition 7 We say that a set of perfectly distinguish-
able states {ρi}ni=1 is maximal if there exists no other
state ρn+1 such that the states {ρi}n+1i=1 are perfectly dis-
tinguishable.
Maximality for effects is defined as
Definition 8 Let {ai}ni=1 be a set of effects coexisting
in an observation-test. We say that {ai}ni=1 is maximal
if there exists no other effect an+1 such that the effects
{ai}n+1i=1 coexist in an observation-test.
Equivalently, a set of coexisting effects {ai}ni=1 is max-
imal if and only if the effects form an observation-test.
With these definitions, we have the following
Proposition 15 For every system A, the following are
equivalent:
1. {αi}di=1 ∈ PurSt1(A) is a maximal set of perfectly
distinguishable pure states
2.
{
α†i
}d
i=1
∈ PurEff1(A) is a maximal set of coexist-
ing pure effects.
The proof is presented in appendix C 3.
Propositions 14 and 15 imply that the invariant state
is a uniform mixture of a maximal set of perfectly dis-
tinguishable pure states. Remarkably, the converse holds
too: every maximal set of perfectly distinguishable pure
states, mixed with equal weights, yields the invariant
state:
Proposition 16 Let {αi}ri=1 be a maximal set of per-
fectly distinguishable pure states. Then one has r = d
and χ = 1
d
∑d
i=1 αi. Conversely, whenever χ is decom-
posed as a uniform mixture of d pure states, the states
must be perfectly distinguishable, and must form a max-
imal set.
The proof is reported in appendix C 4
In summary, the above proposition guarantees that
all sets of perfectly distinguishable pure states of a sys-
tem have the same cardinality, equal to the dimension of
the system. As a consequence, every state can have at
most d terms in its diagonalizations. In previous works
[47, 55, 57, 59], this result and other properties of the di-
agonalizations were derived from the Strong Symmetry
axiom [57], stating that all pure maximal sets are con-
nected by reversible channels. Our result shows that the
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properties of diagonalization can be derived from a very
different set of axioms (Causality, Purity Preservation,
Pure Sharpness, and Purification).
Finally, proposition 15 implies an operational version
of Naimark’s theorem:
Proposition 17 Let {ai}i∈X be a generic observation-
test. Then, there exists a system E, a pure state ϕ0 ∈
PurSt1 (E), and a test {Πi}i∈X consisting of pure trans-
formations on the composite system A⊗ E such that
ΠiΠj = δijΠi, ∀i, j ∈ X
and
A "%#$ai =
A
Πi
A u
 '!&ϕ0 E E u
.
The proof is presented in appendix C 5. It is worth
noting that, thanks to the axioms assumed here, the
observation-test on the composite system, defined by
{Ei}i∈X, Ei := (uA ⊗ uE)Πi is a sharp measurement
[49, 50], in the sense that it is repeatable and has minimal
disturbance.
D. Diagonalization of complete states
As an aside, we show here that complete states (states
that contain all other states in their convex decomposion)
have exactly d non-zero eigenvalues. In the quantum
case, this amounts to saying that complete states are full-
rank density matrices.
Proposition 18 Every complete state ω has precisely d
non-vanishing eigenvalues in every diagonalization. Con-
sequently, the pure states arising in every diagonalization
of ω form a maximal set.
The proof is reported in appendix C 6.
The converse also holds:
Proposition 19 Let {αi}di=1 be a maximal set of per-
fectly distinguishable pure states. Every convex combin-
ation of the αi’s with non-vanishing coefficients yields a
complete state.
The proof already appeared in Ref. [40], and does not
make use of the stronger axioms therein assumed. We re-
port it in appendix C 7 for the convenience of the reader.
E. Duality between maximal sets of pure states
and pure sharp measurements
The diagonalization of the invariant state induces a
one-to-one correspondence between maximal sets of per-
fectly distinguishable pure states and pure sharp meas-
urements [49, 50], which can be characterized as follows:
Definition 9 An observation-test {ai}ni=1 is a pure
sharp measurement if every effect ai is pure and nor-
malized.
Under the validity of our axioms, every pure sharp meas-
urement can be written as
{
α†i
}n
i=1
, for some set of pure
states {αi}ni=1 (cf. theorem 3).
Proposition 20 For every maximal set of perfectly dis-
tinguishable pure states {αi}di=1, the effects
{
α†i
}d
i=1
form a pure sharp measurement. Conversely, for every
pure sharp measurement
{
α†i
}n
i=1
, the states {αi}ni=1
form a maximal set of perfectly distinguishable pure
states, and therefore n = d.
The proof is presented in appendix C 8.
F. Double stochasticity of the transition matrices
Given two maximal sets of perfectly distinguishable
pure states, {αi}di=1 and {α′i}di=1, we call the matrix Tij =(
α†i |α′j
)
a transition matrix. With this definition, we
have the following (cf. lemma 4 of Ref. [47]).
Lemma 1 Under the validity of our axioms, all trans-
ition matrices are doubly stochastic.
G. Uniqueness of the diagonalization
Thanks to our axioms, the diagonalization of a state
is unique, up to the obvious freedom arising in the pres-
ence of degeneracy among the eigenvalues. This is a non-
trivial consequence of the axioms: notably, Refs. [55, 56]
exhibited examples of GPTs where states can be diag-
onalized, but the same state can have more than one
diagonalization and more than one spectrum. To take
degeneracy into account, we define the spectrum of ρ,
denoted by Sp (ρ) = (λ1, . . . , λs), as the set of the dis-
tinct eigenvalues of ρ, ordered in strictly decreasing order
λ1 > λ2 > . . . > λs and we rewrite the diagonalization
as
ρ =
s∑
k=1
λkΠk,
where
Πk :=
∑
i:pi=λk
αi.
When expressed in this form, the diagonalization is
unique. Now we present the main theorem.
Theorem 6 Let ρ =
∑s
k=1 λkΠk and ρ =
∑s′
l=1 λ
′
lΠ
′
l be
two diagonalizations of the same state. Then, one has
s = s′, λk = λ
′
k, Πk = Π
′
k ∀k ∈ {1, . . . , s}.
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The proof is presented in appendix C 9. A very close res-
ult was proved by Wilce in the framework of probabilistic
models with conjugates and Jordan algebras [70].
This shows that the diagonalization is unique up to
the choice of the eigenstates when we have degeneracy.
Only then do we have the freedom of choice of the eigen-
states relative to degenerate eigenvalues, i.e. eigenvalues
arising more than once in a diagonalization of a state.
Cf. Ref. [47] for another proof of the uniqueness of the
eigenvalues based on majorization and a further axiom.
H. Extending the diagonalization to arbitrary
vectors
The diagonalization theorem, proved for normalized
states, can be easily extended to arbitrary elements of
the vector space StR (A):
Proposition 21 For every system A and for every vec-
tor ξ ∈ StR (A) there exists a set of d real numbers
{xi}di=1 and a maximal set of perfectly distinguishable
states {αi}di=1 such that
ξ =
d∑
i=1
xiαi.
We omit the proof, which is the same as the proof of
corollary 21 in Ref. [40]. Again the xi’s are called the
eigenvalues of ξ, and the αi’s are called the eigenstates of
ξ. A similar result was obtained also in Ref. [55] under
different axioms.
Using Steering, one can convert the diagonalization
result for the elements of StR (A) into a diagonalization
result for the elements of EffR (A) (see also [69, 70] for a
slightly different approach):
Proposition 22 For every finite dimensional system A
and for every vector X ∈ EffR (A) there exists a set of
d real numbers {xi}di=1 and a pure maximal set of states
{αi}di=1 such that
X =
d∑
i=1
xiα
†
i .
I. Extending the dagger map
Thanks to the diagonalization theorems, the dagger
map † : PurSt1 (A) → PurEff1 (A) can be extended to
arbitrary vectors via the relation
ξ =
d∑
i=1
xiαi 7−→ ξ† :=
d∑
i=1
xiα
†
i .
Note that, since the diagonalization is unique (up to de-
generacy), the vector ξ† is well-defined, i.e. it does not
depend on the choice of the αi’s as long as they are eigen-
states of ξ. Writing ξ like in theorem 6, ξ =
∑s
k=1 λkΠk,
to prove this fact, it suffices to show the following
Proposition 23 Let {αi}ri=1 and
{
α′j
}r
j=1
be two sets of
perfectly distinguishable pure states. Then, one has the
implication
r∑
i=1
αi =
r∑
j=1
α′j =⇒
r∑
i=1
α†i =
r∑
j=1
α′†j .
The proof is reported in appendix C 10.
Similarly to what we did in section VE, with a little
abuse of notation we will denote as † even the inverse
map, from EffR (A) to StR (A).
Now we are ready to define observables and to intro-
duce a functional calculus on them.
J. Functional calculus on the observables
Thanks to the diagonalization theorem, the elements of
the vector space EffR (A) can be regarded as observables,
in a similar sense to the use of the term in quantum
theory. Indeed, given a diagonalization X =
∑d
i=1 xiα
†
i
one can think of the eigenvalues as the “values” associated
with the outcomes of the sharp measurement
{
α†i
}d
i=1
.
In this way, one can interpret
〈X〉ρ := (X |ρ) =
d∑
i=1
xi
(
α†i |ρ
)
as the expectation value of the observable X , because(
α†i |ρ
)
are probabilities.
Like in quantum theory, the spectral theorem allows
one to define a functional calculus on the observables
(see also [70] for a slightly different approach): given an
observable X and a function f : R → R, one can define
the observable
f (X) :=
d∑
i=1
f (xi)α
†
i .
Note that the observable f(X) is well-defined, because
the diagonalization of X is unique and as a consequence
of proposition 23. In particular, one can choose the ob-
servable X to be the dagger of a state ρ =
∑d
i=1 piαi,
thus obtaining
f
(
ρ†
)
=
d∑
i=1
f (pi)α
†
i .
In the following we will use this notation for the logarithm
function: defining the “surprisal observable”
− log ρ† = −
d∑
i=1
log piα
†
i ,
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the Shannon-von Neumann entropy as the expecation
value of the surprisal observable
S (ρ) :=
(− log ρ†|ρ) , (9)
and the Kullback-Leibler divergence
S (ρ ‖ σ) := (log ρ† − log σ†|ρ) .
Like in classical and quantum theory, the Shannon-von
Neumann entropy defined here is an important indicator
of the degree of “mixedness” of a given state. Likewise,
the Kullback-Leibler divergence is an indicator of the de-
viation of a state relative to another. These two notions
will be analysed in the next sections.
VII. PURITY AND MAJORIZATION
Majorization is traditionally used as a criterion to com-
pare the degree of mixedness of probability distributions.
Here we extend this approach to general probabilistic the-
ories satisfying Purity Preservation, Causality, Purifica-
tion, and Pure Sharpness. In order to define the de-
gree of mixedness of a state operationally, we adopt the
operational resource theory of purity formulated in our
earlier work [54], which considered the operational scen-
ario where an experimenter has limited control on the
dynamics of a closed system. In this scenario, the set of
free operations are Random Reversible (RaRe) channels,
defined as randommixtures of reversible transformations:
Definition 10 A channel R is RaRe if there exist a
probability distribution {pi}i∈X and a set of reversible
channels {Ui}i∈X such that R =
∑
i∈X piUi.
Under the present set of axioms, RaRe channels cannot
increase the purity of a state. If ρ = Rσ, where R is a
RaRe channel, we say that ρ is more mixed than σ [54]
(see also definition 8 of the appendix of [81]). If ρ is more
mixed than σ and σ is more mixed than ρ we say that ρ
and σ are equally mixed.
We will now show that, under the validity of our ax-
ioms, the ordering of states according to their mixedness
implies majorization of the eigenvalues, just as it hap-
pens in quantum theory [80]. Let us start by recalling
the definition of majorization. Let x ∈ Rd be a vector,
and let x[i] be the i-th component of the decreasing re-
arrangement of the entries of x, such that x[i] ≥ x[j] if
i < j.
Definition 11 Let x and y be vectors in Rd. Then, x is
majorized by y (or y majorizes x), and we write x  y,
if
• ∑ki=1 x[i] ≤∑ki=1 y[i], for every k = 1, . . . , d− 1
• ∑di=1 x[i] =∑di=1 y[i].
It is well known that x  y if and only if x = Dy, where
D is a doubly stochastic matrix [82, 83].
A. Majorization as a necessary condition for
convertibility
We now show that the existence of a mixedness order-
ing between two states implies a majorization condition
in terms of the eigenvalues. For a state of a system of
dimension d, its eigenvalues can be arranged in a vector
of Rd.
Theorem 7 Let ρ and σ be two states of a generic sys-
tem and let p and q be the vectors of the eigenvalues in
the diagonalizations of ρ and σ. If ρ is more mixed than
σ, then p  q.
The proof is based the fact that transition matrices are
doubly stochastic (cf. lemma 1). Earlier proofs [47, 59]
(theorem 4) derived the double stochasticity from the
Strong Symmetry axiom [57], which is not assumed in
this paper.
An easy corollary of the majorization condition is the
following:
Proposition 24 If two states are equally mixed, then
they have the same eigenvalues.
Proof. If ρ and σ are equally mixed, then their eigenval-
ues should satisfy p  q and q  p. It is a well-known
fact about majorization that this condition is satisfied
only if p = q, once p and q are ordered in decreasing
order. 
B. Operational characterization of the eigenvalues
Majorization also provides an operational characteriza-
tion of the eigenvalues of a state: the eivenvalues are the
least mixed probability distribution that can be gener-
ated by pure measurements. The proof is reported in ap-
pendix D, and requires a lemma on the structure of pure
observation-tests (lemma 4). The proof line will be close
to the that in lemma B.1 of Ref. [52] for quantum theory.
A similar result was also proved in GPTs in Refs. [55, 56].
Proposition 25 Consider a pure observation-test
{ai}ni=1 and state ρ. Let qa be the vector with entries
qa,i = (ai|ρ) for i ∈ {1, . . . , n}. Then let p˜ be the vector
of the eigenvalues of ρ with n − d 0’s appended. Then
qa  p˜.
VIII. MIXEDNESS MONOTONES AND
GENERALIZED ENTROPIES
A. Definition
In thermodynamics and information theory it is con-
venient to have numerical indicators of the amount of
mixedness (or equivalently, the amount of purity) of a
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state. Such numerical indicators, hereafter called mixed-
ness monotones [54], can be defined as follows:
Definition 12 A mixedness monotone for system A is
a function M : St1 (A) → R that satisfies the condition
M (ρ) ≥M (σ) whenever ρ is more mixed than σ.
Similarly, a purity monotone is a functionM : St1 (A)→
R that satisfies the condition M (ρ) ≥M (σ) whenever ρ
is purer than σ. In practice, a purity monotone reverses
the inequality in definition 12: ifM is a mixedness mono-
tone, −M is a purity monotone.
It is immediate that a mixedness monotone assigns the
same real number to equally mixed states. Note that mix-
edness monotones give a simple criterion to check when
a state is not more mixed than another [84]. Indeed,
if M (ρ) < M (σ), we can conclude that ρ is not more
mixed than σ. Similarly, if M (ρ) 6= M (σ), ρ and σ are
not equally mixed.
Mixedness monotones are abundant [54]. A slightly
more restrictive notion is the notion of generalized en-
tropy, defined as follows
Definition 13 For every system A, let M : St1 (A)→ R
be a mixedness monotone. We say that M is a general-
ized entropy if it is additive on product states, that is
M (ρA ⊗ σB) =M (ρA) +M (σB) (10)
for all ρA ∈ St1 (A), and all σB ∈ St1 (B).
Let us see now how the diagonalization theorem and the
majorization condition can be used to construct mix-
edness monotones and generalized entropies. First of
all, mixedness monotones can be obtained from Schur-
concave functions [85]:
Proposition 26 Let f : Rd → R be a Schur-concave
function and, for every state ρ ∈ St1 (A), let p ∈ R be
the vector of its eigenvalues. Then, the function on the
state space Mf : St1 (A) → R defined as Mf (ρ) := f (p)
is a mixedness monotone.
Proof. If ρ is more mixed than σ, then the majorization
criterion implies that p (the vector of the eigenvalues of
σ) is majorized by q (the vector of the eigenvalues of ρ).
Therefore, one has
Mf (ρ) = f (p) ≥ f (q) =Mf (σ) ,
which proves that M is a mixedness monotone. 
A similar result can be obtained for generalized entropies:
Corollary 5 Let f : Rd → R be a Schur-concave
function for all d, satisfying the additivity property
f (p⊗ q) = f (p) + f (q), where p ⊗ q denotes the
Kronecker product. Then, the corresponding mixedness
monotone M (ρ) = f (p), where p is the vector of the
eigenvalues of ρ, is a generalized entropy.
Similarly, purity monotones can be obtained from Schur-
convex functions.
Two important examples of additive Schur-concave
functions are the Rényi entropies [86]
Hα (p) =
1
1− α log
(
d∑
i=1
pαi
)
,
for α ≥ 0, and the Shannon-von Neumann entropy [87,
88]
H (p) = −
d∑
i=1
pi log pi ≡ lim
α→1
Hα (p) .
Using this fact, we define the generalized Shannon and
Rényi entropies as
S (ρ) := H (p) Sα (ρ) := Hα (p) .
Note that one has the obvious bounds
0 ≤ Sα (ρ) ≤ log d, ∀ρ ∈ St1 (A) , ∀α ≥ 0.
where d is the dimension of the system.
It is worth noting that the marginals of a pure bipartite
state have the same entropy, and, more generally, the
same value of the monotoneMf , for every possible Schur-
concave function f :
Corollary 6 Let Ψ be a pure state of A ⊗ B and let ρA
and ρB be its marginals on systems A and B, respectively.
Then, one has
Mf (ρA) =Mf (ρB) ,
for every Schur-concave function f .
The proof is immediate from the Schmidt decomposi-
tion (theorem 5), which ensures that the marginals of a
pure bipartite state have the same spectrum.
B. Preparation and measurement monotones
In every sharp theory with purification, the mixedness
monotones defined in the previous paragraph have a nice
characterization in terms of optimal measurements, or,
dually, in terms of optimal ensemble decompositions.
Let us start from two definitions: given a Schur-
concave function, the measurement monotone Mmeasf is
defined as
Mmeasf (ρ) := inf
a∈PurObs(A)
f (q) ,
where qi := (ai|ρ), and the infimum is over all pure
observation-tests a ≡ {ai} of system A.
Similarly, the preparation monotone Mprepf is defined
as
Mprepf (ρ) := inf
{ϕi}⊂PurSt1(A)
pii≥0,
∑
i
piiϕi=ρ
f (pi) ,
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where the infimum is over all pure-state decompositions
of the state ρ. In words, the measurement monotone
Mmeasf is the smallest amount of mixedness (as measured
by the function f) present in the probability distributions
generated by pure measurements on ρ. Dually, the pre-
paration monotoneMprepf is the smallest amount of mix-
edness present in the prior probabilities of the pure state
ensembles for ρ. Examples of preparation and measure-
ment monotones are the preparation and measurement
entropy defined in Refs. [51–53].
In every sharp theory with purification, preparation
and measurement monotones for a particular class of
Schur-concave functions coincide.
A vector x˜ ∈ Rn is called reducible if it has some van-
ishing entries. In this case we can “extract” a sub-vector
x ∈ Rd, with d < n made only of the non-vanishing
components. We will call this operation “reduction”.
Definition 14 A Schur-concave function f is called re-
ducible if for every reducible vector x˜ ∈ Rn one has
f (x˜) = f (x) ,
where x is the reduced vector extracted from x˜.
In words, a reducible Schur-concave function is a Schur-
concave function for which the vanishing entries of a vec-
tor do not matter. Examples of reducible Schur-concave
functions are Rényi entropies and Shannon-von Neumann
entropy. Not all Schur-concave functions are reducible:
given a vector of probabilities p of dimension d, con-
sider the function V (p) = 1
d
(
1−∑di=1 p2i). V is Schur-
concave, but it is not reducible. Indeed, consider the
vectors p =
(
1
2
1
2
)
, and p˜ =
(
1
2
1
2 0
)
; we have
V (p) = 14 , whereas V (p˜) =
1
6 , whence V is not re-
ducible.
Now we can state the following
Theorem 8 In every sharp theory with purification one
has
Mmeasf (ρ) =M
prep
f (ρ) =Mf (ρ) ,
for every reducible Schur-concave function f and for
every state ρ.
The proof is in appendix E.
IX. THE SHANNON-VON NEUMANN
ENTROPY
A. Basic properties
As seen in subsection VI J, the Shannon-Von Neumann
entropy can be expressed as
S (ρ) =
(− log ρ†|ρ) ,
meaning that S (ρ) is the expectation value of the sur-
prisal observable − log ρ†. This alternative formula-
tion is useful because it suggests a generalization of the
Kullback-Leibler divergence in GPTs satisfying our ax-
ioms:
Definition 15 Let ρ and σ be two normalized states.
The Kullback-Leibler divergence of ρ to σ is
S (ρ ‖ σ) := (log ρ† − log σ†|ρ) .
The key property of the Kullback-Leibler divergence is
the Klein inequality, which can be easily extended to the
general case:
Lemma 2 (Klein’s inequality) Let ρ and σ be two
normalized states. One has S (ρ ‖ σ) ≥ 0 and S (ρ ‖ σ) =
0 if and only if ρ = σ.
The proof follows the same steps as the one in quantum
theory (see e.g. [80]), and is reported in appendix F.
Like in quantum theory, the GPT version of Klein’s
inequality allows one to prove a number of important
properties. The easiest application is the subadditivity
of Shannon-Von Neumann entropy, expressed by the fol-
lowing
Proposition 27 (Subadditivity) Let ρAB be a bipart-
ite state of system A⊗B, and let ρA and ρB be its margin-
als on system A and B respectively. Shannon-Von Neu-
mann is subadditive, namely
S (ρAB) ≤ S (ρA) + S (ρB) .
The equality holds if and only if ρAB is a product state.
The proof follows form the application of Klein’s inequal-
ity to the states ρ := ρA ⊗ ρB and σ := ρAB. The sub-
additivity of the entropy guarantees that the mutual in-
formation, defined as
I (A : B)ρAB := S (ρA) + S (ρB)− S (ρAB)
is a positive quantity and vanishes if and only if ρAB is a
product state.
Another consequence of Klein’s inequality is the tri-
angle inequality:
Proposition 28 (Triangle inequality) For every bi-
partite state ρAB one has
S (ρAB) ≥ |S (ρA)− S (ρB)| ,
where ρA and ρB are the marginals of ρAB.
The proof is the same as in the quantum case (see
e.g. [80]). Combining subadditivity and the triangle in-
equality, one obtains the bound
|S (ρA)− S (ρB)| ≤ S (ρAB) ≤ S (ρA) + S (ρB) ,
valid in all sharp theories with purification.
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X. OPERATIONAL RECONSTRUCTION OF
LANDAUER’S PRINCIPLE
A. The second law lemma
Consider the evolution of a system in interaction with
the surrounding environment, under the assumption that
the system and the environment are uncorrelated at the
initial time. Consistently with the Purification Principle,
here we assume that, by suitably enlarging the environ-
ment, the interaction can be modelled by a reversible
channel U . We denote the initial states of the system
and the environment by ρS and ρE respectively, so that
the initial state of the composite system is ρSE = ρS⊗ρE.
Primed states will denote the states after the interaction.
The result of the interaction is typically to create cor-
relations between the system and the environment, thus
increasing the mutual information from the initial zero
value to a final non-zero value. The creation of correl-
ations can be equivalently phrased as an increase of the
sum of the system and environment entropies. Indeed,
the positivity of the mutual information gives the bound
0 ≤ I (A : E)ρ′
AE
= S (ρ′S) + S (ρ
′
E)− S (ρ′AE)
= S (ρ′S) + S (ρ
′
E)− S (ρAE)
= S (ρ′S) + S (ρ
′
E)− S (ρS)− S (ρE) ,
the third line coming from the fact that reversible trans-
formations do not change the entropy. The resulting
bound
S (ρ′S) + S (ρ
′
E) ≥ S (ρS) + S (ρE) (11)
is sometimes regarded as an elementary instance of
the second law of thermodynamics [89]. It is import-
ant, however, not to confuse the sum of the entropies
S (ρ′S) + S (ρ
′
E) with the total entropy S (ρ
′
SE), which re-
mains unchanged due to the reversibility of the global
evolution. The best reading of Eq. (11) is probably that
a decrease in the entropy of the system must be accom-
panied by an increase of the entropy of the environment.
Following Reeb and Wolf [90] we will refer to Eq. 11) as
the second law lemma.
Operationally, the second law lemma is the statement
that uncorrelated systems can only become more correl-
ated as the result of reversible interactions. The interest-
ing part of it is that “correlations” here are measured in
terms of entropies: the existence of an entropic measure
of correlations is a non-trivial consequence of the axioms.
B. Gibbs states
We have seen that every element of the effect vector
space EffR(A) can be regarded as an observable. Now,
suppose that the only information we have about the
state of system A is the expectation value of a certain
observable H . Which state should we assign to the sys-
tem? The maximum entropy principle [10, 11] posits
that, among the states with the given expectation value,
we should choose the state that maximizes the (Shannon)
entropy—in formula:
ρmax = argmax
{
S (ρ) | 〈H〉ρ = E
}
.
The maximum entropy state can be characterized in
every sharp theory with purification, using the entropic
techniques developed in the last section. As in quantum
theory, it turns out that the maximum entropy states are
the Gibbs states, defined as
ρβ :=
e−βH
†
Tr
(
e−βH†
) , β ∈ [−∞,+∞] .
More explicitly, Gibbs states can be expressed as
ρβ =
d∑
i=1
e−βEi
Z
ϕi, Z :=
d∑
i=1
e−βEi ,
where the Ei’s are the eigenvalues of H and each ϕi is
a pure state such that (H |ϕi) = Ei, namely the corres-
ponding eigenstate. The expectation value of H on the
Gibbs state is given by
E (β) := 〈H〉ρβ = −
d
dβ
lnZ,
and can assume all values between Emin and Emax (the
minimum and maximum eigenvalue of H). If Emin <
Emax, namely H is not fully degenerate, the function
E (β) is invertible [90]. Denoting the inverse by β (E),
we now show that the Gibbs state ρβ(E) is the maximum
entropy state with expectation value E. The proof is
based on an argument by Preskill [89]. First, note that
the entropy of a Gibbs state is
S (ρβ) = βE (β) + lnZ.
Then use Klein’s inequality
0 ≤ S (ρ ‖ ρβ)
=
(
ln ρ† − ln ρ†
β(E)|ρ
)
=
(
ln ρ† + β (E)H + u lnZ|ρ)
= −S (ρ) + β (E)E + lnZ
= −S (ρ) + S (ρβ(E)) ,
which yields the bound
S (ρ) ≤ S (ρβ(E)) ,
for every ρ such that 〈H〉ρ = E.
Motivated by the characterization of the Gibbs states
as maximum entropy states, we regard the Gibbs state
ρβ(E) as the equilibrium state of a system with fixed ex-
pectation value E of the observable H . In the following
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we will focus on the case where H is the “energy of the
system”. In this case, we will write the parameter β as
β = 1/kBT , where kB is Boltzmann’s constant and T is
interpreted as the “temperature”. Consistently, we will
regard ρβ as the “equilibrium state at temperature T ”.
C. An operational derivation of Landauer’s
principle
The entropic tools constructed from the axioms allow
us to prove an operational version of Landauer’s prin-
ciple, based on a recent argument by Reeb and Wolf
[90]. The scenario considered here is that of a system S
that interacts reversibly with an environment, initially in
the equilibrium state at temperature T . In this context,
Landauer’s principle amounts to the statement that a de-
crease in the entropy of the system must be accompanied
by an increase in the expected energy of the environment.
More formally, we have the following
Proposition 29 ([90]) Suppose that the system and the
environment are initially in the product state ρSE = ρS⊗
ρE,β where ρE,β = e
−βH†
E/Tr
(
e−βH
†
E
)
is the equilibrium
state at inverse temperature β and HE is the energy of
the environment. After a reversible interaction U , the
system and the environment will satisfy the equality
〈H ′E〉 − 〈HE〉 = kBT [S (ρS)− S (ρ′S)
+I (S : E)ρ′
SE
+ S (ρ′E ‖ ρE,β)
]
, (12)
where 〈HE〉 = (HE|ρEβ) and 〈H ′E〉 = (HE|ρ′E) are the
expectation values of the environment energy at the initial
and final times, respectively.
The equality follows from the definitions, specialized to
the case where one state is the Gibbs state. The key point
is, again, Klein’s inequality, which implies that the terms
in the second line of Eq. (12) are always non-negative
and therefore one has the bound
〈H ′E〉 − 〈HE〉 ≥ kBT [S (ρS)− S (ρ′S)] , (13)
stating that it is impossible to reduce the entropy of the
system without heating up the environment. Further-
more, the equality condition in Klein’s inequality implies
that the lower bound (13) is attained if and only if i) the
system and the environment remain uncorrelated after
the interaction and ii) the environment remains in the
equilibrium state.
XI. CONCLUSIONS
In this paper we proposed sharp theories with purifica-
tion as an axiomatic foundation of statistical mechanics.
In this class of theories, the Purification axiom guaran-
tees that every mixed state can be regarded as the mar-
ginal state of a composite system, opening the way to
the derivation of the equilibrium states from typicality
arguments [14, 15] or dynamical symmetries of entangle-
ment [12]. The class of sharp theories with purification
is fairly broad: it includes quantum theory with complex
and real amplitudes, as well as a number of quantum
theories with superselection rules. Sharp theories also in-
clude an extension of classical probability theory, where
classical bits are complemented by coherent bits, a type
of systems that can be entangled with classical bits. The
extended theory built on classical bits and cobits offers
a new possibility for the foundations of classical statist-
ical mechanics, allowing one to view classical ensembles
as arising from pure joint states of classical bits and cob-
its. The example of classical theory motivates us to the
following
Conjecture 1 Every theory with a “well-behaved” ther-
modynamics must be a subtheory of a sharp theory with
purification.
As we currently lack a formal definition of “well-behaved”
thermodynamics, our conjecture is not a mathematical
statement for the time being, but rather an open research
programme. The implementation of this programme is
likely to proceed in two steps: The first step is to re-
construct the key structures of thermodynamics directly
from the axioms of sharp theories with purification. This
is the type of work initiated in the present paper with
the derivation of the von Neumann entropy, the Gibbs
state, and Landauer’s principle. The most urgent prob-
lem that remains open is an information-theoretic deriv-
ation of the strong subadditivity [91] and of the mono-
tonicity of the quantum Kullback-Leibler divergence [92].
The proof of these results is notoriously difficult even
in ordinary quantum theory, but the motivation is ex-
tremely strong, for these results are the key to the de-
rivation of the second law of thermodyanamics [89] and
to its quantum generalizations [93]. Another direction
is the derivation of quantitative bounds on entanglement
typicality, along the lines of [24, 25], and the derivation
of the equilibrium ensembles from dynamical symmet-
ries, thus achieving an axiomatic version of the approach
of Daffner and Zurek [12]. Results in these directions
would bring further evidence that sharp theories with
purification provide the appropriate ground for the con-
struction of a well-founded statistical mechanics. The
second and final step to the proof of our conjecture is to
rigorously formulate a set of desiderata about thermody-
namics, and to derive from there the requirements that
the underlying physical theory has to meet. An example
of desiderata is provided by Lieb-Yngvason axioms [94],
which capture the fundamental structures at the basis of
the second law of thermodynamics. Connecting the GPT
with the Lieb-Yngvason is a promising route to approach
our conjecture.
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Appendix A: Proof of the results of section V
1. Proof of corollary 2
By proposition 11 of Ref. [47], we already know that
1 ⇒ 2. Let us prove the converse implication 2 ⇒ 1.
Suppose that (a|ρ) = p∗. Then, for every purification of
ρ, say Ψ ∈ PurSt1 (A⊗ B), one has
Ψ
?>
89
A a
B
= q (/).β B , (A1)
where β is a normalized state, which is pure by Purity
Preservation. Now,
q = q (/).β B u = Ψ?>89
A a
B u =
 '!&ρ A u = p∗ .
Hence Eq. (A1) becomes
Ψ
?>
89
A a
B
= p∗ (/).β B . (A2)
This condition implies that β is an eigenvector of the
marginal state ρ˜ = TrAΨ. The implication 1 ⇒ 2 guar-
antees that (b|ρ˜) = p∗, for every pure effect b such that
(b|β) = 1. The last condition implies an equation very
similar to Eq. (A2):
Ψ
?>
89
A
B "%#$b
= p∗ (/).α′ A . (A3)
for some pure state α′. Hence, α′ is an eigenvector of ρ
with eigenvalue p∗. To conclude the proof, it is enough
to observe that α′ = α. Indeed, combining Eqs. (A1) and
(A3) we have
(a|α′) = 1
p∗
Ψ
?>
89
A a
B "%#$b
= (b|β) = 1,
which implies α′ = α by proposition 8. 
2. Proof of proposition 10
It is enough we show that p∗ ≤ p∗. Pick a pure effect
a ∈ PurEff (A) such that (a|ρ) 6= 0. Such a pure effect
exists because any pure effect a such that (a|α) = 1,
where α is an eigenstate of ρ with maximum eigenvalue
p∗, has the property (a|ρ) = p∗ 6= 0. Now consider a
purification Ψ ∈ PurSt1 (A⊗ B) of ρ, and define the pure
state β as
p (/).β B = Ψ?>89
A a
B
.
Note that p is non-vanishing because it is given by
p = (a|ρ). So β arises in a convex decomposition of the
marginal of Ψ on B with probability p. By construction
p ≤ p∗, namely (a|ρ) ≤ p∗. Taking the supremum over
a, we finally obtain p∗ ≤ p∗, thus proving that p∗ = p∗. 
3. Proof of proposition 11
Let ρB be the marginal of Φ on system B, written as
ρB = p∗β0 + (1− p∗) τ , for some pure state β0 and some
state τ , and let b0 be a pure effect such that (b0|β0) = 1.
Then, corollary 2 implies (b0|ρB) = p∗. Now, let us apply
b0 on the pure state Φ. By Purity Preservation, we must
have
Φ
?>
89
A
B *-+,b0
= p∗  '!&α0 A
for some pure state α0. By transitivity, there exists a
reversible channel U such that Uα0 = α. Moreover, since
the states (U ⊗ IB)Φ and Φ are both purifications of the
invariant state χA, the uniqueness of purification implies
that there exists another reversible transformation V such
that
Φ
?>
89
A U A
B
= Φ
?>
89
A
B V B
.
Defining the pure effect b := b0V we then obtain the
desired equality:
Φ
?>
89
A
B "%#$b
= Φ
?>
89
A
B V B *-+,b0
=
= Φ
?>
89
A U A
B *-+,b0
= p∗  '!&α0 A U A =
= p∗ α A .
This proves Eq. (7). To conclude the proof, since there
is a pure state α associated with every normalized
pure effect a such that (a|α) = 1, and every pure state
is an eigenstate of χA with maximum eigenvalue, by
corollary 2, we have (a|χA) = p∗. 
4. Proof of proposition 12
Suppose that a and a′ are two pure effects such that
(a|α) = (a′|α) = 1. Then, let Φ ∈ PurSt (A⊗ B) be a
purification of the invariant state χA. By proposition 11,
there exists a pure effect b such that
Φ
?>
89
A
B "%#$b
= p∗ α A , (A4)
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and the two effects a and a′ must satisfy
(a|χA) = p∗ = (a′|χA) . (A5)
Now, let us define the pure states β and β′ via the rela-
tions
Φ
?>
89
A a
B
=: q (/).β B ,
Φ
?>
89
A *-+,a′
B
=: q′ 0716β′ B ,
where q and q′ are suitable probabilities. Applying the
deterministic effect on both sides and using Eq. (A5) one
obtains the equality q = p∗ = q
′. Hence, Eqs. (A4), (A5),
and (A6) lead to the equalities
(b|β) = 1
p∗
Φ
?>
89
A a
B "%#$b
= (a|α) = 1
(b|β′) = 1
p∗
Φ
?>
89
A *-+,a′
B "%#$b
= (a′|α) = 1.
By proposition 8 we conclude that β and β′ must be
equal. Recalling the definitions of β and β′, we then
obtain the relation
Φ
?>
89
A a
B
= Φ
?>
89
A *-+,a′
B
, (A6)
which implies a = a′ because the state Φ is dynamically
faithful on system A (proposition 6). 
Appendix B: From minimally disturbing
transformations to the distinguishability of states
1. Proof of proposition 13
The starting point of the proof is a result of Ref. [40],
which guarantees that every effect a ∈ Eff (A) can be
written as
a = uBA, (B1)
where A is a pure transformation from A to B and B is
a suitable system.
Now, let Ψ ∈ PurSt1 (A⊗A′) be a purification of ρ.
By Eq. (B1), we have
Ψ
?>
89
A A B u
A′
= Ψ
?>
89
A a
A′
(B2)
Now, since (a|ρ) = 1, we have a =ρ uA. Hence, proposi-
tion 5 implies
Ψ
?>
89
A a
A′
= Ψ
?>
89
A u
A′
. (B3)
Combining Eqs. (B2) and (B3), we obtain
Ψ
?>
89
A A B u
A′
= Ψ
?>
89
A u
A′
,
meaning that the two pure states (A⊗ IA′)Ψ andΨ have
the same marginal on system A′. By the uniqueness of
purification, for fixed pure states α0 ∈ PurSt1 (A) and
β0 ∈ PurSt1 (B), there must exist a reversible transform-
ation U on A⊗ B, such that
 '!&α0 A
U
B
Ψ
?>
89
A A B A
A′
=
(/).β0 B
Ψ
?>
89
A
A′
.
Applying β†0 to both sides, we obtain
Ψ
?>
89
A A B P A
A′
= Ψ
?>
89
A
A′
,
where P is the pure transformation defined as
B P A :=
 '!&α0 A
U
B :=;<β†0
B A
.
Let us define the transformation T := PA, which is pure
by Purity Preservation. With this choice, we have
Ψ
?>
89
A T A
A′
= Ψ
?>
89
A
A′
,
which implies T =ρ I by proposition 5. Finally, for all
states σ ∈ St (A) we have the inequality
(uA |T |σ) = (uA| PA |σ) ≤ (uB |A|σ) = (a|σ) .
Here, the inequality follows from proposition 2 applied to
the norm of Aσ under the action of the transformation
P , while the last equality follows from Eq. (B1). 
2. Distinguishability of pure states
Using the existence of non-disturbing transformations
we can now give a sufficient condition for the perfect
distinguishability of pure states.
Lemma 3 Let {ρi}ni=1 be a set of normalized states.
If there exists a set of effects (not necessarily an
observation-test or a subset of an observation-test)
{ai}ni=1 such that
(ai|ρj) = 0 ∀i ∈ {1, . . . , n} , ∀j > i
then the states {ρi}ni=1 are perfectly distinguishable.
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Proof. By hypothesis, the binary observation-test
{ai, u− ai} distinguishes perfectly between ρi and all the
other states ρj with j > i. Equivalently, this observation-
test distinguishes perfectly between ρi and the state
ρ˜i :=
1
n−i
∑
j>i ρj . Specifically, (u− ai|ρ˜i) = 1. Apply-
ing proposition 13, we can construct a pure transforma-
tion A⊥i such that A⊥i =ρ˜i I, and, specifically,
A⊥i ρj = ρj ∀j > i. (B4)
Moreover, proposition 13 implies
(u|A⊥i |ρi) ≤ (u− ai|ρi) = 0,
meaning that the transformation A⊥i never occurs on the
state ρi. Let us define the effect ai,0 := u − ai − uA⊥i .
Note that this effect is well-defined, because (ai,0|σ) ≥
0, for all σ ∈ St1 (A). Indeed, by proposition 13, we
have (u|A⊥i |σ) ≤ (u− ai|σ), for all σ ∈ St1 (A), whence(
u− ai − uA⊥i |σ
) ≥ 0. Note that ai,0 never occurs on
the states ρk with k ≥ i.
Now, define the transformations Ai = ρiai and Ai,0 =
ρ0ai,0, where ρ0 is a fixed normalized state. By propos-
ition 7, the transformations
{Ai,A⊥i ,Ai,0} form a test.
Summarizing the above observations, the test satisfies
the properties
Aiρi = ρi
Aiρj = 0 ∀j > i
A⊥i ρi = 0
A⊥i ρj = ρj ∀j > i
Ai,0ρk = 0 ∀k ≥ i. (B5)
By construction, the test distinguishes without error
between the state ρi and all the states ρj with j > i, in
such a way that the latter are not disturbed. Indeed, by
construction Ai can only occur if the state is ρi, instead
A⊥i never occurs on ρi, but it occurs with probability 1 if
the state is any of the ρj ’s, with j > i, and it leaves them
unchanged. Finally, Ai,0 never occurs on the states ρk’s
with k ≥ i, so it does not play a role in the discrimination
process. Essentially, Ai,0 only plays the role of making{Ai,A⊥i ,Ai,0} a test.
Using the tests
{Ai,A⊥i ,Ai,0} it is easy to construct a
protocol that distinguishes perfectly between the states
{ρi}ni=1. The protocol works as follows: starting from
i = 1 perform the test
{Ai,A⊥i ,Ai,0}. If the trans-
formation Ai takes place, then the state is ρi. If the
transformation A⊥i takes place, then perform the test{Ai+1,A⊥i+1,Ai+1,0} (this can be done because A⊥i is
non-disturbing). Using this protocol, every state in the
set {ρi}ni=1 will be identified without error in at most n
steps. Overall, the protocol is described by a test with
2n+ 1 outcomes, corresponding to the transformations
T1 = A1
T2 = A2A⊥1
...
Tn = AnA⊥n−1 . . .A⊥1
Tn+1 = A1,0
Tn+2 = A2,0A⊥1
...
T2n = An,0A⊥n−1 . . .A⊥1
T2n+1 = A⊥n . . .A⊥1 (B6)
To show that these transformations form a test, we
use proposition 7: {Ti}2n+1i=1 is a test if and only if∑2n+1
i=1 uTi = u. An easy check shows that this is the
case.
To complete the proof, we need to construct a per-
fectly distinguishing test {ei}ni=1 for the states {ρi}ni=1.
Discarding the output of the transformations of Eq. (B6),
we get an observation-test {ti}2n+1i=1 with 2n+1 outcomes
and effects ti := uTi. We claim that the observation-test
{ei}ni=1 = {t1, . . . , tn−1, u− t1 − . . .− tn−1} (B7)
is perfectly distinguishing for the states {ρi}ni=1. First of
all, since t1, . . . , tn−1 coexist in a (2n+ 1)-outcome test,
the effect u − t1 − . . . − tn−1 is well-defined. Now let
us prove that the observation-test (B7) perfectly distin-
guishes between the states ρi’s. We start from t1 = uA1;
from Eq. (B5) we get
(t1|ρj) = (u|A1 |ρj) = δ1j (u|ρj) = δ1j .
If now i > 1,
ti = uAiA⊥i−1 . . .A⊥1 .
If we wish to calculate (ti|ρj), by Eq. (B5), ρj is left
invariant by all the A⊥k with k < j. If i 6= j, then
(ti|ρj) = (u|AiA⊥i−1 . . .A⊥j |ρj) = 0,
again by Eq. (B5). If, instead j = i,
(ti|ρi) = (u| Ai |ρi) = (u|ρi) = 1.
As a consequence of these result
(u− t1 − . . .− tn−1|ρj) = δnj .
We conclude that {ei}ni=1 is really a perfectly distin-
guishing test, because we have (ei|ρj) = δij . 
In the case when the states are pure and the effects in
the statement of lemma 3 are the daggers of those pure
states, we can prove something more.
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Corollary 7 Let {αi}ni=1 be a set of normalized pure
states such that(
α†i |αj
)
= 0 ∀i ∈ {1, . . . , n} , ∀j > i
then the states {αi}ni=1 are perfectly distinguishable, and
the pure effects
{
α†i
}n
i=1
coexist in an observation-test,
which distinguishes perfectly between the states {αi}ni=1.
As a consequence,
(
α†i |αj
)
= δij .
Proof. If we take ai := α
†
i , by lemma 3, we know that the
states {αi}ni=1 are perfectly distinguishable. Referring to
the proof of lemma 3, note that, since A⊥i is pure, we
have
α†jA⊥i = α†j ∀j > i. (B8)
Indeed, the effect α†jA⊥i is pure by Purity Preservation,
and satisfies (
α†j
∣∣∣A⊥i |αj) = (α†j |αj) = 1,
where we have used Eq. (B4). This means that it must
be equal to α†j (proposition 12). Let us construct the
perfectly distinguishing observation-test like in the proof
of lemma 3, by considering the effects ti = uAi. One has,
recalling that Ai = αiα†i ,
t1 = uA1 = α†1
t2 = uA2A⊥1 = α†2A⊥1 = α†2
...
tn = uAnA⊥n−1 . . .A⊥1 = α†n, (B9)
having used Eq. (B8). This proves that the effects{
α†i
}n
i=1
coexist in a (2n+ 1)-outcome observation-test.
As a consequence, as shown in the proof of lemma 3, we
have that{
α†1, . . . , α
†
n−1, u− α†1 − . . .− α†n−1
}
is perfectly distinguishing, and specifically(
α†i |αj
)
= δij . 
Appendix C: Proof of the results of section VI
1. Proof of theorem 4
The proof consists of a constructive procedure for di-
agonalizing arbitrary states. In order to diagonalize the
state ρ, it is enough to proceed along the following steps:
1. Set ρ1 = ρ and p∗,0 = 0
2. For i starting from i = 1, decompose ρi as
ρi = p∗,iαi + (1− p∗,i)σi, where p∗,i is the max-
imum eigenvalue of ρi. Set ρi+1 = σi, pi =
p∗,i
∏i−1
j=0 (1− p∗,j). If p∗,i = 1, then terminate,
otherwise continue to the step i+ 1.
Recall that theorem 2 guarantees the condition(
α†i |σi
)
= 0 at every step of the procedure. Since by
construction every state αj with j > i is contained in
σi, we also have
(
α†i |αj
)
= 0 for every j > i. Hence,
corollary 7 implies that the states {αk}ik=1, generated
by the first i iterations of the protocol, are perfectly
distinguishable, for any i. For a finite-dimensional
system, this means that the procedure must terminate
in a finite number of iterations. Once the procedure
has been completed, the state ρ is decomposed as
ρ =
∑r
i=1 piαi where r is some finite integer and {αi}ri=1
are perfectly distinguishable pure states. 
2. Proof of theorem 5
Let ρA be the marginal of Ψ on system A and let ρA =∑r
i=1 piαi be a diagonalization of ρA, with the probabilit-
ies {pi} arranged in non-increasing order and with pr > 0.
By Pure Steering, there exists an observation-test on B,
call it
{
b˜i
}r
i=1
, such that
Ψ
?>
89
A
B :=;<b˜i
= pi  '!&αi A ∀i ∈ {1, . . . , r} .
On the other hand, by corollary 4, the pure observation-
test
{
α†i
}nA
i=1
, induces pure states on system B, as follows
Ψ
?>
89
A :=;<α†i
B
= pi (/).βi B , (C1)
where each state βi is pure and normalized. Combining
the two equations above, we obtain
(
b˜j |βi
)
=
1
pi
Ψ
?>
89
A :=;<α†i
B :=;<b˜j
=
pj
pi
(
α†i |αj
)
= δij ,
for all i, j ∈ {1, . . . , r}. Hence, the states {βi}ri=1 are
perfectly distinguishable. If ρB is the marginal of Ψ on
system B, we have seen that the pure observation-test{
α†i
}nA
i=1
induces a diagonalisation of ρB in terms of the
states {βi}ri=1. By corollary 7, we know that the effects
25{
β†i
}r
i=1
are such that
δij =
(
β†j |βi
)
=
1
pi
Ψ
?>
89
A :=;<α†i
B :=;<β†j
.
Choosing {ai} and {bj} to be pure measurements with
ai := α
†
i and bi := β
†
i ,
respectively, one obtains Eq. (8). Recall that
ρA =
∑
i piαi is a diagonalization of ρA. Moreover,
Eq. (C1) implies the equality ρB =
∑
i piβi. Since the
states {βi} are pure and perfectly distinguishable, this
is a diagonalization of ρB. 
3. Proof of proposition 15
The proof is by contradiction. Suppose that {αi}d+1i=1
is a set of perfectly distinguishable pure states and
let {ai}d+1i=1 be the observation-test that distinguishes
between them. Then, one must have (ad+1|χ) =
1
d
∑d
i=1 (ad+1|αi) = 0. But (ad+1|χ) = 0 implies
(ad+1|ρ) = 0 for every ρ, since every state is contained in
the invariant state, which is complete. This is in contra-
diction with the hypothesis (ad+1|αd+1) = 1. Hence, we
have proved that the set {αi}di=1 is maximal.
To prove that
{
α†i
}d
i=1
is maximal, it is enough
to prove that
{
α†i
}d
i=1
is an observation-test, namely∑d
i=1 α
†
i = u. By proposition 14 and corollary 4, we
have
d∑
i=1
(
α†i |χ
)
=
d∑
i=1
1
d
= 1.
Since χ is complete, this means that
∑d
i=1
(
α†i |ρ
)
= 1
for every normalized state ρ ∈ St1 (A), whence
∑d
i=1 α
†
i
is the deterministic effect u. 
4. Proof of proposition 16
We know that every pure state is an eigenstate of χ
with maximum eigenvalue. Specifically, we must have
χ =
1
d
α1 +
d− 1
d
σ1 (C2)
for a state σ1 that is perfectly distinguishable from α1 (cf.
theorem 2). The proof proceeds by induction: for n < r,
we assume that the invariant state can be decomposed as
χ =
1
d
(
n∑
i=1
αi
)
+
d− n
d
σn, (C3)
where the states {αi}ni=1∪{σn} are perfectly distinguish-
able, and we prove that a decomposition of the same form
can be found for n+ 1.
To this purpose, we use the relations(
α†i |χ
)
=
1
d
∀i ∈ {1, . . . , r} , (C4)
following from proposition 11 and valid for all normalized
pure effects, and(
α†i |αj
)
= δij ∀i, j ∈ {1, . . . , r} (C5)
following from the assumption that the states
{α1, . . . , αr} are perfectly distinguishable (cf. corol-
lary 7). Eqs. (C3), (C4), and (C5) yield the relation
1
d
=
(
α†n+1|χ
)
=
d− n
d
(
α†n+1|σn
)
,
or equivalently, (
α†n+1|σn
)
=
1
d− n. (C6)
Hence, by proposition 10, the maximum eigenvalue of σn
is greater than or equal to 1
d−n . In fact, it must be equal
to 1
d−n , because otherwise the corresponding eigenstate
α would lead to the contradiction, recalling Eq. (C3)
1
d
=
(
α†|χ) ≥ d− n
d
(
α†|σn
)
>
1
d
.
Hence, Eq. (C6) and corollary 2 imply that αn+1 is an
eigenstate of σn with maximum eigenvalue. Therefore,
σn can be decomposed as σn =
1
d−nαn+1 +
d−n−1
d−n σn+1,
where the states αn+1 and σn+1 are perfectly distinguish-
able. Inserting this relation into Eq. (C3) we obtain
χ =
1
d
(
n+1∑
i=1
αi
)
+
d− n− 1
d
σn+1.
Now, since the states {αi}ni=1 ∪ {σn} are perfectly
distinguishable, so are the states {αi}n+1i=1 ∪ {σn+1}.
This proves the validity of Eq. (C3) for every n < r. To
conclude the proof, consider Eq. (C3) for n = r. The
condition that set {αi}ri=1 is maximal implies that the
state σr should not arise in the decomposition—which is
possible only if the corresponding probability is zero—
that is, if one has r = d. Let us now prove the converse:
suppose that the invariant state can be decomposed
as χ = 1
d
∑d
i=1 αi. Then, one has
(
α†j |χ
)
= 1
d
and
consequently
(
α†j |αi
)
= δij . By corollary 7, the states
{αi}di=1 are perfectly distinguishable. Since they are d
states, they form a maximal set, because we have just
proved that all maximal sets of perfectly distinguishable
pure states have the same cardinality d. 
26
5. Proof of proposition 17
Let B be a system of dimension dB = |X| (this condi-
tion can always be met by fictitiously adding dummy out-
comes to the original test {ai}i∈X). Consider the channel
C ∈ Transf (A,B) defined by
C :=
∑
i∈X
βiai,
where {βi}i∈X are perfectly distinguishable pure states of
B. Now, Purification implies that the channel C can be
realized as
A C B =
A
U
B
 '!&ϕ0 E E′ u
,
where ϕ0 is a pure state of a suitable system E and U
is a reversible channel from A⊗ E to B⊗ E′, E′ being a
suitable system. Now, define the transformations
A
Πi
A
E E
=
A
U
B :=;<β†i (/).βi B
U−1
A
E E′ E
,
Thanks to Purity Preservation, each Πi is a pure trans-
formation. Moreover, one has
ΠiΠj = δij
A
U
B :=;<β†j (/).βi B
U−1
A
E E′ E
= δijΠi,
and
A
Πi
A u
 '!&ϕ0 E E u
=
=
A
U
B :=;<β†i (/).βi B
U−1
A u
 '!&ϕ0 E E′ E u
=
=
A
U
B :=;<β†i
 '!&ϕ0 E E′ u
= β†i C = ai

6. Proof of proposition 18
Consider a complete state ω and one of its diagonal-
izations ω =
∑r
i=1 piαi, where r ≤ d, and the pi’s are
non-vanishing, for all i ∈ {1, . . . , r}. Suppose by contra-
diction that r < d; this means that the states {αi}ri=1 do
not form a maximal set, and therefore we can complete
it by adding d− r states {αi}di=r+1. In this way we can
rewrite the diagonalization of ω as ω =
∑d
i=1 piαi, where
pi = 0 for i ∈ {r + 1, . . . , d}, and the states {αi}di=1 are
a maximal set of perfectly distinguishable pure states.
Take any αi with i ∈ {r + 1, . . . , d}; we have
0 = pi =
(
α†i |ω
)
. (C7)
On the other hand, ω is complete, therefore there exists
a non-vanishing λi ∈ (0, 1] such that
ω = λiαi + (1− λi) ρi, (C8)
where ρi is a suitable normalized state. Hence, applying
α†i to Eq. (C8), the LHS vanishes by Eq. (C7), so we have
the contradiction
0 =
(
α†i |ω
)
= λi + (1− λi)
(
α†i |ρi
)
,
where the RHS is strictly positive. Hence we conclude
that r = d, thus the pure states arising in any diagonal-
ization of ω form a maximal set. 
7. Proof of proposition 19
Consider a convex combination of the αi’s with non-
vanishing coefficients pi: ω =
∑d
i=1 piαi. Let pmin =
min {pi : i = 1, . . . , d}, and note that pmin 6= 1. Define
σ :=
1
1− pmin
d∑
i=1
(
pi − pmin
d
)
αi
It is easy to check that ω = pminχ + (1− pmin)σ, where
χ is the invariant state. Since ω contains χ, which is
complete, in its convex decomposition, we conclude that
ω is complete too. 
8. Proof of proposition 20
Let {αi}di=1 be a pure maximal set. By proposition 16,
we know that 1
d
∑d
i=1 αi is a diagonalization of the invari-
ant state χ. Then, proposition 15 implies that
{
α†i
}d
i=1
is a maximal set of coexisting effects, in which every α†i
is pure and normalized.
Conversely, suppose that {ai}ni=1 is a pure sharp meas-
urement. Since each ai is pure there is a unique pure state
αi associated with it—in other words, ai = α
†
i . Clearly,
the measurement {ai}ni=1 distinguishes perfectly between
the states {αi}ni=1. Moreover, the states {αi}ni=1 must
form a pure maximal set. This can be proved by contra-
diction: suppose the set {αi}ni=1 is not maximal, and ex-
tend it to a maximal set {αi}di=1. Then, by the first part
27
of this proof we have that
{
α†i
}d
i=1
is an observation-test.
By Causality, we then obtain
d∑
i=1
α†i = u =
n∑
i=1
ai =
n∑
i=1
α†i ,
having used the equality ai = α
†
i following from the
condition (ai|αi) = 1. In conclusion, we obtained the
relation
∑d
i=n+1 α
†
i = 0, which can be satisfied only if
n = d. Hence, the states {αi}di=1 form a pure maximal
set. 
9. Proof of theorem 6
Let the two diagonalizations be ρ =
∑
i piαi and
ρ =
∑
j qjα
′
j . By definition, we have λ1 = λ
′
1 = p∗, the
maximum eigenvalue of ρ. Let us define the degeneracies
d1 = |{i : pi = λ1}| , d′1 = |{j : qj = λ1}| ,
and assume d1 ≥ d′1 without loss of generality. By defin-
ition, we have for i ∈ {1, . . . , d1}
p∗ =
(
α†i |ρ
)
=
∑
j
qj
(
α†i |α′j
)
=
∑
j
Tijqj ≤ p∗,
having used the fact that the transition matrix Tij =(
α†i |α′j
)
is doubly stochastic. The above relation implies
the equality
d′
1∑
j=1
(
α†i |α′j
)
= 1 ∀i ∈ {1, . . . , d1} ,
or, equivalently,(
α†i |χ′1
)
=
1
d′1
∀i ∈ {1, . . . , d1} ,
where χ′1 :=
1
d′
1
Π′1. Note that
1
d′
1
is the maximum ei-
genvalue of χ′1 because the states
{
α′j
}d′
1
j=1
are perfectly
distinguishable and, therefore corollary 2 implies that αi
is an eigenstate with maximum eigenvalue. In particular,
choosing i = 1 we obtain the decomposition
χ′1 =
1
d′1
α1 +
d′1 − 1
d′1
σ1,
where σ1 is a suitable state, perfectly distinguishable
from α1. We are now in the position to repeat the argu-
ment in the proof of proposition 16 for the states {αi}d1i=1,
to find that d1 = d
′
1 and
χ′1 =
1
d1
d1∑
i=1
α1 ≡ 1
d1
Π1.
Hence, we proved the equality Π′1 = Π1. We can now
define the state
ρ2 :=
1
1− λ1 (ρ− λ1Π1) =
1
1− λ1
(
s∑
k=2
λkΠk
)
=
=
1
1− λ1
 s′∑
l=2
λ′lΠ
′
l
 .
Repeating the above argument, we can prove the equal-
ities λ2 = λ
′
2 and Π2 = Π
′
2. Once all distinct eigenvalues
have been scanned, the normalization of the probability
distribution implies the condition s = s′. 
10. Proof of proposition 23
Let us extend {αi}ri=1 and
{
α′j
}r
j=1
to two maximal
sets {αi}di=1 and
{
α′j
}d
j=1
. Then, the invariant state
has the two diagonalizations χ = 1
d
∑d
i=1 αi and χ =
1
d
∑d
j=1 α
′
j (proposition 16). Using this fact and the
condition
∑r
i=1 αi =
∑r
j=1 α
′
j , we obtain
∑d
i=r+1 αi =∑d
j=r+1 α
′
j . Hence, the invariant state can be decom-
posed as
χ =
1
d
 r∑
j=1
α′j +
d∑
i=r+1
αi
 .
By proposition 16, this implies that the states
{
α′j
}r
j=1
∪
{αi}di=r+1 form a maximal set of perfectly distinguishable
pure states. Now, the correspondence between maximal
sets of pure states and pure sharp measurements implies
that the effects
{
α′†j
}r
j=1
∪
{
α†i
}d
i=r+1
form a measure-
ment. Causality implies
r∑
j=1
α′†j +
d∑
i=r+1
α†i = u.
On the other hand, the normalization of the measurement{
α†i
}d
i=1
reads
d∑
i=1
α†i = u.
Comparing the two equalities we obtain the desired
relation
∑r
i=1 α
†
i =
∑r
j=1 α
′†
j . 
Appendix D: Operational characterization of the
eigenvalues
First we need a lemma on the structure of pure
observation-tests.
28
Lemma 4 Let {ai}ni=1 be a pure observation-test. Then,
for every i ∈ {1, . . . , n}, ai = λiα†i , for some normalized
pure state αi, and λi ∈ (0, 1]. Moreover
∑n
i=1 λi = d,
and n ≥ d. One has and n = d if and only if {ai}ni=1 is
a perfectly distinguishing test.
Proof. We can always write a pure effect ai as ai =
‖ai‖ a′i, where a′i is a normalized pure effect Hence we can
find a pure state αi such that a
′
i = α
†
i . Recall that for all
physical effects ‖ai‖ ∈ (0, 1], so we can take λi := ‖ai‖.
Now let us prove that
∑n
i=1 λi = d. Indeed, by Causality,∑n
i=1 λiα
†
i = u. Now consider
1 = Tr χ =
n∑
i=1
λi
(
α†i |χ
)
=
n∑
i=1
λi · 1
d
,
whence
∑n
i=1 λi = d. Since λi ≤ 1, we have
d =
n∑
i=1
λi ≤
n∑
i=1
1 = n,
so n ≥ d.
Now let us prove that n = d if and only if {ai}ni=1 is a
perfectly distinguishing test. Suppose {ai}ni=1 is a pure
perfectly distinguishing test, then n = d, otherwise by
proposition 20 there would be n > d perfectly distin-
guishable pure states. Conversely, suppose we know that
n = d. Then in this case, the only possibility of having∑n
i=1 λi = d is when λi = 1 for every i. Therefore all
the effects are normalized and the observation-test can
be rewritten as
{
α†i
}d
i=1
for some pure states {αi}di=1,
which are perfectly distinguished by the test considered.

1. Proof of proposition 25
By lemma 4, for each ai ∈ {ai}ni=1, we have ai = λiα†i ,
for some 0 < λi ≤ 1, and for some pure state αi. Consider
a diagonalization of ρ =
∑d
j=1 pjα
′
j . We have
qa,i := (ai|ρ) =
d∑
j=1
pj
(
ai|α′j
)
=
d∑
j=1
λipj
(
α†i |α′j
)
Now,Mij := λi
(
α†i |α′j
)
is a n×d matrix such that qa,i =∑d
j=1Mijpj. Clearly Mij ≥ 0 for all i, j. Calculating∑n
i=1Mij , we have
n∑
i=1
Mij =
d∑
i
(
λiα
†
i |α′j
)
= Tr α′j = 1, (D1)
whence the column of the matrix M sum to 1. Now let
us move to
∑d
j=1Mij .
d∑
j=1
Mij = λi
d∑
j=1
(
α†i |α′j
)
= λid
(
α†i |χ
)
= λid·1
d
= λi ≤ 1
(D2)
We wish to construct an n× n doubly stochastic matrix
D from M , such that we can write qa,i =
∑n
j=1Dij p˜j ,
where p˜ is the vector of probabilities defined as
p˜j :=
{
pj 1 ≤ j ≤ d
0 d+ 1 ≤ j ≤ n .
Let us define D as
D :=
(
M 1−λi
n−d
)
.
Now, D is doubly stochastic. Indeed each entry is non-
negative, because λi ≤ 1 for all i = 1, . . . , n and n ≥ d.
Furthermore,
n∑
i=1
Dij =
{∑n
i=1Mij 1 ≤ j ≤ d
n−
∑n
i=1
λi
n−d d+ 1 ≤ j ≤ n
= 1
by Eq. (D1), and because
∑n
i=1 λi = d (by lemma 4).
Finally
n∑
j=1
Dij =
d∑
j=1
Mij +
n∑
j=d+1
1− λi
n− d = 1,
having used Eq. (D2). Clearly now we have qa,i =∑n
j=1Dij p˜j, because, by construction of p˜ and D,
qa =
(
M 1−λi
n−d
)( p
0
)
.
Therefore qa  p˜. 
Appendix E: Proof of theorem 8
Let us prove that Mmeasf coincides with Mf . Let
ρ =
∑d
i=1 piαi be a diagonalization of ρ. If we take the
pure sharp measurement
{
α†i
}d
i=1
, we have
(
α†i |ρ
)
= pi.
Hence,
Mmeasf (ρ) ≤ f (p) =Mf (ρ) .
To prove the converse, recall proposition 25: for every
pure observation-test {ai}, one has q  p˜, where q is the
vector of probabilities qi = (ai|ρ) and p˜ is the vector of
the eigenvalues of ρ (with additional zeros appended, if
needed). Since f is Schur-concave, we have f (q) ≥ f (p˜)
and, taking the infimum over all pure measurements
Mmeasf (ρ) ≥ f (p˜) = f (p) =Mf (ρ) ,
29
where we have used the fact that f is reducible. Sum-
marizing, we obtained the equality Mmeasf =Mf .
We now prove the equalityMprepf =Mf . By definition,
we have
Mprepf (ρ) ≤ f (p) =Mf (ρ) ,
because the diagonalization is a special case of pure state
decomposition. The converse inequality follows from
Pure Steering. Consider a purification of ρ ∈ St1 (A),
say Ψ ∈ PurSt1 (A⊗ B). Consider a pure observation-
test {bi} on system B, it will induce a decomposition of
ρA into pure states ρA =
∑
i piiαi.
Ψ
?>
89
A
B *-+,bi
= pii  '!&αi A ,
Discarding system A on both sides we obtain
(bi|ρB) = pii,
where ρB is the marginal state on system B. In other
words, pi is the vector of the outcome probabilities for the
pure measurement {bi}. By definition of measurement
monotone, we must have
f (pi) ≥Mmeasf (ρB)
and, taking the infimum over all pure state decomposi-
tions
Mprepf (ρA) ≥Mmeasf (ρB) .
To conclude, it is enough to recall the equalities
Mmeasf (ρB) = Mf (ρB) and Mf (ρB) = Mf (ρA) ≡
Mf (ρ). 
Appendix F: Proof of lemma 2
Let ρ =
∑d
i=1 piαi and σ =
∑d
i=1 qiα
′
i be diagonal-
izations of ρ and σ respectively. Now, let us compute
S (ρ ‖ σ) explicitly. Assume that all the eigenvalues of
ρ and σ are non-zero, as the result in the general case
can be obtained by using the continuity of the logarithm
function. Hence,
(
log ρ†|ρ) = d∑
i=1
pi log pi,
and
(
log σ†|ρ) = d∑
i,j=1
(
α′†j |αi
)
pi log qj
=
d∑
i,j=1
Tij log qj ,
where Tij :=
(
α′†j |αi
)
are the entries of a doubly
stochastic matrix (lemma 1). Then
S (ρ ‖ σ) =
d∑
i=1
pi
log pi − d∑
j=1
Tij log qj

≤
d∑
i=1
pi (log pi − log ri) , r := Tq, (F1)
having used the concavity of the logarithm. The RHS of
the last equality is the classical Kullback-Leibler diver-
gence D (p ‖ r). Since D (p ‖ r) is always non-negative,
we obtained the bound
S (ρ ‖ σ) ≥ D (p ‖ r) ≥ 0. (F2)
Moreover, since the classical Kullback-Leibler diver-
gence vanishes if and only if p = r, the condition
S (ρ ‖ σ) = 0 implies
pi =
∑
j
Tijqj ,
for all i ∈ {1, . . . , d}. Inserting this equality into Eq. (F1)
we obtain the relation
0 =
∑
i
pi
log
∑
j
Tijqj
 −∑
j
Tij log qj
 .
Since the logarithm is a strictly concave function, the
equality implies that the entries of p are a permutation
of the entries of q, namely
pi = qpi(i) ∀i ∈ {1, . . . , d} ,
where pi is a suitable permutation. Since the entries of p
and q are all distinct, the above condition implies that
T is a permutation matrix (recall that doubly stochastic
matrices are mixtures of permutation matrices). Hence,
we have
Tij = δj,pi(i), ∀i, j ∈ {1, . . . , d} .
Recalling the definition of T , we obtain
Tij =
(
α′†j |αi
)
= δj,pi(i),
which in turn implies
αi = α
′
pi(i),
for all i ∈ {1, . . . , d} due to the “pure state certification”
result (proposition 8). In conclusion, we have obtained
ρ =
∑
i
piαi =
∑
i
qpi(i)α
′
pi(i) = σ.

