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Abstract. The well-known middle levels conjecture asserts that for every integer n ≥ 1, all
binary strings of length 2(n+ 1) with exactly n+ 1 many 0s and 1s can be ordered cyclically so
that any two consecutive strings differ in swapping the first bit with a complementary bit at
some later position. In his book ‘The Art of Computer Programming Vol. 4A’ Knuth raised
a stronger form of this conjecture (Problem 56 in Section 7.2.1.3), which requires that the
sequence of positions with which the first bit is swapped in each step of such an ordering has
2n+1 blocks of the same length, and each block is obtained by adding s = 1 (modulo 2n+1) to
the previous block. In this work, we prove Knuth’s conjecture in a more general form, allowing
for arbitrary shifts s ≥ 1 that are coprime to 2n+ 1. We also present an algorithm to compute
this ordering, generating each new bitstring in O(n) time, using O(n) memory in total.
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2 ON A COMBINATORIAL GENERATION PROBLEM OF KNUTH
1. Introduction
In computer science and mathematics we frequently encounter various fundamental classes of
combinatorial objects such as subsets, permutations, combinations, partitions, trees etc. There
are essentially three recurring algorithmic tasks we want to perform with such objects, namely
counting (how many objects are there?), random generation (pick one object uniformly at
random), and exhaustive generation (generate every object exactly once). The focus of this
paper is on the latter of these tasks, namely algorithms for exhaustively generating a class of
combinatorial objects. This research area has flourished tremendously, in particular since the
advent of powerful computers, and many of the gems it has produced are treated in depth in the
most recent volume of Knuth’s seminal series ‘The Art of Computer Programming’ [Knu11] (see
also the classical book by Nijenhuis and Wilf [NW75]).
1.1. Combination generation. One of the basic classes of combinatorial objects we want to
generate are (k, `)-combinations, i.e., all ways of choosing a subset of a fixed size k from the
ground set [n] := {1, . . . , n} where n := k + `. In a computer we conveniently encode every
set by a bitstring of length n with exactly k many 1s, where the ith bit is 1 if and only if the
element i is contained in the set. For instance, all 2-element subsets of the 4-element ground set
{1, 2, 3, 4} are 12, 13, 14, 23, 24, 34, where we omit curly brackets and commas for simplicity,
and the corresponding bitstrings are 1100, 1010, 1001, 0110, 0101, 0011. As we are concerned
with fast generation algorithms, a natural approach is to generate a class of objects in an order
such that any two consecutive objects differ only by a small amount, i.e., we aim for a Gray
code ordering. In general, a combinatorial Gray code is a minimum change ordering of objects
for some specified closeness criterion, and fast algorithms for generating such orderings have
been discovered for a large variety of combinatorial objects of interest (see [Sav97, Knu11]). For
combinations, we aim for an ordering where any two consecutive sets differ only in exchanging a
single element, such as (12, 13, 14, 24, 34, 23) = (1100, 1010, 1001, 0101, 0011, 0110). As we can
see, this corresponds to swapping a 0-bit with a 1-bit in the bitstring representation in every
step, where the two swapped bits are underlined in the example.
1.2. The middle levels conjecture. In the 1980s, Buck and Wiedemann [BW84] conjectured
that all (n + 1, n + 1)-combinations can be generated by star transpositions for every n ≥ 1,
i.e., the element 1 either enters or leaves the set in each step. In terms of bitstrings, this
means that in every step the first bit is swapped with a complementary bit at a later position.
The ordering is also required to be cyclic, i.e., this transition rule must also hold when going
from the last combination back to the first. The corresponding flip sequence α records the
position of the bit with which the first bit is swapped in each step, where positions are
indexed by 0, . . . , 2n + 1, so the entries of α are from the set {1, . . . , 2n + 1} and α has
length N :=
(2(n+1)
n+1
)
. For example, a cyclic star transposition ordering of (2, 2)-combinations is
(12, 23, 13, 34, 14, 24) = (1100, 0110, 1010, 0011, 1001, 0101), and the corresponding flip sequence
is α = 213213. Buck and Wiedemann’s conjecture was raised independently by Havel [Hav83]
and became known as middle levels conjecture. The name appeals to the middle two levels
of the (2n+ 1)-dimensional hypercube. This conjecture received considerable attention in the
literature (see [FT95, SW95, Joh04, HKRR05, GŠ10, KT88, DSW88, DKS94]), as it lies at the
heart of several related combinatorial generation problems. It is also mentioned in the popular
books by Winkler [Win04] and by Diaconis and Graham [DG12], and in Gowers’ survey [Gow17].
Eventually, the middle levels conjecture was solved by Mütze [Müt16] and a simplified proof
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appeared in [GMN18]. Moreover, a constant-time algorithm for computing a star transposition
ordering for (n+ 1, n+ 1)-combinations for every n ≥ 1 was presented at SODA 2017 [MN17].
1.3. Knuth’s stronger conjecture. In Problem 56 in Section 7.2.1.3 of his book [Knu11]
(page 735), which was ranked as the hardest open problem in the book with a difficulty rating
of 49/50, Knuth raised a stronger version of the middle levels conjecture, which requires additional
symmetry in the flip sequence. Specifically, Knuth conjectured that there is a star transposition
ordering of (n+ 1, n+ 1)-combinations for every n ≥ 1 such that the flip sequence α has a block
structure α = (α0, α1, . . . , α2n), where each block αi has the same length N/(2n + 1) and is
obtained from the initial block α0 by element-wise addition of i modulo 2n+1 for all i = 1, . . . , 2n.
As the entries of α are from {1, . . . , 2n+1}, the numbers 1, . . . , 2n+1 are chosen as residue class
representatives for this addition, rather than 0, . . . , 2n. In other words, such a flip sequence α
has cyclic symmetry and the initial block α0 alone encodes the entire flip sequence α by a factor
of 2n+ 1 more compactly. The compression factor 2n+ 1 is best possible, and it arises from the
fact that every bitstring obtained by removing the first bit of an (n+ 1, n+ 1)-combination has
exactly 2n+ 1 distinct cyclic rotations. Also note that N/(2n+ 1) = 2Cn, where Cn := 1n+1
(2n
n
)
is the nth Catalan number. For instance, for n = 2 we have N = 20, and all (3, 3)-combinations
can be generated from 111000 by the flip sequence (4134 5245 1351 2412 3523), i.e., with initial
block α0 := 4134. Similarly, for n = 3 we have N = 70, and all (4, 4)-combinations can be
generated from 11110000 by the flip sequence defined by the initial block α0 := 6253462135.
The entire ordering of combinations obtained for this example is shown in the first column in
Figure 1. In fact, the compact encoding of the flip sequence required in Knuth’s problem was
the main tool researchers used in tackling the middle levels conjecture experimentally, as it
allows restricting the search space by a factor of 2n+1 (which yields an exponential speedup for
brute-force searches). This approach was already employed by Buck and Wiedemann [BW84]
for n = 3, 4, 5, and was later refined and implemented on powerful computers by Shields, Shields,
and Savage [SSS09] for values up to n ≤ 17 and by Shimada and Amano [SA11] for n = 18, 19.
1.4. Our results. Unfortunately, none of the flip sequences constructed in [Müt16, MN17,
GMN18] to solve the middle levels conjecture satisfy the stronger symmetry requirements of
Knuth’s problem. The main contribution of this work is to solve Knuth’s symmetric version of
the middle levels conjecture in the following more general form, allowing for arbitrary shifts; see
Figure 1 for illustration.
Theorem 1. For any n ≥ 1 and 1 ≤ s ≤ 2n that is coprime to 2n + 1, there is a star
transposition ordering of all (n+1, n+1)-combinations such that the corresponding flip sequence
is α = (α0, α1, . . . , α2n), and each block αi is obtained from the initial block α0 by element-wise
addition of i · s modulo 2n+ 1 for all i = 1, . . . , 2n.
In Section 1.6 below we explain why the condition on s to be coprime to 2n+ 1 is necessary
and cannot be omitted from Theorem 1. Our proof of Theorem 1 is constructive, and translates
into an algorithm that generates (n+ 1, n+ 1)-combinations by star transpositions efficiently.
Theorem 2. There is an algorithm that computes, for any n ≥ 1 and 1 ≤ s ≤ 2n that is coprime
to 2n+ 1, a star transposition ordering of all (n+ 1, n+ 1)-combinations as in Theorem 1, with
running time O(n) for each generated combination, using O(n) memory in total.
The initial combination can be chosen arbitrarily in our algorithm, and the initialization
time is O(n2). We implemented this algorithm in C++ and made it available for download
and experimentation on the Combinatorial Object Server website [cos]. It is open whether our
algorithm can be improved to generate each combination in time O(1) instead of O(n).
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s = 1 s = 2 s = 3 s = 4 s = 5 s = 6
α0 = 6253462135 6253462132 6241245243 6253467461 6253467465 6241247613
Figure 1. Star transposition Gray codes for (4, 4)-combinations obtained from
Theorem 1 for n = 3 and s = 1, 2, . . . , 6. 1-bits are drawn as black squares, 0-bits as
white squares. The initial block α0 of the flip sequence is shown at the top, and the
division of all N = 70 combinations into 2n+ 1 = 7 blocks of length 2Cn = 10 is
highlighted by horizontal lines.
1.5. Related work. Let us briefly discuss several results and open questions that are closely
related to our work.
1.5.1. Star transpositions for permutations. In the literature, star transposition orderings of
objects other than combinations have been studied intensively. A classical result, discovered
independently by Kompel’maher and Liskovec [KL75] and Slater [Sla78], is that all permutations
of [n] can be generated (cyclically) by star transpositions, i.e., in every step, the first entry
of the permutation is swapped with a later entry. An efficient algorithm for this task was
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1 2 3 4 5 1 2 3
(a) (a1, . . . , a5) = (1, 1, 1, 1, 1) (b) (a1, a2, a3) = (2, 2, 2)
Figure 2. Star transposition Gray codes for (a) permutations of length n = 5 and
(b) multiset permutations with frequencies (a1, a2, a3) = (2, 2, 2). Permutations are
arranged in clockwise order, starting at 12 o’clock, with the first entry on the inner
track, and the last entry on the outer track. The color on the inner track alternates
in each step.
found by Ehrlich, and is described as Algorithm E in Knuth’s book [Knu11, Section 7.2.1.2]
(see also [SW13]). For instance, for n = 4 such an ordering is given by starting at the identity
permutation 1234 and applying the flip sequence α = 121213212123121213212123 (indices are
again 0-based). The ordering of permutations resulting from this algorithm for n = 5 is shown in
Figure 2 (a). The first two of the aforementioned papers prove more generally that permutations
can be generated using any set of transpositions that forms a connected graph as a basis, such
as star transpositions or adjacent transpositions. Tchuente [Tch82] proved more generally that
the graph of permutations under such transpositions is Hamilton-laceable for n ≥ 4, i.e., it has a
Hamilton path between any two permutations with opposite signs. These results are special
cases of a more general open problem that asks whether the Cayley graph of the symmetric
group on any set of generators has a Hamilton cycle, which in turn is a special case of an even
more general conjecture attributed to Lovász about Hamilton cycles on arbitrary connected
Cayley graphs [Lov70]; see [RS93, KM09, PR09] for more references in this direction.
1.5.2. Multiset permutations. Combinations and permutations are both special cases of multiset
permutations. A multiset permutation is a string over the alphabet {1, . . . , n} with a given
frequency distribution (a1, . . . , an), i.e., the symbol i appears exactly ai times in the string for
all i = 1, . . . , n. For instance, 4412113 is a multiset permutation for n = 4 with frequencies
(a1, a2, a3, a4) = (3, 1, 1, 2). Clearly, for n = 2 multiset permutations contain only two symbols,
so they encode combinations. On the other hand, for (a1, . . . , an) = (1, . . . , 1) every symbol
appears exactly once, so such multiset permutations are simply permutations of [n]. Shen and
Williams [SW19] raised a beautiful and brave conjecture which asserts that for any integers n ≥ 2
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and k ≥ 1, all multiset permutations over the alphabet {1, . . . , n} with frequencies (a1, . . . , an) =
(k, . . . , k) can be generated by star transpositions. The only confirmed general cases for this
conjecture are the case n = 2 (the middle levels conjecture) and the case k = 1 (by the
results on permutations mentioned before). In addition, Shen and Williams gave a solution for
(n, k) = (3, 2) in their paper, which is shown in Figure 2 (b). We also verified the next two
small cases (n, k) = (3, 3) and (n, k) = (4, 2) by computer. Moreover, the techniques developed
in this paper allowed us to solve Shen and Williams’ conjecture for the cases k ∈ {2, 3, 4} and
n ≥ 2 [FGMM20].
1.5.3. Other algorithms for combination generation. We also know many efficient algorithms
for generating combinations that do not use star transpositions. Tang and Liu [TL73] first
showed that all (k, `)-combinations can be generated by transpositions of a 0-bit with a 1-
bit, where neither of the swapped bits is required to be at the boundary. Their construction
arises from restricting the classical binary reflected Gray code to bitstrings with k 1s, and was
turned into a constant-time algorithm by Bitner, Ehrlich, and Reingold [BER76]. Eades and
McKay [EM84] showed that (k, `)-combinations can be generated by transpositions of the form
00 . . . 01↔ 10 . . . 00, i.e., the bits between the swapped 0 and 1 are all 0s. We can think of this
as an algorithm that plays all possible combinations of k keys out of n = k + ` available keys
on a piano, without ever crossing any fingers. Jenkyns and McCarthy [JM95] showed that we
can restrict the allowed swaps further and only allow transpositions of the form 01 ↔ 10 or
001 ↔ 100; see also [Cha89]. Eades, Hickey and Read [EHR84] and independently Buck and
Wiedemann [BW84] proved that all (k, `)-combinations can be generated by using only adjacent
transpositions 01↔ 10 if and only if k ≤ 1 or ` ≤ 1 or k · ` is odd. An efficient algorithm for
this problem was given by Ruskey [Rus88].
Another elegant and efficient method for generating combinations based on prefix rotations
was described by Ruskey and Williams [RW09]. An interesting open question in this context is
whether all (k, `)-combinations can be generated by prefix reversals, i.e., in each step, a prefix of
the bitstring representation is reversed to obtain the next combination. Such orderings can be
constructed easily for the cases k ∈ {1, 2} or ` ∈ {1, 2}, but no general construction is known.
1.6. Proof ideas. In this section we outline the main ideas used in our proof of Theorem 1,
and in its algorithmization stated in Theorem 2. We also highlight the new contributions of our
work compared to previous papers.
1.6.1. Flipping through necklaces. We start noting that the first bit of a star transposition
ordering of combinations alternates in each step (see Figure 1), so we may simply omit it, and
obtain an ordering of all bitstrings of length 2n + 1 with either exactly n or n + 1 many 1s,
such that in every step, a single bit is flipped. Observe that from a flip sequence α0 that
satisfies the conditions of Theorem 1 we can uniquely reconstruct the first bitstring of each block,
by considering for each index i ∈ {1, . . . , 2n + 1} the parity of the position of first occurence
of the number i in α starting from this block. For example, for the flip sequence α defined
by α0 := 6253462135 and s = 1 (see the left column in Figure 1), the first occurence of the
numbers i = 1, . . . , 7 in α is at positions 7, 1, 3, 4, 2, 0, 10 and the parity of those numbers is the
starting bitstring 1110000. As any two consecutive blocks of the flip sequence differ by addition
of s, the first bitstrings of the blocks differ by cyclic rotation by s positions. From this we
obtain that the flip sequence α0 that operates on these strings of length 2n+ 1 must visit every
equivalence class of bitstrings under rotation exactly once, and it must return to a bitstring
from the same equivalence class as the starting bitstring. It also follows that the compression
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factor 2n + 1 in Knuth’s problem is best possible. Formally, a necklace 〈x〉 for a bitstring x
is the set of all strings that are obtained as cyclic rotations of x. For example, the necklace
of x = 1110000 is 〈x〉 = {1110000, 1100001, 1000011, 0000111, 0001110, 0011100, 0111000}, and
there are 10 necklaces for n = 3, namely 〈1110000〉, 〈1101000〉, 〈1100100〉, 〈1100010〉, 〈1010100〉
and their complements. In the example shown in Figure 1, each of the flip sequences α0 shown
visits exactly one representative from each necklace, and it starts and ends with a bitstring
from 〈1110000〉. In fact, the order of necklaces is exactly the same for each of the columns
in the figure, and the only difference are the chosen representatives. For example, in the first
column (s = 1) we visit the bitstring 1010110 after three flips, and in the last column (s = 6) we
visit the bitstring 1011010 after three flips, and both differ only by cyclic rotation. Moreover,
all flip sequences in the figure start with the string 1110000 and end at a cyclic rotation of it
after 10 flips, and the value s by which the string is rotated to the right after applying α0 takes
every possible value s = 1, . . . , 6. We refer to s as the shift of the flip sequence α0. The crucial
observation is that every string of length 2n+1 with either exactly n or n+1 many 1s has exactly
2n + 1 distinct cyclic rotations, i.e., every necklace has the same size 2n + 1. Consequently,
we may apply the shifted flip sequences αi, obtained from α0 by element-wise addition of i · s
modulo 2n + 1, one after the other for i = 1, . . . , 2n, and this will produce the desired star
transposition ordering of all (n+ 1, n+ 1)-combinations. Clearly, for this to work the shift s
and 2n+1 must be coprime, otherwise we will return to the starting bitstring prematurely before
exhausting all bitstrings from the necklaces. In particular, if s = 0 we return to the starting
bitstring after applying only α0. For instance, applying the flip sequence α0 = 6241247617 to
the starting string 1110000 visits every necklace exactly once, but returns to the exact same
bitstring after 10 flips (every bit is flipped an even number of times by α0), so this flip sequence
has shift s = 0. This explains the condition stated in Theorem 1 that s and 2n + 1 must be
coprime, which is necessary and cannot be omitted.
1.6.2. Gluing flip sequences together. To construct a flip sequence α0 that visits every necklace
exactly once and returns to the starting necklace, we first construct many disjoint shorter flip
sequences that together visit every necklace exactly once. These basic flip sequences are obtained
from a simple bitflip rule based on Dyck words that is invariant under cyclic rotations. In a second
step, these basic flip sequences are glued together to a single flip sequence by local modifications.
1101001
0010110x1
0110110
0110010
β = 251642 γ = 7152
x2
x3
1011000x′1
1110010x4
1110000x5
1111000x6
1101000 y1
1101001 y2
0101001 y3
0101101 y4
0001101 y′1
shift sβ = 5
shift sγ = 3
5
2
1
6
4
2
7
1
5
2
3
7
α0 = 2516437157
glued flip sequence
0010110
0110110
0110010
1101000
1110010
1110000
1111000
5
2
1
6
4
3
0101001
0101101
0101100
1
5
7
shift s = 6
7
Figure 3. Gluing of flip sequences.
Figure 3 illustrates this approach
for n = 3. We may start at the bit-
string x1 = 0010110 and apply the flip
sequence β = 251642 to generate a se-
quence of bitstrings x1, x2, . . . , x6, x′1,
and the final bitstring x′1 = 1011000 be-
longs to the same necklace as x1, and
it differs from x1 by a right-rotation
of sβ = 5. Similarly, from the bit-
string y1 = 1101000 we may apply the
flip sequence γ = 7152 to generate a
sequence of bitstrings y1, y2, y3, y4, y′1,
and the final bitstring y′1 = 0001101 be-
longs to the same necklace as y1, and
it differs from y1 by a right-rotation
of sγ = 3. The sets of necklaces
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〈x1〉, . . . , 〈x6〉 and 〈y1〉, . . . , 〈y4〉 visited by the two sequences are disjoint, and every necklace is
contained in exactly one sequence. As x6 differs from y1 by a single flip of the 3rd bit, and y4
differs from a cyclic rotation of x1 by a single flip of the 7th bit, we may replace the last entry
of β with 3 and the last entry of γ by 7, and concatenate the resulting sequences, yielding the
flip sequence α0 = 2516437157, which visits every necklace exactly once. Moreover, the shift of
the resulting flip sequence α0 turns out to be s = 6 (which is coprime to 2n+ 1 = 7). In this
example, the gluing of the two flip sequences is achieved by taking their symmetric difference
with a 4-cycle of necklaces (〈x1〉, 〈x6〉, 〈y1〉, 〈y4〉), removing one flip from each of the two origi-
nal sequences, and adding two flips to transition back and forth between them. In our proof
later, for technical reasons the gluing of flip sequences uses slightly more complicated structures,
namely 6-cycles of necklaces, albeit with the same effect of joining two smaller flip sequences to
one in each step. One of the major technical hurdles is to ensure that several of these gluing
steps do not interfere with each other.
Figure 4. Auxiliary graph on plane trees with
n = 6 edges. Edges correspond to local modifi-
cation operations on the plane trees. The bold
edges show a spanning tree in the graph.
The benefit of the gluing approach is that
Knuth’s generation problem translates into
the problem of finding a spanning tree in a
suitably defined auxiliary graph: Specifically,
the nodes of this auxiliary graph are the ba-
sic flip sequences we start with, and the edges
correspond to the gluing 6-cycles that join two
of them together. A spanning tree in the aux-
iliary graph corresponds to a collection of glu-
ing 6-cycles that glue together all basic flip
sequences to a single flip sequence α0 with the
desired properties. We show that each of our
basic flip sequences can be interpreted com-
binatorially as a plane tree with n edges (in
particular, the number of basic flip sequences
is given by the number of these trees), so the
aforementioned auxiliary graph has all plane
trees with n edges as its nodes; see Figure 4.
Moreover, the gluing operation between two
basic flip sequences can be interpreted as a
local modification of the two plane trees in-
volved. Specifically, a leaf of one plane tree
is removed and reattached to a neighbor of
the original attachment vertex. A spanning
tree in the auxiliary graph can be obtained by
choosing a minimal set of gluing 6-cycles such that the corresponding local modifications allow
to transform any two plane trees into each other (see the bold edges in Figure 4).
1.6.3. Controlling the shift. The next key step is to control the shift of the resulting flip
sequence α0. Without controlling the overall shift, we may end up with a shift s = 0, which is
useless as explained above, or more generally, with a shift s that is not coprime to 2n+1, which is
again useless. Even if we managed to obtain a shift s that is coprime to 2n+1, Knuth’s problem
specifically asks for a shift of s = 1, which is the most natural choice to state the problem.
Consequently, we need to be able to change the shift from any number s to 1 modulo 2n+ 1.
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However, if we can do that, then we can also change the shift from any number s to any other
number that is coprime to 2n+1, as we made no assumptions on which s we get initially. In this
sense, being able to solve Knuth’s problem, which asks for a shift of 1, is not easier than solving
the general problem stated in Theorem 1, which allows for arbitrary shifts (coprime to 2n+ 1).
Ideally, gluing two flip sequences with shifts sβ and sγ should give a flip sequence with
shift sβ + sγ . This would allow us to compute the overall shift simply as the sum of shifts of the
basic flip sequences, and this sum can be evaluated explicitly to be s = Cn, the nth Catalan
number. In the example from the previous section, we had sβ = 5 and sγ = 3, and an overall
shift of s = 6 after the gluing, which is different from sβ + sγ = 5+ 3 = 8 = 1 (modulo 7), so the
desired additivity of shifts under gluing does not hold in this example. In fact, guaranteeing
that the shifts behave additively under gluing requires substantial effort, and is achieved by
constructing a particularly nice spanning tree in the aforementioned auxiliary graph.
Having guaranteed that the overall shift is s = Cn, we apply two complementary techniques
for modifying the shift to any desired value (coprime to 2n+ 1) that we discuss in the following.
The first approach to modify the shift of flip sequences we refer to as switching. To illustrate this
technique, consider again the columns s = 1 and s = 6 in Figure 1. As we mentioned before, both
flip sequences visit the same necklaces in the same order, but they only differ in the chosen necklace
representatives, yielding different shift values. Specifically, after the first two flips, both flip se-
quences α0 for s = 1 and s = 6 visit the bitstring x = 1010010; see Figure 5. In the third step, one
sequence flips the 5th bit of x, yielding the string y = 1010110, while the other sequence flips the
4th bit of x, yielding the string y′ = 1011010, which only differ by cyclic right-rotation by 5 steps.
α0 = 6253462135
1110000
1110010
2
6
5
3
4
6
1
3
5
shift s = 1
2
α′0 = 6241247613
1010010
1010110
1000110
1001110
1001100
1101100
0101100
0111100
0111000
1110000
1110010
2
6
1010010
4
3+5=1
4+5=2
6+5=4
1+5=6
3+5=1
5+5=3
2+5=7
4
1011010
shift s = 1+5 = 6
0011010
0111010
0110010
0110011
0110001
1110001
1100001
x
y y′
x
Figure 5. Controlling the shift value
of flip sequences by switching.
After this flip, the entries of both flip sequences differ
only by the constant 5, and consequently, their shift
values differ only by 5 (s = 1 and s = 6). We refer
to a bitstring x that allows flipping two distinct bits
to reach two bitstrings y and y′ in the same necklace
〈y〉 = 〈y′〉 as a switch. We systematically construct
many possible switches that allow modifying the shift
of flip sequences in a controlled way, while preserving
the order of the visited necklaces. Unfortunately,
we are unable to prove that the basic flip sequences
we use always contain enough of those switches that
are usable for us, even though computer experiments
suggest that this is the case. This is why we use the
switching method only to prove Theorem 1 for small
values of n ≤ 38 (these are probably all values that
are ever interesting in ‘practice’).
For n ≥ 39 we employ another method to modify
the shift of flip sequences, which works by modifying the aforementioned spanning tree in the
auxiliary graph. This method changes the order in which necklaces are visited, unlike the
switching method discussed before, which affects only the chosen representatives. Also, the
spanning tree modification does not work for n ≤ 38, as there are not enough plane trees
available, which form the nodes of the auxiliary graph (recall Figure 4).
1.6.4. Efficient algorithms. The biggest obstacle in translating our constructive proof into an
efficient algorithm is to quickly compute the resulting shift s of the flip sequence α0 that results
from the gluing process. Only with this information we know by how much s needs to be
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modified to achieve the shift value that is specified in the input of the algorithm (which may
be different from s). For this we crucially need the addivitity of the shift values under gluing,
which guarantees that s = Cn. Clearly, the nth Catalan number modulo 2n+1 can be computed
efficiently. For instance, for n = 10 we have s = Cn = 16796 = 17 (mod 2n + 1), and if the
desired shift value is 1, we know that we need to correct s by −16 in the course of the algorithm.
Similar to our proof of Theorem 1, our algorithm also distinguishes between two regimes, one
for small n ≤ 38, where those modifications are done via switching, and one for n ≥ 39, where
the corrections are based on spanning tree modifications.
1.6.5. Comparison to previous work. The general idea of gluing, and the resulting reduction
to a spanning tree problem, is very natural and variations of it have been used successfully in
several papers before (see e.g. [CW93, HRW12, Hol17, SW18, MNW18, GMM20]). As mentioned
before, a flip sequence α0 satisfying the requirements of Knuth’s conjecture encodes the entire
flip sequence α by a factor of 2n + 1 more compactly. This requires us to perform all the
aforementioned steps, i.e., the construction of basic flip sequences and gluing them together,
on necklaces rather than on bitstrings, as was previously done in [Müt16, GMN18], which
creates many additional technical complications. The key innovation of our paper is to develop
these necklace-based constructions, and in particular, to control the shift of the resulting flip
sequence α0, using the techniques presented in Section 1.6.3. The flexibility that these methods
have will certainly yield other interesting applications in the future. As evidence for that, recall
from Section 1.5.2 that these techniques allow us to construct solutions for Shen and Williams’
conjecture on multiset permutations with frequencies (a1, . . . , an) = (k, . . . , k) for the cases
k ∈ {2, 3, 4} and n ≥ 2 [FGMM20]. We are confident that with more work, they will enable us
to settle also this problem in full generality.
1.7. Outline of this paper. In Section 2 we introduce some terminology and notation that is
used throughout the paper. In Section 3 we explain the construction of the basic flip sequences
that together traverse all necklaces. In Section 4 we discuss the gluing technique that we use to
join the basic flip sequences together to a single flip sequence that satisfies the conditions of
Theorem 1. These two ingredients are combined in Section 5, where we reduce Knuth’s problem
to a spanning tree problem in a suitably defined auxiliary graph, and we present the proof
of Theorem 1 for n ≥ 39 based on the aforementioned spanning tree modification technique.
In Section 6 we redefine the spanning tree in the auxiliary graph, so that shift values behave
additively under gluing, which is essential for our algorithms and also for our proof of Theorem 1
for small n. In Section 7 we discuss the switching technique, which is then used to prove
Theorem 1 for n ≤ 38. The proof of Theorem 2 is explained in Section 8.
2. Preliminaries
In this section we introduce some definitions and easy observations that we will use repeatedly
in the subsequent sections.
2.1. Binary strings and necklaces. We let An and Bn denote all bitstrings of length 2n+ 1
with exactly n or n+ 1 many 1s, respectively. The middle levels graph Mn has An ∪Bn as its
vertex set, and an edge between any two bitstrings that differ in a single bit. As mentioned
in Section 1.6.1 before, in a star transposition ordering of all (n+ 1, n+ 1)-combinations, the
first bit alternates between 0 and 1 in each step; see Figure 1. Consequently, omitting the first
bit, we see a Hamilton cycle in the graph Mn on the remaining 2n+ 1 bits. We index these bit
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〈1110000〉 〈0110010〉 〈1010100〉
〈1110010〉 〈0110110〉
〈0010110〉
〈0011110〉 〈1110100〉
〈0110100〉
〈0110101〉
N3
Figure 6. The necklace graph N3, with the cycle factor F3 highlighted. The
Dyck words in the necklace representatives are highlighted by gray boxes, and the
corresponding rooted trees t(x) for all 〈x〉, x ∈ A3, are shown at the bottom.
positions by 1, . . . , 2n + 1, and we consider all indices modulo 2n + 1 throughout this paper,
with 1, . . . , 2n+ 1 as residue class respresentatives (rather than 0, . . . , 2n).
The empty bitstring is denoted by ε. For any bitstring x and any integer i ≥ 0, we let
xi denote the bitstring obtained by concatenating i copies of x. Also, we let σi(x) denote
the bitstring obtained from x by cyclic left-rotation by i positions. As mentioned before,
the necklace of x, denoted 〈x〉, is defined as the set of all bitstrings obtained from x by
cyclic rotations, i.e., we have 〈x〉 = {σi(x) | i ≥ 0}. E.g., for x = 11000 ∈ A2 we have
〈x〉 = {11000, 10001, 00011, 00110, 01100}. The necklace graph Nn has as vertex set all 〈x〉,
x ∈ An ∪Bn, and an edge between any two necklaces 〈x〉 and 〈y〉 for which x and y differ in a
single bit; see Figure 6. Observe that Nn arises as the quotient of Mn under the equivalence
relation of rotating bitstrings cyclically. Note that for a given necklace 〈x〉, there may be two
distinct bits in the representative x that reach the same necklace 〈y〉, a fact that we will exploit
heavily in Section 7. Nonetheless, we still consider Nn as a simple graph, and so not all vertices
of Nn have the same degree. As mentioned before, for any x ∈ An ∪Bn, the necklace 〈x〉 has
size 2n + 1, i.e., the graph Nn has by a factor 2n + 1 fewer vertices than the graph Mn. To
define the flip sequence α0 in Theorem 1, we will construct a Hamilton cycle in Nn. This is
achieved using paths in the middle levels graph Mn that have the following property: A path
P = (x1, . . . , xk) in Mn is called periodic, if one can flip a single bit in xk to obtain a vertex xk+1
that satisfies 〈xk+1〉 = 〈x1〉.
2.2. Operations on sequences. For any sequence x = (x1, . . . , xk), we let |x| := k denote the
length of the sequence. For any sequence of integers x = (x1, . . . , xk) and any integer a, we
define x+ a := (x1 + a, . . . , xk + a). For any sequence of bitstrings x = (x1, . . . , xk), we define
〈x〉 := (〈x1〉, . . . , 〈xk〉) and σi(x) := (σi(x1), . . . , σi(xk)).
2.3. Dyck words, rooted trees, and plane trees. The excess of a bitstring x is the number
of 1s minus the number of 0s in x. If x has excess 0 (i.e., it has the same number of 1s and 0s)
and every prefix of x has non-negative excess, then we call x a Dyck word. We use Dn to denote
the set of all Dyck words of length 2n. Moreover, we define D := ⋃n≥0Dn.
An (ordered) rooted tree is a rooted tree with a specified left-to-right ordering for the children
of each vertex. Every Dyck word x ∈ Dn can be interpreted as a rooted tree with n edges
as follows; see Figure 7: If x = ε, then this corresponds to the tree that has an isolated
vertex as root. If x 6= ε, then it can be written uniquely as x = 1u 0 v with u, v ∈ D.
We then consider the trees L and R corresponding to u and v, respectively, and the tree
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corresponding to x has L rooted at the leftmost child of the root, and the edges from the root
to all other children except the leftmost one, together with their subtrees, form the tree R.
v
u
u
v
rotation
x = 1u 0 v ρ(x) = u 1 v 0
Figure 7. Interpretation of Dyck
words as rooted trees and definition
of tree rotation.
Given a rooted tree x, let ρ(x) denote the tree
obtained by rotating the tree to the right, which
corresponds to designating the leftmost child of
the root of x as the new root in ρ(x). In terms
of bitstrings, if x = 1u 0 v with u, v ∈ D, then
ρ(x) = u 1 v 0; see Figure 7.
A plane tree is a tree with a specified cyclic or-
dering of the neighbors of each vertex. We think of
it as a tree embedded in the plane, where the cyclic
ordering is the ordering of the neighbors of each ver-
tex in counterclockwise (ccw) direction around the
vertex. We let Tn denote the set of all plane trees
with n edges. For any rooted tree x, we let [x] denote the set of all rooted trees obtained from x
by rotation, i.e., we define [x] := {ρi(x) | i ≥ 0}, and this can be interpreted as the plane tree
underlying x, obtained by ‘forgetting’ the root. We also define λ(x) := |[x]|, and for the plane
tree T = [x] we define λ(T ) := λ(x). Note that λ(x) = min{i ≥ 1 | ρi(x) = x}.
For any plane tree T and any of its edges (a, b), we let T (a,b) denote the rooted tree obtained
from T by designating a as root such that b is its leftmost child. Moreover, we let T (a,b)− denote
the rooted tree obtained from T (a,b) by removing all children and their subtrees of the root
except the leftmost one, and we let T (a,b)−− denote the tree obtained as the subtree of T (a,b)−
that is rooted at the vertex b. Given a vertex a of T , consider each neighbor bi, i = 1, . . . , k, of a
and define the rooted tree ti := T (a,bi)−. We refer to the rooted trees t1, . . . , tk as the a-subtrees
of T . Note that we have T = [(t1, . . . , tk)].
A leaf of a rooted or plane tree is a vertex with degree 1. In particular, the root of a rooted
tree is a leaf, if and only if it has exactly one child. We say that a leaf of a tree is thin, if its
unique neighbor in the tree has degree at most 2, otherwise we call the leaf thick. For any rooted
or plane tree T , we write v(T ) and e(T ) for the number of vertices or edges of T , respectively.
2.4. Centroids and potential. Given a (rooted or plane) tree T , the potential of a vertex a,
denoted ϕ(a), is the sum of distances from a to all other vertices in T . The potential of the
tree T , denoted ϕ(T ), is the minimum of ϕ(a) over all vertices a of T . A centroid of T is a
vertex a with ϕ(a) = ϕ(T ).
Our first lemma captures important properties of a centroid of a tree.
Lemma 3. Let T be a plane tree. For every edge (a, b) of T , we have
ϕ(b)− ϕ(a) = e(T (b,a)−−)− e(T (a,b)−−). (1)
As a consequence, T has either one centroid or two adjacent centroids. If e(T ) is even, then T
has exactly one centroid.
Proof. Comparing the potentials of b and a, note that the distance of every vertex in T (b,a)−−
to b differs by +1 from its distance to a. Conversely, the distance of every vertex in T (a,b)−− to b
differs by −1 from its distance to a. Combining these observations shows that ϕ(b) = ϕ(a) +
v(T (b,a)−−)− v(T (a,b)−−). Using that v(T ) = e(T ) + 1 for both trees T ∈ {T (b,a)−−, T (a,b)−−},
we obtain (1). Consider any path between two leaves of T . By (1), the sequence of potential
differences along this path forms a strictly decreasing sequence. It follows that T has either one
or two centroids, and if there are two, then they must be adjacent in T . Moreover, if there are
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two centroids a and b, then we must have ϕ(b)−ϕ(a) = 0 along the edge (a, b) of T , and then (1)
implies that e(T (b,a)−−) = e(T (a,b)−−), i.e., e(T ) = e(T (b,a)−−)+e(T (a,b)−−)+1 = 2e(T (a,b)−−)+1
is odd. 
The next lemma describes possible values that the parameter λ(T ) can take for a plane tree T .
Lemma 4. Let T ∈ Tn be a plane tree with n ≥ 1 edges. Then λ(T ) is a divisor of 2n. If T has
a unique centroid, then λ(T ) is even, and if T has two centroids, then λ(T ) = 2n if n is even,
and λ(T ) ∈ {n, 2n} if n is odd. Moreover, for n ≥ 4 and any even divisor k of 2n or for k = n
there is a plane tree T with λ(T ) = k.
Proof. Let x be a rooted tree such that T = [x]. Note that x = T (a,b) for some edge (a, b) of T .
As there are at most 2n choices for the pair (a, b), we obtain that λ(T ) ≤ 2n. If λ := λ(T ) < 2n,
then we clearly have ρλ(x) = x and ρ2n(x) = x. If λ was not a divisor of 2n, then there are
integers c ≥ 1 and 1 ≤ d < λ such that 2n = cλ+ d, and together the previous two equations
would yield ρd(x) = x, and then d < λ would contradict the definition of λ. We conclude that
λ(T ) is indeed a divisor of 2n.
Now suppose that T has a unique centroid c. Consider the c-subtrees t1, . . . , tk of T , i.e., we
have T = [(t1, . . . , tk)]. Each ti, i = 1, . . . , k, contributes either 0 or 2e(ti) to the quantity λ(T ).
This shows that λ(T ) is even.
It remains to consider the case that T has two centroids c and c′. We define the rooted trees
tc := T (c
′,c)−− and tc′ := T (c,c
′)−−. If n is even, then n− 1 is odd, implying that e(tc) 6= e(tc′).
This yields in particular that tc 6= tc′ , and so we have
λ(T ) = 2e(tc) + 2e(tc′) + 2 = 2 (e(tc) + e(tc′) + 1)︸ ︷︷ ︸
=n
= 2n. (2)
The +2 in (2) comes from the two rooted trees T (c,c′) and T (c′,c). If n is odd, then if tc 6= tc′ we
also have (2), i.e., λ(T ) = 2n, whereas if tc = tc′ , then we have
λ(T ) = 2e(tc) + 1 = e(tc) + e(tc′) + 1 = n. (3)
The +1 in (3) comes from the rooted tree T (c,c′) = T (c′,c).
To prove the last part of the lemma, let k < n be an even divisor of 2n, i.e., we have 2n = kd
for some integer d ≥ 3 and k = 2` for some integer ` ≥ 1. Consider the plane tree T obtained
by gluing together d copies of the path on ` edges at a common centroid vertex. This tree has
d` = dk/2 = n edges and satisfies λ(T ) = 2` = k. For k = n, the path T on n edges satisfies
λ(T ) = n. For k = 2n, the path T on n− 1 edges, with an extra edge appended to one of its
interior vertices, satisfies λ(T ) = 2n under the assumption that n ≥ 4. 
3. Periodic paths
In this section we define the basic flip sequences that together visit every necklace exactly
once, following the ideas outlined in Sections 1.6.1 and 1.6.2. We thus obtain a so-called cycle
factor in the necklace graph Nn, i.e., a collection of disjoint cycles that visit every vertex of the
graph exactly once. The key properties of these cycles that we will need later are summarized in
Proposition 7 below. Each cycle in the necklace graph Nn is obtained from a periodic path in
the middle levels graph Mn, and we define these periodic paths via a simple bitflip rule based
on Dyck words.
The following lemma is well-known (see [Bol06, Problem 7]).
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110010100
110110100
010110100
011110100
001110100
101110100
100110100
100110101
100010101
100011101
100001101
100101101
100100101
100100111
100100011
100101011
101010100
111010100
011010100
011010101
λ(t(x)) = 2
n = 4
110011000
110111000
010111000
011111000
001111000
101111000
100111000
100111001
λ(t(x)) = 8 λ(t(x)) = 4
f f f
Figure 8. Definition of the function f for n = 4. The Dyck words in the bitstrings
are highlighted by gray boxes, and the corresponding rooted trees t(x) for the shown
bitstrings x ∈ A4, are displayed at the side. Bitstrings from the set B4 are shown in
gray. Consecutive trees in each column differ by tree rotation. As rotating the last
tree yields the first tree in each column, the cycles in the necklace graph defined
by f wrap around at the bottom and top.
Lemma 5. For any x ∈ An, there is a unique integer ` = `(x) with 0 ≤ ` ≤ 2n such that the
first 2n bits of σ`(x) are a Dyck word. For any y ∈ Bn, there is a unique integer ` = `(y) with
0 ≤ ` ≤ 2n such that the last 2n bits of σ`(y) are a Dyck word.
For any x ∈ An, we let t(x) ∈ Dn denote the first 2n bits of σ`(x) where ` := `(x), i.e., we
have σ`(x) = t(x) 0. Similarly, for any y ∈ Bn, we let t(y) ∈ Dn denote the last 2n bits of σ`(y)
where ` := `(y), i.e., we have σ`(y) = 1 t(y). In the following it will be crucial to consider the
rooted trees corresponding to t(x) and t(y). By Lemma 5, every bitstring x ∈ An ∪Bn can be
identified uniquely with the rooted tree t(x) and the integer `(x).
Consider an x ∈ An with `(x) = 0, i.e., we have
x = 1u 0 v︸ ︷︷ ︸
t(x)
0 (4a)
with u, v ∈ D. Then we define
y := f(x) = 1 u 1 v 0︸ ︷︷ ︸
ρ(t(x))
∈ Bn. (4b)
Note that we have `(y) = 0. We then define
f(y) = f(f(x)) := 0 u 1 v 0︸ ︷︷ ︸
ρ(t(x))
∈ An. (4c)
Note that we have `(f(y)) = 1. We extend these definitions to all x ∈ An ∪Bn by setting
f(x) := σ−`(f(σ`(x))), where ` := `(x). (4d)
This definition is illustrated in Figure 8. It follows directly from these definitions that the
mapping f : An ∪Bn → An ∪Bn is invertible.
From (4) we obtain that for all x ∈ An we have
t(f(f(x))) = t(f(x)) = ρ(t(x)). (5)
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Moreover, (4a)–(4c) show that if `(x) = 0, then we have `(f(x)) = 0 and `(f(f(x))) = 1. From
this and (4d), we thus obtain for all x ∈ An that
`(f(x)) = `(x) and `(f(f(x))) = `(x) + 1. (6)
In words, if we cyclically read a bitstring x ∈ An starting at position p := `(x)+1 and consider
the first 2n bits as a rooted tree, ignoring the extra 0-bit, then the bitstring f(x) read starting
from position p has the extra 1-bit plus the rotated tree, and the bitstring f(f(x)) read starting
from position p+ 1 is the same rotated tree plus the extra 0-bit.
For any x ∈ An ∪Bn, we define the integer
k(x) := min
{
i > 0 | 〈f i(x)〉 = 〈x〉}. (7)
The following lemma summarizes important properties of the parameter k(x).
Lemma 6. For every x ∈ An ∪Bn we have the following:
(i) For any y ∈ 〈x〉 and any integer i ≥ 0 we have 〈f i(x)〉 = 〈f i(y)〉. In particular, we have
k(y) = k(x).
(ii) For any integer i ≥ 0 we have 〈f i(x)〉 = 〈fk(x)+i(x)〉.
(iii) For any integers 0 ≤ i < j < k(x) we have 〈f i(x)〉 6= 〈f j(x)〉.
(iv) For any integer i ≥ 0 we have k(f i(x)) = k(x).
(v) We have k(x) = 2λ(t(x)).
Proof. (i) This follows directly from (4d).
(ii) By the definition of k(x), we have 〈x〉 = 〈fk(x)(x)〉. Using (4d), this gives 〈f i(x)〉 =
〈f i(fk(x)(x))〉 = 〈fk(x)+i(x)〉.
(iii) Suppose for the sake of contradiction that y := f i(x) and z = f j(x) with 0 ≤ i < j < k(x)
satisfy 〈y〉 = 〈z〉. Then, using that f is invertible, we obtain from (4d) that 〈x〉 = 〈f−i(y)〉 =
〈f j−i(z)〉 with j − i < k(x), contradicting the definition of k(x) in (7).
(iv) It suffices to prove that k(f(x)) = k(x). Observe that we have 〈fk(x)(f(x))〉 =
〈fk(x)+1(x)〉 = 〈f(x)〉 by (ii). On the other hand, we have 〈f j(f(x))〉 6= 〈f(x)〉 for all 1 ≤ j < k(x)
by (iii). Combining these two observations proves that k(f(x)) = k(x).
(v) By (5), two applications of f correspond to one rotation of the tree t(x). The statement
now follows from the definition (7). 
For any x ∈ An ∪Bn we define
P (x) :=
(
x, f(x), f2(x), . . . , fk(x)−1(x)
)
. (8a)
By (7), P (x) is a periodic path in the middle levels graph Mn, and by Lemma 6 (iii), 〈P (x)〉
is a cycle in the necklace graph Nn. For any y ∈ 〈x〉 and any integer i ≥ 0, combining
Lemma 6 (i)+(iv) shows that k(f i(y)) = k(x), and so 〈P (x)〉 and 〈P (f i(y))〉 describe the same
cycle, differing only in the choice of the starting vertex (recall (4d)). We may thus define a cycle
factor in Nn by
Fn :=
{〈P (x)〉 | x ∈ An ∪Bn}. (8b)
This definition is illustrated in Figures 6 and 8 for n = 3 and n = 4, respectively. The following
proposition summarizes the observations from this section.
Proposition 7. For any n ≥ 2, the cycle factor Fn defined in (8) has the following properties:
(i) For every x ∈ An ∪ Bn, the 2ith vertex y after x on the periodic path P (x) satisfies
t(y) = ρi(t(x)). Consequently, we can identify the path P (x) and the cycle 〈P (x)〉 with the
plane tree [t(x)].
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(ii) The number of vertices of the path P (x) and the cycle 〈P (x)〉 is 2λ(t(x)) ≥ 4, and we have
`(f2i(x)) = `(x) + i for all i = 0, . . . , λ(t(x)).
(iii) The cycles of Fn are in bijection with plane trees with n edges.
Proof. Clearly, (i) follows from (5) and the definition (8a). Moreover, (iii) is an immediate
consequence of (i). To prove (ii), note that |P (x)| = k(x) by the definition (8a), and use that
k(x) = 2λ(t(x)) by Lemma 6 (v). As n ≥ 2, Lemma 4 guarantees that λ(t(x)) ≥ 2, and so
|P (x)| = 2λ(t(x)) ≥ 4. The second part of claim (ii) follows directly from (6). 
4. Gluing the periodic paths
In this section we implement the ideas outlined in Section 1.6.2, showing how to glue pairs of
periodic paths to one longer periodic path. It turns out that the gluing operation involving two
periodic paths can be interpreted as a local modification operation on the two corresponding
rooted trees; see Figure 9. Repeating this gluing process will eventually produce a single periodic
path that corresponds to a Hamilton cycle in the necklace graph. The most technical aspect of
this approach is to ensure that multiple gluing steps do not interfere with each other, and the
conditions that ensure this are captured in Proposition 10 below.
We define the two rooted trees sn := 1(10)n−10 ∈ Dn for n ≥ 3 and s′n := 10sn−1 ∈ Dn for
n ≥ 4. Note that both sn and s′n have n edges, sn is a star, and s′n is obtained from a star by
appending an additional edge to one leaf. For n ≥ 4, consider two Dyck words x, y ∈ Dn, n ≥ 4,
with (x, y) 6= (sn, s′n) of the form
x = 11 0u 0 v, y = 10 1u 0 v, with u, v ∈ D. (9)
x = 11 0u 0 v y = 10 1u 0 v
v
u
y = pull(x)
v
u
x = push(y)
Figure 9. A gluing pair (x, y) and the
pull/push operations between the corre-
sponding rooted trees.
We refer to (x, y) as a gluing pair, and we use Gn
to denote the set of all gluing pairs (x, y), x, y ∈ Dn.
Considering the corresponding rooted trees, we say
that y is obtained from x by the pull operation, and
we refer to the inverse operation that transforms y
into x as the push operation; see Figure 9. We
write this as y = pull(x) and x = push(y). We
refer to any x as in (9) as a pullable tree, and to
any y as in (9) as a pushable tree. Also, we refer
to the subtrees u and v in (9) as the left and right
subtree of x or y, respectively. A pull removes the
leftmost edge that leads from the leftmost child of
the root of x to a leaf, and reattaches this edge as
the leftmost child of the root, yielding the tree y = pull(x). A push removes the leaf that is
the leftmost child of the root of y, and reattaches this edge as the leftmost child of the second
child of the root of y, yielding the tree x = push(y). Under this viewpoint, we can use the same
identifiers for vertices and edges in x and y.
The next lemma asserts that the centroid(s) of a tree are invariant under certain pull/push
operations, and that these operations change the tree potential only by ±1.
Lemma 8. Let (x, y) ∈ Gn be a gluing pair as in (9). Every centroid of x contained in its right
subtree is also a centroid of y, and we have ϕ(y) = ϕ(x)− 1. Every centroid of y contained in
its left subtree is also a centroid of x, and we have ϕ(x) = ϕ(x) + 1.
Proof. Let a be the leaf incident to the edge in which x and y differ. Clearly, a is not a centroid
of y. Moreover, for any vertex b in the subtree u of x, the pull operation that transforms x
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into y changes the potential of b by +1. Similarly, for any vertex b in the subtree v of x, the
pull operation changes the potential of b by −1. This proves the first part of the lemma. The
proof of the second part is analogous. 
For a gluing pair (x, y) ∈ Gn, we define xk := fk(x 0) and yk := fk(y 0) for k ≥ 0. These
sequences agree with the first vertices of the periodic paths P (x) and P (y), respectively, defined
in (8a). Using the definition (4), a straightforward calculation yields
x0
x1
x2
x3
x4
x5
x6

=

1 1 0u 0 v 0
1 1 0u 1 v 0
0 1 0u 1 v 0
0 1 1u 1 v 0
0 0 1u 1 v 0
1 0 1u 1 v 0
1 0 0u 1 v 0

,
(
y0
y1
)
=
(
1 0 1u 0 v 0
1 1 1u 0 v 0
)
. (10)
From this we obtain
t(x0)
t(x2) = ρ(t(x0))
t(x4) = ρ2(t(x0))
t(x6) = ρ3(t(x0))
 =

1 1 0u 0 v
1 0u 1 v 0
1u 1 v 0 0
u 1 v 0 1 0
 , t(y0) = (1 0 1u 0 v 0) (11)
(recall Proposition 7 (i)).
The next lemma shows that the bitstrings listed in (10) all belong to distinct necklaces.
Lemma 9. Let (x, y) ∈ Gn be a gluing pair as in (9). Then we have |P (x0)| = k(x0) ≥ 8 and
|P (y0)| = k(y0) ≥ 4.
Note that if (x, y) = (sn, s′n) then we have k(x0) = 4 and therefore 〈x0〉 = 〈x4〉 and 〈x2〉 = 〈x6〉,
so for this case the statement of Lemma 9 would not hold.
Proof. Note that for any n ≥ 4, the star x = sn is the only rooted tree with λ(x) = 2. For any
other tree x we have λ(x) ≥ 4 by Lemma 4, so by Lemma 6 (v) we have k(x0) = 2λ(x) ≥ 8.
For n ≥ 4, we have λ(y) ≥ 2 for any tree y ∈ Dn by Lemma 4, so by Lemma 6 (v) we have
k(y0) = 2λ(y) ≥ 4. 
Observe from (10) that
C(x, y) := (x0, x1, x6, x5, y0, y1) (12)
is a 6-cycle in the middle levels graph Mn. The bit positions flipped along this cycle are
α(C(x, y)) := (|u|+ 4, 2, 3, |u|+ 4, 2, 3). (13)
By Lemma 9 we have that for all i ≥ 0 the 6-cycle σi(C(x, y)) has the two edges σi((x0, x1)),
σi((x5, x6)) in common with the periodic path σi(P (x0)), and the edge σi((y0, y1)) in common
with the periodic path σi(P (y0)). We refer to these three edges as the f-edges of σi(C(x, y)),
and we refer to σi(C(x, y)) as a gluing cycle. Observe that if [x] 6= [y], then 〈P (x0)〉 and 〈P (y0)〉
are distinct cycles in the necklace graph Nn by Proposition 7 (i), implying that
P (x0) ./ P (y0) :=
(
x0, y1, y2, . . . , y2λ(y)−1, σ−λ(y)
(
(y0, x5, x4, x3, x2, x1, x6, x7, . . . , x2λ(x)−1)
))
(14)
is a periodic path in the middle levels graph Mn, and together the 2n + 1 periodic paths⋃
i≥0 σi
(
P (x0) ./ P (y0)
)
visit all vertices of ⋃i≥0 σi(P (x0) ∪ P (y0)). To see this, recall
that |P (x0)| = 2λ(x), |P (y0)| = 2λ(y), and σλ(y)(y2λ(y)) = y0 by Proposition 7 (ii). Note
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that the edge set of ⋃i≥0 σi(P (x0) ./ P (y0)) is the symmetric difference of the edge sets of⋃
i≥0 σi
(
P (x0) ∪ P (y0)) with the gluing cycles ⋃i≥0 σi(C(x, y)). Specifically, the f -edges of
the gluing cycles σi(C(x, y)), i ≥ 0, are removed and replaced by the other edges σi((x1, x6)),
σi((y0, x5)), and σi((x0, y1)), for all i ≥ 0.
In the necklace graph Nn, the symmetric difference of the edge sets of the two cycles 〈P (x0)〉
and 〈P (y0)〉 with the 6-cycle 〈C(x, y)〉 is a single cycle on the same vertex set as 〈P (x0)〉∪〈P (y0)〉.
For all i ≥ 0, we say that the subpath σi((x1, . . . , x5)) of σi(P (x0)) is reversed by σi(C(x, y)).
Moreover, we say that two gluing cycles σi(C(x, y)) and σj(C(xˆ, yˆ)) are compatible, if they
have no f -edges in common. We also say that σi(C(x, y)) and σj(C(xˆ, yˆ)) are nested, if the f -
edge σi((y0, y1)) of σi(C(x, y)) belongs to the path that is reversed by σj(C(xˆ, yˆ)); see Figure 10.
In this case we write σi(C(x, y)) σj(C(xˆ, yˆ)). Lastly, we say that σi(C(x, y)) and σj(C(xˆ, yˆ))
are interleaved, if the f -edge σj((xˆ0, xˆ1)) of σj(C(xˆ, yˆ)) belongs to the path that is reversed
by σi(C(x, y)).
The following key proposition captures the conditions under which a pair of gluing cycles is
compatible, interleaved, or nested, respectively.
Proposition 10. Let n ≥ 4 and let (x, y), (xˆ, yˆ) ∈ Gn be two gluing pairs with [x] 6= [y],
[xˆ] 6= [yˆ], and {[x], [y]} 6= {[xˆ], [yˆ]}. Then for any integers i, j ≥ 0, the gluing cycles σi(C(x, y))
and σj(C(xˆ, yˆ)) defined in (12) have the following properties:
(i) σi(C(x, y)) and σj(C(xˆ, yˆ)) are compatible.
(ii) σi(C(x, y)) and σj(C(xˆ, yˆ)) are interleaved, if and only if i = j + 2 and xˆ = ρ2(x).
(iii) σi(C(x, y)) and σj(C(xˆ, yˆ)) are nested, if and only i = j − 1 and xˆ = ρ−1(y).
Two nested gluing cycles as in case (iii) of Proposition 10 can be interpreted as follows: We
start at the tree x, pull an edge towards the root to reach the tree y = pull(x), then perform an
inverse tree rotation xˆ = ρ−1(y), which makes the previously pulled edge eligible to be pulled
again, then pull this edge a second time, reaching the tree yˆ = pull(xˆ). Consequently, nested
gluing cycles occur if and only if the same edge of the underlying plane trees is pulled twice in
succession; see Figure 10.
Proof. It suffices to prove the lemma for i = 0 and arbitrary j ≥ 0, so for the rest of the proof
we assume that i = 0. We consider the bitstrings zk := fk(z 0) for all z ∈ {x, y, xˆ, yˆ} and k ≥ 0.
By Proposition 7 (i) and the assumptions [x] 6= [y] and [xˆ] 6= [yˆ], each of the 6-cycles 〈C(x, y)〉
and 〈C(xˆ, yˆ)〉 in Nn connects two distinct cycles of the cycle factor Fn with each other, and
the edges of the 6-cycle given by the f -edges of C(x, y) and C(xˆ, yˆ) all lie on one of the cycles
from the factor. Consequently, by the assumption that {[x], [y]} 6= {[xˆ], [yˆ]}, it suffices to verify
the following three claims about edges in Mn: (1) If [x] = [xˆ], then the edge (x5, x6) is distinct
from σj(xˆ0, xˆ1), and the edge (x0, x1) is distinct from σj(xˆ5, xˆ6) for all j ≥ 0. (2) If [x] = [xˆ],
then the edge σj(xˆ0, xˆ1) does not belong to the path (x1, . . . , x5) for any j ≥ 0, with the only
possible exception occuring if σ−2(xˆ0, xˆ1) = (x4, x5) and xˆ = ρ2(x). (3) If [y] = [xˆ], then the
edge (y0, y1) does not belong to the path σj(xˆ0, . . . , xˆ6) for any j ≥ 0, with the only possible
exception occuring if (y0, y1) = σ1(xˆ2, xˆ3) and xˆ = ρ−1(y).
We begin observing that σj(zk) ∈ An for even k and σj(zk) ∈ Bn for odd k and all j ≥ 0. This
immediately implies (1). To prove (2), we first show that σj(xˆ0) 6= x2. This follows from (11),
by observing that t(σj(xˆ0)) = t(xˆ0) and t(x2) differ in the second bit. From (11) we also see
that the condition t(σj(xˆ0)) = t(xˆ0) = t(x4) = ρ2(t(x0)) is equivalent to xˆ = ρ2(x). Moreover,
from (10) we see that `(σj(xˆ0)) = −j and `(x4) = 2, so σj(xˆ0) = x4 implies that j = −2.
To prove (3), we first show that y0 /∈ {σj(xˆ0), σj(xˆ4)}. From (11) we see that t(y0) and
t(σj(xˆ0)) = t(xˆ0) differ in the second and third bit, showing that y0 is different from σj(xˆ0).
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Figure 10. Two nested 6-cycles C(x, y) and C(xˆ, yˆ). The plane tree [yˆ] is obtained
from [x] by pulling the same edge twice in succession. This edge is drawn fat in the
figure.
From (11) we also obtain that the root of t(σj(xˆ4)) = t(xˆ4) is a leaf, whereas the root of t(y0) is
not a leaf, proving that y0 is different from σj(xˆ4). From the same relation we also see that the
condition t(y0) = t(σj(xˆ2)) = t(xˆ2) = ρ(t(xˆ0)) is equivalent to y = ρ(xˆ). Moreover, from (10)
we see that `(y0) = 0 and `(σj(xˆ2)) = 1− j, so y0 = σj(xˆ2) implies that j = 1.
This completes the proof. 
5. Translation to a spanning tree problem
In this section we combine the ingredients from the previous two sections, and show how
they translate Knuth’s Gray code problem into the problem of finding a spanning tree Tn
in a suitably defined auxiliary graph Hn, following the ideas outlined in Section 1.6.2. The
definitions of the graphs Hn and Tn are given in Sections 5.1 and 5.3 below, respectively. Based
on this, we describe how flip sequences are glued together inductively along the spanning tree Tn
(Sections 5.4 and 5.5). This allows us to make a first attempt of proving Theorem 1 (Section 5.6).
Unfortunately, this attempt does not give a complete proof yet, as we are unable to control the
shift value of the flip sequences resulting from the gluing process; recall the discussion from
Section 1.6.3. In Section 5.7 we present a method to control the shift value by modifying the
spanning tree Tn. With this we are able to prove Theorem 1 for n ≥ 39 in Section 5.8.
5.1. Definition of Hn. For n ≥ 4, we let Hn denote the directed arc-labeled multigraph defined
as follows: The node set of Hn is Tn, i.e., all plane trees with n edges. Moreover, for each gluing
pair (x, y) ∈ Gn, there is an arc labeled (x, y) from the plane tree [x] to the plane tree [y] in Hn.
Some pairs of nodes ofHn may be connected by multiple arcs oriented the same way (with different
labels), such as ([1100110010], [1010110010]) and ([1100101100], [1010101100]). Some pairs of
nodes may be connected by multiple arcs oriented oppositely, such as ([11010100], [10110100])
and ([11001010], [10101010]). There may also be loops in Hn, such as ([11010010], [10110010]).
Let T be a simple subgraph of Hn, i.e., T has no loops and no multiple arcs, neither oriented
the same way nor oppositely. We let G(T ) be the set of all arc labels of T , i.e., the set of all
gluing pairs (x, y) ∈ Gn that give rise to the arcs in T . As T is simple, we clearly have [x] 6= [y],
[xˆ] 6= [yˆ], and {[x], [y]} 6= {[xˆ], [yˆ]} for all (x, y), (xˆ, yˆ) ∈ G(T ). We say that G(T ) is interleaving-
free or nesting-free, respectively, if there are no two gluing pairs (x, y), (xˆ, yˆ) ∈ G(T ) such that
the gluing cycles σi(C(x, y)) and σj(C(xˆ, yˆ)) are nested or interleaved for any i, j ≥ 0.
The next lemma provides a simple sufficient condition guaranteeing interleaving-freeness.
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Lemma 11. If for every gluing pair (x, y) ∈ G(T ), the root of the tree x is not a leaf, then
G(T ) is interleaving-free.
Proof. Suppose there are two gluing pairs (x, y), (xˆ, yˆ) ∈ G(T ) such that the gluing cycles
σi(C(x, y)) and σj(C(xˆ, yˆ)) are interleaved for some i, j ≥ 0. By Proposition 10 (ii), this implies
i = j + 2 and xˆ = ρ2(x). However, note that the root of ρ2(x) is a leaf (recall (11)), whereas the
root of xˆ is not a leaf by the assumption of the lemma, so this is a contradiction. 
5.2. Pullable/pushable leaves. The following definitions are illustrated in Figure 11. Given
a plane tree T and two vertices a, b of T , we let d(a, b) denote the distance of a and b in T , and
we let pi(a, b), i = 0, 1, . . . , d(a, b), be the ith vertex on the path from a to b in T . In particular,
we have p0(a, b) = a and pd(a,b)(a, b) = b.
Consider a vertex c and a leaf a of T with d(a, c) ≥ 2. We say that a is pullable to c, if p(a, c)
has no neighbors between p2(a, c) and a in its ccw ordering of neighbors. We say that a is
pushable to c, if p(a, c) has no neighbors between a and p2(a, c) in its ccw ordering of neighbors.
Consider a vertex c and a leaf a of T with d(a, c) ≥ 1. We say that a is pullable from c, if
d(a, c) ≥ 2 and p(a, c) has at least one neighbor between p2(a, c) and a in its ccw ordering of
neighbors, of if d(a, c) = 1 and c is not a leaf. We say that a is pushable from c, if d(a, c) ≥ 2
and p(a, c) has at least one neighbor between a and p2(a, c) in its ccw ordering of neighbors, or
if d(a, c) = 1 and c is not a leaf.
For any odd n ≥ 5 we define the dumbbells dn := 1(10)(n−1)/20(10)(n−1)/2 ∈ Dn and d′n :=
ρ−2(dn) := 101(10)(n−1)/20(10)(n−3)/2 ∈ Dn. Each dumbbell has two centroids of degree (n+1)/2
each, and all remaining vertices are leaves.
Given a plane tree T with a unique centroid c, we refer to every c-subtree of T as active. If
T has two centroids c, c′, we refer to every c-subtree of T except the one containing c′, and to
every c′-subtree of T except the one containing c as active. Note that if T /∈ {[sn], [dn]}, then it
has a centroid with an active subtree that is not a single edge.
The following two lemmas describe certain pull/push operations on plane trees that preserve
the centroid(s), and that change the tree potential by ±1.
Lemma 12. Let c be a centroid of a plane tree T , let a be a leaf of T that is pullable to c, which
if T 6= [dn] belongs to an active c-subtree, and define the rooted tree x := x(T, c, a) := T (a′′,a′),
where a′ := p(a, c) and a′′ := p2(a, c). Then x is a pullable tree, the rooted tree y := pull(x)
satisfies ϕ(y) = ϕ(x)− 1, and the leaf a is pushable from c in [y]. If x 6= dn, then the centroid(s)
of x and y are identical and contained in the right subtrees of x and y. If x = dn, then x has
two centroids, namely the roots of its left and right subtree, and the root of the right subtree is
the unique centroid of y.
Proof. The statements follow immediately from the definitions given before the lemma, and by
Lemma 8. To see that x 6= sn note that the star [sn] has a unique centroid c and no leaves that
are pullable to c. 
Lemma 13. Let c be a centroid of a plane tree T , let a be a thick leaf of T that is pushable to c,
which if T 6= [d′n] belongs to an active c-subtree, and define the rooted tree y := y(T, c, a) := T (a
′,a),
where a′ := p(a, c). Then y is a pushable tree, the rooted tree x := push(y) satisfies ϕ(x) =
ϕ(y)− 1, and the leaf a is pullable from c in [y]. If y 6= d′n, then the centroid(s) of y and x are
identical and contained in the left subtrees of y and x. If y = d′n, then y has two centroids, namely
the roots of its left and right subtree, and the root of the left subtree is the unique centroid of x.
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Figure 11. Definition of pullable and pushable leaves.
Proof. The proof is analogous to Lemma 12. To see that y 6= s′n note that a is assumed to be
thick, unlike the leaf we would push in s′n to obtain sn. 
5.3. Definition of Tn. We define a subgraph Tn of Hn as follows: For every plane tree T ∈ Tn
with T /∈ {[sn], [dn]}, we fix a vertex c that is a centroid of T and that has at least one active
c-subtree that is not a single edge. The leftmost leaf of every such c-subtree is pullable to c. We
fix one such leaf a with maximum distance from c. For T = [dn], we let c be one of its centroids,
which has exactly one c-subtree that is not a single edge, namely the tree s(n+1)/2. The leftmost
leaf a of this subtree is pullable to c. In both cases, let x := x(T, c, a) be the corresponding
pullable rooted tree as defined in Lemma 12, and define y := pull(x), yielding the gluing pair
(x, y) ∈ Gn. We let Tn be the spanning subgraph of Hn that is given by the union of arcs ([x], [y])
labeled (x, y) for all gluing pairs (x, y) obtained in this way. In the above definition, ties in the
case of two centroids or in the case of multiple leaves with maximum distance from c can be
broken arbitrarily.
The next lemma shows that the graph Tn defined above is indeed a spanning tree of Hn, and
moreover the potential of plane trees along every arc of Tn changes by by −1. For any arc (T, T ′),
we say that T ′ is an out-neighbor of T , and we say that T is an in-neighbor of T ′.
Lemma 14. The graph Tn is a spanning tree of Hn, and for every arc (T, T ′) in Tn we have
ϕ(T ′) = ϕ(T )− 1. Every plane tree T other than the star [sn] has exactly one neighbor T ′ with
ϕ(T ′) = ϕ(T )− 1, which is an out-neighbor. Furthermore, G(Tn) is interleaving-free.
Proof. Consider the gluing pair (x, y) ∈ G(Tn) added for the plane tree T with T = [x]. By
Lemma 12 we have ϕ(y) = ϕ(x)− 1, i.e., the potential of the trees changes by −1 along every
arc of Tn. It follows that in Tn, every plane tree T other than the star [sn] has exactly one
neighbor T ′ with ϕ(T ′) = ϕ(T )− 1, which is an out-neighbor. Consequently, Tn has no cycles,
regardless of the orientation of arcs along the cycle (in particular, there are no loops). As from
every plane tree T ∈ Tn, we can reach a tree T ′ with ϕ(T ′) = ϕ(T )− 1, there is a directed path
from T to the star [sn], which is the unique plane tree with minimum potential n. We showed
that Tn does not contain cycles and is connected, i.e., it is a spanning tree. By Lemma 12, for
any gluing pair (x, y) ∈ G(Tn) the right subtree of x contains a centroid of x. As a centroid is
never a leaf, the right subtree of x contains edges, i.e., the root of x is not a leaf, so we may
apply Lemma 11 to conclude that G(Tn) is interleaving-free. 
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5.4. Basic operations on flip sequences. We now describe some basic operations on flip
sequences that will be used heavily in the next section when gluing flip sequences together.
Consider a periodic path P = (x1, . . . , xk) in the middle levels graph Mn. We say that a
sequence of integers α = (a1, . . . , ak) is a flip sequence for P , if ai is the position in which xi+1
differs from xi for all i = 1, . . . , k − 1, and the vertex xk+1 obtained from xk by flipping the bit
at position ak satisfies 〈xk+1〉 = 〈x1〉. There is unique integer λ modulo 2n + 1 given by the
relation x1 = σλ(xk+1). We define λ(α) := λ, and we refer to this quantity as the shift of α. In
words, the parameter λ describes by how much the necklace representatives get rotated to the
right when traversing the periodic path once.
We also define
rev(P ) :=
(
x1, σ
λ(α)((xk, xk−1, . . . , x2))),
rev(α) := (ak, ak−1, . . . , a1)− λ(α),
(15a)
where indices are considered modulo 2n+ 1, as always. Note that rev(α) is a flip sequence for
the periodic path rev(P ) satisfying
λ(rev(α)) = −λ(α). (15b)
Given P = (x1, . . . , xk) and α = (a1, . . . , ak) as before, we define
mov(P ) :=
(
x2, . . . , xk, σ
−λ(α)(x1)
)
,
mov(α) :=
(
a2, . . . , ak, a1 + λ(α)
)
.
(16a)
Note that mov(α) is a flip sequence for the periodic path mov(P ) satisfying
λ(mov(α)) = λ(α), (16b)
which means that the shift is independent of the choice of the starting vertex along the path.
Similarly, for any integer i we have that α+ i is a flip sequence for the periodic path σ−i(P )
satisfying
λ(α+ i) = λ(α). (17)
For example, the periodic path P = (1010100, 1110100, 0110100, 0110101) has the flip sequence
α = (2, 1, 7, 2) with λ(α) = 2, and the periodic path rev(P ) = (1010100, 1010101, 1010001, 1010011)
has the flip sequence rev(α) = (7, 5, 6, 7) with shift λ(rev(α)) = −2. Moreover, mov(α) =
(1, 7, 2, 4) is a flip sequence for the periodic path mov(P ) = (1110100, 0110100, 0110101, 0010101)
with λ(mov(α)) = 2, and α+ 1 = (3, 2, 1, 3) is a flip sequence for the periodic path σ−1(P ) =
(0101010, 0111010, 0011010, 1011010) with λ(α+ 1) = 2.
5.5. Flip sequences for subtrees of Hn. Using the notation introduced in the previous
section, we now describe how to glue flip sequences of periodic paths together inductively along
subtrees of Hn. Ultimately, this will be done for the entire spanning tree Tn. The key problem in
this gluing process is to keep track of the shift value of the flip sequences resulting after each step.
For any x ∈ An ∪ Bn, with k(x) defined in (7), we let α(x) be the sequence of positions in
which f i+1(x) differs from f i(x) for all i = 0, . . . , k(x)− 1. Clearly, α(x) is a flip sequence for
the periodic path P (x) defined in (8a). By Proposition 7 (ii), we have
λ(α(x)) = λ(t(x)). (18)
Let T be any subtree of Hn such that G := G(T ) is interleaving-free. We define the set of
necklaces N(T ) := ⋃[x]∈T 〈P (x 0)〉. By Proposition 7 (i), this is the set of all necklaces visited by
cycles 〈P (x 0)〉 in Nn for which the plane tree [x] belongs to T . In the following, for any z ∈ N(T )
and any x ∈ z we define two periodic paths PG(x) = {P, P ′} with the same starting vertex x in
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the middle levels graph Mn and flip sequences α(P ) and α(P ′) for these two paths such that
P ′ = rev(P ) and α(P ′) = rev(α(P )). Moreover, 〈P 〉 and 〈P ′〉 will be oppositely oriented cycles
in the necklace graph Nn with vertex set N(T ). These definitions proceed inductively as follows:
Base case: If T = [x] is an isolated node, then we have G(T ) = ∅. For all i, j ≥ 0 we define
y := σj(f i(x 0)). Note that α(y) is a flip sequence for P (y), and so we may define
P∅(y) := {P (y), rev(P (y))}, α(P (y)) := α(y), α(rev(P (y))) := rev(α(y)),
with reversals as defined in (15a).
Induction step: For the induction step, we assume that T has at least two nodes. Consider
all gluing pairs (x, y), (xˆ, yˆ) ∈ G(T ) for which σi(C(x, y)) and σj(C(xˆ, yˆ)) are nested for some
i, j ≥ 0. By Proposition 10 (iii), this is only possible if i = j − 1 and xˆ = ρ−1(y). Consequently,
the sequences of arcs of T that are given by such pairs of nested gluing cycles form directed
subpaths of T . In particular, there is a gluing pair (xˆ, yˆ) ∈ G(T ) satisyfing the following
property (*): σi(C(x, y)) 6 σj(C(xˆ, yˆ)) for any (x, y) ∈ G(T ) and i, j ≥ 0. Consider the
subtrees T1 and T2 obtained by removing the arc ([xˆ], [yˆ]) from T , and consider the sets of gluing
pairs G1 := G(T1) and G2 := G(T2). By Proposition 10 (i), by induction, and by property (*),
there is a periodic path P1 ∈ PG1(xˆ 0) = (x1, . . . , xk) that satisfies (x1, . . . , x7) = (xˆ0, . . . , xˆ6),
and a periodic path P2 ∈ PG2(yˆ 0) = (y1, . . . , yl) that satisfies (y1, y2) = (yˆ0, yˆ1). Moreover,
there are corresponding flip sequences α(P1) =: α1 = (a1, . . . , ak) and α(P2) =: α2 = (b1, . . . , bl).
We then define the periodic path
P1 ./ P2 :=
(
x1, y2, y3, . . . , yl, σ
−λ(α(P2))((y1, x6, x5, x4, x3, x2, x7, x8, . . . , xk))) (19)
in the middle levels graph Mn (cf. (14)). Together, the 2n+ 1 periodic paths
⋃
i≥0 σ(P1 ./ P2)
visit all vertices of ⋃i≥0 σi(P1 ∪ P2). Moreover, considering the decomposition xˆ = 1u 0 v with
u, v ∈ D, we define
α1 ./ α2 :=
(
3, b2, b3, . . . , bl,
(
(|u|+ 4, a5, a4, a3, a2, 2, a7, a8, . . . , ak)
)
+ λ(α(P2))
)
. (20)
As α1 ./ α2 is a flip sequence for the periodic path P1 ./ P2 by (13) and (17), we may define
P ′ := movj(σi(P1 ./ P2)), α′ := movj(α1 ./ α2 − i),
PG(y) := {P ′, rev(P ′)}, α(P ′) := α′, α(rev(P ′)) := rev(α′).
(21)
for all i, j ≥ 0, where y is the first vertex of the path movj(σi(P1 ./ P2)). By induction, the
sequence of necklaces 〈Pi〉, i ∈ {1, 2}, is a cycle in the necklace graph Nn with vertex set N(Ti).
Consequently, 〈P ′〉 as defined in (21) is a cycle with vertex set N(T1)∪N(T2) = N(T ), as desired.
Observe from (16b), (17), (20) and (21) that
λ(α(P ′)) = λ(α(P1)) + λ(α(P2)).
Unrolling this inductive relation using Proposition 7 (i)+(iii), (15b), and (18), we obtain that
λ(α(P ′)) =
∑
T∈T
γT · λ(T ), (22)
where the signs γT ∈ {+1,−1} are determined by which of the gluing cycles σi(C(x, y)) and
σj(C(xˆ, yˆ)) with (x, y), (xˆ, yˆ) ∈ G(T ), i, j ≥ 0, are nested.
The relation (22) allows us to compute the shift of flip sequences of periodic paths obtained
by the gluing operation ./. For example, consider the three periodic paths P1 := P (x 0),
P2 := P (xˆ 0), and P3 := P (yˆ 0) shown in Figure 10, and the corresponding gluing cycles C(x, y)
and C(xˆ, yˆ). Note that the gluing cycles ⋃i≥0 σi(C(x, y)) join the paths ⋃i≥0 σi(P1 ∪ P2), and
the gluing cycles σi(C(xˆ, yˆ)) join the paths ⋃i≥0 σi(P2 ∪ P3). As xˆ = ρ−1(y), we have that
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σi(C(x, y)) and σi+1(C(xˆ, yˆ)) are nested for all i ≥ 0 by Proposition 10 (iii). For n = 8, u = 10
and v = 11101000 the corresponding flip sequences α1 := α(x 0), α2 := α(xˆ 0), and α3 := α(yˆ 0)
have the shifts λ(α1) = n = 8, λ(α2) = λ(α3) = 2n = 16 (recall (18)). The 36th and 37th
vertices on the periodic path P2 ./ P3 are σ−17(y1) and σ−17(y0), respectively (recall that
y0 = y 0 and y1 = f(y0)). Consequently, y0 and y1 are the first two vertices on the periodic
path P23 := rev(mov36(σ17(P2 ./ P3))) with flip sequence α23 := rev(mov36(α2 ./ α3 − 17)).
The resulting flip sequence α := α1 ./ α23 for the periodic path P := P1 ./ P23 has shift
λ(α) = λ(α1)−
(
λ(α2) + λ(α3)
)
= 8− (16 + 16) = −24.
5.6. A first attempt at proving Theorem 1. Let Tn be the spanning tree of Hn defined in
Section 5.3, i.e., the node set of Tn is the set Tn of all plane trees with n edges. By Lemma 14,
G(Tn) is interleaving-free. We fix the vertex x1 := 1n0n+1 ∈ An∪Bn. The set PG(Tn)(x1) defined
in Section 5.5 contains a periodic path P with starting vertex x1 and second vertex f(x1) in the
middle levels graph Mn such that 〈P 〉 has the vertex set N(Tn) = ⋃[x]∈Tn 〈P (x 0)〉 = {〈x〉 | x ∈
An ∪Bn}, i.e., 〈P 〉 is a Hamilton cycle in the necklace graph Nn. By (22), the corresponding
flip sequence α(P ) has a shift of
λ(α(P )) =
∑
T∈Tn
γT · λ(T ) (23)
for some signs γT ∈ {+1,−1} that are determined by which gluing cycles encoded by Tn are
nested.
With s := λ(α(P )) we define the flip sequences
α0 := α(P ), αi := α0 + i · s for i = 1, . . . , 2n. (24)
If we apply the entire flip sequence (α0, α1, . . . , α2n) to the starting vertex x1 in the middle levels
graph Mn, then we reach the vertex σ−i·s(x1) after applying all flips in (α0, α1, . . . , αi−1) for
every i = 1, . . . , 2n+ 1. Consequently, if s and 2n+ 1 happen to be coprime, then we reach x1
only after applying the entire flip sequence, and as α0 = α(P ) is the flip sequence of the Hamilton
cycle 〈P 〉 in the necklace graph Nn, the resulting sequence C of bitstrings is a Hamilton cycle
in the middle levels graph Mn. A star transposition Gray code for (n+ 1, n+ 1)-combinations
satisfying the conditions of Theorem 1 is then obtained from C by prefixing every bitstring of C
with 1 or 0, alternatingly.
However, the aforementioned approach requires that s = λ(α(P )) and 2n+ 1 are coprime,
which not be the case. Even if the two numbers were coprime, then this approach only establishes
Theorem 1 for one particular value of s, and it is hard to control what this value will be, without
further knowledge about the signs γT in (23). In particular, if we want to achieve a shift of
s = 1, which is Knuth’s original conjecture, then we need a controlled way of modifying α(P )
to another flip sequence α(P ′), so that we obtain a shift of λ(α(P ′)) = 1 or any other shift
λ(α(P ′)) = s that is coprime to 2n+ 1. Given that λ(α(P )) modulo 2n+ 1 could possibly be
any number from {0, 1, . . . , 2n}, both tasks are equally difficult. In the next section we show
how to accomplish these tasks by carefully modifying the spanning tree Tn locally.
5.7. Modifying the spanning tree Tn. In this section we describe how to locally modify the
spanning tree Tn defined in Section 5.3 before, such that we can control the shift value of the
flip sequences that result from the gluing process.
We define the rooted tree p` := 1`0`. This is the path with ` edges rooted at one of its end
vertices. For any binary vector β = (β1, . . . , βk) ∈ {0, 1}k, we define tβ := (p`1 , p`2 , . . . , p`k) with
`i := 2 if βi = 0 and `i := 3 if βi = 1 for i = 1, . . . , k. In words, tβ is obtained by gluing together k
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Figure 12. Definition of the plane tree L0β for n = 40, with the centroid highlighted.
paths at their end vertices, a path of length 2 for every 0-bit and a path of length 3 for every 1-bit
of β, ordered from left to right at the root of tβ according to the ordering of bits in β. Note that
e(tβ) = 2k + w(β) ≤ 3k, (25)
where w(β) denotes the number of 1s in β.
For any integer r ≥ 2, we also define tr := pr/22 for even r and tr := (p(r−3)/22 , p3) for odd r.
Clearly, we have
e(tr) = r. (26)
In words, tr is a tree with r edges that is obtained by gluing together paths of length 2 at their
end vertices, possibly adding a path of length 3 as the last path if r is odd.
For a given integer n ≥ 21, we define
k = k(n) := bn/3c − 6 ≥ 1, (27)
and for any binary vector β ∈ {0, 1}k, we define
r = r(n, β) := n− 16− (2k + w(β)). (28)
Observe that
r
(28),(25)
≥ n− 16− 3k(27)= n− 16− 3(bn/3c − 6) = 2 + n− 3bn/3c ≥ 2. (29)
We then define
L0β := [(tβ, p7, p4, tr, p5)], (30)
i.e., L0β is the plane tree obtained by gluing together the trees tβ, p7, p4, tr, p5 at their roots in
ccw order; see Figure 12. We clearly have
e(L0β) = (7 + 4 + 5) + e(tβ) + e(tr)
(25),(26)= 16 + (2k + w(β)) + r(28)= n, (31)
i.e., we have L0β ∈ Tn.
Consider the collections
Lβ :=
{
L0β, L
1
β, L˜
1
β, L
2
β, L˜
2
β, L
3
β, L˜
3
β, L
4
β
}
,
Tβ :=
{
T 1β , T
2
β , T˜
2
β , T
3
β , T
5
β
} (32)
of in total 13 distinct plane trees shown in Figure 13, all of which are obtained from L0β by
modifying only the paths p7, p4, p5 in the definition (30), by suitably replacing them by trees
with the same number of edges (7, 4, or 5, respectively), as shown in the figure. We refer to
these three subtrees as the arms of each T ∈ Lβ ∪ Tβ . In Figure 13, the subtrees tβ and tr that
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are the same in each tree are indicated by gray-shaded areas. We also consider the following
pairs of trees from the set Lβ
Cβ :=
{
(L0β, L1β), (L1β, L2β), (L2β, L3β), (L3β, L4β), (L0β, L˜1β), (L˜1β, L˜2β), (L˜2β, L˜3β), (L˜3β, L4β)
}
,
Lβ := Cβ ∪ {(L4β, T 5β )}.
(33a)
These are the pairs of trees joined by solid arcs in Figure 13. We also define the following two
subsets of Lβ
C+β := Cβ \ {(L0β, L˜1β)}, C−β := Cβ \ {(L0β, L1β)},
L+β := Lβ \ {(L0β, L˜1β)}, L−β := Lβ \ {(L0β, L1β)}.
(33b)
We will show that Cβ and Lβ are subgraphs of Hn that span the set of nodes Lβ or Lβ ∪ {T 5β},
respectively. In fact, Cβ is a cycle, and Lβ is a cycle with a pending edge attached to it, and we
refer to it as a lollipop. Moreover, L+β and L−β are two distinct spanning trees of the lollipop Lβ .
The next proposition captures all key properties of the lollipop subgraphs Lβ of Hn that
will be needed later on. In particular, property (vi) asserts that switching between the two
distinct spanning trees L+β and L−β of Lβ changes the shift value of a flip sequence by −4n,
which is crucial. This is achieved by making G(Lβ) nesting-free, except for the arcs (L0β, L˜1β)
and (L˜1β, L˜2β), which are both present in L−β , but not in L+β .
Proposition 15. For n ≥ 21 and k as defined in (27) we have the following:
(i) For any β ∈ {0, 1}k and any plane tree T from one of the sets Lβ or Tβ defined in (32),
the unique vertex with degree at least 5 is the centroid of T .
(ii) For any β ∈ {0, 1}k and any plane tree T ∈ Lβ ∪ Tβ, we have λ(T ) = 2n.
(iii) For distinct binary vectors β, β′ ∈ {0, 1}k, the sets of trees Lβ∪Tβ and Lβ′ ∪Tβ′ are disjoint.
(iv) For any β ∈ {0, 1}k, the spanning tree Tn defined in Section 5.3 has no arcs (T, T ′) or (T ′, T )
with ϕ(T ′) = ϕ(T )− 1 and T /∈ Lβ and T ′ ∈ Lβ.
(v) For any β ∈ {0, 1}k and for every pair (T, T ′) of trees from Lβ defined in (33a), there is
a unique gluing pair (x, y) ∈ Gn with ([x], [y]) = (T, T ′). Consequently, the lollipop Lβ is
a subgraph of Hn that spans the set of nodes Lβ ∪ {T 5β}, and L+β and L−β defined in (33b)
are spanning trees of Lβ. Moreover, G(L+β ) is interleaving-free and nesting-free, and G(L−β )
is interleaving-free and nesting-free, except for the two gluing pairs (x, y), (xˆ, yˆ) ∈ G(L−β )
that are given by ([x], [y]) = (L0β, L˜1β) and ([xˆ], [yˆ]) = (L˜1β, L˜2β), which satisfy σi(C(x, y))
σi+1(C(xˆ, yˆ)) for all i ≥ 0.
(vi) Consider the subtrees C+β and C−β of Hn defined in (33) that span the set of nodes Lβ, and
define G+ := G(C+β ) and G− := G(C−β ). Moreover, let (x, y) ∈ Gn be the gluing pair with
([x], [y]) = (L4β, T 5β ). Also, let P+ be the periodic path from PG+(x 0) defined in Section 5.5
that starts with the vertices x 0, f(x 0), . . ., and let P− be the periodic path from PG−(x 0)
that starts with the vertices x 0, f(x 0), . . .. Then the flip sequences α(P+) and α(P−) have
shifts λ(α+) = 2n · 7 + 2n and λ(α−) = 2n · 7− 2n.
The periodic paths P+ and P− referred to in (vi) are well-defined, as by (v), G(C+β ) ⊆ G(L+β )
and G(C−β ) ⊆ G(L−β ) are interleaving-free.
Proof. (i) The trees tβ and tr in the definition (30) have at least one edge by (27) and (29), and
so T has a unique vertex c with degree at least 5 (each of the three arms contributes +1 to the
degree of c). Let a be any of the neighbors of c in T . Note that e(T (a,c)−−) ≥ 4 + 5 = 9, and
e(T (c,a)−−) ≤ 7− 1 = 6, as the smaller two of the three arms of T have at least 4 and 5 edges,
ON A COMBINATORIAL GENERATION PROBLEM OF KNUTH 27
L0β
L˜1βL
1
β
L˜2β
L2β
L˜3β
L3β
L4β
T −n
T 1β
T 3β
T˜ 2β
T 2β
T 5β
1
1
2
2
2
2
2
2
2
2
1
1
1
1
1′
1′
1′
1′ 1′
1′
2 2′
2′
3
3
1
1
1
2
2
2
2
2
1′
1′
1′
3
3
2′
5
3
7
3
5
4
4
6
2
5
2
3
3
6
6
Figure 13. Definition of the families of plane trees Lβ and Tβ. In each tree, the
centroid c is marked with a white bullet. Leaves of the trees in Lβ that are pushable
from c or pullable from c are marked with a white square or black square, respectively.
Leaves of the trees in Tβ \ {T 5β} that are pullable to c are marked with a cross,
with a small number next to them indicating the distance to the centroid. Large
solid arrows show the arcs of the lollipop subgraph Lβ of Hn. Large dashed arrows
show arcs of the graph Hn, which are not present in Tn, however. In Hn, every arc
([x], [y]) is labeled with a gluing pair (x, y), and in the figure, the rooted trees x
and y are obtained by rooting the plane trees [x] and [y] at the vertices indicated by
the small arrows, which also show the splitting of the cyclic ordering of neighbors of
this vertex to obtain the left-to-right ordering of the children of the root. For clarity,
every arc (large arrow) and the corresponding two small arrows are marked by the
same integer. The large gray double arrow indicates two arcs, exactly one of which
is in L+β and the other one is in L−β .
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respectively, and the largest of the three arms of T has at most 7 edges. Applying Lemma 3, we
obtain that ϕ(a)− ϕ(c) ≥ 9− 6 > 0, proving that c must be the unique centroid.
(ii) Consider the centroid c of T given by (i), and consider the cyclic ordering of subtrees
around c. Due to the presence of the three arms with 7, 4, or 5 edges, respectively, this sequence
of trees has no cyclic symmetries, implying that λ(T ) = 2n, as e(T ) = n (recall (31)).
(iii) This follows by observing that the binary vector β can be recovered uniquely from each
tree T ∈ Lβ ∪ Tβ. Indeed, T has a unique vertex c of degree at least 5. Moreover, there is a
unique subtree with 5 edges emanating from c, which is the second-largest of the three arms.
The next subtrees emanating from c in ccw direction are paths of length 2 or 3, which encode the
binary vector β. This sequence of subtrees is terminated by a subtree with 7 edges emanating
from c, which is the largest of the three arms of T .
(iv) By Lemma 14, along every arc (T, T ′) of Tn we have ϕ(T ′) = ϕ(T )− 1, so it is enough
to prove that Tn has no arcs (T, T ′) from a node T /∈ Lβ to a node T ′ ∈ Lβ. For any T ′ ∈ Lβ,
let c be its centroid given by (i). By Lemma 12, every incoming arc at T ′ corresponds to a
leaf of T ′ that is pushable from c. As all leaves have distance at least 2 from c in T ′, any leaf
that is pushable from c is thick by definition, so we need to consider only thick leaves of T ′. In
particular, the trees tβ and tr in the definition (30) have only thin leaves, and therefore contain
no leaves pushable from c. Only the three arms of T ′ have thick leaves, and may therefore
have leaves pushable from c. All leaves of trees T ′ ∈ Lβ that are pushable from c are marked
by a white square in Figure 13. In particular, L0β has no leaves that are pushable from c, and
therefore no incoming arcs in Tn ⊆ Hn. L1β and L˜1β have one leaf each that is pushable from c,
coming from the arcs (L0β, L1β) and (L0β, L˜1β), respectively, which we can ignore as their starting
nodes are in Lβ . The tree L2β has two leaves that are pushable from c, one from the arc (L1β, L2β),
which we can ignore. The second one comes from the arc (T 1β , L2β) of Hn, which however, is not
present in Tn, by the choice of a leaf in T 1β that is pullable to c and that has maximum distance
from the centroid in the definition of Tn. All leaves of trees T ′ ∈ Tβ \ {T 5β} that are pullable
to c are marked by crosses in Figure 13, with their distance from the centroid indicated next to
them. The tree L˜2β has one leaf that is pushable from c coming from the arc (L˜1β, L˜2β), which we
can ignore. The tree L3β has three leaves that are pushable from c, one from the arc (L2β, L3β),
which we can ignore, and two from the arcs (T 2β , L3β) and (T˜ 2β , L3β) of Hn, which are not present
in Tn, by the choice of leaf in T 2β and T˜ 2β that is pullable to c and that has maximum distance
from the centroid. The tree L˜3β has two leaves that are pushable from c from the arcs (L2β, L˜3β)
and (L˜2β, L˜3β), which we can both ignore. Finally, the tree L4β has three leaves that are pushable
from c, two from the arcs (L3β, L4β) and (L˜3β, L4β), which we can ignore, and one from the arc
(T 3β , L4β), which is not present in Tn, by the choice of a pullable leaf in T 3β that is pullable to c
and that has maximum distance from the centroid.
(v) Figure 13 shows how to root the plane trees T, T ′ of each pair (T, T ′) ∈ Lβ , such that the
rooted trees x, y with (T, T ′) = ([x], [y]) form a gluing pair (x, y) ∈ Gn. In the figure, every pair
(T, T ′) ∈ Lβ is joined by a large solid arrow marked by j = 1, 1′, 2, 2′, 3, and the small arrows
marked j next to T and T ′ indicate the root vertex, and the splitting of the cyclic ordering of
neighbors of this vertex to obtain the left-to-right ordering of the children of the root. One
can check that the resulting pairs of rooted trees (x, y) have the form (9), i.e., y = pull(x), and
consequently these are indeed gluing pairs in Gn. Moreover, none of the tree vertices marked as
root is a leaf, implying that G(L+β ) and G(L−β ) are interleaving-free by Lemma 11.
ON A COMBINATORIAL GENERATION PROBLEM OF KNUTH 29
Using Proposition 10 (iii), one can check that no two of the gluing cycles σi(C(x, y)), with
(x, y) ∈ G(Lβ) and i ≥ 0, are nested, except for the cycles σi(C(x, y)) σi+1(C(xˆ, yˆ)), i ≥ 0,
that are given by ([x], [y]) = (L0β, L˜1β) and ([xˆ], [yˆ]) = (L˜1β, L˜2β). This is because in any two pull
operations corresponding to two consecutive arcs of the lollipop Lβ , we never pull the same tree
edge twice in succession, except in the latter case.
(vi) By (22), we need to evaluate the sums ∑T∈Lβ γT · λ(T ) for both sets of gluing pairs G+
and G−. By (ii), we have λ(T ) = 2n for each of the eight trees T ∈ Lβ. Moreover, from (v) we
obtain that G(C+β ) ⊆ G(L+β ) is nesting-free and therefore we have γT = +1 for each of the eight
trees T ∈ Lβ , showing that α(P+) = 2n · 8 = 2n · 7 + 2n. On the other hand, G(C−β ) ⊆ G(L−β ) is
nesting-free except for the gluing pairs (x, y), (xˆ, yˆ) ∈ G(C−β ) that are given by ([x], [y]) = (L0β, L˜1β)
and ([xˆ], [yˆ]) = (L˜1β, L˜2β), which satisfy σi(C(x, y)) σi+1(C(xˆ, yˆ)) for all i ≥ 0. As L0β is a leaf
of C−β , we obtain that γL0β = −1 and γ(T ) = +1 for all T ∈ Lβ \ {L
0
β}. Consequently, we obtain
that α(P−) = 2n · 7− 2n.
This completes the proof. 
5.8. Proof of Theorem 1 for n ≥ 39. We are now in position to prove Theorem 1 for all
sufficiently large values of n.
Proof of Theorem 1 for n ≥ 39. Let n ≥ 39, let k be as defined in (27), and let Tn be the
spanning tree of Hn defined in Section 5.3. The following definitions are illustrated in Figure 14.
Let T −n denote the subgraph of Tn obtained by removing all nodes in the sets Lβ defined
in (32) for all β ∈ {0, 1}k. From Lemma 14 we know that every node T of Tn has at most one
neighbor T ′ with ϕ(T ′) = ϕ(T )− 1. Combining this with Proposition 15 (iv) shows that T −n is
still a connected graph. We now extend T −n to a spanning tree of Hn, by adding all arcs from
either the set L+β or L−β as defined in (33) for all β ∈ {0, 1}k. This choice for each β ∈ {0, 1}k is
encoded in a sign sequence χ of length 2k, and the entries of this sequence are indexed by β,
so χβ ∈ {+,−} for all β ∈ {0, 1}k. As each of L+β and L−β is a spanning tree on the same set
of nodes Lβ ∪ {T 5β} by Proposition 15 (v), and as these sets of nodes are disjoint for distinct
binary vectors β, β′ ∈ {0, 1}k by Proposition 15 (iii),
Tn(χ) := T −n ∪
⋃
β∈{0,1}k
Lχββ (34)
is a spanning tree of Hn for every sign sequence χ. Each of the subtrees Lχββ ⊆ Lβ is connected
to T −n via the node T 5β , which is the end node of the ‘handle’ of the lollipop Lβ.
For each such spanning tree, we can now define a periodic path P (χ) in the middle levels
graph Mn as described in Section 5.6, and by (23) and (34), the shift of the corresponding flip
sequence α(P (χ)) is
λ(α(P (χ))) =
∑
T∈T −n
γT · λ(T )
︸ ︷︷ ︸
=:λ0
+
∑
β∈{0,1}k
∑
T∈Lβ
γT · λ(T )
︸ ︷︷ ︸
=:λβ
(35)
for some signs γT ∈ {+1,−1}. Note that the first summand λ0 in (35) is a fixed integer that is
independent of χ, as the tree T −n is independent of χ. Moreover, the inner sum λβ of the second
summand in (35) is γβ(2n · 7+ 2n) if χβ = + or γβ(2n · 7− 2n) if χβ = − by Proposition 15 (vi),
where γβ ∈ {+1,−1}. Therefore, by choosing χβ ∈ {+,−} appropriately, we can change the value
of the shift λ(α(P (χ))) by −4n. Note that −4n = 2 modulo 2n+ 1, and that 2 and 2n+ 1 are
coprime. Therefore, to make the sum (35) modulo 2n+1 have any possible value s in {0, 1, . . . , 2n},
it is enough if we have at least 2n choices for β, i.e., if 2k ≥ 2n (for proving the theorem we
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L+β
T −n
L−β
. . .β ∈ {0, 1}k
2k
Tn(χ)
T 5β
Figure 14. Definition of the tree Tn(χ). Each node represents a plane tree from Tn,
as shown in Figure 13, which provides a zoomed view of a single lollipop Lβ. The
double arrows show the choice between two arcs that we may remove from the
lollipop Lβ to obtain the subtrees L+β and L−β , for each binary vector β ∈ {0, 1}k.
Each such choice changes the shift of the resulting flip sequence by −4n = 2
(mod 2n+ 1).
would only need values of s that are coprime to 2n+ 1). From the definition (27) we see that
this inequality holds for all n ≥ 39. At this point the construction of the flip sequence satisfying
the conditions of Theorem 1 proceeds as explained in Section 5.6 with the definition (24). 
6. Redefining the spanning tree
The proof of Theorem 1 for n ≥ 39 presented in Section 5.8 fails for n ≤ 38, as there are not
enough lollipops Lβ available to adjust the shift of the resulting flip sequence in (35) to any
value s ∈ {0, 1, . . . , 2n} that is coprime to 2n + 1. Recall that we have essentially no control
over the value of λ0 in (35), as the signs γT ∈ {+1,−1} depend on which pairs of gluing cycles
σi(C(x, y)) and σj(C(xˆ, yˆ)), i, j ≥ 0, with gluing pairs (x, y), (xˆ, yˆ) ∈ G(Tn) are nested. For
some small values of n, we could of course compute the value of λ0 explicitly, but this takes
exponential time and space, given that the number of plane trees in Tn is exponential. This
seems feasible maybe for n ≤ 20, but certainly not for n ≥ 30 (note that |T30| ≥ 1013). So for
some small values of n we do not know λ0, and even if we knew the value, the methods presented
so far do not allow us to adjust the value to the desired shift s.
The problem of not knowing the value of λ0 is also a fundamental obstacle in translating the
proof presented before to an efficient algorithm for computing the corresponding Gray code for
any n. Specifically, if the algorithm does not not know λ0, then it first has to compute its value,
to be able to adjust it to the desired shift s, or to any shift s that is coprime to 2n+1. However,
this would take exponential time and space for initialization, which is inacceptable.
There is one obvious idea that solves both problems simultaneously: If we construct a spanning
tree Tn of Hn such that G(Tn) is not only interleaving-free, but also nesting-free, then all signs γT
in (35) are positive, which allows us to use the closed form expression∑
T∈Tn
λ(T ) = Cn, (36)
where Cn is the nth Catalan number. To see this identity, recall that λ(T ) counts all rooted
trees whose underlying plane tree is T , so overall we count all rooted trees, which gives the
sum |Dn| = Cn.
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Combining (35), (36), and Proposition 15 (ii) shows that
λ0 = Cn − 2k · 8 · 2n
(recall from (32) that |Lβ| = 8), i.e., we have a closed formula for λ0, which can be computed
efficiently. In particular, we only need to compute this number modulo 2n+ 1, so all arithmetic
deals with small numbers only.
From Lemma 14 we know that for the spanning tree Tn of Hn defined in Section 5.3, G(Tn) is
interleaving-free. Unfortunately, G(Tn) is not nesting-free in general. Consequently, to implement
the approach outlined before, in the following we define another spanning tree Tn of Hn such
that G(Tn) is both interleaving-free and nesting-free (see Lemma 17 below). This alternative
definition of Tn is considerably more complicated than the one presented in Section 5.3, which
is why we deferred it to this point, to separate it clearly from the the other ingredients of the
proof (presented in Sections 5.4, 5.5, and 5.7), which will work the same way as before also for
the new Tn.
6.1. Redefinition of Tn. We define the rooted trees
q0 := 10, q1 := 1100, q2 := 110100, q3 := 11100100,
q4 := 11010100, q5 := 1110100100, q6 := 1110010100, q7 := 1110011000,
q8 := 1101011000, q9 := 1101010100,
(37)
see Figure 15.
We define a subgraph Tn of Hn, n ≥ 4, as follows: For every plane tree T ∈ Tn with T 6= [sn],
we define a gluing pair (x, y) ∈ Gn with either T = [x] or T = [y]. We let Tn be the spanning
subgraph ofHn given by the union of arcs ([x], [y]) labeled (x, y) for all gluing pairs (x, y) obtained
in this way. The definition of the gluing pair (x, y) ∈ Gn for a given plane tree T 6= [dn] proceeds
in the following three steps (T1)–(T3), whereas if T = [dn], then the special rule (D) is applied.
(D) Dumbbell rule. If T = [dn], we let c be one of its centroids, which has exactly one
c-subtree that is not a single edge, namely the tree s(n+1)/2. The rightmost leaf a of it is thick
and pushable to c in T , so we define y := y(T, c, a) = d′n and x := push(y) as in Lemma 13.
(T1) Fix the centroid and subtree ordering. If T has two centroids, we let c denote
the centroid whose active c-subtrees are not all single edges. If this is true for both centroids, we
let c be the one for which all active c-subtrees t1, . . . , tk, listed in ccw order such that t1 is the
first tree encountered after the c-subtree containing the other centroid, give the lexicographically
minimal string (t1, . . . , tk).
If T has a unique centroid, we denote it by c. We consider all c-subtrees of T , and we denote
them by t1, . . . , tk, i.e., T = [(t1, . . . , tk)], such that among all possible ccw orderings of subtrees
around c, the string (t1, t2, . . . , tk) is lexicographically minimal.
(T2) Select c-subtree of T . If T has two centroids, we let tıˆ be the first of the trees
t1, . . . , tk that is distinct from q0.
If T has a unique centroid, then for each of the following conditions (i)–(v), we consider all
trees ti for i = 1, . . . , k, and we determine the first tree ti satisfying the condition, i.e., we only
check one of these conditions once all trees failed all previous conditions:
(i) ti has 7 edges,
(ii) ti = q1 and ti−1 = q0,
(iii) ti ∈ {q2, q4} and ti+1 ∈ {q0, q1, q2},
(iv) ti /∈ {q0, q1, q2, q4},
(v) ti 6= q0.
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Figure 15. Illustration of the trees q0, . . . , q9 defined in (37), which are highlighted
in gray, and pull/push operations between them. In the spanning tree Tn, every arc
([x], [y]) is labeled with a gluing pair (x, y), and in the figure, the rooted trees x
and y are obtained by rooting the plane trees [x] and [y] at the vertices indicated by
the small arrows, which also show the splitting of the cyclic ordering of neighbors of
this vertex to obtain the left-to-right ordering of the children of the root. For clarity,
every arc and the corresponding two small arrows are marked by the same integer.
The framed trees {q1, . . . , q5} ∪ {q7, q8} are treated by separate rules in step (T2).
Conditions (ii) and (iii) refer to the previous tree ti−1 and the next tree ti+1 in the ccw ordering
of c-subtrees, and those indices are considered modulo k. Note that T is not the star [sn], and
so at least one c-subtree of T is distinct from q0 and satisfies the last condition, so this rule to
determine ti is well-defined. We let tıˆ be the c-subtree determined in this way. Clearly, tıˆ has at
least two edges.
(T3) Select leaf to pull/push. If tıˆ = 1lqj0l for some l ≥ 0 and j ∈ {1, . . . , 5}∪ {7, 8}, i.e.,
tıˆ is a path with one of the trees q1, . . . , q5 or q7, q8 attached to it, then we distinguish four cases;
see Figure 15:
(q137) If j ∈ {1, 3, 7}, then we let a be the leftmost leaf of tıˆ, which is thin, and define
x := x(T, c, a) and y := pull(x) as in Lemma 12. Clearly, for j = 1 we have y = 1l−1q20l−1
if l > 0 and y = q20 if l = 0, for j = 3 we have y = 1lq40l, and for j = 7 we have y = 1lq80l.
(q24) If j ∈ {2, 4}, then we let a be the rightmost leaf of tıˆ, which is thick, and we define y :=
y(T, c, a) and x := push(y) as in Lemma 13. Clearly, for j = 2 we have x = 1l−1q30l−1 if
l > 0 and x = q1q0 if l = 0, and for j = 4 we have x = 1l−1q50l−1 if l > 0 and x = q2q0
if l = 0.
(q5) If j = 5, then we let a be unique leaf of tıˆ that is neither the leftmost nor the rightmost
one, which is thick, and we define y := y(T, c, a) and x := push(x) as in Lemma 13. We
clearly have x = 1lq60l.
(q8) If j = 8, then we let a be the rightmost leaf of tıˆ, which is thin, and define x := x(T, c, a)
and y := pull(x) as in Lemma 12. We clearly have y = 1lq90l.
Otherwise we distinguish two cases:
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Figure 16. Illustration of the spanning trees T4, T5, T6. The subgraphs S1,S2 ⊆ Tn
with all plane trees that have one or two centroids, respectively, are highlighted.
Centroid(s) are marked with bullets, where the centroid selected in step (T1) is filled
gray. Plane trees are arranged in levels according to their potential, which is shown
on the side. The arrow markings are explained in Figure 15.
(e) If the potential ϕ(T ) = ϕ(c) is even, we let a be the leftmost leaf of tıˆ and define
x := x(T, c, a) and y := pull(x) as in Lemma 12.
(o1) If the potential ϕ(T ) = ϕ(c) is odd and the rightmost leaf a of tıˆ is thin, we define
x := x(T, c, a) and y := pull(x) as in Lemma 12.
(o2) If the potential ϕ(T ) = ϕ(c) is odd and the rightmost leaf a of tıˆ is thick, we define
y := y(T, c, a) and x := push(y) as in Lemma 13.
This completes the definition of Tn. In Lemma 17 below we will show that Tn is indeed a
spanning tree of Hn. The spanning trees Tn ⊆ Hn for n = 4, 5, 6, 7 are shown in Figures 16 and 17.
In the following, we refer to rules (q137), (q8), (e), and (o1) in step (T3) as pull rules, and to
rules (q24), (q5), and (o2) as push rules. Note that the leaf to which one of the pull rules (q137),
(q8) or (o1) is applied, is always thin, whereas the leaf to which any push rule is applied, is
always thick.
6.2. Properties of Tn. The main task of this section is to prove that Tn is a spanning tree
of Hn for which G(Tn) is interleaving-free and nesting-free (Lemma 17 below). The following
lemma is an auxiliary statement that will be used in that proof.
Lemma 16. If T has a unique centroid c, then the c-subtree tıˆ selected in step (T2) satisfies
the following conditions:
(a) If tıˆ = q1, then tıˆ−1 = q0 or t1 = t2 = · · · = tk = q1.
(b) If tıˆ ∈ {q2, q4}, then tıˆ+1 ∈ {q0, q1, q2} or t1 = t2 = · · · = tk = q4.
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Figure 17. Illustration of the spanning tree T7. Notation is as in Figure 15.
Proof. We first prove (a). Among the conditions (i)–(v) that are checked in step (T2), only
conditions (ii) and (v) lead to selecting a c-subtree that is isomorphic to q1 for tıˆ. If condition (ii)
holds, then we clearly have tıˆ−1 = q0 by (i). If condition (v) applies, then all c-subtrees t1, . . . , tk
of T failed all previous conditions (i)–(iv). In particular, from (ii) we know that ti = q1 implies
that ti−1 6= q0. Moreover, from (iii) we obtain that ti−1 /∈ {q2, q4}. Combining this with (iv)
shows that ti−1 = q1. This proves part (a) of the lemma.
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It remains to prove part (b). Among the conditions (i)-(v), only conditions (iii) and (v) lead
to selecting a c-subtree that is isomorphic to q2 or q4 for tıˆ. If condition (iii) holds, then we
clearly have tıˆ+1 ∈ {q0, q1, q2}. If condition (v) applies, then all c-subtrees t1, . . . , tk of T failed
all previous conditions (i)–(iv). In particular, from (iii) we know that ti ∈ {q2, q4} implies that
ti+1 /∈ {q0, q1, q2}. Combining this with (iv) shows that ti+1 = q4. This proves part (b) of the
lemma. 
Lemma 17. The graph Tn is a spanning tree of Hn, and for every arc (T, T ′) in Tn we either
have ϕ(T ′) = ϕ(T ) − 1 or ϕ(T ) = ϕ(T ′) − 1. Every plane tree T other than the star [sn]
has exactly one neighbor T ′ with ϕ(T ′) = ϕ(T ) − 1, which is an out-neighbor or in-neighbor.
Furthermore, G(Tn) is interleaving-free and nesting-free.
Proof. Consider a gluing pair (x, y) ∈ G(Tn) added for a plane tree T with T = [x]. By
Lemma 12 we have ϕ(y) = ϕ(x) − 1, i.e., the potential of the trees changes by −1 along this
arc. On the other hand, consider a gluing pair (x, y) added for a plane tree T with T = [y]. By
Lemma 13 we have ϕ(x) = ϕ(y) − 1, i.e., the potential of the trees changes by +1 along this
arc. It follows that in Tn, every plane tree T other than the star has exactly one neighbor T ′
with ϕ(T ′) = ϕ(T )− 1, which is an out-neighbor or in-neighbor. Consequently, Tn has no cycles,
regardless of the orientation of arcs along the cycle (in particular, there are no loops). As from
every plane tree T ∈ Tn, we can reach a tree T ′ with ϕ(T ′) = ϕ(T )− 1, there is a path from T
to the star [sn], which is the unique plane tree with minimum potential n. We showed that Tn
does not contain cycles and is connected, i.e., it is a spanning tree.
We now show that G(Tn) is interleaving-free. By Lemma 12, for any gluing pair (x, y) ∈ G(Tn)
with ϕ(y) = ϕ(x)− 1 the right subtree of x contains a centroid of x. As a centroid is never a
leaf, the right subtree of x contains edges, i.e., the root of x is not a leaf. For any gluing pair
(x, y) ∈ G(Tn) with ϕ(x) = ϕ(y) − 1, as y is obtained from x by a push rule, the pushed leaf
in y is thick, i.e., the right subtrees of y and x contain edges, and hence the root of x is not a
leaf. We can thus apply Lemma 11 to conclude that G(Tn) is interleaving-free.
The remainder of the proof is devoted to showing that G(Tn) is nesting-free.
We let S1 and S2 denote the subgraphs of Tn induced by all plane trees with a unique centroid,
or with two centroids, respectively. By Lemma 3, S1 = Tn and S2 = ∅ for even n, whereas S1
and S2 are both nonempty for odd n; see Figures 16 and 17. For any plane tree T 6= [sn] in Tn,
consider the tree T ′ with ϕ(T ′) = ϕ(T )− 1 that is connected to T in Tn. By Lemmas 12 and 13,
if T has a unique centroid, then T ′ also has a unique centroid. Similarly, if T has two centroids,
then T ′ also has two centroids, except if T = [dn] = [d′n], in which case T ′ = [push(d′n)] has a
unique centroid. Consequently, S1 and S2 are subtrees of Tn, with only a single arc between
them, namely the arc ([push(d′n)], [d′n]).
The following arguments are illustrated in Figure 18. Suppose for the sake of contradiction
that G(Tn) is not nesting-free. Then by Proposition 10 (iii), there are gluing pairs (x, y), (xˆ, yˆ) ∈
G(Tn) with xˆ = ρ−1(y). We consider the plane trees T := [xˆ] = [y], T ′ := [yˆ], and T ′′ := [x].
We let a denote the leaf in which xˆ and yˆ differ, which is also the leaf in which x and y differ.
Moreover, we let b denote the root of xˆ, b′ the root of y, and b′′ the leftmost child of the root
of x. As xˆ and x are pullable trees, we have xˆ = 1 1 0u′ 0w and x = 11 0u 0 v′ for u′, w, u, v′ ∈ D
(recall (9)). Combining these relations with xˆ = ρ−1(y) shows that if u′ = ε, then we have
u = w and v′ = ε (in particular, b = b′′), whereas if u′ 6= ε, then we have u′ = 1u 0 v and
v′ = v 1w 0. The vertex identifiers a, b, b′, b′′ and the subtree identifiers u, v, w apply to the
rooted trees x, y, xˆ, yˆ, but also to the plane trees T, T ′, T ′′. Note that xˆ = T (b,b′), y = T (b′,a),
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Figure 18. Notations used in the proof that G(Tn) is nesting-free. The gray
subtrees contain the centroid(s).
yˆ = T ′(b,a), and x = T ′′(b′,b′′). We let c, c′, c′′ denote the centroid of T, T ′, T ′′, respectively,
selected in step (D) or (T1), and we let t, t′, t′′ denote the subtrees selected in step (D) or (T2).
Case 1: We first consider the case u′ = ε. In this case the leaf a of T = [xˆ] = [y] is thin, and
so both T ′ = [yˆ] = [pull(xˆ)] and T ′′ = [x] = [push(y)] have smaller potential than T , i.e., we
have ϕ(T ′) = ϕ(T ′′) = ϕ(T )− 1. This is impossible however, as T has only a single neighbor
in Tn with potential ϕ(T )− 1.
We now consider the case u′ 6= ε.
Case 2a: ϕ(T ′) = ϕ(T ) + 1 and ϕ(T ′′) = ϕ(T ) − 1. In this case, the leaf a is thick and
pushable to c′ in T ′, implying that w 6= ε, and the leaf a is thick and pushable to c in T .
Subcase 2a(i): T, T ′, T ′′ ∈ S1 or T, T ′, T ′′ ∈ S2. By Lemmas 12 and 13, the centroid(s) of
T, T ′, T ′′ are identical. As a is pushable to c and in an active c-subtree in T , the centroid(s) of T
are in u, in particular, c is in u. As a is in an active c′-subtree of T ′, we must have c′ = c.
As xˆ is obtained from yˆ by a push applied to the leaf a, one of the push rules (q24), (q5)
or (o2) in step (T3) applies to t′ in T ′.
However, rule (q5) does not apply, as the rightmost leaf of q5 is missing in t′.
If rule (q24) applies to t′, i.e., t′ is a path with q2 or q4 attached to it (in particular, v = ε),
then t is a path with q3 or q5 attached to it, respectively, i.e., rule (q137) or (q5) apply to t in T .
However, rule (q137) is a pull rule, not a push rule, a contradiction. If rule (q5) applies to t,
then this rule applies a push to a leaf in w, but not to a, a contradiction.
If rule (o2) applies to t′ in T ′, i.e., ϕ(T ′) is odd and a is the rightmost leaf of t′, then
ϕ(T ) = ϕ(T ′)−1 is even, so rule (o2) does not apply to t in T . It remains to check that none of the
push rules (q24) or (q5) applies to t, either. Rule (q5) does not apply, as the rule does not push a,
which is the rightmost leaf of t, but rather a leaf that is neither the rightmost nor the leftmost
leaf of t. Rule (q24) does not apply either, as w 6= ε. In each case, we arrive at a contradiction.
Subcase 2a(ii): T = [dn] ∈ S2 and T ′′ = [push(d′n)] ∈ S1. By rule (D), it suffices to consider
the case that the centroids of T are b′ and b′′ and c = b′′, i.e., we have u = q(n−1)/20 , v = q
(n−5)/2
0 ,
and w = ε. Then we have c′ = b′ and rule (q137) of step (T3) applies to the c′-subtree
1w100 = 1100 = q1 of T ′, but this is a pull rule, not a push rule, a contradiction.
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Subcase 2a(iii): T ′ = [dn] ∈ S2 and T = [push(d′n)] ∈ S1. By rule (D), it suffices to consider
the case that the centroids of T ′ are b and b′ and c′ = b′, i.e., we have u = ε and v = w = q(n−3)/20 .
Then c = b′ is the unique centroid of T , and the leaf a is not pushable to c in T , a contradiction.
Case 2b: ϕ(T ′′) = ϕ(T ) + 1 and ϕ(T ′) = ϕ(T )− 1. In this case, the leaf a is pullable to c′′
in T ′′, and the leaf a is thick (due to the vertex b′′) and pullable to c in T .
Subcase 2b(i): T, T ′, T ′′ ∈ S1 or T, T ′, T ′′ ∈ S2. By Lemmas 12 and 13, the centroid(s) of
T, T ′, T ′′ are identical. As a is pullable to c and in an active c-subtree in T , the centroid(s) of T
are in w, in particular, c is in w. As a is in an active c′′-subtree of T ′′, we must have c′′ = c.
As y is obtained from x by a pull applied to the leaf a, one of the pull rules (q137), (q8), (e)
or (o1) in step (T3) applies to t′′ in T ′′.
However, rule (q8) does not apply, as the leftmost leaf of q8 is missing in t′′.
If rule (q137) applies to t′′, i.e., t′′ is a path with q1, q3, or q7 attached to it (in particular,
u = ε), then t is a path with q2, q4, or q8 attached to it, respectively, i.e., rule (q24) or (q8) apply
to t in T . However, rule (q24) is a push rule, not a pull rule, a contradiction. Also, rule (q8)
applies a pull to a leaf in v, but not to a, a contradiction.
If rule (e) applies to t′′ in T ′′, i.e., ϕ(T ′′) is even and a is the leftmost leaf of t′′, then
ϕ(T ) = ϕ(T ′′)− 1 is odd, so rule (e) does not apply to t in T . As a is not the rightmost leaf
of t in T due to the edge (b′, b′′), rule (o1) does not apply to t, either. Moreover, none of the
remaining pull rules (q137) or (q8) apply to t, as they only apply to thin leaves, whereas a is
thick in T . We arrive at a contradiction.
If rule (o1) applies to t′′ in T ′′, i.e., ϕ(T ′′) is odd and a is the rightmost leaf of t′′, then
ϕ(T ) = ϕ(T ′′)− 1 is even, so rule (o1) does not apply to t in T . None of the pull rules (q137)
or (q8) apply to t due to the fact that a is thick in T , as argued before. Suppose that rule (e)
applies to t in T , i.e., a is the leftmost leaf of t. However, if a is the rightmost leaf of t′′ and the
leftmost leaf of t, then as c′′ = c we obtain that t is a path with q2 attached to it, in which case
the push rule (q24) applies to t, a contradiction.
Subcase 2b(ii): T ′′ = [dn] or T = [dn]. These cases are impossible as the tree [dn] has an
incoming arc from the tree [push(d′n)] with lower potential that it is connected to in Tn, and no
outgoing arcs to any such tree.
Case 2c: ϕ(T ′) = ϕ(T ′′) = ϕ(T ) + 1. In this case, the leaf a is pullable to c′′ in T ′′, and the
leaf a is thick and pushable to c′ in T ′.
Subcase 2c(i): T, T ′, T ′′ ∈ S1 or T, T ′, T ′′ ∈ S2. By Lemmas 12 and 13, the centroid(s) of
T, T ′, T ′′ are identical. As a is pullable to c′′ and in an active c′′-subtree in T ′′, the centroid(s)
of T ′′ are in v or w. Moreover, as a is pushable to c′ in T ′ and in an active c′-subtree of T ′, the
centroid(s) of T ′ are in v or u. Combining these observations shows that the centroid(s) are in v
and c′ = c′′. As y is obtained from x by a pull applied to the leaf a, one of the pull rules (q137),
(q8), (e) or (o1) in step (T3) applies to t′′ in T ′′.
In the following we first assume that the centroid is unique, i.e., T, T ′, T ′′ ∈ S1, and subse-
quently we explain how to modify these arguments if T, T ′, T ′′ ∈ S2.
If rule (q137) applies to t′′, then due to the edge (b′, b), we must have u = ε, c′′ = b′, and
t′′ = q1. Using Lemma 16 (a), it follows that w = ε, or n is even and all c′′-subtrees of T ′′ are
copies of q1. In the first case, the leaf a of T ′ is thin, a contradiction. In the second case, we
have w = q0 and v = q(n−4)/21 . If n = 4, then b is the unique centroid of T ′, and not c′ = b′, a
contradiction. If n ≥ 6, then v consists of at least one copy of q1, and in T ′, rule (ii) in step (T2)
applies to the c′-subtree given by the leftmost such copy (as u = ε), and this rule has higher
priority than rule (iii) that selects the c′-subtree 1w100 = 110100 = q2, a contradiction.
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If rule (q8) applies to t′′ in T ′′, i.e., t′′ is a path with q8 attached to it, then we have w = ε,
i.e., a is thin in T ′, a contradiction.
If rule (e) applies to t′′ in T ′′, i.e., ϕ(T ′′) is even and a is the leftmost leaf of t′′, then for a
to be leftmost in t′′, we must have c′′ = b′ due to the edge (b′, b). Also we have u /∈ {ε, q0, q20},
otherwise the c′′-subtree 110u0 would be equal to q1, q2, or q4, respectively, and then rule (q137)
or (q24) would apply to t′′ instead of rule (e). Clearly, the push rule (o2) does not apply to t′
in T ′, as ϕ(T ′) = ϕ(T ′′) is even. The push rule (q5) does not apply to t′ either, as this rule
would apply a pull to a leaf in w, and not to a. If the push rule (q24) applies to t′, then we have
1w100 ∈ {q2, q4}, i.e., w = q0 or w = q20. By Lemma 16 (b), the ccw next c′-subtree of 1w100
in T ′, namely the tree 1u0, is from {q0, q1, q2}, or n is a multiple of 4 and all c′-subtrees of T ′ are
isomorphic to q4. In the first case, we get u ∈ {ε, q0, q20}, a contradiction to the conditions on u
derived before. In the second case, we have w = q20, i.e., the c′′-subtree 1w0 of T ′′ is isomorphic
to q2. Moreover, we have u = q30, and v consists of (n−8)/4 copies of q4. If n = 8, then v = ε and
the unique centroid of T ′′ is b′′, not c′′ = b′, a contradiction. If n ≥ 12, then the rightmost copy
of q4 in v has 1w0 = q2 as its ccw next c′′-subtree, implying that rule (iii) in step (T2) applies
to this subtree. However, the c′′-subtree t′′ = 110u0 = 1101010100 has 5 edges and is distinct
from q0, q1, q2, q4, so it was selected by rule (iv), which has lower priority, a contradiction.
If rule (o1) applies to t′′ in T ′′, i.e., ϕ(T ′′) is odd and a is the rightmost leaf of t′′, then we
have u = ε. Moreover, we have c′′ 6= b′, as otherwise rule (q137) would apply to t′′ instead of
rule (o1), i.e., the centroid of T ′′ is in v, but not at the root of this subtree. Consequently,
the push rule (o2) does not apply to t′ in T ′, as a is not the rightmost leaf of t′ due to the
edge (b′, b′′). The push rule (q24) does not apply to t′ either, again due to the edge (b′, b′′), which
is missing in q2 and q4. If the push rule (q5) applies to t′, i.e., t′ is a path with q5 attached to it,
then we have u = ε, w = q0 and t′′ is a path with q7 attached to it. However, then rule (q7)
applies to t′′ in T ′′, and not rule (o1), a contradiction.
If T, T ′, T ′′ ∈ S2, then the above four cases for the pull rules applied to t′′ in T ′′ can be
adapted as follows: The cases where rule (q8) or (o1) applies to t′′ are the same, only the cases
where the rule (q137) or (e) applies have to be modified, due to the usage of Lemma 16, which
only applies if the centroid is unique.
If rule (q137) or (e) applies to t′′, then we have c′′ = b′ as before. Now w = ε follows from
the fact that in step (T2), t′′ is selected as the first active c′′-subtree in ccw order that is not a
single edge. But then a is thin in T ′, a contradiction.
Subcase 2c(ii): T ′ = [dn] ∈ S2 and T = [push(d′n)] ∈ S1. By rule (D), it suffices to consider the
case that the centroids of T ′ are b and b′ and c′ = b′, i.e., we have u = ε and v = w = (10)(n−3)/2.
Then c′′ = b′ is the unique centroid of T ′′, and we have 11u0 = 1100 = q1. However, this c′′-
subtree violates the conditions of Lemma 16 (a), as w 6= ε and v contains at least one c′′-subtree
that is a single edge, by the assumption n ≥ 4.
This completes the proof. 
7. Switches
In this section we develop another systematic way to modify the shift value of flip sequences,
which works without modifying the spanning tree Tn, following the ideas outlined in Section 1.6.3.
This will allow us to prove Theorem 1 for n ≤ 38.
For two bitstrings that differ in a single bit, we write p(x, y) for the position in which x
and y differ. We say that a triple of vertices τ = (x, y, y′) with x ∈ An, y, y′ ∈ Bn and y 6= y′
is a switch, if x differs from both y and from y′ in a single bit, and 〈y〉 = 〈y′〉. In the necklace
graph Nn, a switch can be considered as a multiedge (〈x〉, 〈y〉) = (〈x〉, 〈y′〉). The shift of a
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switch τ = (x, y, y′), denoted λ(τ), is defined as the integer i such that y = σi(y′). For example
τ = (1110000, 1110001, 1111000) is a switch, as we have 〈1110001〉 = 〈1111000〉, and its shift is
λ(τ) = 1, as 1110001 = σ1(1111000). We denote a switch τ = (x, y, y′) compactly by writing x
with the 0-bit at position p(x, y) underlined, and the 0-bit at position p(x, y′) overlined. The
switch τ from before is denoted compactly as τ = 1110000. Note that for any switch τ = (x, y, y′),
the inverted switch τ−1 := (x, y′, y) has shift λ(τ−1) = −λ(τ). For example, for τ = 1110000,
the switch τ−1 = 1110000 has shift λ(τ−1) = −1. Clearly, cyclically rotating a switch yields
another switch with the same shift. Similarly, reversing a switch yields another switch with the
negated shift. For example, the switch σ(τ) = 1100001 has shift +1, and its reversed switch
1000011 has shift −1.
7.1. Modifying flip sequences by switches. The idea of a switch τ = (x, y, y′) is simple
and yet very powerful: Consider a flip sequence α = (a1, . . . , ak) with shift λ(α) for a periodic
path P = (x1, . . . , xk), and let xk+1 be the vertex obtained from xk by flipping the bit at
position ak. If we have (xi, xi+1) = (x, y) for some i ∈ {1, . . . , k}, then the modified flip sequence
α′ :=
(
a1, . . . , ai−1, p(x, y′), ai+1 + λ(τ), . . . , ak + λ(τ)
)
(38a)
produces a periodic path P ′ = (x′1, . . . , x′k) that visits necklaces in the same order as P , i.e., we
have 〈xi〉 = 〈x′i〉 for all i = 1, . . . , k, and we have
λ(α′) = λ(α) + λ(τ). (38b)
The situation where (xi, xi+1) = (x, y′) is symmetric, and can be analyzed with these equations
by considering the inverted switch τ−1 with λ(τ−1) = −λ(τ).
Similarly, if we have (xi, xi+1) = (y′, x) for some i ∈ {1, . . . , k}, then the modified flip sequence
α′ :=
(
a1, . . . , ai−1, p(x, y) + λ(τ), ai+1 + λ(τ), . . . , ak + λ(τ)
)
(38c)
produces a periodic path P ′ = (x′1, . . . , x′k) that visits necklaces in the same order as P , and we
have
λ(α′) = λ(α) + λ(τ). (38d)
Again, the situation where (xi, xi+1) = (y, x) is symmetric, and can be analyzed with these
equations by considering the inverted switch τ−1 with λ(τ−1) = −λ(τ).
In particular, if 〈P 〉 is a Hamilton cycle in the necklace graph Nn, then 〈P ′〉 is also a Hamilton
cycle in the necklace graph, albeit one whose flip sequence has a different shift (as given by (38b)
and (38d)).
For example, consider the flip sequence α = 6253462135, which starting from x1 = 1110000
produces the periodic path P = (x1, . . . , x10) and the vertex x11 shown on the top left hand
side of Figure 1 (recall that we omit the first bit here), and we have λ(α) = +1. For the
switch τ = (x, y, y′) = 1010010 with λ(τ) = +5 we have (x3, x4) = (x, y), and according to (38a)
the flip sequence α′ = (6, 2, p(x, y′), 3 + 5, 4 + 5, 6 + 5, 2 + 5, 1 + 5, 3 + 5, 5 + 5) = 6241247613 has
shift λ(α′) = λ(α) + λ(τ) = +1 + 5 = +6 and produces a periodic path P ′ that visits necklaces
in the same order as P . The path P ′ is shown on the top right hand side of Figure 1. All other
columns with shifts s = 2, 3, 4, 5 in this figure were obtained from the first column by applying
the same switching technique, using multiple different switches.
7.2. Construction of switches. We now describe a systematic way to construct many distinct
switches from the canonic switch τ = 1n00n−10, which has shift λ(τ) = +1.
For any integers n ≥ 1, d ≥ 1 and 1 ≤ s ≤ d, the (s, d)-orbit is the maximal prefix of
the sequence s + id, i ≥ 0, considered modulo 2n + 1, in which all numbers are distinct.
Clearly, the number of distinct (s, d)-orbits for fixed d and s ≥ 1 is nd := gcd(2n + 1, d),
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and the length of each orbit is `d := (2n + 1)/ gcd(2n + 1, d). Note that both nd and `d
are odd integers. For example, for n = 10 and d = 6 there are nd = 3 orbits of length
`d = 7, namely the (1, 6)-orbit (1, 7, 13, 19, 4, 10, 16), the (2, 6)-orbit (2, 8, 14, 20, 5, 11, 17), and
the (3, 6)-orbit (3, 9, 15, 21, 6, 12, 18). For any n ≥ 1, we let Xn denote the set of all binary
strings of length 2n with exactly n many 0s and n many 1s. For instance, we have X2 =
{1100, 1010, 1001, 0110, 0101, 0011}.
The base case of our definition is the switch τn,1 := 1n00n−10, which has shift λ(τn,1) = +1.
For any integer 2 ≤ d ≤ n that is coprime to 2n + 1, we let τn,d denote the sequence whose
entries at the positions given by the (1, d)-orbit equal the sequence τn,1, including the underlined
and overlined bit. In words, τn,d is obtained by filling the entries of τn,1 one by one into every
dth position of τn,d, starting at the first one.
For any integer 3 ≤ d ≤ n that is not coprime to 2n + 1, we choose an arbitrary bitstring
x = (x2, . . . , xnd) ∈ X(nd−1)/2, and we let τn,d,x denote the sequence whose entries at the positions
given by the (1, d)-orbit equal the sequence τ(`d−1)/2,1, including the underlined and overlined
bit, and for j = 2, . . . , nd, all entries at the positions given by the (j, d)-orbit equal xj . In words,
τn,d is obtained by filling the entries of τ(`d−1)/2,1 one by one into every dth position of τn,d,
starting from the first one, and then filling the gaps between these entries by copies of x. Clearly,
the number of choices we have for x in this construction is
( nd−1
(nd−1)/2
)
.
Note that the construction for coprime d can be understood as a special of the construction
for non-coprime d with nd = 1 and x = ε.
These definitions are illustrated in Figure 19 for n = 1, . . . , 7. The next lemma follows
immediately from these definitions. It asserts that the sequences τn,d and τn,d,x defined before
are indeed switches with shift d.
Lemma 18. Let n ≥ 1. For any integer 1 ≤ d ≤ n that is coprime to 2n+ 1, the sequence τn,d
defined before is a switch with λ(τn,d) = d. For any integer 3 ≤ d ≤ n that is not coprime to 2n+1
and any bitstring x ∈ X(nd−1)/2, the sequence τn,d,x defined before is a switch with λ(τn,d,x) = d.
In fact, every possible switch can be obtained in one of the two ways described by the lemma,
and by reversal and cyclic rotations, but this is irrelevant here.
7.3. Proof of Theorem 1 for n ≤ 38. Recall the definition of the function f from (4). We say
that a switch τ = (x, y, y′) is f -conformal, if y = f(x) or if x = f(y′), and then we refer to (x, y)
or (y′, x), respectively, as the f -edge of the switch. Also, we say that τ is f−1-conformal, if the
inverted switch τ−1 is f -conformal, and we refer to the f -edge of τ−1 also as the f -edge of τ . A
switch being f -conformal means that its f -edge belongs to a periodic path defined in (8a).
Given a set of nesting-free gluing pairs G ⊆ Gn, we say that an f -conformal or f−1-conformal
switch τ is usable w.r.t. G, if for every gluing pair (xˆ, yˆ) ∈ G and all i ≥ 0, the three f -edges of the
gluing cycle σi(C(xˆ, yˆ)) defined in (12), i.e., the edges σi((xˆ0, xˆ1)), σi((xˆ5, xˆ6)) and σi((yˆ0, yˆ1))
as defined in (10) are distinct from the f -edges of τ . Recall from (14) and (19) that the three
f -edges are removed when joining periodic paths, so a switch whose f -edge is one of the removed
edges would not be relevant for us. We also say that a usable switch τ is reversed, if the f -edge
of τ lies on the reversed path of one of the gluing cycles σi(C(xˆ, yˆ)), (xˆ, yˆ) ∈ G, for some i ≥ 0,
i.e., on the path σi((xˆ1, . . . , xˆ5)).
For an f -conformal usable switch τ that is not reversed, the modifications to the flip sequence
described by (38) change the shift by +λ(τ), and for an f−1-conformal usable switch that is not
reversed, they change the shift by +λ(τ−1) = −λ(τ). On the other hand, if the switch is reversed,
then the sign of these changes is inverted. We refer to this quantity as the effective shift of τ , and
we denote it by λe(τ); see Figure 19. Essentially, the effective shift of τ is the shift λ(τ) with the
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Figure 19. All switches for n = 1, . . . , 7. The switch τn,1 is shown as the first
switch in each block, and the remaining switches are ordered by increasing d. The
bits flipped by f and f−1 are marked light gray and dark gray, respectively. The
framed bits belong to a (1, d)-orbit for some d that is not coprime to 2n+1. Whether
a switch is f -conformal or f−1-conformal is indicated by + or −, respectively, and by
‘n’ if neither of the two. Similarly, a switch being usable or reversed is indicated by
‘y’=yes and ‘n’=no. The resulting effective shifts are shown in the rightmost column.
sign determined by f -conformality (multiplied by −1 iff f−1-conformal) and reversed (multiplied
by −1 iff reversed). The effective shift describes by how much the shift of the flip sequence along
a periodic path changes when applying the aforementioned switching technique using this switch.
To check whether τ is usable, we consider its f -edge, and we distinguish two cases: If the
f -edge of τ is (x, y) with x ∈ An and y ∈ Bn, then we only need to check that (x, y) /∈
{σi((xˆ0, xˆ1)), σi((yˆ0, yˆ1)) | (xˆ, yˆ) ∈ G ∧ i ≥ 0}. Recall from (10) that xˆ0 = 11 0u 0 v 0 and
yˆ0 = 10 1u 0 v 0 for some u, v ∈ D, so if x′ := σ`(x)(x) with `(x) as in Lemma 5 satisfies
x′ = 11 1 · · · , (i)
i.e., the first three bits of x′ are 1s (the first bit is always 1), then τ is usable for every G. On
the other hand, if the f -edge of τ is (y′, x) with y′ ∈ Bn and x ∈ An, we only need to check
that (y′, x) /∈ {σi((xˆ5, xˆ6)) | (xˆ, yˆ) ∈ G ∧ i ≥ 0}. Recall from (10) that xˆ6 = 10 0u 1 v 0 for some
u, v ∈ D, and therefore σ`(xˆ6)(xˆ6) = σ3(xˆ6) = u 1 v 0 1 0 0, so if x′ := σ`(x)(x) satisfies
x′ = · · · 0 0 0, (ii)
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i.e., the last three bits of x′ are 0s (the last two bits are always 0s), then τ is usable for every G.
On the other hand, if x′ = · · · 1 0 0, then we may consider the last five bits of x′, and if
x′ = · · · 1 0 1 0 0, (iii)
then this implies that the substring v of xˆ6 satisfies v = ε, i.e., the right subtree of xˆ and yˆ in
the gluing pair (xˆ, yˆ) is empty. This is in principle possible for arbitrary sets of gluing pairs G,
but not for the ones arising from our spanning tree Tn ⊆ Hn defined in Section 6.1. Specifically,
if G = G(Tn), then recall from the proof of Lemma 17 that for all gluing pairs (xˆ, yˆ) ∈ G(Tn),
the root of xˆ is not a leaf, i.e., for such an xˆ = 1u 0 v with u, v ∈ D, we have v 6= ε. We can thus
conclude from (iii) that τ is usable w.r.t. G = G(Tn). If none of the sufficient conditions (i)–(iii)
applies, we can still check whether τ is usable by considering the definition of Tn in more detail.
To check whether τ is reversed, we consider its f -edge (x, y) with x ∈ An and y ∈ Bn, or
its f -edge (y′, x) with y′ ∈ Bn and x ∈ An, and if both rooted trees x′ := ρ−1(t(x)) ∈ Dn and
x′′ := ρ−2(x)(t(x)) ∈ Dn (recall Proposition 7 (i)) do not have the form (9) or have a root that
is a leaf, i.e., we have
x′ ∈ {1 0 · · · , 1 1 1 · · · } or the root of x′ is a leaf,
and x′′ ∈ {1 0 · · · , 1 1 1 · · · } or the root of x′′ is a leaf, (39)
then the switch is not reversed. If this sufficient condition does not apply, checking whether a
switch is reversed or not requires considering the definition of Tn in more detail.
Proof of Theorem 1 for n ≤ 38. For n = 1 we can use the flip sequence α0 := 21 for s = 1 and
α0 := 31 for s = 2, starting from x1 := 1100. For n = 2 we can use α0 := 5135 for s = 1,
α0 := 3241 for s = 2, α0 := 5142 for s = 3, and α0 := 3253 for s = 4, starting from x1 := 111000.
For n = 3 and 1 ≤ s ≤ 2n = 6 valid solutions are given in Figure 1.
For the rest of the proof we assume that n ≥ 4. We consider the spanning tree Tn ⊆ Hn
defined in Section 6.1. As explained in Section 5.6, based on the spanning tree Tn, we define a
periodic path P with starting vertex x1 := 1n0n+1 and second vertex f(x1) in the middle levels
graph Mn, such that 〈P 〉 is a Hamilton cycle in the necklace graph Nn, and the shift of the
corresponding flip sequence α(P ) is given by (23). As the spanning tree Tn is nesting-free by
Lemma 17, all signs γT ∈ {−1,+1} in this sum are positive, and we therefore have λ(α(P )) = Cn
by (36), with Cn being the nth Catalan number.
We modify the flip sequence α(P ) as described by (38) by a set S of f -conformal or f−1-
conformal switches that are usable w.r.t. to the nesting-free set of gluing pairs G = G(Tn). This
yields a path P ′ that visits necklaces in the same order as P , and the corresponding flip sequence
α′(S) has shift
λ(α′(S)) = Cn +
∑
τ∈S
λe(τ), (40)
where λe(τ) is the effective shift of τ . We aim to choose S so that this sum has any possible
value s that is coprime to 2n+ 1. For this it is enough to choose S so that modulo 2n+ 1, any
possible value in {0, . . . , 2n} can be achieved.
To this end, we say that a multiset S of integers is m-complete if modulo m every pos-
sible number in {0, . . . ,m − 1} arises as a sum of a subset of S. For example, the mul-
tiset {−1,+2,−3,+5,+5} is 17-complete, as for S0 := ∅, S1 := {−1,+2}, S2 := {+2},
S3 := {−1,+2,−3,+5}, S4 := {−1,+5}, S5 := {+5}, . . . , S14 := {−3}, S15 := {−1,+2,−3},
S16 := {−1} we have ∑x∈Si = i modulo 17 for all i = 0, . . . , 16.
Appendix A shows for every 4 ≤ n ≤ 38 a set S′ of f -conformal or f−1-conformal switches
(each row in the tables contains one switch), all of which were constructed via Lemma 18. All of
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these switches and their cyclic rotations are usable w.r.t. G = G(Tn), and the conditions (i)–(iii)
that apply to obtain this are listed in the last column of these tables. In the four exceptional cases
marked by (iv1)–(iv4), none of these conditions applies. However, the gluing pair (xˆ, yˆ) ∈ Gn
for which an f -edge of the gluing cycle σi(C(xˆ, yˆ)) for some i ≥ 0 coincides with the f -edge of
this switch is still not in the set G(Tn), which can be checked by straightforward calculations,
using the definition of Tn and considering the left and right subtrees u, v ∈ D of xˆ, which are as
follows in these four cases:
(u, v) = (10, 10), (iv1)
(u, v) = (10, 1010), (iv2)
(u, v) = (10, 1011011010010010), (iv3)
(u, v) = (1011011010010010, 1011010010). (iv4)
The first switch in each of the tables in the appendix is reversed (marked with ‘R’ in the last
column), as its f -edge lies on the reversed path of the gluing cycle σ2(C(xˆ, yˆ)) for (xˆ, yˆ) :=
(11001n−20n−2, pull(xˆ)) and we have (xˆ, yˆ) ∈ G(Tn) by the definition of Tn. No other switch in
the tables is reversed, which can be verified in each case by applying condition (39). The resulting
effective shift for each switch is listed in the second-to-last column of the tables. Moreover, the
corresponding multisets of integers {λe(τ) | τ ∈ S′} can easily be checked to be (2n+1)-complete.
It follows that for each of these values of n and for any 1 ≤ s ≤ 2n that is coprime to 2n+ 1,
there is a subset S ⊆ S′ such that the flip sequence α′(S) obtained by applying a suitable
cyclic rotation of each switch τ ∈ S has a shift of λ(α′(S)) = s by (40). We may then define
α0 := α′(S), and the remaining αi for i = 1, . . . , 2n as in (24), and from there we complete the
proof as explained in Section 5.6. 
7.4. Discussion of the switching technique. To control the shift value of flip sequences,
the switching technique described before is undoubtedly much more elegant than the span-
ning tree modification described in Section 5.7. It also yields much nicer Gray codes, as
the order of necklaces remains unchanged under switching. Unfortunately, despite consider-
able efforts, we failed to make the switching technique work for general values of n. In par-
ticular, it is not even known what the value of the nth Catalan number modulo (2n + 1)
is; recall (40). For n ≥ 2 and 2n + 1 being prime, this value is +2 or −2, as can be
shown easily, but things are much more complicated for non-prime values 2n + 1. The
first few entries of this sequence are 1, 2,−2,−4,−2, 2,−6, 2,−2,−4,−2, 12,−5, 2,−2, . . . =
1, 2, 5, 5, 9, 2, 9, 2, 17, 17, 21, 12, 22, 2, 29, . . .. While Lemma 18 is a very powerful tool to provide
us with many distinct switches (in fact, all possible switches), we have unfortunately little con-
trol over which of them are f -conformal or f−1-conformal. The proof of Theorem 1 for small n
and several computer experiments that we performed suggest that there are enough conformal
and usable switches available for all n, but we are unable to prove this. We can systematically
construct conformal switches that yield (2n+ 1)-complete sets of effective shift values only in
the following two cases: n being a power of 2, or 2n+1 having two large factors. We failed to do
so in general, in particular in the case when 2n+ 1 is prime. It is not even clear which multisets
of integers one should aim for to obtain a (2n+ 1)-complete set, which is an interesting purely
number-theoretic problem. While some general sufficient criteria in this direction are known
(see e.g. [HLS08]), none of them seem to be applicable in our situation. Overall, it remains open
whether the switching technique can be used for every n, which would simplify our proofs.
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8. Proof of Theorem 2
Our algorithm to compute a star transposition ordering of (n+ 1, n+ 1)-combinations is a
faithful implementation of the constructive proof of Theorem 1 presented in Section 5.8 for
n ≥ 39 and in Section 7.3 for n ≤ 38. For the reasons discussed at the beginning of Section 6, in
both cases we use the spanning tree Tn of Hn defined in Section 6.1. This is possible, as the
proof of Theorem 1 for n ≥ 39 works also with this redefined spanning tree Tn. In particular,
Proposition 15 (iv) also holds for this spanning tree Tn. To see this, in addition to the leaves of
all plane trees in Lβ that are pushable from the centroid, we now also have to consider all leaves
that are pullable from the centroid (marked by black squares in Figure 13), and that yield a
plane tree not in Lβ . However, this gives exactly the plane trees T 1β , T 2β , T˜ 2β , and T 3β . As each of
these trees has a unique arm with 7 edges that is considered with highest priority by rule (i) in
step (T2), these trees are not connected to a tree in Lβ in Tn.
Proof of Theorem 2. In the following we outline the key data structures and computation steps
performed by our algorithm. For more details, see the C++ implementation available at [cos].
We maintain the following data structures:
• the bitstring representation x ∈ An ∪Bn of the current (n+ 1, n+ 1)-combination;
• the position `(x) from where to read the rooted tree t(x) in x;
• the plane tree T = [t(x)] and its centroid(s).
The space required by these data structures is clearly O(n).
There are two types of steps that we encounter in our algorithm: An f-step is simply an
application of the mapping f defined in (4) to the current bitstring x, which corresponds to
following one of the basic flip sequences. Such a step incurs only a rotation of the tree t(x)
(recall (5)), and therefore the plane tree T = [t(x)] = [ρ(t(x))] is not modified. On a subpath
that is reversed by a gluing cycle, we apply f−1 and inverse tree rotation ρ−1(t(x)) instead. A
pull/push step is more complicated, and corresponds to following one of the edges of a gluing
cycles σi(C(xˆ, yˆ)), i ≥ 0, (xˆ, yˆ) ∈ G(Tn) for some arc ([xˆ], [yˆ]) in the spanning tree Tn. Such a
step also modifies the plane tree T = [t(x)] by applying a pull or push operation to one of its
leaves. All these updates can easily be done in time O(n).
For deciding whether to perform an f -step or a pull/push step, the following computations
are performed on the current plane tree T = [t(x)], following the steps (T1)–(T3) described in
Section 6.1:
• compute a centroid c of T and its potential ϕ(c) as in step (T1) in time O(n) (see [KA76]);
• compute the lexicographic subtree ordering as in step (T1) in time O(n). In the case where
the centroid is unique, this is achieved by Booth’s algorithm [Boo80]. Specifically, to compute
the lexicographically smallest ccw ordering (t1, . . . , tk) of the c-subtrees of T we insert −1s
as separators between the bitstring representations t1, . . . , tk of the subtrees, i.e., we consider
the string z := (−1, t1,−1, . . . ,−1, tk). This trick makes Booth’s algorithm return a cyclic
rotation of z that starts with −1, and it is easy to check that this rotation is also the one that
minimizes the cyclic subtree ordering (t1, . . . , tk).
• compute a c-subtree of T and one of its leaves as in steps (T2) and (T3) in Section 6.1 in
time O(n).
Overall, the decision which type of step to perform next takes time O(n) to compute.
Upon initialization, the algorithm once computes the value of the nth Catalan number Cn
modulo 2n + 1 in time O(n2), using Segner’s recurrence relation. For n ≤ 38 we proceed as
follows: With the shift s specified as input to the algorithm, we compute r ∈ {0, . . . , 2n} such
ON A COMBINATORIAL GENERATION PROBLEM OF KNUTH 45
that Cn + r = s modulo 2n+ 1, and we consider a precomputed set of switches S ⊆ S′ with S′
as specified in the tables in the appendix such that ∑τ∈S λe(τ) = r. Whenever we encounter a
switch in the course of the algorithm, which can be detected in time O(n), we perform a modified
flip as described by (38). Each time this happens, the position `(x) has to be recomputed, while
the plane tree T = [t(x)] does not change.
On the other hand, for n ≥ 39 we proceed as follows: With the shift s specified as input, we
compute r ∈ {0, . . . , 2n} such that Cn + 2 · r = s modulo 2n + 1. We then use the spanning
tree Tn(χ) defined in (34) for the sign sequence χ whose first r entries are equal to −, and all
others are equal to +. Recall that χ has length 2k with k as defined in (27), and 2k ≥ 2n ≥ r by
the assumption n ≥ 39. As Tn is nesting-free by Lemma 17, we have γT = +1 for all T ∈ Tn
in (35), except for the tree L0β ∈ Lβ for each β with χβ = −, which satisfies λ(L0β) = 2n by
Proposition 15 (ii). Consequently, the shift of the corresponding flip sequence evaluates to
λ(α(P (χ))) =∑T∈Tn λ(T )− 4n · r, which equals Cn + 2 · r by (36) and the fact that −4n = +2
modulo 2n+ 1, and this is equal to s by the definition of r. Working with Tn(χ) instead of Tn
requires bypassing the aforementioned decision routine in the cases where the current plane tree
T = [t(x)] belongs to one of the sets Lβ ∪ {T 5β} defined in (32), which can easily be detected in
time O(n).
Summarizing, the algorithm described before runs in time O(n) in each step, using O(n)
memory in total, and it requires time O(n2) for initialization. 
References
[BER76] J. Bitner, G. Ehrlich, and E. Reingold. Efficient generation of the binary reflected Gray code and its
applications. Comm. ACM, 19(9):517–521, 1976.
[Bol06] B. Bollobás. The Art of Mathematics - Coffee Time in Memphis. Cambridge University Press, 2006.
[Boo80] K. S. Booth. Lexicographically least circular substrings. Inform. Process. Lett., 10(4-5):240–242, 1980.
[BW84] M. Buck and D. Wiedemann. Gray codes with restricted density. Discrete Math., 48(2-3):163–171, 1984.
[Cha89] P. Chase. Combination generation and graylex ordering. Congr. Numer., 69:215–242, 1989. Eighteenth
Manitoba Conference on Numerical Mathematics and Computing (Winnipeg, MB, 1988).
[cos] The Combinatorial Object Server: http://www.combos.org/middle.
[CW93] R. C. Compton and S. G. Williamson. Doubly adjacent Gray codes for the symmetric group. Linear
and Multilinear Algebra, 35(3-4):237–293, 1993.
[DG12] P. Diaconis and R. Graham. Magical mathematics. Princeton University Press, Princeton, NJ, 2012.
The mathematical ideas that animate great magic tricks, With a foreword by Martin Gardner.
[DKS94] D. A. Duffus, H. A. Kierstead, and H. S. Snevily. An explicit 1-factorization in the middle of the
Boolean lattice. J. Combin. Theory Ser. A, 65(2):334–342, 1994.
[DSW88] D. A. Duffus, B. Sands, and R. Woodrow. Lexicographic matchings cannot form Hamiltonian cycles.
Order, 5(2):149–161, 1988.
[EHR84] P. Eades, M. Hickey, and R. C. Read. Some Hamilton paths and a minimal change algorithm. J.
Assoc. Comput. Mach., 31(1):19–29, 1984.
[EM84] P. Eades and B. McKay. An algorithm for generating subsets of fixed size with a strong minimal
change property. Inform. Process. Lett., 19(3):131–133, 1984.
[FGMM20] J. Fink, P. Gregor, A. Merino, and T. Mütze. Star transposition Gray codes for multiset permutations.
Unpublished manuscript, 2020.
[FT95] S. Felsner and W. T. Trotter. Colorings of diagrams of interval orders and α-sequences of sets. Discrete
Math., 144(1-3):23–31, 1995. Combinatorics of ordered sets (Oberwolfach, 1991).
[GMM20] P. Gregor, O. Mička, and T. Mütze. On the central levels problem. To appear in the Proceedings of
ICALP 2020. Preprint available on arXiv:1912.01566, 2020.
[GMN18] P. Gregor, T. Mütze, and J. Nummenpalo. A short proof of the middle levels theorem. Discrete
Analysis, 2018:8:12 pp., 2018.
[Gow17] W. T. Gowers. Probabilistic combinatorics and the recent work of Peter Keevash. Bull. Amer. Math.
Soc. (N.S.), 54(1):107–116, 2017.
46 ON A COMBINATORIAL GENERATION PROBLEM OF KNUTH
[GŠ10] P. Gregor and R. Škrekovski. On generalized middle-level problem. Inform. Sci., 180(12):2448–2457,
2010.
[Hav83] I. Havel. Semipaths in directed cubes. In Graphs and other combinatorial topics (Prague, 1982),
volume 59 of Teubner-Texte Math., pages 101–108. Teubner, Leipzig, 1983.
[HKRR05] P. Horák, T. Kaiser, M. Rosenfeld, and Z. Ryjáček. The prism over the middle-levels graph is
Hamiltonian. Order, 22(1):73–81, 2005.
[HLS08] Y. O. Hamidoune, A. S. Lladó, and O. Serra. On complete subsets of the cyclic group. J. Combin.
Theory Ser. A, 115(7):1279–1285, 2008.
[Hol17] A. E. Holroyd. Perfect snake-in-the-box codes for rank modulation. IEEE Trans. Inform. Theory,
63(1):104–110, 2017.
[HRW12] A. E. Holroyd, F. Ruskey, and A. Williams. Shorthand universal cycles for permutations. Algorithmica,
64(2):215–245, 2012.
[JM95] T. Jenkyns and D. McCarthy. Generating all k-subsets of {1 · · ·n} with minimal changes. Ars Combin.,
40:153–159, 1995.
[Joh04] J. R. Johnson. Long cycles in the middle two layers of the discrete cube. J. Combin. Theory Ser. A,
105(2):255–271, 2004.
[KA76] A. N. C. Kang and D. A. Ault. Some properties of a centroid of a free tree. Information Processing
Lett., 4(1):18–20, 1975/76.
[KL75] V. L. Kompel’maher and V. A. Liskovec. Sequential generation of permutations by means of a
transposition basis. Kibernetika (Kiev), (3):17–21, 1975.
[KM09] K. Kutnar and D. Marušič. Hamilton cycles and paths in vertex-transitive graphs—current directions.
Discrete Math., 309(17):5491–5500, 2009.
[Knu11] D. E. Knuth. The Art of Computer Programming. Vol. 4A. Combinatorial Algorithms. Part 1. Addison-
Wesley, Upper Saddle River, NJ, 2011.
[KT88] H. A. Kierstead and W. T. Trotter. Explicit matchings in the middle levels of the Boolean lattice.
Order, 5(2):163–171, 1988.
[Lov70] L. Lovász. Problem 11. In Combinatorial Structures and Their Applications (Proc. Calgary Internat.
Conf., Calgary, Alberta, 1969). Gordon and Breach, New York, 1970.
[MN17] T. Mütze and J. Nummenpalo. A constant-time algorithm for middle levels Gray codes. In Proceedings
of the Twenty-Eighth Annual ACM-SIAM Symposium on Discrete Algorithms, pages 2238–2253. SIAM,
Philadelphia, PA, 2017.
[MNW18] T. Mütze, J. Nummenpalo, and B. Walczak. Sparse Kneser graphs are Hamiltonian. In STOC’18—
Proceedings of the 50th Annual ACM SIGACT Symposium on Theory of Computing, pages 912–919.
ACM, New York, 2018.
[Müt16] T. Mütze. Proof of the middle levels conjecture. Proc. Lond. Math. Soc., 112(4):677–713, 2016.
[NW75] A. Nijenhuis and H. Wilf. Combinatorial algorithms. Academic Press, New York-London, 1975.
Computer Science and Applied Mathematics.
[PR09] I. Pak and R. Radoičić. Hamiltonian paths in Cayley graphs. Discrete Math., 309(17):5501–5508, 2009.
[RS93] F. Ruskey and C. D. Savage. Hamilton cycles that extend transposition matchings in Cayley graphs
of Sn. SIAM J. Discrete Math., 6(1):152–166, 1993.
[Rus88] F. Ruskey. Adjacent interchange generation of combinations. J. Algorithms, 9(2):162–180, 1988.
[RW09] F. Ruskey and A. Williams. The coolest way to generate combinations. Discrete Math., 309(17):5305–
5320, 2009.
[SA11] M. Shimada and K. Amano. A note on the middle levels conjecture. arXiv:0912.4564, Sep 2011.
[Sav97] C. D. Savage. A survey of combinatorial Gray codes. SIAM Rev., 39(4):605–629, 1997.
[Sla78] P. J. Slater. Generating all permutations by graphical transpositions. Ars Combin., 5:219–225, 1978.
[SSS09] I. Shields, B. Shields, and C. D. Savage. An update on the middle levels problem. Discrete Math.,
309(17):5271–5277, 2009.
[SW95] C. D. Savage and P. Winkler. Monotone Gray codes and the middle levels problem. J. Combin. Theory
Ser. A, 70(2):230–248, 1995.
[SW13] X. S. Shen and A. Williams. A ‘hot potato’ Gray code for permutations. Electronic Notes in Discrete
Mathematics, 44:89–94, 2013.
[SW18] J. Sawada and A. Williams. A Hamilton path for the sigma-tau problem. In Proceedings of the Twenty-
Ninth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2018, New Orleans, LA, USA,
January 7-10, 2018, pages 568–575, 2018.
ON A COMBINATORIAL GENERATION PROBLEM OF KNUTH 47
[SW19] X. S. Shen and A. Williams. A middle levels conjecture for multiset permutations
with uniform-frequency. Williams College Technical Report CSTR-201901. Available at
http://tmuetze.de/papers/multiset.pdf, 2019.
[Tch82] M. Tchuente. Generation of permutations by graphical exchanges. Ars Combin., 14:115–122, 1982.
[TL73] D. Tang and C. Liu. Distance-2 cyclic chaining of constant-weight codes. IEEE Trans. Computers,
C-22:176–180, 1973.
[Win04] P. Winkler. Mathematical puzzles: a connoisseur’s collection. A K Peters, Ltd., Natick, MA, 2004.
Appendix A. Usable switches for n ≤ 38
The following tables show the sets S′ of switches used in the proof of Theorem 1 for n ≤ 38.
n = 4 λe usable
111100000 +1 (ii) R
101010100 +2 (iii)
110010010 −3 (iv1)
100110001 +4 (ii)
n = 5 λe usable
11111000000 +1 (ii) R
10101010100 +2 (iii)
11010010010 −3 (iv2)
10001100011 −5 (i)
n = 6 λe usable
1111110000000 +1 (ii) R
1010101010100 +2 (iii)
1001100110001 +4 (ii)
1000111000011 +6 (ii)
n = 7 λe usable
111111100000000 +1 (ii) R
101010101010100 +2 (iii)
111000110001100 −5 (ii)
110100101001010 −5 (iii)
100001110000111 −7 (i)
n = 8 λe usable
11111111000000000 +1 (ii) R
10101010101010100 +2 (iii)
10011001100110001 +4 (ii)
11010100101001010 −5 (iii)
10000111100000111 +8 (ii)
n = 9 λe usable
1111111110000000000 +1 (ii) R
1010101010101010100 +2 (iii)
1110011000110001100 −5 (ii)
1000111000111000011 +6 (ii)
1000001111000001111 −9 (i)
n = 10 λe usable
111111111100000000000 +1 (ii) R
101010101010101010100 +2 (iii)
100110011001100110001 +4 (ii)
111100001110000111000 −7 (ii)
111010001101000110100 −7 (ii)
n = 11 λe usable
11111111111000000000000 +1 (ii) R
10101010101010101010100 +2 (iii)
11011011010010010010010 −3 (iv3)
11010101001010100101010 −7 (iii)
10000001111100000011111 −11 (i)
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n = 12 λe usable
1111111111110000000000000 +1 (ii) R
1010101010101010101010100 +2 (iii)
1001100110011001100110001 +4 (ii)
1110011100011000110001100 −5 (ii)
1101011010010100101001010 −5 (iii)
1000011110000111100000111 +8 (ii)
n = 13 λe usable
111111111111100000000000000 +1 (ii) R
101010101010101010101010100 +2 (iii)
110101101010010100101001010 −5 (iii)
111100011100001110000111000 −7 (ii)
111110000011110000011110000 −9 (ii)
111101000011101000011101000 −9 (ii)
n = 14 λe usable
11111111111111000000000000000 +1 (ii) R
10101010101010101010101010100 +2 (iii)
10011001100110011001100110001 +4 (ii)
11100111001100011000110001100 −5 (ii)
11010101010010101010010101010 −9 (iii)
10101001010110101001010010101 +12 (iii)
n = 15 λe usable
1111111111111110000000000000000 +1 (ii) R
1010101010101010101010101010100 +2 (iii)
1000111000111000111000111000011 +6 (ii)
1110011001100011001100011001100 −9 (ii)
1000001111100000111110000001111 +10 (ii)
1010010010110110100100100101101 +14 (iv4)
n = 16 λe usable
111111111111111100000000000000000 +1 (ii) R
101010101010101010101010101010100 +2 (iii)
100110011001100110011001100110001 +4 (ii)
100001111000011110000111100000111 +8 (ii)
111111000000111110000001111100000 −11 (ii)
111110100000111101000001111010000 −11 (ii)
n = 17 λe usable
11111111111111111000000000000000000 +1 (ii) R
10101010101010101010101010101010100 +2 (iii)
11100111001110001100011000110001100 −5 (ii)
11010110101101001010010100101001010 −5 (iii)
11110001111000011100001110000111000 −7 (ii)
11100011001110001100111000110001100 +10 (ii)
11010010101101001010110100101001010 +10 (iii)
n = 18 λe usable
1111111111111111110000000000000000000 +1 (ii) R
1010101010101010101010101010101010100 +2 (iii)
1001100110011001100110011001100110001 +4 (ii)
1101011010110101001010010100101001010 −5 (iii)
1000111000111000111000111000111000011 +6 (ii)
1101010110101010010101001010100101010 −7 (iii)
1000000111111000000111111000000011111 +12 (ii)
n = 19 λe usable
111111111111111111100000000000000000000 +1 (ii) R
101010101010101010101010101010101010100 +2 (iii)
111111100000001111110000000111111000000 −13 (ii)
111111010000001111101000000111110100000 −13 (ii)
101010100101010110101010010101001010101 +16 (iii)
100000000001111111110000000000111111111 −19 (i)
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n = 20 λe usable
11111111111111111111000000000000000000000 +1 (ii) R
10101010101010101010101010101010101010100 +2 (iii)
10011001100110011001100110011001100110001 +4 (ii)
11110001111000111000011100001110000111000 −7 (ii)
10000111100001111000011110000111100000111 +8 (ii)
10000011111000001111100000111110000001111 +10 (ii)
10101001010110101001010110101001010010101 +12 (iii)
n = 21 λe usable
1111111111111111111110000000000000000000000 +1 (ii) R
1010101010101010101010101010101010101010100 +2 (iii)
1000111000111000111000111000111000111000011 +6 (ii)
1111110000011111000000111110000001111100000 −11 (ii)
1110011001100110001100110011000110011001100 −13 (ii)
1000000000001111111111000000000001111111111 −21 (i)
n = 22 λe usable
111111111111111111111100000000000000000000000 +1 (ii) R
101010101010101010101010101010101010101010100 +2 (iii)
100110011001100110011001100110011001100110001 +4 (ii)
111001110011100111000110001100011000110001100 −5 (ii)
111110000111110000011110000011110000011110000 −9 (ii)
111000110011100011001110001100111000110001100 +10 (ii)
111100011100011100001110001110000111000111000 −13 (ii)
n = 23 λe usable
11111111111111111111111000000000000000000000000 +1 (ii) R
10101010101010101010101010101010101010101010100 +2 (iii)
11010110101101011010100101001010010100101001010 −5 (iii)
11010101011010101010010101010010101010010101010 −9 (iii)
10011000110011100110001100111001100011000110011 +14 (ii)
11010101010101010010101010101010010101010101010 −15 (iii)
10000000000001111111111100000000000011111111111 −23 (i)
n = 24 λe usable
1111111111111111111111110000000000000000000000000 +1 (ii) R
1010101010101010101010101010101010101010101010100 +2 (iii)
1001100110011001100110011001100110011001100110001 +4 (ii)
1000111000111000111000111000111000111000111000011 +6 (ii)
1111000111100011110000111000011100001110000111000 −7 (ii)
1110100111010011101000110100011010001101000110100 −7 (ii)
1101010110101011010100101010010101001010100101010 −7 (iii)
1111000011100011110000111000111100001110000111000 +14 (ii)
n = 25 λe usable
111111111111111111111111100000000000000000000000000 +1 (ii) R
101010101010101010101010101010101010101010101010100 +2 (iii)
110101011010101101010100101010010101001010100101010 −7 (iii)
100000111110000011111000001111100000111110000001111 +10 (ii)
111111100000011111100000001111110000000111111000000 −13 (ii)
111111111000000000111111110000000001111111100000000 −17 (ii)
111111110100000000111111101000000001111111010000000 −17 (ii)
n = 26 λe usable
11111111111111111111111111000000000000000000000000000 +1 (ii) R
10101010101010101010101010101010101010101010101010100 +2 (iii)
10011001100110011001100110011001100110011001100110001 +4 (ii)
11111000011111000011110000011110000011110000011110000 −9 (ii)
10101001010110101001010110101001010110101001010010101 +12 (iii)
11010101010101010100101010101010101001010101010101010 −17 (iii)
10011001100011001100111001100110001100110001100110011 +22 (ii)
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n = 27 λe usable
1111111111111111111111111110000000000000000000000000000 +1 (ii) R
1010101010101010101010101010101010101010101010101010100 +2 (iii)
1110011100111001110011100011000110001100011000110001100 −5 (ii)
1101011010110101101011010010100101001010010100101001010 −5 (iii)
1000111000111000111000111000111000111000111000111000011 +6 (ii)
1110001100111000110011100011001110001100111000110001100 +10 (ii)
1110011100011001110001100011001110001100011001110001100 −15 (ii)
1101011010010101101001010010101101001010010101101001010 −15 (iii)
n = 28 λe usable
111111111111111111111111111100000000000000000000000000000 +1 (ii) R
101010101010101010101010101010101010101010101010101010100 +2 (iii)
100110011001100110011001100110011001100110011001100110001 +4 (ii)
110101101011010110101101010010100101001010010100101001010 −5 (iii)
110101010101101010101010010101010100101010101001010101010 −11 (iii)
100000001111111000000011111110000000111111100000000111111 +14 (ii)
111111111100000000001111111110000000000111111111000000000 −19 (ii)
n = 29 λe usable
11111111111111111111111111111000000000000000000000000000000 +1 (ii) R
10101010101010101010101010101010101010101010101010101010100 +2 (iii)
11100111001110011100111001100011000110001100011000110001100 −5 (ii)
11111111000000011111110000000011111110000000011111110000000 −15 (ii)
11111000011110000111100000111100001111000001111000011110000 −17 (ii)
11010101010101010101001010101010101010100101010101010101010 −19 (iii)
10000000000000001111111111111100000000000000011111111111111 −29 (i)
n = 30 λe usable
1111111111111111111111111111110000000000000000000000000000000 +1 (ii) R
1010101010101010101010101010101010101010101010101010101010100 +2 (iii)
1001100110011001100110011001100110011001100110011001100110001 +4 (ii)
1000111000111000111000111000111000111000111000111000111000011 +6 (ii)
1000001111100000111110000011111000001111100000111110000001111 +10 (ii)
1000000111111000000111111000000111111000000111111000000011111 +12 (ii)
1001100011001110011000110011100110001100111001100011000110011 +14 (ii)
1000000000011111111110000000000111111111100000000000111111111 +20 (ii)
n = 31 λe usable
111111111111111111111111111111100000000000000000000000000000000 +1 (ii) R
101010101010101010101010101010101010101010101010101010101010100 +2 (iii)
111100011110001111000111100001110000111000011100001110000111000 −7 (ii)
111010011101001110100111010001101000110100011010001101000110100 −7 (ii)
110101011010101101010110101001010100101010010101001010100101010 −7 (iii)
111110000111110000111110000011110000011110000011110000011110000 −9 (ii)
111101000111101000111101000011101000011101000011101000011101000 −9 (ii)
111100100111100100111100100011100100011100100011100100011100100 −9 (ii)
111100001110001111000011100011110000111000111100001110000111000 +14 (ii)
111010001101001110100011010011101000110100111010001101000110100 +14 (ii)
n = 32 λe usable
11111111111111111111111111111111000000000000000000000000000000000 +1 (ii) R
10101010101010101010101010101010101010101010101010101010101010100 +2 (iii)
10011001100110011001100110011001100110011001100110011001100110001 +4 (ii)
11100111001110011100111001110001100011000110001100011000110001100 −5 (ii)
11010110101101011010110101101001010010100101001010010100101001010 −5 (iii)
11100011001110001100111000110011100011001110001100111000110001100 +10 (ii)
11100011000110011100111000110001100111001110001100011000110011100 +20 (ii)
11010010100101011010110100101001010110101101001010010100101011010 +20 (iii)
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n = 33 λe usable
1111111111111111111111111111111110000000000000000000000000000000000 +1 (ii) R
1010101010101010101010101010101010101010101010101010101010101010100 +2 (iii)
1101011010110101101011010110101001010010100101001010010100101001010 −5 (iii)
1000111000111000111000111000111000111000111000111000111000111000011 +6 (ii)
1110011001110011001110011001100011001100011001100011001100011001100 −9 (ii)
1101010101010110101010101010010101010101001010101010100101010101010 −13 (iii)
1111111110000000011111111000000000111111110000000001111111100000000 −17 (ii)
1000111000011100011110001110000111000111100011100001110000111000111 +20 (ii)
n = 34 λe usable
111111111111111111111111111111111100000000000000000000000000000000000 +1 (ii) R
101010101010101010101010101010101010101010101010101010101010101010100 +2 (iii)
100110011001100110011001100110011001100110011001100110011001100110001 +4 (ii)
111001110011100111001110011100110001100011000110001100011000110001100 −5 (ii)
111001100110011100110011001100011001100110001100110011000110011001100 −13 (ii)
101010101001010101011010101010010101010110101010100101010100101010101 +20 (iii)
111111111111000000000000111111111110000000000001111111111100000000000 −23 (ii)
n = 35 λe usable
11111111111111111111111111111111111000000000000000000000000000000000000 +1 (ii) R
10101010101010101010101010101010101010101010101010101010101010101010100 +2 (iii)
11111000011111000011111000011110000011110000011110000011110000011110000 −9 (ii)
10000011111000001111100000111110000011111000001111100000111110000001111 +10 (ii)
11110001110001111000111000111000011100011100001110001110000111000111000 −13 (ii)
10000000111111100000001111111000000011111110000000111111100000000111111 +14 (ii)
11100111001100011001110011000110001100111001100011000110011100110001100 −19 (ii)
10101001010010101101011010100101001010110101101010010100101001010110101 +22 (iii)
n = 36 λe usable
1111111111111111111111111111111111110000000000000000000000000000000000000 +1 (ii) R
1010101010101010101010101010101010101010101010101010101010101010101010100 +2 (iii)
1001100110011001100110011001100110011001100110011001100110011001100110001 +4 (ii)
1000111000111000111000111000111000111000111000111000111000111000111000011 +6 (ii)
1000011110000111100001111000011110000111100001111000011110000111100000111 +8 (ii)
1000000111111000000111111000000111111000000111111000000111111000000011111 +12 (ii)
1000000000111111111000000000111111111000000000111111111000000000011111111 +18 (ii)
1111110000011111000001111100000011111000001111100000011111000001111100000 −21 (ii)
n = 37 λe usable
111111111111111111111111111111111111100000000000000000000000000000000000000 +1 (ii) R
101010101010101010101010101010101010101010101010101010101010101010101010100 +2 (iii)
111001110011100111001110011100111000110001100011000110001100011000110001100 −5 (ii)
111000110011100011001110001100111000110011100011001110001100111000110001100 +10 (ii)
110100101011010010101101001010110100101011010010101101001010110100101001010 +10 (iii)
100110001100111001100011001110011000110011100110001100111001100011000110011 +14 (ii)
111111110000000111111110000000011111110000000011111110000000011111110000000 −15 (ii)
111111101000000011111101000000111111101000000011111101000000011111101000000 +30 (ii)
n = 38 λe usable
11111111111111111111111111111111111111000000000000000000000000000000000000000 +1 (ii) R
10101010101010101010101010101010101010101010101010101010101010101010101010100 +2 (iii)
10011001100110011001100110011001100110011001100110011001100110011001100110001 +4 (ii)
11110001111000111100011110001111000011100001110000111000011100001110000111000 −7 (ii)
11101001110100111010011101001110100011010001101000110100011010001101000110100 −7 (ii)
11010101101010110101011010101101010010101001010100101010010101001010100101010 −7 (iii)
11111100000111111000001111110000001111100000011111000000111110000001111100000 −11 (ii)
11110000111000111100001110001111000011100011110000111000111100001110000111000 +14 (ii)
11101000110100111010001101001110100011010011101000110100111010001101000110100 +14 (ii)
11010100101010110101001010101101010010101011010100101010110101001010100101010 +14 (iii)
