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I. INTRODUCTION
The 2007-2009 financial crisis and its adverse impact on real activity has spurred renewed efforts in modeling adverse "tail" events in both the financial and real sectors. Bisias et al. (2012) provide an extensive survey of the models currently available to measure and track indicators of tail (systemic) financial risk. Yet, most of these models focus exclusively on vulnerabilities in the financial system or some of its components, with no assessment of either their impact on real activity, or on how vulnerabilities in the real sector may affect the financial sector. Most importantly, the out-of-sample forecasting power of many of the proposed measures is seldom assessed, making it difficult to gauge their usefulness as early warning signals. Tail real risks are also the focus of an important theoretical literature-briefly reviewed by Acemoglu et al. (2015) -which aims at explaining how aggregate tail real risks can arise from a variety of shock configurations at disaggregated levels of an economy. To the best of our knowledge, however, this literature has not tackled the issue of forecasting tail risks. Operationally, reliable early warning signals for tail real and financial risks-where reliability is defined as the ability of a model to issue signals with relatively small percentages of missed realizations of future adverse extreme events-are essential for timely implementation of macroeconomic and macroprudential policies.
Building on our previous work (De Lucchetta, 2012, 2013) , this paper develops an early warning system (EWS) as a set of multi-period forecasts of indicators of tail real and financial risks. Our analysis introduces three novel features. First, we compare multi-period forecasts of indicators of tail real and financial risks obtained using two types of forecasting models: autoregressions (AR) and factor-augmented VARs, with the volatility of each indicator following a linear GARCH process (FAVARs), and autoregressive and factoraugmented Quantile Projections (sometimes referred to as QPs), which we already partially used in our previous work and here extend in terms of model specification and data quality.
As pointed out in Komunjer (2013) , a potential advantage of these models is that they do not require assumptions about the underlying distribution of a variable to be forecast, and in principle they can capture any type of asymmetry. Therefore, one key objective of this study is to assess the comparative forecasting performance for tail risks of workhorse forecasting models, such as AR and FAVAR models, and Quantile Projection models. Second, we assess the forecasting performance of Equally Weighted Pools of forecasts obtained under FAVARs and QPs to gauge whether the superiority of simple pooled forecasts documented in Geweke (2011, 2013) extends to the tails of a predicted distribution. Lastly, the out-of sample forecasting accuracy of the tail risk indicators under each model is assessed by comparing their multi-period tail forecasts using a scoring rule which places heavier weight on the tails of interest. In essence, our aim is to identify the specification or combination of models among those considered that can deliver reliable early warning signals of tail real and financial risks.
Our measures of tail risks are constructed following a standard risk management approach. Tail real risks are measured by the Value at-Risk (VaR) of two standard aggregate macroeconomic variables, industrial production growth and employment growth. Tail financial risk in the corporate and banking sectors are measured by the VaR of a "portfolio" version of the distance to insolvency measure introduced by Atkenson et al (2013) , which is based on a large class of theoretical structural models, and is germane to other theory-based indicators of tail financial risk used in recent studies (see e.g. Acharya et al., 2010 or Brownlee and Engle, 2010) . Tail risks in financial markets are measured by the VaR of changes in a Financial Condition Index.
We implement our EWS using a large set of monthly U.S. data for the period 1973:2-2014:12. Estimation and forecasting is conducted using both a moving and an expanding window of data: the moving window estimation is used to account for time variation in parameters and possible structural breaks, while the estimation based on the longer expanding window provides us a forecasting "hedge" against possible imprecision of parameter estimation under the shorter moving window. For each variable underlying our tail risk measures, we compute multi-period density and VaR forecasts at a three month, six months and 12 month horizons, and compare their accuracy using the Quantile Weighted Probability Score (QWPS) introduced by Gneiting and Ranjan (2011) .
Our analysis delivers three main results. First, factor models deliver density and VaR forecasts significantly more accurate, or at least as accurate, than those of autoregressions and quantile autoregressions for all variables and forecasting horizons. This result extends the finding of superior predictive ability of factor models with many predictors (see e.g. Stock and Watson, 2006) to density and VaR forecasts at multiple forecasting horizons.
Second, density and VaR forecasts of the Equally Weighted Pool of both types of models turn out to be significantly more accurate, or at least as accurate, than those obtained from each model in the pool. This result extends the finding of superior predictive ability of Equally Weighted Pool forecasts (see e.g. Geweke, 2011 and to density and quantile forecasts at multiple forecasting horizons as well.
Our third result is the most important operationally, since it involves an assessment of the ability of our tail risk forecasts to serve as reliable early warning signals. In this regard, we have bad news and good news for risk-averse policy makers. The bad news is that the AR and FAVAR models deliver VaR forecasts that significantly underestimate tail risks for each tail risk indicator and forecast horizon. Furthermore, their accuracy decreases substantially for the subsample that includes the recent financial crisis, this implying that their reliability falls when it is needed most. The failure of this class of models to issue reliable early warning signals is due to their inability to capture asymmetric and time varying changes in the shapes of the tails of distributions owing to their underlying Gaussian assumption. Policy makers may be particularly concerned about this result, since forecasts of this class of models (as well as their DSGE versions) are often used in central banks and international organizations as inputs for stress testing purposes. The good news is that factor-augmented Quantile Projections are far superior to AR and FAVAR forecasts, delivering tail forecasts that are reliable early warning signals for horizons up to one year. Importantly, their reliability is broadly preserved for the subsample that includes the recent financial crisis. In sum, these models seem to anticipate those asymmetric changes in the shape of the distribution that may result in significant changes in its tails.
The remainder of the paper is composed of five sections and two Appendixes. Section II defines our tail risk measures. Section III details the data used to extract factors as predictors and the choice of factors. Section IV describes the forecasting models, their estimation and the evaluation of their forecasting accuracy. Section V details the results, and Section VI concludes. The Data Appendix details data and their sources, while the Tables Appendix contains some auxiliary tables.
II. TAIL RISK MEASURES
Our tail risk measures are VaR  s of indicators of real activity and financial stress, with the probability level  set equal to 10% (i.e. VaR of a portfolio version of the Distance-to-Insolvency (DI) introduced by Atkeson et al. (2013) , who show that: (i) DI is a measure of the adequacy of a firm's equity cushion relative to its riskiness based on Leland's (1994) structural model of credit risk; (ii) it is satisfactorily proxied by the reciprocal of its estimated instantaneous equity volatility; and (iii) it tracks closely other measures of risk derived from structural models of firm valuation, such as the distance-to-default. In our implementation, we compute the DI of returns of value weighted portfolios including all firms in the DataStream equity indexes of non-financial firms and banks, denoted by CDI and BDI respectively. These portfolios represents large portions of the corporate and banking sectors, the latter including all banks considered "systemically important". Thus, a "portfolio" DI is a lower bound of the probability of insolvency of these two sectors, as profits and losses of each firm in the portfolio are evened out. As in Atkenson et al (2013) , a proxy measure of the instantaneous equity return volatility is obtained by monthly averaging daily squared returns. Thus, tail risk in the corporate sector is measured by the 
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III. CHOICE OF FACTORS
As in Stock and Watson, 2002 , Pesaran et al., 2011 , Stock and Watson, 2012 [Insert Table 2 about here]
In forecasting exercises of the type we consider, two issues are addressed at the outset: what is the maximum number of PCA factors to use as predictors, and which factors among those selected are specified in a forecasting model.
On the first issue, information criteria are typically used to determine the number of PCA factors. In large datasets-such as that used in Stock and Watson (2002) , as well as in similarly sized datasets-the widely used Bai and Ng (2002) criteria (BN henceforth) typically select between 7 and 9 factors. In the FRED-MD dataset-which is a subset of our dataset for our selected data range-McCracken and Ng (2014) find 8 factors selected according to the BN PCP2 criterion. However, they further observe that the incremental explanatory power of PCA factors declines significantly moving from 5 to 8 factors, and that the existence of several series which are not significantly explained by PCA factors may introduce estimation errors of the type pointed out by Boivin and Ng (2006) that may, in turn, affect the determination of the number of factors.
In this study we use two selection criteria recently proposed by Ahn and Horenstein (2013) (AH henceforth) that perform similarly to, or even better than, competing criteria under a variety of simulations. The first criterion, called ER (from "eigenvalue ratio"), selects the number of factors that maximize the ratio of two adjacent eigenvalues arranged in descending order; the second one, called GR, selects the number of factors that maximizes the rate of growth of adjacent eigenvalues arranged in descending order. Figure 2 shows that for the entire time range of our dataset, both AH criteria deliver three factors which explain 0.34 percent of the total variation in the data.
[Insert Figure 1 about here]
On the issue of which factors are specified in a forecasting model, Bai and Ng (2008, 2009 ) have shown that the ranking of factors by information criteria might not be the best one for inclusion of factors in predictive regressions, and have proposed selection methods aimed at improving forecasting performance whose application is outside the scope of this paper. In our study, we consider models with the factors selected according to the AH criteria and, in addition, models with five factors. This last choice is motivated by McCracken and Ng (2014) evidence on the decreases of explanatory power of factors after the estimated fifth, and on judgment by Stock and Watson (2012) that the use of five factors can be a useful benchmark in evaluating forecasting models. For the entire time range of our dataset, five factors explain 0.43 percent of the total variation in the data.
As shown in Table 3 , the explanatory power of factors in contemporaneous regressions of the variables underlying our measures of tail risk on factors and AR terms is anything but trivial: R2s with five factors ranges from 0.28 to 0.76, and the addiction of five AR terms in each equation yields R2s ranging from 0.56 to 0.76. the FAVAR specification we use is given by the following equations:
[Insert
Note that in (1) we do not impose ( ) 0 BL  , which is a restriction that has been applied in many forecasting exercises in the literature (see e.g. Watson, 2006, or Pesaran at al., 2011) . Stock and Watson (2005) found that this restriction was rejected in their FAVAR version of an approximate dynamic factor model, but its impact was not quantitatively significant. However, this is not the case for our dataset and the variables underlying our tail risk measures. and DNFCI yielding improvements in the R2 greater than or equal to 0.26.
[Insert Table 4 about here]
Equation (2) describes a linear GARCH(1,1) process for t y , where yt  are assumed to be i.i.d. 0-mean random variables distributed with a Gaussian cdf, and yt  is the conditional standard deviation. This specification is supported by standard ARCH tests, which reveal that the null of absence of time variation in second moments is rejected for all variables except EMG. This specification is also helpful in assessing whether a simple GARCH specification can improve tail forecasts over the standard constant volatility assumption.
To account for time variation in parameters and possible structural breaks, we used two window-based forecasting schemes. The first window is a rolling window of 120 months, while the second one is an expanding window starting with the first estimation period of 120 month (1973:2-1984 Amisano and Geweke (2011 .
Let the mean and volatility forecasts of y at horizon 1 h  be ˆt 
,
is the inverse Gaussian cdf.
Summing up, the structure of our forecasting set-up with AR and FAVAR models is similar to set-ups of individual forecasts of several macroeconomic variables, such as that considered by Stock and Watson (2002) . However, this study extends this type of forecasting set-up in two important dimensions. First, we use FAVARs with time varying volatility of the predicted variable: While the GARCH specification is standard for the financial variables, its adoption for the real variables is also instrumental in assessing whether a fairly general time varying variance specification can account for the differential behavior in the tails of real variables, such as GDP, noted by Acemoglu et al (2015) . Second, we use forward iterations of the FAVAR and the linear GARCH process for each t y and its variance to obtain multi-period density forecasts. This is in contrast to direct forecasts obtained as 
B. AR and Factor-Augmented Quantile Projections
For each tt yY  we estimate quantile projections (QPs) of the following form:
In Equation (4) 
where the "hat" denotes the estimated parameters of the quantile projections (4).
In this case-differing form the AR and FAVAR estimations-forecasts are direct rather than iterated. We chose to use direct QPs for two reasons. First, to the best of our knowledge, this study and our previous contributions are the first to consider factoraugmented quantile predictions in the mold of the literature of forecasting with many predictors. This literature has proceeded first with direct forecasts, and then has progressed comparing direct with iterated forecasts. As we do not have previous evidence on direct forecasts with quantile projections, we wished to provide such evidence first. Second, to the best of our knowledge, we are unaware of studies examining the statistical properties of iterated quantile forecasts, especially in the context of choices of factors and autoregressive lags, which in the standard linear regression framework are determined by well-known information criteria. A systematic comparison of direct and iterated quantile predictions in the context of forecasting with factors as predictors may be a worthwhile effort deserving a specific detailed study of its own.
However, to maintain broad comparability of QP specifications with the AR and FAVAR models, for each tt yY  and estimation window, we estimate the following three QP specifications similar to those of the AR and FAVAR models: quantile projections as autoregressions with five lags (QAR); two factor-augmented quantile autoregressions with two lags, where we introduce three factors (model QARF(3)) and five factors (model QARF(5)) respectively. In addition, as in the case of AR and FAVAR models, we computed Equally Weighted Pool of quantile projections (EWPQ) of the six quantile forecasts (three for each estimation window), averaging them at each forecasting date as in Giacomini and Kumanjer (2005) .
C. Forecast evaluation
As is common in the density forecast literature (see, e.g. Corradi and Swanson, 2006, and Gneiting et al. ,2007) , we compared the accuracy of density and VaR forecasts generated by different models using a scoring rule, consistently with our objective of assessing the ability of different models to deliver forecasts of tail risk indicators useful as early warning signals. The scoring rule we use is the Quantile-Weighted Probability Score (QWPS)
proposed by Gneiting and Ranjan (2011) , which allows us to compare the accuracy of density forecasts with reference to particular regions of a distribution, such as its tails, as well as the predictive accuracy of specific quantiles (or VaRs).
Following Gneiting and Ranjan (2011) , the QWPS can be briefly described as follows. Denote with f a density forecast, with y a realization of the forecast variable, with . The (continuous) quantile-weighted probability score ( , ) QWPS f y is defined by:
where
is the score of quantile  , {.} 
 
). The finding of a coverage ratio higher than the target probability level would indicate that the relevant forecast underestimates tail risk, since it does not capture all adverse risk realizations at that given target probability level (a Type I error). Conversely, the finding of a VaR forecast whose coverage ratio is lower than the target probability level would indicate it overestimates tail risk, since it would issue a percentage of signals that are "false alarms" relative to the target probability level (a Type II error). A risk-averse policy maker would likely consider as more reliable a forecast that potentially overestimates rather than underestimates tail risks, as the consequences of missing adverse tail realizations may entail significantly larger costs than those associated with false alarms.
V. RESULTS
Estimation and forecasting was conducted in pseudo-real time. Factors and parameters of all models were re-estimated for each estimation window. At each forecasting date, the lags of the AR and FAVAR models are selected according to the SBIC criterion allowing a maximum of six lags. As shown in Figure 3 , the AH criteria selected two factors until 1992:7, and three factors thereafter. By contrast, under the rolling window the AH selected factors range from one to three, suggesting time variations likely related to the changing sources of common shocks across variables.
[Insert Figure 3 about here]
In sum, the total number of forecasts was 369 at a 3-months horizon, 366 at a 6-months horizon, and 362 at a 12-month horizon. VaR scores of the forecasts associated with all Quantile Projection models for each variable, estimation window and forecast horizon in the same format of Table 5 .
A. Results of AR and FAVAR models
B. Results of Quantile Projections
[Insert Table 7 A different picture emerges from the forecasting results of the EWPQ. As shown in Table 9 , the improvement in the precision of EWPQ VaR forecasts at the exact forecasting date may occur with a lag.
Thus, factor-augmented QPs deliver forecasts that appear to be fairly reliable early warning signals for tail real and financial risks. Their superiority over forecasts obtained with AR and FAVAR models is due to their ability to capture and anticipate asymmetric changes in the distribution of a variable that may shift the probability mass to the left tail.
VI. CONCLUSIONS
In this paper we developed a novel early warning system for tail real and financial is encouraging, and motivates several potentially useful extensions of our EWS. These extensions include tailoring our modeling framework to different countries or sets of country in a region and identifying the economic drivers of shifts in the probability distribution of tail risks based on stress-test type exercises: these extensions are already part of our research agenda. 0  1  2  3  4  5   1984m1  1985m4  1986m7  1987m10  1989m1  1990m4  1991m7  1992m10  1994m1  1995m4  1996m7  1997m10  1999m1  2000m4  2001m7  2002m10  2004m1  2005m4  2006m7  2007m10  2009m1  2010m4  2011m7  2012m10  2014m1 # of AH factors (w=120) # of AH factors (expanding w) 
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