Abstract-Multiple parallel transactions in new-type distributed software environment result in that the events produced by every transaction are randomly ranked. If the tokens of these events are incomplete or unavailable, it is difficult for software system to distinguish these events to actually belong to which transaction, corresponding transaction analysis and prediction can't be executed. In this paper, the problem of stripping events with incomplete tokens is transferred into maximum-weight perfect matching of bigraph system. If the transition time among these events is independently and identically distributed, all possible states (events) are separated into multiple cutsets, every cutset composes a bigraph system. The maximumweight perfect matching is used to finish respective matching, and then the results of independent matching of multiple bigraph systems are spliced to gain the most possible footprint sequences produced by multiple transactions, which is convenient for subsequent analysis and prediction. For implementing quick stripping for transaction footprints, the paper presents rank-maximal matching algorithm to improve matching efficiency. Simulation experiment confirms that the method presented in this paper can effectively implement transaction footprint stripping with incomplete tokens. Compared to other methods, the rank-maximal matching algorithm has higher matching efficiency and lower time cost.
I. INTRODUCTION
In new-type distributed software, a solution to end-toend transaction monitoring and analyzing comprises of four pieces: (a) discovery of IT artifacts, such as servers and applications on which the transaction depends, (b) modeling of relationships among these IT artifacts in the context of the transaction, (c) monitoring of IT artifacts to draw conclusions regarding the status of a transaction, and (d) creditability analysis for transaction footprints [1] . Each of these pieces will pose different challenges depending on the degree of information and instrumentation available in the system. In general condition, we may use industry standards such as the open-group ARM instrumentation [2] to generate transaction correlators or tokens that may be used to track the flow of transactions. In the process of software interaction, the event tokens that some software entities produce are incomplete or unavailable. Unfortunately, only a small number of footprints may contain tokens, an instance is illustrated in Fig.1 . Other than the footprints at state 0 S , none of the other footprints contain tokens. In such cases, it may not be possible to identify the unique source of each footprint with certainty. Except for simple cases such as a strictly ordered process scheduling like first-in-first-out (FIFO) or last-in-first-out (LIFO), the system may splice these events to compose a complete footprint sequence. In distributed multi-thread environment, multiple parallel transactions result in that the events produced by every of them are randomly ranked. If these event tokens are incomplete or unavailable, they can't be distinguished to belong to which transaction, which results in that the system can't analyze and predict transaction. Thus, an efficient method should be found to strip randomly ranked events, namely, mark these events, and then splice them to compose complete transaction footprints. For simple (without repeated sub-footprints) transaction footprints with incomplete tokens, it is a key that finds a kind of efficient and accurate stripping technology. The model has Markovian when the time taken for a transaction to execute an application (represented as a state in the model) is only dependent on its outcome (represented as another state) and not on the past history of the transaction, the paper implements efficient and accurate stripping in special condition. The main idea is as follow: (a) construct corresponding relationships between external behavior and internal change of transaction footprints when monitoring them, (b) for multiple transaction footprint samples, analyze their correlation and construct transfer matrix, (c) by tracking a set of transaction instances, find the most likely sequence of states visited by each of these transaction instances and estimate the times spent in these states by every instance. We take a probabilistic approach by incorporating the available (statistical) information about transition time between different states. In our approach, optimal tracking refers to using the maximum-likelihood rule (MLR) that maximizes the probability that all the footprints are correctly matched to the transactions that generated them. [4] where C is the maximum weight in an instance. The first is strongly-while the second weakly-polynomial. Simply applying the aforementioned algorithms to the rank-maximal matching problem does not result in efficient effects, either in time or in space requirements. The problem is that the edge weights are as large as r n , which is non-polynomial in the input size. Both algorithms assume that arithmetic operations between numbers which are in ( ) O C can be performed in constant time. This is not true in this case, where arithmetic on numbers in ( ) r O n takes time ( ) r Ω . Hence, the running times are ( ( log )) O rn m n n + and 2 ( l og ) O r nm n respectively, both using ( ) O rn space. It is known, however, that the scaling algorithm for the weighted matching problem can be implemented such that all algorithms are performed on numbers with (log ) O n bits, independent of the edge weights. In this case the running time improves to ( log ) O r nm n . In [5] the authors present a combinatorial algorithm which solves the rank-maximal matching problem in (min( , ) ) O n r r n m + time using linear space. The algorithm identifies edges which cannot be part of a rankmaximal matching and deletes them. This approach, however, does not seem to generalize to the maximum cardinality rank-maximal or the fair matching problem. In an attempt to close the gap between the rank-maximal matching and its variants, we present an algorithm which solves the rank-maximal matching problem in the same running time and space as [6] . The main difference is that our algorithm is based on weight matching reduction. We believe that our algorithm is simpler and more intuitive
II.TOKENS MODELING FOR TRANSACTION FOOTPRINTS

A. The Concept and Definition
Let ( ) X f x be the probability density function (PDF) of a continuous random variable X and ( ) f having a continuous interval. We make a simplifying assumption that the state transition digraph is directed acyclic graph (DAG). This ensures that all transactions are processed in one direction, and that no transaction can leave more than one footprint at a state. Furthermore, we assume that transition time is independent of system load.
B. Maximum-Likelihood Rule
A footprint is defined as a time-tamped entry created in the application log when a transaction enters a state in the model. In addition to the timestamp, a footprint may optionally contain a unique identifier or a token that ties it to the transaction instance. By convention, the footprints at the (unique) start state 0 S are each assigned a token. We assume that no footprint is missing from the log records. We consider the general case where at the time of observation, transaction instances are still residing at different states of the system, and hence, all the footprints that these transactions will eventually generate are not yet available. Tracking transactions in such cases is affected by the assumption that the records appear in logs as soon as they are written by the applications, i.e., the writing is not buffered.
Any S is set to identity ( 0 I π = ). In other words, we find the correspondence of all other footprints in the system with respect to the footprints at 0 S . When the joint PDF of the transaction transition times T f is known, we can quantify the tracking performance as the probability that all the transaction instances are matched correctly to their footprints and this is maximized by MLR. Hence, 
In general, solving (1) is NP-hard. The rest of the paper primarily deals with the special cases, starting with the two state system, where (1) can be solved efficiently.
III. TWO-STATE SYSTEM
We consider a two-state model, which will serve as a foundation for more elaborate models. For this model, we will show how optimal MLR reduces to a perfect matching of bigraph under I.I.D. transition time.
A. Preliminaries
A two-state model is showed in Fig.2 
where the sum is over all the permutation vectors π over {1,..., } n . Hence, the timestamps in the footprints reduce the number of valid matches. Since there is at least one perfect match, corresponding to the true transition pattern, we have 1 ( ) ! perm A n ≤ ≤ . The upper bound is achieved for a complete bigraph, i.e., when all the instance departures from 0 S occur after all the arrivals in the batch. For a partial batch, some of the footprints at 1 S are not yet generated, and hence, a perfect bigraph matching is not feasible. For the case when the footprints may not arrive in the correct temporal order, any maximum cardinality bipartite matching is a valid match. However, when the footprints arrive in the correct order, we have additional information about the transactions which are still resident at 0 S and this changes the structure of the bigraph. Given that 1 S . This information is incorporated by adding n-k number of identical copies of a dummy node, denoted by 1 ( ) V δ , to the bipartition V 1 .
Edges are added between 1 ( ) V δ and any node 0 ( )
, the deadline has not yet passed. Since all the dummy nodes are identical, some of the perfect matching in this bigraph are now equivalent, and the number of unique matching in a partial batch is
since the permutations among the copies of the added node 1 ( ) V δ are equivalent. When n=k, it reduces to (4). It is NP-hard to compute perm(A) in (5) . Hence, we resort to approximations and bounds [7] .
B. Optimal Tracking
When the joint PDF T f of the transaction transition times [ ( )] T T j = is known in a two-state system, the ML match in (1) reduces to 0 S
The MLR for a general joint PDF T f of the transition times [ ( )] T T j = requires search over all the permutation vectors π , which could be exponential in the batch size.
We now make a simplifying assumption that all the instance transition times T(1), T(2), . . . are I.I.D. with PDF T f . For a 0 1 ( , ) Y Y batch, the MLR now reduces to
arg max
where
>, defined in the previous section with the added node 1 ( ) V δ (henceforth, known as the CCDF node), we now assign a weight ( , ) W i j , for each edge (i, j),
The CCDF node is added to the bigraph on the assumption that the footprints arrive in the correct order. When instead, the footprints do not arrive in order, the CCDF node is not added and the edge weights are solely given by (8a).
An example of maximum weight matching is shown in Fig.3 . MLR is simplified to weight matching, subfigure(a) is a complete batch and subfigure(b) is a partial batch. Maximum weight perfect matching can be performed in ( ( log )) O n m n n + for a n-batch and m number of edges via Hungarian algorithm [8] . Hence, we see that the creation of batches leads to efficient implementation, since n and m are substantially reduced. In the theorem below, we provide the MLR ML π and the matching probability ML P . Theorem 1: I.I.D. transitions. In a two-state system, for I.I.D. transaction transition times according to a given PDF T f , and the footprints arriving in the correct order, the MLR is given by the minimum-weight perfect matching in (10) and the probability that all footprints in an (n,k,W) batch are matched correctly under the MLR is
where exp( ) exp( ( , )) W W i j = , W is given by (9) , and * W is matching value of maximum weight. For the case when the footprints do not arrive in the correct order, the MLR is a maximum-weight maximum cardinality, based solely on the edge weights in (8a). Above maximum-weight matching has exponential time complexity. When the values of n and m is very large, time taken by maximum-weight matching is very long, it is not suitable for footprint analysis with incomplete tokens that has very high requirement for time effectiveness. In section 4, an optimal maximum-weight matching algorithm is presented, this algorithm has effective (min( , ) ) O n r r n m + time complexity in the case of linear space complexity. Assuming that there are 10000 nodes and 10000 edges in a bigraph, the partition of the edge set is 200. Adopting the method of literature [8] , the consumption time of maximum weight matching is about 9 1.02 *10 , however, according time is about 8 1.02 *10 with the method presented in the paper, the latter is only 1/10 of the former. The algorithm that we present uses a decomposition theorem by Kao et al. [9] . For an integer [ The decomposition results in two subproblems (an example in Fig. 4) G is a rank-maximal matching computation with r-1 ranks, which is recursively solved in time ( 1) T r − . The above two sets can guide the construction of a matching M in ( ) O nm time such that any matched edge is tight and every free vertex has zero potential. The above implies that such a matching has the same cost as our OPF and, therefore, is itself optimal. In the algorithm we will manipulate these two sets and maintain the invariant that all such tuples will correspond to the representation of some OPF.
IV. THE IMPROVED ALGORITHM FOR RANK-MAXIMAL MATCHING
A. Preliminaries
C. The Problem of Ranks
Let G be a graph with edge weights 
V. SEMI-MARKOV PROCESS MODEL
The two-state model studied in the previous section represents a high-level model where the only observable points are the system entry and exit points. When more system points are observable, e.g., the entry and exit points of sub-processes such as flight booking, train booking, hotel booking, online pay, ticket delievery with fedEx etc., the two-state model can be expanded to a multi-state model. Assuming that the transition times of each transaction form a multi-state semi-Markov process (SMP) and the transitions of different transactions are independent of one another, we consider ML matching of all the available footprints to the transactions.
We find the most-likely match between all the available footprints and recall that it is given by the MLsequence of permutation vectors in (1), 
By convention, 0 I π = . A brute-force search for the ML-sequence of permutation vectors is over all possible footprints paths from the start state 0 S to all the terminating states. It is unclear if this problem has a reduction to bigraph matching, as in the two-state system. However, the search can be simplified through semiMarkov property which states that the transition time only depends on current state and next state, and hence,
Each term in the product has a structure similar to the two-state system. However, the set of states occurring in any two terms of (12) may not be disjoint, since the sets of immediate predecessors ( ) P k and ( ) P l of any two states k S and l S may not be disjoint. This implies that in general, we cannot independently match the footprints in each term in (12). Hence, we need to and construct highlevel states, comprising of many model states that "localize" the movement of footprints, thereby enabling us to perform matching independently within these highlevel states. To this end, define a partition of states 
let 0 0 B S = , the start state. Since we have assumed that the state-transition digraph is acyclic (DAG), the partition in (13) is well defined. Therefore, we can rewrite (12) as
where each term in the product corresponds to a bigraph system ( ( ), ) (14), we also require the sets ( ) m P B to be disjoint. Hence, we can conduct decentralizing matching in these bigraph systems. This also implies that knowledge of the footprints and the model parameters (such as the transition-time PDF) is only required "locally" within each bigraph system. After undertaking matching in all the bigraph systems, the most likely sequence of footprints produced by each transaction are constructed by splicing together the results of matching in bigraph systems to obtain the set of permutation vectors 
The paper adopts bigraph states partition algorithm presented in literature [9] .
We now specify the nodes and the edge weights for each bigraph system ( ( ), ) B is given by the algorithm in literature [9] and the edge weights for each bipartite system are given by (18) and (20).
The instance of MLR matching between transaction footprints and according instances producing them is showed in Fig.5 . The probability that all the transactions are correctly tracked correctly is the product of the MLprobabilities of all the bigraph systems.
The algorithm in literature [9] 
VI THE SIMULATION EXPERIMENT
A. The Accuracy Test of Footprint Stripping
In order to validate the accuracy of footprint stripping method presented in this paper, practically monitored footprints with tokens are used as test data, we will compare computing results of footprints stripping with practical situation. Here, we only consider state transition time and ignore residence time in each states. Being convenient for illustration, we label every state (Fig. 1) . The timestamp that footprints are in each state is showed in table 1. All possible footprints and according weight sum about bigraph ({A, C, D}, {B, C, D}) are showed in table 2. In table 2, there are 18 kinds of footprint sequences in this bigraph, only 4 of them have weight sum, the reason is that the difference of timestamp of other footprint sequence is negative, such case can't occur in actual environment. The second footprint has the maximumweight sum in 4 kinds of footprint sequences, which is in correspondence with actual sequence in Fig 5. All possible footprints and according weight sum about bigraph ({B}, {E}) are showed in table 3. In table 3, there are 6 kinds of footprint sequences in this bigraph, only 2 of them have weight sum, and the second footprint has the maximum-weight sum, which is in correspondence with actual sequence in Fig 5. Above test results shows that our method may effectively strip transaction footprints with incomplete tokens.
For the accuracy test of footprints stripping(including partial batch), the stripping results is also in correspondence with actual sequence in Fig.5 . Table 4 shows all possible footprints and according weight sum about bigraph ({A, C, D}, {B, C, D}). Here, footprint 6, 9, 12 and 16 have not been produced still, their weights are calculated with formula (8b). The second footprint has the maximum-weight sum in 4 kinds of footprint sequences, which is in correspondence with actual sequence in Fig 5. At the aspect of pressure test of algorithm accuracy, we select 500 sets of actual data, and according testing results is illustrated in Fig. 6 , the accuracy of stripping algorithm reaches 89% and misdiagnosis rate is about 11%. Compared to traditional methods, the improved algorithm has higher matching efficiency. 
B. The Comprasion Test of Algorithm Performance
Assuming that the emergence of each state of footprints obeys normal distribution, we will compare performance between traditional maximum-weight matching algorithm and improved one presented in the paper (Fig. 7) . In the process of algorithm performance test, we increase bigraph vertex to 100 and make statistics time spending. We see that the temporal performance of improved algorithm is superior to traditional one more than tenfold in the same experiment environment, which is suitable for footprint stripping. The paper discusses transaction footprint stripping with incomplete tokens that researchers pay little attention to. The main idea is as follow: if transaction states are independent each other and their transition time composes a multimode SMP, all possible states are separated into multi-cutsets, each of them composes a bigraph system, the respective matching is executed in each bigraph system, and then the results of independent matching of many bigraph systems are spliced to gain the most possible footprint sequences, which is post-stripping and labeled. For satisfying the requirements of analysis efficiency in open environment, the paper improves traditional maximum-weight matching algorithm. Simulation experiment confirms that the method presented in this paper can effectively implement transaction footprint stripping with incomplete tokens.
