Stochastic sampled-data control for state estimation of time-varying delayed neural networks.
This study examines the state estimation problem for neural networks with a time-varying delay. Unlike other studies, the sampled-data with stochastic sampling is used to design the state estimator using a novel approach that divides the bounding of the activation function into two subintervals. To fully use the sawtooth structure characteristics of the sampling input delay, a discontinuous Lyapunov functional is proposed based on the extended Wirtinger inequality. The desired estimator gain can be characterized in terms of the solution to linear matrix inequalities (LMIs). Finally, the proposed method is applied to two numerical examples to show the effectiveness of our result.