In this article, we consider the inverse Galois problem for parameterized differential equations over k((t))(x) with k any field of characteristic zero and use the method of patching over fields due to Harbater and Hartmann. As an application, we prove that every connected semisimple k((t))-split linear algebraic group is a parameterized Galois group over k((t))(x).
Introduction
In classical Galois theory, we are given a polynomial f over a field F and consider the field E obtained by adjoining all roots of f inside an algebraic closure. The Galois group is the finite group of all automorphisms of E that act trivially on F . The inverse problem asks which finite groups are Galois groups over a given field F . For example over Q this is still an open problem. In differential Galois theory, we start with a linear differential equation over a differential field F and look at the automorphisms of the field obtained by adjoining a complete set of solutions that act trivially on F and commute with the derivation. This group measures the algebraic relations among the solutions. Parameterized differential Galois theory is a refinement of differential Galois theory where the Galois group measures algebraic relations as well as the ∂ t -algebraic relations among the solutions, if the base field F is equipped with an additional derivation ∂ t depending on a parameter t.
Let k be a field of characteristic zero and define F = k((t))(x) with the two natural derivations ∂ x and ∂ t . Consider a linear differential equation ∂ x (y) = Ay for some A ∈ F n×n . The Galois theory of parameterized differential equations assigns a parameterized Galois group to this equation which can be identified with a linear differential group G ≤ GL n defined over k((t)). That means that G ≤ GL n is given by ∂ t -differential polynomials in the coordinates of GL n over k((t)). The inverse Galois problem in this situation asks which linear differential groups defined over k((t)) can be obtained as parameterized Galois groups of some differential equations.
So far, the inverse Galois problem for parameterized differential equations has only been considered over U (x) where U is equipped with a derivation ∂ t (or more generally with several commuting derivations ∂ t 1 , . . . , ∂ tr ) and is differentially closed or even stronger, a universal differential field. This means that for any differential field L ⊆ U which is finitely differentially generated over Q, any differentially finitely generated extension of L can be embedded into U . Over such a field U (x), the following necessary ( [Dre12] ) and sufficient ( [MS12] ) condition was recently found: A linear differential group G defined over U is a parameterized Galois group if and only if G is differentially finitely generated. That is, there are finitely many elements g 1 , . . . , g m ∈ G(U ) such that G(U ) is the smallest differentially closed subgroup of GL n (U ) containing them. In the special case of G a linear algebraic group over U , Singer then showed that G is differentially finitely generated if and only if the identity component G • has no quotient isomorphic to the additive group G a or the multiplicative group G m ( [Sin13] ). This implies in particular that every semisimple linear algebraic group defined over U is a parameterized Galois group over U (x).
Over fields U (x) with U not differentially closed, not much is known on the inverse problem. We restrict ourselves to the base field F = k((t))(x) as above. This is the function field of a curve over a complete discretely valued field. Over such a field we can apply the method of patching over fields due to Harbater and Hartmann (see Theorem 2.1). This method has been applied by Harbater and Hartmann to (non-parameterized) differential Galois theory (see [HH07] ). We give an application of patching to parameterized Galois theory (Theorem 2.2) which states that in order to have the existence of a linear differential equation over F with Galois group a given group G, it is sufficient to construct r linear differential equations over certain overfields F 1 , . . . , F r with certain properties and Galois groups G 1 , . . . , G r such that G 1 , . . . , G r generate G as a linear differential group. This allows to break down the problem into smaller pieces. If G is a k((t))-split semisimple linear algebraic group, we show that G can be differentially generated by suitable subgroups G 1 , . . . , G r of its root subgroups (see Proposition 3.1) by using a theorem of Cassidy that classifies Zarisiki-dense linear differential subgroups of G (see [Cas89, Thm. 19] ). By realizing these groups G 1 , . . . , G r as parameterized Galois groups over suitable overfields F 1 , . . . , F r , we then prove our main result (Theorem 4.2):
Theorem. Let H ≤ GL n be a connected semisimple linear algebraic group defined and split over k((t)). Then H is the parameterized Galois group of some n-dimensional ∂ x -differential equation over k((t))(x). This paper is organized as follows. In Section 1, we provide some background on the Galois theory of parameterized differential equations. In Section 2, we present the method of patching as established by Harbater and Hartmann and give an application to parameterized Galois theory. Section 3 deals with how to differentially generate a semisimple linear algebraic group. The main theorem is then proven in Section 4.
Parameterized differential equations
All fields are assumed to be of characteristic zero and all rings are assumed to contain Q. A ∂ t ∂-ring R is a ring R with two commuting derivations ∂ and ∂ t . Examples of such rings are
A ∂ t ∂-field is a ∂ t ∂-ring that is a field. Homomorphisms of ∂ t ∂-rings are homomorphisms commuting with the derivations, ∂ t ∂-ideals are ideals stable under the derivations and ∂ t ∂-ring extensions are ring extensions with compatible ∂ t ∂-structures. The ∂-constants C R are the elements of a ∂ t ∂-ring R mapped to zero by ∂. A linear ∂-equation ∂(y) = Ay with a matrix A ∈ F n×n over a ∂ t ∂-field F is also called a parameterized (linear) differential equation to emphasize the extra structure ∂ t on F . A fundamental solution matrix for A is an element Y ∈ GL n (R) for some ∂ t ∂-ring R/F such that ∂(Y ) = AY holds. Definition 1.1. Let ∂(y) = Ay be a parameterized differential equation over a ∂ t ∂-field F . A parameterized Picard-Vessiot extension for A, or PPV-extension for short, is a ∂ t ∂-field extension E of F such that a) There exists a fundamental solution matrix Y ∈ GL n (E) such that E = F<Y > ∂t which means that E is generated as a field over F by the coordinates of Y and all its higher derivatives with respect to ∂ t .
A parameterized Picard-Vessiot ring for A, or PPV-ring for short, is a ∂ t ∂-ring extension R/F such that a) There exists a fundamental solution matrix Y ∈ GL n (R) such that R = F {Y, Y −1 } ∂t , i.e., R is generated as an F -algebra by the coordinates of Y and det(Y ) −1 and all their higher ∂ t -derivatives.
A Picard-Vessiot ring for A always exists if F ∂ is algebraically closed, see [Wib12] . Every PPV-extension contains a unique PPV-ring. Indeed, let E be a PPV-extension with fundamental solution matrix Y ∈ GL n (E). Then R := F {Y, Y −1 } ∂t is a PPV-ring for M . (It is not obvious that R is ∂-simple, though. This can be shown by writing R as an infinite union of non-parameterized Picard-Vessiot rings corresponding to prolongations of A and then applying the corresponding statement from the nonparameterized Picard-Vessiot theory.) Uniqueness follows from the fact that if Y ′ ∈ GL n (E) is a fundamental solution matrix for M , then there exists a
Definition 1.2. Let ∂(y) = Ay be a parameterized differential equation over a ∂ t ∂-field F such that there exists a PPV-ring R for A. Denote C = C F . Then the Galois group of A (with respect to R) is the group functor
where Aut ∂t∂ (R ⊗ C S/F ⊗ C S) denotes the ∂ t ∂-compatible automorphisms of R ⊗ C S (which is considered as a ∂ t ∂-ring via ∂| S = 0) that act trivially on F ⊗ C S.
Let (C, ∂ t ) be a differential field. A linear ∂ t -group over C is a group functor G : ∂ t −C−algebras → Groups such that there exists an n ∈ N and a set {p 1 , . . . ,
of ∂ t -polynomials in n 2 variables with coefficients in C such that for all ∂ t -algebras S over C:
Theorem 1.3. Let F be a ∂ t ∂-field and let A ∈ F n×n . Assume that there exists a PPV-ring R for the parameterized differential equation ∂(y) = Ay. Denote C = C F . Then the following holds. a) Gal(A) becomes a linear ∂ t -group over C via the following natural embedding Gal(A) ≤ GL n depending on a fixed fundamental solution matrix Y ∈ GL n (R):
Let J be the kernel of the
be an element of the field of fractions of R (note that R is a domain since it is ∂-simple). If a b is functorially invariant under the action of Gal(A), i.e., for every ∂ t -C-algebra S and every
It is easy to see that θ S is a well-defined and injective group homomorphism for every S. To see that Im(
for a proof that it is in fact defined over C. The second statement follows from the Galois correspondence of parameterized differential modules ([GGO13, Proposition 8.5]).
Whenever we write Gal(A) ≤ GL n , this is understood to be with respect to a fundamental solution matrix that was fixed beforehand. (Another choice of a fundamental solution matrix inside the same Picard-Vessiot ring would yield a conjugate image inside GL n ).
Patching parameterized differential equations
Patching over fields is a method which was established by Harbater and Hartmann in [HH10] and which has been applied to differential modules (see [HH07] ). We give a related application of patching to parameterized differential modules in Theorem 2.2. The method of patching can be applied over fields of transcendence degree one over complete discretely valued fields. We restrict ourselves to the situation F = k((t))(x) for a field k of char(k) = 0. We fix pairwise distinct elements q 1 , . . . , q r ∈ k and define fields F 0 and F i , F • i for 1 ≤ i ≤ r as follows:
Setup:
a) Let x ∈ F 0 be such that for each 1 ≤ i ≤ r, x is contained in F i (when considered as an element inside
Then these matrices can be simultaneously factored as follows: There exist matrices Z i ∈ GL n (F i ) for 1 ≤ i ≤ r and one matrix Y ∈ GL n (F 0 ) such that
Proof. We explain how this can be obtained from Theorem 5.10 in [HH10] .
T and let S be the set consisting of the points Q 1 , . . . , Q r on X = P 1 k given by q 1 , . . . , q r ∈ k. Then the local ring of
Hence in this special setup, the fields
as defined above coincide with the fields [HH10] . Define further U = X and U ′ = X\S. Then the ring R U ′ ⊆ F of rational functions regular on
, where S denotes all elements that are units modulo t.
(compare the argument in [HH10] in the example following Theorem 5.9 on page 85-86). Hence with the notation as in [HH10] , F U ′ = F 0 and F U = F . Therefore, [HH10, Thm. 5.10] implies that there is an equivalence of categories 
for all 1 ≤ i ≤ r and in particular C F i = k((t)) = C F for i = 0, . . . , r.
Theorem 2.2. Let n ∈ N. For 1 ≤ i ≤ r, let A i ∈ F n×n i be such that there exists a fundamental solution matrix Y i ∈ GL n (F • i ) for the parameterized ∂-equation ∂(y) = A i y over F i . Let G i ≤ GL n be the Galois group of A i . Then there exists a parameterized ∂-equation ∂(y) = Ay over F with fundamental solution matrix Y ∈ GL n (F 0 ) and corresponding Galois group G ≤ GL n over F satisfying G i ≤ G for each 1 ≤ i ≤ r. Furthermore, G is the smallest ∂ t -closed-subgroup of GL n that contains G i for all 1 ≤ i ≤ r. In other words, G is the Kolchin closure of the group < G 1 , . . . , G r > generated by all G i .
Proof. We abbreviate C = C F = k((t)). We apply Part b) of Theorem 2.1 and obtain matrices Z i ∈ GL n (F i ) for 1 ≤ i ≤ r and Y ∈ GL n (F 0 ) such that 
. A coefficient-wise application of Part a) of Theorem 2.1 now implies that A is contained in F n×n . Let G ≤ GL n denote the Galois group of ∂(y) = Ay over F corresponding to the fundamental solution matrix Y ∈ GL n (F 0 ).
Let S be a ∂ t -algebra over C. Then by Theorem 1.3 a),
Hence for any g ∈ G i (S) and for all f ∈ J we have f (
Let H ≤ G be the smallest ∂ t -closed subgroup containing G i for all 1 ≤ i ≤ r. We claim that H = G. Let R = F {Y, Y −1 } ∂t ⊆ F<Y > ∂t = E be the PPV-ring and the PPV-extension for A over F . Similarly, let
be the PPV-ring and the PPV-extension for A i over F i , 1 ≤ i ≤ r. Consider an element x ∈ E H , i.e., x is functorially invariant under H. This means that we can write x = a b with a, b ∈ R such that for all ∂ t -C-algebras S and for all σ ∈ H(S) we have
Hence for all 1 ≤ i ≤ r, x is contained in E i and is functorially invariant under G i ≤ H. (Here we use that the embedding G i ≤ G is compatible with the action of G on E for all 1 ≤ i ≤ r. Indeed, the action of an element g ∈ G i (S) is given by
Note that E ⊆ F 0 since Y ∈ GL n (F 0 ). Hence x is also an element of F 0 . Part a) of Theorem 2.1 implies x ∈ F . Therefore, E H = F = E G and the Galois correspondence (see [GGO13, Proposition 8.5]) implies H = G.
Remark 2.3. Theorem 2.2 can be generalized to fields with more than one parameter, as long as simultaneous factorization as in Theorem 2.1 still holds. An example of such a field is F = k((t))(x) with k = k ′ (t 1 , . . . , t m ) or any other parameterized field and with fields F ⊆ F i , F 0 ⊆ F • i defined as in the beginning of this section. Then Theorem 2.2 also holds for the parameterized Galois groups with respect to ∆ = {∂ t , ∂ t 1 , . . . , ∂ tm }.
Generating Kolchin-dense subgroups
In this section, we consider linear differential groups over (k((t)), ∂ t ) with k a fixed field of char(k) = 0. An imporant fact from differential algebra is that every differential field is contained in a differentially closed field U , which means that any set of ∂ t -polynomial equations that has a solution in some ∂ textension field of U also has a solution inside U . We fix a differentially closed field U containing k((t)). The following proposition generalizes the fact that a semisimple linear algebraic group is generated by its root subgroups.
Proposition 3.1. Let H ≤ GL n be a semisimple connected linear algebraic group that is defined over k((t)) and is k((t))-split. Fix a a root system Φ of H with Φ + ⊆ Φ a system of positive roots, D ⊆ Φ + a set of simple roots, U α root subgroups defined over k((t)) and u α : G a → U α isomorphisms over k((t)). Then the following holds: Every ∂ t -linear subgroup G ≤ H defined over k((t)) (in other words, every Kolchin-closed subgroup defined over k((t))) with the following properties a) and b) equals H.
b) for all α ∈ Φ + , there exists an f α ∈ k((t)) transcendent over k with u α (f α ) ∈ G(k((t))) and u −α (−f −1 α ) ∈ G(k((t))) Proof. Assume first that H is defined over Q. Let further H 1 , . . . , H r denote the quasisimple components of H. Let G ≤ H be a group as described in the theorem. We set G i = (H i ∩ G) • for 1 ≤ i ≤ r. Note that u α (1) generate Zariski-dense subgroups of U α , hence the Zariski closure of G contains U ±α for all α ∈ D and thus equals H. Then by Theorem 15 in [Cas89] , G i is Zariski dense in H i and G is an almost direct product of G 1 , . . . , G r . Hence it suffices to show that G i = H i holds for all i ≤ r. Let i ≤ r. Theorem 19 in [Cas89] implies that either H i = G i holds or that there exists a
Assume that G i = H i holds. Note that H i is semisimple with root sys-
with α ∨ a coroot corresponding to α and n α = u α (1)u −α (−1)u α (1) also an element of (G ∩ H i )(k((t))). Hence
i H i (k)g i and we conclude that all eigenvalues of α ∨ (f l α ) are contained in k which implies f l α ∈ k,
The classification of reductive groups implies that every k((t))-split reductive group is isomorphic to one defined over Q. Now for a general H that splits over k((t)), let γ : H →H be a k((t))-isomorphism withH defined over Q. The k((t))-split root systemsΦ (i.e., all α, U α and u α are defined over k((t))) ofH associated to a k((t))-split maximal torusT ≤H are in one-to-one correspondence with the k((t))-split root systems Φ of H associated to the maximal torus γ −1 (T ) (via Φ = {α • γ |α ∈Φ}, Uα •γ = γ −1 (Uα) and uα •γ = γ −1 •uα ). Let G ≤ H be a Kolchin-closed subgroup defined over k((t)) such that a) and b) holds. Then γ(G) ≤H satisfies a) and b) with respect to the root systemΦ, hence γ(G) =H by what we proved above and we conclude G = H.
Semisimple linear algebraic groups as parameterized differential Galois groups
Let again k be a field of char(k) = 0 and consider k((t))(x) equipped with the natural derivations ∂ = ∂ ∂x and ∂ t = ∂ ∂t .
where the intersection is considered inside k((x − q))((t)).
Proof. This follows directly from Theorem 2.1.a) with r = 1.
Theorem 4.2. Let H ≤ GL n be a connected semisimple linear algebraic group defined and split over k((t)). Then H is the parameterized Galois group of some n-dimensional ∂-differential equation over k((t))(x).
Proof. Let Φ be a set of roots of H defined over k((t)) and fix a set of positive roots Φ + = {α 1 , . . . , α m } ⊆ Φ. We also fix root subgroups U α ≤ H and k((t))-isomorphisms u α : G a → U α for each α ∈ Φ = −Φ + ∪ Φ + . Fix pairwise distinct elements q 1 , . . . , q 4m ∈ k. We set F = k((t))(x) and r = 4m.
Consider the ∂∂ t -fields
as defined in Section 2. We further let C = k((t)) be the field of ∂-constants of these fields.
We will construct A i ∈ F n×n i for 1 ≤ i ≤ r such that the ∂-equations ∂(y) = A i y over F i have fundamental solution matrices Y i ∈ GL n (F 0 ) ⊆ GL n (F • i ) and parameterized Galois groups G i ≤ GL n satisfying the following. For all 1 ≤ i ≤ m and all ∂ t -C-algebras S the following holds:
In other words, G i ≤ U α i and G m+i ≤ U −α i are the constant subgroup schemes and
2 will then imply that there is an A ∈ F n×n such that the parameterized Galois group G ≤ GL n of the ∂-equation ∂(y) = Ay over F is the smallest ∂ t -subgroup of GL n containing G i for 1 ≤ i ≤ 4m. Then G = H holds by Proposition 3.1 (applied to f α = t for all α).
is given by σ(f i ⊗ 1) and σ commutes with ∂ and ∂ t if and only if σ(f i ⊗ 1) = f i ⊗ 1 + a σ with ∂(a σ ) = ∂ t (a σ ) = 0 which is the case if and only if a σ ∈ ((R⊗ C S) ∂ ) ∂t = S ∂t .
Hence Gal(Ã i ) is a subgroup scheme of the constant subscheme of G a . As f i / ∈ F , Lemma 4.1 implies that f i / ∈ F i , so Gal(Ã i ) is not trivial. Hence Gal(Ã i ) equals the constant subscheme of G a , i.e., for every a ∈ S ∂t there exists a (unique) σ a ∈ Aut ∂t∂ (R i ⊗ C S/F ⊗ C S) with σ a (f i ⊗ 1) = f i ⊗ 1 + a. We conclude Aut ∂t∂ (R i ⊗ C S/F ⊗ C S) = {σ a | a ∈ S ∂t }.
For 1 ≤ i ≤ m, we now set
and we set
for 1 ≤ i ≤ 4m. We use that all u α i 's are defined over k((t)) to see that the entries of A i are functorially invariant under Gal(Ã i ), so we actually have A i ∈ F n×n i (see Part b) of Theorem 1.3). As u α i is a k((t))-isomorphism, we have
Hence E i is a PPV-extension for A i and R i is a PPV-ring for A i (1 ≤ i ≤ 4m). Let G i ≤ GL n be the image of Gal(A i ) with respect to the embedding corresponding to Y i (see Theorem 1.3 a). We claim that (1)-(4) holds. Let 1 ≤ i ≤ 4m, S a ∂ t -C-algebra and a ∈ S ∂t . Now u α i : G a → U α i is defined over k((t)) = C, hence it commutes with σ a . It follows that Remark 4.3. We expect that patching can also be used to show that other classes of linear differential groups occur as parameterized Galois groups over k((t))(x). There is work in progress to study whether every linear differential group G defined over k((t)) that is differentially finitely generated over k((t)) (by which we mean that it can be generated by finitely many k((t))-rational elements g 1 , . . . , g m ) is a parameterized Galois group over k((t))(x). This question seems suitable for an application of patching, since G is then differentially generated by the differential closures G i of < g i > for i ≤ m and these groups G i can be described explicitly.
