Abstract. We investigate the numerical computation of Maaß cusp forms for the modular group corresponding to large eigenvalues. We present Fourier coefficients of two cusp forms whose eigenvalues exceed r = 40000. These eigenvalues are the largest that have so far been found in the case of the modular group. They are larger than the 130millionth eigenvalue.
Introduction
To extend the classical theory of Dirichlet series with Euler products, Maaß [Maa49] and has a fundamental domain which can be chosen to be F = Γ\H = {z = x + iy ∈ H; |x| < 1 2 , |z| > 1}.
Maaß cusp forms are square integrable over the fundamental domain
where the volume element is dµ = dx dy y 2 .
The reflection symmetry of the fundamental domain F in the line x = 0 implies that the Maaß waveforms can be chosen such that they fall into two symmetry classes, the even functions f (x + iy) = f (−x + iy) and the odd functions f (x + iy) = −f (−x + iy), respectively. From the definition of Maaß waveforms (1.1), (1.2), and (1.3), it follows that they can be expanded into Fourier series, f (z) = u 0 (y) + n∈N a n y While keeping in mind that λ is the true eigenvalue, we will often call r to be the eigenvalue instead. According to the Roelcke-Selberg spectral resolution of the Laplacian [Sel56, Roe66] , its spectrum contains both a discrete and a continuous part. The discrete part of the spectrum is spanned by the constant eigenfunction f 0 and a countable number of Maaß cusp forms f 1 , f 2 , f 3 , . . . which we take to be ordered with increasing eigenvalues 0 = λ 0 < λ 1 ≤ λ 2 ≤ λ 3 ≤ · · · . The continuous part of the spectrum λ = r 2 + 
The positive eigenvalues and their associated Maaß cusp forms are not known analytically. Hence one has to calculate them numerically. References concerning this computational work in the case of the modular group are: [Car71, ASD71, Haa77, Car78, Hej81, GS82, HB82, GS84, Sta84, Win88, Hej91, CGS91, Hun91, Sch91, HR92, Hej92a, Hej92b, Ste92, HA93, Ste94, Hej99, Ave03]. The first breakthrough to go beyond r = 27.284 was made by Hejhal [Hej91] who computed the first 123 eigenvalues and 36 more in three intervals around r ≈ 125, r ≈ 250, and r ≈ 500, respectively. He used the truncated Fourier expansion
and obtained a linear system of equations,
successive r values on a grid. Eigenvalues were found by checking whether the coefficients are multiplicative,
with the convention a m p = 0 if p does not divide m. Because I n (z m ) gets small for large n, the linear system of equations is unstable.
An attempt to get around these instabilities was carried out by Stark [Sta84] , Hejhal and Arno [HA93] , and Steil [Ste92, Ste94] . They used the eigenvalue equations
of the Hecke operators
see Maaß [Maa49, Maa64] . The Hecke operators T m are self-adjoint, commute with the Laplacian, with the symmetry of the fundamental domain, and amongst each other. They are multiplicative,
and their eigenvalues are connected with the Fourier coefficients of the Maaß cusp forms by
Normalizing Maaß cusp forms according to a 1 = 1, the nonlinear system of equations
allowed Steil to compute all eigenvalues up to r = 350 (4401 even and 4776 odd eigenfunctions) and between r = 500 and 510 (395 even and 410 odd). He was also able to compute eigenvalues around r ≈ 4000.
Finally, Hejhal [Hej99] found a linear stable algorithm for computing Maaß cusp forms together with their eigenvalues. His algorithm is based on finite Fourier transforms and implicit automorphy and can be applied to holomorphic cusp forms as well as to Maaß cusp forms. Furthermore, his algorithm can also be applied to nonarithmetic groups and can be extended to groups whose fundamental domain has several cusps [SS02] . With this algorithm, Hejhal found eigenvalues around r ≈ 11000. The main obstacle to go beyond was a lack of further memory. Our goal in the present paper will be to obtain larger eigenvalues. We keep the main ideas, but we optimize the algorithmic procedure used in finding the eigenvalues. Furthermore, we make careful use of the memory. This enables us to compute eigenvalues up to r ≈ 40000. Limitations to go beyond this are due not to lack of memory, but, rather to CPU time. The latter (which scales with the third power of r) exceeds four weeks on a 750 MHz SUN UltraSPARC-III processor. Currently, the only "larger" Maaß cusp forms available on the numerical front are those explored by Hejhal and Strömbergsson [HS01] in their recent work with waveforms of CMtype, i.e., waveforms on congruence subgroups which arise as lifts of automorphic forms on GL(1).
Hejhal's algorithm
We make use of Hejhal's algorithm [Hej99] , which uses the Fourier expansion (1.5) and the automorphy condition (1.2). In the present paper, we restrict ourselves to the modular group Γ = PSL(2, Z) which is generated by the translation z → z +1 and the inversion z → − for the modular group; see [Roe66] . Therefore, r is real and the term u 0 (y) in the Fourier expansion of Maaß cusp forms (1.4) vanishes. Due to the exponential decay of the K-Bessel function for large arguments (A.1) and the bound
for the coefficients (see [Vig83] ), where d(n) counts the number of divisors of n, the absolutely convergent Fourier expansion can be truncated anytime we bound y from below. Given ε > 0, r, and y, we determine the smallest M = M (ε, r, y) such that the inequalities 2πM y ≥ r and
hold. Larger y allow smaller M . In all the truncated terms, i.e., within
the K-Bessel function decays exponentially in n, and already the K-Bessel function of the first truncated summand is smaller than ε times most of the K-Bessel functions in the sum of (1.5). Thus, the error [[ε]] does at most marginally exceed ε. The reason for why [[ε] ] can exceed ε somewhat is due to the possibility that the summands in (1.5) can cancel each other and that the first few coefficients a n in the truncated terms may occasionally be much bigger than in (1.5). By a finite Fourier transform, the Fourier expansion (1.5) is solved for its coefficients
where X is an equidistributed set of Q numbers,
By automorphy we have
where z * is the Γ-pullback of the point z into the fundamental domain F ,
Any Maaß cusp form can thus be approximated by
where y * is always larger than or equal to the height y 0 of the lowest points in the fundamental domain F ,
effectively allowing us to replace M (ε, r, y) by M 0 = M (ε, r, y 0 ). Choosing y smaller than y 0 , the Γ-pullback of any point into the fundamental domain F makes use at least once of the inversion z → − 1 z , possibly together with the translation z → z + 1. This is called implicit automorphy, since it guarantees the invariance f (z) = f (− 1 z ), whereas the condition f (z) = f (z + 1) is satisfied by the Fourier expansion.
Making use of the implicit automorphy by replacing f (x + iy) in (2.1) with the right-hand side of (2.2) yields where the matrix V = (V mn ) is given by
Since y can always be chosen such that K ir (2πmy) is not too small, the diagonal terms in the matrix V do not vanish for large m and the matrix is well conditioned. This makes the algorithm stable.
We are now looking for nontrivial solutions of (2.3) with 1 ≤ m ≤ M 0 that simultaneously give the eigenvalues r and the coefficients a n . Trivial solutions are avoided by setting a 1 = 1; cf. [Miy89, assertions 4.5.16 and 4.6.11].
Since the eigenvalues r are unknown, we discretize the r axis and solve for each r value on this grid
where y #1 < y 0 is chosen such that K ir (2πmy #1 ) is not too small for 1 ≤ m ≤ M 0 − 1. A good value to try for y #1 is given by
Hejhal [Hej99] solves (2.4) a second time with a different y #2 and checks whether the coefficients are independent of the choice of y.
Some words have to be said about what we mean by solving the inhomogeneous system (2.4), since it may happen that there is not always a solution unless r is an eigenvalue. By solving a linear inhomogeneous system of equations Ax = y, we mean that we compute
A is a diagonal matrix where as many diagonal elements as possible are equal to one.
Some improvements
We restructure Hejhal's algorithm [Hej99] in the way it finds the eigenvalues. Instead of solving (2.4) a second time, we check whether the coefficients a n = a #1 n obtained actually solve (2.3) by computing
where y #2 = 9 10 y #1 is a good choice for an independent y value. Only if all g m vanish simultaneously can the given r be an eigenvalue and the computed a n 's the Fourier coefficients of a Maaß cusp form.
The probability of finding an r value such that all g m vanish simultaneously is zero because the discrete eigenvalues are of measure zero in the real numbers. Therefore, we make use of the intermediate value theorem. We let r run through a grid of discretized r values and look for simultaneous changes of sign in the g m .
It is conjectured [BGGS92, BSS92, Bol93, Sar95, BLS96] that the eigenvalues of the Laplacian for even and odd cusp forms each possess a spacing distribution close to that of a Poisson random process. One therefore expects that small spacings will occur comparably often (due to level clustering). In order not to miss eigenvalues which lie close together, we have to make sure that at least one point of the r grid lies between any two successive eigenvalues. On the other hand, we do not want to waste CPU time if there are large spacings. Therefore, we use an adaptive algorithm which tries to predict the next best r value of the grid. It is based on the observation that the coefficients a n of two Maaß cusp forms of successive eigenvalues must differ. Assume that two eigenvalues lie close together and that the coefficients of the two Maaß cusp forms do not differ much. Numerically then both Maaß cusp forms would tend to be similar-which contradicts the fact that different Maaß cusp forms are orthogonal to each other with respect to the Petersson scalar product
dx dy y 2 = 0, if λ i = λ j . Maaß cusp forms corresponding to different eigenvalues are orthogonal because the Laplacian is an essentially self-adjoint operator. Thus, if successive eigenvalues lie close together, the coefficients a n must change fast when varying r. In contrast, if successive eigenvalues are separated by large spacings numerically, it turns out that often the coefficients change only slowly upon varying r. Defining For this prediction, the last step in the r grid together with the last change in the coefficients is used to extrapolate linearly the choice for the next r value of the grid.
However the adaptive algorithm is not rigorous. Sometimes the prediction of the next r value fails so that it is too close or too far away from the previous one. A small number of small steps does not bother us unless the step size tends to zero. But, if the step size is too large, such that the left-hand side of (3.1) exceeds 0.16, we reduce the step size and try again with a smaller r value.
Compared to earlier algorithms, our adaptive one tends to miss significantly fewer eigenvalues per run.
We are searching for simultaneous sign changes in the quantities g m . Once we have found such in at least half of all the g m 's, we have found an interval [r old , r new ] which contains an eigenvalue r with high probability. The next step is to check whether this interval really contains an eigenvalue, and, if so, to find this eigenvalue by some interpolation or bisection.
In fact, we use a trisection which is based on a bisection together with a Newtonian interpolation. One first bisects the interval [r old , r new ] and re-examines the sign changes. The interval with the most is then divided further by Newtonian interpolation, which ensures fast convergence. In the next step of the trisection, we again examine the sign changes and highlight that interval which contains the most simultaneous sign changes in the g m 's. If there is an eigenvalue contained in the successive intervals of the trisection, the number of g m 's that simultaneously change their sign increases from step to step in the iteration until the size of the interval approaches zero and the eigenvalue is found. In the opposite case, the number of g m 's which simultaneously change their sign decreases from step to step in the iteration until one suspects that there is no eigenvalue contained in the interval [r old , r new ].
Results
After some preliminary tests of our algorithm, where we computed some eigenvalues of the odd symmetry class around r ≈ 10000 (see Table 1 ) and two larger eigenvalues r = 20000.00164526 (even) and r = 20000.00020183 (odd), we decided to compute two Maaß cusp forms corresponding to eigenvalues r ≈ 40000, one for each symmetry class. For the size of the error in truncating the Fourier expansion, we chose ε = 10 −7 , which we took also for the accuracy of our K-Bessel function. For this cutoff, we had to take 7395 Fourier coefficients into account of which 938 have prime index. Finding the two eigenvalues together with their Maaß cusp forms took four weeks of CPU time for each on a 750 MHz SUN UltraSPARC-III processor, and 1.3 GB of memory were needed.
Starting at r = 40000 in the upwards direction, the first even eigenvalue was found at r = 40000.0000916; the first odd one was found at r = 40000.0001644. In Tables 2 and 3 , we list the first few Fourier coefficients of these two forms. We checked the accuracy of our results with the aid of the multiplicative relations (1.6). The left-hand side of the multiplicative relations coincides with the right-hand side up to a discrepancy of size 10 −3 . This means that the coefficients are only accurate to three digits. This is much worse than the initially intended accuracy ε = 10 −7 . The reason for this loss of accuracy is that we have computed the eigenvalues only up to an accuracy of twelve digits. Minimal deviations of the eigenvalue r lead to big changes in the coefficients a n . But we cannot compute the eigenvalue much more accurately without increasing the accuracy of our K-Bessel routine and taking more coefficients in the Fourier expansion into account.
A different check of the accuracy of the results can be done by computing the coefficients a n a second time, with y #1 replaced by y #2 . But, with this check, one has to be careful because the coefficients may vary less than the size of their actual error. We did this check and found that the coefficients differ in the sixth digit when y #1 is replaced by y #2 . All coefficients which we have computed satisfy the Ramanujan-Petersson conjecture |a p | ≤ 2 for all primes p. 
Value distribution
It is believed that Maaß cusp forms behave pretty much like random waves. In particular, in the limit of large eigenvalues, λ = r 2 + 1 4 → ∞, a conjecture of Berry [Ber77] predicts that each Maaß cusp form has a Gaussian value distribution, 
for any −∞ < a < b < ∞. Figures 3 and 4 show the value distribution of the Maaß cusp forms corresponding to the eigenvalues r = 40000.0000916, resp. r = 40000.0001644, inside a small subregion
(see [Hej99, p. 302] for some analogous plots with smaller r). The K-Bessel function is defined by
, and is real for real arguments x and real or imaginary order ir. It satisfies the modified Bessel differential equation
and decays exponentially for large arguments
A second linearly independent solution of the differential equation is the I-Bessel function
which grows exponentially for large arguments
The amplitude of the K-Bessel function gets exponentially small if r increases. This can be compensated for by multiplication with the factor e 
where Ai(x) and Ai (x) denote the Airy function and its derivative, respectively. Here ξ is defined by
and the functions A k (x) and B k (x) are given by . We numerically tested the given asymptotic expansions against each other-and the stationary phase algorithm in [Hej92a] -to find out their range of applicability and their accuracy. In this way, we found that by using the first five summands in the Hankel, the Debye and the Nicholson series, respectively, the K-Bessel function could be approximated with an accuracy of at least 10 digits for r ≈ 40000 and all x > 0.
