Introduction
The pronounced retreat of Arctic sea-ice extent seen in recent observations and in future climate projections has raised questions concerning the stability and the past evolution of the sea ice in the Arctic Ocean. Critical information on the long-term Cenozoic evolution of the Arctic sea ice was obtained fairly recently from the ACEX deep-sea drilling borehole on the Lomonosov Ridge in the central Arctic Ocean (Backmann et al., 2006) . The ACEX sediment cores, together with additional geological records, indicate that sea ice appeared in the Arctic Ocean about 47 Million years before present (Ma BP) and that perennial sea ice appeared around 13 Ma BP (e.g. Polyak et al., 2010) . The data also suggests a considerable variability of the Arctic sea-ice cover during the Cenozoic (66-0 Ma BP), though many details are obscured by the limited spatial and temporal resolution of the sea-ice proxies. Recent research indicates that there was a minimum in the Arctic sea-ice cover in the Holocene between 8.5 and 6 ka BP, and furthermore that during this period the region northeast of Greenland was ice-free in summer (Funder et al., 2011; Jakobsson et al., 2010; Polyak et al., 2010) . This remarkable finding is based on several independent sea-ice proxies including driftwood, bowhead whale fossils, and coastal erosion. At present, the thickest sea ice is encountered in the region north of Greenland, which could be taken to imply that the summer ice was completely lost in some intervals during the mid-Holocene. Another possible explanation for the beach-ridges could be a change in the wind-pattern in the Arctic, possibly resulting in different circulation patterns than at present. This may be consistent with the occurrence of seasonally ice-free regions around the Arctic Ocean in the mid-Holocene (Funder et al., 2011) . However, the sea-ice reconstructions do not unequivocally support this notion (e.g. de Vernal et al., 2008) .
The notion that the Arctic Ocean could have lost all its summer ice in the mid-Holocene is of interest in the light of the observed current downward trend in the Arctic sea-ice cover. In the late 1970s the first satellites were launched, enabling monitoring of the Arctic sea-ice cover. The mean seaice extent during the period 1979-2000 ranged from a maximum of 16 million km 2 in March to a September minimum of 7 million km 2 (Serreze et al., 2007) . The extent has declined since 1979, with the smallest extent (3.4 million km 2 ) since 1979 observed in September 2012. The changes observed in the sea-ice extent since the late 1970s are mainly confined to the coasts of Alaska and Siberia, with smaller changes along the northern coast of Greenland and the Canadian Archipelago (Cavalieri et al., 2008) . The reduction in sea-ice cover observed in recent years is most likely due to anthropogenic climate change (Notz and Marotzke, 2012) . A reduction of the sea-ice thickness has also been observationally confirmed. The thinning of the ice is observed over the entire Arctic Ocean (Kwok and Rothrock, 2009; Rothrock et al., 2003) , and mainly reflects a reduction of the thick multiyear ice. During the same period the increase in surface temperature in the Arctic region exceeded 2 • C, which is twice as much as the global average temperature increase (Solomon et al., 2007) .
One road to improve the physical understanding of the Arctic sea ice and its response to future increases of the atmospheric greenhouse gas concentrations is to study the behaviour of the Arctic sea ice under climatic forcing conditions characterising past climate epochs. This general approach to climate research is adopted in the Paleoclimate Modelling Intercomparison Project (PMIP), which uses state-of-the-art climate models to simulate past climates functionally different from the present-day climate. The focus of PMIP is both model-to-model comparison and model-to-data comparison (Braconnot et al., 2007a) . Two of the periods that have been examined in-depth are the midHolocene (MH) warm period, approximately 6 ka BP, and the last glacial maximum (LGM), approximately 21 ka BP.
Previous studies of the PMIP data include an analysis of the large-scale features of the PMIP2 MH simulations (Braconnot et al., 2007a) and the high latitude heat budget Braconnot et al. (2007b) . Both show a general MH warming in the Arctic in the Northern Hemisphere summer, stronger over continents than over ocean. Zhang et al. (2010) compare the PMIP2 models to available proxy-data, and show that the ocean-atmosphere-vegetation models generally fit better with data than the ocean-atmosphere models. They also find that some models have a strong warming in the Barents sea region during the winter months, despite a decrease in insolation, indicating that the sea-ice response in summer is important also for the winter temperature.
The focus of the present work is to analyse and compare the Arctic sea-ice extent and thickness in the mid-Holocene and pre-industrial (PI) PMIP simulations, using results from both the second and third-phase of the project (PMIP2 and PMIP3). The analysis includes a model-to-model comparison and an investigation of the models' response to the MH forcing, as well as a comparison of the PMIP2 and PMIP3 ensembles.
The PMIP models and experiments are described in more detail in Sect. 2. In Sect. 3 a simple thermodynamic model of Thorndike (1992) , describing the melt and growth of the sea ice, is introduced and used to analyse the sea-ice thickness response to the change in insolation between MH and PI. The spatial patterns of sea-ice concentration, sea-ice thickness and surface temperature in both the PI simulation and the MH simulation are analysed in Sect. 4. Here we also consider the response in the seasonal variation of the seaice thickness in the warmer MH climate. The results are discussed in Sect. 5 and the conclusions are presented in Sect. 6.
Models and experiments

Experimental design
The PMIP2 experiment was set up with a pre-industrial climate (1750 AD climate), with orbital parameters of 1950 AD and trace gases corresponding to 1750 AD. The difference in solar insolation due to the change in orbital parameters from 1750 AD to 1950 AD is negligible (Braconnot et al., 2007a) . The initial ocean state used for the PI experiment was modern, and the initial salinity and ocean temperature was taken from the Levitus et al. dataset (1998) . The PMIP3 PI experiments were identical to the Climate Modelling Intercomparison Project 5 (CMIP5) experiments, hence different definitions of greenhouse gases, the solar constant, land surface and orbital parameters were used by the modelling groups (Braconnot et al., 2011) . The experimental set up for both the PMIP2 and PMIP3 mid-Holocene simulations followed the PMIP protocol (Braconnot et al., 2007a (Braconnot et al., ,b, 2011 .
The difference in forcing parameters between MH and PI is the methane (CH 4 ) concentration and the orbital M. Berger et al.: Arctic sea ice in the PMIP simulations 971 parameters. The orbital configuration in the MH climate results in an increased summer and annual mean insolation in the Northern Hemisphere compared to the PI climate. In the MH PMIP2 and PMIP3 experiments the atmospheric CH 4 concentration is 650 ppb. The atmospheric CH 4 concentration in the PMIP2 is 760 ppb, in the PMIP3 this concentration varies among the models. The increased solar insolation during MH is more important in terms of radiative forcing than the reduction in CH 4 concentration (Braconnot et al., 2007a; Renssen et al., 2009 ). The decreased global average radiative forcing at the top of the atmosphere due to a decrease of the atmospheric CH 4 concentration from 760 to 650 ppb corresponds to 0.07 W m −2 (Otto-Bliesner et al., 2006) , whereas the maximum increase in June insolation at 65 • N for the MH is 40 W m −2 at the top of the atmosphere (Berger, 1978) . For comparison, the globally averaged top of the atmosphere increase in radiative forcing due to a doubling of the present day atmospheric CO 2 concentration is 3.7 W m −2 (Solomon et al., 2007) .
Models
The mid-Holocene and pre-industrial control simulations from 11 models form part of the PMIP2 ensemble and 12 models of the PMIP3 ensemble are included in this study. The PMIP2 data is available through the PMIP2 database (http://pmip2.lsce.ipsl.fr/). The PMIP3 data is available via the Program for Climate Model Diagnosis and Intercomparison (PCMDI).
The PMIP2 experiments were performed with the same model versions as used for future climate simulations performed for the Climate Modelling Intercomparison Project 3 (CMIP3), but in most cases the PMIP2 simulations were run at lower resolution (Braconnot et al., 2007a) . Two modelling centres submitted simulations run with the same model version for both the CMIP3 and PMIP2 experiments. These are utilized for comparison of the response of the Arctic sea ice to MH forcing with the response to a 1 % per year increase to doubling of the atmospheric CO 2 concentration. For the PMIP3 models, the MH simulations are run with the same resolution and the same versions of the model as the historic and representative concentration pathway (RCP) future scenarios in the CMIP5 ensemble.
The models included in this study are listed in Table 1. From the PMIP2 ensemble only the ocean-atmosphere global circulation models are considered here. These include sea-ice models of different complexity. Three of the PMIP2 models, FGOALS-1.0g, FOAM, and UBRIS-HadCM3M2, include only thermodynamic sea-ice models, the other 8 models have thermodynamic and dynamic sea-ice models. In the PMIP3 ensemble, all models have thermodynamic and dynamic sea ice models. In general, the PMIP3 models have more advanced representations of sea-ice-relevant physical processes. The majority of the PMIP3 models also include dynamic vegetation, which affects simulated temperature response in the models (Zhang et al., 2010; Braconnot et al., 2007b) .
The analysis is performed on monthly mean data from the last 100 model years submitted to the database, or over as many years as were available in the database. To facilitate model intercomparison, the model output was interpolated to a common regular (0.5 • × 1 • ) latitude-longitude grid using bilinear interpolation. Since the models have different grids and land mask, the remapping to the common grid can cause small biases in the calculated sea-ice extent.
Thermodynamic considerations
We will here use simple thermodynamic considerations to qualitatively examine the response of the Arctic sea-ice cover to the change in insolation between the pre-industrial era and the mid-Holocene. This insolation change is mainly attributed to changes in the precessional cycle and the obliquity cycle; the changes in eccentricity being essentially negligible (e.g. Pierrehumbert, 2010; Hartman, 1994) . The precessional cycle chiefly involves a redistribution of the insolation over the season, whereas the obliquity cycle involves a redistribution of the insolation over the latitudes. In the high northern latitudes, the higher obliquity in the mid-Holocene resulted in higher summer insolation and slightly weaker winter insolation compared to the pre-industrial. Moreover in the midHolocene, the northern summer occurred when the Earth was close to perihelion, which yielded a higher peak in the summer insolation. Together, these two effects yielded a mean June insolation at 65 • N that was about 40 W m −2 stronger in the mid-Holocene than in the pre-industrial era. When the Earth is closest to the Sun in its orbit, however, Kepler's second law implies higher orbital velocities and hence shorter summer seasons. As a result, the integrated insolation over the summer season hardly changes with the precessional cycle (Pierrehumbert, 2010) .
Thorndike's two-season ice model
We will now use the thermodynamic two-season ice model developed by Thorndike (1992) to estimate the ice thickness response due to orbitally induced changes in the insolation. The model approximates the annual cycle as one melt season, when the temperature of the ice is at the melting point, and one growing season. As discussed by Thorndike (1992) , this is an idealization of the real seasonal temperature-thickness cycle of sea ice, which is illustrated in Fig. 1 . In the model, described in detail by Thorndike (1992) and Bitz and Roe (2003) the ice melting M and growth G, in meters, are given by
www.clim-past.net/9/969/2013/ Clim. Past, 9, 969-982, 2013 where τ M /τ G is the length of the melt/growth season, L the latent heat of fusion, F LW the net upward flux of longwave radiation, F W the oceanic heat flux at the base of the ice, h is the annual-mean ice thickness, α i the ice albedo. Further, F SW , the mean surface downward insolation over the melt season, is defined by
whereF SW is the downward shortwave radiation at the top of the atmosphere and α a an effective atmospheric albedo, which depends on the reflectivity and absorptivity of the atmosphere as well as the surface albedo (see e.g. Donohoe and Battisti, 2011) .
Based on observational results presented by Donohoe and Battisti (2011), we estimate that α a ≈ 0.4 over the Arctic sea ice. For simplicity, the albedo of the ice is taken to be constant: α i = 0.65. This approximation is reasonable for thick ice, but fails when the ice becomes thinner. In the melt season, when the surface temperature is at the freezing point (i.e. 0 • C), the net longwave radiation is constant in the model. In the growing season, the surface ice temperature decreases with ice thickness as the ice insulates the surface from the warmer underlying ocean. As a consequence, thicker ice emits less longwave radiation and hence grows slower. Thus, thin ice grows at a higher rate than thick ice, which can be seen in Fig. 1 , illustrating that thick ice has a smaller seasonal variation of thickness than thin ice. In a steady state, growth and melt of ice balances: M = G(h), which determines the annual mean ice thickness in the model. The seasonal progression of the sea ice is anti-clockwise in the thickness-temperature diagram. In the warmer climates the seasonal variation in sea-ice thickness increases and the variation in sea-ice surface temperature decreases.
The ice thickness response
We now use the simple sea-ice model to make an estimate of the forcing on the sea ice due to the change in insolation from the mid-Holocene to the pre-industrial era. To begin with, we simply assume that the length of the melt and growth seasons does not change, each being a half-year long as in the original Thorndike model. This assumption implies that the change in forcing is solely due to the change in the integrated insolation reaching the ice in the melt season. Thus, the change in ice melt δM is related to the change in insolation δF SW as
Computing the change in the mean insolation over the melt season between MH and PI, we obtain a change of the incoming short wave radiation at the top of the atmosphere (i.e. δF SW ) of about 10 W m −2 over the Arctic region. Thus, δF SW ≈ 6 W m −2 , which corresponds to an ice melt increase of about 0.1 m. The relatively modest change in ice melt is due to our use of an ice albedo characterizing thick ice. For comparison, a direct forcing on the ice of 4 W m −2 (corresponding roughly to the effect of a CO 2 doubling) over the melt season corresponds to an ice melt of about 0.2 m. It should be noted that in this steady state sea-ice model, the increased summer sea-ice melting is exactly compensated for by an increased growth of sea ice in winter, which results from a reduction of the annual-mean sea-ice thickness.
In the above calculation, it was tacitly assumed that it is the insolation difference over a six-month-long "melt season" that controls the change in the sea-ice melt. However, in reality the Arctic melt season is shorter and the sea-ice response can be expected to be more sensitive to the changes in the peak insolation around the solstice (e.g. Huybers, 2006) . To qualitatively examine this issue, we assume that sea-ice melting occurs only when the top of the atmosphere daily mean insolation exceeds some threshold value. Figure 2a illustrates, for the mid-Holocene and the pre-industrial era, the length of the melt season as a function of threshold insolation at 65 • N. As shown, the difference in melt season length between the two periods is only about few days, except for near the maximum insolation threshold, where the difference is about half a month. The results for latitudes poleward of 65 • N are similar. This crude analysis suggests that the changes in the length of the melt season should be small between MH and PI. We now calculate the resulting change in sea-ice melt as
where δτ M (< 0) is the reduction of the melt season and δ(τ M · F SW ) the change in downward shortwave radiation integrated over the melt-season length. Figure 2b shows, based on the model parameters of Bitz and Roe (2003) , the ice melt as a function of the insolation threshold. Notably, the changes in melt between MH and PI are about 0.2 m and only weakly dependent on the insolation threshold. The changes in seaice melt between MH and PI at 65 • N shown in Fig. 2 are representative for the whole Arctic region. One possible and somewhat counterintuitive effect of reducing the length of the melt season in the simple model is that the melting may actually increase. The reason is the first term on the right-hand side of Eq. 1, representing the energy loss due to longwave radiation plus the energy gain from the ocean. (For the standard model parameters, −F LW + F W ≈ −46 W m −2 in the melt season.) The physics can be illustrated by considering the precessional cycle, which increases the peak summer insolation but also shortens the summer season. If we crudely assume that the precessional cycle leaves the integrated insolation over the melt season invariant (i.e. δ(τ M · F SW ) ≈ 0), then the change in melt due to a change in the melt season length becomes δM = δτ M (−F M LW +F W )/L, which is positive if the melt season length is reduced. In the simple model, a one-month reduction of the melt season yields an increase in the melting of about 0.4 m. This effect explains why the melt rate initially increases with decreasing length of the melt season in Fig. 2b .
To estimate the response of the sea-ice thickness to an increased melting of 0.2 m, we follow Bitz and Roe (2003) and consider perturbations on the steady-state conditions, yielding δh (δM) as a function of the annual mean sea-ice thickness (h) is straightforward to compute (see Bitz and Roe, 2003, for details) . The resulting ice-thickness response is shown in Fig. 3 and is further discussed in Sect. 4.2.2.
In summary, we expect that if local thermodynamics control the sea-ice response, the theoretical relation shown in Fig. 3 should roughly describe the response of the sea-ice thickness between the MH and PI in the PMIP simulations. However, additional feedbacks included in the models can cause a stronger as well as weaker response of the sea ice in the PMIP simulations. In particular, the neglected dependence of the albedo on the sea-ice thickness could result in a transition to a regime without summer sea ice in the midHolocene (e.g. Abbot et al., 2011; Moon and Wettlaufer, 2012) . 
Results
We now continue the analysis of the Arctic sea ice in the PMIP simulations. First, we consider the models simulated pre-industrial Arctic sea ice with focus on mode-model differences. Then we focus on the sea-ice response to the increased mid-Holocene summer insolation. A mechanistic discussion will also be given based on the results of two models that simulate similar Arctic sea-ice response to increasing CO 2 , but result in notably different responses to the orbital forcing.
Pre-industrial sea-ice conditions
Sea-ice extent
The sea-ice extent is defined as the area of all grid cells with a sea-ice concentration of 15 % or more. We consider the maximum and minimum sea-ice extents simulated by the models, which for the majority of the models corresponds to the March and September sea-ice extent. The model mean sea-ice extent for the PMIP2 models is dominated by FGOALS-1.0g, which simulates an extensive seaice cover and is often excluded from sea-ice studies (Zhang and Walsh, 2006) . The simulated monthly mean maximum sea-ice extent for the PI simulations in the PMIP2 ensemble, excluding (including) FGOALS-1.0g, varies from 9.89 to 25.0 (9.89 to 27.7) M km 2 , with a model mean sea-ice extent of 16.9 (17.9) M km 2 , the monthly mean minimum seaice extent varies from 6.82 to 14.6 (6.82 to 23.3) M km 2 , with a model mean minimum ice extent of 9.03 (10.3) M km 2 .
In the PMIP3 ensemble the maximum sea-ice extent ranges from 12.3 to 22.5 M km 2 , with a mean of 16.8 M km 2 , and the minimum sea-ice extent ranges from 6.06 to 12.8 M km 2 with a mean of 8.05 M km 2 . The simulated maximum and minimum sea-ice extent for all PMIP2 and PMIP3 models, as well as the model mean sea-ice extent is listed in Table 1 .
The sea-ice extent seasonal cycle is more consistent in the PMIP3 than the PMIP2 ensemble due to a few models that deviate significantly from the ensemble mean in the PMIP2.
The PMIP3 models simulate reduced ice extent compared to the PMIP2 models in the eastern part of the Pacific and the Atlantic Oceans. The PMIP2 ensemble includes a few models that simulate the Atlantic sea-ice edge in March just north of the British Isles in the PI climate. Model-model differences in the location of the winter sea-ice edge are smaller in the PMIP3 ensemble than in PMIP2, especially in the Pacific Ocean. The summer sea-ice edge is located further north in the PMIP3 ensemble than in PMIP2. Model-model differences in the summer sea-ice edge location are largest in the Barent Sea ice in both PMIP ensembles.
Sea-ice thickness
Annual area-averaged Arctic sea ice is ca. 1 m thinner in the PMIP3 ensemble than in the PMIP2 ensemble. The modelmodel spread in the annual mean ice thickness north of 80 • N is reduced from 1-7 m for the PMIP2 models to 1-3.5 m for the PMIP3 models. Sea-ice thickness refers to the mean ice thickness in the gridbox, which for the region north of 80 • N is approximately equal to the actual sea-ice thickness, Fig. 3 . Black square and circle are the ensemble mean for the PMIP2 (excluding FGOALS-1.0g) and the PMIP3 models. All models have a reduced minimum sea-ice extent in midHolocene, the maximum sea ice extent is decreased in some models and increased in others. For most of the models, the change in seaice seasonality is smaller than the observed change between 1980-1989 and 2000-2009. as the sea-ice concentration in this region is almost 100 % (not shown). PMIP3 ensemble members agree better than PMIP2 ensemble members with the recently observed sea-ice thickness distribution, with the thickest ice located north of Greenland and in the Canadian Arctic Archipelago (Fig. 4a) . In PMIP2 ensemble member, the thickest ice is located north of Greenland, in the central Arctic Ocean and/or along the Siberian coast (Fig. 4b) . This result is in agreement with the improvement from CMIP3 to CMIP5 in the historical simulations (Stroeve et al., 2012) .
Response to orbital forcing
Sea-ice extent
The summer sea-ice extent is consistently smaller in the MH simulations than in the PI simulations in both PMIP ensembles. The PMIP3 models are more sensitive to the changes in the forcing, see Table 1 , with a model mean reduction of the summer sea-ice extent of −16.7 × 10 5 km 2 and −10.2 × 10 5 km 2 for the PMIP3 and PMIP2, respectively (Table 1 ). The response in winter sea-ice extent, i.e. the difference between the simulated MH and PI climate, varies among the PMIP2 and PMIP3 ensemble members. In both ensembles, the members are approximately equally distributed in groups with the increased and decreased sea-ice (Table 1 ). The PMIP3 ensemble average is a small decrease in maximum sea-ice extent, whereas the PMIP2 ensemble average is a small increase in maximum sea-ice extent. The seasonal cycle of the sea-ice extent increases in the MH simulations for all models, and the increase is stronger in the PMIP3 models than the PMIP2 models (Fig. 5) .
It is worth noting that the seasonal changes in sea-ice extent between the MH and PI are generally smaller than the seasonal changes in the observed sea-ice extent between the periods 1980-1990 and 2000-2010 . Thus, the changes in sea-ice extent between the PI and MH in the PMIP models can be viewed as fairly modest. Winton (2011) demonstrated that in future scenario climate-model simulations, there is a correlation between the change in the Arctic sea-ice extent and the global-mean air surface temperature increase. He found that the rate of decrease of Arctic sea-ice extent with increasing globalmean temperature in the models ranged from about −2 to −1 × 10 6 km 2 K −1 . Figure 6 shows that there is a correlation between the reduction in annual mean sea-ice extent and the annual mean surface temperature increase north of 60 • N that occur between the PI and the MH in the PMIP models. The fitted line in Fig. 6 corresponds to an annual mean seaice extent sensitivity of about −0.5 × 10 6 km 2 K −1 . It should be stressed that the sea-ice sensitivities reported by Winton (2011) are not directly comparable with the ones that can be inferred from Fig. 6 . First, the temperature increase north of 60 • N is larger than the increase in the global mean temperature in the future scenario simulations. Second, the Northern Hemisphere seasonal temperature cycle tends to decrease with increasing global mean temperature (e.g., Wallace and Osborn, 2002) , whereas the seasonal temperature cycle tends to be stronger in the MH than in the PI (Zhang et al., 2010) .
As mentioned earlier, the beach ridges found on the northeastern coast of Greenland indicates the presence of open water and sufficiently long fetch for waves to develop (Funder et al., 2011; Jakobsson et al., 2010) . These relic beach ridges are found in two main areas centred around 73 • N and 83 • N. The beach ridges in the northern region are older than in the southern region, which indicates that the southern margin of the summer sea ice moved northward in the later part of the early-to-mid Holocene. No beach ridges are formed at these locations in the present climate due to the presence of sea ice, which dampens surface waves (Funder et al., 2011) . Figure 7 shows the location of the minimum sea-ice edge along the north-east coast of Greenland in MH. The location of the sea-ice edge along the eastern coast of Greenland is generally located further north in the PMIP2 models (Fig. 7a ) than in the PMIP3 models (Fig. 7b) . In the MIROC models and the HadGEM2-ES, which have thinner ice than the CCSM models, the seasonal cycles are larger and the changes in mean ice thickness between the different climates are smaller.
waves capable of producing beach ridges, in broad consistency with the result presented by Funder et al. (2011) .
In the present climate, the prevailing wind pattern transports ice to this region, resulting in the thick ice observed. The idea that a lack of sea ice in this region might imply a lack of sea ice throughout the Arctic Ocean depends on the assumption that wind patterns were not significantly different in the MH than today. Only a few modelling centres have submitted 10 m wind data to the PMIP3 archive so far, why an evaluation of this is left for future work.
Sea ice thickness
According to the simple model of Thorndike (1992) , described in Sect. 3, the largest response in sea-ice thickness to the changes in the insolation forcing should occur where the ice is initially thickest (Bitz and Roe, 2003) . As shown in Fig. 3 , this is indeed the case. The annual average thickness change and the annual mean ice thickness, for the region north of 80 • N, follow approximately the theoretical line for both PMIP2 and PMIP3 models. In contrast to the sea-ice extent changes, which vary between models (particularly in winter), the sea-ice thickness is reduced throughout the year for essentially all models (not shown). The CMIP3 simulations with a doubling of CO 2 are also included in Fig. 3 . Also, the seasonal amplitude of the sea-ice thickness increases in the MH simulations, shown for a few models in Fig. 8 . The difference in the annual mean sea-ice thickness as compared to the PI simulation is stronger in the 2 × CO 2 simulations than in the MH simulations. Further, in the 2 × CO 2 simulations the coldest ice surface temperature is significantly increased compared to the PI simulations.
Model-model differences
In their recent study, Wang and Overland (2012) criteria that the models should be able to simulate a mean and seasonal cycle that matches the observed mean climatology from 1981-2005 within 20 %, they find that 7 models fulfil both criteria. Of these 7 models, 4 are used for MH simulations (CCSM4, HadGEM2-CC, HadGEM2-ES, and MIROC-ESM). We select two of these models, the HadGEM2-ES and MIROC-ESM, for a more thorough analysis.
Pre-industrial climate
In the PI climate, the HadGEM2-ES simulates a larger seaice extent, both in summer and winter, than the MIROC-ESM. The seasonal variation of the sea-ice extent is larger in the HadGEM2-ES model as well (Fig. 9a) . The minimum and maximum sea-ice extents for the two models are www.clim-past.net/9/969/2013/ Fig. 10 . Sea-ice edge (15 % sea-ice concentration limit) location in the HadGEM2-ES (blue line) and the MIROC-ESM (green line). The upper panels show the (a) minimum and (b) maximum seaice limit in the pre-industrial climate. The lower panels show the (c) minimum and (d) maximum sea-ice limit in the mid-Holocene climate. The change in the sea-ice edge location from MH to PI is larger for the minimum ice extent, especially for the HadGEM2-ES model.
shown in Fig. 10a and b, respectively. In the PI climate, the HadGEM2-ES model simulates slightly thicker ice than the MIROC-ESM. The HadGEM2-ES (Fig. 11a) simulates the thickest ice in the Canadian Archipelago in the month of minimum sea-ice extent. The MIROC-ESM (Fig. 11b) simulates the thickest ice in the central Arctic Ocean. The HadGEM2-ES also simulates a stronger seasonal variation, and larger variability in the simulated sea-ice extent than the MIROC-ESM (Fig. 9a). 
Response to the MH forcing
The MIROC-ESM and HadGEM2-ES both show a similar sensitivity of the sea-ice extent in the future RCP-scenarios. They both reach nearly ice-free conditions (minimum seaice extent smaller than 10 6 km 2 ) at around 2050 AD, regardless of RCP scenario. The MIROC-ESM reaches this state slightly faster than the HadGEM2-ESM for all three RCPscenarios (see Fig. 2 in Wang and Overland, 2012) .
The 2 × CO 2 equilibrium climate sensitivity of the two models is 4.6 K (HadGEM2-ES) and 4.7 K (MIROC-ESM) (Andrews et al., 2012) . The 2 × CO 2 equilibrium climate sensitivity is the increase in global surface-temperature in response to an instantaneous doubling of CO 2 , after the model has equilibrated. The climate sensitivity estimated of Andrews et al. (2012) show that the HadGEM2-ES model is more sensitive (1.6 K Wm −2 ) than the MIROC-ESM (1.1 K Wm −2 ). The similar 2 × CO 2 equilibrium response is explained by the fact that a CO 2 increase yields a stronger climate forcing in the MIROC-ESM than the HadGEM2-ES.
When exposed to the MH insolation forcing, the MIROC-ESM simulates one of the weakest sea-ice responses in the PMIP3 ensemble and the HadGEM2-ES one of the strongest (see Table 1 ). In HadGEM2-ES, the Arctic sea-ice extent decreases throughout the year in the MH climate (see Fig. 9b ). The minimum sea-ice extent experiences the the strongest reduction in the eastern Arctic (see the blue line in Fig. 10a and c). In MIROC-ESM the changes are generally small (see Fig. 9b ), with a slight increase in the maximum sea-ice extent, mainly in the Labrador sea (see the green line in Fig. 10b  and d) .
HadGEM2-ES experiences a warming in the Arctic throughout the year, with the most pronounced warming occurring in autumn (SON) and winter (DJF) (Fig. 12) . The MIROC-ESM, on the other hand, simulates a cooling in the MH winter and spring (MAM), with a weak warming in the summer season (JJA). In autumn, there are essentially no significant changes in the surface air temperature north of 60 • N (Fig. 13) . In the light of the land-based proxy temperature reconstructions, analysed by Zhang et al. (2010) , it can be concluded that the year around warming in the HadGEM2-ES model is more consistent with data.
Cloud impact on the insolation forcing
Given the different responses of the HadGEM2-ES and MIROC-ESM model it is relevant to try to identify the underlying mechanisms. One possibility is that this difference is related to model differences in clouds and albedo. To examine this issue, we consider the shortwave cloud forcing at surface C SW , which is defined as
where F SW is the downward shortwave radiation at the surface, for all-sky and clear-sky, respectively. The C SW represents the reduction of the surface shortwave radiation due to clouds, and is generally negative. Clouds have a stronger effect on summer surface shortwave radiation in the MIROC-ESM than in the HadGEM2-ES in both the PI and MH simulations (Fig. 14) . Thus, the effect of the increased insolation in the MH is more strongly muted by clouds in the MIROC-ESM, which should contribute to the weaker sea-ice extent reduction and northern high-latitude warming observed in that model; see e.g. Fig. 15 .
Both models simulate a stronger cloud effect on summer surface shortwave radiation in the MH than in the PI simulation. This difference is consistent with the combined effect of a larger cloud fraction in the MH than in the PI (not shown) and higher incoming shortwave radiation at the top of the atmosphere due to orbital forcing. At the top of the atmosphere, these competing effects combine to higher absorbed shortwave radiation (i.e. incoming minus outgoing shortwave radiation at the top of the atmosphere) as shown in Fig. 15 .
Discussion
The new generation climate models used in CMIP5 and PMIP3 simulate a smaller and thinner Arctic sea ice in better agreement with observations (Stroeve et al., 2012; Björk et al., 2013) . This can partly explain the higher sensitivity of the ice cover to the increased MH summer insolation in these models as compared to the previous generation models in PMIP2. The thinner ice in the PMIP3 models will absorb more solar radiation than the thicker ice in the PMIP2 models. In one-dimensional thermodynamic sea-ice models, this effect is known to play a critical role for transitions between states with perennial, seasonal, and no sea ice (e.g. Abbot et al., 2011; Moon and Wettlaufer, 2012; Björk et al., 2013) . For instance in the one-dimensional model study of Björk et al. (2013) , the sea-ice cover reaches a transition from perennial to seasonal ice when the annual-mean sea-ice thickness drops below about 2 m. A generally thinner sea-ice cover may also contribute to explain the increased seasonality of the sea ice in the PMIP3 models: as the sea-ice thickness is reduced, the ice generally becomes more variable (Holland et al., 2008; Bitz and Roe, 2003) .
There are some noteworthy differences in the response of the Arctic sea-ice cover to increased CO 2 forcing and the orbital forcing associated with the MH. Essentially all CMIP3 and CMIP5 models simulate decreased winter maximum and summer minimum sea-ice extent in response to an increased CO 2 forcing (Eisenman et al., 2011; Stroeve et al., 2012) . The PMIP2 and PMIP3 models also simulate decreased minimum sea-ice extent in response to MH orbital forcing. However, the response of the maximum sea-ice extent is not consistent among models and varies from decreased to increased sea-ice cover. The response of the maximum sea-ice extent is also weaker than the response of the minimum sea-ice extent. One possibility to the model spread of the maximum sea-ice extent and the weaker response to the MH insolation forcing is the pronounced seasonality of the MH forcing, being weaker in winter than in summer. Furthermore, the effective climate forcing that arises due to the changes in incoming shortwave radiation at the top of the atmosphere is strongly regulated by the cloud cover and the surface albedo in the background climate. On the other hand, the radiative forcing due to increases of CO 2 is likely to be less sensitive to the background climate; the vertical temperature structure and cloud distribution are influencing factors (e.g., Pierrehumbert, 2010; Andrews et al., 2012; Solomon et al., 2007, chapter 2.2) . Against this background, it is not surprising that the climate models' Arctic sea-ice responses are more consistent for a doubling of CO 2 forcing than for the orbitally induced forcing between MH and PI. It should also be noted that the changes in Arctic sea-ice cover between the mid-Holocene and the pre-industrial era shown in Fig. 5 are smaller for many of the models than the observed change in ice cover over the last 30 yr. Thus, it cannot be ruled out that internal model variability may obscure the response to the orbital forcing in some of the models with a weak response (Goosse et al., 2007) .
One result that is reasonably robust among the model responses to the orbitally induced forcing is the correlation between the annual-mean change in the Arctic sea-ice extent and the summer surface air temperature increase north of 60 • N (Fig. 6) .
As has been suggested by Goosse et al. (2007) one may obtain stronger response in the Arctic and smaller and thinner sea-ice covers if one considers the earlier part of the Holocene (around 9 to 8 ka BP) rather than the midHolocene. This may be a better period to use for investigation of the model response to the changes in solar insolation, since the orbital insolation forcing was stronger then. However, as pointed out by Renssen et al. (2005) remnant ice sheets may have had a cooling effect on the Arctic climate in this early part of the Holocene, and possibly also in later stages. Note that in the PMIP mid-Holocene protocol there are no remnant ice sheets.
Conclusions
The main findings of this study are:
-The models (PMIP2 + PMIP3) all yield a smaller and thinner Arctic summer sea-ice cover in the MH than in the PI control climate. Differences in the winter sea-ice extent and thickness are smaller in amplitude with an approximately equal distribution of models with larger/smaller sea-ice extent in MH than in PI.
-The new generation climate models (PMIP3) simulate thinner and smaller extents for the Arctic sea ice than the previous generation climate models (PMIP2), both in the pre-industrial and the mid-Holocene simulations.
-The sea-ice thickness response of the models north of 80 • N follows roughly the behaviour predicted by the model of Thorndike (1992) with an assumed increase in sea-ice melt of 0.2 m per year; see Fig. 3 .
-In the models' simulated changes between the PI and the MH, there is a strong correlation between the increase of summer surface air temperature north of 60 • N and the annual mean decrease of the sea-ice extent; see Fig. 6 .
-Models that respond similarly to CO 2 forcing may respond quite differently to orbitally induced solar forcing. For instance, the HadGEM2-ES and MIROC-ESM simulate the recent observed decline in sea ice well, and they respond similarly to future CO 2 forcing. However, the two models' responses to the change in solar forcing are significantly different: the HadGEM2-ES is more sensitive and experiences a more pronounced warming and stronger decrease in the minimum sea-ice extent than the MIROC-ESM. One plausible explanation for the difference in sensitivity is that the MIROC has higher cloud fractions in the summer Arctic, which acts to mute the effects of the solar forcing.
-In the PMIP ensemble, there are models that simulate large areas of open water east of Greenland for the midHolocene. These areas could provide the fetch for the surface waves needed to form the beach ridges in northeastern Greenland found in sea-ice proxy data (Funder et al., 2011) and Jakobsson et al. (2010) .
