‘Strong’–‘weak’ precedence in scheduling: Extensions to series–parallel orders  by Dror, Moshe & Steiner, George
Discrete Applied Mathematics 158 (2010) 1767–1776
Contents lists available at ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
‘Strong’–‘weak’ precedence in scheduling: Extensions to
series–parallel orders
Moshe Dror a, George Steiner b,∗
aMIS, Eller College of Management, The University of Arizona, Tucson, AZ 85721, United States
b Operations Management, DeGroote School of Business, McMaster University, Hamilton, ON, Canada L8S 4M4
a r t i c l e i n f o
Article history:
Received 25 June 2009
Received in revised form 25 May 2010
Accepted 28 June 2010
Available online 17 August 2010
Keywords:
Scheduling
Posets
Strong and weak precedence
a b s t r a c t
We examine computational complexity implications for scheduling problems with job
precedence relations with respect to strong precedence versus weak precedence. We
propose a consistent definition of strong precedence for chains, trees, and series–parallel
orders. Using modular decomposition for partially ordered sets (posets), we restate and
extend past complexity results for chains and trees as summarized in Dror (1997) [5].
Moreover, for series–parallel posets we establish new computational complexity results
for strong precedence constraints for single- and multi-machine problems.
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1. Introduction
Job scheduling with precedence constraints has been at the forefront of scheduling research since its inception.
Application of scheduling with precedence relations can be traced to PERT scheduling, early operating systems task
scheduling with respect to its stability, and much more. In terms of solvability (e.g., finding an optimal schedule in
polynomial time), adding precedence relations to otherwise independent jobs in general makes a problem harder. Given a
set of jobs J together with a partial order<P defined on J× J , the common interpretation of precedence constraints (prior to
Dror et al., [6,7]) was the following: for any i, j ∈ J, i<P jmeans that job i has to be completed before the processing of job
j can start, or in other words, ordering the jobs by their start times must yield a total order for J that is consistent with <P
(a linear extension). This interpretation of the precedence constraints represented by partial order <P allows any amount
of time delay between the completion of job i and the start of job j. A different interpretation of job precedence has been
proposed in [6,7], recognizing that in some cases, further constraining the start time of job jwith respect to the completion
time of job i is justified in practice and implies a different problem and a more constrained solution. Simply, asking for a
job j to immediately follow the completion of job i links the two jobs in a strong precedence. We will use the term weak
precedence relation for the traditional definition of precedence. For chained jobs, strong precedence implies that the jobs
must be processed consecutively without the option of inserting a job not in the chain between the chained jobs. This is
exactly the way the algorithm described by Assad et al. [1] schedules chained jobs in a manufacturing of mattresses. As a
further motivation for our pursuit of the strong/weak precedence distinction, we note that some scheduling problems are
solvable in polynomial timewith strong precedence even though theweak precedence version is NP-hard and vice versa [6].
The strong/weak precedence distinction for chained jobswas introduced in [6,7]. In [8] this distinctionwas introduced for
in-tree and out-tree precedence graphs. However, the strong chain precedence as defined in [6,7]was not consistentwith the
strong precedence tree relation as defined in [8]. This definitional inconsistency is rectified in the present paper. In the past,
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series–parallel precedence relations have not been examined from the prospective of strong versus weak job precedence.
In this paper we define strong precedence for series–parallel orders consistent with strong precedence for chains and
trees using modular decomposition of posets and develop new results for scheduling problems. For completeness, we also
provide an abbreviated survey of the state-of-the-art for some scheduling problems by reviewing their complexity with
respect to strong and weak precedence relations. The outline of the paper is as follows: In Section 2 we state the extended
strong precedence constraints consistent for chains, trees, and series–parallel precedence graphs. Section 3 examines single-
machine problems. Section 4 studies multi-machine problems. In Section 5 we summarize our findings.
2. Extended strong precedence constraints
Definition 2.1. Let P = (J, <P) be a partially ordered set (a poset). Let ≺ denote the immediate predecessor and ‖ the
incomparability relation in P . That is, ≺ represents the transitive reduction of <P and ‖ holds for the incomparable pairs.
For j ∈ J denote by Im Suc(j) $ {k|j ≺ k} and by Im Pred(j) $ {k|k ≺ j}. We say that A ⊆ J is an in-module in P if
∀i, j ∈ A we have Im Suc(i) ∩ (J\A) = Im Suc(j) ∩ (J\A). A subset B ⊆ J is an out-module in P if ∀i, j ∈ B we have
Im Pred(i) ∩ (J\B) = Im Pred(j) ∩ (J\B). We say that A ⊆ J is a bi-module, if it is both an in-module and an out-module.
Note that the empty set, any single point i ∈ J , or the whole set A = J are trivial bi-modules. If we define min P $
{k|Im Pred(k) = ∅}, the set of minimal elements in P , andmax P $ {k|Im Suc(k) = ∅}, the set of maximal elements in P , then
it is easy to see that max P is always a trivial in-module and min P is always a trivial out-module. Furthermore, we note that
if A ⊆ J is an in-module in a general poset P , then ∀i ∈ A we have either Im Suc(i) ∩ (J\A) = ∅ or Im Suc(i) ∩ (J\A) is an
antichain, i.e., a set of incomparable elements. Similarly, if B ⊆ J is an out-module in a general poset P , then ∀i ∈ Bwe have
either Im Pred(i)∩ (J\B) = ∅ or Im Pred(i)∩ (J\B) is an antichain. Therefore, any maximal in-module that is an antichain is
simply a maximal set of elements with a common set of (immediate) successors. Similarly, any maximal out-module that is
an antichain is simply a maximal set of elements with a common (immediate) predecessor set.
If J = C1∪C2 · · ·∪CK is the union of K parallel chains, then each Ci is both an in-module and an out-module (a bi-module)
in P: if A = Ci, then ∀i, j ∈ A we have Im Suc(i) ∩ (J\A) = Im Suc(j) ∩ (J\A) = ∅; and if B = Ci, then ∀i, j ∈ B we have
Im Pred(i)∩ (J\B) = Im Pred(j)∩ (J\B) = ∅. Furthermore, no proper nontrivial subset of a chain (i.e., not a single point) has
both properties. In that case we say that each Ci is a minimal nontrivial bi-module in P . We will also refer to any Ci whose
elements are incomparable to any other element of P as a parallel-chain bi-module. It is also easy to see that if the poset
P = (J,≺P) is an in-tree, then Im Pred(i) is an in-module ∀i ∈ J; and if P is an out-tree, then Im Suc(i) is an out-module
∀i ∈ J .
In general, all previous definitions of strong precedence constraints can be interpreted as follows: There are certain sub-
posets Pk ⊂ P specified for k = 1, . . . , K such that the jobs in each Pkmust be scheduled consecutively and as early as possible
after the first job in Pk. Intuitively, they imply that the jobs in each Pk can be replaced by appropriately defined composite
(or compound) jobs for scheduling purposes.We introduce amore precise definition,whichwill allowus to unify and extend
the concept of strong precedence constraints to general posets P .
Definition 2.2. Let Si be the start time of job i ∈ P in a schedule. We say that a subset P ′ ⊂ P is scheduled in immediate and
contiguous fashion if for every i, j ∈ P ′ such that j ∈ Im Suc(i), there is an l ∈ Im Suc(i) such that Sl = Si + pi; and for every
i, j ∈ P ′ such that i ‖ j and Si < Sj there is no l ∈ P\P ′ with Si < Sl < Sj.
Using the above definitions, previously defined concepts of strong precedence relations in scheduling imply the following:
• for chains: the minimal nontrivial bi-modules (one chain from a set of parallel chains) must be scheduled in immediate
and contiguous fashion (in the case of identical parallel processors, we can assume w.l.o.g. that the jobs from a given
chain are processed on the same processor);
• for in-trees: the maximal in-modules, Im Pred(i) for i ∈ J , must be scheduled in immediate and contiguous fashion
• for out-trees: the maximal out-modules, Im Suc(i) for i ∈ J , must be scheduled in immediate and contiguous fashion.
There is a well-established theory (see e.g., [23]) of ‘modular decomposition’ for posets in general and series–parallel
posets in particular. This is based on the following concept of modules:
Definition 2.3. Let P = (J, <P) be a partially ordered set. A ⊆ J is a module in P if ∀i, j ∈ A we have Suc(i) ∩ (J\A) =
Suc(j) ∩ (J\A), where Suc(j) $ {k|j<P k}, and Pred(i) ∩ (J\A) = Pred(j) ∩ (J\A), where Pred(j) $ {k|k<P j}.
Thismeans that amodule is a subset that ‘looks to be the same’ from the outsideworld, i.e., every point in themodule has
exactly the same predecessors, successors and incomparable elements outside of it. We note that earlier we have defined
in-modules and out-modules on the transitive reduction (Hasse diagram) of the poset. Modules are usually defined on the
transitive closure of the poset, but it is also possible to define them, in a more complicated way, on the Hasse diagram.
Furthermore, it is easy to see that every bi-module is also a module, but the reverse is not true: e.g. any proper subchain of
a chain is a module but not a bi-module.
There are polynomial time algorithms for certain scheduling objectives on large classes of weak precedence constraints,
including series–parallel posets (see [23] for details). They are all based on the following job-module property:
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Fig. 1. A series–parallel poset.
Definition 2.4. Let P = (J, <P) be a partially ordered set representing the weak precedence constraints for a scheduling
problem and let A ⊆ J be amodule in P . Consider an optimal schedule (sequence) σA of the jobs for the sub-problem induced
on the set A. We say that the scheduling problem satisfies the job-module property if there is an optimal schedule (sequence)
σ for the whole problem such that σ orders the jobs in A (i.e., their starting times) in the same sequence (relative to each
other) as σA.
Definition 2.5. Series–parallel poset:
1. A poset with a single element is series–parallel;
2. If P1 = (J1, <P1) and P2 = (J2, <P2) are disjoint series–parallel posets, then
(a) their series composition P = P1 ∗ P2 is the poset on J1 ∪ J2 with i<P j iff(
(i<Pk j for i, j ∈ Pk and k = 1, 2) or (i ∈ P1 and j ∈ P2)
) ;
(b) and their parallel composition P = P1 + P2 is the poset on J1 ∪ J2 with i<P j iff(
(i<Pk j for i, j ∈ Pk and k = 1, 2)
)
.
A poset is series–parallel if it can be built up from single elements by a sequence of series and parallel compositions.
(Alternative characterizations of series–parallel posets can be found in [13,15,23,28].)
The Hasse diagram for a series–parallel poset is shown in Fig. 1.
In other words, series–parallel posets constitute the smallest class of partial orders that contains the one-element poset
and is closed under series and parallel composition. As a consequence of the recursive definition, every series–parallel
poset can be represented in a natural way by a binary tree, the binary decomposition tree (see Fig. 2. The leaves of this tree
represent one-element posets, and each internal node corresponds to a partial order obtained by the series (S) or parallel
(P) composition of the posets corresponding to the left and right son of the node.
It is clear that a chain on n elements can be built up by a sequence of n− 1 series compositions. If P = C1 ∪ · · · ∪ Ck is a
collection of disjoint chains, then it can also be considered as P = C1+· · ·+Ck, i.e., the parallel composition of these chains.
Furthermore, it is easy to see that if P is an in-tree or an out-tree, then it can be built by a sequence of series and parallel
compositions, such that one of the two sets in every series composition always has only a single element. This means that
parallel chains, in-trees or out-trees are all special cases of series–parallel posets.
Note that P1 and P2 above are bothmodules in the above definition. Theywill be referred to as series and parallel modules
in the respective cases. The scheduling problem 1|prec|∑wiCi [26], jump number [27], and a number of other problems,
including due date assignment problems and problems with learning effects, (see [24,16,14]) all satisfy the job-module
property. Their solution with (weak) series–parallel precedence constraints is based on iteratively sequencing optimally the
sub-problems on series or parallel modules in the binary decomposition tree until the whole problem becomes completely
and optimally sequenced (see [23,24]).
Let P be the series (parallel) composition of the posets P1 and P2 and let σi be an optimal sequence for the sub-problem
defined on Pi, i = 1, 2. If P = P1 ∗ P2, then the job-module property guarantees that σ = (σ1, σ2) is optimal for the problem
defined on P . On the other hand, if P = P1 + P2, then the parallel chains corresponding to the sequences σ1 and σ2 have
to be optimally merged into a sequence σ by some algorithm. For various implementations of this argument we refer the
reader to [20,24].
Consider the poset Z defined on four elements by the following precedence relations: a ≺ c, b ≺ c and b ≺ d. The
following is a useful alternative characterization of series–parallel posets (see e.g. [23]).
Theorem 2.6. A poset P is series–parallel if and only if it does not contain any sub-poset isomorphic to the poset Z.
Using our earlier interpretation for strong precedence constraints, we ‘unify’ the concept of strong precedence for both
chains and trees and in addition, extend it to series–parallel and general posets.
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Fig. 2. The binary decomposition tree for the series–parallel poset of Fig. 1.
Definition 2.7. Consider a scheduling problem with poset P = (J,≺P) with ≺P representing the transitive reduction of
relations in P . We say that P represents strong precedence constraints, denoted by strong prec, for the problem if every
schedule has to satisfy the following:
1. If i≺P j then for the start times, we have Sj ≥ Si+pi, i.e., every relation in≺P is satisfied as a weak precedence constraint;
2. If P contains a parallel-chain bi-module (chain C), then the jobs in C must be scheduled in immediate and contiguous
fashion.
3. Consider any nontrivial maximal in-module or out-module A 6= ∅ that is not a parallel-chain bi-module and which has a
non-empty successor or predecessor set, respectively. Then Amust be scheduled in immediate and contiguous fashion.
The definition implies that every feasible schedule satisfying the strong precedence constraints P would also have to
be feasible for a version of the problem in which the poset P represents only weak precedence constraints. A feasible
schedule for strong precedence constraints, however, alsomust satisfy the additional immediacy and contiguity constraints.
We note that these constraints would be meaningless for the trivial modules and these were excluded from the definition
in point 3. Furthermore, we require the immediacy and contiguity constraint only for nontrivial in-modules with a non-
empty successor set to exclude the constraints for A = max P . Similarly, requiring a non-empty predecessor set for out-
modules excludes A = min P . All modules which need to satisfy the contiguity constraint can be replaced by a composite
(or compound) job composed of the jobs in the in-module or the out-module. We will denote this by putting these jobs
between parentheses (in any sequence). If jobs in a composite job have to be processed in a prescribed sequence, then we
will call such a composite job a string and will denote it by putting a−→ above this prescribed sequence of the jobs. We note
that a composite job may contain other composite jobs among its parts. As we have discussed earlier, all the in-modules or
out-modules considered in point 3 are antichains. Therefore, it is always possible to schedule the jobs in any such antichain in
immediate and contiguous fashion, i.e., there always exists a feasible schedule satisfying the strong precedence constraints
represented by any poset.
We also observe that requiring the contiguity of schedules on the immediate predecessor set (i.e., an out-module) or
successor set (i.e., an in-module) of a job is consistent with those applications where the strong precedence constraints
express the requirement that the processing of these sets cannot be delayed (be interrupted) by other jobs not in themodule.
For example, this could be required in a process where the components of a subassembly cannot wait, i.e., their processing
cannot be interrupted by other unrelated jobs, as they may deteriorate over time.
3. Single-machine problems
It is natural to examine how the complexity of a scheduling problem is affected if its weak precedence constraints are
replaced by strong precedence. In the following discussion, we demonstrate that the relationship between the complexities
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Table 1
The data for an instance of 1|strong prec|∑wiCi .
i 1 2 3 4 5 6 7 8 9 10 11 12 13
wi 1 1 3 2 7 2 10 3 1 3 4 9 1
pi 1 4 1 3 2 8 1 5 10 7 8 2 6
of the two problems is nontrivial. We will use the well-accepted α|β|γ notation for scheduling problems [21]. We put the
qualifier strong in front of the precedence constraints in the β field if they represent strong precedence, otherwise they
represent weak precedence only.
3.1. Hard problems
Dror et al. [8] proved the following theorem for regular cost functions fj.
Theorem 3.1. If the 1|chain|∑ fj(Cj) scheduling problem is NP-hard, then the 1|strong out-tree|∑ fj(Cj) problem is also
NP-hard. If the 1|chain|max fj(Cj) scheduling problem is NP-hard, then the 1|strong out-tree|max fj(Cj) problem is also NP-hard.
The proof is based on reducing the 1|chain|∑ fj(Cj) (or 1|chain|max fj(Cj)) problem to a 1|strong out-tree|∑ fj(Cj)
(or 1|strong out-tree|max fj(Cj)) problem, where there is a one-to-one correspondence between the optimal schedules.
Based on [22], it immediately yields the following corollary.
Corollary 3.2. The 1|strong out-tree, pj = 1|∑Uj problem is NP-hard.
It is also shown in [8] that there are instances of 1|strong out-tree, pj = 1|∑Uj and 1| out-tree , pj = 1|∑Uj defined
on the same job set and same out-tree poset representing the precedence constraints for which the ratio of the optimal
objective function values of the two problems can be arbitrarily large. Thus adding the contiguity requirement of the strong
precedence constraints can make the cost of an optimal schedule increase by an arbitrarily large amount.
3.2. Problems with strong series–parallel precedence constraints
Next we discuss how we can extend solution algorithms from weak to strong precedence constraints for scheduling
problems satisfying the job-module property. For illustration, we use the instance of minimizing the total weighted
completion time with strong series–parallel precedence constraints, 1|strong series–parallel|∑wiCi, whose precedence
constraints are represented by the poset of Fig. 1 and whose data is given in Table 1. (The data is the same as in the example
solved by Lawler [20], allowing us to compare the optimum cost with strong and weak precedence constraints.)
Consider a poset P = (J, <P) and consider the maximal in-modules in P that are not parallel-chain bi-modules and
have non-empty successor sets. As noted earlier, each of these sets must be a maximal antichain whose elements have a
common set of immediate successors. No two of these maximal in-modules can overlap by definition. Thus, these maximal
in-modules together with the set max P define a unique partition of J (which can be found in polynomial time) and is
denoted by IN . This partition contains the following sets for the example poset of Fig. 1: IN = {{1}, {2, 3}, {4}, {5}, {6, 9},
{7, 8}, {10, 11}, {12, 13}}. Next we show that the contiguity constraints on in-modules and out-modules induce certain
additional weak precedence relations between some of these modules that extend the original poset P .
Extensions of type 1 (between in-modules)
Consider two in-modules, A1, A2 ∈ IN \{max P} such that there is a k ∈ A1 and l ∈ A2 such that k ≺ l in P . The fact
that A1 and A2 must be scheduled contiguously implies that every job from A1 must precede every job in A2 in every feasible
schedule. This implies that the weak precedence constraints u ≺ v can be added to P for every u ∈ A1 and v ∈ A2 to get
an extended poset P ′. This however means that the jobs in A2 have not only the same (immediate) successors, but also the
same (immediate) predecessors in the resulting extended poset P ′. In other words A2 is a bi-module (and a job module) in
the poset P ′. We also observe that adding the relations u ≺ v for every u ∈ A1 and v ∈ A2 in fact creates a series composition
between A1 and A2. This is important, because it implies that if the poset P is series–parallel, then so will be the extended
poset P ′. For example, consider A1 = {5} and A2 = {6, 9} in the poset of Fig. 1: Since 5 ≺ 9 and {6, 9} must be scheduled
contiguously, this implies that 5 must also precede 6 in any feasible schedule, so we can add the (weak precedence) relation
5 ≺ 6 to P . This results in the same predecessor set for 6 and 9, which makes A2 = {6, 9} a job module in the extended
poset.
Extensions of type 2 (between out-modules)
Consider again a poset P = (J, <P) and consider the maximal out-modules that are not parallel-chain job modules
and have non-empty predecessor sets. As noted earlier, each of these sets must be a maximal antichain whose elements
have a common set of immediate predecessors. Again, no two of these maximal out-modules can overlap by definition.
Thus, these maximal out-modules together with the set min P also define a unique partition of J (that can be found in
polynomial time) and is denoted by OUT . For the poset example in Fig. 1 this partition contains the following sets:
OUT = {{1}, {2, 3, 4}, {5, 6}, {9}, {7, 8}, {10}, {11}, {12, 13}}.
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Fig. 3. The binary decomposition tree for the extended poset P ′ .
Consider now two out-modules, B1 , B2 ∈ OUT \{min P} such that there is a k ∈ B1 and l ∈ B2 and also k ≺ l in P . The
fact that B1 and B2 must be scheduled contiguously implies that every job from B2 must follow every job from B1 in every
feasible schedule. This implies that the weak precedence constraints u ≺ v can be added to P for every u ∈ B1 and v ∈ B2
to get an extended poset P ′. This however means that the jobs in B1 have not only the same (immediate) predecessors,
but also the same (immediate) successors in the resulting extended poset P ′. In other words, B1 is a bi-module (and a job
module) in the poset P ′. We also observe that adding the relations u ≺ v for every u ∈ B1 and v ∈ B2 in fact creates a series
composition between B1 and B2. This is important again because it implies that if the poset P is series–parallel, then so will
be the extended poset P ′. For example, consider B1 = {2, 3, 4} and B2 = {5, 6} in the poset of Fig. 1: Since 2 ≺ 5, 2 ≺ 6
and {2, 3, 4}must be scheduled contiguously, this implies that 4 must also precede 5 and 6 in any feasible schedule, so we
can add the (weak precedence) relations 4 ≺ 5 and 4 ≺ 6 to P . Similarly, considering {7, 8} for B2, we can add the relations
2 ≺ 7, 2 ≺ 8, 3 ≺ 7 and 3 ≺ 8 to P . This results in having every element of B1 precede every element of {5, 6} ∪ {7, 8},
which makes all successors for the elements of B1 common, i.e., B1 becomes a job module in the extended poset. Similarly,
looking at B1 = {5, 6} and B2 = {9}, the original relation 5 ≺ 9 and the contiguity requirement for B1 imply that we can
add the (weak precedence) relation 6 ≺ 9, which makes B1 = {5, 6} a job module in the extended poset.
Algorithm Strong SP
INPUT : A scheduling problem that satisfies the job-module property and whose strong precedence constraints are
represented by the series–parallel poset P = (J, <P).
Step 1. Identify the partitions of J into in-modules and out-modules, respectively, denoted by IN and OUT .
Step 2. Extend the poset P by adding the weak precedence constraints arising from the application of all extensions
of types 1 and 2. Let the resulting poset be P ′.
Step 3. Contract all nontrivial in-modules in IN \{max P} and all nontrivial out-modules in OUT \{min P} into
composite jobs. If P has any parallel-chain bi-modules, then contract these into composite strings.
Step 4. Apply the original series–parallel algorithm forweak precedence constraints [20,24] to the scheduling problem
defined by the composite jobs and weak precedence constraints P ′.
OUTPUT : An optimal schedule.
Note that a scheduling problem on independent jobs (with empty precedence constraints) typically becomes
polynomially solvable when the objective function satisfies the adjacent pairwise interchange property, which allows us
to define a transitive and complete binary preference relation on the jobs. This relation determines an optimal sequence
for the unconstrained jobs. For more details, we refer the reader to [24]. In the case of the 1 ‖ ∑wiCi problem, this
preference relation is just thewell-knownweighted-shortest-processing-time (WSPT) order. This order can also be extended
to subsets or sequences of jobs: For any A ⊆ J , we define w(A) = ∑i∈Awi and p(A) = ∑i∈A pi. The preference order on
these subsets is determined by the non-increasing WSPT ratiosw(A)/p(A). The polynomial time solution algorithm for the
1|series–parallel|∑wiCi problem [20,24] repeatedly uses this preference order on sets and strings of jobs.
When applying Algorithm Strong SP to the example whose strong precedence constraints are represented by the poset
depicted in Fig. 1, we add the extensions discussed above. The binary decomposition tree of the resulting extended weak
precedence constraints P ′ is shown in Fig. 3.
Explanation of the schedule generated by Algorithm Strong SP:
Applying the original series–parallel algorithm in Step 4, we start sequencing the job modules with the leaves of the tree
in Fig. 3. The elements of the composite job (7, 8) are scheduled in WSPT order resulting in the string
−→
7, 8. Comparing
the parallel strings
−−−→
5, 6, 9 and
−→
7, 8, w(
−−−→
5, 6, 9)/p(
−−−→
5, 6, 9) = 12/20 and w(−→7, 8)/p(−→7, 8) = 13/6, which means that −→7, 8
should be scheduled before
−−−→
5, 6, 9 in the job module corresponding to the node P1 in the tree. The WSPT order on the
elements of the composite job (10, 11) is 11, 10, so it gets replaced by the string
−−−→
11, 10. The WSPT order on the elements
of (12, 13) is 12, 13, so it gets replaced by the string
−−−→
12, 13. The WSPT order on (2, 3) is 3, 2, so it gets replaced by
the string
−→
3, 2. This string comes before 4 in the WSPT order, so the composite job ((2, 3), 4) is replaced by the string
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−−−→
3, 2, 4. Finally putting all strings in the order that satisfies the series compositions in the tree, we obtain the optimal
schedule (1, 3, 2, 4, 7, 8, 5, 6, 9, 11, 10, 12, 13) with total weighted completion time of 1228. In comparison, when P is
interpreted to represent only weak precedence constraints, the optimal sequence is (1, 4, 7, 3, 2, 5, 8, 10, 6, 9, 11, 12, 13)
with
∑
wiCi = 1158. This demonstrates that the strong precedence constraints can result in a substantial increase in the
minimum cost.
Theorem 3.3. Consider a scheduling problem 1|strong series–parallel| f that satisfies the job-module property. Then Algorithm
Strong SP finds an optimal schedule for the problem in O(n2) time.
Proof. We note that the cost function for the scheduling problem can be either of the type f = ∑ fj(Cj) or f = fmax =
maxj fj(Cj). Consider now a scheduling problem with strong series–parallel precedence constraints P and assume that the
problem also satisfies the job-module property. Algorithm Strong SP contracts the nontrivial in-modules and out-modules
into composite jobs and extends the original poset P by adding all the implied weak precedence relations between these
modules to P . The partitions into in- and out-modules and the construction of the extended poset can clearly be obtained
in O(n2) time. As discussed above, every feasible schedule must satisfy these extended weak precedence relations. The fact
that composite jobs cannot be broken up automatically ensures that all contiguity constraints prescribed by the strong
precedence constraints will be satisfied. The original series–parallel algorithm always finds an optimal schedule for the
problem with the extended weak precedence constraints in O(n log n) time. 
Wemention the following immediate consequence of the preceding theorem.
Corollary 3.4. The total weighted completion time problem with strong series–parallel precedence constraints, 1|strong series–
parallel|∑wjCj, is solvable in polynomial time.
Remark. We note that the complexity of Algorithm Strong SP could also be reduced to O(n log n) by a more careful
implementation of the partitioning and extension operations using the binary decomposition tree. We decided to omit
this here for the sake of brevity, since explaining the operations on the binary decomposition tree would require extensive
technical details.
4. Multi-machine models
4.1. Mean flow time on parallel machines
4.1.1. The Pm|strong chains|∑ Cj problem
We start our discussion by extending to any fixed number (m) of identical parallel machines a lemma that was proved
in [6] for the two-machine (m = 2) case.
Lemma 4.1. Consider a Pm|strong chains|∑ Cj problem on K chains, C1, C2, . . . , CK , where |Ci| = ni, i = 1, 2, . . . , K , and
let pk,i denote the processing time of the ith job in Ck, i = 1, 2, . . . , nk. This problem reduces to a Pm ‖ ∑wkCk problem on K
compound jobs, with no precedence constraints between them, where compound job k has processing time pk = ∑nkj=1 pk,j and
weight wk = nk for k = 1, 2, . . . , K .
Proof. Let Ck,nk(k = 1, 2, . . . , K) be the completion time of the last job from chain Ck in a schedule. Since Ck is a bi-module,
its jobs must be processed contiguously. Thus if pk,i denotes the processing time of the ith job in Ck for i = 1, 2, . . . , nk, then
its completion time must be Ck,i = Ck,nk − (pk,i+1 + · · · + pk,nk). Thus, the total completion time of chain Ck, denoted by
TFT k, is
TFT k = nkCk,nk − [(nk − 1)pk,nk + (nk − 2)pk,nk−1 + · · · + pk,2].
If we letmftk = [(nk − 1)pk,nk + (nk − 2)pk,nk−1 + · · · + pk,2], then this term is schedule-independent, and only the nkCk,nk
part of TFT k varies with the schedule. Therefore, the total completion time of a schedule can be written as
K∑
k=1
nk∑
i=1
Ck,i =
K∑
k=1
TFT k =
K∑
k=1
nkCk,nk −
K∑
k=1
mftk,
where the second sum is a schedule-independent constant. Thus the original problem is indeed equivalent to scheduling K
unconstrained compound jobs with processing times pk =∑nkj=1 pk,j and weightwk = nk for k = 1, 2, . . . , K . 
The Pm ‖∑wkCk problem is known to be NP-hard even for m = 2 [2,22], but the following easy-to-prove lemma is in
the ‘folklore’.
Lemma 4.2. The Pm ‖ ∑wkCk problem always has an optimal schedule which orders the jobs on each machine in shortest-
weighted-processing-time (WSPT) order.
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Dror et al. [6] showed how to partition optimally a WSPT sequence of (compound) jobs between two machines by
formulating this problem as a 0–1 program. They cited Kubiak’s dynamic programming algorithm [19], which solves
this 0–1 program on K jobs in O(K
∑
wk), i.e., pseudo-polynomial time. Notice, however, that Lemma 4.1 reduces
P2|strong chains|∑ Cj to a P2 ‖ ∑wkCk problem on K compound jobs with weights wk = nk for k = 1, 2, . . . , K . Thus,∑
wk =∑ nk = n in this case. Combining these results, they obtain the following:
Theorem 4.3. An optimal solution for the P2|strong chains|∑ Cj problem on K chains can be found in O(Kn) time.
In contrast, we mention the following result of Du et al. [9].
Theorem 4.4. The P2|chains|∑ Cj problem is NP-hard in the strong sense.
Next we show how we can generalize Theorem 4.3 to the case of m > 2 machines. We use the following dynamic
programming (DP) algorithm, which essentially follows the recursive scheme originally suggested by Rothkopf [25], where
it is assumed that it is possible to index (order) the jobs in such a way that the jobs assigned to a given machine can be
assumed to be processed in the order of their indices.
Algorithm DP
Input: N jobs indexed in the (WSPT) order 1, 2, . . . ,N .
Let Fj(t1, . . . , tm) be the minimum cost of a schedule for jobs 1, 2, . . . , j subject to the constraint that the last job on
machine i is completed at ti for i = 1, 2, . . . ,m. Then we have the following recursion
Fj(t1, . . . , tm) = min
1≤i≤m(Fj−1(t1, . . . , ti − pj, . . . , tm)+ wjti),
with the initial conditions
F0(t1, . . . , tm) =
{
0 if ti = 0 for all i = 1, . . . ,m
∞ otherwise.
It is well known that these recursive equations can be solved in O(mnTm−1) time, where T = ∑Nj=1 pj. Thus combining
this with Lemma 4.1, we obtain the following:
Theorem 4.5. The Pm|strong chains|∑ Cj problem can be solved in O(mnTm−1) time, where T =∑Nj=1 pj.
Theorems 4.3, 4.5 and 4.4 suggest that mean flow timeminimization on parallel machines may be somewhat easier with
strong chains precedence constraints than just with chains. When the number of machines is also considered to be a part of
the input for the problem, however, then the situation reverses.
Theorem 4.6 ([5]). The P|strong chains, pj = 1|∑ Cj problem is NP-hard in the strong sense.
Theorem 4.7 ([7]). The P|chains, pj = 1|∑ Cj problem can be solved in polynomial time.
4.1.2. The Pm|strong chains|∑wjCj problem
It can be easily seen that Lemma 4.1 can also be extended to the weighted mean flow time problem:
Lemma 4.8. Consider a Pm|strong chains|∑wjCj problem on K chains, C1, C2, . . . , CK , where |Ci| = ni for i = 1, 2, . . . , K,
and let pk,i andwk,i denote the processing time andweight, respectively, of the ith job in Ck for i = 1, 2, . . . , nk. Then this problem
reduces to a Pm ‖∑wkCk problem on K compound jobs, with no precedence constraints between them, where compound job k
has processing time pk =∑nkj=1 pk,j and weight wk =∑nkj=1wk,j for k = 1, 2, . . . , K.
Proof. Let Ck,nk (k = 1, 2, . . . , K) be the completion time of the last job from chain Ck in a schedule. Since Ck is a bi-
module, its jobs must be processed contiguously. Therefore, the completion time of the ith job in Ck can be written as
Ck,i = Ck,nk − (pk,i+1 + · · · + pk,nk). Thus, the total weighted completion time of chain Ck, denoted by TWT k, is
TWT k = wkCk,nk −
[
(wk − wk,nk)pk,nk + (wk − wk,nk − wk,nk−1)pk,nk−1 + · · · +
(
wk −
nk∑
j=2
wk,jpk,2
)]
.
If we letmwtk = [(wk−wk,nk)pk,nk+(wk−wk,nk−wk,nk−1)pk,nk−1+· · ·+(wk−
∑nk
j=2wk,jpk,2)], then this term is schedule-
independent, and only the wkCk,nk part of TWT k varies with the schedule. Therefore, the total weighted completion time of
a schedule can be written as
K∑
k=1
nk∑
i=1
wk,iCk,i =
K∑
k=1
TWT k =
K∑
k=1
wkCk,nk −
K∑
k=1
mwtk,
This problem reduces to a Pm ‖ ∑wkCk problem on K compound jobs, with no precedence constraints between them,
where compound job k has processing time pk =∑nkj=1 pk,j and weightwk =∑nkj=1wk,j for k = 1, 2, . . . , K . 
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Lemma 4.8 means that we can apply the Algorithm DP even to the Pm ‖ ∑wkCk problem that the Pm|strong chains|∑
wjCj problem was shown to reduce to. Thus we obtain the following theorem.
Theorem 4.9. The Pm|strong chains|∑wjCj problem can be solved in O(mnTm−1) time, where T is the sum of all job processing
times.
4.2. Makespan problems on parallel machines
Minimizing the makespan on parallel machines is one of the most extensively studied problems in the literature. Even
P2 ‖ Cmax is known to be NP-hard and when the number of machines is considered to be a part of the input, i.e., we consider
P ‖ Cmax, the problem becomes strongly NP-hard [11]. This indicates that there is not much hope for obtaining polynomial
time solutions for these problems with or without precedence constraints. The situation is somewhat better for the case of
unit processing times. One of the earliest algorithms for precedence-constrained scheduling is due to Hu [17], which always
schedules from the set of available jobs the one that is at the beginning of the longest current chain of unexecuted jobs
(the critical path algorithm).
Theorem 4.10 ([17]). P| in-tree, pj = 1|Cmax is solved in polynomial time by the critical path algorithm.
An alternative polynomial time algorithm for the case of out-trees was given by Davida and Linton [4]. Garey et al. [12]
studied the case when the precedence graph is the union of disjoint in-trees and out-trees (opposing forest). They showed
that P|opposing forest, pj = 1|Cmax is NP-hard, but Pm|opposing forest, pj = 1|Cmax is polynomially solvable for fixedm. The
first polynomial time solution for the two-machine problemwith general precedence constraints, P2|prec, pj = 1|Cmax, was
presented by Fujii et al. [10]. Its complexity was improved by the well-known Coffman–Graham algorithm [3] in 1972. The
complexity of P3|prec, pj = 1|Cmax is a long-standing open question in scheduling theory.
Although relatively little is known for the above problems with strong precedence constraints, it seems that these
problems may be harder than their counter-parts with (weak) precedence constraints. In contrast with Theorem 4.10, we
mention the following result:
Theorem 4.11 ([8,5]). The P|strong in-tree, pj = 1|Cmax problem is NP-hard in the strong sense.
This can be further strengthened as follows.
Theorem 4.12 ([7]). The P|strong chains, pj = 1|Cmax problem is NP-hard in the strong sense.
The last problem becomes somewhat easier to solve on a fixed number of machines by using the above-mentioned
dynamic programming algorithm first proposed by Rothkopf [25].
Theorem 4.13 ([7]). The Pm|strong chains, pj = 1|Cmax problem is solvable in O(mnm+1) time.
5. Summary
The notion of strong versus weak precedence in job scheduling is interesting even beyond its connection to modular
decomposition for chains, trees, and series–parallel posets. For instance, as demonstrated by Krings and Dror [18], it can
be used for addressing the classical problem of scheduling instability in non-preemptive static list scheduling: Defining
strong precedence relation in terms of precedence sequence of predetermined nested subgraphs results in a schedule that
is inherently stable without the introduction of new precedence edges contrary to what was proposed prior to [18].
The main contribution of this paper lies primarily in its consistent extension of the notion of strong precedence with
respect to chains, trees, and series–parallel posets. The construction of in-module, out-module, and bi-module structures,
defined with respect to the transitive reduction of a poset P , allows a consistent definition of strong precedence based
on modular decomposition for posets. The majority of new computational complexity results presented in this paper is
the consequence of the strong precedence extension for series–parallel graphs. For instance, we show, among a number
of other results, that the problem 1|strong series–parallel|∑wjCj is solvable in polynomial time. In addition, we verified
the complexity results for the ‘old’ definition of strong precedence for chains and trees [6–8] with respect to the present
‘modular’ definition of the weak/strong precedence distinction.
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