In vacuum metallurgy, one of the purposes is the reduction (or at least the accurate prediction) of the evaporation losses. It is well known that the addition of an inert gas in a vacuum furnace increases the recondensation of the volatile elements and then reduces the evaporation losses. We may define the pressure P 1/2 required to halve the evaporation rate. The objective of this study is a theoretical and experimental evaluation of P 1/2 in the case of an austenitic stainless steel, and the analysis of the parameters which influence this value.
Introduction
The volatilization of metallic elements and impurities under vacuum or at low pressure is an especially important industrial phenomenon in vacuum metallurgy, with numerous examples in the fields of melting, refining and surface treatment. In some cases, it may represent a problem, when the loss of essential elements significantly changes the composition of an alloy. In the vacuum induction melting (VIM) process, difficulties are encountered in the control of some calcium treatments for special steels, or of chromium contents in iron-based or nickel-based alloys. The vacuum arc remelting (VAR) process is less affected, since the proximity of the melt pool and of the electrode limits evaporation losses. The more recent electron beam melting (EBM) process is particularly conducive to volatilization, due to the combination of a high vacuum and intense superheating at the liquid metal surface. Hence the losses of elements such as aluminum and chromium remain difficult to control during the melting of titanium alloys and nickel base superalloys, and can lead to marked compositional heterogeneities in the ingots produced. In other circumstances, the volatilization may be deliberately promoted, either to eliminate unwanted impurities such as Cu and Sn from induc-tion-stirred iron-based metal 1) or to form a metallic vapor in processes such as PVD coating. Whatever the situation, in order to control the composition of the alloy or of the vapor phase, a precise evaluation of the evaporation fluxes is an essential requirement. Moreover, volatilization leads to heat flows due to the heat of volatilization. Hence a good control of the temperature of the surface of volatilization requires an accurate evaluation of the volatilization mass flows.
In the past, the Langmuir's law 2) was usually applied in order to quantify the volatilization mass flows. When the partial pressure of non-condensable gas increases, collision frequency is raised in the vapor phase and generates a nonnegligible recondensation mass flux on the surface undergoing volatilization. Langmuir's law is no longer obeyed and the net flux of volatilization markedly decreases with the increase of the partial pressure of non-condensable gas. Several authors 1, [3] [4] [5] [6] have experimentally investigated the effect of ambient pressure on the evaporation of liquid metals. Generally the authors summarize the experimental results by using the value (P 1/2 ) which is the pressure of the non-condensable gas required to halve the evaporation rate. Hence, (P 1/2 ) is used in practice but it does not have a physical meaning. Table 1 summarises the experimental work of these authors and emphasises the finding that there is a con-siderable scatter in the pressure (P 1/2 ). The aim of the present study is to investigate theoretically (by using both a system-based approach and a more complete mechanistics approach) the evaporation kinetics at low pressure, and to compare the results (in particular in term of pressure P 1/2 ) with experimental data.
Simulations provide a description of the behavior of the vapor phase as a function of the partial pressure of noncondensable gas and give the limit of validity of Langmuir's law. The results of the theoretical analysis are applied to explain the data generated by experimental work on the evaporation of Fe and Cr from austenitic stainless steel melts.
Evaporation Kinetics
Based on the kinetic theory of gases, the flux density of volatilization of a solute s j s *Lang can be expressed by Langmuir's law 2) :
........................ (1) where P s eq is the vapor pressure of s in equilibrium with the liquid, T surf is the liquid temperature, and M s is the molecular weight of the solute. The evaporation coefficient a s Lang , which can have values between 0 and 1, depends of cleanness of the liquid surface (for example contamination by oxide or adsorbed oxygen) and the structure of the volatilising species (molecule or atom), particularly in relation to its sphericity. When the surface is completely free from contamination, this coefficient has been found to be equal to 1 in materials for which the evaporating species are monoatomic which includes most metals. This value is lower for molecules having hindered rotational degree of freedom such as water (a s Lang ϭ0.04) or methanol (a s Lang ϭ0.045). The calculation of the net evaporation flux density requires the description of the vapor fluid flow; as a function of the collisional degree of the vapor phase. This factor represents the magnitude of the fraction of evaporated molecules which return to the surface of the liquid. Therefore the net evaporation rate can be expressed by using the Langmuir-Knudsen law, which considers the difference between the Langmuir evaporation flux and the recondensation flux due to collisions with non-condensable molecules and with those of the metal vapor itself:
............ (2) where P s * is the partial pressure of the vapor of the species If the recondensation coefficient b s is zero, the net flux is equal to that given by the Langmuir relationship corresponding to free transport of the vapor molecules, with no collisions. Conversely, if b s ϭ1, the net evaporation flux becomes zero, and thermodynamic equilibrium is established between the liquid and its vapor.
Mass Transfer-Two Approaches to Modelling
The mass transfer of a solute atom from the liquid metal to the location where it condenses (see the schematic representation in Fig. 1 ) can be traced in three steps: 1. Transfer of solute atoms to the liquid-gas interface, 2. Desorption of atoms into the gas phase, 3. Transfer through the gas phase to a cold surface where the vapour condenses. These mechanisms can be modeled using either a system-based or a mechanistic approach.
In the system-based approach, the solute content is assumed uniform in each bulk of the liquid and vapor phases, and the study takes into account the three limiting steps described above. The overall mass transfer coefficient k s,T is then expressed from the mass transfer coefficients k s,L , k s,V and k s,G (respectively in the liquid phase, at the volatilization surface and in the gas phase):
...................... (5) The mechanistic method is more complete but more complex, since it involves a detailed description of the transport mechanisms, i.e. the transport in the metallic bath and the transport in the vapor phase. The low pressures and large deviations from equilibrium in the vapor phase require the use of a molecular representation to realistically describe the behaviour of the vapor.
We present and apply the two approaches in this paper.
Literature Review of the Experimental and System-based Studies
The system-based approach has been widely used to describe volatilization phenomena in metallurgical systems. One of the first systematic studies of evaporation from liquid metals were those due to Olette in the '50 s. 7) The experiments were made using a laboratory-scale vacuum induction melting furnace. He studied the evaporation rates of elements such as As, Cu and Sn during the melting of steel for a range of non-condensable gas pressures (1-1 000 Pa). He demonstrated that evaporation under vacuum could be considered as an example of fractional distillation, and consequently a criterion could be established (Olette's criterion) describing the elimination of an impurity by volatilisation. The same approach, based only on Langmuir's law, was subsequently applied by Gosse et al. 8) and Charquet et al. 9) to the electron beam melting of refractory metals, for non-condensable gas pressures of 10 Ϫ4 Pa. A relatively early study by Ward, 6) already took into consideration all transfers between sub-systems, combining Machlin's model for transfer between the liquid phase and the interface, Langmuir's law at the interface, and a boundary layer model between the interface and the gas phase. The phenomena treated in this way were Mn, Cr, Al and Fe losses during the vacuum induction melting (VIM) of steels. Ward identified the pressure range 9.3-93 Pa as the transition pressure range from evaporation control to gas phase diffusion control. The approach was slightly modified in later studies, such as in the work by Harris and Davenport 3) on the Lift-Spray Vacuum Refining process. They reported that the evaporation of Cu from steel scrap at 1 727°C begins to decrease at chamber pressures of more than 5 Pa. The study found that the chamber pressure should be less than the total vapour pressure for effective vacuum distillation. The converse of this criterion should also apply in that keeping the chamber pressure above the total vapour pressure of the melt will significantly reduce evaporative losses. Ozberk and Guthrie, 5) then Allaire and Harris 10) made further modifications to take account of the combination of evaporated metal atoms to form dimer molecules in the gas phase, while Ohno 11) adapted the model to study the influence of dissolved elements, such as oxygen and sulfur, on the rate of evaporation of the liquid metal. A recent investigation was performed by Savov and Janke 1) in a vacuum induction melting furnace on a laboratory scale. The evaporation of Cu and Sn in iron-based melts treated at reduced pressure of the gas phase was studied. They found that the evaporation of Cu is controlled by gas phase mass transfer at pressure above 10 Pa, whereas this mass transfer resistance did not control the evaporation of Sn over a pressure range from 1 to 50 Pa. It has been found that with few exceptions, the species evaporating from liquid metals are monatomic, particularly in systems operating at high temperature. The evaporation of compound molecules, such as SiS has been reported 12) in the case of Fe-Si-S and Cu-Si-S liquids, but in the present case it is reasonable to assume that the evaporants are monatomic.
Literature Review of the Mechanistic Studies
Mechanistic studies of evaporation have principally concerned phenomena outside the field of application of metallurgy. They have to model physical question of evaporation and condensation between two facing plane surfaces under high vacuum (without non-condensable gas). This problem has been addressed by Pao, 13) Thomas et al. 14) and Onishi 15, 16) in the case of relatively small temperature differences between the two surfaces, the ruling equation generally used being the linearized BGK (Bogolioubov-Green-Kirkwood) relation, which is a simplified form of the Boltzmann equation. When the temperature difference between the two surfaces is large, as it is usually the case in metallurgical processes, the velocity distribution function varies strongly in the layers adjacent to the surfaces and is far from thermodynamic equilibrium, so that the linearized BGK equation can no longer be used. An alternative approach, that of the method of moments, was developed first by Anisimov 17) and Ytrehus, 18) as applied to a pure substance. The technique was extended to the case of a binary system by Frezzotti. 19) A different approach was followed by Fischer, 20) who solved the non-linearized BGK equation for a pure substance. Subsequently 
Experimental Study

Experimental Procedure
The experimental programme consisted of two parts with a total of ten experiments. The first part consisted of two experiments in which the temperature of the melt was measured and calibrated to define the melting schedule to be used throughout all the experiments. The remaining eight experiments, comprising the second part, dealt with the effect of residual argon pressure on evaporation.
The melting experiments were carried out in the apparatus shown schematically in Fig. 2 . The induction coil was powered by a 50 kW, 6 000 Hz Lindberg induction power supply. The induction coil had an inside diameter of 90 mm and was wrapped on the outside of a 90 mm diameter quartz tube which was 520 mm in length. The quartz tube was evacuated from the bottom by a two stage pumping system consisting of a diffusion pump backed by a rotary vane pump. During the experiments, the pressure in the chamber was controlled by adjusting the sliding gate valve at the inlet of the diffusion pump while leaking argon through the leak-up valve at the top of the chamber. Chamber pressures of less than 10 Pa were measured with an Edwards Active Inverted Magnetron gauge and chamber pressures over 10 Pa were measured by an Edwards Active Pirani gauge. The chamber pressure was maintained within Ϯ10 % of the target pressure at all times. Whenever possible, the sliding gate valve was throttled rather than the argon valve in order to reduce the flow rate of gas through the chamber. The melt temperature was measured with a W-5%Re, W-26%Re thermocouple contained in a high purity alumina sheath.
Forty gram charges of SAE316 stainless steel (Fe-17Cr-13Ni-2Mo) were melted in high purity alumina crucibles which had an inside diameter of 17 mm and a height of 30 mm. The steel had previously been electron-beam melted which not only eliminated the complication of gas evolution and bubbling during the vacuum processing, but also removed all Mn from the alloy prior to these experiments, leaving Cr as the most significant volatile element. The alumina crucible was insulated with several layers of alumina fiber insulation with alumina tubing used to contain the insulator. A molybdenum foil cylinder was set around the edge of the crucible to prevent small alumina fibres from falling on the surface of the melt. The power was stepped up every 500 sec until full power was reached. The melt holding time was measured from the point when residual surface oxide particles began to move, approximately 200-300 sec after full power was reached. The melting time for each experiment was 1 800 sec.
After melting, the ingots were cooled, weighed, cut down the centreline, polished, and chemically analysed using an EDX spectrometer in a scanning electron microscope. Freezing rates following the melt experiment termination were sufficiently fast that no appreciable segregation could be observed in the solid ingot during the EDX analysis procedure.
Experimental Results
The melt temperature as measured by the thermocouple, calibrated against the alloy's known freezing point, is equal to 1 720°C. As anticipated from the comparative values of the equilibrium vapor pressures, Cr and Fe are the only two elements volatilized. The experimental data are presented in Table 2 . The time averaging of the experimental net flux of evaporation is calculated by using the relation (6) by using the Eqs. (1), (3) and (6). Figure 3 illustrates the effects of the pressure of the gas phase in the reaction chamber on the evaporation rate of Cr and Fe. This figure clearly shows a decreasing of the volatilization losses when the vapor pressure increases from 10 to 60 Pa. We notice also that the elements Cr and Fe follow equivalent behavior.
System-based Approach
Liquid Phase Mass Transfer
The most widely applied model for liquid phase mass transfer for inductively stirred melts was developed by Machlin 23) in 1960. The molecular flux density transferred through the liquid boundary layer is expressed by the Eq. where v l (m/s) is the velocity of the fluid at the surface and D s,l is the diffusivity of the solute in the melt, and C s l is the molar density of the solute 's' in the liquid alloy.
The value of k s,L is dependent on the degree of bulk motion in liquid and is not greatly influenced by temperature. Herbertson et al. 24) show that literature values of k s,L for a wide range of gas/liquid metal systems fall into the narrow range of 1 · 10 Ϫ4 to 5 · 10 Ϫ4 m/s. Considering a surface velocity, v l , equal to 0.01 m/s, we obtained a value of k s,L approximately equal to 10 Ϫ4 m/s. In the operating conditions of these experiments, the value for k s,L was found to be two orders of magnitude higher than those for the evaporative mass transfer coefficients k s,V and so the liquid phase mass resistance was assumed to be negligible.
Evaporation at the Liquid/Gas Interface
The net evaporation rate is derived from the Langmuir-Knudsen law (Eq. 2), with the coefficient of volatilization k s,V of a solute, s, given by Eq. (10) .
................... (9) ...................... (10) where g s°, P s°, C 1 represent respectively, Raoultian activity coefficient, vapour pressure of pure liquid 's' (Pa) and the molar density of the alloy (mol · m Ϫ3 ), and P s * is the partial pressure of solute s above the liquid/vapor interface.
The vapour pressure is strongly influenced by the temperaure and in consequence the desorption step is also related to the temperature of the melt.
Gas Phase Mass Transfer
Equation (11) brings together two modes of vapour transfer in the boundary layer of the gas phase, namely the molecular diffusion (first term) and the bulk flow (second term).
.................. (11) where D s-Ar is the interdiffusivity coefficient of the vapour s and Ar gas (m 2 · s Ϫ1 ), d the thickness of gas phase diffusion boundary layer (m) and v g , the velocity of the gas phase. Li 25) estimated values of the gas phase boundary layer thickness at different chamber pressures by using Ward's 6) data and calculated the gas phase diffusivity 
Calculation Procedure
Since we neglect the mass transfer resistance in the liquid phase, the net flux of evaporation is simplified (combining Eqs. (7) , (9) , (15) ) to the following expression: (14)) are repeated until convergence is acheived. However, this system-based approach remains a approximate evaluation of the evaporation rate for two principal reasons: • Equation (11) oversimplifies the convective and diffusive transport in the rarefied vapor phase since a 1D geometry is assumed and a linearization is applied, • the thickness of gas phase boundary layer, d is a fitted parameter. It depends on the partial pressure of argon and the geometry of the furnace.
Mechanistic Approach
Preliminaries
The problem can be simplified on the basis of the following arguments: • As the values of the liquid phase mass transfer coefficient K s,L are two orders of magnitude higher than the evaporative mass transfer coefficient K s,V (see Sec. 5.1), the assumption of a well-mixed liquid can be used. We thus avoid calculating the transport of the different species in the liquid phase. • The liquid composition is assumed to remain constant during all of the experiments and is held to be equal to the initial value. This approximation becomes progressively more valid for higher pressures of non-condensable gas, when the metal losses are low. Hence, the evaporation process can be considered as stationary.
Knudsen Number and Validity of the Continuum Approach
In a rarefied gas, the transport of species is essentially characterized by the Knudsen number, Kn, which is the ratio between the local mean free path l and the local hydrodynamic length L H : The mean free path of a mixture can be estimated by 26) :
...... (18) in the case of species with closely similar molecular masses. In Eq. (18), s T rs is the effective total cross section and n s is the atomic density of the species, s. The hydrodynamic length is defined 26) as the gradient length scale of the most appropriate macroscopic quantity A (which is either u ជ, or T):
.......................... (19) In the regions of the vapor phase where the Knudsen number is low (Ͻ0.1), the vapor is close to local thermodynamical equilibrium and it can be modelled using a contin-uum approach (Navier-Stokes equations for example). On the contrary, for relatively large Knudsen number, the vapor phase is far from equilibrium and the continuum approach is no longer valid. A microscopic model (usually based on the Boltzmann equation) is then necessary. This latter model is used in the specific case of the evaporation in a vacuum induction furnace at low pressure of non-condensable gas, since the metallic vapor is far from equilibrium in the vicinity of the liquid surface, if not in the bulk system.
Equations and Boundary Conditions
The vapor phase is modelled with a system of coupled Boltzmann equations writen as 27) :
................. (20) where f s ϭf s (v ជ, r ជ, t) is the particle velocity distribution function, i.e. the probable number per volume unit of particles having a velocity v ជ at time t and at the position r ជ. Q ps ( f p , f s ) is the quadratic collision term associated with the interactions between a particle of the species 'p' and a particle of the species 's'.
In the case of evaporation from a liquid metal bath held inside chamber with cooled walls, the boundary conditions for a metallic vapor s are given by Eqs. (21) and (22) . 19) At the evaporation surface S surf for r ជ∈S surf and v ជ ·n ជϾ0.................. (21) where n ជ is the unit vector normal to the liquid surface S 0 and directed towards the vapor phase, m s is the atomic weight of the volatilized species, and k is the Boltzmann constant. The Langmuir flux is in fact simply the integral of this expression over S surf , for v ជ ·n ជϾ0.
At the chamber walls S w f s (v ជ, r ជ, t)ϭ0 for r ជ ∈S w and v ជ·n ជϾ0....... (22) The latter condition reflects the fact that the chamber walls are "perfectly absorbing", i.e. sufficiently cold for reemission of particles to be negligible.
For the non-condensable gas, we assume a complete thermal accomodation (diffuse reflection of the particles) on the walls of the furnace, on the crucible and on the liquid surface: the velocities of the reflected molecules are distributed according to a half-Maxwellian distribution function, where the characteristic temperature is equal to the temperature of the reflecting surface.
The simulation domain is restricted to the upper part of the furnace represented in Fig. 2 , so taking advantage of the axially symmetric geometry by using cylindrical coordinates. The calculations are performed for the ternary mixture iron, chromium and argon. We do not take into account the evaporation of nickel and molybdenum since the related flux densities are much lower than those of iron and chromium. The temperature of liquid surface is set at its experimentally measured value (1 993 K, 1 720°C), while the temperature of the walls of the furnace and of the crucible, which could not be directly measured, are estimated to be at the realistic values of 1 700 K for the crucible wall and 400 K for the furnace wall. For a reasonable range of wall temperatures, numerical tests have shown a weak influence of wall temperature values on the results of the simulations. This weak influence is easily explained from the systembased approach. Indeed, if we assume for a first approximation that the transport of metallic vapor is entirely controlled by the diffusion in the gas phase and that the gas phase relaxes to the wall temperature, the net flux of evaporation given by Eq. (16) reduces to the following expression:
......... (23) It shows a square root dependance of the net flux of evaporation with the wall temperature. Hence, a 20% error on the estimation of the kelvin temperature of the furnace walls leads to less than 10% error on the net evaporation rate.
Numerical Solution
The Boltzmann equation (Eq. (20)) is simulated with the aid of a specific model. 26, [28] [29] The code, designated FPM (Finite Point Set Method), was provided by the Kaiserslautern University (Germany) Techno-Mathematics Laboratory, and was initially designed for calculating rarefied gas flow around spacecraft. The software was adapted for the case of evaporation by the Nancy School of Mines, initially with the aid of INRIA-Rocquencourt, France, and later with that of the University of Kaiserslautern. It can now be used to simulate the evaporation of one or more species for an axisymmetrical geometry. It should be noted that the use of random sampling with this model converts it to the more general Monte Carlo method.
The velocity distribution, f, is approximated by a finite set of particles (of index i), each corresponding to a specific velocity v i and position r i , i.e. by a finite point set in phase space. It should be noted that the velocity field is three-dimensional, whatever the number of dimensions used for the position field. The Boltzmann equation is analyzed for discrete volume elements at different time increments. The overall volume considered is broken down into cells small enough for the vapor phase to be spatially uniform within each of them (i.e. of size less than the local mean free path). The time increment is limited by two conditions. One of these is imposed by the explicit scheme used in the model, while the other is more restrictive and is related to the time-splitting operator, which ensures that a particle can cover a distance not larger than one cell dimension during one time increment.
The molecular motion and the intermolecular collisions are uncoupled over the time increment by the repetition of the following procedure: • All the particles are moved through distances appropriate for their velocity components and time increment. Appropriate action is taken if the particle crosses a boundary. New particles are generated at boundaries across which there is an inward flux. • A representative set of collisions is performed among the particles within the same cell. The pre-collision velocity components of the particles involved in the collisions are replaced by the post-collision values. The collision partners and collision parameters are randomly sampled. When the steady state regime is attained in the system, the first three moments of the velocity distributions are calculated in each cell, i.e. the particle density n s , the macroscopic velocity u ជ s and the temperature T s of each species 's'. These macroscopic quantities are obtained by averaging the appropriate microscopic quantities (such as the individual particle velocities to get the macroscopic velocity).
Results and Discussion
Simulations of the Evaporation Experiments
The Fig. 4 compares the recondensation coefficient for chromium, b Cr , obtained experimentally ( Table 2 ) and calculated by the system-based approach and the mechanistic model. The experimental curve shows that the recondensation coefficient b Cr remains stable for weak pressures, rises rapidly when the pressure reaches 10 Pa and finally levels off when the pressure is higher than 100 Pa. The increase of b Cr is linked to the increasing collision frequency in the vapour phase. It indicates that an increasingly large fraction of chromium atoms returns to the evaporation surface after collisions with argon atoms. The partial pressure of argon, P 1/2 , required to halve the evaporation rate is in the range of the P 1/2 values mentionned in the literature (see Table 1 ).
Although the shape of the experimental and predicted curves are similar we may note a difference between the pressures P 1/2 . Hence a value of P 1/2 ϭ30 Pa is estimated from the experimental curve, whereas the curve calculated by the mechanistic model gives P 1/2 ϭ90 Pa. It is interesting also to note that the system-based approach proposed (see Sec. 5) led to an estimation of P 1/2 ϭ45 Pa, which is quite close to the values obtained here. However the discrepency between the three P 1/2 values might be explained by the relative weaknesses of each of the three methods. In the experimental apparatus the Pirani gauge was set up just upstream from the diffusion pump and it certainly underestimated the pressure above the crucible (see Fig. 2 ). Concerning the system-based approach the assumptions make for approximate calculations. In particular the results depend on the fitted parameter, d. Finally the argon flow from the leak-up valve located at the top of the furnace to the sliding gate valve located at the bottom was not simulated by the mechanistic model.
The mechanistic approach compared to the others gives comprehensive results and allows for a better understanding of the evaporation phenomenon. In the following paragraph we analyse the numerical results of the experiments #4 (corresponding to a low argon pressure, 4.3 Pa) and #8 (corresponding to a relatively high argon pressure, 67 Pa). The analysis is only carried out for Cr since Cr and Fe have quite similar behavior in the vapor phase.
The Fig. 5 shows the variation of the Knudsen number, Kn, along the symmetry axis. Kn characterises the transport of chromium in the vapour phase:
.......... (24) Kn has the highest values in the vicinity of the volatilization surface where the chromium vapour content is far from the equilibrium value. Hence, whatever the experiment considered, a kinetic treatment is required close to the volatilization surface since Kn is always higher than 0.1. In the case where P Ar ϭ4.3 Pa (#4), the vapour has a weak collisional behaviour and remains far from the equilibrium in the whole chamber. On the contrary for a higher pressure (P Ar ϭ67 Pa; #8) the vapour rapidly reaches the thermodynamic equilibrium (Kn<0.1) and a hydrodynamic treatment may be considered for this region which is close to equilibrium. Figure 6 highlights the gradual decrease of the density of chromium vapour from the evaporation surface to the walls of the furnace. This effect is due to the expansion of the vapour and the condensation on the walls. We also notice that the density of chromium vapour at the vapour/liquid interface increases with the argon pressure. From a theoretical point of view, the density of chromium vapour at the interface varies from n eq /2 (ϭ2 · 10 20 m Ϫ3 ) in the case of a high vacuum to n eq (ϭ4 · 10 20 m Ϫ3 ) in the opposite case of a high pressure. Indeed n eq /2 is the density of chromium vapour at the interface obtained for free molecular transport, whereas n eq is the density of chromium vapour in ther-modynamic equilibrium with the chromium content of the liquid alloy. Figure 7 compares the various maps of the calculated macroscopic velocity (experiments #4 and #8) for chromium vapour in the furnace chamber. After an acceleration step near the volatilization surface (this effect is especially noticeable for the experiment #4) the macroscopic velocity decreases because of collisions with the argon atoms. In the Fig. 7 we can observe an acceleration of the chromium vapour in the vicinity of the condensation walls due to the rarefaction of vapour. The comparison between the maps of velocity shows that the macroscopic velocity of the chromium vapour decreases as the argon pressure in the chamber increases since the average frequency of collision with the argon atoms increases. Hence, the macroscopic velocity in the bulk of the chamber predicted by the model is very high for a low argon pressure (#8) and close to the theoretical The velocity falls to 50 m · s Ϫ1 when the argon pressure reaches 67 Pa (#8).
Effect of the Scale of the Furnace and of the Liquid Temperature
We have reproduced the same numerical simulation for two different geometric scales schematically presented in Fig. 8 , and for two different liquid temperatures. The smallest furnace (case s) corresponds to the laboratory apparatus set up for the experimental program described in chapter 4. The largest furnace (case L) is representative of an industrial scale. We have also simulated the behavior of the vapour phase for two different pool temperatures of the stainless steel, the relatively low temperature (case lT) corresponding to the measured value of the experimental program and a higher temperature (case HT). The operating conditions for the three set of simulations are given in Table 3 .
Since the surfaces of volatilization are very different in these cases, the Langmuir flux of volatilization F Cr *Lang for the large furnace (case LHT) is much higher than the value for the small furnace (case sHT). Table 3 underlines the fact that a 100°C temperature difference increases the equilibrium partial vapor pressure of chromium P eq Cr , thereby increasing the Langmuir flux density of evaporation j Cr *Lang by a factor of three (between case LlT and case LHT).
On the one hand, Fig. 9 compares the variations of the recondensation coefficient b Cr as a function of the partial pressure of argon for the two geometries (s) and (L). The change of geometry leads to more than a fourfold decrease of the factor P 1/2 required to halve the evaporation rate. Moreover when the argon pressure is small, the recondensation coefficient b Cr remains stable and equal to 10 % in the case (L) of a large furnace whereas this coefficient falls almost to zero in the opposite case (s). These two trends can be attributed to an increase of the collisional frequency in the vapor phase with the size of the furnace. The systembased approach is not well adapted to highlight the effect of the size of the furnace on the volatilization rate. Indeed it is difficult to express a quantitative correlation between the gas phase boundary layer and the geometry of the furnace.
In the other hand, Fig. 9 compares the simulation results for the two pool temperatures (lTϭ1 620°C and HTϭ 1 720°C), and indicates that the effect of a decrease of 100°C represents a threefold decrease of the factor P 1/2 . The reduction of the evaporation losses by addition of an inert gas is more effective when the pool temperature is low (i.e. the intensity of the volatilization is weak). This trend is also confirmed by the system-based approach since a twofold decrease of the factor P 1/2 (P 1/2 decreases from 45 to 20 Pa) is predicted as a result of a decrease of 100°C of the pool temperature.
Conclusion
Melting experiments were conducted on an austenitic stainless steel for a pressure range of between 0.03 Pa and 133 Pa. We noted that the effect of a partial pressure of argon on the volatilization rate of chromium and iron is similar. Melting experiments showed that the volatilization rate begins to be influenced at 10 Pa and can be reduced by a factor of two with an argon pressure P 1/2 ϭ30 Pa.
Two theoretical models have been developed in this work.
The system-based approach is simple and cost-effective in development and calculation time. The curve b Cr ϭ f (P Ar ) obtained agrees well with the experimental data. However this method is not well-adapted to study the effects of parameters such as the size of the furnace.
The mechanistic approach based on molecular gas dynamics is more complete but more time-consuming. It al- Table 3 . Operating conditions for the three simulations. lows the calculation of the density, velocity and temperature fields for all species (Ar, Fe and Cr in the case studied). Although the shapes of the experimental and predicted curves b Cr ϭ f (P Ar ) are similar, a difference between the pressures P 1/2 is noted. Otherwise, the numerical simulations emphasize the strong expansion of the vapor from the high density regions close to the evaporation surface, towards the cooled chamber walls where it condenses.The macroscopic velocity of the vapor decreases as the argon pressure in the chamber increases since the average frequency of collision with the argon atoms increases. Hence, the macroscopic velocity in the bulk flow reaches 450 m/s for a low argon pressure (P Ar ϭ4 Pa) and falls to 50 m/s for a higher argon pressure (P Ar ϭ67 Pa). The P 1/2 values are not universally constant, but may vary as a function of the scale of the furnace as well as the intensity of the volatilization (i.e. pool temperature). The results obtained on a laboratory scale are not directly extrapolatable to an industrial scale. Our simulations of a change of geometry show more than a fourfold decrease of the factor P 1/2 required to halve the evaporation rate. Moreover, the effect of a decrease of 100°C represents a threefold decrease of the factor P 1/2 .
