We define a new type of Golomb ruler, which we term a resolvable Golomb ruler. These are Golomb rulers that satisfy an additional "resolvability" condition that allows them to generate resolvable symmetric configurations. The resulting configurations give rise to progressive dinner parties. In this paper, we investigate existence results for resolvable Golomb rulers and their application to the construction of resolvable symmetric configurations and progressive dinner parties. In particular, we determine the existence or nonexistence of all possible resolvable symmetric configurations and progressive dinner parties having block size at most 13, with 11 possible exceptions. For arbitrary block size k, we prove that these designs exist if the number of points is divisible by k and at least k 3 .
Introduction
A Golomb ruler of order k is a set of k distinct integers, say x 1 < x 2 < · · · < x k , such that all the differences x j − x i (i = j) are distinct. The length of the ruler is x k − x 1 . For a survey of constructions of Golomb rulers, see [5] .
We should note that Golomb rulers have been studied under various names, including Sidon sets, sum-free sets and B 2 -sequences.
Any translate of a Golomb ruler is again a Golomb ruler. So, if we wish, we can assume without loss of generality that x 1 = 0. In this paper we define and study a new kind of Golomb ruler. A Golomb ruler of order k is resolvable if x j − x i ≡ 0 mod k for all i = j. Equivalently, the set {x 1 , x 2 , . . . , x k } covers all k residue classes in Z k . We will use the notation RGR(k, L) to denote a resolvable Golomb ruler of order k and length L.
An RGR(k, L) is optimal if there does not exist an RGR(k, L ′ ) with L ′ < L. Some examples of optimal RGR(k, L) are presented in Table 1 . These were all found using a simple exhaustive backtracking algorithm. Let L * (k) (L * R (k), resp.) denote the length of an optimal Golomb ruler (optimal resolvable Golomb ruler, resp.). Table 1 such that all the differences x j − x i mod v (i = j) are distinct elements of Z v . We define length and order as as before. It is obvious that a modular Golomb ruler is automatically a Golomb ruler.
Suppose v ≡ 0 mod k. Then we can define a (v, k)-resolvable modular Golomb ruler (or (v, k)-RMGR) to be a (v, k)-MGR where the k elements cover all k residue classes modulo k.
For example, it can be verified that {0, 1, 5}, which is an RGR (3, 5) , is a (12, 3)-RMGR, but not a (6, 3)-RMGR or (9, 3)-RMGR.
The rest of this paper is organized as follows. Necessary conditions and existence results for resolvable Golomb rulers are discussed in Section 2. Section 3 introduces resolvable symmetric configurations and proves an equivalence between a certain class of these designs and affine planes. Section 4 presents results on cyclic resolvable symmetric configurations and discusses their relationship to resolvable Golomb rulers. Existence results are also given in this section, where we obtain almost complete results for block sizes that are at most 13, as well as a general existence result that holds for all block sizes. Section 5 points out the equivalence of resolvable symmetric configurations and progressive dinner parties. Section 6 is a short summary, in which we also discuss some problems for future research.
Results on Resolvable Golomb Rulers
Here is a simple necessary counting condition for the existence of a resolvable Golomb ruler.
Proof. Let {x 1 , x 2 , . . . , x k } be a resolvable Golomb ruler of length L, where
Since this set has cardinality L − L k , the result follows.
Proof. This is just an application of Lemma 2.1.
However, we note that there is already a better necessary condition for the existence of an arbitrary (not necessarily resolvable) Golomb ruler. Theorem 2.3. [9, 4] Suppose there is a Golomb ruler of order k and length L.
We now present an interesting general existence result that makes use of a construction for modular Golomb rulers due to Ruzsa [10] .
Proof. We use the construction given by Ruzsa in [10, Theorem 4.4] . Let g be a primitive root modulo p. For 1 ≤ i ≤ p − 1, let a i be the solution to the two congruences
Each a i has a unique (nonzero) solution modulo p(p − 1), so we can assume
However, we can improve this slightly by using a technique described in [4, §5.7] . Suppose we sort the elements in A in increasing order, obtaining B = {b 1 , . . . , b p−1 }, where
The set of gaps between cyclically consecutive elements of B is
Let G be the maximum element in G and suppose
Finally, the average length of a gap is (
Remark 1. The rulers constructed in Theorem 2.4 are "close to" optimal.
For appropriate values of k, we obtain RGR(k, L) with L ≤ k 2 − 1 from this construction. On the other hand, the necessary condition from Theorem 2.3 is
Hence, for any c < 1, there does not exist an infinite class of RGR(k, L) with L ≤ ck 2 .
Example 2.1. Suppose we take p = 11 and we apply Ruzsa's construction with the primitive root g = 6. Then we get the set Note: g is the primitive root modulo p that is used to construct the set A This ruler is an RGR (10, 78) .
Note that Theorem 2.4 only guarantees the existence of a ruler of length at most 99. Of course, we will probably do better for any given value of p because the gaps will all not be the same size.
Two examples of small rulers that result from this construction are {0, 2, 3, 9}, which is an RGR(4, 9); and {0, 4, 9, 17, 19, 20}, which is an RGR (6, 20) . These two rulers turn out to be optimal resolvable rulers.
We present some data in Table 2 that is obtained from the construction described in Theorem 2.4, for all primes p such that 5 ≤ p < 100. For each such prime p, we consider all primitive roots modulo p. For each primitive root g, we construct the set B and then find the largest gap. This leads to RGR(k, L), where k = p − 1, for the stated values of L. For k ≤ 12, we also list the length of the optimal resolvable ruler (from Table 1) .
We now present a construction of resolvable Golomb rulers from Costas arrays. This construction yields rulers of greater length than those obtained
2 as opposed to L ≈ k 2 ). However, the construction using Costas arrays can be applied for more values of k (this will be discussed in more detail a bit later).
We make use of a construction of Golomb rulers from Costas arrays due to Drakakis and Rickard [6] . A Costas array of order n consists of a set A of n ordered pairs in the set {1, . . . , n} × {1, . . . , n} that satisfies the following properties:
1. the first co-ordinates of the n points in A are distinct 2. the second co-ordinates of the n points in A are distinct
An equivalent definition is that of a Costas permutation. Suppose that f : {1, . . . , n} → {1, . . . , n} is a bijection (i.e., it defines a permutation). Then f is a Costas permutation if Proof. Given a Costas array of order n, let f be the associated Costas permutation defined on {1, . . . , n}. Let m ≥ 2n − 2. For 1 ≤ i ≤ n, define
It is shown in [6] that X = {x i , . . . , x n } is a Golomb ruler. Clearly the length of X is at most (n − 1)m + n − 1 = (n − 1)(m + 1). Suppose we take m = 2n. Then x i ≡ f (i) mod n for 1 ≤ i ≤ n. Therefore we have a resolvable Golomb ruler, because f is a permutation of {1, . . . , n}. The length of this ruler is at most (n − 1)(2n + 1).
Example 2.2. A Costas array of order 4 is given by
The associated Costas permutation is defined as f (1) = 2, f (2) = 1, f (3) = 3 and f (4) = 4. When we apply the construction described in Theorem 2.5, we obtain the Golomb ruler {2, 9, 19, 28}, which is an RGR(4, 26).
Costas arrays of order n are known to exist for the following values of n:
• n = p − 1 where p is prime,
• n = q − 2 and n = q − 3, where q is a prime power, and
Our final construction is a general construction of RGR(k, L) for all k with L ≈ k 3 /2. This construction can be applied for any value of k.
Theorem 2.6. The set of integers X = {x 0 , x 1 , . . . , x k−1 } defined by
Proof. It is clear that 1 = x 0 − x 1 appears as a diffrence exactly once. Now assume that two differences from X, say x i1 − x j1 and x i2 − x j2 , are both equal to an integer d > 1. It is then evident that j 1 < i 1 and j 2 < i 2 . Then, by means of elementary calculations we get
This implies that
On the other hand, both i 1 − j 1 and i 2 − j 2 are non-negative integers in the set {0, 1, . . . , k − 1}. It necessarily follows (2) and simplifying, we get
imply that the two pairs (i 1 , j 1 ) and (i 2 , j 2 ) are equal. We conclude that X has no repeated differences, and hence it is a Golomb ruler. We have x i ≡ i mod k for each i, so X is resolvable. Finally, the maximum and the minimum elements in X are
2 and the assertion follows.
Remark 2. Even for GR(k, L), it seems to be difficult to give explicit constructions for all k that have relatively small values of L. Theorem 2.6 is similar to [4, Construction 2] , but the value of L in our result is approximately 50% smaller than in [4] .
Resolvable Symmetric Configurations
, where V is a set of v points and B is a set of b blocks, each of which contains exactly k points, such that the following properties hold:
1. no pair of points occurs in more than one block, and 2. every point occurs in exactly r blocks.
It is easy to see that the parameters of a (v, b, r, k)-configuration satisfy the equation bk = vr. For basic results on configurations, see [2, §VI.7] .
Remark 3. The notation "configuration (v r , b k )" is often used in the literature to denote a (v, b, r, k)-configuration.
is resolvable if the set of blocks can be partitioned into r parallel classes, each of which consists of v/k blocks that partition the set of points. A resolvable configuration will be denoted as (V, B, R), where V is the point-set, B is the block-set, and R is the resolution, i.e., the set of r parallel classes, as defined above.
We note that there has been some systematic study of symmetric configurations, e.g., see [3] . There is also at least one paper on resolvable configurations, namely, [7] . However, we are not aware of any previous work addressing resolvable symmetric configurations, other than the results in [11] .
We recall a few basic results from [11] ; however, we should note that the results in [11] were not phrased in terms of configurations.
A simple necessary condition for the existence of a resolvable symmetric configuration was given in [11] .
Here are two existence results from [11] . From the existence of q − 1 MOLS of order q when q is a prime or a prime power, we immediately obtain the following corollary of Theorem 3.3.
Corollary 3.4. Suppose q is a prime or prime power and k ≤ q. Then there is a resolvable (kq, k)-configuration.
In the boundary case, when v = k 2 , it can be shown that the configuration is equivalent to an affine plane of order q. This is a consequence of Bruck's Embedding Theorem [1] , which is a very general result. To be specific, Bruck gives a sufficient condition for a net of deficiency d to be embeddable in an affine plane. The result we need concerns the embeddability of nets of deficiency d = 1. We thought it might be of interest to give a direct proof for this special case, as opposed to relying on the proof of the general result.
Now assuming that a resolvable (k 2 , k)-configuration exists, we prove that it comes from an affine plane of order k. Let V , B and R be the point-set, the block-set and the resolution of the given configuration. Two points x, y ∈ V are collinear if they are distinct and there is a block B ∈ B containing them. The relation of non-collinearity ∼ in V is clearly reflexive and symmetric. Let us show that it is also transitive.
Let x ∼ y, x ∼ z and assume reductio ad absurdum that y ∼ z so that y and z are distinct and there is a block B 0 ∈ B containing both of them. Let P 0 be the parallel class of R containing B 0 . Now take a parallel class P ∈ R \ {P 0 } and denote by B x (P), B y (P) and B z (P) the blocks of P containing x, y and z, respectively. These three blocks are clearly pairwise distinct.
Also, it is evident that the elements of B 0 \ {y, z} must belong to pairwise distinct blocks of P and none of them can be in B y (P) or in B z (P).
Thus, considering that P has k blocks, by the pigeonhole principle, there is exactly one element f (P) ∈ B 0 \ {y, z} belonging to B x (P). Also, note that if P and P ′ are distinct parallel classes of R \ {P 0 }, then we have f (P) = f (P ′ ), otherwise B x (P) and B x (P ′ ) would be two distinct blocks in B containing both the points x and f (P).
This means that the map f : R \ {P 0 } −→ B 0 \ {y, z} defined by P → f (P) is injective. But this is a contradiction, because |R \ {P 0 }| = k − 1 and |B 0 \ {y, z}| = k − 2.
Thus, we have shown that ∼ is an equivalence relation. If x is any element of V , then it is collinear with exactly k(k − 1) = k 2 − k points. It follows that each equivalence class under ∼ has size k. Let Q be the set of equivalence classes. Then it is clear that R ∪ {Q} is the resolution of an affine plane of order k.
Cyclic Configurations and Golomb Rulers
A (v, b, r, k)-configuration (V, B) is said to be cyclic if, up to isomorphism, V = Z v and B is invariant under the action x → x + 1 (mod v). A resolvable (v, b, r, k)-configuration (V, B, R) is cyclic if, up to isomorphism, V = Z v and R is invariant under the action x → x + 1 (mod v). We note that there has been some study of cyclic (v, 3)-configurations [8] .
We now show that a cyclic symmetric configuration is equivalent to a (v, k)-MGR. We also prove that a resolvable cyclic symmetric configuration is equivalent to a (v, k)-RMGR.
One direction of the proof is easy, as we demonstrate in the following theorem. Proof. Let X = {x 1 , . . . , x k } be a (v, k)-MGR, where x 1 < · · · < x k . The differences x i − x j (i = j), evaluated in Z v , are all distinct. Therefore, if we develop X through the group Z v , the resulting set B of v blocks contain every pair of points at most once. Now, suppose we further assume that the (v, k)-MGR is resolvable. It is then easy to partition the v blocks in B into k parallel classes. Denote v = kw.
and for 1 ≤ i ≤ k − 1, let
In this way, B is partitioned into k parallel classes, each containing v/k = w blocks, because X contains one point from each residue class modulo k.
We give detailed proofs of the converse statements now. Proof. Let B be a block of B that is not a coset of a subgroup of Z v . Such a block obviously exists otherwise B would have size at most v/k, which is absurd unless we are in the trivial case where k = 1. Let S be the stabilizer of B under the action of Z v , so we have B = A + S for a suitable set A of k/|S| distinct representatives for the cosets of S in Z v . In view of the choice of B, it cannot be the case that |S| = k. If 1 < |S| < k, then A should have at least two elements, say a, a ′ , and S should have at least one non-zero element s. Then we see that B and B + (a ′ − a) are distinct subsets of Orb(B) both containing the pair {a ′ , a ′ + s}, which is impossible. We conclude that S has size 1, so Orb(B) has size v. This means that B is the set of all translates of B. Finally, note that the list of differences obtained from the pairs of points in B cannot contain repeated elements, otherwise some pairs of points would occur in more than one block. B) is cyclic. So, by Theorem 4.2, B is the set of all the translates of a block B that is a (v, k)-MGR. Let P be the parallel class of R containing B and let H be its stabilizer under the action of Z v . Obviously, a translate B + t of B is contained in P if and only if t ∈ H. Thus, considering that the blocks of P partition Z v , we deduce that H has order v/k and that B is a complete system of representatives for the cosets of H in Z v , i.e., the elements of B are pairwise distinct modulo k. {0, 1, 13, 32, 34, 39, 42, 56, 62} is a (108, 9)-RMGR. That is, the elements in X cover all the residue classes modulo 9 and the differences of pairs of elements in X are distinct elements in Z 108 . Thus, from Theorem 4.3, X gives rise to a cyclic resolvable (108, 9)-configuration whose blocks are generated from X by developing them modulo 108. is a (165, 11)-RMGR.
Proof. Let X denote the RGR(k, L), where X = {x 1 , . . . , x k } and x 1 < · · · < x k . We can assume that x 1 = 0 and x k = L. We consider X as a subset of Z kw , where kw ≥ 2L + 1. The differences x i − x j (i = j), evaluated in Z kw , are all distinct, because kw ≥ 2L + 1. Also, it is clear that the resolvability property of the Golomb ruler is preserved in the modular setting, provided that k divides the modulus. Here is a general existence result that holds for all k. 
2 /2, then it is straightforward to verify that 2L + 1 ≤ k 3 . So the desired result follows immediately from Corollary 4.5. (k, w) ∈ {(9, 10), (10, 12) , (11, 12) , (11, 14) , (12, 12), (12, 14), (12, 15), (13, 14), (13, 15), (13, 18), (13, 20)}.
Proof. We begin by listing applications of Corollary 4.5 in Table 3 . These applications make use of the optimal RGR(k, L) presented in Table 1 .
For each k ∈ {6, . . . , 13}, there remain several values of w to consider. We have already noted that w ≥ k is a necessary condition for existence of a resolvable (v, k)-configuration. See Table 4 for existence and nonexistence results for the remaining ordered pairs (k, w). The "?" entries in Table 4 are the possible exceptions.
Remark 4. Note that, in Theorem 4.7, we do not claim that all the constructed configurations are cyclic. It will be useful to define a generalization of modular Golomb rulers. Let G be a finite additive group (not necessarily abelian) and let H be a subgroup of G. Suppose |H| = w and |G| = kw. A (G, H)-group Golomb ruler (or (G, H)-GGR, for short) is a subset X of G of size k that satisfies the following properties:
1. the differences obtained from pairs of elements in X are all distinct, and 2. X is a complete set of representatives of the left cosets of H in G.
The following lemma is a simple consequence of the definitions. Group Golomb rulers can also be used to construct resolvable symmetric configurations.
Theorem 4.9. Suppose G is a finite group of order kw and H is a subgroup of order w, and suppose X is a (G, H)-GGR. Then there exists a resolvable (kw, k)-configuration.
Proof. We construct kw blocks from X. For any g ∈ G, define the block
The set of kw blocks {X + g : g ∈ G} clearly does not contain any pair of points more than once, so it is a symmetric configuration.
We describe a set of parallel classes that form a resolution. First, define
It is easy to see that P 0 is a parallel class. We obtain the other parallel classes by letting G act on P 0 . The orbit of P 0 under this action is a resolution of the blocks. Example 4.5. We give an example of a GGR in a non-abelian group. Let G = A 4 be the alternating group of degree 4, i.e., the group of even permutations defined on the set {1, 2, 3, 4}. Let H = {id, (12)(34), (13)(24), (14)(23)}.
Then H is subgroup of G of order 4. The subset X = {id, (123), (124)} satisfies condition 1. Indeed, the set of "differences" (actually, the permutations πρ −1 , for π, ρ ∈ X, since the group operation is written multiplicatively) are the permutations in the set {(123), (132), (124), (142), (234), (243)}.
Also, X is a complete set of representatives for the left cosets of H in G. Thus X generates a "non-abelian" resolvable (12, 3)-configuration whose resolution is the A 4 -orbit of the parallel class P = {Xh : h ∈ H}.
Progressive Dinner Parties
Resolvable Golomb rulers can be used to construct a certain kind of progressive dinner party (or PDP) that is defined in [11] . The objective is to design a dinner party for v couples that satisfies the following conditions:
1. each course of a k-course dinner is attended by k couples, at v/k different houses, 2. no two couples dine together at more than one course of the meal, and 3. each couple hosts exactly one course of the meal.
Therefore, we define a PDP(k, v) to be a set of blocks of size k, defined on a set of v points, which satisfies the following properties:
1. The blocks can be partitioned into k parallel classes, each consisting of v/k disjoint blocks. (Hence, there are a total of v blocks and we require v ≡ 0 mod k.)
2. No pair of points occurs in more than one block.
3. There is a bijection h : B → X such that h(B) ∈ B for all B ∈ B.
It is shown in [11] that the third condition of the above definition always holds when the first two conditions hold. So we have the following characterization of PDP(k, v) in terms of resolvable symmetric configurations. In view of Theorem 5.1, all existence results for resolvable symmetric configurations from Sections 3 and 4 automatically carry over to progressive dinner parties.
Discussion
We have introduced a new type of Golomb ruler, a resolvable Golomb ruler, in this paper. We were originally motivated by an application to the construction of progressive dinner parties, which were defined in [11] . However, resolvable Golomb rulers seem to be interesting combinatorial structures in their own right.
We have observed that progressive dinner parties are equivalent to resolvable symmetric configurations. If we drop the "symmetric" condition, we might instead consider the problem of constructing resolvable configurations in which the number blocks is as large as possible. Suppose the block size is k and the number of points is kw. It is clear that the maximum number of parallel classes is ⌊(kw − 1)/(k − 1)⌋ and hence the total number of blocks is at most w⌊(kw − 1)/(k − 1)⌋.
For example, suppose k = 5 and w = 11. Then the maximum number of parallel classes is ⌊54/4⌋ = 13. It is possible to construct a resolvable configuration with 10 parallel classes by developing the following two base blocks through Z 55 : A = {0, 1, 17, 53, 24} and B = {0, 6, 27, 18, 14}.
Each of A and B contain one element from each residue class modulo 5. Therefore, we can partition the set of blocks into ten parallel classes, consisting of the five distinct translates of {A + 5i mod 55 : i = 0, 1, . . . , 11} and the five distinct translates of {B + 5i mod 55 : i = 0, 1, . . . , 11}.
