During the past fifteen years, the ordinary least squares estimator and the corresponding pivotal statistic have been widely used for testing the unit root hypothesis in autoregressive processes. Recently, several new criteriia, based on the maximum likelihood estimators and weighted symmetric estimators, have been proposed. In this article, we describe several different test criteria. Results from a Monte Carlo study that compares the power of the different criteria indicates that the new tests are more powerful against the stationary alternative. Of the procedures studied, the weighted symmetric estimator and the unconditional maximum likelihood estimator provide the most powerful tests against the stationary alternative.
1

INTRODUCTION
Testing for unit roots in autoregressive process has received coDSiderable attention since the work by Fuller (1976) and Dickey and Fuller (1979) . Dickey and Fuller (1979) J considered tests 1;)ased on the ordinary least squares estimator and the corresponding pivotal statistic. Several extensions of the procedures suggested by Dickey and Fuller (1979) exist in the literature. See Diebold and Nerlove (1990) for a survey of the unit root literature. Recently, Gonzalez-Farias (1992) and Dickey and Gonzalez-Farias (1992) considered maximum likelihood estimation of the parameters of the autoregressive process and suggested tests for unit roots based on these estimators. Elliott and Stock (1992) and hypothesis that P = 1. DUferent estimators and test criteria &re obtained depending upon what is assumed about Yl' Test criteria &re typically CODltructed using likelihood procedures under the assumption that the et'S are normally distributed. The asymptotic distributioDB of t~e test statistics &re, however, nJid under much weaker &ssumptiODB on the distribution of et. We present some different test statistics and summarize their asymptotic distributions. V'ie refer the reader to Dicker and Fuller (1979, 1981) , EllioU, Rothenberg and Stock (199~!) , Fuller (1992) and Gonzalez-Farias (1992) for the proofs of the asymptotic results.
Y1 fixed
When Y1 is considE~ed fixed and et N NI (D, (12) , maximizing the log likelihood Pp,OLS-~ t (2.3)
),
A third test can be constructed on the basis of the likelihood ratio. The null model with P = 1 reduces (2.1) to the random walk. The sum of squares associated with the null model is ~=2(Yt -Yt_1)2 and a likelihood ratio type statistic for testing P = 1 is ) (2.4) ) The limiting distributions of the statistics t derived by Dickey and Fuller (1979 t 1981) where Qc(p, P, ( ) is defined in (2.1). The Drst observation enters the quantity (2.5), but not (2.2), because Y1 is random with variance u 2 uder the model that leads to (2.5).
The maximum likelihood estimators minimize Q 1 (11, P, ( 2 ) and satisfy
Substituting (2.6) in (2.7) and simplifying, we get that n(p1,ML -1) is a .olution to a fifth degree polynomial. UsiJag the arguments of Goualez-Farias (1992) , it i. possible to
show that the limiting distribution of n(p1,ML -1) i. that of 
Also, for a given p., (2.13) is muimized at the p that is the solution to a cubic equation [see Hasza (1980) ]. The equation (2.15) and the cubic equation can be Bolved iteratively.
If the iterations converge, the estimators converge to the UDconditiow ML estimators of p. and p. Gonzalez-Farias (1992) also derives the asymptotic distribution of pb i ) = though the asymptotic distribution of n[pti) -1] obtained for a finite i is not the same as that of n[PU,ML -1] , tile observed empirical distribution &Dd the power are similar for the two procedur~. ID this paper, we consider n[Pb8) -1] obtained iD the 6-th iteration, starting the iteratiolll with 1~he simple IyD1II1trtrlc estimator given iD Section 2.4. The choice of the initial estimatclr &Dd the number of iteratiolll are the same as the ones considered by Gonzalez-Fa:lias (1992) . We shall call ;b8) the unconditional maximum likelihood estimator &Dd shall omit the (8) exponent. The corresponding pivotal statistic is
where V{PU} is the variance of Pu computed from the estimated iDformation matrix.
The limiting distribution of TU is given in Gonzalez-Farias (1992). where w t ' t =2, 3, ••., n are weights, 7t =Y t -, ud ,= n-1~=1Y t . Observe that the ordinary least squares estimator is a member of this class with all wt equal to one.
Dicker, Buza and Fuller (1984) discuss the properties of the simple lJUUDetric )
estimator obtain~ b7 setting wt = 0.5. In this study we consider the estimator obtained by setting w t = n-1 (t -1) , which we call the weighted lJIIlIDetric estimator. The weighted symmetric estimator is .J
is the pivotal statistic, where Do;'S = (n 2)-I Qw (p ws )' The limiting distributions of the statistics are given in Table 2 .1. The limiting distribution of the two-ttep weighted symmetric estimator of p that replaces 1 with the estimator of p., denoted by i£ws' obtained by substituting pwiY) into (2.15) has been obtained. Our simulations indicate that pws(i£ws) and 1'ws(i£ws) have about the same power as P ws (1) and 1'ws(1), respectively. Also, iterating the procedure did not produce any significant change in power and, hence, the iterated estimators are not included in the reported simulation results.
We included the simple symmetric estimator in our Monte Carlo simulations.
Because the power of the weighted symmetric estimator always exceeded that of the simple symmetric estimator, we do not report the results for the simple symmetric estimator. The test statistics p1resented here can be extended to the case where a time trend is C included in the model and also can be extended to higher order autoregressive processes.
Elliott, Rothenberg and Stock (1992) extend their procedure to the case where a linear I I trend is included. They also extend their procedure to include autoregressive and moving C average processes. They d.erive the limiting distribution or n(P7,GLS -1) , "7,GLS ,and t ES under the assumption that et satisfy some stationary and mixing conditions. The limiting distributions depElDd on a nuisance parameter ,}, the limiting variance of c n-1/2~=let. They use 'two approaches to estimate,}. One approach approximates et by a higher order autoregJ~essive process, whereas the second approach uses a weighted sum of covariance type spectral estimator suggested by Phillips and Perron (1988) . Gonzales-Farias (1992) 
Empirical power
In this section, we study the empirical power of the statistics described in ---------' 2. Except for OL8 estimation, the tests based on the pivotal natistics (1') have higher power the those bued on n(p -1) . 5. For sample sizes n =100 and 250 , the tests based on the true model, PI , ML and 1'1 , ML havt~ higher power than those based on the weighted symmetric and the UDcondiUonallikelihood estimators.
The test criteria 'based
6. Except when n == 250, I E8 has higher power than P7,GL5 and T 7 ,GL5 for values of p ~ 0.9. Also, for p ~ 0.9 , these three test criteria have higher power 
(n). Y1 N N[O, (1 _ p2)-1]
Empirical powers for this cue are summarized in Tables 4.6 -4.9. In Figure 4 .2, c we plot the powers of the ph~otal.tatisucs 1'p,OL5' 1'7,GL5 ,TU and 1'ws' From the tables, we observe that COmltl1ent8 1 -4 for Case (I) are also applicable for Case (n).
5. For all sample si:r:es, the criteria based on the unconditional likelihood and weighted symme~tric estimators have higher power than those based on P1,ML and T1 , ML ' except, perhaps, for p =0.99 and n =25 .
6.
The criteria based on the weighted symmetric and the 11Jlconditionallikelihood have higher power than the criteria IUggested by EllioU, Rothenberg and Stock (1992), except for p == 0.99 and n == 250 .
7.
The weighted symmetric criteria have IlighUylarger power than the criteria based on the 11Jlcondiuonalstauonary likelihood for n == 100 and 250. The powers of the two procedures are simila.r for n = SO with neither estimator uniformly superior. The 11Jlcondiuonallilte1ihood criteria had slightly larger power than the weighted symmetric criteria for n = 25 .
EXAMPLE
In this section, we present an example to illustrate the differences among test The test statistics l'~OLS' "lML and 1'7,GLS treat the first observation differently from other observations. We can illustrate this b1 computing the test statistic for the data in reverse order. H this is done, the values for the 48 observation data set are -3.50, -2.46, and -1.76 for l'~OLS' 1'l,ML and 1'7,GLS' respectively. The ratios of the test statistics to the S% critical values are 1.19, 0.97, &Dd 0.77, respectively. The corresponding ratios £Or 49 4)bservations ue 0.98, 1.08, and 1.01, respectively &Dd the ratios £Or 60 observations are 1.10: 1 1.31, and 1.43, respectively. Because y~8 is luge and y~ is small, reversing the directio>n of the calculations has a luge effect on the ordinary least squares statistic. The hypo·thesis of a unit root is rejected by rp,OL5 when Y48 is used as the first observation, but is ~cepted when Y1 is used as the first observation.
SUMMARY
We have discussed odteria for testing the null hypothesis of a unit root in a first order autoregressive process. Based on our simulation study, it is clear that the OL5
Cldteria are the least power£111 of the statistics studied. The criteria suggested by Elliou, Rothenberg and Stock (199~!) are very powerful under certain alternatives but are not the most powerful against the s1tationary alternative.
The criteria based OIL the unconditiona1likelihood, and those based on the weighted symmetric estimator, are th,e most powerful and, 1;;;.;.:.;:e, are the recommended test statistics. 
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