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Abstract
We give a characterization of isomorphisms between Schreier graphs
in terms of the groups, subgroups and generating systems. This charac-
terization may be thought as a graph analog of Mostow’s rigidity theorem
for hyperbolic manifolds. This allows us to give a transitivity criterion for
Schreier graphs. Finally, we show that Tarski monsters satisfy a strong
simplicity criterion.
1 Introduction
It is well-known that if H is a subgroup of a group G = 〈X〉, H is normal if and
only if the corresponding Schreier graph Sch(G,H, X±) is vertex-transitive by
automorphisms preserving the labeling. It is also known that if Sch(G,H1, X±)
and Sch(G,H2, X±) are isomorphic, then the subgroups H1 and H2 are isomor-
phic, but the converse is not true.
In this paper, we give a characterization of isomorphisms between Schreier
graphs in terms of the groups, subgroups and generating systems. In the case
of regular graphs of even degree, this characterization may be thought of as
a rigidity result “a la Mostow”. As a corollary, we have a characterization of
vertex-transitive Schreier graphs (by automorphisms that may not preserve the
labeling) in terms of the subgroup H . Such subgroups will be called length-
transitive. They generalize the notion of normal subgroups. This leads to a
strengthening of the notion of simple group. We prove that this notion is not
equivalent to simplicity, by showing that for odd n ≥ 5 alternating groups An
are not strongly simple in this sense. We also exhibit non-trivial examples of
strongly simple groups, namely Tarski groups. These infinite strongly simple
groups also allow us to partially answer a question of Benjamini concerning
coverings of graphs in which the cover is a Cayley graph.
The paper is organized as follows. Sections 2 and 3 introduce all the relevant
notions and useful preliminary results. In Section 4, we prove our main theorem
(Theorem 4.1) on isomorphisms between Schreier graphs and some corollaries
on transitivity. We also give a reformulation (Theorem 4.2) of our main theorem
to make the relation with Mostow’s rigidity theorem more apparent. In the next
section, we investigate coverings and label-preserving coverings (also called X-
coverings) of Schreier graphs. Finally, in Section 6, we define a stronger notion of
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simplicity for groups and prove that this definition is not equivalent to simplicity.
We use this to show that the Cayley graph of a Tarski monster can not X-cover
an infinite transitive graph (distinct from itself).
2 Notations and Definitions
For us, a graph Γ consists of two sets E (edges) and V (vertices), and two
functions ι : E → V and ¯: E → E satisfying e¯ = e. The vertex ι(e) is the
initial vertex and the vertex τ(e) := ι(e¯) is the final vertex of the edge e. The
edge e¯ is the inverse of the edge e. An unoriented edge is a pair {e, e¯}. The
degree of a vertex is the number of outgoing edges (equivalently the number of
incomming edges). A graph is locally finite if every vertex has finite degree. We
will say that an edge e is degenerate if e¯ = e. Note that this is possible only if
e is a loop. Remark that a vertex with a unique loop has degree 1 if the loop
is degenerate and 2 otherwise. A graph with no degenerate loops correspond to
the definition of a graph by Serre [14] and many results about such graphs from
[14] or [15] can be extended easily to the general case.
For a set X with an involution −1 : X → X , a labeling of Γ by X consists
of a function f : E → X such that f(e¯) = f(e)−1. A morphism of graphs is a
map φ : Γ1 → Γ2 wich preserves the graph structure, meaning that φ(e¯) = φ(e)
and φ(ι(e)) = ι(φ(e)). If Γ1 and Γ2 are labeled graphs over the same set X
with label functions f1 and f2, we say that φ is an X-morphism (or morphism
of labeled graphs) if φ is a morphism of graphs such that f1 = f2 · φ. The set of
all isomorphisms from a graph Γ to itself is denoted by Aut(Γ).
The geometric realization of labeled graphs on figures is the following. Ver-
tices of the graph are drawn as nodes (fat points) and unoriented labeled edges
{e, e¯} as labeled curves that join them. If e and e¯ have same label a (i.e. if
a = a−1), the corresponding curve is undirected and labeled by a. If e and e¯
have labels x and x−1 6= x respectively, the corresponding curve is directed from
ι(e) to τ(e) and labeled by x. See Figure 1 for a example of such a geometric
realization.
It is easy to see that for every rooted labeled graph Γ such that for each
vertex v and each label a there exists at most one edge with initial vertex v and
label a, the only X-automorphism of Γ that sends the root to the root is the
identity.
A graph Γ is said to be vertex-transitive (or simply transitive) if for every
pair of vertices x and y, there exists an automorphism φ : Γ→ Γ with φ(x) = y.
The graph Γ is almost transitive if there exists a finite set V0 of vertices such that
every vertex of Γ can be mapped onto V0 by an automorphism of Γ. A labeled
graph is (almost) X-transitive if it is (almost) transitive by X-automorphisms.
A generating system X of a group A is a multiset of elements of A — i.e.
X contains only elements of A and an element x ∈ X may appear more than
once — such that the group A is generated by elements of X . The Cayley graph
of A with respect to X is the labeled graph Cay(A, X±) with vertex set A, and
for every x with x ∈ X or x−1 ∈ X , an edge from g to h labeled by x if and
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only if h = gx. Note that with this definition, loops and multiple edges (two
vertices are connected by at least two edges) are allowed.
For X and A as before and H a subgroup of A, the Schreier graph of H in
A (with respect to X) is defined as the graph Sch(A,H, X±) with vertices the
right cosets Hg = {hg | h ∈ H} and with an edge labeled by x from Hg1 to
Hg2 if and only if Hg2 = Hg1x.
Note that Cayley and Schreier graphs are rooted graphs in the sense that
they have a distinguished vertex: 1 for Cayley graphs and H for Schreier graphs.
A (possibly non-labeled) graph Γ is said to be a Cayley graph (respectively a
Schreier graph) if it is isomorphic (as a non-labeled, non-rooted graph) to some
Cayley graph (resp. Schreier graph). With these definitions, it is easy to see
that if H is a normal subgroup of A, then Sch(A,H, X±) ≃ Cay(A/H,X±) is
a Cayley graph. This result justifies the particular definition of a Cayley graph
that we use (allowing loops and multiples edges).
Let A be a group with generating system X . For any g ∈ A, the length of
g with respect to X is |g|X := min{n ∈ N | g = x1 . . . xn, xi ∈ X}. A word
w = w1w2 . . . wn on the alphabet X is reduced if |w|X = n.
3 Basic facts about Schreier graphs
All Cayley and Schreier graphs are connected by definition. Thus, from now
on and unless otherwise specified, we will assume all graphs in the paper to be
connected.
It is well-known that a graph Γ is a Cayley graph of a group A if and only
if there exists a free and transitive action of A on Γ. Moreover, given a graph Γ
with a simply transitive action of a group A, Sabidussi shows in [13] an explicit
way to put labels on edges of Γ so as to make it a Cayley graph of A. Namely,
choose any vertex v0 as the root and for any neighbor wi of v0, label the edge
from v0 to wi by the unique element xi of A that sends v0 on wi. Then, use xi
to label the remaining edges. For example, the edge from wi to some vertex u
is labeled by xj if and only if xjxi sends v0 to u. It is then easy to check that
the action of A is (in fact) also X-transitive.
A graph Γ is a Schreier graph of some group if and only if it is a Schreier
graph of a free product of the form
G = (∗
I
Z) ∗ (∗
J
Z/2Z) = 〈xi, yj, i ∈ I, j ∈ J | y
2
j 〉, (⋆)
with generating system X = {xi}i∈I⊔{yj}j∈J . Note that the generating system
X of G described above is an actual subset of G. For any group A and generating
system Z, there exists a group G with generating set X as above and a normal
subgroup N such that A ≃ G/N , Z is the disjoint union of the π(x) for x ∈ X ,
where π : G → G/N is the natural projection, and π(x)2 = 1 if and only if
x2 = 1. The last condition ensures that e and e¯ are distinct in Sch(G,H, X±) if
and only if they are distinct in Sch(A,H/N,Z±).
In fact, a graph is a Schreier graph if and only if it admits a decomposition
into disjoint 1 and 2-factors, where an n-factor of a graph Γ is a subgraph ∆ of Γ
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such that every vertex of Γ has degree n in ∆. Here, the 1-factors correspond to
subgraphs consisting of edges labeled by a generator of order 2 and the 2-factors
to subgraphs with edges labeled by a generator of infinite order in the group G.
This fact can been used to show that every regular graph of even degree
without degenerate loops is a Schreier graph over a free group ([8] for the finite
case, and [4] for the locally finite case). On the other side, Godsil and Royl
showed that every finite transitive graph of odd degree admits a 1-factor, see
[5]. This result extends to locally finite infinite transitive graphs of odd degree,
using compacity and results from Aharoni ([2]) on matchings in infinite graphs.
Putting all this together, we have that every locally finite transitive graph (of
odd or even degree) is a Schreier graphs over a group G of the form (⋆).
From now on, the letter G will always denote a group of the form (⋆). In
such a group, the only cancellations that can occur are of the form ww−1 where
w is one of the generators.
For such a group G, we have the easy but useful following lemma.
Lemma 3.1. Let H be any subgroup of G and Γ := Sch(G,H, X±) be the cor-
responding Schreier graph. Then, for every vertex v in Γ, there is a bijection
between reduced paths starting at v and elements of G. This bijection restricts
to a bijection between closed reduced paths starting at v = Hg and elements of
g−1Hg.
Proof. For the case of free groups, see proposition 1.3 in [7]. For the general
case, notice that the presentation of G is chosen such that a word w is reduced if
and only if it doesn’t contain a subword of the form xx−1 or of the form x−1x,
where x is any generator, and a path in Γ is reduced if and only if it does not
contains a subpath of the form ee¯ or e¯e.
4 A criterion for transitivity
Definition 4.1. Let A be any group with generating system X . The degree of
A (with respect to X) is the degree of any vertex in the graph Cay(A, X±).
Notice that the degree of A depends on the choice of the generating system
and could be infinite. Note that the degree of A with respect to X is in fact
the sum of the number of x ∈ X of order at most 2 and of twice the number of
x ∈ X or order at least 3.
Definition 4.2. Let H1 = 〈X1 | R1〉 and H2 = 〈X2 | R2〉 be two arbitrary
groups. A morphism α : H1 → H2 preserves lengths (with respect to X1 and
X2) if for every h in H1 we have |α(h)|X2 = |h|X1 . If α is an isomorphism, we
say that H1 and H2 are length-isomorphic.
Definition 4.3. Let G be as in (⋆). A subgroup H of G is length-transitive if
it is length-isomorphic to all its conjugates. That is, if for every g in G, there
exists a group isomorphism αg : H → g−1Hg which preserves lengths.
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Remark 4.1. In this definition, αg is only defined on H, not on G itself.
In general, we have H ≃ g−1Hg, but the conjugation homomorphism does
not preserve lengths unless G = Z or G = Z/2Z.
We are now able to state our main result.
Theorem 4.1. Let G1 and G2 be as in (⋆). Suppose that Γi := Sch(Gi,Hi, X
±
i )
for i = 1, 2. Then, there exists a graph isomorphism from Γ1 to Γ2 that respects
roots (the image of the vertex H1 is the vertex H2) if and only if G1 and G2 have
same degree and H1 and H2 are length-isomorphic.
Moreover, there exists an X-isomorphism from Γ1 to Γ2 that respects roots
if and only if G1 = G2 and H1 = H2.
It is possible to reformulate this theorem in order to have a rigidity theorem
“a la Mostow”. Let Γ1 and Γ2 be two 2d-regular graphs without degenerate
loop. If they are isomorphic, then their fondamental groups π1(Γ1) and π1(Γ2)
are isomorphic as abstract groups, but the converse is not necessarily true. On
the other hand, since the graphs are 2d-regular without degenerate loop, we
have two coverings pi : Γi → Rd, where Rd is the unique graph with one vertex
and d loops — see section 5 for more on coverings. These two coverings induce
two injections pi∗ : π1(Γi) → π1(Rd) = 〈X〉, where loops of Rd are in bijection
with elements of X . The situation for odd regular graphs is more complex since
the projections pi may not exist. More precisely, if Γ is a 2d+ 1-regular graph
without degenerate loop and Rd,1 denotes the graph with one vertex, d loops
and 1 degenerate loop, then there exists a covering p : Γ → Rd,1 if and only if
Γ admits a perfect matching, if and only if Γ is isomorphic to a Schreier graph.
This gives us the alternative formulation (for regular graphs) of Theorem 4.1.
Theorem 4.2 (Rigidity theorem for regular graphs). Let Γ1 and Γ2 be two
locally finite regular graphs without degenerate loop.
If Γ1 and Γ2 are 2d-regular, then they are isomorphic as graphs if and only
if p1∗
(
π1(Γ1)
)
is length-isomorphic to p2∗
(
π1(Γ2)
)
.
If Γ1 and Γ2 are 2d + 1-regular and both admit a perfect matching, then
they are isomorphic as graphs if and only if p1∗
(
π1(Γ1)
)
is length-isomorphic to
p2∗
(
π1(Γ2)
)
.
Moreover, these statements are independent of the choice of the coverings p1
and p2.
To prove Theorem 4.1, we need to prove two implications. The first one is
easy and proven in the next proposition. The second one is a little harder and
is the subject of Proposition 4.2.
Proposition 4.1. Let Gi, Hi, Xi and Γi be as in Theorem 4.1, for i = 1, 2.
Recall that the graph Γi is naturally a rooted graph, with root (the vertex) Hi.
Suppose that there exists an isomorphism β : Γ1 → Γ2 such that β(H1) = H2,
then H1 and H2 are length-isomorphic and G1 and G2 have same degree.
Moreover, if β preserves labeling, then G1 = G2 and H1 = H2.
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Proof. The graphs Γ1 and Γ2 being isomorphic, they have same degree. Hence,
the groups G1 and G2 have same degree too.
Now, pick an element h of H1. By Lemma 3.1, h is represented by a closed
path p with base-point H1. If we apply β we have a closed path β(p) with
base-point H2. Define a map from H1 to G2 by
α(h) := label in Γ2 of β(p).
Since β induces a bijection between closed paths with base-point H1 and closed
paths with base-point H2, α is a bijection between H1 and H2. Moreover,
α(1) = 1 and α(h−1) = α(h)−1 (the path is read backward). We also have
α(h1h2) = α(h1)α(h2) (the paths are read one after the other). This proves
that α is a group isomorphism between H1 and H2. The fact that α preserves
lengths is trivial.
Now, suppose that β preserves labelings. In this case, we immediately have
G1 = G2 and α = Id.
Example 4.1. The Petersen graph is 3-regular and hence can be seen has a
Schreier graph: Γ = Sch(Z∗Z/2Z,H, X±), see Figure 1. It is a well-known fact
that it is transitive, but not a Cayley graph. Now, let us denote by H (resp. M)
the group of labels of closed reduced paths based at v1 (resp. w1) in Figure 1.
We haveM = aHa. The element xax−2a belongs to H but not toM, therefore
H andM are not equal and both are not normal. This means that there exists
no X-automorphism of Γ sending v1 to w1. But there exists an automorphism
β that does the job. And therefore there exists an isomorphism α : H → M
that preserves lengths. We want to compute α(xax−2a). The automorphism β
is given by:
v1 7→ w1 w1 7→ v1
v2 7→ w3 w2 7→ v3
v3 7→ w5 w3 7→ v5
v4 7→ w2 w4 7→ v2
v5 7→ w4 w5 7→ v4.
For two adjacent edges a and b in Γ, let us denote the unique edge from a to b by
[ab]. Then xax−2a ∈ H corresponds to the path [v1v3][v3w3][w3w2][w2w1][w1v1].
This path is sent by β to the path [w1w5][w5v5][v5v3][v3v1][v111], which has label
x−1ax−2a ∈M. Therefore, α(xax−2a) = x−1ax−2a.
We are going to prove the converse of Proposition 4.1. Namely, that if
H1 and H2 are length-isomorphic by an isomorphism α, then there exists an
isomorphism between their Schreier graphs that preserves roots. For that, we
first extend α to a bijection (not a group homomorphism) from G1 to G2 and
see that it is possible to find such an extension with good properties. Then we
will use such an extension to find an isomorphism β from Γ1 to Γ2 such that
β(H1) = H2 (as vertices).
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Figure 1: The Petersen graph viewed as a Schreier graph on 〈x, a | a2〉 ≃
Z ∗ Z/2Z.
Lemma 4.1. Let G1 and G2 be two groups with the same degree, and Hi be
any subgroup of Gi for i = 1, 2. Then, every isomorphism α : H1 → H2 which
preserves lengths can be extended to a bijection γ : G1 → G2 such that γ preserves
lengths and initial segments. That is: for every f , g ∈ G1 such that fg is reduced
(i.e. |fg|X1 = |f |X1 + |g|X1), there exists w such that γ(fg) = γ(f)w with
|w|X2 = |γ(g)|X2 .
Proof. Clearly, α preserves lengths and initial segments if we restrict it to f, g ∈
H1. So let γ|H1 := α. We are now going to look at the set of initial segments of
H1:
C := {f ∈ G | ∃w ∈ G : fw ∈ H1 and fw is reduced}.
Let c ∈ C be an initial segment of length n of h ∈ H1. Define γ(c) as the initial
segment of length n of γ(h) = α(h). We need to check that γ(c) is well-defined.
Firstly, cw is reduced and h and γ(h) are of length at least n, so it is possible to
choose an initial segment of length n of γ(h). Secondly, we need to check that
γ(c) does not depend on the particular choice of h. Let h1 and h2 be elements
of H1 and let c be their maximal common initial segment. Then, if c is of length
n:
|h1|1 + |h2|1 − 2n = |h
−1
1 h2|1 c is maximal
= |α(h−11 h2)|2 α preserves lengths
= |α(h1)
−1α(h2)|2 α is a homomorphism
= |α(h1)
−1|2 + |α(h2)|2 − 2n
′
= |h1|1 + |h2|1 − 2n
′,
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where n′ is the length of the maximal initial segment common to α(h1) and
α(h2), and |·|i is short for |·|Xi . So n = n
′, hence γ(c) does not depend on
the choice of h = cw. Moreover, it is trivial that for c1, c2 ∈ C, if c1 is an
initial segment of c2, then γ(c1) is an initial segment of γ(c2). We have thus
a bijection between C and γ(C) which preserves lengths and initial segments.
The groups G1 and G2 having same degree, they are length-isomorphic. This
induces a bijection which preserves lengths:
γ′ : D := G1 \ C −→ G2 \ γ(C).
We now need to define γ on D. The set C being closed under the operation
“initial segment”, no elements of D are initial segments of elements of C. We
can thus define γ on D from the “bottom”. Let Dn be the set of elements of D
of length n and let n0 be the smallest integer such that Dn0 is non-empty — it
is also the smallest integer such that γ′(Dn0) is non-empty. Let d ∈ Dn0 . By
minimality of n0, there exists c ∈ C and x ∈ X
±
1 such that d = cx is reduced.
Similarly, for d′ ∈ γ′(Dn0) there exists c
′ ∈ C and y ∈ X±2 such that d
′ = γ′(c′)y
is reduced.
We are now going to prove that the following two sets are in bijection:
E := {x ∈ X±1 | cx ∈ Dn0}
F := {y ∈ X±2 | γ(c)y ∈ γ
′(Dn0)}.
To show that, we are going to prove that their complements E¯ ⊂ X1
± and
F¯ ⊂ X2
± are in bijection. These complements are exactly
E¯ = {x ∈ X±1 | cx ∈ C}
F¯ = {y ∈ X±2 | γ(c)y ∈ γ(C)}.
For x ∈ E¯, we have γ(cx) = γ(c)y for a unique y ∈ X±2 . This defines a map
θ : E¯ → F¯ by θ(x) = y. This map is injective because θ(x) = θ(x′) if and only
if γ(cx) = γ(cx′) and so if and only if x = x′. On the other hand, θ is also
surjective. Indeed, if y is in F¯ , then γ(c)y is an element of γ(C). Hence, there
exists c′ ∈ C such that γ(c′) = γ(c)y. But γ preserves initial segments on C,
thus c is an initial segment of c′, hence c′ = cx for some x. This finishes the
proof of the existence of a bijection between E¯ and F¯ and therefore between E
and F .
This bijection allows us to define γ(d) = γ(cx) := γ(c)y for d ∈ Dn0 . We have
thus extended γ to C ∪Dn0 such that γ is a bijection which preserves lengths
and initial segments. Finally, we put C0 := C and conclude by induction on
Ci := Ci−1 ∪ Dni and Dni where ni is the smallest integer greater than ni−1
such that Dni is non-empty.
Lemma 4.2. The bijection γ : G1 → G2 of the preceding lemma has the following
properties:
1. For all fg−1 ∈ H1 reduced, γ(fg−1) = γ(f)γ(g)−1;
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2. γ−1 preserves lengths and initial segments;
3. For all fg−1 ∈ γ(H1) = H2 reduced, γ−1(fg−1) = γ−1(f)γ−1(g)−1.
Proof. If fg−1 is reduced and is an element ofH1, the same is true for its inverse
gf−1. But then, there exists w and w′ in H2 such that γ(fg−1) = γ(f)w and
γ(gf−1) = γ(g)w′ are reduced. The bijection γ being a group homomorphism
on H1, we have:
e = γ(e) = γ(fg−1gf−1) = γ(fg−1)γ(gf−1) = γ(f)w · γ(g)w′.
The only reductions possible are between w and γ(g), which are of the same
length. Hence w = γ(g)−1, which is what we wanted to prove.
For the second part, it is trivial that γ−1 preserves lengths. For the initial
segments part, let fg ∈ H2 be reduced. Then γ−1(fg) = f ′g′ is reduced, where
|f ′|1 = |γ
−1(f)|1 = |f |2 (and analogously for |g
′|1). If we apply γ to both sides
of the equality, we have fg = γ(f ′g′) = γ(f ′)w reduced, for some w ∈ H2. We
conclude that f = γ(f ′). Therefore, γ−1(fg) = γ−1(f)g′ is reduced.
The last point can be proved in the same way as for γ, using the fact that
the restriction of γ−1 to γ(H1) is a group homomorphism.
Proposition 4.2. Let Gi, Hi, Xi and Γi be as in Theorem 4.1. If G1 and
G2 have same degree and H1 and H2 are length-isomorphic, then there exists a
graph isomorphism β : Γ1 → Γ2 that respects roots (i.e. β maps the vertex H1
to the vertex H2).
Proof. Let α : H1 → H2 be an isomorphism which preserves lengths. We extend
α to γ : G1 → G2 as in Lemma 4.1. We define β on vertices by β(H1f) := H2γ(f).
It is trivial that β(H1) = H2. Moreover, β is well-defined and injective. Indeed,
H1f = H1g if and only if fg−1 is an element of H1. In the same way, H2γ(f) =
H2γ(g) if and only if γ(f)γ(g)−1 = γ(fg−1) is an element of H2 = γ(H1).
Hence, H1f = H1g if and only if H2γ(f) = H2γ(g). Finally, for every vertex
H2h of Γ2 (h an element of G2), H2h = H2γ(γ−1(h)) with γ−1(h) ∈ G1. Hence,
H2h = β(H1γ−1(h)) and β is surjective on vertices.
Instead of describing β explicitly on edges, we are going to show that for
every pair of vertices H1f and H1g, the edges between H1f and H1g are in
bijection with the edges between β(H1f) and β(H1g). Taking this bijection
as a definition of β on edges makes β an isomorphism from Γ1 to Γ2. Firstly,
suppose that H1f and H1g are joined by at least one edge, labeled by x0 ∈ X
±
1 ,
such that H1fx0 = H1g. Then the set of all edges from H1f to H1g is
A := {x ∈ X±1 | H1fx = H1fx0} = {x ∈ X
±
1 | fx0x
−1f−1 ∈ H1}.
On the other hand, we have β(H1fx0) = H2γ(fx0) = H2γ(f)y0 = β(H1f)y0
for a unique y0 ∈ X
±
2 . Thus, there is at least one edge from β(H1f) to β(H1g),
labeled by y0. The set of all edges from β(H1f) to β(H1g) is
B := {y ∈ X±2 | γ(f)y0y
−1γ(f)−1 ∈ H2}
= {y ∈ X±2 | γ(fx0)y
−1γ(f)−1 ∈ H2}.
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Take any x in A. By Lemma 4.2 we have γ(fx0x
−1f−1) = γ(fx0x
−1)γ(f)−1
and that there exists a unique y ∈ X±2 such that γ(fx0x
−1) = γ(fx0)y
−1.
Moreover, this particular y belongs to B, thus we have a map from A to B and
we need to show that this map is bijective. The map is injective. Indeed, if
y = y′, then γ(fx0x
−1) = γ(fx0x
′−1) and (γ is a bijection) thus x = x′. For
the surjectivity, we know that for every y ∈ X±2 there is a unique x ∈ X
±
1 such
that γ(fx0x
−1) = γ(fx0)y
−1, so we only need to show that if y belongs to B
then x belongs to A. If y is in B, we have that γ(fx0)y
−1γ(f)−1 belongs to H2.
Then by Lemma 4.2 we have γ(fx0)y
−1γ(f)−1 = γ(fx0x
−1f−1). This implies
that fx0x
−1f−1 belongs to H1 and finally that x is in A.
We now need to show that if H1f and H1g are not connected by any edge,
then neither are β(H1f) and β(H1g). But the same argument as before shows
that if β(H1f) and β(H1g) are connected by at least one edge, then H1f and
H1g are connected by an edge.
This concludes the existence of a bijection between edges from β(H1f) to
β(H1g) and edges from H1f to H1g. Since this bijection preserves initial and
terminal vertices, we can take it as the definition of β on edges. Defining β in
such a way makes it an isomorphism from Γ1 to Γ2 that sends H1 on H2.
Now, if G1 = G2 and H1 = H2, the existence of an X-automorphism between
the two Schreier graphs is trivial.
This finishes the prove of Theorem 4.1.
Here are two easy applications of this theorem.
Corollary 4.1. Suppose that Γ := Sch(G,H, X±). Then the graph Γ is transi-
tive if and only if the subgroup H is length-transitive.
Proof. The graph Γ is transitive if and only if for all g ∈ G there exists an
automorphism of the graph that sends the vertex H to the vertex Hg. But the
graph Γ rooted in Hg is exactly the graph Sch(G, g−1Hg,X±).
Corollary 4.2. For A a group, X a generating system and K a subgroup and Γ
the corresponding Schreier graph, the number of X-orbits is [A : NA(K)], each
X-orbit has [NA(K) : K] elements and each orbit is a union of X-orbits.
Proof. We have A = G/N for some normal subgroup of G and K corresponds
to a N ≤ H ≤ G. Two vertices Hf and Hg are in the same X-orbit if and
only if f−1Hf = g−1Hg. Therefore, the number of vertices in one orbit is
[NG(H) : H] = [NA(K) : K] and the number of orbits is [A : NA(K)]. Since
an X-automorphism is an automorphism of the graph, the orbits are unions of
X-orbits.
The following lemma comes to simplify the application of the transitivity
criterion of Corollary 4.1.
Lemma 4.3. Let G, H and X be as before. Then H is length-transitive if and
only if for every x ∈ X± = X∪X−1 the group H is length-isomorphic to x−1Hx.
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Proof. The proofs of Theorem 4.1 and Corollary 4.1 show in fact that for every
g in G, the existence of a length-preserving isomorphism αg : H → g−1Hg is
equivalent to the existence of an automorphism of Γ = Sch(G,H, X±) that
sends the vertex H to the vertex Hg. On the other hand, αx exists for every
x ∈ X± if and only if it is possible to send the vertex H to each of its neighbors
by an automorphism of Γ. Since Γ is connected, this last condition is equivalent
to the transitivity of Γ, and hence to the length-transitivity of H.
Remark 4.2. It is important to notice that, in order to ensure the length-
transitivity of H, we need to check the existence of αx for all generators x ∈ X
and their inverses. For example, the following graph is non-transitive, even if
αa and αx exist. Indeed, αx−1 does not exist.
x
x
x
a
a
x
x
x
a
aa
Figure 2: A non-transitive Schreier graph over 〈a, x | a2〉. The root is marked
in black.
Observe that if Γ is X-transitive, then H is normal and therefore Γ is a
Cayley graph. However, the converse does not hold. More precisely, let Γ :=
Sch(G,H, X±) be a Schreier graph that is isomorphic to a Cayley graph. Then
it is in general not true that Γ is X-transitive (and that H is normal). All
we can say is the following, which characterizes Cayley graphs among Schreier
graphs.
Theorem 4.3. Let Γ = Sch(G,H, X±) be any Schreier graph over a group G.
Then Γ is (isomorphic to) a Cayley graph if and only if there exists a group
G1 = 〈X1〉 that has the same degree as G and a normal subgroup N E G1 which
is length-isomorphic to H.
Proof. If there exists such G1 and N , then the graph Γ is isomorphic to the
graph Sch(G1,N , X
±
1 ) which is a Cayley graph.
On the other hand, if Γ is isomorphic to a Cayley graph Γ1, then Γ1 is a
Schreier graph Sch(G1,N , X
±
1 ) over some group G1 which has the same degree
as G, and for some normal subgroup N . Moreover, the isomorphism between Γ
and Γ1 implies that H is length-isomorphic to a conjugate of N .
5 Coverings
In this section, we give a criterion for the existence of coverings and of X-
coverings of Schreier graphs. We also give some relations between X-coverings
and quasi-isometries.
Definition 5.1. Let Γ = (E, V ) be a graph and v any vertex of Γ. The star of
v is the set {e ∈ E | ι(e) = v}.
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Observe that any morphism ϕ : Γ1 → Γ2 induces, for any vertex v of Γ1,
a map:
ϕv : Starv → Starϕ(v) .
Definition 5.2. A morphism ϕ : Γ1 → Γ2 is a covering if all induced maps ϕv
are bijections. For a vertex v of Γ2, the fiber over v is the set of all preimages
of v by ϕ.
If Γ1 is a labeled graph, ϕ is consistent with the labeling if for any two edges
e and f , the fact that ϕ(e) = ϕ(f) implies that e and f have same label.
An X-covering is an X-morphism between two labeled graphs which is also
a covering.
It follows immediately from the definition that a covering is onto as soon as
Γ2 is connected.
Every X-covering is consistent with the labeling. Moreover, every covering
ϕ : Γ1 → Γ2 consistent with labeling induces a labeling on Γ2 such that ϕ is
an X-morphism for this labeling. On the other hand, if Γ2 is labeled by X ,
then every covering ϕ : Γ1 → Γ2 induces a labeling on Γ1 such that ϕ is an
X-covering.
Lemma 5.1. Let Γi := Sch(A,Hi, X±) for i = 1, 2 be two Schreier graphs over
the same group. Then there exists an X-covering from Γ1 to Γ2 if and only if
H1 is a subgroup of a conjugate of H2.
Proof. We have A = G/N . Since the correspondence between subgroups of
A and subgroups of G containing N preserves inclusions and conjugations and
induces an isomorphism Sch(G,M, X±) ≃ Sch(A,M/N , X±), it is sufficient to
prove the result for G.
Let ϕ : Γ1 → Γ2 be an X-covering and let v0 := ϕ(H1) be the image of the
base-vertex of Γ1. Now, the group H1 is isomorphic (see Lemma 3.1) to the
group of closed paths based at the vertex H1. This group is itself isomorphic
to its image under ϕ, which is a subgroup of the group of closed paths based at
the vertex v0. This last group is isomorphic to gHg−1, where g is the label of
the path between v0 and H2.
For the converse, let H1 ≤ H = gH2g
−1, and Γ := Sch(G,H, X±). It is
obvious that Γ and Γ2 are X-isomorphic; indeed, we only change the root.
Hence, to conclude the proof, we only need to show that there exists an X-
covering from Γ1 to Γ. Define ϕ : Γ1 → Γ on the vertices by ϕ(H1g) := Hg.
We need to check that ϕ is well-defined. But H1g = H1f if and only if gf−1 ∈
H1 ≤ H, which implies that Hg = Hf . Now, define ϕ on edges by sending the
unique edge leaving H1g and labeled by x to the unique edge leaving Hg and
labeled by x. With this definition, all the ϕv are bijections and ϕ preserves the
labeling. All that remains to check is that ϕ is a morphism of graphs. It is
immediate from the definition that ϕ preserves initial vertices. Now, let e be an
edge in Γ1 with initial vertex H1g and label x. The inverse edge e¯ has initial
vertex H1gx and label x−1. Therefore, ϕ(e) has initial vertex Hg and label x,
and its inverse has initial vertex Hgx and label x−1. That is ϕ(e) = ϕ(e¯).
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At this point, an obvious but important remark is the fact that if one of
the Hi is normal, the existence of an X-covering is equivalent to the fact that
H1 ≤ H2. This is also true if we ask that the covering preserves roots too. As
an immediate corollary we have:
Proposition 5.1. Let A be a group with generating system X. Then for any
X±-labeled graph Γ, there is an X-covering from Cay(A, X±) to Γ if and only
if Γ is a Schreier graph over A.
Proof. We have A = G/N with N normal and Cay(A, X±) ≃ Sch(G,N , X±).
There is an X-covering if and only if, up to a choice of base point, Γ is a Schreier
graph of G for some subgroupsH containing N . Therefore, Γ is a Schreier graph
of H/N in A = G/N .
Proposition 5.2. Let Γi := Sch(Gi,Hi, X
±
i ) for i = 1, 2 be two Schreier graphs.
Then there exists a covering from Γ1 to Γ2 if and only if G1 and G2 are of the
same degree and H1 is length-isomorphic to a subgroup of a conjugate of H2.
Proof. Suppose that there exists a covering. Then both graphs (and therefore
groups) have the same degree. Moreover, we can pullback by ϕ the labeling
of Γ2 onto Γ1. Let us denote by Γ = Sch(G2,H, X
±
2 ) the graph obtained in
this way. Apart from the labeling, it is the graph Γ1. Therefore, H is length-
transitive to H1. Moreover, due to this new labeling, ϕ : Γ → Γ2 preserves the
labels. Hence we can use the last lemma to prove that H is a subgroup of H2.
The converse is quite obvious. Let H the subgroup of G2 which is length-
transitive to H1. By Lemma 5.1, there exists an X-covering from Γ to Γ2. The
graph Γ being isomorphic to Γ1 (only the labeling changes), we have the desired
covering.
The following lemma is an easy adaptation of a well-known fact about cov-
erings of topological spaces.
Lemma 5.2. For a covering ϕ : Γ1 → Γ2 and two vertices w and u in the same
connected component of Γ2, fibers over w and over u have same cardinality.
Definition 5.3. If ϕ : Γ1 → Γ2 is a covering with Γ2 connected, the cardinality
of the fibers is called the degree of the covering.
Lemma 5.3. Let H1 ≤ H2 be two subgroups of a group G. Then the in-
dex of H1 in H2 is equal to the degree of the X-covering Sch(G,H1, X±) →
Sch(G,H2, X±).
Proof. Let us look at the fiber F over the vertex H2. It is exactly the set
{H1g | H2g = H2} = {H1g | g ∈ H2}. This corresponds to the decomposition
of H2 into right H1-coset.
This lemma will allow us to make a link between X-covering and quasi-
isometries.
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Definition 5.4. Let (M1, d1) and (M2, d2) be two metric spaces. A quasi-
isometry from (M1, d1) to (M2, d2) is a function f : M1 → M2 such that there
exists constants A ≤ 1, B ≤ 0 and C ≤ 0 for which
1. For every two points x and y in M1 we have
A−1d1(x, y)−B ≤ d2(f(x), f(y)) ≤ Ad1(x, y) +B.
2. For every point z in M2, d2(z, f(M1)) ≤ C.
The spaces M1 and M2 are called quasi-isometric if there exists a quasi-
isometry from M1 to M2.
The first point means that even if the function f does not necessarily preserve
distances, it does not change them too much. The second point says that f is
close to being surjective: every point in M2 is at a bounded distance from
the image. This notion naturally arises in the study of Cayley graphs, since
two different finite generating systems for the same group give quasi-isometric
Cayley graphs. Note that every two finite graphs are quasi-isometric.
For a covering ϕ : Γ1 → Γ2 and a vertex v ∈ Γ2, the diameter of the fiber
of v, diam(ϕ−1(v)), is the maximal distance in Γ1 between two preimages of v.
For coverings of finite degree, the quasi-isometry of the two graphs follows from
one simple condition.
Lemma 5.4. Let ϕ : Γ1 → Γ2 be a covering of finite degree (Γ2 is connected).
Suppose that there exists a constant B such that for every vertex v in Γ2, the
diameter diam(ϕ−1(v)) is at most B. Then ϕ is a quasi-isometry with A = 1
and C = 0.
Proof. Since ϕ is surjective, we have C = 0 and we only need to check the first
condition in the definition of quasi-isometry. Moreover, since ϕmaps paths from
v to w to paths from ϕ(v) to ϕ(w) we always have
d2(ϕ(v), ϕ(w)) ≤ d1(v, w).
For the other inequality, take a path p in Γ2 that realizes the distance between
ϕ(v) and ϕ(w). This path lifts to a path p˜ in Γ1 from v to z with z in the same
fiber as w. This give us the desired inequality:
d1(v, w) ≤ d1(v, z) + d1(z, w) ≤ d2(ϕ(v), ϕ(z)) +B = d2(ϕ(v), ϕ(w)) + B.
Lemma 5.5. Let L ≤ H ≤ A be two subgroups of A such that L has finite
index in H. This induces an X-covering of finite degree ϕ : Sch(A,L, X±) →
Sch(A,H, X±). Then, for all l ∈ A, the supremum
sup{diam(ϕ−1(Hf)) | f ∈ A, f l−1 ∈ NA(H) ∩NA(L)}
is finite.
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Proof. Firstly, note that fl−1 ∈ NA(H)∩NA(L) if and only if f−1Hf = l−1Hl
and f−1Lf = l−1Ll.
Let k be the degree of the covering ϕ. Therefore, we haveH = Lg1∪· · ·∪Lgk
for some gi ∈ H. The fiber over the vertex Hl is
{Llg | Hlg = Hl} = {Llg | g ∈ l−1Hl}
= {Lgl | g ∈ H}
= {Lg1l, . . . ,Lgkl}
= {Llg′1, . . . ,Llg
′
k},
for g′i = l
−1gil. Therefore, the distance between two vertices in the fiber is
at most 2 · max{|g′i|}. Indeed, the distance between Llg
′
i and Llg
′
j is by the
triangular inequality less than or equal to d(Llg′i,L) + d(Llg
′
j ,L). On the other
side, the fiber over the vertex Hf is
{Lfg | Hf = Hfg} = {Lfg | g ∈ f−1Hf}
= {Lfl−1gl | g ∈ H}
= {Lfg′1, . . . , Lfg
′
k}.
Indeed, we have Lfg = Lfh if and only if fgh−1f−1 belongs to L, if and
only if gh−1 belongs to f−1Lf = l−1Ll if and only if Llg = Llh. Therefore,
the Lfg′i’s consists of k distinct points, and they are all the fiber over Hf .
Hence the distance between two vertices in the fiber over Hf is also at most
2 ·max{|g′i|}.
We are now going to use these two lemmas to prove a classical result about
Cayley graphs and small extensions of it. Recall that a subgroup is almost
normal if it has only finitely many conjugates and nearly normal if it has finite
index in its normalizer. Let us call an automorphism ϕ of Γ2 compatible with
the covering π : Γ1 ։ Γ2 if there exists an automorphism ϕ˜ of Γ1 such that
ϕπ = πϕ˜.
Theorem 5.1. Let A be a group with generating system X. Let N ≤ H ≤ A be
two subgroups such that N has finite index in H. Then the graphs Sch(A,N , X±)
and Sch(A,H, X±) are quasi-isometric if one of the following assumptions holds:
1. N is almost normal and H is nearly normal;
2. N and H are almost normal;
3. Sch(A,H, X±) is almost transitive by automorphisms compatible with the
covering;
4. N is normal, H/N is cyclic of prime order and Sch(A,H, X±) is almost
transitive.
For the proofs, we have A = G/L and, using the correspondence theorem,
it is therefore sufficient to prove the assertion when A = G is a free product of
copies of Z and of Z/2Z. See Lemmas 5.6 to 5.8 for the proofs in this case. As
an immediate corollary of the theorem, we obtain
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Proposition 5.3. Let A be a group with generating system X and B a quotient
by a finite normal subgroup. Then, Cayley graphs Cay(A, X±) and Cay(B, X±)
are quasi-isometric.
Proof. Simply apply part 2 of the theorem with N = {1} and H normal.
Lemma 5.6. Let N ≤ H ≤ G with N of finite index in H, N almost normal
and H almost normal or nearly normal. Then, Schreier graphs Sch(G,N , X±)
and Sch(G,H, X±) are quasi-isometric.
Proof. By Lemma 5.5,
Bl = sup{diam(ϕ
−1(Hf)) | f ∈ G, f−1Hf = l−1Hl, f−1Nf = l−1N l}
is finite. If H is almost normal, and since N is almost normal too, there is only
finitely many couples of the form (l−1Hl, l−1N l). Therefore, in B := sup{Bl |
l ∈ G}, we only have finitely many different terms and B is finite. We conclude
using Lemma 5.4.
If H is nearly normal, let M denote its normalizer. We have a sequence of
subgroups with finite index inclusion
N →֒ H →֒ M
withN almost normal andM normal. By Lemmas 5.1 and 5.3, this is equivalent
to the following sequence of coverings of finite degree
Sch(G,N , X±)
ψ
−→ Sch(G,H, X±)
ϕ
−→ Sch(G,M, X±).
Therefore, the first part of this lemma gives us
dN (v, w) −B ≤ dM(ϕ ◦ ψ(v), ϕ ◦ ψ(w)) ≤ dH(ψ(v), ψ(w)) ≤ dN (v, w),
where dN (v, w) is the distance in Sch(G,N , X±).
Lemma 5.7. Let N ≤ H ≤ G with N normal and H/N cyclic of prime order in
G/N . If the graph Sch(G,H, X±) is almost transitive, then it is quasi-isometric
to Sch(G,N , X±).
Proof. By Lemma 5.4, it is sufficient to find a universal bound B on the distance
between vertices in the same fiber. The graph being almost transitive, there is
a finite number of class of vertices under the action of its automorphism group.
It is thus enough to find bounds for fibers over vertices in the same class, the
bound B being the maximum over all these bounds.
Choose a vertex Hh in Sch(G,H, X±) and let g be an element of minimal
length in h−1Hh−N . Due to the structure of H, we have that h−1Hh = N〈g〉
and that the fiber over the vertex Hh is {Nh,Nhg, . . . ,Nhgp−1}. Hence the
distance between two of its elements is at most (p− 1)|g|. Indeed, the distance
between Nhgi and Nhgj is at most |i− j||g|. If Hf is in the same transitivity
class as Hh, then there is a bijection that preserves lengths between h−1Hh and
f−1Hf . Hence, we can choose g′ in f−1Hf−N of same length as g. Since H/N
is cyclic of prime order, we have f−1Hf = N〈g′〉 and, as before, the distance
between two elements of the fiber is at most (p− 1)|g′| = (p− 1)|g|.
16
Lemma 5.8. Let N ≤ H ≤ G be as in Theorem 5.1. If the graph Sch(G,H, X±)
is almost transitive by automorphisms compatible with the covering, then it is
quasi-isometric to Sch(G,N , X±).
Proof. Thinking in terms of subgroups, the automorphism ϕ of Sch(G,H, X±)
corresponds to a length-preserving isomorphism α : H → f−1Hf . The compat-
ibility with the covering is then equivalent to α(N ) = N . Fibers over vertices
H and Hf are respectively {N g | g ∈ H} and {Nfα(g) | g ∈ H}.
We have
N = N g ⇔ g ∈ N
⇔ α(g) ∈ α(N ) = N
⇔ Nf = Nfα(g).
Hence, the application N g 7→ Nfα(g) is a well-defined bijection between the
fibers. Therefore, if the fiber over H is given by {N g1, . . . ,N gk}, the fiber over
f−1Hf is {Nfα(g1), . . . ,Nfα(gk)} with |gi| = |α(gi)|.
Once again, we conclude using Lemma 5.4.
It is natural to ask if Theorem 5.1 can be extended. It may be possible, but
not in full generality. Indeed, there are examples of subgroups N ≤ H with
N of finite index in H but such that Sch(G,N , X±) and Sch(G,H, X±) are not
quasi-isometric. There are even such examples with N or H normal.
In order to show that some graphs are not quasi-isometric, we will use the
notion of ends. There are different equivalent definitions for the ends of a graph,
but for our purpose it is sufficient to know that the number of ends of a locally
finite graph Γ is the maximal number of infinite connected components of Γ−∆
where ∆ is a finite subgraph (not necessarily connected). The number of ends
is invariant under quasi-isometries. For a Cayley graph, the number of ends is
either 0 (if and only if the graph is finite), 1 (Zd with d ≥ 2 for example), 2 (if
and only if the group is virtually Z) or uncountable (Fn for n ≥ 2 for example).
We now exhibit two examples of N ≤ H such that N is of finite index in
H but the graphs Sch(G,N , X±) and Sch(G,H, X±) are not quasi-isometric.
Instead of describing the subgroups H and N explicitly, we will simply describe
their Schreier graphs and show that there exists an X-covering of finite degree
between them. Indeed, by Lemmas 5.1 and 5.3, this implies thatN is a subgroup
of finite index of H.
Example 5.1. The graphs of Figure 3 correspond to subgroups N ≤ H ≤
〈x, y〉 = F2 with N of index two in H. Since Sch(F2,H, {x, y}±) is X-transitive,
the subgroup H is normal. But Sch(F2,N , {x, y}±) has four ends while the
graph Sch(F2,H, {x, y}±) has only two ends. Therefore, the two graphs are not
quasi-isometric.
Example 5.2. The graphs of Figure 4 correspond to subgroups N ≤ H ≤
〈x, a | a2〉 = Z ∗ Z/2Z with N of index two in H. The covering is given
by the central inversion in respect to the middle point between the two black
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Figure 3: An X-covering between two Schreier graphs over the free group of
rank two. The root of the base graph and its two preimages are marked in
black.
vertices. Since Sch(Z ∗ Z/2Z,N , {x, a}±) is X-transitive, the subgroup N is
normal and Sch(Z ∗ Z/2Z,N , {x, a}±) ≃ Cay((Z ∗ Z/2Z)/N , {x, a}±). But
Sch(F2,N , {x, y}±) has two ends while Sch(F2,H, {x, y}±) has only one end.
Therefore, the two graphs are not quasi-isometric.
Graphs of Figure 5 shows a similar example, with N ≤ H ≤ 〈x, y〉 = F2.
Since Sch(F2,N , {x, y}±) is almost X-transitive, the subgroup N is this time
almost normal. In fact, N has only two conjugates: itself (corresponding to the
black vertex in Figure 5) and y−1Ny (corresponding to the dark gray vertex in
Figure 5).
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Figure 4: An X-covering between two Schreier graphs over 〈x, a | a2〉. The root
of the base graph and its two preimages are marked in black.
Since people are usually interested in Schreier graphs over free groups and
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Figure 5: An X-covering between two Schreier graphs over the free group of
rank two. The root of the base graph and its two preimages are marked in
black.
Cayley graphs without loops or multiple edges, it is natural to ask the following
question.
Question 5.1. Is it possible to find N ≤ H ≤ Fn such that N has finite index
in H, the Schreier graphs Sch(Fn,N , X±) and Sch(Fn,H, X±) are both simple
(without loop or multiple edges) and non quasi-isometric and such that at least
one of N or H is normal ?
The second part of Example 5.2 shows that this is possible if we replace
normality by almost normality and Example 5.1 shows that this is possible if
we do not ask the graphs to be simple.
6 Application to groups
We have seen that for a subgroup H of G, length-transitivity is a weak version
of normality. More generally, for any group A and subgroup H, asking for
the transitivity of Sch(A,H, X±) is a weak version of the normality. Since the
normality does not depend on the generating system, it is natural to ask if the
same is true for the transitivity of the Schreier graph. It turns out that this is
not the case. We will prove in the next proposition that for all subgroups, there
exists a (big) generating system such that the corresponding Schreier graph
is transitive. Moreover, even if we restrict ourself to “reasonable” generating
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systems, the only subgroups such that all Schreier graphs are transitive are the
normal subgroups (Proposition 6.2).
For a group A, denote by d(A) the number of elements of order 2 plus half
of the number of elements of order at least 3.
Proposition 6.1. Let A be a group and H any subgroup. Then there exists a
generating system X of size d(A) such that Sch(A,H, X±) is transitive.
Proof. Any group A can be decomposed as A = {1} ⊔ S ⊔ T ⊔ T−, where S
consists of elements of order 2, T of half of elements of order at least 3 and
T− of inverses of elements in T . Let X := S ∪ T . Then, X± = A \ {1} and
|X | = d(A).
Let A =
⊔
Hgi be the decomposition into right cosets. For each i and j,
there is an edge labeled by g from Hgi to Hgj if and only if g ∈ g
−1
i Hgj.
Since |g−1i Hgj | = |H |, for any two vertices in Sch(A,H,A), there is exactly
|H | edges going from v to w and this graph is transitive (it is a thick complete
graph). The edges labeled by 1 being always loop, the graph Sch(A,H, X±) is
also transitive.
We now prove that even if we restrict ourself to generating systems of size
at most rank(A) + 1, the fact that Sch(A,H, X±) is transitive does depend on
X if H is not normal.
Lemma 6.1. Let A be a group (not necessarily finitely generated) and let H
be a proper subgroup. Then there exists a generating system X of A such that
X ∩H is empty and |X | = rank(A).
Proof. Let X be a generating system of G such that |X | = rank(A). If X ∩ H
is empty, the assertion is true. Therefore, we can suppose that X ∩ H is not
empty. Since H is a proper subgroup, we also have X ∩ H 6= X . Thus, we can
order the elements of X and find an x0 ∈ X such that x ∈ X belongs to H if
and only if x < x0. Now, take Y := {x | x ∈ X, x ≥ x0}⊔{xx0 | x ∈ X, x < x0}.
This is trivially a generating system of the same cardinality as X , and Y ∩H is
empty. Indeed, if x ≥ x0 then x /∈ H. But if x < x0 and xx0 belongs to H, we
have x0 = x
−1xx0 ∈ H, which is absurd.
Proposition 6.2. Let A be a group and H a subgroup of A. If, for all generating
systems X of size at most rank(A) + 1, the graph Sch(A,H, X±) is transitive,
then H is a normal subgroup of A.
Proof. If H = A, there is nothing to prove. Therefore, we can suppose that H
is a proper subgroup and find, by the preceding lemma, a generating system X
such that |X | = rank(A) and X ∩ H = ∅. The Schreier graph Sch(A,H, X±)
is transitive by assumption and does not have loops since X ∩H = ∅. For any
h ∈ H, let Xh := X ⊔ {h}; a generating system of size rank(A) + 1. The graph
Sch(A,H, X±h ) is transitive and has a unique loop (labeled by h) at the vertex
H. Therefore, for all g ∈ A, the vertex Hg as a unique loop. The label of this
loop is h since the graph Sch(A,H, X±) has no loops at the vertex Hg. But
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this implies that for all g ∈ A, Hgh = Hg. Therefore, for all h ∈ H and g ∈ A,
ghg−1 belongs to H and we have just proven that H is normal.
In the following, we will only take in account locally finite graphs and finite
generating systems of groups. This is justified by the fact that if A is not finitely
generated, then |A| = d(A) = rank(A), but has other important consequences
for the study of Schreier graphs. For example, every connected, locally finite
transitive graph is a Schreier graph, see Section 3.
Due to Proposition 6.2, we know that the transitivity of Sch(A,H, X±) does
not only depends on H, but on X too if H is non-normal. This and Proposition
6.1 motivate the following definition.
Definition 6.1. A finitely generated A is strongly simple if for any generating
system X of size at most rank(A) + 1, and any proper subgroup {1} < H < A,
the graph Sch(A,H, X±) is not transitive.
It is immediate that strong simplicity implies simplicity and that cyclic
groups of prime order Cp are strongly simple. Indeed, such groups do not have
proper subgroups.
Proposition 6.5 shows the existence of infinite strongly simple groups, prov-
ing that the class of strong simple groups is not reduced to cyclic groups. On
the other side, the following proposition show that there exists (finite) simple
groups which are not strongly simple.
Proposition 6.3. For odd n ≥ 7, let Hn be the subgroup of An consisting of ele-
ments fixing n and let an := (1, 3, 4, 5, . . . n, 2) and bn := (2, 4, 6, . . . n−1, 1, n, n−
2, . . . , 5, 3). Then {an, bn} generates An and the graph Sch(An,Hn, {an, bn}±)
is transitive.
In particular, An is simple but not strongly simple.
Proof. We have that Hn is isomorphic to An−1 and has index n. Moreover, the
right cosets for Hn depend only on the preimage of n. Therefore, the action of
An on An/Hn is isomorphic to the action of An on {1, . . . , n}. It is then easy to
see that Sch(An,Hn, {an, bn}±) is isomorphic to the circulent graph C1,2n (see
Figure 6 for an example): each vertex i has 4 neighborhood: i ± 1, i± 2. Such
a graph is obviously transitive.
In order to finish the proof, we need to show that an and bn generate An.
For n ≥ 7, a direct computation gives bna−2n b
−1
n a
2
n = (4, 3, n− 1). We conclude
using the fact that (4, 3, n− 1) and an generates An for odd n ≥ 5 (see [11]).
The above proof does not work in the case where n = 5 or n is even. For
n = 5, the graph is still transitive, but b25 = a5 and therefore {a5, b5} does not
generate A5. A careful check shows that if Sch(A5,H5, X±) is transitive, then
X has at least 3 elements and 3 is possible (take a5, b5 and (1, 2, 3, 4, 5)). For
n = 6, we even have that if Sch(A5,H5, X±) is transitive, then X has at least
4 elements. More generally, for even n, let ci = (1, 2, 3, . . . , iˆ, . . . , n) (the cycle
(1, 2, . . . , n) without i). Then the ci’s generate An and Sch(An,Hn, {ci}±) is
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a7
b7
Figure 6: The graph Sch(A7,H7, {a7, b7}±).The root (the vertex Hn) is marked
in black.
transitive. In this case, we have a generating set of size n, which is small if we
compare it to d(An) >
n!
4 but big if we compare it to rank(An) = 2.
We now turn our attention on the cyclic subgroups of prime order.
Proposition 6.4. Let A be finitely generated group, X a finite generating sys-
tem, and K a cyclic subgroup of prime order. Then, in the graph Sch(A,K, X±),
each orbit is a finite union of X-orbits.
Proof. We have A = G/N , with G finitely generated. The subgroup K corre-
sponds to a subgroup H of G containing N . For any vertex Hg in the graph
Sch(G,H, X±) ≃ Sch(A,K, X±), its orbit [Hg] is the set of all vertices Hf such
that there exists an automorphism mapping Hg to Hf . Since K is cyclic of
prime order, we have g−1Hg = N〈h〉 for every h in g−1Hg−N . We can choose
h to have minimal length among elements of g−1Hg − N . For any vertex Hf
in [Hg], there exists a bijection from g−1Hg to f−1Hf which preserves lengths.
Hence, there exists h′ in f−1Hf −N which has same length as h; and we have
f−1Hf = N〈h′〉. Since G is finitely generated, its set of elements of length |h| is
finite. Thus, we have that the set of subgroups {f−1Hf | Hf ∈ [Hg]} is finite.
We conclude the proof using the fact that the X-orbit of Hg consists exactly of
vertices Hf such that f−1Hf = g−1Hg.
Corollary 6.1. Let A be a infinite simple group, X a finite generating system,
K a proper non-trivial subgroup and Γ := Sch(A,K, X±). Then AutX(Γ) has an
infinite number of orbits. Moreover, if K is cyclic of prime order, then Aut(Γ)
has an infinite number of orbits and therefore, Γ is not almost transitive.
Proof. Since A is infinite simple, it does not have any finite index subgroups.
Therefore, the number of X-orbits, which is [A : NA(K)], is infinite. The last
proposition implies that if K is cyclic of prime order, then the number of orbits
is also infinite.
Recall that a Tarski monster Tp is an infinite group such that every proper
subgroup is isomorphic to a cyclic group of order p, for p a fixed prime. It follows
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directly from the definition that every such group has rank 2 and is simple.
Ol’shanskii proved in [10] that there exists uncountably many non-isomorphic
Tarski monsters for every p greater that 1075.
Proposition 6.5. Let Tp be a Tarski monster, X a finite generating system,
K a proper non-trivial subgroup and Γ the corresponding Schreier graph. Then
AutX(Γ) = {1} and each orbit of Aut(Γ) is finite. In particular, Γ is not almost
transitive and Tarski monsters are strongly simple.
Proof. Due to the particular structure of subgroups in Tp, we have NTp(K) = K,
which implies that all X-orbits are singletons. Thus, AutX(Γ) = {1}. Since K
is cyclic of prime order, each orbit is a finite union of X-orbits and therefore
finite.
The existence of strongly simple infinite groups partially answer to a question
of Benjamini and Duminil-Copin:
Question 6.1. Does there exists a constantM such that every infinite transitive
(Cayley) graph Γ, not quasi isometric to Z, covers an infinite transitive graph
∆ of girth at most M and such that ∆ is non quasi-isometric to Γ ?
The original motivation for this question was a conjecture about the con-
nective constant of transitive graphs. This conjecture was solved by Grimmet
and Li in [6]. But the question of Benjamini and Duminil-Copin remains and
the following weak form is still an open problem:
Conjecture 6.1. Every infinite Caley graph Γ, not quasi isometric to Z, covers
an infinite transitive graph ∆ 6≃ Γ.
If we ask forX-coverings, the conjecture is false, with Cayley graph of infinite
strongly simple groups as counter-examples. This is a reason to believe that the
conjecture itself is false, with Cayley graph of strongly simple groups as possible
counter-examples.
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