Abstract
Understanding the neural coding of pitch and frequency is fundamental to the understanding of speech comprehension, music perception and the segregation of concurrent sound sources.
Neuroimaging has made important contributions to defining the pattern of frequency-sensitivity in humans. However, the precise way in which pitch sensitivity relates to these frequency-dependent regions remains unclear. Single-frequency tones also cannot be used to test this hypothesis since their pitch always equals their frequency. Here, temporal pitch (periodicity) and frequency coding were dissociated using stimuli that were bandpassed in different frequency spectra (centre frequencies 800 and 4500 Hz), yet were matched in their pitch characteristics . Cortical responses to both pitch-evoking stimuli typically occurred within a region that was also responsive to low frequencies. Its location extended across both primary and nonprimary auditory cortex. An additional control experiment demonstrated that this pitch-related effect was not simply caused by the generation of combination tones. Our findings support recent neurophysiological evidence for a cortical representation of pitch at the lateral border of the primary auditory cortex, while revealing new evidence that additional auditory fields are also likely to play a role in pitch coding. 
Introduction
Frequency is a well-established general organising principle throughout the mammalian auditory system and tonotopicity (the ordered spatial mapping of frequency sensitivity across auditory cortical fields) is organised in a consistent pattern across individuals. The sensation of pitch is associated with regularly repeating waveforms and pitch can be calculated from either the relative separation of the spectral components (along the frequency axis) or the periodicity (along the time axis) of a complex sound. It has correspondingly been suggested that pitch can be extracted centrally either in the frequency domain (spectral analysis) or in the time domain (period analysis).
At least one study searching for the neural basis of pitch has found no selectivity in the primary auditory cortex for any stimulus parameters that might be relevant for pitch perception (Schwartz and Tomlinson, 1990) . In contrast, other electrophysiological data have suggested that response sensitivity to periodicity is laid out in a spatially systematic manner, at least within the gerbil's primary auditory cortex Schulze et al., 2002) . Specifically, the spatial tuning for high-envelope frequencies, which generate a periodicity pitch, forms a circular periodicity gradient that is superimposed onto the linear tonotopic gradient. The precise geometry of the periodotopic gradient and its relationship with the tonotopic gradient varied across animals.
Nevertheless these authors report that the pitch-sensitive region typically encompasses a lowfrequency portion of the primary auditory cortex. Although the current status of the periodicity gradient is unclear, Bendor and Wang (2005) have recently confirmed an overlapping representation of pitch and frequency in marmosets with pitch-sensitive neurons biased towards lower frequency-sensitive regions at the anterolateral border of the primary auditory cortex. These neurons were responsive not only to low frequency pure tones, but also a range of pitch-evoking stimuli including missing fundamental harmonic complex sounds, click trains and iterated-ripplenoise (IRN) which can each generate a virtual pitch without energy at the fundamental frequency. At present, the relationship between the representations of pitch and frequency in humans can only be inferred from a synthesis of experiments which have examined these attributes separately and in different listeners. Given the known variability in auditory functional anatomy across different listeners (Patterson et al., 2002; Talavage et al., 2000; 2004) , it is important to validate the case in humans. We address this by testing two s pecific predictions; i) pitch and frequency representations are co-localised in the human auditory cortex, and ii) the common region of activation is located within a low-frequency dependent region that encompass es the anterolateral border of the primary auditory cortex. To co-localise the cortical region that is sensitive to pitch and frequency, our design crossed frequency (bandpassed at low and high centre frequencies) with stimulus type (single-frequency tone, IRN and random noise) to generate six stimulus conditions that each excited an equivalent distance along the simulated tonotopic scale (Figure 1 ). IRN was used to generate pitch in the time domain, so that period analysis could be isolated from that of spectral analysis. 
Subjects
Fourteen listeners volunteered to take part (mean age 31 years, range 20-48, five male, 12 right-handed). Subjects all had a hearing level 20 dB HL between 0.5 and 8 kHz and had no history of neurological disorders. All subjects gave informed written consent to participate. The stimuli were sequences of pure tones, random noise bursts and iterated-ripple-noise (IRN) bursts. IRN is perceived as a pitch superimposed on a background hiss. Each of the three types of carrier sound was presented at a low (800 Hz) and high (4500 Hz) centre frequency. Both the noise and IRN bursts had a 0.75 octave bandwidth around each centre frequency, hence the lowfrequency noise contained frequencies between 617 and 1038 Hz and the high-frequency noise between 3470 and 5836 Hz. For any IRN, pitch comes from having a periodic temporal structure that is created by delaying and adding the noise back onto itself . Increasing the number of delay-and-add iterations increases the temporal regularity in the signal, and hence the salience of the pitch. In the present experiment, all IRN bursts had a delay of 16.67 ms and a gain of +1.0, giving a pitch of 60 Hz. Repeating this delay-and-add process 16 times generated an IRN with a highly salient pitch percept. Temporal models of pitch perception predict that when the delay of both low-and high-spectrum IRN is the same then they have the same pitch.
The centre frequencies and passbands were selected to meet two criteria. First, conditions that differed in centre frequency should generate separately resolvable activation patterns across the auditory cortex given the spatial resolution of the functional magnetic resonance imaging (fMRI) protocol. Based on previous data, two pure tones separated in frequency by two octaves frequency are expected to elicit activation peaks approximately 6 mm apart along the tonotopic gradient (Romani et al., 1982; Pantev et al., 1988) . Given that our selected centre frequencies were separated by five octaves and our resolution was 3.25 mm 3 , the activation peaks should be easily resolvable.
Second, conditions matched for centre frequency should evoke similar neural excitation patterns across the basilar membrane. Both the noise and IRN were matched for spectral energy at each of the two centre frequencies. The IRN and the noise excited the same frequency channels of neural activity, according to a computational model of cochlear function , and simulations of the neural excitation pattern shown in Figure 1 demonstrate them to be equivalent.
Following the neuroimaging studies of Griffiths et al. (1998) and Patterson et al. (2002) , the lowfrequency cut offs were chosen to ensure that neither IRN stimulus contained energy at the frequency of the 60 Hz pitch nor contained any resolved spectral peaks at the higher frequencies. Hence, the pitch percept is wholly based on extracting time intervals (periodicity) rather than spectral peaks from the neural pattern in the auditory nerve. 
fMRI protocol and listening task
The scanning study consisted of one 30-minute listening experiment, plus an 8-minute anatomical scan. In the experiment, subjects lay with their eyes closed while listening to sound stimuli presented using an integrated functional imaging system (MRI Devices Corporation, USA).
The sound output level was fixed for all subjects and the average output, measured at the headphones using a sound level meter, was 86 dB SPL so that the stimuli were clearly audible with respect to the scanner noise. Sound sequences were presented in a randomised order interleaved with a silent condition to provide a baseline control. Each sound condition was presented 28 times to provide reliable estimates of stimulus-specific activation. A simple task to confirm subjects' arousal was to make a right index finger button press at each occurrence of a silent condition. All subjects complied with the task instructions, but accuracy was not logged.
Scanning was performed on a Philips 3 T MRI Intera using an 8-channel SENSE head coil with a Velcro strap to gently restrain head movements. 1.647 s, enabling the stimulus sequence to be presented in the quiet periods between scans. This protocol has been shown to avoid any interference of the scanner acoustic noise (Hall et al., 1999) .
Data analysis
Analysis was conducted using SPM2 (http://www.fil.ion.ucl.ac.uk/spm). The functional time series was realigned to the middle scan of the series and the anatomical scan was then coregistered to the mean of the realigned images so that, for each individual, both types of scan mapped onto one another. Individual datasets were normalized to a standard brain space by first calculating the linear and nonlinear transformations required to map the segmented grey matter of the anatomical scan to a grey matter T1-template. These transformations were subsequently applied to the coregistered anatomical and functional scans to maintain a reasonably precise mapping between structure and function. The functional data were upsampled to 2 mm 3 resolution and then smoothed with a
Gaussian filter of 5 mm 3 (full width half maximum) to reduce the effects of residual population variability in normalised brain shape.
A general linear model was first fit to each individual's data. The model described the time series signal at each voxel as a linear combination of the six stimulus conditions and the six head movement parameters, plus the mean and a residual error term. Statistical contrasts defining each of the differential responses to frequency and periodicity were specified by a T contrast between the relevant stimulus conditions. For example, low-frequency activation was identified by subtracting the high-frequency pure tone and noise conditions from the two matched low -frequency conditions, while high-frequency activation was identified by the converse statistical comparison. The response to periodicity was represented by subtracting the two noise conditions from the two IRNs. Secondlevel, one-sample T tests were performed on the resulting statistic images to account for both the within-and between-subjects variance across the group and thus enable an estimate of the generality of each effect. To test the first prediction, the dominant patterns of periodicity and frequency sensitivity were determined using one-sample T tests. We used two different probability thresholds i) p<0.001 uncorrected and, ii) p<0.05 with control for a false-discovery rate, to explore the patterns of activation within a region of interest (ROI) defined by the outermost boundary of the sum of the three primary auditory fields (Te1.0, Te1.1 and Te1.2) on Heschl's gyrus (HG) ) and the planum temporale (PT) (Westbury et al., 1999) . The location and extent of significant activity are reported in Table 1 . We define low-frequency-dependent response regions (lowFDRRs) as those exhibiting a significantly greater response to the tones and noise with a low centre frequency than a high centre frequency. For the general frequency contrast that combined both tone and noise conditions, low-FDRRs ( Figure 2A , the response to periodicity is marked in green and yellow, where the latter highlights activity that co-occurred with one of the frequency regions. In fact, 44% of the periodicity response occurred within voxels that also responded to low frequencies (23/77 voxels on the left side and 108/220 on the right). The response to temporal pitch did not overlap with the high-FDRR. As Figure 2A clearly demonstrates, the general low-FDRR was by far the most extensive region of activity and the effect of temporal pitch partly overlapped with it in a restricted area that was centred on lateral HG and anterolateral PT. Although Figure 2 illustrates only those results Does the conjoint response to periodicity and low frequency involve the primary auditory area ?
Our first concern was how well the region co-sensitive to temporal pitch and low frequency might correspond to primary auditory cortex. It is well-documented that single frequency tones strongly drive neurons in primary auditory fields, whereas they weakly drive neurons in nonprimary auditory cortex. Hence, a strong response to pure tones can serve as a marker for the primary auditory cortex (Wessinger et al., 2001) . To derive our functional marker for the low-frequency portion of the primary auditory area, we therefore computed the low-FDRR for the pure tone and noise contrasts separately (p<0.001 uncorrected). As expected, the frequency-related activation was more extensive for the noise than for the tone contrast (821 vs 616 activated voxels) ( Figure 2B -C). For the pure tones, the co-localisation of low frequency and periodicity appeared to be somewhat restricted to portions of HG (see the right hemisphere of slice 2 of Figure 2B ). We quantified this degree of coincidence between the conjoint activity (for periodicity and the tone-alone low-FDRR) and the primary auditory cortex. The latter region was anatomically defined using probabilistic estimates of Te1.0, Te1.1 and Te1.2 given by the SPM2 anatomy toolbox (Eickhoff et al., 2005; Morosan et al., 2001 ). In the right hemisphere, 60% (29/48 voxels) of the conjoint activity involved these primary fields, while in the left hemisphere it was 47% (8.4/18 voxels). The peaks of the conjoint activity were located in lateral HG (Te1.2) with a probability of 70% in the right (x 58, y -6, z 0) and 10% in the left (x -54, y -18, z 6). Thus, as far as it is possible to determine from the F o r P e e r R e v i e w 10 functional and anatomical evidence, the region jointly sensitive to periodicity and low frequency probably includes the primary auditory cortex, although not exclusively.
A consistent mapping of periodicity? One conceptualisation of a pitch map is that pitch values are represented in a spatially-ordered manner and that the response to individual values of pitch is invariant across different stimulus types. For example, preliminary neurophysiological demonstrations have revealed that pitch-selective neurons share a similar tuning for pure tones and missing fundamental harmonic-complex tones (Bendor and Wang, 2005) . Thus, pitch constancy would predict that stimuli with an identical periodicity but different spectra will still share a neural code for pitch. The data permit us to examine this issue by considering the effects of periodicity separately for the two IRN conditions. We define the effect of low-spectrum IRN by the subtraction of the low-frequency noise from the low-frequency IRN. The effect of the high-spectrum IRN is the equivalent contrast for the high-frequency stimuli. Since the two pairs of comparisons are independent, a conjunction analysis was performed in SPM2 to identify auditory brain areas that were typically responsive to both IRNs (Nichols et al., 2005) . The conjunction of the two contrasts revealed bilateral activity on the posterior edge of HG (9 and 38 voxels on the left and right sides respectively). Because of the smaller dataset sizes, the results reached significance only at the uncorrected level (P<0.001). The peaks of activity most likely corresponded to the primary field Te1.0; with a 30% probability on the left (-54, -20, 8 mm) and a 70% probability on the right (54, -16, 6 mm). Common pitch-related activity was again predominantly encompassed within the low-FDRR ( Figure 2D ). In summary, these data support the claim that the pitch-related response is somewhat constant across two pitch -evoking stimuli that differ spectrally. While this is consistent with the notion of a pitch map, our evidence is not definitive since one would also be required to demonstrate an orderly progression of response preferences across a range of fundamental frequencies. The combined group results generally support both main hypotheses; sensitivities to periodicity and low-frequency were typically co-localised and this region encompassed primary auditory cortex in the lateral part of HG, as well as adjacent nonprimary regions. Unfortunately in fMRI, the degree of spatial precision in identifying patterns of functional activity is somewhat obscured by the data averaging procedure necessary for the group analysis. In addition, residual anatomical variability in the arrangement of the auditory fields across brains is without question Rademacher et al., 2001 ) and individual variability in the distribution of functional activation is observed both for frequency (Formisano et al., 2003; Talavage et al., 2000; 2004) and pitch (Patterson et al., 2002; Penagos et al., 2004) . To circumvent these problems, we reanalysed the data using individual analyses based on image data that were more lightly spatially For each listener, we determined the number of voxels that were sensitive to both periodicity and low-and high-frequency respectively. Once again, the FDRRs were defined by contrasts for the tone and noise conditions combined and we report the results at two different probability thresholds within the ROI; i) p<0.001 uncorrected and, ii) p<0.05 corrected for a falsediscovery rate. Counts of the number of activated voxels are reported in Table 2 . Unlike the group results, the individual data revealed that, in some listeners, both left and right auditory cortices were This test confirmed that the proportion of the periodicity-related response occurring within the low-FDRR was reliably greater than that in the high-FDRR ( 2 = 124.2 in the left hemisphere and 2 = 270.9 in the right hemisphere, p<0.001). Note that the analysis was performed on the proportions of co-activity and so does not bias against the smaller sizes of the high-FDRR.
Individual listeners
The same pattern was maintained for the results reported at the corrected statistical threshold, but this more stringent procedure lead to a greater number of zero cases.
In summary, the individual results again support the view that frequency and periodicity coding have a common neural substrate in the human auditory cortex, and this is typically shifted towards the low-frequency-sensitive region. ** Table 2 **
Experiment 2 :
A reasonable rationale for using IRN stimuli to examine pitch coding in the central auditory system was that it built on a large body of existing evidence on temporal pitch in humans using both Although the IRN input contains no spectral information at the frequency at which the pitch is heard, when those IRNs are presented at the high sound levels required for fMRI, additional combination tones are generated by the nonlinear mechanics of the cochlea. The combination tones include a peak at the frequency of the pitch and peaks of decreasing energy across the higher harmonics. There are large individual differences in the audibility of combination tones but, on average, the fundamental component becomes detectable when the complex tone reaches a presentation level of about 67 dB SPL (Plomp, 1965) . This phenomenon is a major confounding issue in many studies of periodicity coding and the presence of significant distortion has recently been demonstrated in the neural representation of pitch in the inferior colliculus (McAlpine, 2004) .
As a consequence, the simplest explanation of the results reported in Experiment 1 is that the lowfrequency area merely responded to the distortion produced by the high-pass filtered IRNs that corresponded to the fundamental frequency. In Experiment 2, we controlled for the effects of distortion in temporal pitch coding by add ing a low-frequency masker noise to the stimuli.
Four of the original listeners returned to participate in Experiment 2 (listeners i, xi, xiii and xiv). All of these listeners had produced the typical pattern of periodicity-and frequency-related responses reported in Experiment 1. Stimulus parameters, protocol for the fMRI experiment and image analyses were the same as those described in Experiment 1; the only difference being that all the stimuli were resynthesised with the addition of a low-frequency noise masker. The masker contained frequencies between 25 and 150 Hz to encompass both the fundamental frequency and the second harmonic component of the pitch-evoking IRNs. The average energy across frequencies in the passband of the masker was matched to the energy of the components in the IRN (-39 dB relative to the maximum scale). Psychophysical (Pressnitzer et al., 2001 ) and physiological 
Results
We report the results for individual listeners because there was insufficient power to combine the data in a group analysis (Table 3) . Although the mean response was predominantly driven by one listener (xiv), at least a small amount of significant periodicity-related activity was observed in all four listeners. Thus, the addition of masker noise to remove the contribution from any neural energy at the fundamental frequency of the pitch did not eliminate the IRN effect. In line with the results from Experiment 1, periodicity coding generally engaged parts of lateral HG and anterolateral PT. For example, the peaks of the periodicity response for listener (xiv) were at the coordinates -50, -8, 2 mm and 64, -12, 4 mm. Although the amount of periodicity-related activation varied from listener to listener, it was again more likely to overlap with the low-than the high-FDRR. When the voxel counts reported at the uncorrected threshold (p<0.001) are expressed as a mean percentage, 40% (86/215 voxels) of the total pitch-related activation occurred in the low-FDRR, while a mere 1% (3/215) occurred in the high-FDRR. These results rule out the explanation that the lo w-frequency area simply responds to the spectral distortion produced by IRN stimuli.
Discussion
Our results in human auditory cortex are entirely consistent with the neurophysiological evidence for a role in coding both frequency and pitch properties of sound. Our experiment revealed a good correspondence between sensitivity to low-frequency and periodic structure that included the two lateralmost primary fields (Te1.0 and Te1.2) and extended posteriorly across part of PT. This pattern of activation was repeatedly identified for a majority of listeners and had a fairly consistent position relative to anatomical landmarks. Pitch-selectivity was established by the general response to temporal pitch, which was constant across two different frequency carriers, and by ruling out peripheral explanations in terms of spectral distortion. We therefore propose that this result represents a signature pattern of cortical periodicity and frequency sensitivity. Our findings are important because they corroborate a homology across human and non-human primate species for a pitch processing centre at the lateral boundary of the primary area, yet they are also intriguing because they direct neurophysiologists to explore pitch sensitivity in surrounding auditory fields.
How confident are we that both IRNs generate a pitch percept? Oxenham et al. (2004) recently demonstrated that the location along the tonotopic axis of the temporal acoustic information can severely impact on the perceived pitch. Transposing low-frequency temporal finestructure information to locations in the cochlea tuned to high frequencies impaired pitch perception temporal pitch information by the ir waveform fine structure. Thus the differences in pitchrelated activation between the low-spectrum and the high-spectrum contrasts are unlikely to be due to any inability to hear a pitch in the high-spectrum IRN.
Interpreting the fMRI results with respect to probabilistic anatomy suggested that the response to periodicity engaged primary, as well as nonprimary, auditory cortical regions. This result calls for further scrutiny, not least because Schwarz and Tomlinson (1990) To what extent this pitch area represents or unifies both spectral and temporal pitch processing strategies has yet to be resolved. Nevertheless, a body of human imaging research demonstrates a consistent involvement of lateral parts of the auditory cortex around HG in coding a wide range of pitch-evoking stimuli containing spectral components that are either resolved or unresolved by the auditory system. The technique of fMRI has been most successful in defining the region of the human auditory cortex that is sensitive to pitch processing. These results have demonstrated a restricted region within lateral HG that is sensitive to harmonic-complex tones containing resolved and/or unresolved harmonics . Source estimates for magnetoencephalography (MEG) data are consistent with this auditory region being responsible for the analysis of other pitch-evoking stimuli including click trains (Gutschalk et al., 2002) , tones in noise and Huggins pitch (Chait et al., 2006) . By far the most commonly used pitch-evoking stimulus is the temporal pitch, IRN. Again, lateral HG appears to be strongly responsive to an IRN relative to a spectrally-matched noise; measured using fMRI (Barrett and Hall, 2006; Griffiths et al., 1998; Hall et al., 2005; Patterson et al., 2002) and MEG (Krumbholz et al., 2003; Ritter et al., 2005) .
Several workers have used MEG to map the axis of pitch coding and to define its spatial correspondence to the underlying tonotopic organisation in the same listeners. Langner et al. (1997) have argued for two linear tonotopic and periodicity gradients across human auditory cortex oriented at approximately 90˚ to one another. This interpretation remains controversial; first, because frequency sensitivity was mapped using single sinusoids which do not separate frequency from periodicity representations and second, because the conclusion assumes that the mean orientation is the most representative summary of the individual results (Lütkenhöner, 2003) .
Subsequent MEG studies have addressed the first criticism by independently manipulating frequency and periodicity using harmonic-complex tones, but have failed to replicate this orthogonality. Instead, the results appear to reveal that the spatial representation of spectral content dominates over periodicity pitch (Cansino et al., 2003; Crottaz-Herbette and Ragot, 2000 to a p<0.05 threshold, controlled for a false discovery rate. Except for the high-FDRR, peaks are significant at both statistical thresholds. Confidence ratings for the localization of these peaks are taken from the probability values corresponding to those co-ordinates reported for subdivisions of HG using the SPM anatomy toolbox (Eickhoff et al., 2005) and of PT using the values given by Westbury et al. (1999) . Table 2 . Individual patterns of periodicity-and frequency-related activation, and their intersections, from Experiment 1. The number of suprathreshold voxels within the ROI are reported separately for the left and right auditory cortex and for the same two probability thresholds that are described in Table 1 . Table 3 . Individual patterns of periodicity-and frequency-related activation, and their intersections, in Experiment 2. As in Table 2 , the number of suprathreshold voxels within the ROI are reported separately for the left and right auditory cortex and for two probability thresholds. Table 1 . The location and extent of frequency-and periodicity-related activation resulting from the group-averaged analyses. Co-ordinates and Z values are reported for the peaks of maximum significance within each cluster. We report two values for the cluster size; the first value relates to a p<0.001 threshold uncorrected for multiple comparisons and the value in parentheses relates to a p<0.05 threshold, controlled for a false discovery rate. All peaks are significant at both statistical thresholds. Confidence ratings for the localization of these peaks are taken from the probability values corresponding to those co-ordinates reported for subdivisions of HG using the SPM anatomy toolbox (Eickhoff et al., 2005) and of PT using the values given by Westbury et al. (1999) . i  94  49  59  24  0  1  290  233  11  78  ii  329  148  142  98  0  0  417  323  1  106  iii  0  31  0  17  0  0  427  383  100  65  iv  2  0  0  0  0  0  405  304  59  128  v  114  189  53  66  0  0  173  110  31Table 2 . Individual patterns of periodicity-and frequency-related activation, and their intersections, from Experiment 1. The number of suprathreshold voxels within the ROI are reported separately for the left and right auditory cortex and for the same two probability thresholds that are described in Table 3 . Individual patterns of periodicity-and frequency-related activation, and their intersections, in Experiment 2. As in Table 2 , the number of suprathreshold voxels within the ROI are reported separately for the left and right auditory cortex and for two probability thresholds. 
