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Abstract 
We study some functionals related to the windings of the planar Brownian loop. We derive 
an analogue to Green's formula in the case where the boundary is given by a planar Brownian 
loop. This leads to geometric approximations of L6vy's stochastic area, 
R~sum~ 
Nous 6tudions certaines quantit6s associ6es aux nombre de tours effectu6s par le lacet brownien 
plan. Nous 6tablissons un analogue de la formule de Green dans le cas off l'on int&gre par rapport 
fi un lacet brownien plan. Ceci entraine des approximations g6om&riques de l'aire de L6vy. 
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1. Introduction 
Lorsque 7 = (~t, 0 ~< t ~< 1 ) est un lacet continu dans le plan complexe, on peut d~finir 
autour de tout point z de son compl6mentaire l ' indice nz de ~ autour de z. Lorsque 7 
est C 1, on a 
1 ~o 1 7'(s)ds 
nz = ~i  ~s--Z 
Lorsque 7 est suffisament r~gulier, en particulier si 7 est C ~, nz est int6grable car n= 
est nul sauf sur un compact K et car 
I.zl dz _< ' L~s - zl d~ < 
off 11" I] d6signe la norme L ~,  et off, ici comme dans la suite, (dz) d6signe la mesure 
de Lebesgue sur R 2 identifi6 h C. 
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Dans ce cas, on peut alors 6crire la formule de Stokes en dimension 2 (ou formule 
de Green): Pour toute fonction F du plan complexe dans lui-m6me, C 2 comme fonction 
de /~2, 
/o' dz = F(ys) A dT, (1) 
ot~ (ees notations seront conserv6es darts la suite) 
• F(y~ ) A dTs= Fl(ys)dT~ - F2(Ts)dy] avee F = F 1 + iF 2 et Y = 71 + i7 2. 
• f (z)  = V" F(z) =- O~-~-F(z ) + OFe(z)oz 2 0~1 Z = Z 1 "~ 
I 
iz 2 . 
Lorsque y n'est pas assez r6gulier, nz peut ne pas ~tre localement int6grable: dans 
ce cas nz "explose" au voisinage du lacet 7. Par exemple, dans le cas off 7 = Zest  
un lacet brownien standard (i.e. Z = (X, Y), off X et Y sont deux ponts browniens 
standards ind6pendants, voir par exemple Revuz et Yor (1991, pp. 35 et 146)ou Yor 
(1980) pour des d6finitions et propri6t6s du pont brownien) que nous allons 6tudier, 
~ lnz l  oo p.s. dz 
2 
(voir par exemple L6vy (1965), p. 247, (16)), ou bien Wemer (1994b) pour le eas du 
mouvement brownien non-conditionn6). L'explication heuristique de ce fait est que le 
lacet brownien effectue trop de petits tours. Dans ce cas, on ne peut done plus d~finir 
le terme de gauche dans (1). Par contre comme (Z~, s ~< 1 ) est une semi-martingale par 
rapport/t une filtration appropri~e (voir encore Revuz et Yor (1991), Yor (1980), ou 
Yor (1992), Ch. 1), pour une discussion d6taill~e) f~ F(Zs)A dZ~ a toujours un sens 
en termes d'int6grales tochastiques. Par exemple dans le cas off F(z) =-z/2 (dans ce 
cas f ( z )  = 1), f l  F(ys)A dy~ est l'aire de L6vy A du laeet brownien 7. Notre but 
dans ee travail est de donner un sens ~ f~2 f(z)nz dz eomme limite d'approximations 
convenables et d'obtenir l'analogue de (1) pour eette limite. 
Plus pr6cis~ment, on d6finit pour tout ~ > 0 et pour tout point z, l'approximation 
suivante de nz: 
1/01 
nz ~ ~ i 
o£1 cette int6grale est une int6grale de Stratonovich "g~n6ralis~e" que nous d6finirons 
dans la partie 3. Heuristiquement, n~ s'interpr+te comme le nombre de tours effecm6s 
par Z autour de z / l  l'ext6rieur du disque de centre z et de rayon s. Lorsque z est fix6 
dans le compl6mentaire de {Zt, t ~< 1 }, il est facile de v~rifier que n~ = nz pour tout 
suffisament petit. Le premier r6sultat principal de eet article est le suivant: 
Th~orOme 1. Pour toute fonction F du plan complexe dans lui-mYme, C 2 comme 
fonction sur R 2, on a 
1 
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o~ ~ indique la convergence n probabilitk et off l'intkgrale stochastique du terme 
(P) 
de droite est l'intkgrale de Stratonovieh usuelle. 
Remarquons tout de suite que lorsque F(z)  = z/2, alors f = 1 et (2) s'6crit 
/. /0 - Z~ 6Zs ) = ~ (ZIs dZ2s - Z] dZls ) = .A. 2nzd z ~ 2 (Z s 622 2 , 1
Ceci est une approximation de l'aire stochastique de L6vy .4 du lacet brownien. 
(3) 
Nous utilisons ensuite ce r6sultat pour &ablir une autre approximation g6om&rique 
de .A qui ne fait plus intervenir l'approximation n~. Si Se d6signe la saucisse de Wiener 
de rayon e associ6e au lacet brownien plan Z, on a le  th6or6me suivant: 
Thborbme 
f~2 \st 
Une des 
. 
n:dz ~-~0 A. 
(P) 
motivations de ce travail a 6t6 donn6e par de r6cents travaux de physiciens 
th6oriciens (voir notamment Comtet et al., 1990, Wheatley et Schofield, 1992, Gavazzi 
et al., 1993) dans lesquels la mod61isation de certains yst6mes de particules fait ap- 
paraitre des quantit6s associ6es aux nombres de tours du mouvement brownien plan. 
Certaines de ces quantit6s (fR2 nz dz ou fR2(nz)2dz qui sont associ6es ~ des grandeurs 
physiques) divergent en raison du trop grand nombre de petits tours effectu6s par le 
lacet brownien, qui correspondent ~ une limite pour laquelle la mod61isation du syst6me 
n'est plus valable: Tr6s grossi6rement parlant, on ne peut pas n6gliger les interactions 
autres que magn6tiques ntre deux particules eharg6es de m6me signe lorsqu'elles ont 
trop proches. I1 semble done int6ressant d'6tudier les fonctionnelles a soci6es par exem- 
ple ~ nz ~ qui mod61ise d'une certaine faqon le fait que deux particules ne peuvent passe 
rapprocher ~moins de e. L'6tude des quantit6s associ6es/l f•2(nz) 2 dz fait l'objet d'un 
autre article (Werner, 1994c). Remarquons que la loi de l'indice nz du lacet brownien 
autour d'un point z a 6t6 calcul6e explieitement par Yor (1980) et Edwards (1967) 
(ce dernier par des consid6rations physiques). Dans notre 6tude, nous consid6rons des 
variables al6atoires qui d6pendent des lois jointes des (n:,z E ~2), ce qui constitue une 
approche assez diff6rente. 
Le plan de cet article est le suivant: Nous allons tout d'abord montrer quelques 
r6sultats ur l'int6grale de Stratonovieh par rapport /l un lacet dans les parties 2 et 
3. Dans la partie 2, nous allons montrer en particulier la convergence vers l'int6grale 
de Stratonovich usuelle de l'int6grale de Riemann par rapport h des approximations 
de Z par des lignes bris6es. Dans la partie 3, nous allons d6finir une g6n6ralisation 
de l'int6grale de Stratonovitch usuelle par rapport fi un lacet brownien en exploitant 
le retournement du temps. Dans la partie 4, nous allons d6finir nz ~ et 6tudier cer- 
taines de ses propri6t6s grfiee aux r6sultats des parties pr6c~dentes. La partie 5 est 
consacr6e ~t la d6monstration du Th6or6me 1, en exploitant les parties pr6c6dentes et 
la formule de Stokes usuelle pour les lignes bris6es. La sixi6me partie est consacr6e 
certaines remarques concernant quelques g6n6ralisations du Th6or6me 1. Enfin, dans 
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la septibme t demibre partie, qui est consid6rablement plus longue et plus technique 
que les pr6c6dentes, nous &ablissons le Th6or~me 2. 
2. Approximations d'int6grales tochastiques 
Dans cette partie X = (X 1 ..... X d) d6signera une semi-martingale dans R d. Pour 
toute fonction G, C l de ~d dans ~, on d6finit l'int6grale de Stratonovich fd G(Xs)6Xs 1
de G(X) par rapport ~ X 1 par: 
1 1 l~_~fol~jxj(Xs)d(Xi,XJ) s fo G(X')6Xs'= fo G(Xs)dYsl-k 21= 1 " 
(oh l'int6grale f01 G(Xs)dXs I d6signe l'int6grale d'It6 usuelle). Cette int6grale coincide 
avec la limite en probabilit6 des approximations 
1 k-l 
5 (6(x(;+' ) + 6(x//k ))(x(1,+, )/k - x,)k ) 
i=0 
(voir par exemple Ikeda et Watanabe 1981, p. 106). 
Nous allons montrer la convergence d'autres approximations d'int6grales stochas- 
tiques: 
Proposition 3. Si pour tout j E {1 .. . . .  d}, d(Xl,XJ)s << ds alors pour toute mesure 
de Probabilitd # sur [0, 1], les approximations 
Z a(Xi/k Al- u(X(i+l)/k -Xt/k))dlA(l l)  ( (i+l)/k --Xi)k) 
i=0 
convergent en probabilitd lorsque k ~ c~ vers 
Cette proposition est ta g6n6ralisation d-dimensionnelle du Th6orbme 1 de Yor (1977) 
qui traite du cas des semi-martingales r6elles. L'id6e de la d6monstration de cette 
proposition est similaire h celle de Yor. 
Preuve. Nous allons tout d'abord supposer que G est ~ support compact K. Comme 
de plus G est C l, la diff6rentielle 
~3G 
. . . . .  
est uniform6ment continue sur ~d et donc, pour tout x E ~d et h E ~d, 
dJ-'htOG x G(x + h) = G(x) + ~.~ .-~ixi ( ) + []hllFx(h) 
i=1 
off 
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sup IFx(h)l h-~o O. 
xEK 
Alors pour tous k > 0, i E {0 . . . . .  k - 1}, u E [0, 1], 
G(Xi/k + u(X(i+,)/k - Xi/k ) ) = G(Xi/k ) + u ~ O-~G-G(xi/k )(X(Ji+, )/k - X//I, ) 
j= l  OXj 
+ullX.+ )/k - X /kll Fx,,,(u(X(i+l)/k - Xi/k )). 
D'autre part, d'apr~s le lemme de Fatou et le fait que X est continue (et donc uni- 
form6ment continue sur [0, 1]), pour tout ¢ > 0, r/ > 0, on peut choisir 6 > 0 de telle 
sorte que, 
P (sup ,Xs -Xt ,  > r/)~<E. 
\ v~< l,t<<, l 
Alors, en utilisant la convergence uniforme de Fx(.), on en d6duit que pour tout c > 0, 
q > 0, il existe k0 tel que 
P (3k > ko,3i E {0 . . . . .  k -  1},3u ~ [0, 1], IFx,,(u(Xci+,)/~- Xe/D)I >~r/) ~<¢ 
et donc, 
( /0 ) P 3k > k0, sup [Fx,,k(u(X(i+l)/k -X//k))ld/~(u)>~r/ <~c. iE{O,...,k-1} 
On en d6duit alors ais6ment que pour tout j E {1 . . . . .  d}, 
1 k-I 
1 ' d#(u) Z(X(i+l)/k 1 j X j ))kS_.~O" -- Yi/k)(Yii+l)/k -- i/k )FXi,,(U(X(i+l)/k -- Xi/k (p) i=0 
Mais 
k- I  
)k._~ f l  G(Xs)dXs I ~-'~(x(li+')/k-Xi}k)a(xi/k L: Jo 
i=0 
et pour tout j E {1 . . . . .  d} (voir e.g. Revuz et Yor, 1991, p. 126) 
k-l ¢3 1 
Z(X( i+ l ) /k  1 j _Xi/k)_~(Xi/,  ) ~ f (3G (Xs)d{X,,XJ)s ' 1 _ Xi/k)(X(i+l)/, j G I ,~  
i=O ~.Aj L JO ~XJ 
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on a donc finalement: 
1 k-1 
fo d#(u) Z (G(Xi/k + u(X(i+l)/, l - X//k ) ) (X .+ l)/k --  X,}k))  
i=0 
(P) Jo j= l  
ce qui prouve la proposition lorsque G est fi support compact. 
Supposons maintenant que G n'est pas fi support compact. Nous allons consid6rer 
des approximations fl support compact de G pour lesquelles nous utiliserons le r6sultat 
pr6c6dent. On d6finit pour tout M > 0, une fonction GM de ~d dans ~ de telle sorte 
que 
• GM est C 1 
• GM ---- G sur la boule B(0,M) 
• Le support de GM est inclus dans la boule B(0,M + 1) 
D'apr6s la premiere partie de la preuve, pour tout M > 0, 
1 k - I  
fo dp(u) Z (GM(Xi/k + - Yi/k))(X(li+l)/k -- Xi~ k )) u(X(i+l )/k 
i=0 
(P) Jo  j= l  ~xj 
Par ailleurs, on peut noter que 
P (3(i, k, u), GM (Xi/k + u(X(i+D/k - X~/k )) ~ G(Xi/k + u(X(i+l)/k -- Xt/k ))) 
 <P(sup IIX ll > M) 
s41 
M~O 
et de m6me 
P(3s<. 1, G(Xs) # GM(Xs)) ~<P(sup [[X~[[ > M)M~-~O. 
s<~l 
On en d6duit alors imm6diatement la convergence en probabilit~ recherch6e. [] 
Nous allons maintenant donner une simple consequence d  cette proposition qui nous 
servira dans la suite. Pour tout k > 0, on d6finit Pk(X) l'approximation polygonale de 
X de la faqon suivante: Pour tout i E {0 .. . . .  k - 1} et pour tout u E [0, 1], 
(Pk (X)  )(i+u)/k ~- Xi/k --~ u(Y(i+l)/k - Xi/k ). 
Heuristiquement Pk(X) est la ligne bris6e passant par les points Xo,X1/k,Xz/k .. . . .  X1. 
On a alors: 
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Corollaire 4. Pour toute fonction G, C l de R d dans ~, rintkgrale de Riemann 
o I G(Pk(X)s )d(ek(x  I ))s 
converge en probabilit~ lorsque k -~ oo vers l'int~grale de Stratonovich 
f ~ G(X,),~Xs ~. 
Ce corollaire st juste une r66criture de la proposition dans le cas off/~ est la mesure 
de Lebesgue sur [0, 1] en remarquant que 
~ 1 G(Pk(Xls)d(Pk(X 1))s 
,,( So ) =Z (X( l -Xi}k) duG(Xi/k+U(X(i+,)/k-Xi/k)) i+ 1 )/k 
i=0  
3. Une int~grale de Stratonovich par rapport h un pont 
Nous allons maintenant exploiter une simple remarque de retoumement du temps 
pour d6finir un analogue ~ l'int6grale de Stratonovich par rapport ~ un pont pour 
des fonctions G qui ne sont pas C 1. Dans cette pattie, (Xs,s<<, 1) d6signe toujours un 
pont Brownien d-dimensionnel standard (i.e. les d coordonn6es sont des ponts brown- 
iens standards unidimensionnels ind6pendants). Le processus retoum6 (.~s,S<~ 1) de X 
d6fini par )?s = Xl-~ est alors 6galement un pont standard par rapport ~ une filtration 
appropri6e. Lorsque G est une fonction mesurable localement bom6e de •d dans ~ on 
d6finit: 
/o 1 
Il est alors facile de noter que lorsque G est C l cette int~grale coincide avec l'int6grale 
de Stratonovich introduite dans la partie pr6c6dente. En effet, ces deux int~grales sont 
limites en probabilit6 de 
n 
1 ~(c(x(,+,)/k) + a(X//k))(X(',+,)/k - xL). 
2 
i=1  
Notons qu'il semble difficile de g~n~mliser la Proposition 3 ou le Corollaire 4 fi 
des fonctions G seulement continues en utilisant cette d6finition de l'int6grale de 
Stratonovich. [lest par exemple vraisemblable que pour certaines fonctions G continues 
et lorsque d > l, f0 t G(Xs)61Xs 1 ne soit pas la limite des approximations polygonales 
~o "1 G(Pk(X)s)d(Pk( x l  ) )s. 
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Signalons qu'une telle d6finition d'une int6grale de Stratonovich par rapport ~ un 
lacet est similaire ~ celle introduite dans un cadre plus g6n6ral par Lyons et Weian 
(1988). 
Ecrivons maintenant la simple estimation suivante qui nous servira dans la suite: Si 
G est une fonction born6e de ~a dans ~, alors il existe une constante C telle que 
g CIIGII 2 (4) 
o~ I1 II d6signe ici la norme L ~. Cette in6galit6 se d6duit de l'6criture en semi- 
martingale du lacet brownien standard: 
fO G(Xs)dXs 11  o~o G(Xs) = -- l _ sds ]  
off fl est un mouvement brownien lin6aire (voir par exemple Revuz et Yor, 1991, p. 
146), qui implique que 
E ((fo1 a(Xs)dSs)2) ~  (E (fola2(Xs)ds) ~-'[G"2E ((fo 1 [Xs'dS~2~l~TJ J) " 
En utilisant un argument de retournement du temps et l'in6galit6 de Cauchy-Schwarz, 
on remarque alors que 
E ( ( fo l  l[X~_S[sdS> 2) = E ( ( fo '  [~ds> 2) 
(fol du fo ' 'Xs'2- '~ <~ E ~ s~-as)  
~< 2f01 E~2)ds  s3/2 . 
En utilisant par exemple l'~criture Xs = B~ - sBl, off Best un mouvement brownien 
dans ~a issu de 0 (voir e.g. Yor, 1992, Ch. 1), on voit alors imm6diatement que cette 
dernibre int~grale st finie, ce qui prouve (4). 
g 4. L'approximation en espaee n z 
Dor6navant, Z = Z 1 -~- iZ 2 d6signera un lacet brownien plan standard. Nous allons 
maintenant int6grer des fonctions complexes par rapport ~ Z avec la convention multi- 
plicative usuelle: Si G = G l + iG 2 est une fonction mesurable du plan complexe dans 
lui-m6me, 
fo' fo' G(Zs)6tZs = ((G1(Zs)~'Z) -G2(Zs)6'Z2s )+i(GI(Zs)a'Z2 +G2(Zs)6'ZIs ) ) . 
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On peut alors tr~s facilement 6tablir les estimations uivantes analogues h (4) qui 
nous serviront dans cette d6monstration: I1 existe une constante C telle que pour toute 
fonction G mesurable bom6e du plan complexe dans lui-m6me et pour tout bor61ien A 
du plan complexe, on ait: 
(/0 E a(/~) a'/~, ~<CIIGll 2 (5) 
et 
(/o' (/o') E G(Zs)ILeA 6'Zs ~CIIGIIZE 1Z,¢A ds . (6) 
Comme annonc6 dans l'introduction, on d6finit pour tout point z et pour tout c > 0, 
1 fo I llL_~l>efi~Zs" 
n~ = ~ni Zs -z  
Cette int6grale est bien d6finie car l'int6grant est mesurable, n~ v~rifie alors les pro- 
pri&6s suivantes: 
Proposition 5. (i) n~ est rkel p.s.; (ii) n~ est intkyrable sur ~2. 
Preuve. Nous allons tout d'abord prouver (i). Comme la fonction G(y) = lly_zl>e/ 
(y -z )  n'est pas C 1 , on ne peut pas appliquer directement le Corollaire 4 en remarquant 
que les int6grales correspondantes aux lignes bris6es sont toujours r6elles. Nous allons 
introduire des r6gularisations C 1 de cette fonction G et appliquer le Corollaire 4 aux 
int6grales associ~es ~ ces r6gularisations. Pour tout ~ > 0, on d~finit une fonction 
G~(y) = 9~,~(lY- zl)/(y- z) du plan complexe dans lui-m6me telle que: 
• g~,e(x) = 0 lorsque x < e - 
• g~,e(x) = 1 lorsque x > e 
• g~,¢ est C 1 
• IIg~,~ll = 1. 
Alors, d'apr~s (5), on a 
E G(Z,)6tZs - G~(Z,)6'Zs 
(/o 
<< Ce- lE  llz_zlc[e_~.elds 
~-~o o 
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Donc nz e est la limite dans L 2 lorsque ~ ~ 0 des approximations (2hi) - l  fd G~(Zs)6'Zs. 
Nous allons maintenant monger que toutes ces approximations sont r6elles. En effet, 
d'apr6s le Corollaire 4, pour tout • fix6, fo G~(Zs)f'Zs est la limite en probabilit6 de 
l'int6grale de Riemann obtenue pour les approximations polygonales: 
oo ~ G~(Pk(Z)s)d(Pk(Z) )s.
Mais il est tr~s facile de noter que ces int~grales ont imaginaires pures; en effet, si 
l 'on pose R z = [Pk(Z)s-z] 2, il suffit de remarquer que la partie r6elle de cette int6grale 
s'6crit 
qui est nulle car R~ = R~. Alors, par passages g la limite successifs, n~ E N. 
Nous allons maintenant &ablir (ii). Comme n~ est nul d~s que Izl est assez grand, 
il suffit de montrer que n~ est localement int~grable. Si K '  d6signe un compact de N;, 
on a d'apr~s (5): 
E(fx,(n:)Zdz ) =~,E((nEz)Z)dz<~C~-2 ,  dz < c~. 
Alors (nz~) 2 est p.s. localement int6grable et donc n~ 6galement, ce qui ach~ve la d6- 
monstration. [] 
Nous allons maintenant remarquer l'identit~ suivante: 
Proposition 6. Pour tout z ~ 0 et tout c > 0, on a: 
nz~ = ~(~-~lfo ldZsllz'-zl>~)Zs-z " 
Preuve. On pose dans cette d6montration 
mz~=~ ~i  Zs -~Z j 
On a donc: 
~o' llz'-:[>CrfZ' - z l)dZ~ - (Z] - :2)dZsl). mz = ~s Z-z- ~ ,, s 
D'aprbs (5) et la Proposition 5(i), nz ~ est limite dans L 2 lorsque ~ --+ 0 des approxi- 
mations (on reprend les notations de la preuve de la Proposition 5), 
( /0 ) *'~ ~ (2rfi) - l  G~(Zs)6'Zs n Z 
- - - z  )~z ; )  
= ' ' 
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__ 1 fo I O~t,e(Igs ~;[)((/s 1_zl)dZs2_ (Zs2_ z2)d/st) 
- 2~ [~s ~ 
+~ ds(Z 2 - z l ) (z  2 - z2) (2-  2)g;,~(]Z, - z [ )  
= 2-~ ~- - -  
et il est ais6 de voir que mz ~ est la limite dans L 2 lorsque ct ~ 0 de cette demi6re 
expression, ce qui identifie n z avec m z et prouve la proposition. [] 
Remarquons que l'on peut ais6ment voir de la m6me faqon que 
Z-z  
n'est pas containment ul, contrairement fi ~(nzC). 
5. Preuve du Th6or~me 1 
5.1. L'approximation polygonale 
Nous allons dans un premier temps supposer que F est une fonction C 2 du plan 
complexe dans lui-m~me ~ support compact K. 
Dans ce paragraphe, nous allons exploiter la formule de Stokes usuelle pour les 
approximations polygonales Pk(Z). Pour tout k > 0, et pour tout point z, on d6finit 
l'indice ~ de la ligne bris6e Pk(Z) autour de z; on a 
-k l [1  d(Pk(Z))s 
J0 
D'apr6s (1), pour tout fonction F, C 2 du plan complexe dans lui-m6me, on a 
f~zdzf(z)t~ fo l k z = F(Pk(Z)s) A d(Pk(Z)s). (7) 
On note AkF cette quantit6. Nous allons 6tudier la convergence lorsque k ~ (x~ de AkF 
en utilisant le paragraphe 2.
D'apr~s Fubini, on note que 
~'  d(Pk(Z))s j[a f ( z )dz  
AkF = 2rti 2 P~s  ~ z 
off f est d6finie comme darts l'introduetion. 
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Comme f est C 1 et ~ support compact, la fonction G d6finie sur ~2 par 
f f(z)dz f - f (y+z)dz  
a(y)= 7 -z  - 
est 6galement C 1. Alors, d'apr~s le Corollaire 4, on a 
Ak F k.Z ~ 6Zs f(z)dz 
(e) ~ ~ Zs - z 
De m~me, comme F est C ,  le Corollaire 4 implique que 
/o' AkF k_~_~ F ( Zs) A 6 Zs. (P) 
Finalement, en identifiant les deux limites, on a donc: 
fo I fo 'aZs£  f(z)dz (8) F(Z~) A gZ, = ~ ~ Z, - z 
Dans la suite, on notera AF cette quantit6. 
5.2. Fin de la preuve Iorsque F est fi support compact 
On pose maintenant: 
"A~F =- fx n~f(z)dz 
off K est le support de F. Cette int6grale est bien d6finie d'apr6s la proposition 4. 
D'apr+s le th6or6me de Fubini stochastique (voir e.g. Ikeda et Watanabe, 1981, Lemma 
4.1, Ch. III), on a alors 
A~ = fo 1 
~'Zs 
et donc d'apr~s (6), 
fol6tZsfKf(Z)llz,-zl <~e AF -- AeF = ~1 Z ~ z dz 
Mais quel que soit y, 
fK f(z))-lY ly~'<~edz ~ fo e27~llf'] dr = 27~ellfH 
et donc, d'apr6s (4), 
E(IA F - ..4}[ 2) ~< C[If[126-a c--+°0 
et donc .A,$ converge dans L z vers  AF, ce qui prouve le th6or•me lorsque F est 
support compact. 
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5.3. Fin de la preuve 
Supposons maintenant que F est h support quelconque. On d6finit alors pour tout 
M > 0, une fonction FM telle que 
• FM est C 2 
• FM = F dans la boule de centre 0 et de rayon M + 1 
• Le support de FM est contenu dans la boule de centre O et de rayon M + 2 
II suffit alors de remarquer que 
<~P (sup[Zs[ > M) 
\s~<l 
~t~0 
et que de m6me 
(/0 /0' ) / P 1 F (L )  A 6Zs # FM(Zs) A 6L  <~P (sup ILl > M M~0 ks<~ l 
et d'appliquer le r6sultat obtenu pour les fonctions FM pour obtenir la convergence en 
probabilit6 recherch6e. [] 
6. G~n~ralisations 
6.1. Produit complexe 
Nous allons donner dans cette partie une autre version du Th~or~me 1. Lorsque 
F = F l + iF 2 est une fonction complexe, on a formellement 
FdZ = (F 1 dZ 1 -- F 2 dZ 2 ) + i(F l dZ 2 + F 2 dZ 1 ) 
= - (F  2 + iF 1 ) AdZ + i(F 1 - iF 2) AdZ 
et alors le Th60r6me 1 peut ~tre r6~crit de la fagon suivante: 
Proposition 7. Pour toute jbnction F C 2 du plan complexe dans lui-m~me, on a 
m ~v_(z)dz - -  F(Zs)6Z~ 
2 " ~Z (P) 2 ' 
OF OF . OF 
0~1 ~ - -  OZI ÷ I~Z 2.  
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I1 suffit en effet de d6velopper les deux termes et d'utiliser le Th6or~me 1. On peut 
noter deux cas particuliers int6ressants: 
• Lorsque F(z) = £h(z) off h est holomorphe: 
f~ h(z)n~zdz ~°  - i  fol (P) f h(Zs)2s 6Zs. (9) 
• Par conjugaison, lorsque h est anti-holomorphe alors 
f h(z)nezdze--~ i fo 1 2 (P)  h(Zs)Zsf2s. (10) 
6.2. Autres lacets, autres renormalisations 
Signalons que les principaux r6sultats d6montr6s jusqu'~t pr6sent dans le cas du lacet 
brownien plan standard (en particulier le Th6or~me 1 et la Proposition 5) sont toujours 
valables i l'on remplace le lacet brownien plan par une semi-martingale plane X telle 
que: 
*Xo=Xl  =0 
• X 1 et X 2 sont ind6pendants 
• Le retourn~ k de X d6fini par Xs = Xl-s est encore une semi-martingale par 
rapport ~ une filtration appropri6e. 
Remarquons 6galement que les principaux r~sultats peuvent aussi sans doute se 
g6n6raliser pour une classe plus large d'approximations d6finies par exemple de la 
faqon suivante: 
1 [1  h(e(Zs - z)) 
= o 
off h est une fonction d6finie sur ~+ qui tend vers 1 h l'infini et petite au voisinage 
de O. Cependant les d6monstrations deviennent alors assez lourdes et peu pr6sentables. 
7. Preuve du TheorY.me 2 
7.1. lntroduct&n 
d~s que z ¢~ S~ Le but de cette partie est d'6tablir le Th6or+me 2. Comme nz = n z 
(off Se d6signe ici la saucisse de Wiener de rayon e associ6e au lacet brownien standard 
Z), il nous suffit en fait de prouver 
fs nz~dz~0 (11) e---~0 
et d'appliquer le Th6or~me 1 pour obtenir imm6diatement le Th6or~me 2. Cette preuve 
s'av~re cependant d61icate: Tout d'abord, il semble douteux que que 
fs I, j dz 0. s--*0 
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On peut en effet m~me conjecturer que des m6thodes analogues h celles employees 
dans Wemer (1994c) permettraient de montrer que: 
s Inezldz (P)) C 
pour une certaine constante C > 0. On ne peut donc pas faire de simples majorations 
en valeur absolue. De plus, il est difficile d'effectuer des calculs explicites (de moments 
d'ordre 2 par exemple) dans le cas du lacet brownien; nous allons donc tout d'abord 
~tudier le cas analogue du mouvement brownien (non-conditionn~ ~ revenir en 0) et 
ensuite en d6duire le r6sultat recherch~ dans le cas du lacet. 
Le plan de cette partie est le suivant: On introduit quelques notations et rappels 
concemant le mouvement brownien plan dans le paragraphe 2. Dans les paragraphes 
3 ~ 5, nous &ablissons des r6sultats concemant le mouvement brownien plan qui nous 
permettent de prouver (11) dans le paragraphe 6.
7.2. Rappels et notations 
Dans toute ia suite de cette partie, B d6signera un mouvement brownien plan issu de 
0. Pour ne pas alourdir les formules, on gardera ies m6mes notations (nz, S~,...) pour 
les fonctionnelles assioci6es h B que pour celles associ6es au lacet Z; On pr6cisera 
dans chaque paragraphe quel cas est 6tudi6 pour 6viter les confusions. Les paragraphes 
7.2 jusqu'h 7.5 seront consacr6s exclusivement au cas du mouvement brownien. 
On d6finit 
(1 f0~llBs-zl>~ ) n~ = ~ ~ -~s--- z dBs 
qui est bien l'analogue de nz ~ d6fini dans le cas du lacet brownien plan en raison de 
la proposition 6. Remarquons tout de suite que 
1 L l  ( 1 ]Bs_zl >e x~ 1 E((n~) 2) = ~ dsE  \~_--~2) ~4--~2" (12) 
Ce type d'estimations sera fondamental dans la suite. 
Nous allons maintenant rappeler des r6sultats elassiques concernant le mouvement 
brownien plan qui nous serviront par la suite. On d6finit pour tout z E ~2 et pour tout 
c>O,  
Te(z) = inf{t>~O, [Bt - z I < c}. 
On a (voir par exemple Le Gall, 1992, Ch. 6) 
4,(z) P(T~(z) < 1)~<- -  (13) 
[logE[ 
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Off ~b est une fonction dont toute les puissances positives ont int6grables sur R 2. On 
en d6duit en particulier que 
C 
E(IS~I)~ I log c---f (14) 
pour une certaine constante C > 0. De mSme (cf. e.g. Le Gall, 1992, p. 166), 
P(~(z) < 1,T~(z') < 1)<~ (z' -z) (~(z)  + ~(z')) (15) 
[log e[ 2 
off • est 6galement une fonction dont toutes les puissances positives ont int6grables 
sur ~2. 
7.3. Le moment d'ordre 2 de n~ 
Nous allons maintenant majorer le moment d'ordre 2 de n~. On a le lemme suivant: 
Lemme 8. Pour tout e < 1/2, 
E((n~z )2) <~ i (z) I log e I 
off if(z) = A + Blog [z[ + CIz[ -~/2 pour certaines constantes (A,B,C) bien choisies. 
Preuve. On a 
E((n~)2) <~ 4rt 2 [Bs- zl ] 
if' (l]Bs-z]E]e,l]" = E((n~)2) + ~ ds E -~s ~- ~[2 ]" 
La loi explicite de [Bs - z [  2 est connue: c'est celle d'un carr6 de processus de Bessel 
de dimension 2 issu de [z] z (voir par exemple Revuz et Yor, 1991, p. 411): 
1 ( -y~t l z , ) (S____~)  P(IBt - z[ 2 • dy) = ~ exp /0 dy 
off I0 est la fonction de Bessel modifi6e usuelle. On a donc 
1 fo 'dt  [ 'dYexp  ( -Y t 'Z ' ) Io (~- -~)  E((nEz)2)<~E((nlz)2)+ 8-~ 2 t J~2 7 
On a E((nl)2)~<(4~2) -1 d'apr6s (12). I1 nous reste donc fi majorer 
f0 t~ dYexp ( -Y~- ty ) I0  . 
Rappelons que Io(0) -- 1 et que Io(x)<<.Ceax -l/z pour une certaine constante C
et pour tout x > 0 (voir par exemple Lebedev, 1972, p. 136). Nous allons majorer 
s6par6ment cette int6grale suivant s i t  < (Izly)l/2 et t >~ (Izly)~/2. 
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Cas oft t>~(Izly)l/2: On majore I0 par une constante C = I0(1) et 
1 dt 1 12. I 1 dy  1 dt 
f0 t /2  dyexpy (-Y~t )lt>~(IzlY)"2<~: Y fo  texp(-Izl/2t) 
fl .°° e u ~ 21 logel udU 
1=1/2 
~< 21 log et(log(Izl/2) + 1). 
Cas off t < (]z]y)l/2: On utilise alors la majoration Io(x) < ce~x -1/2 et 
fo t~ 'd__Y_Yexp (-Y_2tlZl)lo(~__f_) lt<(l~ly,,2 
d0[inf(l'k/~) ~dt f~21 y5/4dY exp ( - (v /~ -~ v/y)2/2t) 
1 dt ' exp ( - (V"~-  V~)2/2~) dy
"<fo 
<~ __.];2 [zll/4y5/4 dy 
C <~- -  
ofi cette derni~re in6galit6 s'obtient par un simple changement de variables. Finalement 
on a donc le lemme. [] 
7.4. Les moments de fs~ n~ dz 
On pose maintenant X~ = fs~ n~z dz. Nous allons maintenant montrer que les moments 
d'ordre 1 et 2 de cette variable al6atoire sont finis. 
Lemme 9. Pour tout e, 
E((X~)2) < cx~. 
Preuve. I1 suffit d'appliquer Cauchy-Schwarz: 
E((Xe) 2) ~ /~ E (lzes~,z, esn~zn~,) dzdz' 
2X~2 
~of  ~ E ~ 2 dz' (lz s ,z, cs (nz) ) dz 
2X~2 
f p(z, Ese) l /2dz ,~ e 4 1,/2 E(lz~s;(nz) ) dz 
d ~2 2 
<~ C fR: P(z E se)l/4E((nez)8)l/4 dz 
pour une eertaine constante C (d'apr6s (13)). 
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Mais d'apr~s les in6galit6s de Burkh61der-Davis-Gundy (voir par exemple Revuz et 
Yor, 1991, p. 152), on a 
E((nCz)8)~ C~E ( ( fo  ldS l lBs -z [>e~4~(2~)  8 [-~s z- ~- /  J 
d'ofi E((n~)8)<~C(21t¢) -8 et donc, en utilisant encore (13), on a le  lemme. [] 
On en d6duit imm6diatement par un argument de sym&rie que 
Corollaire 10. Le moment d'ordre 1 de X~ est bomb et E(X~) = O. 
7.5. La d6composition 
Notre but dans ce paragmphe st d'6tudier le comportement asymptotique de X~ = 
fs, n~z dz lorsque ¢ ~ 0. Plus pr6cis6ment, nous allons &ablir la proposition suivante: 
Proposition 11. I1 existe une constante C > 0 telle que pour tout e E]0, 1/2[, 
l log e I " 
Preuve. L'idCe de la d¢monstration est de diviser la trajectoire brownienne n deux 
parties (B([0, 1/2]) et B([1/2, 1])) et d'utiliser des propri&6s de changement d'~chelle. 
On d6finit pour cela: 
n z ~ n z = 
JO - -  2 B s - z 
et 
S 1 = UsE[0, I/2]~D(Bs, 8), S 2 = UsE[1/2,1]7)(Bs, c)
et pour j  = {1,2}, X• = fs{nEz'Jdz. On a alors, 
x =x2 +g + nz' nz 
\s~ \s~, 
et donc, 
[Xe- X 1 -X~[~< fs~ [nzS'2[ dz + fs~ [nze'l[ dz" 
Nous allons majorer ces quantit6s: 
Lemme 12. II existe une constante C telle que pour tout e < 1, 
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Preuve. On utilise l'ind6pendance entre (Bt - B 1,,2, t >~ 1/2) et (B t - B1/2, t ~ 1/2). On a 
(en faisant une translation de vecteur Bk/2 ), 
&2 e,2 E In~'2ldz ~< dzdz'P(T~(z) < 1/2, Te(z') < 1/2)E(ln z n z, l) 
2×~2 
<~ 2 f dzdz'P(T~(z) < l/2, T~(z') < 1/2)E((n~'2)2). 
JR 2X~2 
On en d6duit alors le Lemme en utilisant le Lemme 8 et (15). 
On a donc, 
+x 2 + 
ave¢ E([Yel 2) < C I log~1-1. De plus, par simple changement d'4chelle, on a 
en lo i  --, en loi 1 
~ Xe ~ 
et X~ et X~ 2 sont ind6pendants. On dhfinit maintenant 
h(E) = E((Xe)2) 1/2. 
D'apr6s le Lemme 9, h(e) < cx~. D'aprhs les remarques prhc6dentes, on a alors, 
h(e)<.2_l/2h(ev,~) + C 
[ log e] 1/2 
off C est une constante ind6pendante de e. On en d6duit alors imm6diatement que pour 
une nouvelle constante C, 
C 
h(e)<<, I logelt/2 
ce qui prouve la proposition. [] 
En vue de la suite, on 6crit le corollaire suivant: 
Corollaire 13. Pour route suite (ep ,p />0) ,  telle que ep < exp( -p8) ,  on a 
Xe p P p.~. °~ 0. 
C'est une simple cons6quence de la Proposition 12 via le lemme de Borel-Cantelli. 
7.6. Fin de la preuve 
Dans ce paragraphe, nous allons passer du cas du mouvement brownien plan ~ celui 
du lacet. Ce passage du mouvement brownien au lacet est assez d61icat et constitue 
habituellement un obstacle s6rieux pour l'&ude des propri6t6s du lacet brownien plan. 
Remarquons que l 'on ne peut pas utiliser ici la construction explicite du lacet brownien 
plan comme "deux mouvements browniens plans arr&6s, chang6s d'6ehelle et recollhs" 
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de Pitman et Yor (voir Pitman et Yor (1992) ou bien Wemer, 1994a, Paragraphe 4.3) 
car nous n'avons aucune information sur les trajectoires browniennes prises en des 
temps d'arr& 
Pour 6viter les confusions, nous pr6ciserons pour chaque formule dans quel cas (lacet 
ou mouvement brownien) nous nous plagons. Nous allons utiliser ici le fait que la loi 
de (Zs, s~<2) a une densit6 par rapport /~ celle de (Bs, s~<2) d~s que 2 < 1. On en 
d6duit donc qu'une propri6t6 valable p.s. dans le cas de (Bs, s~<2) l'est aussi pour 
(Zs, s<.,~). 
L'id6e de cette partie est de d6couper le lacet en trois parties correspondant aux 
intervalles de temps [0, 1/3], [1/3,2/3] et [2/3, 1]. On d6finit alors (pour j -- 1,2,3) 
n~ 'j et S j le nombre de tours effectu6s par le lacet brownien autour de z en dehors du 
disque D(z, e) et la saucisse de Wiener associ6s anx intervalles de temps [ ( j -  1 ) /3, j /3].  
D'apr6s le Corollaire 13 et la remarque pr6c6dente, pour toute suite (ep) telle que 
ep < exp(-p8), et pour tous i , j  dans {1,2,3}, on a 
fS nezp'i dz P~-~ O, (16) p.s. ~p 
et 
f (n~z p'i + n~' J )dz  P~ 0 (17) 
SepikASepj p.s. 
dans le cas du lacet. 
On veut 6tudier 
n~z dz = (nEz ,1 + nez,2 + nz 
,) SE 
Mais on a 
fS fsle e'l dz-}- ~S) e'l dz-  ~s e'l dz-- f(s2e e'l dz e,l dz  : n z n z n z n z 
n= us7 us~ ' nsD\s'~ e e 
Par sym6trie t d'apr6s (16) et (17), il suffit alors de montrer que 
f(S2 6p,l nz dz p ~ O. (18) p nS~p )\Sip p.s. 
darts le cas du lacet. Mais d'apr~s le Lemme 12, on a (par un simple changement 
d'6chelle) 
fs ep 1 nz [ dz P-~--~ 0p p.s. 
dans le ¢as du mouvement brownien plan (avec les m~mes notations que pour le lacet) 
et donc dans le cas du lacet (car ceci ne d~pend que de (Bs, s<~2/3)). On en d6duit 
alors imm6diatement (18). 
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On a donc finalement montr6 que dans le cas du lacet brownien plan, pour toute 
suite ep telle que ep < exp(-p8) ,  
nz dz P -~ O. 
p.s. 
:p 
On en d6duit donc imm6diatement que pour toute suite Cp, il existe une sous-suite 
e~p) telle que 
fs n c~lp~ dz P -~ O. z p.s. 
Cette derni6re proposition implique la convergence n probabilit6 recherch6e. On a 
done d6montr6 (11) et le Th6or~me 2. [] 
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