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Abstract— We propose a new Iteratively Reweighted Least
Squares (IRLS) algorithm for the problem of completing or de-
noising low-rank matrices that are structured, e.g., that possess a
Hankel, Toeplitz or block-Hankel/Toeplitz structure. The algo-
rithm optimizes an objective based on a non-convex surrogate of
the rank by solving a sequence of quadratic problems.
Our strategy combines computational efficiency, as it operates
on a lower dimensional generator space of the structured matri-
ces, with high statistical accuracy which can be observed in exper-
iments on hard estimation and completion tasks.
Our experiments show that the proposed algorithm
StrucHMIRLS exhibits an empirical recovery probability
close to 1 from fewer samples than the state-of-the-art in a Hankel
matrix completion task arising from the problem of spectral
super-resolution of badly separated frequencies.
Furthermore, we explain how the proposed algorithm for struc-
tured low-rank recovery can be used as preprocessing step for im-
proved robustness in frequency or line spectrum estimation prob-
lems.
1 Introduction
In this paper, we consider two related problems: first, let X P
Cd1ˆd2 be a Hankel matrix with X “ pXi,jq “ xi`j´1 with
some x P Cn, n “ d1 ` d2 ´ 1, and consider the task to
approximate X by a low-rank Hankel matrix pZ such thatpZ “ arg min
Cd1ˆd2QZ is Hankel
rankpZqďr
}Z ´X}2F pwq, (1)
where } ¨ }F pwq is a suitable weighted Frobenius norm [1, 2]
and r ă minpd1, d2q. Secondly, let X “ pXi,jq “ pxi`j´1q
be a Hankel matrix, Φ : Cn Ñ Cm a subsampling operator,
H : Cn Ñ Cd1ˆd2 , x ÞÑ Hpxq “ pHpxqi,jq “ pxi`j´1q be
the linear Hankel operator and let
Find pZ “ Hppzq s.t. pz “ arg min
zPCn,Φpzq“Φpxq
rankpHpzqq, (2)
the task of completing the Hankel matrixX from a subset Φpxq
of its entries [3, 4, 5, 6].
Problems as (1) and (2) arise from engineering applications
as parallel MRI [7], system identification [8], direction of ar-
rival [9] and seismic data interpolation [10], since low-rankness
of corresponding Hankel or block-Hankel matrices emerges
from sparsity of the signal in a continuous transform domain,
generalizing in some sense the concept of sparsity in discrete
domains.
We note that for the problem of frequency estimation from
samples of a sum of exponentials, also known as super-
resolution [11, 12], line spectral estimation [13] or spectral
compressive sensing [5], low-rank properties of structured ma-
trices play a significant role as well [14, 15].
Due to the interplay of linear (block)-Hankel and non-convex
low-rank structures, finding efficient computational approaches
for (1) and (2) is challenging, especially for large-scale and
multi-dimensional problems [5, 7], where the quadratic growth
of dimensionality from x to Hpxq is an issue.
In this work, we develop a new Iteratively Reweighted Least
Squares (IRLS) algorithm called Structured HM-IRLS tailored
to the structured low-rank matrix estimation problems (1) and
(2). It builds on previous work on algorithms for the recovery
of unstructured low-rank matrices [16, 17, 18].
2 Our Approach
To derive an optimization-based approach for the problems (1)
and (2), the idea is to replace the non-convex and non-smooth
rank by a (still) non-convex logdet-surrogate
}X}00, :“
dÿ
i“1
logpσipXq2 ` 2q
for some  ą 0 with d “ minpd1, d2q, if σipXq denotes the
i-th singular value of X . Using this notation, if X “ Hpxq,
our algorithm can be seen as a sequential minimization of local
quadratic upper bounds on
Jλpz, q :“ λ}Hpzq}00, ` }Φpzq ´ y}22 (3)
where λ is a regularization parameter chosen such that λ « 0
for the completion problem (2) and λ ą 0 for the denoising
problem (1), and y P Rm is the data vector. For the denoising
problem, Φ corresponds to the identity with m “ n.
We summerize the steps of StrucHMIRLS in Algorithm 1,
denoting by TR be the rank-R truncation operator.
Algorithm 1:Structured harmonic mean IRLS
(StrucHMIRLS)
Input: Map Φ : Rn Ñ Rm, data vector y P Rm, rank
estimate R, regularization parameterλ ą 0, α ă 1.
Initialize k “ 0, 0“σ1pHpΦ˚pyqqq,W p0q“20In P Cnˆn.
repeat k “ k ` 1,
zpkq “ arg min
zPCn
xz,W pkqzy`2 ` 12λ}Φpzq ´ y}
2
2,
k “ min
´
k´1, ||zpk´1q ´ zpkq||2 ` αk2
¯
,
W pk`1q“2Hv˚ec
”´
TR
`HpzpkqqHpzpkqq˚˘‘
TR
`Hpzpkqq˚Hpzpkqq˘¯` 2kId1d2ı´1Hvec,
until }zpkq ´ zpk´1q}2{}zpkq}2 ă tol.
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Furthermore, Hvec denotes the operator that maps to the
canonical vectorization of the Hankel matrix, and‘ is the Kro-
necker sumA‘B “ Id2bA`BbId1 of matricesA P Cd1ˆd1 ,
B P Cd2ˆd2 , while b denotes the standard Kronecker product.
We can show that the sequence pzpkq, kqkPN does never in-
crease the value of the logdet objective Jλpz, q from (3).
Theorem 1. The sequence
`Jλpzpkq, kq “ λ}Hpzpkqq}00,k `
}Φpzpkqq ´ y}22
˘
kPN is non-increasing.
For the design of the algorithm, it is crucial that the quadratic
upper bounds on Jλpzpkq, kq are well-chosen, since the opti-
mization landscape of Jλ is in general extremely non-convex.
Our particular choice of the weight matrix W pk`1q in Algo-
rithm 1 achieves precisely this, as it uses the information in
both the column and the row space ofHpzpkqq. Our reweighting
rule can be considered as an extension of the harmonic mean
weight matrix rule of [17], which corresponds to the harmonic
mean of the left- and right-sided weight matrices used in the
IRLS strategies of [16, 18] in the unstructured case.
We note that while an IRLS algorithm for structured low-
rank matrix recovery has been already proposed in [6], the au-
thors of [6] do not optimize a rank surrogate of the Hankel ma-
trix Hpzq itself, but of a half-circulant extension which is not
expected to be very low-rank even if Hpzq is.
3 Computational efficiency
If an upper estimate R of the rank r of the (unknown) ground
truth matrix X “ Hpxq is known, the steps of StrucHMIRLS
can be implemented in a efficient way: To define the weight
matrices, it is sufficient to use randomized SVDs [19] of or-
der R, which can be calculated with complexity OpnR logpnqq
due to fast multiplication of vectors by a Hankel matrix Hpzq.
Furthermore, we obtain the following lemma about fast matrix-
vector multiplication by the matrix W pkq of Algorithm 1.
Lemma 1. The multiplication of W pkq P Cnˆn with a vector
v P Cn can be computed in OpnR2 ` nR log nq operations.
This can be used to update the zpkq efficiently using a con-
jugate gradient method for solving the linear systems corre-
sponding to the weighted quadratic problems.
4 Connection to Super-resolution
In certain applications such as seismology, radar and wireless
communications, the goal is to recover signals that are specified
by parameters in a continuous domain as, e.g., a mixture of
r complex sinusoids. In this case, one can model the signal
of interest such that x0ptq “ řri“1 αiei2pifit with unknown
frequencies tf1, . . . , fru Ă r0, 1s and amplitudes pαiqri“1 P
C. If we are given a vector x “ pxp0q, . . . , xpn ´ 1qq P Cn
of (noiseless) discrete samples of x0, it can be seen that the
corresponding Hankel matrix Hpxq has rank r if d1 is chosen
such that r ă minpd1, n ´ d1 ` 1q, if the r frequencies fi do
not coincide [20, 7].
In case of missing samples xT P C|T | corresponding to T Ă
t0, . . . , n´1u, |T | “ m, or in case of noise on the samples, this
low-rank structure can be exploited via StrucHMIRLS, to be
combined with an algorithm as ESPRIT [14] or others [20, 21]
to obtain the frequencies in a two-stage procedure.
5 Numerical Results
In a first experiment, we consider the completion of Han-
kel matrices Hpxq from m sample coordinates T of x “
pxp0q, . . . , xpn´ 1qq that are drawn uniformly at random, n “
127 and xptq “ řri“1 αiep2piifiqt, where the fi and ci are sam-
pled independently such that fi „ Upr0, 1sq, |αi| “ 1 ` 10ci ,
ci „ Upr0, 1sq, as in [3]. In Figure 1, the empirical recovery
probabilities averaged over 50 simulations for each pair of m
and r are documented in comparison with the of algorithms
[13, 3, 4, 5, 22]. StrucHMIRLS exhibits the best perfor-
mance, with successful recovery already whenm « 2r, despite
the fact that some frequencies fi will be very close if r is not
too small, which compromises the performance of, e.g., atomic
norm minimization [13].
Figure 1: Hankel matrix completion, m measurements of vector x P Cn with
n “ 123. x-axis: number of measurements m, y-axis: model order r.
Furthermore, we use the denoising variant of
StrucHMIRLS in a second experiment to investigate its
performance for frequency estimation under the presence of
additive Gaussian noise on equispaced samples from a signal
that is a sum of two frequencies located at f1 “ 0.35 and
f2 “ 0.40 (both with unitary amplitude), following Section VI
of [23].
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Figure 2: Frequency estimation experiment, r “ 2, α1 “ α2 “ 1 and f1 “
0.35 and f2 “ 0.40.
After denoising, we use ESPRIT to obtain the frequencies,
which is arguably one of best algorithms for frequency esti-
mation for low noise levels. As a comparison, we use the al-
gorithms [24, 1, 23] (combined with ESPRIT for frequency re-
trieval, respectively), vanilla-ESPRIT [14] and Prony’s method.
For our method, we choose the regularization parameter λ ac-
cording to an adaptive rule that uses the information of the
model order r “ 2.
The results corresponding to an average over 500 indepen-
dent noise realizations for each SNR value can be seen in Fig-
ure 2, and our method consistently obtains a lower MSE on the
vector of frequencies f “ pf1, f2q than the competing methods
across different noise SNRs.
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