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It is a well-known result of Dynkin that the nilpotent orbits of a complex 
simple Lie algebra 9 are described by their characteristics. A characteristic 
is a weighted Dynkin diagram with the weights equal to 0, 1, or 2. For each 
simple Lie algebra 9 Dynkin lists which among the 31 choices are indeed 
characteristics of nilpotent orbits [2]. However, there was no simple algorithm 
to determine whether or not a given weighted Dynkin diagram represents 
a nilpotent orbit. 
Note that there is a one-to-one correspondence between the Dynkin diagram 
weighted by nonnegative integers and the &:-gradations up to conjugation 
of the corresponding Lie algebra. 
In the present paper, the &:-gradations 9 = EB 9; of a simple Lie algebra 9 
are studied from the point of view of invariant theory. First we establish several 
characterizations of the property that the stabilizer of the generic point of the 
90-module 9; is reductive (Proposition l.I ). As a consequence, we obtain a 
description of the characteristics of the nilpotent orbits in terms of some 
properties of the 90-module 92 (Proposition 2.1 ). Another property of the 
&:-gradations proved in this paper is that dim 9o = dim 9k implies that 9; = 0 
fori ;;E 0 (mod k) (Proposition 1.3). This yields the Dynkin-Bala-Carter theorem 
[I] that a nilpotent element which does not commute with any nonzero semi-
simple element is even. This result occurs in [I] after many case-by-case 
considerations ( cf. [I7]). 
Now, one of the properties of the 90-module 9; is that the associated linear 
group G0 operates on 9; with a finite number of orbits [I9]. (G0 , G0) has this 
property if and only if the principal stabilizer of G0 on 9; is not reductive 
(Proposition 3.3). It turns out that most of the connected linear groups operating 
irreducibly with a finite number of orbits in a finite-dimensional vector space 
appear this way. The classification of such groups (Theorem 2) is derived 
in this paper from the classification of connected linear groups operating 
irreducibly for which any level variety of invariant polynomials contains only 
a finite number of orbits (Theorem I). 
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It turns out that most of the linear groups of this kind which have an infinite 
number of orbits appear by a similar construction from the 1'm-gradations 
of simple Lie algebras. The latter linear groups were studied in [5, 8, 19, ... ]. 
Their classification and some properties are presented in Section 3.1. Theorem 1 
has been announced in [5]. A list which contains all the groups described 
by Theorem 2 is also found in [14]; however, for some of the groups of this 
list the finiteness property fails. An application of Theorem 2 is the classification 
of all connected linear groups G operating irreducibly on a vector space V 
such that the G-module C[V] is multiplicity free (Theorem 3). This problem 
is related to the one of describing homogeneous domains in flag manifolds [10]. 
Lately, the semi-invariants, the corresponding b-functions, etc., of the 
linear groups with a finite number of orbits have been intensively studied 
(see [14] and references therein). I believe that most of these properties and 
formulas take on a simple interpretation in terms of the larger .£:'-graded Lie 
algebra for which the g0-module g1 is the Lie algebra of our group. Sections 1 
and 3 give some indications toward this. 
Here is a little more about the motivations of the mentioned results. For 
a whole range of algebraic linear groups, the classification of orbits is now 
known. Among them are adjoint representations of simple groups, representa-
tions of classical groups in polynomials and polyvectors of small degrees or 
dimensions, spinor representations of small dimensions, the simplest repre-
sentations of exceptional groups, etc. The examples indicate that for a given 
series of representations Rn the difficulties of orbit classification either do not 
increase as n increases or become complicated drastically for some n = n0 • 
For instance, the first possibility arises for natural representations of classical 
groups, their symmetric or skewsymmetric squares, and their pairwise tensor 
products. The second possibility arises for Rn = Spinn (n0 = 16 for even n 
and n0 = 13 for odd n) or for Rn = A3SLn (n0 = 9), etc. 
In most of the examples for which the orbit classification is known, the 
following properties are satisfied: 
(a) any level variety of invariant polynomials contains only a finite number 
of orbits; 
(b) the ring of invariants is isomorphic to a ring of polynomials. 
The linear irreducible groups with property (a) are classified by Theorem 1. 
The connected simple linear groups operating irreducibly with property (b) are 
classified in [6]. The classifications obtained there show that properties (a) 
and (b) are good criteria of "noncomplicatedness" of an orbit classification 
problem. We mention a few more possible criteria: 
(c) all the level varieties of invariant polynomials have the same dimension; 
(d) the C(VJG-module C[V] is free; 
(e) the stabilizer of a point in general position in V is nontrivial. 
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The irreducible representations of simple groups satisfying (c) and (d) 
have been classified in [13) ( cf. [5]), and the irreducible representations of 
semisimple groups satisfying (e) have been classified in [12). Clearly, (a) implies 
(c), and it is a well-known fact of commutative algebra that (d) is equivalent 
to (b) together with (c) ( cf. [15]). There are no other implications in general (there 
is a conjecture that (c) implies (d) for connected semisimple groups1 [13)). 
Remarkably, however, all the classifications mentioned imply a posteriori 
the following statement: For an irreducible representation of a connected 
simple algebraic group all the properties (a)-(e) are equivalent! 
Finally, in the last section of the article we apply the results on the £:-grada-
tions to the study of the so-called Kantor's functor. This functor establishes 
an isomorphism between the category of all finite-dimensional (nonassociative) 
algebras and a certain subcategory of the category of (in general infinite-
dimensional) £:-graded Lie algebras (Proposition 4.1). The simplest case of the 
£:-graded Lie algebras of the form g = g_1 ffi g0 ffi g1 gives Jordan algebras. 
More general Z -gradations give an interesting class of algebras called generalized 
Jordan algebras [9). Proposition 4.2 states some properties of these algebras. 
I. SoME PROPERTIES OF SEMISIMPLE £:-GRADED LIE ALGEBRAS 
Let g be a semisimple finite-dimensional Lie algebra over C and let ( , ) 
be the Killing form on g. Let 
g = EB g; (1.1) 
iE7f. 
be a £:-gradation of g. Then clearly one has (g;, gi) = 0 if i + j =F 0, the 
restriction of the form ( , ) to g; + g_; is nondegenerate and g0 is a reductive 
subalgebra of g. 
Let f) be a Cartan subalgebra of g0 • Then (see, e.g., [7]) f) is a Cartan sub-
algebra of g. Let g = f) ffi ( ffi~ gJ be the root decomposition of g with respect 
to f). Let Lf0 + be a system of positive roots of the subalgebra g0 • Then Lf+ = 
Lf0+ U {ex I g~ C g;, i > 0} is a system of positive roots of g. Let IIC Lf+ be 
the system of simple roots. Setting II; = {ex E II I g~ C g;}, we obtain a decom-
position of II into disjoint union of subsets: 
(1.2) 
1 My conjecture is that (c) implies (d) for an arbitrary connected algebraic linear 
group. I checked this for many unipotent groups. 
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This decomposition is called the characteristic of the £'-gradation. So we obtain 
a bijection between all the £'-gradations of g up to a conjugation and all the 
characteristics. 
Let c E g0 be the element of g such that [c, x] = sx for x E g., ; then clearly 
<c, c) =I= 0. Let G be the adjoint group of the Lie algebra g. Let G0 be the 
centralizer of c in G. The group G0 is a connected reductive subgroup of G, 
preserving the £'-gradation (1.1 ). In this section we consider some properties 
of £'-gradation (1.1) and in particular the properties of the linear group G0 
operating on the space g; . 
LEMMA 1.1. Let g0 = n EB m be an orthogonal direct sum of subspaces. 
(a) Set g =nEB (EB;,.0 g;) and for x E g set 9x.m = {y E g I [x,y] Em}. 
Then (9x.mY = [9, x]. 
(b) Let x E g; , i =I= 0, and suppose that there is no y E g_; such that 
[x, y] E m\{0}. Then there exists hEn such that [h, x] = x. 
Proof. We have <[9,x],y)=<g,[x,y])=0 if [x,y]Em. Therefore 
[g,x]C(g..,,m)j_. On the other hand if <y,[g,x]) =0, then [x,y]Em, i.e., 
[9, x]j_ C 9x.m . This proves (a). 
To prove (b) we note that ad xis a nilpotent endomorphism of g and therefore 
x E (gx)j_. If there is no y E g such that [x, y] is a nonzero element of m, then 
9x.m = gx. In this case by (a) we have [g, x] = (9x.m)j_ "J gxj_ 3 x, which 
proves (b). 
The following lemma is an immediate consequence of Lemma 1.1. 
LEMMA 1.2. (a) If x E g;, i =I= 0, and there is no hE g0 such that <h, c) = 0 
and [h, x] = x, then there exists y E g_; such that [ x, y] = c. 
(b) If X E gi, then [g;, xY g_H = (g_;-;)x · 
LEMMA 1.3. (a) The linear group G0 has a finite number of orbits in g; 
for i =I= 0. In particular, there exists an open G0-orbit Q C g; , i.e., there exists 
p E g; such that [g0 , p] = g; . 
(b) Let x E g;, y E g_;, i =I= 0, and [x, y] = c. Then [g0 , x] = g; , i.e., 
G0 • x = Q, and (g0)x is a reductive subalgebra. 
Proof. The proof of (a) can be found in [19] (see also Section 3 of this 
article). The first part of (b) is a consequence of Theorem 4.2 in [II]. The 
subalgebra (g0)x is clearly the centralizer in g of the (reductive) subalgebra 
<x, c, y) and therefore is a reductive subalgebra. 
Let w be an involutive automorphism of g such that w ll> = -id. Then clearly 
w(ga) = g_a and w(g;) = g_; · 
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For a fixed x E g; we define a linear transformation Ax of g; by the formula 
Ax(Y) = [(w(y), x], x]. 
We set cp;(x) = det Ax. The following lemma is evident. 
LEMMA 1.4. Ay.x = gAx(gw)-1 forgE G0 , x E g; . In particular, cp;(g · x) = 
( det g I 9 .)2 cp;(x). 2 . 
For the linear group G0 operating on g; we set G0; = G0 n SL(g;). 
PROPOSITION 1.1. Let g = EB g; be a semisimple 7l-graded Lie algebra. Then 
for pEg;, i =I= 0, the following conditions are equivalent: 
(i) (g0)P is a reductive subalgebra and [g0 , p] = g; ; 
(ii) [[g_i , p ], p] = g; ; 
(iii) cp;(P) =I= 0; 
(iv) the orbit G0; • p is closed and p =I= 0. 
Proof. By Lemma 1.2(b) one has [[g_; ,p],p] = [({g0)p)-L,p]. Since {g0)P 
is a reductive subalgebra if and only if g0 = (g0)p + ((g0)P)-L, this implies the 
equivalence of (i) and (ii). The equivalence of (ii) and (iii) follows from the 
definition of the function cp; . 
To prove that (iii) implies (iv) we note that by Lemma 1.4 the variety cp; = 1 
is G0;-invariant. Let G0; • q be a closed orbit in this variety. Since (iii) implies 
(i), we obtain that the points p and q are G0-equivalent and therefore p = /t.(g · q) 
for some A E C* and g E G0;. This proves that the orbit G0; • p is also closed. 
Finally, by Lemma 1.3(a) the group G0 has an open orbiting; and therefore 
there exists a homogeneous G0;-invariant polynomial f on g; , which separates 
disjoint closed orbits, such that cp; = Jl'. Therefore (iv) implies (iii). 
PROPOSITION 1.2. Let g = EB g; be a semisimple 7l-graded Lie algebra. For 
pEg; the following conditions are equivalent: 
(i) (g0)P is a reductive subalgebra, [g0, p] = g; and ((g0)P, c) = 0; 
(ii) there exists y E g_; such that [p, y] = c. 
Proof. To prove that (i) implies (ii) we suppose by way of contradiction 
that there is no y E g_; such that [p, y] = c. By Lemma 1.2(a) there exists 
hE g~ = {g E g0 I (g, c) = 0} such that [h, P] = p. Since g0 = g~ EB Cc and 
[g0 , p] = g;, we obtain that [g~, p] = g;. On the other hand, since (g0)P 
is reductive, one has g0 = (g0)P EB ((g0)p)-L and therefore dim g; = dim({g0)p)-L. 
2 Here gw denotes the element wgw E G0 • 
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Since c E ((g0)P)-L, we obtain that dim[g~, p] = dim g;- I, which is a con-
tradiction. 
To prove that (ii) implies (i) we note that by Lemma I .3(b) the subalgebra 
(g0)P is reductive and [g0 , p] = g;. 
If now there exists hE (g0)P such that (h, c) eft 0 we can construct a linear 
combination h1 of the elements hand c such that (h1 , c) = 0 and [h1 , p] = p. 
But then one has 0 = (h1 , c) = (h1 , [p, y]) = (p, y). This is impossible 
since the restriction of the Killing form of g to the three-dimensional sub-
algebra Cp + Cc + Cy is nondegenerate. 
LEMMA I .5. Let G be a reductive linear group operating on a vector space V 
such that G has an open orbit in V and dim G = dim V = n. 
(a) [13]. There exists a unique up to a constant factor nonzero semi-invariant 
polynomial f on V with weight det g, g E G. 
(b) If G has a finite number of orbits in V and G contains all the scalar 
transformations of V3, then the polynomial f is a product of pairwise relatively 
prime irreducible polynomials. 
Proof. We construct the polynomial f as follows [13]. Choose some basis 
in V and g (the Lie algebra of G). Then for any x E V we have an (n X n)-
matrix Dx: g-->- V defined by Dx(g) = g · x, g E g. The desired polynomial 
is f(x) = det Dx. Since G has an open orbit in V, this polynomial is nonzero 
and is uniquely defined by its weight (which is detg). 
To prove (b) we note that the set D,,, x E V, is a subspace L of the space 
of the (n X n)-matrices Homc(g, V) which satisfies the following properties: 
L contains the identity matrix; 
semisimple matrices form a dense subset in L; 
codim{A ELI rank A ~ n- 2} )': 2. 
(1.3) 
(1.4) 
(1.5) 
Indeed (I .4) is satisfied since g is a reductive Lie algebra. Property ( 1.5) holds 
since rank A = n if f(A) eft 0 and rank A = n - 1 if f(A) = 0 and A belongs 
to an open orbit in the variety f = 0. But by the hypothesis of the lemma 
the union Qf open orbits in the variety f = 0 is dense in this variety. 
Now (b) follows from 
LEMMA 1.6. Let L be a subspace of the space of (n X n)-matrices, which 
satisfy properties (1.3), (1.4), and (1.5). Then the polynomial f(A) = det A, 
A E L, is a product of pairwise relatively prime irreducible polynomials. 
Proof. Suppose the contrary. Then the set {A llJf(t) = f(I + tA) has a 
double root} clearly contains an open dense subset in L. Therefore by (1.4) 
L contains an open dense subset Q, which consists of semisimple matrices 
3 It is easy to see that this assumption follows from the other ones. 
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with a nonsimple spectrum. Consider the subvariety M ={A EL 1 rank A ~ 
n- 2}. We have shown that for A E Q the two-dimensional subspace ICA + ICI 
intersects with M by a one-dimensional subspace. But this means that dim M ~ 
n - I, which contradicts (1.5). 
LEMMA 1.7. Let 9 = EB 9; be a semisimple 7L-graded Lie algebra such that 
dim 9o = dim 92 • Then 91 = 0. 
Proof. By Lemma 1.3(a) there exists an open orbit G0 ·pin 92 • By Proposi-
tion I .2 there exists y E 9~2 such that [p, y J = c. Considering the adjoint 
representation in 9 of the three-dimensional simple Lie algebra ICp + ICc + ICy 
shows that [p, 9~1] = 91 • For x E 92 we introduce a linear transformation 
of 91 by the formula Bx(Y) = [w(y), x]. We set lf'(x) = det Bx. Suppose that 
91 =/= 0. Then since [p, 9~1] = 91 , we obtain that lf'(x) is a nonzero polynomial 
on 92 of degree dim 91 • Clearly lf'(x) =I= 0, x E 92 , if cp2(x) =/= 0. By Lemmas I .4 
and 1.5(a) one has cp2 = f 2, where f is semi-invariant with respect to G0 with 
weight detg of degree dim 92 • By Lemmas !.3(a) and 1.5(b), f is a product 
of different irreducible polynomials and therefore f divides If'. Hence deg If' = 
dim 91 ~ degf = dim 92 = dim 9o. By Lemma 1.3(a) we obtain that dim 91 = 
dim 9o. Now the same argument as that at the beginning of the proof shows 
that there exists q E 91 such that [q, 91] = 92 . This implies that dim 92 ~ 
dim 91 - 1, which is a contradiction. 
PROPOSITION 1.3. Let 9 = EB 9; be a semisimple 7L-graded Lie algebra such 
that dim 9o = dim 9kfor some k =/= 0. Then 9; = 0 fori =I= 0 (mod k). 
Proof. Sinj::e (9o)x = 0 for a point x in general position in gk , for the decom-
position ( 1.2) one has Ils = 0 for s > k. Therefore one only has to show 
that 9s = 0 for I ~ s ~ k - 1. The same argument as that at the beginning 
of the proof of Lemma 1. 7 shows that there exist p E 9k and y E 9~k such that 
[p, y] = c. Considering the adjoint representation in g of the Lie algebra 
ICp + ICc+ ICy shows that g; =/= 0 only for i = !kt, tElL. Now the situation 
is reduced to Lemma 1.7. 
2. NILPOTENT ORBITS IN SEMISIMPLE LIE ALGEBRAS 
First we deduce from Lemma 1.1(a) a simple proof of the celebrated 
Morozov-Jacobson theorem, which is a simplification of a proof from (18]. 
MoRozov-JACOBSON THEOREM. Any nilpotent element x E g of a semisimple 
Lie algebra 9 can be embedded in a simple three-dimensional subalgebra. 
Proof. Let 1)0 be a maximal torus in the centralizer of x in g. The element 
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x belongs to the semisimple part g of the centralizer of 1)0 in 9 and the centralizer 
of x in g is a nilsubalgebra n. We can assume now that 9 = g and that 9x is a 
nilsubalgebra. 
Since <x, n) = 0, applying Lemma l.l(a) in the situation when 9 = 9u, 
m = 0, we obtain x E (ICx)-L = [9, x]. Therefore there exists hE 9 such that 
[h, x] = x. Set G<x> = {g E G I Adg · x = ..\x, ,\ E IC}. Then clearly, G~x> is a 
semi direct product of a unipotent subgroup G x 0 and a one-dimensional torus T. 
The torus T defines a 7L -gradation 9 = ffi 9; , and x E 9; for some i =F 0. 
I claim that there exists y E 9-i such that [x, y] = c, which proves the 
theorem. Indeed, suppose the contrary. One has an orthogonal direct sum: 
9o = (ICc)-L ffi ICc. By Lemma l.l(b) we obtain that there exists h1 E (ICc)-L 
such that [h1 , x] = x. But then the element c- ih1 is a nonnilpotent element 
in the centralizer of x in 9, which is a contradiction. 
Now, let p E 9 be a nonzero nilpotent element. By the Morozov-Jacobson 
theorem there exists candy in 9 such that [c, p] = 2p, [c, y] = -2y, [p, y] =c. 
Setting 9; = {x E 9 I [c, x] = ix} defines a 7L-gradation 9 = ffi 9;. It is known 
that [11]: 
(a) its characteristic has the form II = Il0 U Il1 U Il2 , 
(b) two nonzero nilpotent elements are conjugate if and only if the 
associated characteristics are the same, 
(c) the intersection of the orbit of the nilpotent element with 92 is the 
open G0-orbit in 92 (see also Proposition 1.2), 
(d) the centralizer of p belongs to EB;:~o 9; , (g0)v being the reductive 
part of it. 
Proposition 1.2 implies the following 
PROPOSITION 2.1. The characteristic Il0 U Il1 U Il2 is associated with a 
nonzero nilpotent orbit if and only if the corresponding 7L-gradation 9 = ffi 9; 
satisfies the following conditions: the stabilizer (9o)v of a point in general position 
p E 92 is reductive, and <(9o)v, c) = 0. 
A nilpotent element p E 9 is called distinguished if the reductive part of the 
centralizer of p in 9 is trivial. Lemma I. 7 gives the following result. 
PROPOSITION 2.2 [1]. Any distinguished nilpotent element zs even; z.e., tn 
the characteristic II = Il0 U Il1 U Il2 the subset Il1 is empty. 
Remark. Bala and Carter [1] proved this statement using a lengthy clas-
sification argument. 
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3. SoME REMARKABLE LINEAR GRouPs 
3.1. The fJ-Groups 
For m EZ+ = {0, 1, 2, ... } set Zm = Z/mZ and E = exp(bri/m) for m =/= 0. 
Let g = EBiEZ g; be a Zm-graded Lie algebra. For m =/= 0 the linear trans-
formation fJ defined by 
fJ(x) = E 8X, X E gs' 
is an automorphism of period m of the Lie algebra g. For m = 0 the formula 
defines a one-dimensional torus in the adjoint group of g. So one has a one-
to-one correspondence between isomorphism classes of Zm-graded Lie algebras 
and classes of conjugate automorphisms of period m for m =/= 0 and one-
dimensional tori in the adjoint group of g for m = 0. 
Let g be a simple Lie algebra. Then the £:-gradations of g are described 
by the characteristics (Section 1.1). In other words, letS be the Dynkin diagram 
of g and let Sv = (v1 , ... , vn) be the set of vertices of S. Then there is a one-
to-one correspondence between £:-gradations of g up to conjugation and maps 
TABLE I 
A (l) ~ F(l) o-v(: o-o-o 
n l l 1 
4 2 4 3 2 l 
A (l) 
o====o 
G (l) o(-=o-o 
n l 1 
2 3 2 l 
B (l) o=Z-o -o §>::> 1\. (2) o~-o- -o ==9' 
n l 2 2 2 2 
2n 2 2 2 2 l 
c (l) o==?:>-o- -~o (2) o=? 
n l 2 2 2 l 
A2 
2 1 
D (l) oJ=o-o- -o-~=o A(2) ?l -c<; o o-o-o-
n 1 2 2 2 2 2 1 
2n-l 1 2 2 2 1 
?l 
E(1) o2 D (2) o-o-6-o-o c~o-o- -o~ 6 1 2 3 2 1 n+1 1 l 1 1 1 
E(1) ?2 E (2) o-o~o-o-o :)-o-o-o-o-o-o 
7 1 2 3 4 3 2 1 
6 1 2 3 2 l 
E (1) o-o-o-o-o-b~o-o D (3) 0 ~-0 
8 1 2 3 4 5 6 4 2 4 l 2 l 
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d 
of the form p: Sv-->- .£'+. One also has 9 = EBi~-d 9i, where d = Li a;p(v;), 
the a;'s being the coefficients of the expression of the highest root of 9 in terms 
of simple roots (the labels by v1 , ... , vn of X~1 > in Table I). 
In the same way one can describe the Zm-gradations for m # 0 [4]. Let S 
denote one of the diagrams x~k) from Table I and let Sv = (vo , ... , Vn) be 
the set of vertices of S. There is a one-to-one correspondence between Zm-
gradations up to conjugation of a simple Lie algebra of type Xn and maps 
p: Sv-->- .£'+' where s = x~k>, k = 1, 2, or 3. One also has: m = k Li a;p(vi), 
where the a;'s are the numerical labels in Table I. Note that the corresponding 
automorphism 8 is inner if and only if k = 1. 
The map p: Sv-->- .£'+ associated with a Zm-gradation is called the charac-
teristic of this gradation. Let 9 = E8 9; be a simple Zm-graded Lie algebra. 
The adjoint representation of 9 induces by restriction a 90-module 9; for each i; 
this linear Lie algebra defines a connected algebraic linear group, which is 
called a 8-group (see [5, 8, 19], ... ). Clearly we obtain all the 8-groups con-
sidering only the case i = 1 and p(Sv) = {0, 1}. One can easily deduce from 
[3, 4] the classification of 8-groups. 
PROPOSITION 3.1. A complete list of 8-groups G operating on a vector space 
Vis as follows. 
I. The 8-group associated with a pair (S, S 0), where S is the Dynkin 
diagram of a simple Lie algebra and S0 is a proper subdiagram of S. The group G 
is a direct product of a connected semisimple algebraic group (G, G) with the 
Dynkin diagram S0 and a torus of dimension #Sv - #Sv0• The highest weights 
of the representation of(G, G) in V correspond to the vertices from Sv\Sv0 ; nonzero 
labels b/s of a highest weight A;, corresponding to a vertex V;, can be obtained 
as follows: if Vt E Sv 0 is joined with V; by r > 1 edges and the arrow points to vt , 
then bt = r; if the arrow points to V; , or r = I, then bt = 1. 
II. The 8-groups associated with a pair (S, S 0), where S is one of the 
diagrams from Table I and S 0 is a proper subdiagram of S. The group G is a direct 
product of a connected semisimple algebraic group ( G, G) with the Dynkin diagram 
S0 and a torus of dimension #Sv- #Sv0 - I, belonging to SL(V). The description 
of the highest weights is the same as in I. 
We subdivide the 8-groups into 8-groups of type I or type II according to 
Proposition 3 .I. 
We list below all irreducible 8-groups. In the tables and further we use 
the following notation. For a linear group G operating on a vector space V 
we denote by SrG (respectively JlrG) the representation of G on the rth sym-
metric (respectively exterior) power of V and by S 0rG (respectively J10rG) 
we denote the highest irreducible component of srG (respectively JlrG). If 
G1 is another linear group operating on a vector space V1 , we denote by 
G1 ® G2 the linear group G1 x G2 operating on V1 ® V2 • The symbols 
TABLE II IV 0 
0 
(G, G) s d (G, G) s d (G, G) s d 
SLn ®SLm 
n>m;>1 sln-m + slm + U 0 s•sL. 0 4 SL• ® S 2SLa 0 12 
n = m > 1 sln n A 2SLo A2 + A 2 4 SL2 ® A 2SL5 A 1 + U 0 
SLn ® SOm 
n>m>3 S[n-m + SOm + U 0 A3SL7 a. 7 SL2 ® A 2SL6 A 1 + A 1 + A 1 12 
n=m>3 SOm n A 2SLs A, 16 SL2 ® A 2SL7 A 1 + U 0 :< 
1<;n<m SOn+ SOm-n 2m Spin7 G, 2 SL3 ® A"SL5 A1 15 ~ 
SLn ® Spm g: 
(') 
n>m>4 sln-m + spm + U 0 Spin10 B 3 + U 0 SL4 ® A 2SL5 0 40 
1 < n < m, nodd SPn-l + SPm-n-l + U 0 Spin12 As 4 SL2 ® Spin1o G2 + A 1 4 
2 < n < m, n even SPn + sPm-n m Spin14 a.+ a. 8 SL3 ® Spin10 A1 + A1 12 
A•SLn 
neven > 4 spn n/2 A.•sp. A. 4 SL2 ® E6 D, 12 
n odd> 3 sPn-l + U 0 Eo F, 3 SL2 ® SL3 ® SL3 T. 12 
S"SLn 
n > 3 SOn n E1 Eo 4 SL2 ® SL3 ® SL4 A1 8 
SL, ® SL3 ® SL5 A 1 + U 0 
G s t d, , ... , d, G s t d, , ... , d, G s t d, , ... , d, 
AdSLn 
n>2 T n-1 2, 3, 4, ... s•sL. 0 2 4,6 SL.@ S 3SL. 0 2 2,6 
SOn@ SOm 
n>m>2 SOn-m m 2, 4, 6, ... A•SL8 0 7 2, 6, 8, 10, SL3 @ S 2SL3 0 2 6, 12 
12, 14, 18 
Spn@ Spm 
n>m>2 (m/2)sl2 + sPm-n m/2 m, 4, 8, 12, ... A 3SL9 0 4 12, 18,24, 30 SL3 @ A 2SL6 T, 3 6, 12, 18 "' 0 
SOn@ Spm ~ ~ 
n>m>2 T + SOm-n m/2 4, 8, 12, ... Spin9 Ba 1 2 SL.@ A 2SLs 4A1 2 8, 12 ::c ~ 2 < n < m, T<m-t)/2 + sPm-n-l (n- 1)/2 4, 8, 12, ... Spin16 0 8 2, 8, 12, 14 SL2 @ A 3SL6 r. 4 2, 6, 8, 12 ~ 
nodd +U 18,20,24,30 ~ 
2 < n < m, T + sPm-n n/2 m, 4, 8, 12,. .. A.•sp. o 6 2,5,6,8,9, 12 SL5 @ A 2SL5 0 2 20,30 ~ 
"' 
n even 0 
z 
s.•son z 
n>4 0 n-1 2, 3, 4, ... c. A. 1 2 SL.@ S 2SL. 0 2 8, 12 [=: 
"C 
A•son 0 .., 
n odd> 3 T (n- 1)/2 2, 4, 6, ... adG2 r. 2 2,6 SL 2 @ Spin12 3A1 4 2, 6, 8, 12 ~ z 
n > 5, n even T n/2 n/2, 2, 4, 6,... F 4 n. 2 2, 3 SL4 @ Spin10 0 4 8, 12,20,24 
.., 
0 
s•spn ::c 
ttl 
n>2 T n/2 2, 4, 6, ... adF4 r. 4 2, 6, 8, 12 SL2 @ Spin7 A2 + T, 1 4 ::J 
"' A 02Spn 
n>4 (n/2)A 1 n/2-1 2, 4, 6, ... ad E6 r. 6 2, 5, 6, 8, 9, 12 SL.@ A03Sp 6 0 4 2, 6, 8, 12 
s•sL. 0 2 2, 3 ad E 7 T1 7 2, 6, 8, 10, 12, SL3 @ SL3 @ SL3 0 3 6, 9, 12 
14, 18 
Es Ts 8 2, 8, 12, 14, 18, SL2 @ SL4 @ SL4 T 3 2 8, 12 
20,24, 30 
SL2 @ SL3 @ SL6 A 2 + A, I 6 N 
SL2 @E7 n. 4 2, 6, 8, 12 0 
-SL3 @ E6 A. 3 6, 12, 18 
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SLn (n ~ 1), SOn (n ~ 3), Spn (n ~ 4 and even) stand for natural repre-
sentations of these groups; Spinn denotes the irreducible linear group (not 
simply connected for even n). The symbols of exceptional groups denote 
these groups in their nontrivial representations of lowest demension. 
In Table II we list all irreducible 8-groups G of type I. All of them are of 
the form G = (G, G)® C*, where (G, G) is a semisimple irreducible linear 
group. The group (G, G) either admits a unique up to a constant factor 
irreducible homogeneous invariant polynomial P of nonzero degree d or has 
an open orbit; in the latter case we set d = 0. In Table II we give the following 
information: the semisimple part (G, G) of the group G, the degree d of the 
polynomial P, the Lie algebra s of the stabilizer of a point in general position; 
T~cdenotes the Lie algebra of a k-dimensiontorus4 and U denotes a nilsubalgebra. 
For d and s we use [14]. 
In Table III we list all irreducible 8-groups G of type II, which do not occur 
as (G, G) in Table I. All of them are semisimple and their ring of invariants 
is free (19). We denote by d1 , ... , dt in the table the degrees of basic invariant 
polynomials and by s the Lie algebra of the "principal" stabilizer. For d1 , ... , dt 
and s we use [19). 
In conclusion of this section we state some properties of irreducible 8-groups 
of type I. 
PROPOSITION 3.2. Let g = EB g; be a simple 7L-graded Lie algebra such that 
the representation of g0 on g1 is irreducible. Let II= (II\{ ex;}) U {CI!;} be the charac-
teristic of this gradation and let G be the corresponding 8-group, operating on 
the space g1 . Then for p E g1 the following conditions are equivalent: 
(i) (g0), is a reductive subalgebra and [g0 , p] = g1 ; 
(ii) [(g_1 'p], p] = g1 ; 
(iii) q;1(p) #- 0; 
(iv) (G, G) ·pis a closed orbit and p #- 0; 
(v) there exists y E g_1 such that [p, y] = c; 
(vi) p is an even nilpotent element with the characteristic Il0 = II\{a;}, 
Il2 = {a;}; 
(vii) there is no hE (g0 , g0] such that [h,p] = p. 
Proof. Clearly one has an orthogonal direct sum of ideals: g0 = [g0 , g0] ffi 
Cc. Therefore by Lemma 1.2(a), (vii) implies (v). It is clear also that (iv) implies 
(vii). By Lemma 1.3(b ), (v) implies (i). By Proposition 1.1 conditions (i)-(iv) 
are equivalent. Conditions (v) and (vi) are equivalent by Section 2. This gives 
the equivalence of all conditions (i)-(vii). 
As immediate consequence of Proposition 3.2 we obtain 
4 We omit the index k when it is clear what it is. 
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PROPOSITION 3.3. For an irreducible 8-group of type I, G = (G, G)® C* 
operating on a vector space V, there are two possibilities: 
(1) C[V]W.GJ = C[P], where P is an irreducible homogeneous (G, G)-
invariant polynomial of nonzero degree d, which divides 2 dim V. The variety 
{x E VI P(x) =ex} for any ex #- 0 is a closed (G, G)-orbit with a reductive 
stabilizer s (listed in Table II). The variety N = {x E VI P(x) = 0} contains 
only a finite number of(G, G)-orbits, which coincide with the G-orbits. In particular, 
there exist a dense orbit (G, G) · q inN and hE [g, g] such that h · q = q. Finally, 
d = deg P can be computed by the following formula: 
d = dim V - tr ad h I gq . (3.1) 
(2) C[V]<G.G) = C. The group (G, G) has only a finite number of orbits, 
which coincide with the G-orbits. The stabilizer s (listed in Table II) of a point 
of the open orbit is not reductive. 
Proof. All the statements, apart from formula (3.1 ), follow from Proposi-
tion 3.2 and Lemma 1.3. Formula (3.1) follows from Proposition 15 in [14) 
(one should set A = h- c in this proposition). 
One may suggest another way of computing the semi-invariants of a 8-group 
and, more generally, of an arbitrary reductive group admitting an open orbit. 
PROPOSITION 3.4. Let G be a reductive group operating in a vector space V 
with an open orbit. Let Q E C[V] be an irreducible homogeneous polynomial of 
degree d, which is G-semi-invariant with weight ,.\ (Q is uniquely defined up 
to a constant factor). Set G' = {g E G I ft.(g) = 1}. Then either G• has a closed 
orbit G' . p,p #- 0, and then d = #(G~P)/G,j), where G~P) = {g E G• I g. p = Ol.p, 
01. E C*}, or d = 0. 
Proof. Since any two closed orbits can be separated by an invariant 
polynomial, we obtain that d = 0 iff G• has no closed orbits. Suppose now 
that G• has a closed orbit G• · p. Then clearly any closed orbit intersects the 
subspace cp ' any orbit G• . q for q E Cp is closed, and two points of cp are 
G•-equivalent iff they are G~P)-equivalent. The proposition now follows from 
Proposition 8 from [8). 
3.2. Visible Linear Groups 
Let G be a reductive group operating on a vector space V. The embedding 
C[V]G-+ C[V] induces a morphism of affine algebraic varieties 
7T: v-+ v;G, 
where VfG is an affine algebraic variety such that C[V/G] ,...._, C[V]G. The 
fiber N = 7T-1(7T(0)) of the map 7T is called the nilvariety. The action of G 
on V is called visible if the nilvariety contains only a finite number of orbits. 
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A classification of irreducible visible groups has been announced m [5]. In 
this section we give a detailed exposition of the results of [5]. 
THEOREM 1. The following list contains all visible connected linear groups G 
operating irreducibly on a vector space V: 
I. linear groups from Tables II, III, and IV; 
II. linear groups (G, G), where G ( =(G, G)® C*) is a linear group from 
Table II; 
III. linear groups G ® C *, where G is a linear group from Tables III and IV 
such that t ~ I. 
For all of these linear groups any fiber of the map 1T contains only a finite number 
of orbits. 
For all the linear groups of Table IV the ring of invariant polynomials is 
freely generated by t polynomials of degrees d1 , ... , dt. For this and for 5 we 
use [8, 14, 15]. 
The proof of the theorem is based on the following simple lemma, which 
is a consequence of a lemma from [19]. 
LEMMA 3.1. Let G be an algebraic linear group operating on a vector space V, 
let H be an algebraic subgroup of G, and let U C V be an H-invariant subspace 
of V. Suppose that for the Lie algebra there exists a decomposition 9 = I) E8 m, 
where m is a subspace in 9 such that m · U n U = 0. Then G · x n U contains 
only a finite number of orbits of the group H for any x E V. In particular if the 
linear group G is visible (or any fiber of 1T contains only a finite number of orbits) 
then so is the linear group H operating on the vector space U. 
The following lemma is a consequence of Lemma 3.1 and the fact that 
for the adjoint representation of a simple algebraic group any fiber of 1T contains 
only a finite number of orbits. 
LEMMA 3.2. For the 0-groups any fiber of the map 1T contains only a finite 
number of orbits. In particular, 0-groups are visible. 
In the statement of the next lemma we use the fact that an irreducible repre-
sentation of a connected semisimple group is represented by its Dynkin 
diagram equipped by numerical labels of the highest weight. 
LEMMA 3.3. Let G be a connected semisimple group operating irreducibly on 
a vector space V. Then for any subdiagram of the Dynkin diagram of this repre-
sentation the corresponding representation of a semisimple connected group H 
operating irreducibly on a vector space U can be realized as a subspace belonging 
to the nilvariety of G in V. Furthermore, if G is visible, then dim UJH ~ 1. 
TABLE IV 
r/J 
0 
~ 
~ 
C !/' t d,, ... , d, C //' t d,, ... , d, C !/' t d,, ... , d, :00 ~ 
~ 
> 
:00 
~ 
r/J 
Spin11 A. 1 4 Spin,® SL4 A 1 + A 1 2 4, 8 C 2 ® S03 0 4 2, 3, 4, 6 
0 
z 
z 
Spin,, A 2 + A 2 2 4, 8 Spin9 ® SL2 A 2 + T, 2 4,4 C, ® Sp4 0 4 4,4, 8,12 
p 
"tl 
0 
Spin,® SL2 A 2 + T, C 2 ® SL2 A 1 + T, SL. ® SLa ® SLn A,+ A 2 + 0 0 
;;j 
1 4 1 4 z 
>-l 
0 
Spin,® SL3 A 1 +A, 1 6 C 2 ® SL3 A, 2 3, 6 n > 7 +An-7 + U :00 tll 
:::; 
r/J 
~ 
Ul 
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Proof. Let B be a Borel subgroup and let T C B be a Cartan subgroup 
of G. Let H be a semisimple subgroup of G, corresponding to a subdiagram of 
the Dynkin diagram; then U can be realized as the linear span of the orbit H · v, 
where v is a highest weight vector. Since the inverse of the Cartan matrix 
of a simple Lie algebra has positive entries, we obtain that the linear group 
H · T operating on U is equivalent to the linear group H@ C*. This proves 
that U belongs to the nilvariety of the action of G on V. Since clearly the con-
ditions of Lemma 3.1 are satisfied, for a visible G the group H@ C* has only 
a finite number of orbits in U and therefore dim U/H ~ 1. 
A similar argument proves 
LEMMA 3.4. The multiplicity of any nonzero weight of a visible reductive 
linear group is equal to 1. 
LEMMA 3.5. For a visible linear group G operating on a vector space V the 
dimension of the nilvariety N is equal to dim V- dim VfG. 
Proof. On the one hand dim N ~ dim V- dim VfG since N is a fiber 
of 1T. On the other hand, since G is visible, N contains an open orbit and therefore 
dim N ~ maxxEV dim G · x =dim VfG. 
LEMMA 3.6. Let G be a connected reductive linear group operating on a vector 
space V, let V = EB VA be the weight decomposition with respect to a Cartan 
subalgebra {), and let A be the set of all weights. We fix h E {) and put A+ = 
{..\ E A /..\(h) > 0}, V+ = EBAsA+ VA. Then dim N ~ dim(V+ + g · V+). 
Proof. Follows from the obvious fact that V+ C N. 
LEMMA 3.7. The following linear groups are not visible: 
l. SnSLdor n ~ 5; S 2SL2 @ S 3SL2 ; S3SL2 @ S 3SL2 • 
2. G2 0 S04 ; G2 0 so5 ; c2 0 c2 • 
3. S2SL3 @ Sp4 • 
Proof. An obvious consequence of Lemma 3.6 is that dim N > !(dim V -
dim V0) and therefore for a visible linear group G one has dim G ~ dim N > 
!(dim V - dim V0). This proves the lemma in case I. The inclusions of 
linear groups G2 @ S05 "J G2 @ S04 "J G2 @ S03 and G2 @ G2 "J G2 @ S03 
show by Lemma 3.1 that Lemma 3. 7 is true in case 2. 
To prove case 3 we note that for the linear group G = SZSL3 @ Sp4 one has 
dim G · x ~dim G = 18. We shall show that dim N ~ 19, and therefore 
N contains infinitely many orbits. Let "I , <'2 , E3 , be standard vectors of the 
dual to a Cartan subalgebra of s/3 , for which "I + <'2 + <'3 = 0, and let oi , o2 
be an orthogonal basis of the dual to Cartan subalgebra of sp4 • Let ti , t2 , t3 , t4 
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be a dual basis of a Cartan subalgebra of g to E1 , E2 , ll1 , ll2 • We put h = 
4t1 + 6t2 + 5t3 + 24t4 and apply Lemma 3.6. 
Proof of Theorem 1. The linear groups from Tables II and III are visible 
by Lemma 3.2. The orbit classification in [8] shows that Spin13 is visible; 
the same method as that in [8] can be applied to the orbit classifications of 
Spin11 , Spin7 ® SL" for k = 2, 3, 4, Spin9 ® SL2 , G2 ® SL~c for k = 2, 3, 
G2 ® S03 and G2 X Sp4 (by making use of the inclusions Spin7 C S08 , 
Spin9 C Spin10 , G2 C S07) which show that these groups are also visible. 
Since any orbit of the linear group SL2 ® SL3 ® SLn is equivalent to an orbit 
of the linear subgroup SL2 ® SL3 ® SL6 and the latter is a 8-group, we obtain 
that SL2 ® SL3 ® SLn is visible for all n. So, all the groups from I are visible. 
The linear groups from II are visible by Proposition 3.3. The groups from III 
are visible since the groups from I are. The same argument shows that in all 
the cases any fiber of 1T contains only a finite number of orbits. 
Suppose now that G is a connected visible linear group operating irreducibly 
on a vector space V. It is not hard to see by making use of Tables II, III, and IV 
that the restrictions imposed by Lemmas 3.3 and 3.4 leave only the linear 
groups listed in the statements of the theorem and Lemma 3.7. This completes 
the proof of the theorem. 
Since G has a finite number of orbits in V if and only if G is visible and 
q V]G = C, Theorem I gives a classification of irreducible linear groups 
admitting only a finite number of orbits (cf. [14]). 
THEOREM 2. A connected linear algebraic group operating irreducibly on a 
vector space has a finite number of orbits if and only if it belongs to the following list: 
(1) SLn ® SLm for m =I= n, SLn ®SO, for n > m, SLn ® Spm for 
n > m or n odd, .1l2SLn for n odd, SL2 ® SL3 ® SLn for n = 5 or n > 6, 
Spin10 , SL2 ® A 2SLn for k = 5 or 7. 
(2) G ® IC*, where G is either one of the linear groups from (1) or is one 
of the following linear groups: SLn ® SLn , SLn ® SOm for n ~ m, SLn ® Sprn 
for n ~ m and n even, A 2SLnfor n even, S 2SLn , S03 ® Spn, SL2 ® SL3 ® SLn 
for n = 3, 4, or 6, S3SL2 , S 3SLn for n = 6, 7, or 8, Spinn for n = 7, 9, 11, 
12, 14, A 03Sp6 , SL2 ® S 2SL3 , SL2 ® A 2SL6 , SLn ® A2SL5 for n = 3 or 4, 
SL2 ® Spinn for n = 7 or 10, SL3 ® Spinn for n = 7 or 10, G2 , E6 , E7 , 
G2 ® SL2 , E6 ® SL2 • 
3.3. Multiplicity-Free Actions 
An action of an algebraic reductive group G on an affine variety M is called 
multiplicity free if the decomposition of the G-module C[M] into the direct 
sum of irreducible G-modules contains any irreducible G-module with multi-
plicity at most one. In this section we prove the following 
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THEOREM 3. A complete list of multiplicity-free irreducible linear actions of 
connected reductive algebraic groups is as follows: 
(1) SLn , Spn , SOn ® IC*, S 2GLn , A 2SLn for n odd, A 2GLn for n even, 
SLm ® SLn for m =F n, GLn ® SLn , GL2 ® Spn , SL3 ® Spn , GL4 ® Sp4 , 
SLn ® Sp4 for n > 4, Spin7 ® IC*, Spin9 ® IC*, Spin10 , G2 ® IC*, E6 ® IC*. 
(2) G ® IC* for the semisimple groups G from list (1). 
The proof of the theorem is based on several lemmas. Let G be a connected 
reductive algebraic group and let B be a Borel subgroup in G. 
LEMMA 3.8 [10, 16]. An action of G on an irreducible affine variety M is 
multiplicity free if and only if B admits an open orbit in M. 
LEMMA 3.9 [16]. If G operates on an irreducible affine variety M multiplicity 
free, then G has only a finite number of orbits on M. 
Proof. We prove the lemma by induction on dim M. By Lemma 3.1, 
G has an open orbit Q on M. Hence M\Q is a union of G-invariant irreducible 
closed subvarieties M 1 , ... , Ms such that dim M; < dim M, i = 1, ... , s, and 
the action of G on each of them is multiplicity free (since IC[M;] is an image 
of q M] under the restriction map). By inductive assumption G has a finite 
number of orbits in each M; , which proves the lemma. 
Now let G be a reductive linear group operating on a vector space V. The 
following lemma is an immediate consequence of Lemma 3.8. 
LEMMA 3.10. Suppose that the action of G on V is multiplicity free and 
let f) be the Lie algebra of the stabilizer of a point in general position p E V. Then 
(a) dim V ~!(dim G +rank G). 
(b) there exists a Borel subalgebra b C g such that g = f) + b. 
LEMMA 3.11. If the action of G on V is irreducible and multiplicity free 
and f) is the Lie algebra of the stabilizer of a point in general position p E V then 
VlJ = {x E VI f) · x = 0} = ICp. 
Proof. By Lemma 3.10(b) one has g = f) + b, where b is a Borel sub-
algebra. The latter decomposition implies that dim VlJ ~ 1 (this statement 
and the proof of it were communicated to me by Kostant). Indeed, let V1 C V 
be a b-in variant subspace of V of codimension 1. If dim VlJ > 1, then there 
exists X E vl , X =F 0, such that f) . X = 0. But then vl is a g-invariant subspace, 
which contradicts the irreducibility of the representation of G in V. 
LEMMA 3.12. Suppose that for the action of G on V the ring IC[V]G is generated 
by one polynomial Q and suppose that {x E VI Q(x) = 1} is a G-orbit G · p. 
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Then provided that (a) G operates multiplicity free on GjGP or (b) the group 
G P is a fix set of an involution of G, the group G ® e * operates multiplicity free 
on V. 
Proof. One clearly has C(V] '""C[Q] ® C[GjGP] as G-modules. This 
proves (a). To prove (b) one has to show only that the operation of G on GjGP 
by left translations is multiplicity free. This follows from Lemma 3.8 and 
the fact that by I wasawa decomposition there exists a Borel subgroup B C G 
such that G = B · GP and therefore B admits an open orbit on GjGP. 
LEMMA 3.13. The linear group G X GLn , G X so2n , G X so2n+l or 
G X Sp2n operates multiplicity free on v ®en, v ® un, v ® ([;2n+l or v ® IF2n 
respectively for some n ~ dim V if and only if it does for dim V = n. 
Proof. We shall prove the lemma for the group G X GLn ; in all the other 
cases the proof is similar. Set k = dim V and identify the space V ®en with 
the space of (k X n)-matrices Mk,n ; G and GLn operate on Mk,n by left and 
right multiplications. Set B = B1 X B 2 , where B1 is a Borel subgroup in G 
and B 2 is a subgroup of GLn of upper triangular matrices. Let Mk,k be a sub-
space of Mk,n formed by matrices of form (A 0), where A is a (k X k)-matrix, 
and let Q be an open set in Mk,n formed by matrices (A A1), such that A 
is a (k X k)-matrix of maximal rank. Then any point from Q is B2-equivalent 
to a point from Q n Mu. Therefore if B' = B 1 X (B2 n GL"') has an open 
orbit in il!lk,k , then B has an open orbit in Mk,n . 
If B has an open orbit in Mk,n , then as was shown this orbit should have 
a nonempty (open) intersection with Mk,k which by Lemma 3.1 is a union 
of a finite number of B' -orbits. Therefore B' has an open orbit in M 1,,n . 
So we have proved that B has an open orbit in Mk.n if and only if B' has 
an open orbit in Mk,lc . By Lemma 3.8 the lemma is proved. 
Proof of Theorem 3. Let G be a multiplicity-free irreducible connected 
linear group operating on a vector space V. By Lemma 3.9, G has a finite 
number of orbits in V and therefore is one of the linear groups listed in 
Theorem 2. This together with Lemmas 3.10(a), 3.11, and 3.13 shows that 
the linear group G is one of those listed in the statement of the theorem. 
The groups Spin7 ® e*, Spin9 ® e*, G2 ® e*, and E6 ® e* are multi-
plicity free because of Lemma 3.12 (see [20]). The group Spin10 ® e* is multi-
plicity free since Spin9 ® e* is. By direct computations one can show that 
a vector x equal to a sum of two weight vectors with weights t( -E1 - E2 -
E3 - E4 + E5) and t( -E1 + E2 + E3 + E4 - E5), and the "standard'' Borel 
subalgebra b one has b · x = V and therefore Spin10 is also multiplicity free. 
The rest of the groups from the list apart from the groups of form GLm ® Spn 
or SLm ® Spn in the list are multiplicity free since by classical results B 
operates with an open orbit in these cases. 
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By Lemma 3.13 we have only to show that the groups GL4 ® Sp4 , GL2 ® 
Sp4 , SL3 ® Sp4 , SL3 ® Sp6 are multiplicity free. We identify the Lie algebra 
spn with a set {A E Mn,n I A]+ ]A = 0}, where 
0 
]= 
-1 
0 
-1 
Then the upper triangular matrices will form a Borel subalgebra b2 of spn . 
Let b1 be the Lie algebra of all upper triangular matrices of g/111 ; set b = 
b1 E8 b2 . We have the Lie algebra gl, E8 spn operating in Mrn,n by (A, A1)X = 
AX + XA 1 • One can show directly that if X 0 is one of the matrices 
(
0 0 0 I) I 0 I 0 
I I 0 0 ' 
I 0 0 0 
(0 0 0 I) I 0 I 0 , I 1 0 0 (
0 0 0 0 
I 0 I 0 
0 I 0 1 
0 I) 
1 0 , 
1 0/ 
then one has b · X 0 = Mm,n, where (m, n) = (4, 4), (2, 4), (3, 4) and (3, 6), 
respectively. By Lemma 3.8 this completes the proof of the theorem. 
4. GENERALIZED jORDAN ALGEBRAS 
In this section the base field IF is arbitrary unless otherwise stated. 
Let '2! be the category of finite-dimensional algebras with epimorphisms 
as the morphisms. With an algebra A E '2! we associate a 7L -graded Lie algebra 
KanA as follows [7, 9]. We set 9-1 = A, and we let 9o be the Lie algebra 
generated by all the left multiplication operators La, a EA. The Lie algebra 
9o operates on the space T of bilinear functions on A with values in A. Let 
P E T be defined by P(x, y) = xy (multiplication in A); let 91 be the minimal 
9o submodule in T which contains P. The structure of a local Lie algebra 
is defined on g = 9-1 E8 9o E8 91 in an obvious way; we let Kan A denote 
the minimal 7L -graded Lie algebra with local part g (for the relevant definitions 
and facts see [3, Chap. 1]). 
Now we introduce a category £ as follows [7]. The objects of £ are pairs 
(9, Q), where 9 is a 7L-graded Lie algebra (not necessarily finite dimensional) 
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g = ffi g; , and Q is an orbit in the space g1 of the group Aut0 g of automorphisms 
of the Lie algebra g preserving the Z-gradation, such that: 
(a) dim g; < oo, i E Z; 
(b) g_1 EB g0 EB g1 generates gas a Lie algebra; 
(c) any Z-graded ideal of g which intersects g_1 trivially is zero; 
(d) for a (any) point p E Q one has: 
(i) p is a cyclic vector of the g0-module g1 , 
(ii) [g_1 , P] generates g0 as a Lie algebra. 
A morphism F: (g, Q) -+ (g1 , f21) is an epimorphism F: g -+ g, preserving 
Z-gradation such that F(Q) = f21 • 
We define a covariant functor Kan: m:-+ £ which is called the Kantor's 
functor as follows (cf. [9, 7]). For A Em: we set Kan(A) = (KanA, (Aut0 g) · P); 
for rp: A -+ B we define Kan(rp) in the obvious way. We define also a covariant 
functor cp: £-+'!I as follows. For L = (g = ffi g;, Q) E £ we pick up a point 
p E Q C g1 and denote by cp(L) an algebra the space of which is g_1 and the 
operation is defined by the formula [9] 
xy = [[p, x], y], x,y E g_1. (4.1) 
PROPOSITION 4.1 (7]. Provided that char IF # 3 the functor Kan: ~£-+ £ 
is an isomorphism of categories, cp: £-+'!I being the inverse functor. 
Let A Em: be an algebra and let Kan(A) = (g, Q). The algebra A is called 
an algebra of finite type if dim g < oo, is called conservative if Q is an open 
orbit in g1 , and is called a generalized Jordan algebra if it is of finite type and 
conservative [9]. Note that an ordinary Jordan algebra is an example of a 
generalized Jordan algebra. Provided that char IF # 2, 3, the category of 
Jordan algebras is isomorphic to a full subcategory of £, consisting of the 
pairs (g, Q) such that g = g_1 ffi g0 ffi g1 and Q is a dense orbit in g1 ; the 
Jordan algebra is simple if the corresponding Lie algebra g is the Lie algebra 
of a simply connected simple algebraic group and (g0)v , p E Q, is the Lie algebra 
of a reductive algebraic group [7]. 
Note also that an algebra of finite type A is simple if and only if KanA 
is a simple Lie algebra. 
PROPOSITION 4.2. Let g = ffi g; be a simple finite-dimensional Z-graded 
Lie algebra over an algebraically closed field of characteristic 0, let II = U II; 
be its characteristic, and let Q C g1 be an Aut0 g-orbit. Then 
(a) cp((g, Q)) is a simple algebra of finite type if and only if the following 
conditions are satisfied: 
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(i) II = II0 U II1 ; 
(ii) the linear span of Q is g1 ; 
(iii) for p E Q the subspace ((g0)p)j_ of g0 generates g0 as a Lie algebra. 
(b) lf(g0)P is reductive and (ai) and (aii) are satisfied, then (aiii) is satisfied. 
(c) If II= II0 U 0 U II1 is the characteristic of an even nilpotent element 
of g and Q is an open orbit, then (g, Q) E i!; let n C i! denote the subcategory 
of all such pairs. Then c,b(n) is the category of all simple algebras of finite type 
with a left unit. All of these algebras are generalized Jordan algebras. 
For the proof we need the following 
LEMMA 4.1. Let g be a reductive Lie algebra, let ( , ) be a nondegenerate 
invariant bilinear form on g, and let I) be a reductive subalgebra in g which does 
not contain any proper ideal of g. Then the space l)l_ generates g. 
Proof Since [I), I)j_] C I)j_, for the subalgebra p generated by I)j_ one has 
[I), p] C p and [I)j_, p] C p. Since I) is a reductive subalgebra, one has g = 
I) EB I)j_ and therefore p is an ideal in g, containing I)j_. 
Proof of Proposition 4.2. Part (a) follows from Proposition 4.1 and Lemma 
I .3(b ). 
To prove (b) and (c) we show first that provided that (ai) and (aiii) are 
satisfied, [p, g_1] does not belong to any proper ideal of g0 • Indeed, if [p, g_1] 
lies in an ideal p C g0 , we obtain [G0p, g_1] C p and [g1 , g_1] C p. On the other 
hand one clearly has [g_1 , g1] = g0 • Now (b) and (c) follow from (a), Lemma 
1.3(b), and Lemma 4.1. 
Conjecture. Provided that (ai) and (aii) are satisfied, (aiii) implies that 
(g0)P is reductive. In other words, the Lie algebra of derivations of a simple 
generalized Jordan algebra is reductive. 
More generally, is it true that the Lie algebra of derivations of any simple 
finite-dimensional algebra is reductive ? 
Remark. As we saw the classification of the simple Jordan algebras of 
characteristic p =1= 2 or 3 can be described by the pairs ( G, Q), where G is 
a form of one of the linear algebraic groups GLn @ SLn , A2GLn for even n, 
S 2GLn, SOn@ IF*, E6 @ IF* and Q is a dense orbit of G. Then the group 
of automorphisms of the corresponding Jordan algebra is the stabilizer of a 
point from Q and therefore is a form of the group SLn, Spn, SOn, SOn_1 
and F4 , respectively (see entry s in Table II), which is, of course, well known. 
Note added in proof. Remarks. (a) (Kraft). Using the method of associated cones one 
can show that for a visible reductive linear group any fiber of 7T contains only a finite 
number of orbits. (b) (Kraft). Lemma 3.8 follows from the fact that for the action of a 
unipotent algebraic group on an affine irreducible variety any invariant rational function 
is a ratio of invariant polynomials. (c) (Jantzen). Here is a very simple proof of Lemma 1. 7 
(and Proposition 2.2). By Richardson's theorem there exists x = x1 + x2 + · · · En: = 
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E81>o gi such that ( ffi;;;oo gi)(x) = n. Hence, g1 + g2 = [g0 , x1 + x2] + [g1 , x1] If 
now g1 =I 0, then dim[g1 , x1] < dim g1 , therefore dim g1 + dim g2 < dim g0 + dim g1 , 
and hence, dim g2 < dim g0 • 
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