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Antisymmetric tensor field and spontaneous magnetization in holographic duality
Rong-Gen Cai1, ∗ and Run-Qiu Yang1, †
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Chinese Academy of Sciences,Beijing 100190, China.
A real anti-symmetric tensor field was introduced to realize a holographic magnetic ordered phase
in our previous works. However, a more careful analysis shows there is a vector ghost in the
model. In this paper we present a modified Lagrangian density for the anti-symmetric tensor,
which is ghost free and causality is well-defined, and keeps all the significant results in the original
model qualitatively. We show this modified Lagrangian density could come from the dimensional
compactification of p-form field in String/M-theory. For static curved space-time, we also prove
that this modified model is ghost free and dose not violate causality. This new model offers a solid
foundation for the application of antisymmetric tensor field in holographic duality, especially for the
spontaneous magnetization.
I. INTRODUCTION
The application of holographic duality in condensed
matter theory, or named AdS/CMT correspondence, has
been attracting a lot of attention in both sides of field
theory and condensed matter physics. By this duality, we
can connect a strongly coupled or correlated system in a
d-dimensional flat space-time with a (d+1)-dimensional
asymptotic AdS space-time [1–4]. This duality opens a
novel approach to survey strongly coupled or correlated
phenomenons in condensed matter field and provides a
powerful tool to deal with relevant issues. It has been
extensively applied into condensed matter physics and a
great deal of progress have been made [5–10]. For a brief
review, see [11], for example.
So far, most studies have been focused on how to take
this duality to describe electronic transport properties in
strongly correlated systems. Although there are a few
works investigating the magnetism in holographic super-
conductors such as Refs. [12–16], the magnetism there
only plays a participator’s role rather than a protago-
nist’s one. In fact, in condensed matter physics, there
are some interesting critical phenomenons and phase
transitions involving the strongly correlated electrons,
which are controlled by magnetic properties of mate-
rial, such as Kondo effect [17], colossal magnetoresis-
tance [18], and competition and coexistence between
magnetic ordered states and superconductivity [19, 20],
A toy model for studying magnetism in AdS/CMT du-
ality was proposed in Ref. [21]. In this model, the au-
thors proposed that the magnetic moment could be de-
scribed by a real antisymmetric tensor field (ATF) which
is coupled to the gauge field strength in the bulk, and
showed that the spontaneous magnetization can happen
and the ferromagnetism-paramagnetism phase transition
can be realized. Sooner, this model was extended into
describe the antiferromagnetism-paramagnetism phase
transitions by introducing two ATFs corresponding two
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magnetic sublattices in materials [22]. Based on this
model, the competition and coexistence between mag-
netic ordered states and superconducting were also dis-
cussed in Ref. [23]. Thought some significative results
have been made through this model on describing spon-
taneous magnetization and relevant issues, there are still
some fundamental aspects to be clarified. For example,
whether can the model be consistently embedded into
String/M theory? The most stringent query about the
model is whether the model is ghost free and causality
violation does not appear since a tensor field is involved
in the model. In our previous studies, these problems are
not discussed.
It is well-known that in high spin field theory, such
issues mentioned above usually appear. For a physical
field which describes a bosonic particle, the degrees of
freedom are determined by its mass m and spin s, which
are 2s + 1 for the massive case and 2 for the massless
case. However, when one writes drown a field theory
with high rank Lorentz index, the degrees of freedom in
general are more than these, which leads to ghost. Then
a self-consistent theory needs to be constructed carefully
to rule out this redundant degrees of freedom by itself.
The other fundamental problem that may arise in field
theory is connected with the possibility of causality vi-
olation, which usually appears in a high spin field or
an interacted field theory [24]. Even a theory which is
well defined in a flat space-time, may still have causal-
ity violation when it is generalized into a curved space-
time [25]. Unlike the ghost linking to the properties of
degrees of freedom in the phase space, the causality con-
cerns the properties about propagation, which can be
obtained from equation of motions [25]. In general, for a
field theory, we have a set of differential equations for a
set of fields ΦA such as,
(MA
B)µν∂µ∂νΦB + · · · = 0, µ, ν = 0, 1, · · · , d− 1. (1)
A characteristic matrix MA
B(n) is the matrix function
of d arguments nµ defined as,
MA
B(n) = (MA
B)µνnµnν . (2)
A characteristic equation then is det[MA
B(n)] = 0. If
2for any values ni(i = 1, · · · , d − 1), all solutions of the
characteristic equation n0(ni) are real then the system
of differential equations is hyperbolic. The hyperbolic
differential equations describe the propagation of wave
processes. The hyperbolic system is called causal if all
the solutions of characteristic equation are space-like or
null. In such a system, the velocity of propagation dose
not exceed the speed of light. Otherwise, if there are
time-like solutions for nµ in the characteristic equation,
the propagation can exceed the speed of light and violates
the causality.
In this paper, we will build a ghost free and causal ATF
theory. The results show that the original Lagrangian
for the holographic magnetism proposed in [21] contains
a vector ghost and needs to be remedied. In section II,
we will show that the ATF describes a spin-1 field rather
than a spin-2 field, naively thought. Then we will discuss
how to build a ghost free ATF theory in flat space-time.
We will generalize it into a curved space-time in section
III. For a very general form, we prove that the modi-
fied model dose not contain ghost or violate causality. In
this new model we will also re-produce the main results
in Ref. [21] in section IV. In other words the significa-
tive results in our previous works remain valid and the
ghost and causality violation issues do not appear in the
modified model.
II. GHOST FREE MODEL IN MINKOWSKIAN
SPACE-TIME
Let us begin our discussion with the two Casimir in-
variants of Poincae´ group,
C1 = p
µpµ, C2 =W
µWµ (3)
where Wµ = − 12ǫµνστSνσpτ is the Pauli-Lubanski pseu-
dovector and Sνσ and pτ are the spin angular momentum
operator and momentum operator, respectively. They
define mass and spin which are the two basic quantum
numbers for the field. Let us consider the massive case,
which corresponds to a physical massive particle of mass
m and spin s. In this case, we have the mass and spin
numbers as the eigenvalues of these two Casimir opera-
tors such that C1 = −m2 and C2 = m2s(s+ 1).
In general, the properties under the Poincae´ group
nearly uniquely determine the dynamic of the given field
by the requirement that the single particle state car-
ries an irreducible unitary representation of the Poincae´
group. For an ATF Mµν , the Casimir operator C1 then
demands that the Klein-Gordon equation be satisfied,
(∂2 −m2)Mµν = 0, (4)
which gives the equation of motion for the ATF. If there
is no other constraint equation, the Lagrangian density
then can be determined up to an arbitrary divergence
term,
L = −1
4
(∂µMντ )(∂
µMντ )− m
2
4
MµνMµν . (5)
For the AFT, we can show that the value of second
Casimir operator C2 is 2m
2 (see appendix A), which indi-
cates that the antisymmetric tensor field describes spin-1
particles. This is due to the fact that the representation
of Lorentz group for an ATF is D(1, 0)⊕D(0, 1), which is
the direct sum of two spin-1 irreducible representations
and describes two spin-1 particles. We will discuss this in
detail in some appendix A. As a comparison, we can find
that the representation of Lorentz group for a symmetric
tensor field with rank two is D(1, 1), which is the direct
product representation, and hence it is reducible. As a
results, the symmetric tensor field may contain particles
with spin 2, 1, and 0.
If one quantizes the tensor field described by the La-
grangian (5), it can be shown that the Hamiltonian is
not positive definite and one of spin-1 particles carries
negative energy. So the naive model (5) for ATF has
a massive vector ghost. For details, one may see ap-
pendix B. To eliminate this vector ghost, we can impose
divergence/transversality condition such that [26],
∂µMµν = 0. (6)
Because of the identical relation ∂µ∂νMµν = 0, the equa-
tion (6) offers three independent constraints, which can
eliminate three degrees of freedom associated with the
ghost. However, all the constraints should come out from
the Lagrangian itself. In order to write down a ghost free
theory for ATF, we need to modify the Lagrangian den-
sity (5). The new Lagrangian density should keep the
equation of motion (4) , and also give the constraint (6)
automatically. To this aim, let us assume the Lagrangian
density has following form,
L =− 1
4
(∂µMντ )∂
µMντ − m
2
4
MµνMµν
− c
2
(∂µM
µν)∂τMτν,
(7)
where c is a constant to be determined. Varying the
Lagrangian, we get the equation of motion,
∂2Mµν − 2c∂[µ∂αMν]α −m2Mµν = 0. (8)
The divergence of Eq. (8) gives,
(1 + c)∂2∂µMµν −m2∂µMµν = 0. (9)
Therefore if one takes the coefficient c = −1, the above
equation reduces to the constraint (6). This indicates
that the Lagrangian density leads to the constraint (6)
automatically. In this way we obtain a self-consistent
Lagrangian density,
L =− 1
4
(∂µMντ )∂
µMντ − m
2
4
MµνMµν
+
1
2
(∂µM
µν)∂τMτν.
(10)
And associated equations of motion are equivalent to fol-
lowing two equations,
(∂2 −m2)Mµν = 0, ∂µMµν = 0. (11)
3The first one of (11) gives the first Casimir invariant, as
expected.
In fact, there is an equivalent form for the La-
grangian (10), which is quite useful when we generalize
it into a curved space-time. After some algebra, one can
show that, by adding some suitable boundary terms, the
Lagrangian (10) is equivalent to,
L = − 1
12
(dM)2 − m
2
4
MµνM
µν , (12)
where (dM)µντ is the exterior differential of Mµν , and
(dM)2 = 9∂[µMντ ]∂
µMντ . The Lagrangian describes
nothing but a massive 2-form field ! This equivalent form
gives us a manner to explain how this massive ATF the-
ory can be generated from low energy action of String/M
theory.
As it is well-known, the p-form field in String/M-theory
is well defined, as the source of the D(p− 1)-brane. For
example, we can write down the following action for p-
form in String/M theory,
S = − 1
2κ20
∫
dC ∧ ∗dC + µp
∫
Mp
C, (13)
where ∗ is the Hodge dual operator, C is a p-form, µp
is the charge of the D(p − 1)-brane under the p-form C
and Mp is the world-volume of the D(p− 1)-brane. We
see that this p-form field is massless and the action has
a gauge symmetry such as C → C + dC′ for any (p− 1)-
form C′. However, if we consider a certain field coupling
with this p-form, then in the low energy limit, there are
a few mechanisms to break this kind of gauge symmetry
spontaneously and to give the p-form field mass, such
as Higgs mechanism, Stueckelberg mechanism [27, 28],
and topological mass generation [29]. Even without any
other field, the p-form field can acquire its mass by the
Kaluza-Klein (KK) dimensional reduction [30]. There-
fore we see that the Lagrangian (10) describes an effec-
tive model which can be obtained from String/M theory
in some suitable manner. In appendix C we show that
a p-form field gets its mass through the KK dimensional
reduction.
The model (10) is ghost free, which can be seen from
the fact that the canonical momentum density of the
component M0i vanishes and M0i can be directly solved
by Mij and their canonical momentum densities. There-
fore in model (10), only the spatial components of Mµν
are real degrees of freedom. We can directly quantize the
model (10) and show that the model describes one spin-1
particle with 3 polarization directions. All the states are
physical and there is no ghost.
III. COUPLED TO GRAVITY IN A FIXED
BACKGROUND
In section II, we have constructed a ghost free model
for ATF in a flat space-time. Now we want to generalize
this model into curved space-time. For this, first of all,
we demand the theory can come back to the flat case
when curvature vanishes. Besides, it is also required that
there are the same propagating degrees of freedom as in
the flat case and no negative mode states in Fock space.
Furthermore we need pay attention on the causality since
causality violation may appear in curved space-time. All
those are just what we will discuss in this section.
In curved space-time, the field has interaction with
gravity. Usually we can make the replacements such as
∂µ → ∇µ and ηµν → gµν for the Lagrangian in flat space-
time. In addition, we should take all the possible terms
of the coupling between curvature tensor and the tensor
field into account. Considering symmetry and only tak-
ing the coupling between curvature and quadratic forms
of ATF into account, we write drown the general La-
grangian density of (12) in a curved space-time
L = −√−g
[
1
12
(dM)2 +
m2
4
MµνM
µν +
LRM
4
]
, (14)
with
LRM =a1RMµνM
µν + a2R
µνMµτM
τ
ν
+ a3R
µναβMµνMαβ + a4R
αµνβMµνMαβ.
(15)
Here the coefficients a1, a2, a3 and a4 are all arbitrary
constants, Rµνα
βVβ = [∇µ,∇ν ]Vα for any covariant vec-
tor Vβ and Rµν = Rµαν
α. There are two reasons that we
should reject the derivative coupling between curvature
and ATF. One is that it will lead to the appearance of
high order derivatives (more than 2) in equations of mo-
tion when the dynamic of gravity is taken into account.
The other is that it would lead to ghost unless some very
special conditions are imposed on the curvature terms.
We will make a simple comment on this later on.
In a flat space time, we can prove that the model (12)
is ghost free by directly showing that it can give a cor-
rect degrees of freedom by quantization. However, this
method is not applicable in a curved space-time. Since
it is hard to write down a mode decomposition such as
Fourier decomposition in flat case. Instead, we will use
Hamiltonian analysis to find the number of real degrees
of freedom. This method is equivalent to the one in
Ref. [25], which directly takes the equations of motion.
To write down the Hamiltonian form of a matter field,
we need make a 3 + 1 decomposition on the background
geometry. It seems very complex to write down the
Hamiltonian canonical equations in a general space-time.
For simplicity, here we assume the background space-
time is static. In this case we can write the metric in the
following form
ds2 = g00dt
2 + hijdx
idxj , (16)
with g00 < 0. hij is the spatial metric, which is indepen-
dent of time t. In this coordinate, we have g00 = 1/g00
and
√−g = h√−g00.
4With the Lagrangian density (14), we can obtain the
canonical momentum density,
πµν =
∂L
∂∂0Mµν
= −√−g(dM)0µν
= −√−gg00gµ′µgνν′(∂0Mµ′ν′ + 2∂[µ′Mν′]0)
(17)
and
πµν = gµ′µgνν′π
µ′ν′ = −√−gg00(dM)0µν
= −√−gg00(∂0Mµν + 2∂[µMν]0).
(18)
It is easy to see that the canonical momentum density
π0i = 0 from the expression (17), which gives a 3-vector
primary constraint π0i ≈ 0 or,
ψ(0)u ≡
∫
d3xuiπ
0i ≈ 0, for any suitable ui. (19)
Here the term “suitable” means that it is independent of
time with a compact support on the space. We use “≈” as
weak equivalence which means that two sides are equal
only on the physical phase space. Using the canonical
momentum density, we obtain the Hamiltonian
H =
∫
d3xH (20)
with Hamiltonian density H,
H = 1
2
πij∂0Mij − L
= −g00π
ijπij
4
√−g − π
ij∂iMj0
+
√−g
4
[(∂iMjk)(dM)
ijk +m2MµνMµν + LRM ]
(21)
Here the coefficient 1/2 in the first line comes from the
antisymmetry of index µ, ν. From this Hamiltonian, we
can get the equations of time evolution,
π˙µν = − δH
δMµν
= −4(∂iπij)δ[µj δν]0 +
∂k(
√−g(dM)ijk)δµi δνj −
√−gV µν .
(22)
with V µν = m2Mµν + 12∂LRM/∂Mµν and
M˙ij =
δH
δπij
= −πijg00√−g − 2∂[iMj]0, M˙0j = λ0i. (23)
Here λ0i are undetermined Lagrange multipliers and the
overdot stands for the Lie derivative with respect to t.
In our case, it is just the partial derivative ∂/∂t. We
see that the equation (23) is consistent with (18), which
can be treated as a test for the expression (21). In addi-
tion, we see from (22) that there is a 3-vector secondary
constraint,
π˙0i = 2∂jπ
ji −√−gV 0i ≈ 0, (24)
or
ψ(1)v ≡
∫
d3xvj(2∂iπ
ij −√−gV 0j) ≈ 0, (25)
for any suitable function vi. This secondary constraint
needs to be satisfied at any time, which may lead to a
new constraint. So we have,
ψ˙(1)v =
1
2
∫
d3x
[
δψ
(1)
v
δπµν
π˙µν +
δψ
(1)
v
δMµν
M˙µν
]
≈ 0, (26)
Note the fact that π0i ≈ 0 at any spatial point, we have
∂iπ
0i ≈ V 00 = 0. By introducing a suitable function v0,
we have
ψ(1)v ≈
∫
d3x[vj(2∂iπ
ij −√−gV 0j)
+ v0(2∂iπ
i0 −√−gV 00)]
=
∫
d3xvµ(2∂iπ
iµ −√−gV 0µ),
(27)
which leads to
ψ˙(1)v ≈ 2
∫
d3xvµ∂ν(
√−gV µν). (28)
With the constraints of (19) and (24) and equations of
time evolution (22) and (23), if Eq. (28) doesn’t equal
to 0, then it gives a new constraint. To verify that, we
combine equations (22) and (23), which gives,
3∇τ∇[τMµν] − Vµν = −3(∗d∗dM)µν − Vµν = 0. (29)
Then we can find that ∇νVνµ = −(∗d∗V )µ ≈ 0, which
gives ∂ν(
√−gV µν) ≈ 0. Thus we see that Eq. (26) does
not lead to any new constraint.
Now we can count the number of degrees of freedom in
phase space. Because of two 3-vector constraints (19) and
(25), the total physical degrees of freedom is 2×6−3−3 =
2×3. So there is three degrees of freedom in configuration
space, which are just what we expect to describe a spin-1
particle.
One can see that the crucial point to rule out the ghost
is that the canonical momentum density π0i dose not ap-
pear in the Hamiltonian density. However, if we add the
terms containing the derivative coupling between curva-
ture and ATF, then we see that canonical momentum
density π0i will not vanish unless the curvature tensor
satisfies some very special conditions. So if such terms
are added into (15), in various space-times of physical
interest, the system will contain ghost.
Further let us mention here that there is a significant
difference between the cases with ATF and with symmet-
ric tensor field. In the latter case, the forms of the inter-
action between tensor field and curvature tensor should
to be fixed carefully so that the model can give correct
degrees of freedom [25]. However, in this AFT case, the
coefficients in (15) are arbitrary. The most simple choice
is to take LRM = 0. In that case, the general Lagrangian
5density is reduced to (12) and the equation of motion
then is,
3∇τ∇[τMµν] −m2Mµν = 0, (30)
which is equivalent to following two equations,
∇2Mµν +RµνρτMρτ + 2Rρ[µMν]ρ −m2Mµν = 0,
∇µMµν = 0.
(31)
Compared with the case in flat space-time, the equation
of motion has additional curvature terms but the con-
straint equation has a similar form.
Next consider the causal properties of the system. Let
us first consider the simple case with LRM = 0. With
the constraint equation, we have the equations of motion
(31) and the characteristic equation reads,
Xµν
αβ(n) = δα[µδ
β
ν]n
ρnρ. (32)
At any point x0 we can choose locally gµν(x0) = ηµν and
then, we have characteristic equation,
0 = −n20 +−→n 2 = nρnρ. (33)
We see that the equation of motion (31) is hyperbolic
and causal, which means that with LRM = 0, the system
does not violate any causality.
In a general case, the equation of motion can only be
written as the form of (29). As the constraint equation
now is complicated, then the characteristic equation can
only be written as,
Xµν
αβ(n) = n[ρδ
α
µδ
β
ν]n
ρ. (34)
Once again, at any point, we can take locally that gµν =
ηµν . We see that there are 36 components in Xµν
αβ(n),
however, they are not independent because there is a con-
straint such as ∇µVµν ≈ 0. One can directly check that
there are two triplex eigenvalues of Xµν
αβ(n), one is zero
and the other is (−→n 2−n20)/6. Because of the identity that
∇µ∇νVµν = 0, there are three independent constraints
which can be used to eliminate three degrees of freedom.
Then on the physical parameter space, these constraints
just rule out the three zero eigenvalues of Xµν
αβ(n). As
a result we obtain the characteristic equation just as the
same as (33). Thus we see that even for arbitrary values
of the coefficients in LRM , the system dose not violate
causality.
Here let us say some thing on the case that the ATF
has interaction with other matter fields or contains self-
interaction. In general those interactions can be de-
scribed by adding a term into (14) such as,
LI =
√−g[Li(Mµν ,ΦA) + Ls(Mµν)], (35)
where Li describes the interaction between ATF and
some other field ΦA and Ls describes the self-interaction
of ATF. If both Li and Ls do not involve the deriva-
tive of Mµν or their derivative terms of Mµν can be re-
moved by adding suitable boundary terms, then one can
see that this interaction will not change our discussions
about ghost and causality. Therefore for the case with
such interactions, the model is still ghost free and does
not violate any causality.
IV. MAGNETIC PHASE TRANSITIONS IN ADS
BLACK HOLE BACKGROUND
In this section, we will show that the new model can
reproduce the main results in Ref. [21], namely the spon-
taneous magnetization can happen in an AdS black hole
background. As the physical pictures and motivations
have been expounded in some detail in Refs. [21], we
here only give a brief discussion and to recover some key
results in the original model.
To construct a ferromagnetic model, we take the fol-
lowing action
S =
1
2κ2
∫
d4x
√−g(L1 + L2 + LRM ),
L1 = R+
6
L2
− FµνFµν ,
L2 = − (dM)
2
12
− m
2
4
MµνM
µν − λ
2
2
MµνFµν − V (M).
(36)
Here V (M) is the self-interaction of ATF, its form will
be specified shortly. LRM is defined in (15) and we will
set LRM = 0 for simplicity. Fµν = (dA)µν with the U(1)
gauge field Aµ. L is the AdS radius and we will set L = 1.
As we have clarified, this model is ghost free and the
causality violation does not appear. Here we will work
in probe limit by neglecting all the reaction of matter
fields on the background. The full back reaction will be
studied in the forthcoming work [31]. For convenience,
we rescale the value of ATF and its mass and rewrite L2
to the form
L2 = −λ2
[
(dM)2
12
+
m2
4
MµνM
µν +
MµνFµν
2
+ V (M)
]
.
(37)
In that case, as one can see, the only difference between
the new model and the original one is that the covari-
ant derivative appearing in [21] is replaced by the exte-
rior derivative here. Now we take the AdS-Schwarzschild
black brane as the background geometry with metric,
ds2 = −r2f(r)dt2 + dr
2
r2f(r)
+ r2(dx2 + dy2). (38)
Here f(r) = 1 − r30/r3 and r0 is the horizon radius. For
simplicity, we can set r0 = 1 in the numerical computa-
tion. Following Ref. [21], we take the following ansatz for
matter fields,
Aµ = φ(r)dt+Bxdy, Mµν = −p(r)dt∧dr+ρ(r)dx∧dy.
(39)
6In the AdS-Schwarzschild black brane background, the
equations of motion for matter fields read
ρ′′ +
f ′
f
ρ′ − m
2 + V ′ρ
r2f
ρ+
B
r2f
= 0,
(m2 − V
′
p
r4
)p− φ′ = 0,
φ′′ +
2
r
φ′ − λ2
(
p′
4
+
p
2r
)
= 0,
(40)
where
V ′p =
∂V (M)
p∂p
, V ′ρ =
∂V (M)
ρ∂ρ
. (41)
As we expect, p(r) is not a dynamical field and can be
directly solved from the second equation in (40). With
the equations for p(r) and φ(r), we can obtain
p(r) =
(1− λ2/4m2)σ
m2(1 − λ2/4m2)− V ′p/r4
,
φ(r) = σ(1 − λ
2
4m2
)(1− 1
r
) +
λ2
4
∫ r
1
p(r)dr.
(42)
Here σ is an integration constant, which corresponds to
the charge density of the dual system. Assume that both
V ′p/r
4 and V ′ρ decay to zero when r →∞, then near the
AdS boundary, we can get the asymptotic solution for ρ
as
ρ = ρ+r
(1+δ)/2 + ρ−r
(1−δ)/2 + · · ·+ B
m2
, (43)
where δ =
√
1 + 4m2.
As we discussed in [21], ρ(r) corresponds to the mag-
netic response of the dual system. We can define mag-
netic moment density as,
N = −λ2
∫ ∞
r0
ρ
2r2
dr. (44)
In order to have the spontaneous magnetization, we need
to impose the restrictions 1
m2 > λ2/4 > 0, ρ+ = 0. (45)
One can see that in that case, the integration in (44)
converges. If B 6= 0, ρ is always nonzero. So the mag-
netic moment defined in (44) is also nonzero, which cor-
responds to an induced magnetic moment under the ex-
ternal magnetic field. When B = 0, the leading term
is given by ρ+. According to the AdS/CFT correspon-
dence, ρ+ gives the external source of the dual operator
while ρ− is its vacuum expectation value.
1 More details about this will be given in Ref. [31]
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FIG. 1. A plot of the potential at the horizon r = r0 = 1. Here
V˜ = V/[2|J |(1 − λ2/4m2)2σ2] and the parameters are taken
as m2 = −J = 1/8 and λ = 1/2. The two minimums are at
ρc = ±
√
−m2/[4J(1 − λ2/4m2)] = ±√2/4, respectively.
In the case with V (M) = 0, because the equation for
ρ in (40) is linear, there is no possibility to get a non-
trivial condensed solution for ρ when B = 0. To have
a spontaneously condensed solution of ρ, we need a self-
interaction term for the ATF. One simple form can be
taken as
V (M) =
J
8
(∗MµνM
µν)2. (46)
Use the ansatz (39), we get V = 2Jp2ρ2 so that V ′p =
4Jρ2 and V ′ρ = 4Jp
2. The self-interaction potential in
fact is not unique. Here the choice is due to two reasons.
One is that it leads to a simple equation for p, through
which we can directly express p as a function of ρ and r.
The other is that the potential has a maximum at ρ = 0
and a minimum at some nonzero positive ρc for fixed r.
See Fig. 1.
In Fig. 2, we plot the magnetic moment density N as a
function of temperature. As an typical example, we here
take the parameters as m2 = −J = 1/8 and λ = 1/2. In
that case, the critical temperature Tc/µ ≃ 1.7871. Thus
we see that when temperature is lower than Tc, the non-
trivial solution of ρ 6= 0 and spontaneous magnetization
appear indeed.
Thus, replacing the covariant derivative in the kinetic
term for the ATF in the original model by the exterior
derivative of the ATF, we have shown that the modified
model does not include any ghost and causality violation
does not appear. In the new model, the spontaneous
magnetization and the ferromagnetism/paramagnetism
phase transition happen for the ATF in an AdS-
Schwarzschild black brane background when the temper-
ature is lower than its critical temperature. Furthermore
we expect that all the results presented in [21–23] can be
recovered qualitatively with the modified model.
Next let us stress why we need the potential V (M)
for the ATF so that the condensation of ρ can happen.
As one knows, in some holographic models describing
spontaneous condensation such as holographic s-wave su-
perconductor, the condensation can happen without an
self-interaction potential. In the case of the holographic
7FIG. 2. The magnetic moment density N as a function of
temperature. Here we take the parameters asm2 = −J = 1/8
and λ = 1/2. The critical temperature Tc/µ ≃ 1.7871
s-wave superconductor model, the complex scalar field
couples with the gauge field, the associated gauge poten-
tial can decrease the effective mass squared of the com-
plex scalar field near the horizon but has no any effect on
the effective mass squared far away from the horizon [32],
which leads that the mass squared of the complex scalar
can be negative enough near the horizon so that an insta-
bility happens and a nontrivial hair appears. In model
(36), however, the ATF is real and couples to the gauge
field strength, if V (M) = 0 and B = 0, the instabil-
ity cannot appear and the condensation will not happen.
When we add the term V (M) such as (46), we can see
from the equation of motion of ρ that the effective mass
squared of ρ can be lowed near the horizon, which leads
to the expected instability and a nontrivial solution for
ρ.
In the case of LRM = 0, we see that in order to have
the instability and the nontrivial solution of ρ, we need
a self-interaction potential of ATF. Such a term could
come from the loop correction of the ATF in String/M
theory. In fact, there is an alternative way to generate
the instability, where we can set V (M) = 0 but LRM 6= 0.
For example, for simplicity, we can set a1 6= 0, a2 = a3 =
a4 = 0. In that case, we can see that the effective mass
squared at the horizon and the boundary are,
m2eff|h = m2 + 4a1Rh, m2eff|b = m2 + 48a1, (47)
respectively. Here the subscript h denotes taking the
value at the horizon, while b for the value at the AdS
boundary. By changing the scalar curvature near the
horizon, we can reach that the effective mass squared
of ρ violates the Breitenlohner-Freedman bound at the
horizon, but not at the boundary. This gives us the pos-
sibility to generate the instability and spontaneous con-
densation.
V. SUMMARY AND DISCUSSION
In this paper, we have started with two Casimir in-
variants of Poincae´ group and builded a ghost free and
causal ATF theory step by step. We have shown that the
ATF theory describes spin-1 particles, rather than spin
2 particles. The naive Lagrangian for ATF proposed in
Ref. [21] includes a vector ghost. To remedy this, we
have presented a modified Lagrangian density by replac-
ing the covariant derivative in the kinetic term of the
AFT with the exterior derivative. It turns outs that the
modified Lagrangian density describes a massive 2-form
field. We have argued that this modified Lagrangian den-
sity could be obtained by dimensional compactification of
low energy effective action in String/M-theory. For a gen-
eral interaction form between ATF and gravity, we have
proved that the modified model dose not contain ghost
and does not violate causality in static curved space-time.
In AdS-Schwarzschild black brane background, we have
also shown that the spontaneous condensation and para-
magnetism/ferromagnetism phase transition can happen
in the modified model, and the main results in Ref. [21]
keep valid qualitatively.
Note that the main goal of this paper is to present a
ghost free and causally well-defined theory for an ATF.
We believe that the self-consistent ATF theory provides
a solid base on which various magnetic properties of
strongly coupled materials can be investigated in the
AdS/CFT framework. We hope to report more signif-
icant progress on this model in the coming works.
It is worth mentioning here that in this paper we ne-
glected these non minimal coupling terms (15) between
the tensor field and background geometry. It is natural to
ask what would be the effects and implications for those
terms from the dual boundary theory. From the equation
of motion of the tensor field, we see that those terms pro-
vide an effective mass term for the tensor field such that
the dimension of the dual tensor operator gets changed
if those terms are included. Indeed, as we discussed in
the previous section, once those terms are taken into ac-
count, even in the case without the potential term of the
tensor field, the spontaneous magnetization can happen
in the proper choice of the coefficients of those terms.
In addition, let us stress that our tensor field model
looks equivalent to a massive vector field model. In
the mathematical level, it is true when both the self-
interaction of the tensor field and the non-minimal cou-
pling between the tensor field and background geometry
vanish. In a general case, they are not equivalent to
each other. From the physical point of view, the mag-
netic moment is a space-space component of a tensor field
and it is a pseudo-vector, it is therefore more suitable to
take a tensor field rather than a vector field in the holo-
graphic setup. Another advantage to use the tensor field
is that the time-space component of the tensor field can
be viewed as the electric polarization vector and can act
as the order parameter for the paraelectric/ferroelectric
phase transition in dielectric materials [21], and the ten-
8sor field model can be regarded as a unified holographic
model for the paramagnetic/ferromagnetic phase transi-
tion and the paraelectric/ferroelectric phase transition.
The other reasons to consider the tensor model will be
presented in [31].
Note added: After finishing this work, we are in-
formed by Quentin Bailey of the reference [33],where a
general Lagrangian of an antisymmetric 2-tensor is con-
structed, even including non minimal gravitational cou-
plings. Our action (12 ) just corresponds to the so-called
minimal model discussed there.
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Appendix A: Computing C2 for ATF
In this appendix let us compute C2 for a massive ATF.
Because its mass is non vanishing, we can choose a frame
where the particle is static and only the spatial compo-
nents of the spin angular momentum have contribution
to C2. In that case, we have
C2 = m
2SiSi (A1)
where Si = 12ǫ
ijkSjk is the spin vector. We can get the
spin of the massive field by investigating its property un-
der SO(3) transformation. Note that Si is an operator
of Hilbert space formed by all ATFs, so does C2. To
compute the eigenvalue of C2, we can choose a suitable
basis of this Hilbert space so that the computation can
be done as easy as possible. Of course, the final result
is independent of the choice. For convenience, we intro-
duce a new six-components vector ΨA (A = 1, 2, · · · , 6)
to rearrange the components of ATF such as,
ΨA =
(−→
P
−→
Q
)
, (A2)
with
Pi =M0i, Qi =
1
2
ǫijkM
jk,
P i =M0i, Qi =
1
2
ǫijkMjk.
i = 1, 2, 3. (A3)
By definition, we have P i = −Pi and Qi = Qi. Under
SO(3) transformation, we can see that both
−→
P and
−→
Q
are associated with SO(3) vector. Thus we can find that
the representation of ΨA under the SO(3) transformation
is D(1, 0) ⊕ D(0, 1). With ΨA, we can easily find the
representation of spin operator, which reads
(Si)AB =
(
J i 0
0 J i
)
AB
(A4)
with i = 1, 2, 3 and A,B = 1, 2, · · · , 6. Here J i are the
generators of 3-dimensional spatial rotation. Thus we
can find that (SiSi)AB = s(s + 1)δAB = 2δAB, which
gives s = 1, as we expected.
Appendix B: Computing the Hamiltonian for ATF
In this appendix, we will show that the Hamiltonian
associated with the Lagrangian (5) is not positive definite
and there is a vector ghost. However, this kind of ghost
will not appear in the modified model.
Let us first consider the Lagrangian density (5). From
this Lagrangian, we have the canonical momentum den-
sity as
πµν =
∂L
∂∂0Mµν
= ∂0M
µν , πµν = ηµµ′ηνν′π
µ′ν′ . (B1)
And the Hamiltonian reads
H =
∫
d3xH (B2)
with the Hamiltonian density H,
H = 1
2
πµν∂0Mµν − L
=
1
4
[
πµνπµν + (∂iMµν)∂
iMµν +m2MµνMµν
]
.
(B3)
Now let us adopt the two vectors
−→
P and
−→
Q defined
in (A3) to rewrite the Hamiltonian. From the expres-
sion (B1), we have their canonical momentum densities
πi(P ) = π0i, πi(Q) = ǫijkπ
jk,
πi(P ) = π0i, πi(Q) = ǫijkπ
jk.
(B4)
We see that πi(P ) = −πi(P ) and πi(Q) = πi(Q). Note
that here we have just used some new notations to rep-
resent the components of Mµν and πµν , which does not
change any physics of the theory. The Hamiltonian then
decouples into two parts associated with two vector fields
under SO(3) transformation,
H = HP +HQ, (B5)
where
HP = −1
2
3∑
i=1
∫
d3x[πi(P )πi(P ) + (
−→∇Pi)2 +m2P 2i ],
HQ =
1
2
3∑
i=1
∫
d3x[πi(Q)πi(Q) + (
−→∇Qi)2 +m2Q2i ].
(B6)
9We see that the part for P is negative definite. More
precisely speaking, the Hamiltonian of the theory has no
lower bound, which means that there exist infinite ghost
states, but no ground state in Fock’s space.
On the other hand, if we take the Lagrangian den-
sity such as (10) or (12), the result is rather different.
To make it clear, we adopt the Lagrangian density (12).
Taking the constraint Eq. (6) into account, we find the
Hamiltonian can be written as the same form as (B6).
However, the canonical momentum density for P now is
zero, i.e. πi(P ) = 0, and the components Pi are not in-
dependent variables. With the equation (11), we see that
the equation of motion of P reads
0 = ∂0πi(P ) +
−→∇2Pi −m2Pi = −→∇2Pi −m2Pi. (B7)
Put it into the expression for HP , we have
HP = −1
2
3∑
i=1
∫
d3x[(
−→∇Pi)2 + Pi−→∇2Pi]
= −1
2
3∑
i=1
∫
d3x
−→∇ · (Pi−→∇Pi),
(B8)
which is just a total divergence term and can be removed
from the Hamiltonian of the system. As a result we get
H = HQ, which is obviously positive definite. We see
that there are 3 polarization states for every momentum.
In addition, if quantize this system, we can see that the
projection of spin along the direction of momentum can
be ±1, 0. All three polarizations are physical.
Appendix C: Giving the p-form field mass by
compactification
As we have argued in section II, the modified ATF
theory has a clear physical origin, which can be treated
as the low energy limit of some fundamental field, such
as p-form field, in String/M theory. In String/M theory,
however, the p-form field is massless. Therefore we need
to clarify there is a suitable mechanism to give the mass
term. In fact, there are a few mechanisms for this as
we mentioned in section II. Here we give a very simple
mechanism to give the mass term by the generalized KK
dimensional reduction. This kind of dimensional reduc-
tion is discussed in Ref. [30]. Here we just give a brief
introduction.
For simplicity, we set µp = 0 in action (13) and take
the background metric as
ds2 = e2A(z)(hµνdx
µdxν + dz2), (C1)
where z denotes the extra dimension and A is a function
of z. Then the equations of motion of the action (13) in
the conformal metric (C1) read
∂µ1(
√−gEµ1µ2···µp+1) + ∂z(
√−gEzµ2···µp+1) = 0,
∂µ1(
√−gEµ1µ2···µpz) = 0, (C2)
where Eµ1µ2···µp+1 = (dC)µ1µ2···µp+1 . Consider the gauge
symmetry, we can set Cµ1µ2···µp−1z = 0. Next we make a
decomposition for Cµ1µ2···µp as
Cµ1µ2···µp =
∑
n
C˜
(n)
µ1µ2···µpKn(z)e
A(z)/2. (C3)
By this decomposition, the field strength Eµ1µ2···µp+1 can
be expressed as
Eµ1µ2···µp+1(x
µ, z) =
∑
n
E˜
(n)
µ1µ2···µp+1Kn(z)e
A(z)/2 (C4)
and
Eµ1µ2···µpz(x
µ, z)
=
∑
n
E˜
(n)
µ1µ2···µp+1(K
′
n +KnA
′
n/2)(z)e
A(z)/2 (C5)
with E˜
(n)
µ1µ2···µp+1 = ∂[µ1C˜
(n)
µ2µ3···µp]
. Substituting these
decompositions into the equations of motion (C2), we
obtain the equation for the function Kn(z), which has a
Schro¨dinger-like form as,[
−∂2z +
A′
2
4
+
A′′
2
]
Kn = m
2
nKn. (C6)
The equation for Kn is second order ODE. The prop-
erties of its solutions depend on the function A(z). We
further assume that the solutions of (C6) with some suit-
able boundary conditions form a complete orthogonal ba-
sis with the function basis Kn(z). By a straightforward
calculation, we can show that the the effective action of
the p-form field reads,
Seff =
∑
n
∫
dD−1x
√
−h
[
E˜(n)µ1µ2···µp+1E˜
(n)
µ1µ2···µp+1
+
m2n
p+ 1
C˜(n)µ1µ2···µpC˜
(n)
µ1µ2···µp
]
.
(C7)
We see that for the excited states of KK modes, we have
m2n 6= 0, which gives the mass for p-form in a lower di-
mension. By specializing to the case p = 2, it gives a
mass term for a massless 2-form field. Here we further
mention that if A = 0 in (C1), the dimension along z is
required to be compact. In this case, the above dimen-
sional reduction is just the standard KK one. On the
other hand, if A 6= 0, the dimension along z is not re-
quired to be compact. This is called warped dimensional
reduction (compactification).
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