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Comparison of algorithms for network





COMPUTER AND INFORMATION SCIENCE
Mentor: assist. prof. Lovro Šubelj, PhD
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zanih vozlǐsč. Odkrivanje le-teh ima številne praktične aplikacije. Izmenjava
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algoritma znotraj konsenznega gručenja, z namenom izbolǰsave robustnosti
algoritma. Implementacije vseh obravnavanih metod in algoritmov združite
v prosto dostopno programsko knjižnico.
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Naslov: Primerjava algoritmov za odkrivanje skupnosti v omrežjih na osnovi
izmenjave oznak
Avtor: Damir Varešanović
Struktura skupnosti je pomembna lastnost kompleksnih omrežij, saj razkrije
organizacijo omrežja in razmerja med njegovimi člani. Zato sta analiza skup-
nosti in razvoj učinkovitih načinov za njihovo odkrivanje dva izmed pomem-
bnih žarǐsč teorije omrežij. V literaturi so predlagani številni načini za
odkrivanje strukture skupnosti v omrežjih [11]. V tej diplomski nalogi je
predstavljen hevrističen algoritem za odkrivanje skupnosti, ki temelji na iz-
menjavi oznak. Zaradi njegove enostavnosti in nizke časovne zahtevnosti, bi
moral biti algoritem za izmenjavo oznak prva izbira pri zagotavljanju bolǰsega
razumevanja strukture skupnosti v omrežjih, pred proučevanjem drugih, bolj
zapletenih alternativ. Začnemo s kratkim uvodom v grafe in omrežja, ra-
zlične metrike gručenja in raziskave, ki se nanašajo na področje odkrivanja
skupnosti v omrežjih. Potem predstavimo osnovne pristope algoritma za
izmenjavo oznak, razpravljamo o njegovih prednostih in pomanjkljivostih,
ter pregledamo razširitve metode s poudarkom na konsenznem gručenju in
hitrem konsenznem gručenju. Zgoraj omenjeni algoritmi so implementirani
v programski knjižnici za Python, ki je na voljo na: https://github.com/
damir1407/label-propagation. V nadaljevanju ocenimo učinkovitost teh
treh metod gručenja omrežij na različnih sintetičnih in resničnih omrežjih ter
predstavimo rezultate. Diplomsko nalogo zaključimo s povzetkom predstavl-
jenih metod in predlogi za prihodnje delo.
Ključne besede: Kompleksno omrežje, Odkrivanje skupin, Izmenjava oz-
nak, Konsenzno gručenje, Programska knjižnica.
Abstract
Title: Comparison of algorithms for network community detection based on
label propagation
Author: Damir Varešanović
Community structure is an important property of complex networks, since it
reveals the organization of the network and relationships between its mem-
bers. Therefore, the analysis of community structure and development of
effective procedures for its detection has been one of the main focuses of
network theory. Numerous methods have been proposed for detecting com-
munity structure in networks [11]. This thesis presents a heuristic commu-
nity detection algorithm based on label propagation. Due to its simplicity
and low time complexity, label propagation algorithm should be the first
option to provide a better understanding of the network community struc-
ture before examining other more complex alternatives. We give a brief
introduction to graphs and networks, different clustering metrics and re-
lated work in the field of network community detection. Next, we present
the basic approach of label propagation algorithm, discuss advantages and
disadvantages, and review extensions of the method, focusing mainly on con-
sensus clustering and fast consensus clustering. The aforementioned algo-
rithms are implemented in a Python programming library, which is available
at: https://github.com/damir1407/label-propagation. Furthermore,
we evaluate these three network clustering methods on different synthetic
and real-world networks, and present the results. The thesis is concluded
with a summary of the presented methods and directions for future work.
Keywords: Complex network, Community detection, Label propagation,
Consensus clustering, Programming library.
Razširjeni povzetek
I Uvod
Razne resnične kompleksne sisteme lahko predstavimo kot omrežja. Na pri-
mer, družbena omrežja predstavljajo posamezne ljudi ali živali kot vozlǐsča in
interakcije med njimi kot povezave. En tak primer je predstavljen na sliki 1,
kjer so vozlǐsča D, E in F skupni prijatelji ter vozlǐsča A, B in D posamezni
prijatelji vozlǐsča C.
Slika 1: Primer preprostega družbenega omrežja
Torej, omrežja so enostaven in učinkovit način za predstavljanje vzorcev po-
vezav ali interakcij med sestavnimi deli kompleksnega sistema. Omrežja,
ki so sestavljena iz velikega števila vozlǐsč in povezav imenujemo komple-
ksna omrežja. Pomembna lastnost takih omrežij je struktura skupnosti, ki
so definirane kot tesno povezane podskupine vozlǐsč, ki so le ohlapno po-
vezana s preostalim omrežjem. Zaznavanje in analiza strukture skupnosti
razkriva organizacijo omrežja in razmerja med elementi. V tej diplomski na-
logi predstavimo hevrističen algoritem za odkrivanje skupnosti v omrežjih,
i
ki temelji na izmenjavi oznak. Na kratko, vsakemu vozlǐsču v omrežju do-
delimo enolično oznako, potem pa na vsakem iterativnem koraku izmenjamo
oznake med vozlǐsči dokler ne dosežemo ravnovesja. Največja prednost tega
algoritma, v primerjavi z ostalimi metodami, je njegova enostavnost in nizka
časovna zahtevnost. Vseeno pa to ni najrobustneǰsa niti najnatančneǰsa me-
toda odkrivanja skupnosti v omrežjih. Zato predstavimo tudi izbolǰsave, ki
bi lahko ublažile pomanjkljivosti te metode.
II Kratek pregled sorodnih del
Analiza in praktična uporaba strukture skupnosti v omrežjih sta dve izmed
pomembnih tematik, na katere se osredotoča teorija omrežij, ki raziskuje
grafe kot strukture s katerimi modeliramo parne povezave med predmeti.
Ena izmed praktičnih uporab teorije omrežij je razvoj učinkovitih postop-
kov za odkrivanje strukture skupnosti v omrežjih. V literaturi obstaja zna-
tno število metod za odkrivanje skupnosti [11]. Nekateri izmed postopkov
se poslužujejo tradicionalnih metod deljenja ali gručenja (algoritem za hie-
rarhično gručenje) [30], večresolucijskih metod [28], metod, ki temeljijo na
teoriji grafov (Kernighan-Lin algoritem) [14], metod, ki temeljijo na različnih
dinamičnih procesih [29], metod optimizacije na osnovi modularnosti [23],
spektralnih algoritmov [21], in končno metod, ki temeljijo na različnih stati-
stičnih pristopih [24]. Večina omenjenih metod ima, v najbolǰsem primeru,
kvadratno časovno zahtevnost, kar pomeni, da niso primerne za odkirvanje
skupnosti v velikih kompleksnih omrežjih. Poleg tega je izvedba teh metod
pogosto obsežna in zahtevna. Zato je metoda z izmenjavo oznak, ki je opisana
v naslednjem delu, bolj primerna, zaradi njene nizke časovne zahtevnosti in
velike možnosti skaliranja.
III Algoritem izmenjave oznak
Metoda izmenjave oznak je ena izmed najhitreǰsih metod gručenja, ki se jo
primarno uporablja za odkrivanje skupnosti. Zaradi hitre strukturne infe-
rence tega algoritma, ima le ta skoraj linearno časovno zahtevnost [27] in ga
je moč uporabiti nad omrežji z milijoni vozlǐsč in povezav [34].
Opis metode izmenjave oznak je naslednji. Najprej vsem vozlǐsčem v
omrežju nastavimo enolične začetne oznake kot ci = i. Nato pa v vsakem
iterativnem koraku vsako izmed vozlǐsč v omrežju prevzame trenutno ma-
ksimalno oznako, tj. oznako, ki si jo deli največ sosednjih vozlǐsč. Oznake
vozlǐsč se posodabljajo zaporedoma v nekem naključnem vrstnem redu, ki
je drugačen v vsaki iteraciji. Oznake se izmenjavajo med vozlǐsči dokler ne
dosežemo ravnovesja in se oznake vozlǐsč ne spreminjajo več. Torej,
ci = argmax
c
|{j ∈ Ni | cj = c}|, (1)
kjer je Ni množica sosednjih vozlǐsč vozlǐsča i ∈ V in cj oznaka sosednjega
vozlǐsča j. Končno, ci je maksimalna oznaka v omrežju, ki se dodeli vozlǐsču
i. Ko algoritem doseže ravnovesje in enačba (1) velja za vsako vozlǐsče, se
povezane gruče vozlǐsč, ki si delijo enako oznako, razvrstijo v isto skupnost.
V idealnem primeru se iterativni proces nadaljuje, tj. oznake se izme-
njujejo med vozlǐsči, dokler ne dosežemo konvergence. Vendar pa obstaja
možnost, da ima lahko več vozlǐsč v omrežju dve ali več maksimalnih oznak
v njihovi soseščini. Da bi olaǰsali ta pojav, predstavimo naslednje rešitve.
Naključna razrešitev ujemanj oznak predlaga, da vozlǐsče izbere naključno
maksimalno oznako [27]. Vendar, če obstaja veliko število takih vozlǐsč se
lahko oznake neprestano spreminjajo in tako algoritem nikoli ne zaključi.
Leung et al. [19] predlaga vključitev oznake opazovanega vozlǐsča v ozir
maksimalne oznake (poleg drugih oznak sosednjih vozlǐsč), kar zagotovi, da
algoritem doseže konvergenco. Raghavan et al. [27] in Barber in Clark [3]
predlagajo ohranitev oznake v primeru, ko obstaja več maksimalnih oznak v
soseščini in je ena izmed teh oznak trenutna oznaka opazovanega vozlǐsča.
Dodatno, Raghavan et al. [27] predlaga asinhrono zaporedje izmenjave
oznak za doseganje konvergence. Pri tem pristopu, se oznake vozlǐsč posoda-
bljajo zaporedno v naključnem vrstnem redu. Torej, pri posodobitvi oznake
opazovanega vozlǐsča se upošteva že posodobljene oznake sosednjih vozlǐsč,
v primerjavi s sinhrono izmenjavo, kjer se upošteva le oznake iz preǰsnje
iteracije.
Na začetku tega razdelka je bil kriterij za konvergenco definiran kot rav-
notežje med oznakami, ko enačba (1) velja za vsako izmed vozlǐsč v omrežju.
Z drugimi besedami, kriterij za ravnotežje med oznakami zahteva, da morajo
biti vsa vozlǐsča označena z maksimalnimi oznakami v njihovi okolici. Po
drugi strani pa definicija kriterija za močno skupnost [26] navaja, da mora
imeti vsako vozlǐsče strogo več sosednjih vozlǐsč v lastni skupnosti, kot v
vseh ostalih skupaj. S tretjim, in zadnjim, pristopom pa definiramo kriterij
konvergence kot stanje v katerem se oznake vozlǐsč ne spreminjajo več.
Zaradi hitre strukturne inference, ima metoda skoraj linearno časovno
zahtevnost O(m1.2), kjer je m število povezav v omrežju. Vendar kljub
učinkovitosti in enostavnosti metode z izmenjavo oznak njena robustnost in
natančnost negativno vplivata na stabilnost zaznanih skupnosti. Zato posto-
pek, ki ga predstavimo v naslednjem razdelku, konsenzno gručenje, poskuša
ublažiti te težave.
IV Konsenzno gručenje
Konsenzno gručenje je pomembna tehnika, ki se uporablja v analizi omrežij za
laǰsanje težav s stabilnostjo pri izmenjavi oznak [15, 31]. Glavni cilj algoritma
je izračunati srednjo ali konsenzno particijo, tj. povprečje vseh vhodnih par-
ticij. Podobnost particije se meri s požrešno strategijo, ki uporablja konsen-
zno matriko [31]. Konsenzna matrika je izračunana na podlagi sopojavljanja
vozlǐsč v skupnostih dobljenih s pomočjo izmenjave oznak. Vsak element v
matriki predstavlja utež povezave med dvema povezanima vozlǐsčema. Nato
pa se matrika uporabi kot vhod v izmenjavo oznak, ki vodi do nove množice
particij in tako tudi nove konsenzne matrike. Postopek se ponavlja dokler ni
vzpostavljeno ravnovesje, tj. dokler konsenzna particija ni enolična. Četudi
konsenzno gručenje razreši problem stabilnosti pri izmenjavi oznak, lahko
konsenzna matrika lahko postane razmeroma gosta, ter časovna in prostorna
zahtevnost tako posledično doseže O(n2). Zato v naslednjem razdelku pred-
stavimo hitreǰsi pristop k metodi konsenznega gručenja.
V Hitro konsenzno gručenje
V tem razdelku predstavimo metodo hitrega konsenznega gručenja, ki iz-
bolǰsa učinkovitost osnovnega modela konsenznega gručenja in je zato pri-
merna za uporabo v večjih omrežjih. Ideja je izračunati konsenzno matriko
zgolj za manǰse množice ustrezno izbranih parov vozlǐsč. Tako bo matrika
maloštevilna tekom celotnega procesa in metoda lahko doseže zahtevnost
uporabljene metode gručenja, ki je v našem primeru skoraj linearna. Vendar
pa obstajajo primeri kjer se natančnost zaznanih konsenznih particij zniža,
ko na primer upoštevamo le pare sosednjih vozlǐsč. Zato metoda upošteva
vozlǐsča, ki s povezavami zapirajo triade v omrežju, pod pogojem, da so uteži
teh povezav dovolj velike. Triadno zaprtje pomeni trikotnik v omrežju, ko
so med seboj povezana tri vozlǐsča. Postopek se ponavlja dokler ni vzposta-
vljeno ravnovesje, tj. dokler manj kot 2% vseh neničelnih vnosov v konsen-
zni matriki nima teže manǰse od ena. Konvergenčni prag 2% je v literaturi
predlagan na podlagi empiričnih poskusov avtorjev [33]. Glavna prednost
hitrega konsenznega gručenja je njegova časovna in prostorska zahtevnost
O(m). Zahtevnost je znatno nižja, kot pri metodi konseznega gručenja, saj
je konsenzno omrežje redko, kot tudi v primeru resničnih omrežij.
VI Evalvacija in primerjava
V eksperimentalno evalvacijo vključimo metode izmenjave oznak, konsen-
znega gručenja in hitrega konsenznega gručenja, ki so uporabljene nad različnimi
neuteženimi sintetičnimi in resničnimi omrežji.
Podrobnosti algoritmov so sledeče. Najprej, osnovni model algoritma za
izmenjavo oznak vključuje ohranitev kot razrešitev ujemanj oznak, asinhron
vrstni red izmenjave in kriterij za konvergenco kot stanje v katerem se oznake
vozlǐsč ne spreminjajo več. Nadalje, algoritem za konsezno gručenje vključuje
prej omenjeni osnovni model algoritma za izmenjavo oznak. Mejna vrednost
τ je nastavljena na 50%, dočim algoritem izračuna 10 particij. Za konec pa je
uporabljen še algoritem za hitro konsezno gručenje, ki ponovno vključuje prej
omenjeni osnovni model algoritma za izmenjavo oznak. Mejna vrednost τ je
ponovno nastavljena na 50%, algoritem izračuna 10 particij, konvergenčni
faktor pa je enak 2%.
Da bi ocenili kako predstavljene metode delujejo, izračunamo modular-
nost Q, Flake oceno F, normalizirano medsebojno informacijo NMI in stopnje
vozlǐsč d. Stopnja vozlǐsča v grafu je enaka številu povezav, ki se dotikajo
vozlǐsča. Naj bo di stopnja, m število povezav v omrežju in Ni množica





Prav tako lahko definiramo notranjo stopnjo skupnosti vozlǐsča kot število
povezav z drugimi vozlǐsči, ki so klasificirana kot del iste skupnosti, in zunanjo
stopnjo skupnosti vozlǐsča kot število povezav z vozlǐsči, ki so klasificirana
kot del drugih skupnosti.
Modularnost Q meri značilnost strukture skupnosti s primerjavo števila
povezav znotraj skupnosti v omrežju s pričakovanim številom povezav v
ustreznem naključnem grafu [25, 9]. Rezultati modularnosti obsegajo vre-
dnosti med −1 in 1, večje vrednosti predstavljajo bolj značilno strukturo
skupnosti. Naj bo A matrika sosednosti opazovanega omrežja. Matrika so-
sednosti je n × n matrika, ki se uporablja za opis zgradbe grafa. Elementi
matrike predstavljajo medsebojno povezanost parov vozlǐsč. Element ma-
trike Aij je enak 1, če obstaja povezava med vozlǐsčema i in j, v nasprotnem
primeru primeru pa je enak 0 [23]. δ predstavlja Kroneckerjev delta opera-
tor, ki vrne vrednost 1, če so sta argumenta enaka, v nasptornem primeru pa












kjer je ci oznaka skupnosti vozlǐsča i.
Poleg tega definiramo Flake oceno F kot delež vozlǐsč z manǰso notranjo




j Aijδ(ci, cj) < di/2}|
n
. (4)
Končno predstavimo še mero normalizirane medsebojne informacije NMI [7],
ki je primarno uporabljena pri analizi sintetičnih omrežij z vstavljenimi sku-
pnostmi. Ponovno, naj c predstavlja skupnosti, ki jo je našel nek algoritem







kjer je I(c,p) medsebojna informacija skupnosti, H(c), H(p) in H(c|p) pa
so standardne in pogojne entropije. NMI je enaka 1, če so skupnosti enake
vstavljeni particiji, in enaka 0, če so skupnosti in particija neodvisne.
V analizo resničnih omrežij so vključena omrežja American football s 115
vozlǐsči in 613 povezavami, Network science s 1461 vozlǐsči in 2742 poveza-
vami, Chicago Regional z 12982 vozlǐsči in 39018 povezavami ter Wordnet
Words s 146005 vozlǐsči in 656999 povezavami [17]. Vsa omrežja so na voljo
na spletǐsču KONECT (http://konect.cc).
V analizo sintetičnih omrežij so vključeni Erdős–Rényi model naključnih
grafov [9], Barabási–Albert model brezlestvičnih omrežij [2] in LFR sintetična
omrežja [16] z vstavljenimi skupnostmi. Naključni model Erdős–Rényi (ER)
domnevno nima strukture skupnosti. Število vozlǐsč je med 100 in 1000000,
povprečna stopnja d pa je nastavljena na 10. Barabási–Albert (BA) grafi spa-
dajo v kategorijo brezlestvičnih omrežij, kar pomeni, da porazdelitev stopenj
sledi potenčnemu zakonu. Število vozlǐsč je ponovno med 100 in 1000000
ter raste s povezovanjem novih vozlǐsč, vsako z dvema povezavama, ki sta
prednostno povezani z že obstoječimi vozlǐsči z visoko stopnjo. LFR grafi
imajo prav tako potenčno porazdelitev stopenj in tudi velikosti skupnosti,
z eksponentoma nastavljenima na 3 oziroma 2, kot je predlagano v litera-
turi [16]. Parameter µ nadzira delež povezav znotraj in med skupnostmi, in
je nastavljen med 0,15 in 0,5, odvisno od števila vozlǐsč v grafu. Dodatno,
velikosti skupnosti variirajo med 10 in 50.
V tabeli 1 je prikazana modularnost Q, Flake ocena F in normalizi-
rana medsebojna informacija NMI odkritih skupnosti v različnih vrstah sin-
tetičnih omrežij s 100000 vozlǐsči. V tem primeru je LFR parameter µ na-
stavljen na 0,45. V ER grafih lahko takoj opazimo, da sta tako modularnost
kot Flake ocena enaka nič, ker so vsi algoritmi razvrstili vsa vozlǐsča v eno
skupnost. Rezultati za BA in LFR grafe nazorno kažejo, da algoritma CC
in FCC prekašata LPA. Vrednosti modularnosti so mnogo vǐsje, Flake ocena
pa kaže, da imajo vsa vozlǐsča notranjo stopnjo vǐsjo od zunanje. Ocena
NMI kaže, da CC in FCC natančno prepoznavata skupnosti v grafih LFR.
Po drugi strani pa LPA prepoznava skupnosti, ki se zanemarljivo ujemajo z
vstavljeno strukturo skupnosti. Glede na rezultate pridobljene v tem delu
diplomske naloge, lahko sklepamo, da algoritma CC in FCC zagotavljata bolj
stabilne rezultate kot algoritem LPA.
V tabeli 2 je prikazana modularnost Q in Flake ocene F odkritih skupno-
sti v različnih resničnih omrežij. Rezultati za vsakega omrežje jasno kažejo,
da algoritma CC in FCC prekašata LPA. Pri opazovanju vrednosti modu-
larnosti omrežja American football, algoritem FCC deluje najbolje, medtem
ko ima algoritem CC najbolǰso Flake oceno. V omrežju Network science je
prav tako razvidno, da algoritem CC deluje bolje glede na mero modular-
nosti, medtem ko pa imata oba algoritma, CC in FCC, enako dobro Flake
Algoritem ER graf BA graf LFR graf
t Q F t Q F t Q F NMI
LPA 16.7 0.0 0.0 9.97 0.34 0.39 70.2 0.4 0.49 0.82
CC 556.52 0.0 0.0 403.8 0.99 0.0 2926.8 0.99 0.0 1.0
FCC 45.6 0.0 0.0 38.5 0.99 0.0 1370.2 0.99 0.0 1.0
Tabela 1: Čas izvajanja t, modularnost Q, Flake ocena F in NMI za sku-
pnosti odkrite v različnih sintetičnih omrežjih s 100000 vozlǐsči. Ocene so
povprečja izračunana iz 10 poskusov.
oceno. Podobno ima tudi v omrežju Chicago Regional algoritem CC najvǐsjo
modularnost, vendar pa algoritem FCC v tem primeru najde skupnosti z
bolǰso Flake oceno. Končno, pri opazovanju modularnosti in Flake ocen v
omrežju Wordnet Words opazimo, da algoritem FCC deluje najbolje glede na
obe meri. Iz rezultatov pridobljenih v tem delu diplomske naloge je ponovno
razvidno, da algoritma CC in FCC zagotavljata bolj stabilne rezultate kot
algoritem LPA.
Algoritem American football Network science Chicago Regional Wordnet Words
t Q F t Q F t Q F t Q F
LPA 0.01 0.591 0.076 0.13 0.869 0.018 1.75 0.506 0.552 47.8 0.587 0.14
CC 0.91 0.592 0.063 11.4 0.883 0.015 87.6 0.508 0.392 1503.1 0.53 0.21
FCC 0.27 0.601 0.064 6.9 0.879 0.015 52.8 0.489 0.388 905.9 0.589 0.13
Tabela 2: Čas izvajanja t, modularnost Q in Flake ocena F za skupnosti
odkrite v različnih resničnih omrežjih. Ocene so povprečja izračunana iz 10
poskusov.
VII Sklep
V diplomski nalogi predstavimo osnovni pristop algoritma za izmenjavo oznak
in njegovo uporabo. Ena izmed pomanjkljivosti algoritma je njegova robu-
stnost, zaradi česar metoda ne vrača enoličnih rezultatov. Zato predsta-
vimo tudi metodo konsenznega gručenja in opǐsemo kako konsenzna par-
ticija bolje povzame dejansko strukturo skupnosti v omrežju, kot pa par-
ticija, ki jo pridobimo pri neposredni uporabi metode z izmenjavo oznak.
Prav tako opǐsemo metodo hitrega konsenznega gručenja, ki izbolǰsa računsko
kompleksnost metode konsenznega gručenja. Predstavljene metode so im-
plementirane v programski knjižnici za Python, ki je na voljo na: https:
//github.com/damir1407/label-propagation.
Vse predstavljene metode ovrednotimo in primerjamo na različnih sin-
tetičnih in resničnih omrežjih. Rezultati kažejo, da tako algoritem CC kot
tudi FCC zagotavljata bolj stabilne in natančne rezultate kot algoritem LPA,
dočim je algoritem FCC hitreǰsa alternativa algoritma CC. Zaradi enostavno-
sti in nizke časovne zahtevnosti algoritma LPA pa kljub temu predlagamo, da
le-ta ostane prva izbira za bolǰse razumevanje strukture skupnosti v omrežjih
pred proučevanjem drugih, bolj zapletenih alternativ [32].
Chapter 1
Introduction
Various real-world complex systems can be represented as networks. For
example, biological networks can illustrate chemical molecules as nodes and
reactions between them using edges; social networks represent human or
animal individuals as nodes and their interactions with edges; infrastructure
networks describe traffic systems with intersections as nodes and roads as
edges. One such example is presented in Figure 1.1, where nodes D, E and
F are mutual friends and where nodes A, B and D are individual friends of
node C.
Figure 1.1: Example of a simple social network
Therefore, networks are simple and effective for representing patterns of con-
nections or interactions between components of a complex system. Most of
the research in network analysis is focused on revealing and understanding
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different properties of networks, to provide better insight on the complex
systems they represent [35].
Community structure is an essential property of complex networks, de-
fined as densely connected subgroups of nodes, that are sparsely connected
to the rest of the network. For example, in social networks, communities
represent individuals with related interests. Detection and analysis of com-
munity structures reveals the organization of the network and relationships
between its members. The community sizes are not merely undefined but
could, in theory, vary widely from one community to another. A certain
network may be divided into few large communities, several small ones or a
combination of different sizes. Numerous different algorithms have been pro-
posed and implemented for detecting communities in networks over the past
years, such as the Girvan-Newman algorithm [12]. In this thesis we present
a heuristic community detection algorithm based on label propagation. The
main advantage of this method compared to other community detection al-
gorithms, is its simplicity and time complexity. However, it is not the most
robust nor accurate method. Therefore, we also introduce extensions of the
method which mitigate these issues.
The thesis is structured as follows. In Chapter 2 we give a brief introduc-
tion to graphs and networks, different clustering metrics and related work in
the field of network analysis and community detection. Chapter 3 introduces
the label propagation algorithm and describes its basic framework. Further-
more, consensus clustering and fast consensus clustering are introduced in
Chapter 4, as extensions of label propagation. Evaluation and results of the
performance of these methods on different real-world and benchmark net-




In mathematics, graphs are structures used to model pairwise relations be-
tween objects. Conceptually, graphs are composed of vertices or nodes which
are connected by edges or links. Formally, a graph G is an ordered pair of
sets (V, E), where V is the nonempty set of vertices and E is the set of
edges, which are composed of (un)ordered pairs of vertices. Often, we label
the vertices with letters or numbers. In this thesis the elements of V are
labeled numerically. Additionally, we denote the number of vertices as n and
the number of edges as m. Hence,
G = (V,E),
V ∈ {1, ..., n},
E ⊆ {{u, v}|u, v ∈ V },
Figure 2.1 clarifies the definition showing a graph G, where V = {1, ..., 12}
are the vertices and E = {(1,2), (1,4), ..., (11,12)} are the edges.
Complex networks are defined as graph structures, where each edge rep-
resents an interaction between different nodes [1]. If there is more than one
edge between the same vertices, we define these edges as a multi-edge. There
are also no edges that link vertices to themselves in most of the networks we
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Figure 2.1: Example of a simple graph structure
will study, although these edges will occur in a few cases and are referred to
as self-loops or self-edges [22]. Edges that have a direction, pointing from
one node to another, are called directed edges.
Simple networks are networks which have neither multi-edges nor self-loops.
On the other hand, multigraphs are networks containing multi-edges. Most
networks covered in this thesis are undirected multigraphs. In some cases
it is useful to describe edge strength with a certain positive value assigned,
usually a real number. This value is also called a weight and the correspond-
ing network as weighted network. Additionally, networks whose nodes can be
divided into two independent and disjoint sets such that every edge connects
nodes between the two sets are called bipartite networks.
Most networks can be classified into four groups:
• Social networks are networks where nodes represent human or animal
individuals and the edges correspond to the relationship or interactions
between them. These include offline or online social networks, and
collaboration networks between authors and scientists.
• Biological networks illustrate some form of interaction between genes,
cells or neurons in living organisms. These include gene-regulatory,
metabolic and neural networks.
• Technological networks usually represent some kind of infrastructure
that is a subject to technological or other physical constraints. These
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include telephone and electricity networks, various transport networks
and software networks.
• Information networks or networks of information. In information net-
works nodes correspond to data sources and edges illustrate the flow
of information through the system. These include citation networks,
communication networks, the World Wide Web and peer-to-peer (P2P)
networks.
The number of all networks studied today is too large for a comprehen-
sive overview. Therefore, Table 2.1 outlines few network examples and their
corresponding vertices and edges.
Network Node Edge
Online social Person Friendship
Citation Publication Reference
Infrastructure Intersection Road
Animal Animal species Interaction
Ecological Biological species Predator and prey
Lexical Word Relationship
Economic Country Finance or trade
Internet Router Physical line
Co-authorship Author Collaboration
. . . . . . . . .
Table 2.1: Examples of different networks and edge interactions between
their nodes
There are many miscellaneous network examples which cannot be catego-
rized into any of these groups, such as networks of food ingredients or flavors
and climate networks.
Usually, such networks contain from a few thousand to several hundred
thousand or millions of nodes and edges. It is therefore, possible to analyze
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these networks on a standard computer using efficient algorithms. Many
network analysis tools and programming libraries are available today, such
as ”NetworkX” (Python) [13], ”SNAP” (C++) [18] and ”JUNG” (Java) [20].
Each network structure displays specific topological features with connec-
tion patterns between their components (nodes) which can describe network
connectivity. Those features are expressed using various metrics and mea-
sures. One of those measures is node degree. The degree of a node is the
number of edges connected to the node. Let di be the degree and Ni the set





where m is the number of edges.
Another network feature would be the ability to form communities. Com-
munity structures are, among others [23], described as densely connected
cluster of nodes that are sparsely connected to the rest of the graph. We can
use the following definitions of community structures. Strong communities
are groups or clusters of nodes where each node has strictly more neighbors
within its own community than in all other communities together, whereas in
weak communities all nodes together have at least as many neighbors in their
own community than in any other community [26]. On the other hand, a
clique is defined as the maximal subset of interconnected vertices. Similarly,
a k-clique is a subset of nodes such that each node is no more than a distance
k away from any of the others via the edges of the network [22].
Network communities are represented by node labels ci = {1, ..., n}, so
that the nodes in a group share the same label. One label is assigned to
each node, since we restrict ourselves to non-overlapping communities. An
additional requirement would be that nodes from the same community are
connected to each other. Otherwise, disconnected communities are treated
as several different communities.
In order to asses and measure the structure of a community, we present
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different community structure statistics. First, we define internal community
degree of a node as the number of edges to other nodes classified in the same
community and external community degree of a node as the number of edges
to other nodes classified in different communities.
Next, modularity Q measures the significance of community structure by
comparing the number of edges within network communities against the ex-
pected number of edges in a random graph model [25, 9]. Modularity score
values range from -1 to 1. Higher values translate to dense connections be-
tween nodes classified in the same community and sparse connections between
nodes classified in different communities. Let A be the adjacency matrix of
the observed network. Adjacency matrix is an n × n matrix used to de-
scribe the structure of a graph. Matrix elements indicate if pairs of vertices
are connected to each other. Each element Aij equals 1 if there exists an
edge between nodes i and j and 0 otherwise [23]. di and dj are equal to the
degree of nodes i and j, while δ represents the Kronecker delta operator that












where ci is the community label of node i.
Flake measure F is defined as a percentage of nodes with smaller internal




j Aijδ(ci, cj) < di/2}|
n
. (2.3)
Here, lower values translate to dense connections between nodes classified
in the same community and sparse connections between nodes classified in
different communities.
Finally, we report the Normalized Mutual Information NMI measure [7],
which will be primarily used when analysing synthetic benchmark networks
with planted partition. Once again, let c be a community structure extracted









where I(c,p) is the mutual information of community structures, H(c) and
H(p) are standard entropies, and H(c|p) is the conditional entropy. NMI
equals 1 if the community structures are identical, and equals 0 if the com-
munities are independent.
Since the analysis and practical applications of network community struc-
tures have been one of the main focuses of network theory, development
of effective procedures for their detection is required. There has been a
considerable number of community detection methods and procedures pro-
posed in the literature [11]. Some of the proposed procedures are tradi-
tional partitioning and clustering methods (hierachical clustering algorithm)
[30], multiresolution methods [28], methods based on graph theory such as
Kernighan-Lin algorithm [14], methods based on different dynamic processes
[29], modularity-based optimization methods [23], spectral algorithms [21]
and finally methods based on different statistical approaches [24]. Most of
the mentioned procedures have quadratic time complexities at best, and are
therefore not suitable for analysing communities in large complex networks.
In addition, the implementation of these methods is often extensive and com-
plex.
In the following chapter, we present the label propagation algorithm which




Label propagation is one of the fastest network clustering methods primarily
used for community detection. Due to the algorithm’s fast structural infer-
ence, it exhibits near linear time complexity [27] and can be applied to large
networks with millions of nodes and edges [34, 32].
The proposed method can be described as follows. First, unique labels
for each node in the network are initialized as ci = i. Then, at each iterative
step of the algorithm, each node adopts the current maximal label i.e. the
label that the majority of its neighbors share. For each iteration, the node
labels are modified sequentially in a unique random order. The labels are
propagated between the nodes until the algorithm converges and node labels
no longer change. Therefore,
ci = argmax
c
|{j ∈ Ni | cj = c}|, (3.1)
where Ni is the set of neighbors of node i and cj is the label of the neigh-
boring node j. Finally, ci is the maximal community label to be assigned to
node i.
Due to the existence of many connections within communities (intra-
community edges), relative to the connections towards the rest of the network
(inter-community edges), densely connected clusters or groups of nodes adopt
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Figure 3.1: An example of label propagation in a small network with three
communities. The colours represent the current community assignment of
each node.
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a particular label after only few iterations of the algorithm. With each itera-
tion, these clusters try to acquire more nodes and eventually start to compete
for members with other clusters. Finally, when the algorithm converges and
Equation (3.1) holds for each node, clusters of connected nodes with the
same label belong to the same community. Figure 3.1 shows an example of a
small network, where label propagation identifies three communities in only
three iterations. In certain situations some of these resulting communities
can be disconnected. This usually occurs when the observed node’s label
is propagated to two or more disconnected neighboring nodes, and is itself
changed in the following iterations of the algorithm. Since connectivity is a
fundamental property of community structures [22, 11], disconnected com-
munities are divided and relabeled into connected communities at the end of
label propagation.
The basic approach of label propagation treats all nodes equally, since
their edges all have the same strength when propagating their label. However,
the approach is not limited to only simple networks and can be adopted for
different types of networks. For instance, in weighted networks the label






where Wij is the sum of weights on the edges between the observed node i
and the neighboring node j [32]. Therefore, Wii would be twice the sum of
weights of self-loops on node i. δ represents the Kronecker delta operator
that returns one if its arguments are equal and zero otherwise.
Additionally, label propagation can also be applied to multigraphs. In
such cases, multi-edges of those networks are presented with the adjacency






where Aij is the number of edges between the observed node i and the neigh-
boring node j. Hence, Aii would be twice the number of self-loops on node i.
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It is important to note that label propagation is not applicable to directed
networks, since exchanging labels with directed edges would only be possible
between mutually reachable nodes.
In Chapter 2 we mentioned that algorithm can be implemented with few
lines of programming code. Algorithm 1 presents the pseudocode of the basic
approach, where the convergence is defined as the state when labels no longer
change.
Algorithm 1 Label propagation algorithm
Input: Graph G(V, E)
Output: Communities C = {ci}
Community initialization:
for i ∈ V do
ci ← i (unique label)
end for
Label propagation:
while not converged do
for i ∈ shuffle(V ) do












3.1 Resolution of Label Ties
The basic approach of label propagation states that each node is assigned a
label shared by most of its neighbors or maximal label at each iterative step.
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Figure 3.2: Resolution of multiple maximal label ties of the central node in
the network. Colours represent the current community assignment of each
node.
This iterative process continues, i.e., the node labels are exchanged until the
algorithm converges. However, there is a possibility that multiple nodes in
the network could have two or more maximal labels in their neighborhoods.
Left side of Figure 3.2 shows an example of a network, with multiple maximal
labels in the neighborhood of the central node. A real-world example would
be a collaboration network, where a single author can collaborate with many
other authors from different research fields.
Random Resolution
Consider a network where a node i ∈ V has equally strong connections
with more than one community. Random resolution proposes that the node
selects one maximal label at random [27, 32]. In such cases, if there is a sig-
nificant number of such nodes, community label ci could constantly change
and therefore the algorithm would never converge. Random label ties reso-
lution represents one of the sources of randomness in the label propagation
algorithm, which negatively affects its robustness and consequently the sta-
bility of detected communities. Two possible solutions have been proposed
in the literature. Those are inclusion and retention resolution of label ties.
Inclusion Resolution
Leung et al. [19] suggested including the label ci of the observed node into
the maximal label consideration in Equation 3.3 (besides other neighbors’
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labels), which effectively ensures the convergence of the algorithm and avoids
the requirement for an additional equilibrium criterion. One can observe in
the middle of Figure 3.2 that adding a loop-edge to each node in the network
describes an equivalent situation.
Retention Resolution
Second method for label ties resolution describes a slightly modified ap-
proach. Raghavan et al. [27] and Barber and Clark [3] proposed retaining
the label when there are multiple maximal neighboring labels, and one of
these labels is the current label of the node ci. Compared to inclusion res-
olution, the retention strategy considers the current label of the node only
when multiple maximal labels actually exist in its neighborhood. Right side
of Figure 3.2, shows an example of a network that reached convergence using
the label retention strategy. Additionally, we use the retention approach for
the analysis in this thesis.
Figure 3.3: An example showing label oscillations in a bipartite network.
The colours of the nodes represent the community assignment at first two
iterations of the label propagation method.
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3.2 Order of Label Propagation
In the previous section, we mentioned that random resolution of label ties
represents one of the sources of randomness in the algorithm. Another one
would be the random propagation order. Let us consider a bipartite network
as shown in the leftmost side of Figure 3.3, with two sets of nodes on oppo-
site sides. Furthermore lets assume that, at a certain point of the method
(middle of Figure 3.3), nodes on each side of the network share the same
label. Because of the bipartite structure of the network, node labels would
switch sides at each iteration, therefore causing their labels to oscillate and
preventing the algorithm to converge.
Synchronous Propagation
The aforementioned situation assumed that node labels are updated simul-
taneously and would therefore lead to oscillations of propagating labels in bi-
partite networks. This type of label propagation order is called synchronous
propagation. We should emphasise that such oscillating behavior is not lim-
ited to bipartite networks and can occur in various star-like and also real-
world networks that are normally discussed and analyzed in the literature
[6, 32].
Asynchronous Propagation
Raghavan et al. [27] proposed asynchronous propagation of nodes to ensure
convergence. Using this approach, node labels are updated sequentially in
some random order, rather than being updated all together. Therefore, al-
ready modified neighboring node labels are considered when the observed
node’s label is updated, compared to synchronous propagation, which only
takes into account the labels from the last algorithm iteration. It is impor-
tant to emphasise that combining random resolution of label ties together
with asynchronous propagation makes the algorithm very unstable. For ex-
ample, in the Zachary karate club network, which consists of just 34 nodes,
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the algorithm is able to detect more than 500 different community structures
[36].
3.3 Convergence Criterion
Label equilibrium is defined as the state when Equation (3.1) holds for each
node in the network, as we have mentioned in Chapter 3. In other words,
label equilibrium criterion is defined as the state when all nodes obtain the
maximal labels from their neighborhoods [32]. For the sake of simplicity,






where di represents the number of neighbors or degree of node i, and d
c
i is the
number of neighbors of node i sharing label c. Therefore, when the following
equation is satisfied for each node i, label equilibrium criterion is achieved.
∀c : dcii ≥ dci (3.5)
On the other hand, definition of strong community criterion [26] states that
each node must have strictly more neighbors in its own community than in
any other community, compared to label equilibrium, where every node has
at least as many neighbors in its own community as in any other community.
Strong community criterion requires that the following equation holds.
∀c : dcii > dci (3.6)
Third and final approach would be to define the convergence criterion as the
state when node labels no longer change. However, in case there are multiple
maximal labels in the neighborhood of the observed node, it is important to
pair this approach with a suitable label tie resolution strategy in order to
ensure convergence.
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3.4 Complexity and Stability
Due to its fast structural inference, label propagation method exhibits near
linear time complexity in terms of the number of edges m [32]. Label of node
i is updated by iterating through its neighborhood which has a complexity
of O(di), where, as discussed in the previous chapter, di is the degree of node
i. Given that Equation (2.1) holds, the complexity of a single iteration of
the algorithm is therefore O(m). Additionally, random permutation of node
order before each iteration can be performed in O(n) time, where n is the
number of nodes in the network. Furthermore, the division of disconnected
communities into connected ones at the end of the algorithm can be imple-
mented with a simple depth-first search method, which has a complexity of
O(n+m).
Let c be the number of algorithm iterations until equilibrium is reached.
Therefore the time complexity of label propagation is O(cn+cm). Šubelj and
Bajec [37] obtained the estimated value of c ≈ 1.03m0.23 from a large number
of networks using asynchronous label propagation. This value translates to
a final near-linear time complexity of approximately O(m1.2). Hence, this
means that the algorithm is easily applicable to large networks with millions
of nodes and edges [32].
However, despite its efficiency, simplicity, and many improvements that
have been suggested in the literature, the label propagation method has the
following disadvantages negatively affecting the stability of detected commu-
nities: Robustness - due to the random order of label updates in asynchronous
propagation and the choice of label ties resolution condition, the algorithm
can compute multiple results with relatively different communities even in
smaller networks [5]. Accuracy - in larger networks with more complex struc-
ture, the accuracy of the label propagation approach is worse than the best
approaches in the literature [37]. In such cases, when detecting communities




Algorithm implementation was performed using Python programming lan-
guage and NetworkX library [13]. The label propagation method is intended
to be used as a library, so that users can include it in their applications. The
entire source code is available at: https://github.com/damir1407/label-
propagation
In Python script ”run example.py”, an example of how to import and use
the library is presented. The LabelPropagation class is instantiated with two
arguments. The first argument is mandatory and gives the path to the input
file containing information about the network structure. Second argument is
the network type which gives information whether the network is weighted
or unweighted. If the network type argument is not specified, the network
type is set to unweighted. Therefore, the object constructor initializes the
network from the input text file and the network type specified, and declares
other variables necessary for running the algorithm.
In order to run the algorithm, one must call the start method and pass
five arguments. Using the first three arguments, the user specifies the label
ties resolution approach, convergence criterion and order of label propaga-
tion. Other two arguments are optional and specify the maximum number of
algorithm iterations allowed and if the algorithm should use the edge weights.
Furthermore, one can observe in the ”label propagation.py” script that
the method start first initializes unique labels for each node in the network
and then calls the main method. The main method runs the algorithm
loop until convergence criterion or maximum number of iterations has been
reached. The result of the algorithm is stored into a dictionary (Python
map structure), where nodes of the network are keys and their assigned com-
munities are values. Once the algorithm loop reaches equilibrium, possible
disconnected communities are divided and relabeled into connected commu-
nities using a depth-first search algorithm. Finally, the start method returns
the network object and the dictionary with the resulting communities. In
the following chapters, we present a well known technique used in network
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In the previous chapter, we presented the basic approach of label propagation
algorithm and discussed its implementation. Additionally, the complexity of
the algorithm and its weaknesses were described. One of the weaknesses is
the robustness, where the method fails to deliver unique results. Due to the
random order of label updates and the choice of label ties resolution condi-
tion, label propagation computes multiple results with different community
structures in the same network. Nevertheless, any non-deterministic method
faces similar issues. For instance, different divisive clustering methods also
introduce dependence on random seeds [26]. In such cases, the key question
one should ask is whether there exists a partition most representative of the
actual community structure in the observed network.
In this chapter, we review two advances of the original method which
focus on detecting the representative partition of the network by combining
multiple algorithm outputs. First, in Section 4.1 we present the consensus
clustering method and describe how the consensus partition approaches the
network’s actual community structure much more closely than the partitions
obtained when directly applying the label propagation method. Next, Section
4.2 describes the fast consensus clustering method [33], which improves the




Consensus clustering is a prominent technique used in network analysis for
improving the stability issues of label propagation [15, 31]. The main goal
of the algorithm is to compute the median or consensus partition, i.e., the
average of all input partitions. The partition similarity is measured using
the greedy strategy, which uses the consensus matrix [31]. The consensus
matrix is a matrix that is calculated based on the co-occurrence of nodes in
communities of the resulting partitions from label propagation. Next, this
matrix is used as a network adjacency matrix in label propagation, which
produces a new set of partitions and therefore, a new consensus matrix.
The procedure is repeated until equilibrium is reached, i.e., until a unique
partition has been computed.
Due to the existence of many connections within communities (intra-
community edges) relative to the connections towards the rest of the network
(inter-community edges), increasing the density of intra-community edges
and decreasing the density of inter-community edges would gradually result
in a set of disconnected groups of nodes. Consensus matrix enforces this type
of transformation, thus alleviating the weaknesses of label propagation and
providing stable results [15].
Method
Lets assume that label propagation algorithm found P partitions in a net-
work with n nodes. Let D be a n × n consensus matrix, where Dij is the
edge weight equal to the number of partitions when nodes i and j of the
network were detected in the same community, divided by the total number
of partitions P. Weights of D are real numbers between zero and one, where
higher edge weights indicate that the nodes are frequently clustered in the
same community, while lower edge weights are found between nodes that are
at the border between different communities and are treated as noise. The
consensus matrix D grows into a very dense matrix, because there is an edge
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between any two nodes which have been clustered in the same community
at least once. Additionally, the density increase negatively impacts the com-
putational complexity of label propagation or any other network clustering
algorithm.
Therefore, a filtering step is included into the method where all entries of
D below a threshold τ are discarded [15]. It is important to note that there
could be some nodes whose edge weights may all be below the threshold and
would no longer be connected to the network. In order to keep the network
connected during the procedure, such nodes are reconnected to their neighbor
with the highest edge weight.
In the next step D is applied as a network adjacency matrix A in the
label propagation algorithm and a new set of partitions is computed. These
partitions are then used to calculate a new consensus matrix D’. The entire
procedure is repeated until the consensus matrix becomes a block diagonal
matrix Df , where edge weights equal 1 for nodes in the same block (commu-
nity) and 0 otherwise. Hence, the matrix Df describes the actual community
structure of the observed network.
Summarized procedure of consensus clustering is described as follows. Let
G be a network with n nodes.
1. Run LPA on A P times and compute P partitions.
2. Generate the consensus matrix D.
3. Set all entries of D below τ to zero.
4. Run LPA on D P times and compute P partitions.
5. If D is block diagonal, i.e., all partitions are equal, the algorithm con-
verges. If not, go to step 2.
Implementation of the method was performed using Python programming
language and NetworkX library [13]. The entire source code is available at:
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https://github.com/damir1407/label-propagation. Python script ”la-
bel propagation.py” includes a recursive implementation of consensus clus-
tering, which runs the entire procedure until maximum recursive steps are
reached or a block diagonal consensus matrix is computed. Recursion was
chosen because of its simplicity. Usage example of the procedure is presented
in the ”run example.py” script. Despite the fact that consensus clustering
resolves the stability issues of label propagation, the consensus matrix could
become rather dense, and the time and space complexity could consequently
reach O(n2). In the following section, we present fast consensus clustering
method, which improves the performance of the basic consensus clustering
framework.
4.2 Fast Consensus Clustering
In the previous sections, we discussed the weaknesses of label propagation,
one of them being the method robustness. Due to the randomness of label
propagation, it computes multiple results with different community struc-
tures in the same network. Additionally, consensus clustering was described
as an effective clustering technique used to decrease noise induced by the
stability issues of label propagation. The goal of consensus clustering is to
obtain the median or consensus partition, that is on average most similar to
all input partitions, and therefore more robust and accurate. Similarity be-
tween partitions is measured using a consensus matrix, expressing how often
pairs of nodes are found in the same community. The problem is that the
consensus matrix could grow into a very dense matrix and both space and
time complexity of the procedure could reach the value of O(n2). Quadratic
time complexity makes the method inapplicable to larger networks.
In this section, we describe fast consensus clustering method, which im-
proves the performance of the basic consensus clustering framework, and
makes it applicable to larger networks. The main goal of the algorithm is
to calculate the consensus matrix for smaller sets of appropriately selected
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pairs of nodes. Using this approach, the matrix will become sparse during
the procedure and the method could reach the near linear complexity of LPA.
Method
Fast consensus clustering is an extension of consensus clustering, therefore we
give a brief summary and reference the original method presented in Section
4.1. Let G be a network with n nodes and m edges. Label propagation is
applied to the adjacency matrix A of G, P times with different random seeds
and P input partitions are computed. The consensus matrix D grows into
a very dense matrix because there is an edge between any two nodes which
have been clustered in the same community at least once. This negatively
impacts the computational complexity of label propagation.
In order to improve both time and space complexity, fast consensus clus-
tering calculates the consensus matrix only for a small subset of connected
pairs of nodes. However, there are examples where the accuracy of the de-
tected consensus partitions decreases, when only pairs of neighboring nodes
are taken into account. Therefore, the method considers nodes that close
triads with the edges of the observed network, under the condition that the
weights of those edges are adequately large [33].
Summarized procedure of fast consensus clustering is the following:
1. Run LPA on A P -times, and compute P partitions.
2. Generate the consensus matrix D.
3. Set all entries of D below τ to zero.
4. Triadic closure step: First, select m random nodes where m is the
number of edges, i.e., non-zero entries in D. Next, for each random
node, select a pair of neighboring nodes l and h at random. If the
value of Dlh is zero, reset it to the fraction of partitions in which l and
h belong to the same community.
5. Run LPA on D P -times, and compute P partitions.
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6. If less than α of D entries have values smaller than one and greater
than zero, stop the algorithm. Otherwise go to step 2.
Convergence threshold α of 2% is proposed in the literature [33] based on
author’s numerical experiments. The main advantage of fast consensus clus-
tering is its time and space complexity of O(m) due to the fact that the
method computes up to 2m entries of D. The complexity is considerably
lower compared to O(n2) of the basic consensus clustering method when the
observed network is sparse, which is usually the case in real networks. On the
other hand, a disadvantage is that this method computes partitions which are
more noisy compared to the consensus clustering. Therefore, it is not likely
to converge with equal partitions in the end. For this reason, the method
introduces the convergence threshold to stop the algorithm when Df has a
fair number of entries between zero and one.
Implementation of the method was performed using Python programming
language and NetworkX library [13]. Python script ”label propagation.py”
also includes a recursive implementation of fast consensus clustering, which
runs the entire procedure until maximum recursive steps or the convergence
threshold are reached. Recursion was chosen because of its simplicity. Usage
example of the procedure is presented in the ”run example.py” script.
To summarize, we presented consensus clustering and fast consensus clus-
tering, as extensions of the label propagation algorithm, which detect the
representative partition of the network. In the following chapter, we evalu-
ate all three network clustering methods on different synthetic and real-world
networks, and present the results.
Chapter 5
Evaluation and Comparison
Label propagation, consensus clustering and fast consensus clustering meth-
ods were presented in previous chapters. In order to evaluate these three
network clustering methods, two different types of networks are used. In
Section 5.1, we use unweighted synthetic networks and, in Section 5.2, we
use real-world networks. In both sections, different metrics such as modu-
larity Q, Flake score, method iterations, method time, largest community
share, number of communities and Normalized Mutual Information are eval-
uated. The results are visualized using line plots and tables. Additionally,
we evaluate these algorithms on the author’s Twitter followers network, and
thus show their use in a real-life situation.
First, we review which combination of LPA parameters (label ties resolu-
tion, order of propagation, and convergence criterion) is the most suitable for
this evaluation. Next, we use the basic framework of LPA and present the
results. Afterwards, we use the CC algorithm, which includes the aforemen-
tioned basic framework of LPA. The filtering threshold τ is set to 50%, and
the algorithm computes 10 partitions. Finally, we use the FCC algorithm,
which also includes the aforementioned basic framework of LPA. Once again,
the filtering threshold τ is set to 50%, the algorithm computes 10 partitions,




In this section, we present the results for Erdős–Rényi (ER) random model
[9], Barabási–Albert (BA) scale-free model [2], and Lancichinetti–Fortunato–Radicchi
(LFR) benchmark [16] synthetic networks of different sizes. Erdős–Rényi
random graphs presumably have no community structure. The number of
nodes varies between 100 and 1000000, while the average degree d is set to
10. Barabási–Albert graphs fall into the class of scale-free networks, mean-
ing that they have a power-law degree distribution. The number of nodes
again varies from 100 to 1000000 and is grown by connecting each new node
with 2 edges that are preferentially connected to existing nodes with high
degree. LFR benchmark graphs exhibit a power-law degree and community
size distributions, with exponents γ and β set to 3 and 2, respectively [16].
The mixing parameter µ controls the fraction of links each node has inside
and outside of its community, and is set between 0.15 and 0.5 depending on
the number of nodes in the graph. Additionally, the sizes of communities
vary between 10 and 50.
As already mentioned in Chapter 3, combining random resolution of la-
bel ties together with asynchronous propagation makes the algorithm very
unstable. Additionally, we mentioned that synchronous propagation could
lead to oscillations of propagating labels in certain types of networks. For
these reasons, we review retention and inclusion resolution of label ties, asyn-
chronous order of propagation, strong community criterion and convergence
as the state when node labels no longer change.
To compare these combinations, we evaluate method iterations, method
time, largest community share and number of communities on LFR bench-
mark graphs. The results are shown in Figure 5.1. The abbreviation IAC
stands for ”Inclusion-Asynchronous-Change”, IAS stands for ”Inclusion-Asynchronous-
Strong”, RAC stands for ”Retention-Asynchronous-Change” and RAS stands
for ”Retention-Asynchronous-Strong” combination of parameters.
It is clearly visible that the RAC combination of parameters takes con-
siderably less time and iterations compared to the other combinations. For
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example, when the number of nodes is 10000 the running time for RAC com-
bination equals 12.0 s, for RAS equals 40.1 s, for IAC equals 17.2 and finally
for IAS combination equals 37.2 s. Additionally, when the number of nodes is
10000, RAC combination converges in 5.2 iterations, RAS converges in 26.7
iterations, IAC converges in 9.9 iterations and IAS combination converges
in 23.3 iterations. For this reason, the RAC combination will be used when
analysing the basic framework of LPA.
First, we asses the LPA with the selected combination of parameters
and evaluate method iterations, method time, largest community share and
number of communities for each aforementioned synthetic network model.
The results are shown in Figure 5.2. Since the top and bottom right plots
use logarithmic scales on both horizontal and vertical axes, we calculate the
slope of each function using the least mean squares method.
The top left plot of Figure 5.2 shows the average number of iterations
of the basic framework of LPA on different types of synthetic networks. In
BA scale-free and ER random graphs the algorithm converges in about 4
iterations, regardless of the number of nodes. On the other hand, in LFR
benchmark graphs with planted community structures, the number of itera-
tions increases logarithmically.
For each graph, the slope is almost equal to 1 and the algorithm running
time, therefore, increases almost linearly with the number of nodes. One can
also observe that running the algorithm on BA scale-free model takes the
least time and on LFR benchmark graphs the most time. For example, when
the number of nodes is 10000, running time for BA graphs equals 0.97 s, for
ER graphs equals 1.59 s, and for LFR graphs equals to 5.23 s.
The bottom left plot of Figure 5.2 shows the average share of the largest
community found using the basic framework of LPA. Since ER graphs have no
structure, the algorithm classifies all nodes into a single community, resulting
in a 100% share of the largest community. On the other hand, in BA and LFR
graphs, the largest community share gradually decreases with the number of
nodes. For example, the percentages of largest communities for BA graphs
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Figure 5.1: Number of iterations, running time, largest community share
and number of communities of different LPA variants on LFR graphs.
The abbreviation IAC stands for ”Inclusion-Asynchronous-Change”, IAS
stands for ”Inclusion-Asynchronous-Strong”, RAC stands for ”Retention-
Asynchronous-Change” and RAS stands for ”Retention-Asynchronous-
Strong” combination of parameters. The markers represent averages over
10 runs, while the error bars show standard deviation.
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are 22%, 3.3%, 0.8%, 0.3%, and 0.09% respectively.
The bottom right plot in Figure 5.2 presents the average number of com-
munities found on the three different types of synthetic graphs. As already
shown above, ER graphs have no structure, so the algorithm classifies all
nodes into a single community. In the case of BA and LFR graphs, the num-
ber of communities increases almost linearly with the number of nodes as the
slope is almost equal to 1.
Figure 5.2: Number of iterations, running time, largest community share
and number of communities of LPA on different synthetic graphs. The mark-
ers represent averages over 10 runs, while the error bars show standard de-
viation.
Next, we asses the consensus clustering algorithm and evaluate the same
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four metrics for each aforementioned synthetic network model. The results
are shown in Figure 5.3. Again, we calculate the slope of each function from
the top and bottom right plots using the least mean squares method.
The top left plot of Figure 5.3 shows the average number of iterations
of the CC algorithm on different types of synthetic networks. All three
networks show similar trends to LPA, but with greater values. In BA scale-
free graphs the algorithm converges in about 300 iterations, regardless of
the number of nodes. In ER graphs the number of iterations varies around
400, with the exception of network with 100 nodes. On the other hand, in
LFR benchmark graphs with planted community structures, the number of
iterations first significantly increases after 100 nodes, then logarithmically
increases from 1000 nodes onward.
The algorithm running time for each graph increases almost linearly with
the number of nodes since the slope is almost equal to 1. One can also
observe, that running the CC algorithm takes considerably more time than
the LPA. For comparison, when the number of nodes is 10000 the running
time for BA graphs equals 38.62 s, for ER graphs equals 53.2 s, and for LFR
graphs equals 267.0 s.
Similarly as before, in ER graphs the algorithm classifies all nodes into
a single community, resulting in a 100% share of the largest community.
On the other hand, in BA and LFR graphs, the largest community share
gradually decreases with the number of nodes. For example, the percentages
of largest communities for LFR graphs are 42%, 4.8%, 0.49%, 0.049%, and
0.005% respectively.
The bottom right plot in Figure 5.3 presents the average number of com-
munities found on the three different types of synthetic graphs. As already
shown above, in ER graphs with no structure the algorithm classifies all
nodes into a single community. For BA and LFR graphs, the slope is al-
most equal to 1 and the number of communities, therefore, increases almost
linearly with the number of nodes.
In order to asses the fast consensus clustering algorithm, we evaluate the
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Figure 5.3: Number of iterations, running time, largest community share
and number of communities of CC on different synthetic graphs. The markers
represent averages over 10 runs, while the error bars show standard deviation.
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same four metrics for each aforementioned synthetic network model. The
results are shown in Figure 5.4. Once again, we calculate the slope of each
function from the top and bottom right plots using the least mean squares
method.
The top left plot of the Figure 5.4 shows the average number of iterations
of the FCC algorithm on different types of synthetic networks. All three
networks show similar trends to CC, but with smaller values. In BA and
ER graphs the number of iterations varies around 25 iterations, with the
exception of network with 100 nodes. On the other hand, in LFR benchmark
graphs with planted community structures, the number of iterations first
significantly increases after 100 nodes, then logarithmically increases from
1000 nodes onward.
For each graph, the algorithm running time increases almost linearly with
the number of nodes since the slope is almost equal to 1. One can also observe
that running the FCC algorithm takes considerably less time than the CC
algorithm. For comparison, when the number of nodes is 10000 the running
time for BA graphs equals 6.7 s, for ER graphs equals 7.4 s, and finally for
LFR graphs equals 125.1 s.
Once again, in ER graphs the algorithm classifies all nodes into a sin-
gle community, resulting in a 100% share of the largest community. On the
other hand, in BA and LFR graphs, the largest community share gradu-
ally decreases with the number of nodes. For example, the percentages of
largest communities for BA graphs are 6.6%, 1.1%, 0.3%, 0.1%, and 0.08%
respectively.
The bottom right plot in Figure 5.4 presents the average number of com-
munities found on the three different types of synthetic graphs. As already
shown above, in ER graphs with no structure the algorithm classifies all
nodes into a single community. Once again, the number of communities for
BA and LFR graphs increases almost linearly as the slope is almost equal to
1.
Finally, to compare the same four metrics for each algorithm, we combine
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Figure 5.4: Number of iterations, running time, largest community share
and number of communities of FCC on different synthetic graphs. The mark-
ers represent averages over 10 runs, while the error bars show standard de-
viation.
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the previously shown results on LFR graphs and present them in Figure 5.5.
One can observe, that both LPA and FCC take considerably less time and
iterations compared to the CC algorithm. For example, when the number
of nodes is 10000 the running time for LPA equals 5.2 s, for FCC algorithm
equals 125.1 s, and finally for CC algorithm equals 267.0 s. Additionally,
when the number of nodes is 10000, LPA converges in 12 iterations, FCC
algorithm converges in 148.4 iterations, and CC algorithm converges in 970.6
iterations.
Figure 5.5: Number of iterations, running time, largest community share
and number of communities of LPA, CC and FCC algorithms on LFR graphs.
The markers represent averages over 10 runs, while the error bars show stan-
dard deviation.
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In Table 5.1 we report method time t in seconds, modularity Q, Flake
score F, and Normalized Mutual Information NMI of the discovered commu-
nity structure on different types of synthetic networks with 100000 nodes, in
order to compare and asses LPA, CC and FCC methods. The LFR mixing
parameter µ is, in this case, set to 0.45. In the ER graph, one can immedi-
ately observe that both modularity and Flake scores are equal to zero because
each algorithm classifies all nodes into a single community. Results for BA
and LFR graphs clearly show that CC and FCC algorithms outperform LPA.
Modularity scores are significantly larger and the Flake scores show that all
nodes have larger internal than external community degree. The NMI scores
show that CC and FCC accurately identify communities in the LFR graph.
On the other hand, LPA identifies communities that marginally correlate
with the planted community structure. From these findings we can conclude
that the CC and FCC algorithms provide more stable results compared to
LPA.
Algorithm ER graph BA graph LFR graph
t Q F t Q F t Q F NMI
LPA 16.7 0.0 0.0 9.97 0.34 0.39 70.2 0.4 0.49 0.82
CC 556.52 0.0 0.0 403.8 0.99 0.0 2926.8 0.99 0.0 1.0
FCC 45.6 0.0 0.0 38.5 0.99 0.0 1370.2 0.99 0.0 1.0
Table 5.1: Method time t, modularity Q, Flake F and NMI scores of com-
munities found in different synthetic networks with 100000 nodes. Results
are averages over 10 runs.
5.2 Real-world Networks
In this section, we present the analysis of real-world networks. These are
American football network with 115 nodes and 613 edges, Network science
network with 1461 nodes and 2742 edges, Chicago Regional network with
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12982 nodes and 39018 edges, and finally Wordnet Words network with
146005 nodes and 656999 edges [17]. All networks are available at KONECT
(http://konect.cc).
First, we asses the LPA with the selected combination of parameters
and evaluate method iterations, method time, largest community share and
number of communities for each aforementioned real-world network. The
results are shown in Figure 5.6.
The top left plot of Figure 5.6 shows the average number of iterations
of the basic framework of LPA on different real-world networks. In Amer-
ican football network the algorithm converges in about 3 iterations, while
in the larger Wordnet Words network the algorithm converges in about 11
iterations.
For each network, the algorithm running time increases with the num-
ber of nodes. One can observe, in the case of American football network,
the running time equals 0.011 s, for Network science network equals 0.13 s,
for Chicago Regional network equals 1.75 s, and finally for Wordnet Words
network equals to 47.8 s.
The bottom left plot of Figure 5.6 shows the average share of the largest
community found using the basic framework of LPA. It is clearly visible, that
the largest community share gradually decreases with the number of nodes.
For example, the percentages of largest communities for American football
network is 15%, and has the greatest standard deviation compared to other
networks.
The bottom right plot in Figure 5.6 presents the average number of com-
munities found on the four different types of real-world networks. It is clearly
visible, that number of detected communities using LPA gradually increases
with the number of nodes. For comparison, in Network science network,
the number of detected communities equals 260, while in the larger Chicago
Regional network the number of communities equals 3814.
Next, we asses the consensus clustering algorithm and evaluate the same
four metrics for each aforementioned real-world network. The results are
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Figure 5.6: Number of iterations, running time, largest community share
and number of communities of LPA on different real-world networks. The
markers represent averages over 10 runs, while the error bars show standard
deviation.
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shown in Figure 5.7.
The top left plot of Figure 5.7 shows the average number of iterations of
the CC algorithm on different types of real-world networks. All four networks
show similar trends to LPA, but with greater values. For example, in Amer-
ican football network the algorithm converges in about 300 iterations, while
in the larger Chicago Regional network the algorithm converges in about 500
iterations.
The algorithm running time for each network increases with the number
of nodes. One can also observe, that running the CC algorithm takes con-
siderably more time than the LPA. For example, in the case of American
football network, the running time equals 0.91 s, for Network science net-
work equals 11.4 s, for Chicago Regional network equals 87.6 s, and finally
for Wordnet Words network equals 1503.1 s.
Similarly as before, the bottom left plot of Figure 5.7 shows that the
largest community share gradually decreases with the number of nodes. For
example, the average percentage of the largest community for American foot-
ball network is 11.6%, and the standard deviation equals 1.3%.
The bottom right plot in Figure 5.7 shows that number of detected com-
munities using CC gradually increases with the number of nodes. For exam-
ple, in Network science network, the number of detected communities equals
376, while in the larger Chicago Regional network the number of communities
equals 5039.
In order to asses the fast consensus clustering algorithm, we evaluate the
same four metrics for each aforementioned real-world network. The results
are shown in Figure 5.8.
The top left plot of Figure 5.8 shows the average number of iterations of
the FCC algorithm on different types of real-world networks. The plot shows
similar trends to CC, but with smaller values. In American football network
the algorithm converges in about 66 iterations, while in the larger Chicago
Regional network the algorithm converges in about 288 iterations.
For each graph, the algorithm running time increases with the number of
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Figure 5.7: Number of iterations, running time, largest community share
and number of communities of CC on different real-world networks. The
markers represent averages over 10 runs, while the error bars show standard
deviation.
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nodes. It is clearly visible, that running the FCC algorithm takes consider-
ably less time than the CC algorithm. For instance, in the case of American
football network, the running time equals 0.27 s, for Network science network
equals 6.9 s, for Chicago Regional network equals 52.8 s, and for Wordnet
Words network equals 905.9 s.
Once again, the bottom left plot of Figure 5.8 shows that the largest
community share gradually decreases with the number of nodes. For exam-
ple, the percentages of largest communities for American football network is
13.5%, and the standard deviation equals 1.0%.
The bottom right plot in Figure 5.8 presents the average number of com-
munities found on the four different types of real-world networks. The plot
shows that number of detected communities using FCC gradually increases
with the number of nodes. For instance, in Network science network, the
number of detected communities equals 363, while in the larger Chicago Re-
gional network the number of communities equals 5159.
Finally, to compare the same four metrics for each algorithm, we combine
the previously shown results on all four real-world networks and present them
in Figure 5.9.
One can observe, that both LPA and FCC take considerably less time
and iterations compared to the CC algorithm. For example, in the case of
Network science network, the running time for LPA equals 0.13 s, for FCC
algorithm equals 6.9 s, and finally for CC algorithm equals 11.4 s. In Chicago
Regional network LPA converges in 5.3 iterations, FCC algorithm converges
in 188.7 iterations, and CC algorithm converges in 426.9 iterations.
In Table 5.2 we report method time t in seconds, modularity Q, and Flake
score F of the discovered community structure on different types of real-
world networks, in order to compare and asses LPA, CC and FCC methods.
Results for each network show that CC and FCC algorithms outperform LPA.
When observing the modularity score in American football network, FCC
algorithm performs the best, while the CC algorithm obtains the best Flake
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Figure 5.8: Number of iterations, running time, largest community share
and number of communities of FCC on different real-world networks. The
markers represent averages over 10 runs, while the error bars show standard
deviation.
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Figure 5.9: Number of iterations, running time, largest community share
and number of communities of LPA, CC and FCC algorithms on different
real-world networks. The markers represent averages over 10 runs, while the
error bars show standard deviation.
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score. Moreover, it is also visible in the Network science network that CC
algorithm performs the best in terms of modularity, while both CC and FCC
algorithms obtain equally good Flake score. Similarly, in Chicago Regional
network, CC algorithm obtains the highest modularity score, however FCC
algorithm detects communities with the best Flake score. Finally, when
observing the modularity and Flake score in Wordnet Words network, FCC
algorithm performs the best in terms of both metrics. Once again, it is visible
from the results of this section that the CC and FCC algorithms provide more
stable results compared to LPA.
Algorithm American football Network science Chicago Regional Wordnet Words
t Q F t Q F t Q F t Q F
LPA 0.01 0.591 0.076 0.13 0.869 0.018 1.75 0.506 0.552 47.8 0.587 0.14
CC 0.91 0.592 0.063 11.4 0.883 0.015 87.6 0.508 0.392 1503.1 0.53 0.21
FCC 0.27 0.601 0.064 6.9 0.879 0.015 52.8 0.489 0.388 905.9 0.589 0.13
Table 5.2: Method time t, modularity Q and Flake F scores of communities
found in different real-world networks. Results are averages over 10 runs.
Next, we evaluate the algorithms on the author’s Twitter followers net-
work by comparing the detected communities. As we are interested in the
structure of detected communities and since FCC detects almost identical
communities as CC, we leave out the FCC algorithm from the comparison.
Table A.1 presents the communities with their respective members, which
were detected using LPA. On the other hand, Table A.2 presents communi-
ties and their respective members, which were detected using CC algorithm.
Both tables are found in the appendix. One can observe that LPA detected
less communities compared to CC because CC detects smaller and more spe-
cific groups of Twitter users. For example, ”Tech” community from Table
A.1 consists of ”Data Science”, ”Work”, ”Python community”, and part of
”Web Development” and ”Game Development #1” communities presented
in Table A.2. Another example is the ”Sports” community, which is consisted
of ”NBA” and ”Football” communities in in A.2. Some communities, such as
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Internet personalities”, ”Art” or ”Rap artists”, have almost identical mem-
bers in both cases. Interestingly, Twitter accounts of Elon Musk and his
companies vary between ”Internet personalities” and ”Tech” communities.
Note that certain communities contain random Twitter users, which have
similar interests as the author. It is clearly visible that the CC algorithm
provides more accurate communities compared to LPA.
Chapter 6
Conclusions
The thesis described the basic approach of label propagation algorithm and
discussed its implementation. Due to the label propagation algorithm’s lack
of robustness to deliver unique results, we also presented two other meth-
ods that mitigate this issue. First one is consensus clustering method. We
presented how the consensus clustering approaches the network’s actual com-
munity structure much more closely than the partitions obtained when di-
rectly applying the label propagation method. However, the computational
complexity of consensus clustering can be quadratic, so we also introduced
fast consensus clustering method, which mitigates this issue. The presented
methods are implemented in a Python programming library, which is avail-
able at: https://github.com/damir1407/label-propagation.
In order to evaluate label propagation algorithm and its’ two suggested
improvements, i.e. consensus clustering and fast consensus clustering, we
ran experiments on different synthetic and real-world networks. The results
have shown that both CC and FCC provide more stable and accurate results
compared to LPA, with FCC being a faster alternative to CC. However, due
to the simplicity and low time complexity of LPA algorithm, LPA should be
the first choice to provide a better understanding of the network community
structure before switching to more complex alternatives [32].
Future work should focus on different advances of the original frame-
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work, such as label propagation under constraints [3], label propagation with
preferences [19] and extensions of the method to multipartite, multilayer or
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’RockstarGames’, ’insomniacgames’, ’Naughty Dog’, ’Ga-
meTrailers’,
Game ’Treyarch’, ’utgame’, ’UnrealDevs’, ’SupergiantGames’,
Development #1 ’UnrealEngine’, ’improxgames’, ’GhostStoryGames’,
’Tyler Potts ’,
’unity3d’, ’EpicGames’, ’Bungie’, ’OneWheelStudio’
’OL English’, ’Inter en’, ’russwest44’, ’NBA’,
’JimmyButler’, ’KingJames’, ’Chris Broussard’,
’stephenasmith’, ’sixers’, ’undisputed’, ’ShannonSharpe’,
Sports ’AntDavis23’, ’KDTrey5’, ’RealSkipBayless’, ’brfootball’,
’BleacherReport’, ’JoelEmbiid’, ’BenSimmons25’,
’Arsenal’, ’KendrickPerkins’, ’Inter’, ’Ibra official’,
’OL’, ’MiamiHEAT’, ’espn’, ’wojespn’, ’KMbappe’
’and slovenia’, ’html5’, ’eveporcello’, ’jordwalke’,
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’JavaScript’, ’fideloper’, ’official php’, ’iamdevloper’,
’laravelphp’, ’youyuxi’, ’laracasts’, ’reactnative’,
Web ’themarcba’, ’laravelio’, ’laravelnews’, ’profulsadangi’,
Development ’sudo overflow’, ’angular’, ’traversymedia’, ’reactjs’,
’JavaScriptDaily’, ’css’, ’vuejs’, ’chriscoyier’,
’csswg’, ’taylorotwell’
Art ’CO5MONAUT’, ’megalojohn ’
Game ’Hypeatized’, ’heroicdev’,
Development #2 ’yetikatt’
Rap artists ’stoposto rar’, ’negroberes’, ’SBudalike’
’midjananiksic’, ’HariVaresanovic’, ’AminaMarkisic’,
Bosnian culture ’SrkiPuhalo’, ’NerminTulic’, ’Zemaljskimuzej’,
’BosnianHistory’, ’SuzanaStambol’, ’N1infoSA’
Table A.1: Detected communities in the author’s Twitter followees network
using Label Propagation algorithm.
Communities Members
’DataScienceCtrl’, ’fchollet’, ’analyticbridge’, ’gdb’,
’TensorFlow’, ’MSFTResearch’, ’datascifellows’,
’strataconf’, ’bradfordcross’, ’seanjtaylor’, ’DataKind’,
Data Science ’OrangeDataMiner’, ’jure’, ’AndrewYNg’, ’bigmlcom’,
’Boris Cergol’, ’randal olson’, ’Google’, ’OpenAI’,
’elonmusk’, ’ML Hipster’, ’KirkDBorne’, ’GoogleAI’,
’MIT’, ’GCPcloud’, DataSciFact’
Work ’NervtechSIM’, ’StojmenovaK’, ’StartupSlovenia’
’PrecisionCats’, ’java’, ’GraphFoundation’, ’jetbrains’,
’daamirv’, ’MySQL’, ’artofwar suntzu’, ’OracleAI’,
’BlackTowerCrew’, ’Docker’, ’ApacheMahout’, ’BevEve’,
’AndroidDev’, ’klemencerv’, ’RedHat’, ’cryengine’,
’awscloud’, ’ourplanet’, ’directus’, ’nvidia’,
Computer Science ’Dropbox’, ’TheASF’, ’ubuntu’, ’intel’,
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’Tesla’, ’csfinch’, ’linuxfoundation’, ’SpaceX’,
’AminaMarkisic’, ’pycharm’, ’9GAG’, ’infincube’,





’engineeringvids’, ’chrisdelia’, ’joerogan’, ’kanyewest’,
’eliroth’, ’xoxo emina’, ’DavidDobrik’, ’Dannmace’,
Internet ’PostMalone’, ’Logic301’, ’blondeondiet’,
personalities ’supervillain909’, ’sfoco27’, ’Casey’, ’Sethrogen’,
’JonahHill’, ’jasonnash’, ’steveo’, ’ChiliPeppers’,
’Idubbbz’, ’pulte’, ’bjnovak’, ’LifeMathMoney’,
’MrBeastYT’, ’HilaKleinH3’, ’rustyrockets’, ’WillSasso’,
’insomniacgames’, ’OneWheelStudio’, ’improxgames’,
’Naughty Dog’, ’SupergiantGames’,
Game ’GhostStoryGames’, ’Tyler Potts ’, ’unity3d’
Development ’GameTrailers’, ’utgame’, ’RockstarGames’, ’Treyarch’,
’TilenPogacnik’, ’EpicGames’, ’UnrealDevs’, ’Bungie’,
’UnrealEngine’, ’Tenebrous’, ’terrycavanagh’, ’klei’
’russwest44’, ’stephenasmith’, ’KDTrey5’, ’Shannon-
Sharpe’,
’Chris Broussard’, ’KendrickPerkins’, ’KingJames’,
NBA ’sixers’, ’JimmyButler’, ’BleacherReport’, ’wojespn’,
’JoelEmbiid’, ’MiamiHEAT’, ’espn’, ’RealSkipBayless’,
’BenSimmons25’, ’NBA’, ’undisputed’, ’AntDavis23’
’JavaScript’, ’youyuxi’, ’laracasts’, ’Netlify’,
’nodejs’, ’sudo overflow’, ’official php’, ’vuejs’,
’laravelnews’, ’codinginswift’, ’reactnative’,
Web ’jordwalke’, ’css’, ’and slovenia’, ’themarcba’,
Development ’eveporcello’, ’chriscoyier’, ’getbootstrap’, ’html5’,
Diplomska naloga 55
’csswg’, ’traversymedia’, ’taylorotwell’, ’profulsadangi’,




Community ’pycoders’, ’bokeh’, ’stonebirdgames’,
’PythonHub’, ’SciPyTip’, ’matplotlib’
’OL English’, ’Inter’, ’OL’,
Football ’KMbappe’, ’Arsenal’, ’Ibra official’,
’Inter en’, ’brfootball’
Art ’CO5MONAUT’, ’megalojohn ’
Gaming ’Hypeatized’, ’heroicdev’, ’yetikatt’




Bosnian culture ’Zemaljskimuzej’, ’BosnianHistory’
Table A.2: Detected communities in the author’s Twitter followees network
using consensus clustering algorithm.
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[37] Lovro Šubelj and Marko Bajec. Unfolding communities in large complex
networks: Combining defensive and offensive label propagation for core
extraction. Physical Review E, 83(3), Mar 2011.
