Finite Generation of Ext-Algebras of Finite Dimensional Algebras and Associated Monomial Algebras by DiMarco, Melissa Margaret
Syracuse University 
SURFACE 
Dissertations - ALL SURFACE 
August 2016 
Finite Generation of Ext-Algebras of Finite Dimensional Algebras 
and Associated Monomial Algebras 
Melissa Margaret DiMarco 
Syracuse University 
Follow this and additional works at: https://surface.syr.edu/etd 
 Part of the Physical Sciences and Mathematics Commons 
Recommended Citation 
DiMarco, Melissa Margaret, "Finite Generation of Ext-Algebras of Finite Dimensional Algebras and 
Associated Monomial Algebras" (2016). Dissertations - ALL. 639. 
https://surface.syr.edu/etd/639 
This Dissertation is brought to you for free and open access by the SURFACE at SURFACE. It has been accepted for 
inclusion in Dissertations - ALL by an authorized administrator of SURFACE. For more information, please contact 
surface@syr.edu. 
ABSTRACT
In this thesis, we investigate the Ext-algebra of a basic, finite dimensional K-algebra
A = KQ/I, where K is an algebraically closed field and Q is a finite quiver. We denote the
Ext-algebra of A by E(A). We denote A¯ = A/A+ to be the direct sum of all simple modules
over A.
In the first part, we use the work of Green, Solberg, and Zacharia to construct a family
of elements in KQ, which we call {f ji }. These elements yield a minimal projective resolution
of A¯ over A. Consequently, {f ji } form a dual basis of E(A). In Chapter 2, we see that
the subalgebra of E(A) generated in degrees 0 and 1 is of the form KQ∗/I ! and prove the
relations in I ! can be directly computed using {f ji }. In the case A is graded, we provide an
alternate proof to the result of Lo¨fwall and Priddy, namely that A! is quadratic. Then we
proceed to compute the relations which generate I !. In the case A is monomial, we prove
that the family {fmi } is exactly the set of m-chains used by Green and Zacharia.
In the second part, we use a construction by Anick, Green, and Solberg to form a family
{xji} which yields a projective resolution of A¯, called the AGS resolution. If A is a monomial
algebra, we prove there are easily checked conditions for E(A) to be generated in degrees
0,1, and 2. If A is not necessarily monomial, we consider the case where the AGS resolution
is minimal. In that situation, we look to the associated monomial algebra of A, found in
[8] and [9], which we denote AMON. We prove that if the AGS resolution is minimal and
E(AMON) is finitely generated, then E(A) is finitely generated.
Finite Generation of Ext-Algebras of Finite Dimensional Algebras and Associated
Monomial Algebras.
by
Melissa M. DiMarco
B.A., Binghamton University, 2009
M.S., Syracuse University, 2011
Dissertation
Submitted in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in Mathematics
Syracuse University
August 2016
c© 2016 Melissa M. DiMarco
All Rights Reserved
Contents
1 Background and Notation 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Quivers and Path Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Graded Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 The Ext Algebra of A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Quadratic Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.6 Koszul Algebras and Linear Modules . . . . . . . . . . . . . . . . . . . . . . 15
2 The Shriek Algebra 19
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Background and Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 The Extensions of A¯ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Multiplication of Elements in E(A) . . . . . . . . . . . . . . . . . . . . . . . 30
2.5 The Shriek Algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5.1 The Graded Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.5.2 If A is a Quadratic Algebra . . . . . . . . . . . . . . . . . . . . . . . 55
iv
3 The Ext-Algebra of a Monomial Algebra 56
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 m-Chains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3 The Quiver of A! Using m-Chains . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4 The Connection to {f ji } . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4 The Associated Monomial Algebra 68
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2 Noncommutative Gro¨bner Bases . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 The AGS resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4 The Monomial Algebra Case . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.5 The Case Where the AGS Resolution is Minimal . . . . . . . . . . . . . . . . 94
4.6 2-d-Determined Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.7 Contact Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.8 Education . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.9 Teaching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.10 Research Interests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.11 Awards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.12 Presentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.13 Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.14 Professional Organization . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.15 Invited Workshops . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.16 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
v
Chapter 1
Background and Notation
1
CHAPTER 1. BACKGROUND AND NOTATION 2
1.1 Introduction
Let A be a finite dimensional K-algebra where K is an algebraically closed field. Let A¯ be
the sum of all the simple modules over A. We may now define the following:
Definition 1.1. The Ext-algebra of A is denoted E(A) and
E(A) =
⊕
n≥0
ExtnA(A¯, A¯)
E(A) is a graded K-algebra with the usual addition and with multiplication the Yoneda
product. It is well known that E(A) is a finite dimensional K-algebra if and only if A has
finite global dimension. However, the following question arises: Under what conditions is
E(A) finitely generated as a K-algebra? Although this question is currently open, there have
been many partial solutions. In the case where A is a monomial algebra, [?D] has presented
solutions for cycle algebras and [?CKKM] has presented solutions in the local case.
When A is a finite dimensional K-algebra, not necessarily monomial, the finite generation
of the Ext-algebra has also been investigated. It is well known that for a Koszul algebra A,
E(A) is always generated in degrees 0 and 1. As a generalization of Koszul algebras, [?GMMZ]
determines when E(A) is finitely generated for a D-Koszul algebra A. In [?GrS], first A is
assumed to be a graded algebra such that the associated monomial algebra is δ-resolution
determined. Then it can be determined when E(A) is finitely generated. In [7], [?CPS], they
first consider when E(A) is generated in degrees 0,1, and 2. Then if A is an algebra with
that property, A is called a K2 algebra. In [12], 2-d-determined algebras are investigated,
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leaving the open problem of when 2-d-determined algebras are K2.
In this thesis, we continue generalizing the main problem to more algebras. First we
explore the shriek algebra of A, that is, the subalgebra of E(A) generated in degrees 0 and
1. This algebra is denoted by A!. We are able to write A! in the form KQ∗/I ! where Q∗ is
a finite quiver and I ! is given by an explicit set of generateors. Then we look at monomial
algebras and find easily checked conditions for a monomial algebra to be K2. We then use
the associated monomial algebra of A to state our main theorem:
Theorem 1.2. Suppose the AGS resolution is minimal. Then if E(AMON) is generated in
degrees 0, 1, ...,m for some m, then E(A) is also generated in degrees 0, 1, ...,m. In particular,
if E(AMON) is finitely generated, then E(A) is finitely generated.
We then look to 2-d-determined algebras and prove the following result:
Theorem 1.3. Suppose A is a 2-d-determined algebra such that the AGS resolution of A¯
over A is minimal. Then E(A) is generated in degrees 0,1,2.
Then we find a example of a finite dimensional 2-d-determined algebra A so that E(A) is
not K2.
Throughout the thesis, we always view A as a quotient of a path algebra, that is, A =
KQ/I for some finite quiver Q and some admissible ideal I. We then use the construction
found in [15], [14]: We start with a projective resolution of A¯,
...→ P n dn−→ P n−1 → ...→ P 1 d1−→ P 0 d0−→ A¯→ 0
where P n is a projective right A-module. For each n ≥ 0, P n =
l⊕
i=1
fiA where fi is an
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element in KQ. Although the projective resolution is unique in some sense, there are many
ways to choose {fi}. In this thesis, we focus on two ways to choose {fi}. In Chapter 2, we
use [15] to choose a family {fni }lni=1 so that when P n =
ln⊕
i=1
fni A, the corresponding projective
resolution is minimal. In Chapter 4, we use [1], [14] to choose a family {xni } so that when
P n =
tn⊕
i=1
xni A we still have a projective resolution of A¯ over A, only it need not be minimal.
We call this particular resolution the AGS resolution. When the AGS resolution is minimal,
it is essentially the same projective resolution as in [15].This construction also yields a basis
of ExtnA(A¯, A¯), which allows us to prove our results.
In this Chapter we review the basic results pertaining to finite dimensional K-algebras.
We do so by introducing quivers and path algebras, graded algebras, ext-algebras, quadratic
algebras, and Koszul algebras.
1.2 Quivers and Path Algebras
Throughout this thesis we are concerned with finite dimensional, basic K−algebras over an
algebraically closed field K of characteristic 0. Due to the nature of our investigation, we
only concern ourselves with algebras which are isomorphic to a quotient of a path algebra
over a finite quiver Q. Here, we review the basic definitions of quivers and path algebras.
For additional information, we cite [3], [2].
Definition 1.4. Let K be a field. A K-algebra is a ring A with an identity element (denoted
by 1) such that A has aK-vector space structure compatible with the multiplication structure
of the ring. That is, for all λ ∈ K and a, b ∈ A, then λ(ab) = (aλ)b = (ab)λ. A is finite
dimensional as a K algebra if it is finite dimensional as a K-vector space.
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Definition 1.5. [2] A quiver Q = (Q0,Q1, s, t) is a quadruple consisting of two sets: Q0
(whose elements are called vertices) and Q1 (whose elements are called arrows), and two
maps s, t : Q1 → Q0 which associate to each arrow a ∈ Q1 its source s(a) ∈ Q0 and its
target t(a) ∈ Q0 respectively.
We abbreviate Q = (Q0,Q1, s, t) by Q. We say that Q is finite if Q0 and Q1 are finite
sets.
Example 1.6. Consider the quiver Q
1 a // 2 b // 3
Here, Q0 = {1, 2, 3} and Q1 = {a, b}. We have s(a) = 1, t(a) = 2, and s(b) = 2, t(b) = 3.
Definition 1.7. A path of length l ≥ 1 is a sequence of l arrows a1a2...al such that for
1 ≤ i ≤ l − 1, t(ai) = s(ai+1). We will also consider paths of length 0 at a vertex v, which
consists of that vertex v. Such a path is called the trivial path at vertex v.
Sometimes we denote a path of length m by p and write p = a1...am for ai ∈ Q1 or write
l(p) = m. In 1.6 the only path of length 2 in Q is ab. The paths of length 1 are a and b, and
the paths of length 0 are 1, 2, and 3.
Definition 1.8. [2, 1.2] Let Q be a quiver. The path algebra KQ of Q is both a ring with
a copy of K in its center as well as a K-vector space that has as its basis the set of all paths
a1a2...al of length l ≥ 0 in Q. The product of two basis vectors a1...al and b1...bk of KQ is
defined by
a1...alb1...bk
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if t(a1) = s(b1) and 0 otherwise. Then the product of basis elements is extended to arbitrary
elements of KQ by linearity.
By abuse of notation, if x ∈ KQ is a linear combination of paths of length m, we say the
degree of x is m and write l(x) = m.
Recall an algebra is connected if it is not the direct product of two algebras. KQ has
the following properties
Lemma 1.9. [2, lemma 1.4,1.7] Let Q be a quiver and KQ its path algebra. Then
1. KQ is an associative algebra,
2. KQ has an identity element if and only if Q0 is finite, and
3. KQ is finite dimensional if and only if Q is finite and acyclic.
4. Assuming Q is a finite quiver, KQ is connected if and only if Q is a connected quiver.
We now consider some special two-sided ideals of KQ
Definition 1.10. A two-sided ideal I of KQ is called admissible if there exists some m ≥ 2
such that
Jm ⊂ I ⊂ J2
where J is the ideal of KQ generated by all arrows.
Thus for an admissible ideal I, it follows that KQ/I is a finite dimensional algebra.
We now discuss representations of quivers.
Definition 1.11. [2] Let Q be a finite quiver. A representation M , denoted (Mv,Φa), of Q
satisfies two properties:
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1. To each vertex v in Q0 we associate to it a K-vector space Mv.
2. To each arrow a in Q1 such that s(a) = v and t(a) = w, we associate to it a K-linear
map Φa : Mv →Mw.
(Mv,Φa) is called finite dimensional if each Mv is a finite dimensional K-vector space.
If M = (Mv,Φa) and M
′ = (M ′v,Φ
′
a) are two different representations of a finite quiver
Q, we may define a morphism f : M →M ′ as a family of K-linear maps (fv)v∈Q0 such that
the following diagram commutes:
Mv
Φa //
fv

Mw
fw

M ′v
Φ′a //M ′w
Definition 1.12. [2] Let Q be a finite quiver and M = (Mv,Φa) a representation. Also, let
p = a1...al be a path in Q where s(p) = v and t(p) = w. We may define the evaluation of M
on the path p to be the K-linear map from Mv to Mw
Φp = ΦalΦal−1 ...Φa1
We may extend by linearity to define Φq for any element q ∈ KQ. We may now define a
category of finite dimensional representations of a finite quiver Q, which we denote rep(Q).
Now suppose I = 〈ρ1, ...ρm〉 is an admissible ideal of KQ. We say a representation M
is bound by I if Φρi = 0 for every i. We may denote by rep(Q, I) the full subcategory of
rep(Q) containing the representations of Q bound by I.
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Theorem 1.13. [2] Let A = KQ/I for I an admissible ideal and Q a finite quiver. Then
there is a K-linear equivalence of categories
F : modA→ rep(Q, I)
So we can assoicate to each simple module of A a representation ofQ bound by I. For any
vertex v, we may consider the representation Sv = (S(v)w,Φa) which is defined as follows:
S(v)w =

0 w 6= v
K w = v
and
Φa = 0
for all a ∈ Q1. We call Sv the simple module of A at vertex v. By 1.13, we see the
indecomposable simple modules of A are in 1-1 correspondance to {Sv | v ∈ Q0}.
1.3 Graded Algebras
A ring A is called graded if we can write A = A0
⊕
A1
⊕
.... where each Ai is an abelian
group and AiAj ⊆ Ai+j for all i, j. If AiAj = Ai+j for all i, j, we say A is generated in degree
1. In other words, if A is generated in degree 1, then Ai = (A1)
i for each i ≥ 1.
Definition 1.14. Let A = A0
⊕
A1
⊕
... be a graded ring and x ∈ A. We say the degree of
x is i if x ∈ Ai. In this case we also say that x is homogeneous of degree i.
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Example 1.15. Let A = K[x1, ..., xn] where the degree of each xi is 1. Then we may write
A = K
⊕
Span{x1, ..., xn}
⊕
Span{xixj}i,j≥1
⊕
...
Remark 1.16. Suppose A is graded. Then A0 ⊆ A is a subring of A called the initial
subring of A. Note that by [10], we may assume 1 ∈ A0.
If A is a graded ring as well as a K-algebra, we say A is a graded K-algebra. In addition to
the properties of a graded ring, we will also require that A satisfies the following properites:
1. For all i, Ai is a finite dimensional K-vector space.
2. A is generated in degree 1
3. A0 = K ×K × ...×K.
If A0 = K, we say that A is connected.
Example 1.17. Suppose A = KQ where Q is given by the following quiver
3
c

1 a // 2
b
@@
d 
5
4
e
@@
A0 = K
5
A1 = Span(a, b, c, d, e)
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A2 = Span(ab, ad, bc, de)
A3 = Span(abc, ade)
and Ai = 0 for all i ≥ 4 because there are no paths in A of length greater than or equal to
4. Note that KQ is connected as a K-algebra because Q is a connected quiver; however, it
is not connected as a graded K algebra because A0 = K
5.
Definition 1.18. Let A be graded. An ideal I of A is called graded or homogeneous if
I =
⊕
i≥0
Ai ∩ I
In other words, I is graded if and only if I = I0
⊕
I1
⊕
I2
⊕
... where Ii ⊂ Ai is an A0
submodule and AiIj ⊂ Ii+j.
If Q is a finite quiver and I ⊂ KQ is a homogeneous ideal, then A = KQ/I is a “length
graded” algebra generated in degree 1. Conversely, if A is a graded K-algebra generated in
degree 1, then A = KQ/I for some homogeneous ideal I.
Example 1.19. If I is an ideal of a path algebra KQ and I is generated by homogeneous
elements, then I is a graded ideal.
Definition 1.20. Let A+ be the homogeneous ideal of A, A+ = A1
⊕
A2
⊕
.... We call A+
the radical of A (also called the graded radical).
It is important to note that the graded radical of A need not equal the Jacobson radical
of A. Also, if A0 = K, then A
+ is a maximal ideal of A. Otherwise, it is not.
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Example 1.21. Let A = K[x]. Then A+ = Span{x, x2, ...} = 〈x〉. However, the Jacobson
radical is 0.
Definition 1.22. A right A-module M is said to be graded if M =
⊕
i≥0
Mi where for all i, j,
MiAj ⊆Mi+j.
Suppose M =
⊕
i≥0
Mi and N =
⊕
i≥0
Ni are two graded right A-modules. Then a homomor-
phism f : M → N is graded of degree d if f(Mi) ⊆ Ni+d for all i. By convention, we say f
is graded if it is graded in degree 0.
Let M be a graded, right A-module. We say that a graded projective resolution P of M
...→ P 2 d2−→ P 1 d1−→ P 0 d0−→M → 0
is minimal if imdi ⊂ P i−1A+ for all i.
1.4 The Ext Algebra of A
Suppose A = KQ/I is a finite dimensional K-algebra and I an admissible ideal. Let
(KQ)+ = J and A+ = r. Let A¯ = KQ/J = A/r. Notice that A¯ is also a right A-module
because I ⊂ J . We often will refer to A¯ as the top of A.
Definition 1.23. The Ext Algebra of A is denoted E(A) and
E(A) =
⊕
n≥0
ExtnA(A¯, A¯)
where multiplication is given by the Yoneda product. It is easy to see that E(A) is a graded
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algebra. Its internal degree is given by the homological degree over A. Moreover, if A is
a graded algebra, then E(A) is bigraded. In particular, for all n,ExtnA(A¯, A¯) is a graded
K-vector space. If µ ∈ ExtnA(A¯, A¯), we may write µ ∈ ExtnA(A¯, A¯)−p to denote that µ is of
degree p in ExtnA(A¯, A¯).
Let M be a right A-module. If P is a minimal projective resolution of M ,
...
dn+1−−−→ P n dn−→ ... d2−→ P 1 d1−→ P 0 →M → 0
then ExtnA(M, A¯) is the cohomology of the complex
0→ HomA(P 1, A¯) d
1∗−−→ HomA(P 2, A¯) d
2∗−−→ ... (1.1)
and, since A¯ is semisimple, the boundary maps of this complex are all zero. It follows that,
for each n ≥ 0, we have
ExtnA(M, A¯) = HomA(P
n, A¯)
As mentioned earlier, the multiplication in E(A) is given by the Yoneda product. Here is a
way of defining the product:
If  ∈ ExtiA(A¯, A¯) and ν ∈ ExtjA(A¯, A¯), we may think of  ∈ Hom(P i, A¯) and ν ∈ Hom(P j, A¯)
where
...→ P n → ....→ P 0 → A¯→ 0
is a fixed minimal projective resolution of A¯. We construct the following commutative
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diagram where l0, l1, ... denote consecutive liftings of ν.
... // P i+j //
lj

P i+j−1
lj−1

// ... // P j+1
l1

// P j
l0

ν
  
... // P i //


P i−1 // ... // P 1 // P 0 // A¯ // 0
A¯
Then we put ν =  ◦ lj. It can be shown that this definition is independent of choice of
lifting. If A is a graded algebra and  ∈ ExtiA(A¯, A¯)−p and ν ∈ ExtjA(A¯, A¯)−q, then it follows
that ν ∈ Exti+jA (A¯, A¯)−(p+q).
Suppose now that Si is a simple right A-module corresponding to vertex i in Q0 and Pi
is the indecomposable projective cover of Si. Then for each i we define
Ext∗A(Pi, A¯) =
⊕
n≥0
ExtnA(Pi, A¯)
which is a simple right module of E(A), because for each i, Ext∗A(Pi, A¯) = HomA(Pi, A¯), so
it is a one-dimensional E(A) module. Moreover, for each i,
Ext∗A(Si, A¯) =
⊕
n≥0
ExtnA(Si, A¯)
is an indecomposable projective right E(A)-module. In fact, it is the projective cover of
Ext∗A(Pi, A¯). Consequently,
E(A) =
n⊕
i=1
Ext∗A(Si, A¯)
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1.5 Quadratic Algebras
Suppose A = KQ/I where I = 〈ρ1, ρ2, ..., ρm〉. We call A a quadratic algebra if for all i,
ρi =
∑
λi,kqi,k so that λi,k ∈ K and qi,k is a path in Q of length 2. It is easy to see that I is
a graded ideal of KQ, so A is also a graded algebra.
For every quadratic algebra A = KQ/I, we assoiciate its quadratic dual, which we denote
A⊥. To construct A⊥, we first define
V = Span (paths in Q of length 2 )
We now define the bilinear form
〈 , 〉 : V × V → K
as follows: for any two basis elements pi, pj, the product is
〈pi, pj〉 =

1 pi = pj
0 pi 6= pj
and we extend linearly to define a bilinear form on all V . Now we define
I⊥ = 〈v ∈ V | 〈u, v〉 = 0 ∀u ∈ I〉
Then A⊥ = KQ/I⊥.
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Example 1.24. Let A = KQ/I where Q is the following quiver
3
c

1 a // 2
b
@@
d 
5
4
e
@@
and I = 〈ad, bc − de〉. To compute I⊥, we let α1ab + α2ad + α3bc + α4de ∈ V for αi ∈ K.
We compute
〈α1ab+ α2ad+ α3bc+ α4de, ad〉 = α2
and
〈α1ab+ α2ad+ α3bc+ α4de, bc− de〉 = α3 + α4
Thus
I⊥ = 〈α1ab+ α2ad+ α3bc+ α4de | α2 = 0 and α3 − α4 = 0〉
= 〈α1ab+ α3(bc+ de)〉
= 〈ab, bc+ de〉
and A⊥ = KQ/〈ab, bc+ de〉.
1.6 Koszul Algebras and Linear Modules
We now wish to describe an important class of algebras called Koszul Algebras. To do so,
we require the following terminology. Let A be a finitely generated graded K-algebra as in
the previous section, but not necessarily quadratic. In this section we assume all modules
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are graded and finitely generated in degree j ≥ i0, as defined below. We also assume all
modules are right A-modules and the homomorphisms are degree 0 homomorphisms.
Definition 1.25. A right A-module M =
⊕
k≥i0
Mk is generated in degree i0 if for all j > i0,
Mj = Mi0Aj−i0 . A module M has a linear resolution if there exists a graded projective
resolution
...→ P i di−→ P i−1 → ....→ P 0 →M → 0
where, for each i, P i is generated in degree i. We say M is a linear module if it has a linear
resolution.
It is important to note that if M has a linear resolution, then M is generated in degree 0.
Also, since Imdi ⊂ (P i−1)≥i−2 = P i−1A+, we see that a linear resolution is always minimal.
Example 1.26. Let A = K[x]/(x2) and let M = K. Consider the following resolution
...→ A x¯−→ A x¯−→ A x¯−→ A x¯−→ A→ K → 0
Where P 0 = A is generated in degree 0, P 1 = A[−1] is generated in degree 1, P 2 = A[−2]
is generated in degree 2, and P n is generated in degree n for all n. Thus K is linear.
Example 1.27. Let A = K[x]/(x4) and let M = K. Consider the following resolution
...→ A(−10) x¯3−→ A(−7) x¯−→ A(−4)) x¯3−→ A(−1) x¯−→ A→ K → 0
Where P 0 = A is generated in degree 0, P 1 = A(−1) is generated in degree 1, but P 2 =
A(−4) is generated in degree 4. Thus K is not linear.
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Remark 1.28. Suppose A = KQ/I where I is a graded two-sided ideal of KQ. Also
suppose Q1 = {a1, ..., am} and M is a right A-module. If
...P i
di−→ P i−1 → ...→ P 0 →M → 0 (1.2)
is a minimal projective resolution of M , we can describe the maps di with more detail. To do
so, we write P i =
⊕
Pj and P
i−1 =
⊕
Qk where for every i and k, Pj, Qk are indecomposable
projective modules. We may write di as a matrix with entries in HomA(Pj, Qk). However,
as indecomposable projectives, for every j, k, we may write Pj = eA and Qk = fA where
e, f are primitive idempotents (vertices) in A. Recall HomA(eA, fA) ∼= fAe as a K-vector
space. Consequently, we may think of the entries of di as multiplication by elements in A.
Proposition 1.29. The resolution (1.2) is linear if and only if each di is a matrix whose
nonzero entries are homogeneous elements of degree 1 in KQ.
Definition 1.30. An algebra A is Koszul if A¯ is a linear A-module.
We now explore the relationship between Koszul and quadratic algebras. The following
proposition is well known.
Proposition 1.31. [4, proposition 1.2.3] If A is a Koszul algebra, then it is quadratic.
The converse is not true. Consider the following example, due to Zacharia in unpublished
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notes. Let Q be the following quiver
3
c

1 a // 2
b
@@
d

5
f // 6
4
e
@@
and the algebra A = KQ/I where I = 〈ab, ef, bc− de〉. Clearly, A is quadratic. However, it
is not Koszul. If we compute the projective resolution of S1, we see that P
3 is generated in
degree 4.
However, there are situations in which the converse does hold.
Proposition 1.32. [16] Suppose A = KQ/I where I is generated by paths. Then A is
quadratic if and only if it is Koszul.
Proposition 1.33. [13] Suppose A is an algebra of global dimension 2. Then A is quadratic
if and only if it is Kozsul.
Theorem 1.34. [13] Let A be a graded K-algebra. The following are equivalent:
1. A is a Koszul algebra.
2. A is quadratic and E(A) ∼= A⊥.
Moreover,
Proposition 1.35. [13],[4] Let A be a Koszul algebra. Then E(A) is also a Koszul algebra
and E(E(A)) ∼= A as graded K-algebras.
Chapter 2
The Shriek Algebra
19
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2.1 Introduction
In this Chapter we investigate the Shriek algebra of a finite dimensional K-algebra A, which
has been studied in [17], [19], and [13]. To do so, we first use [15] to form a family {f ji } of
elements in KQ. We may use those elements to construct a minimial projective resolution
of A¯ over A. In doing so, we show that {f ji } form a dual basis of E(A). Consequently, we
may denote the basis of E(A) by {(f ji )∗} and investigate the product of two basis elements.
Then we consider the subalgebra of A generated in degrees 0 and 1, called the shriek algebra
of A and denoted A!. We see A! is of the form KQ∗/I ! and prove the relations of I ! can be
directly computed using {f ji }. In the case A is graded, we provide an alternate proof to the
result found in [17] and [19], namely that A! is quadratic. Then we proceed to compute the
relations that generate I !.
2.2 Background and Notation
Let A = KQ/I, where A is a basic finite dimensional K-algebra, I is a two sided ideal, and
Q is a finite quiver with n vertices. Let J be the ideal of KQ generated by the arrows of
Q and denote by A¯ = KQ/J the top of A. In other words, A¯ = S1
⊕
S2
⊕
....
⊕
Sn where
Si is the simple module corresponding to vertex i. By abuse of notation, for an element
q ∈ KQ, denote qKQ/qI as qA.
As defined in [15], an element in KQ is uniform (respectively left uniform, right uniform)
if it is a linear combination of paths in KQ, all starting at the same vertex and all ending at
the same vertex (respectively, all starting at the same vertex, all ending at the same vertex).
Following [15], a minimal projective resolution of a finitely generated, right A-module M
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can be given in terms of a family {f ji }i,j≥0 where each f ji ∈ KQ is a right uniform element.
Moreover, for each fixed j, the family {f ji } is finite. This resolution is of the form
... −→⊕f 2i KQ/f 2i I −→⊕f 1i KQ/f 1i I −→⊕f 0i KQ/f 0i I −→M −→ 0 (2.1)
where the maps are induced by inclusion maps in KQ, see below. We recall how this
resolution is constructed. First, the family {f 0i }i≥1 consists of vertices of KQ, which yields
the short exact sequence of KQ modules
0 −→ Ω1KQ(M) −→
⊕
i≥1
f 0i KQ −→M −→ 0.
Second, the family {f 1i } consists of arrows of KQ. We may write Ω1KQ(M) =
⊕
i
f 1i KQ since
KQ is hereditary, [3]. Now we can inductively construct the f ji s as follows. To construct the
family {fn+1i }, consider the intersection (
⊕
i
fni KQ)∩(
⊕
k
fn−1k I). If this intersection is 0, then
we stop. If it is nonzero, we may apply [8, Theorem 5.4], and we set (
⊕
i
fni KQ)∩(
⊕
k
fn−1k I) =⊕
l
fn+1
′
l KQ for a set of elements {fn+1
′
l }. If we want the set to yield a minimal projective
resolution, we may need to discard a subset of {fn+1′i }. We apply Theorems 2.2 and 2.4
of [15], which ensures us a minimal projective resolution by instructing us to discard the
minimal number of elements fn+1
′
such that the remaining subset, which we denote {fn+1i },
is such that no proper K-linear combination of a subset of it is in
⊕
fni I +
⊕
fn+1
′
J .
If {fn+1i } is empty, we stop. Let lj be the cardinality of the set {f ji }, in other words,
{f ji } = {f j1 , f j2 , ..., f jlj}. In [15], it is also determined that f jr =
∑
i
f j−1i h
j−1,j
i,r where we can
assume each h is a uniform element in KQ. We expand this notation to write f jk as an
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element in
⊕
f j−si KQ (where 0 ≤ s ≤ j) as follows: f jk =
∑
i
f j−si h
j−s,j
i,k for uniform elements
hj−s,ji,k in KQ. Using this construction, we have the following filtration of
n⊕
i=1
f 0i KQ viewed
as a right KQ module:
... ⊂⊕ fni KQ ⊂⊕ fn−1i KQ ⊂ ... ⊂⊕ f 2i KQ ⊂⊕ f 1i KQ ⊂⊕ f 1i KQ ⊂⊕ f 0i KQ.
For each n ≥ 0, if we let Pn = ⊕ fni KQ/fni I and Dn : Pn → Pn−1 be the homomorphism
induced by the inclusion
⊕
fni KQ ⊂
⊕
fn−1j KQ, then Theorems 1.3 and 2.4 of [15] prove
that
(P , D)... −→ Pn Dn−−→ Pn−1... −→ P1 D1−→ P0 −→M −→ 0 (2.2)
is a minimal projective resolution of M over A.
Let Si denote the simple module corresponding to vertex i, and 
•
i be the minimal pro-
jective resolution of Si constructed as above. Since topSi = Si, all the f
j
ks appearing in i
can be chosen to be uniform with s(f jk) = vi. If we take the direct sum of 
•
i for all i, then
we have a minimal projective resolution of A¯ constructed from a family {f jk} of uniform
elements.
We would like to rewrite this minimal projective resolution of A¯ using modules of the
form vkA where vk ∈ Q0 and maps of the form (h¯j−1,ji,r ), where h¯j−1,ji,r is the image of hj−1,ji,r in
A. We start with a minimal projective resolution of A¯ as in (2.2) where the f ji s are chosen
to be uniform. Then we note that for a vertex v such that f ji v 6= 0, we get an isomorphism
of KQ-modules, Φ : f ji vKQ −→ vKQ where, for λ ∈ K and q ∈ KQ, Φ(λf ji vkq) = λvkq.
Reducing modulo I, we still get an isomorphism, but this time, of A-modules.
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For all k, j, let vjk = t(f
j
k), the target of f
j
k . Then the set {vjk}l
j
k=1 is in a 1 − 1 cor-
respondence with the set {f jk}l
j
k=1 Note that if we ignore the k-indexing, the set {vjk} may
contain multiple copies of the same vertex. This set determines the terms in our resolution,
Pj =
lj⊕
i=1
vjiA.
Since f jk =
lj−1∑
i=1
f j−1i h
j−1,j
i,k , for each k, we have the following commutative diagram of KQ
modules.
f jkKQ 
 ι //
Φ

lj−1⊕
i=1
f j−1i KQ
Φˆ

vjkKQ 
 (h
j−1,j
i,k )//
lj−1⊕
i=1
vj−1i KQ
where for each path q, Φ(f jkv
j
kq) = v
j
kq is an isomorphism, ι is the inclusion map, and (h
j−1,j
i,k )
is the column matrix where the ith row is multiplication by hj−1,ji,k . Also, Φˆ is the diagonal
lj−1 × lj−1 matrix

Φ 0 ... 0
0 Φ ... 0
...
...
...
...
0 0 ... Φ

So modulo I, for each k, j, the following diagram also commutes:
f jkA
ι¯ //
Φ¯

lj−1⊕
i=1
f j−1i A
¯ˆ
Φ

vjkA
(h¯j−1,ji,k )//
lj−1⊕
i=1
vj−1i A
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and Φ¯,
¯ˆ
Φ are isomorphisms. We may now rewrite (2.2) with Pn =
ln⊕
k=1
vnkA and D
n = (h¯n−1,ni,r ).
Consequently, we have the following projective resolution of A¯ which is isomorphic to (2.2).
... −→
l2⊕
k=1
v2kA
(h¯1,2i,k )−−−→⊕l1k=1 v1kA (h¯0,1i,k )−−−→ l0⊕
1
v0kA
(pii)
n
1−−−→ A¯ −→ 0
The map (h¯j−1,ji,k ) can be pictured with the following diagram. Suppose v1 and v2 are two
vertices of Q and s(f jr ) = v1 and t(f jr ) = v2 for some f jr . Suppose also that f jr =
∑
i
f j−1i h
j−1,j
i,r
where t(f j−1i ) = wi.
w1
hj−1,j1,r

w2
hj−1,j2,r !!
v1
fj−11
EE
fj−12
==
fj−1
lj−1 !!
... v2
wlj−1
hj−1,j
lj−1,r
==
Note that denotes a uniform element in KQ, not necessarily a path. In this case the map
v2A→
⊕
wiA would send v2 to
lj−1∑
i=1
wih¯
j−1,j
i,r .
Remark 2.1. We may recover {f ji } by composing the maps (hj,j+1i,k ). Inductively, we can
see the composition (h0,1i,k )(h
1,2
i,k )...(h
j−1,j
i,k ), is an l
0 × lj matrix with nonzero entries in the set
{f ji }lji=1. More specifically, each column contains exactly one non-zero entry and each row t
contains only the f ji s which start at vertex t.
In the case where j = 0, (h0,1i,k ) is the l
0× l1 matrix with exactly 1 arrow in each column.
Because the arrows are the f 1i s, we see that the nonzero entries in the matrix are the f
1
i s.
Each column has exactly one nonzero entry, and each row t contains the f 1i s which start at
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vertex t.
For the composition (h0,1i,k )...(h
j−1,j
i,k ), the inductive step is as follows.
Consider the composition B = (h0,1i,k )...(h
j−2,j−1
i,k ), which is an l
0 × lj−1 matrix whose
nonzero entries are in the set {f j−11 , f j−12 , ..., f j−1lj−1} and each column has exactly one nonzero
entry and each row j contains exactly the f j−1i s which start at vertex j. Writing B = (xij)
and H = (hj−1,ji,k ), then
BH =
x11 ... x1lj−1... ... ...
xl01 ... xl0lj−1

h
j−1,j
1,1 ... h
j−1,j
1,lj
...
...
...
hj−1,j
lj−11 ... h
j−1,j
lj−1lj

The (s, k) entry of BH is
∑
t
xs,th
j−1,j
t,k where xs,t = f
j−1
t if f
j−1
t starts at vertex s and
0 otherwise. Now suppose for some index k f jk =
lj−1∑
i
f j−1i h
j−1,j
i,k and suppose s(f
j−1
k ) = m.
Then for all i such that hn−1,ni,k 6= 0, we must have s(f j−1i ) = m. Then the (m, k) entry of
BH,
∑
t
xm,th
j−1,j
t,k = f
j
k
A consequence of this remark is that (h0,1i,k )(h
1,2
i,k )...(h
j−1,j
i,k )(0, 0, ..., v
m
i , 0, ..., 0)
t is the l0×1
matrix with the only nonzero entry being fmi .
Here is an example which illustrates all the notation discussed thus far:
Example 2.2. Let A be given by the quiver Q:
2
b

1
a
@@
c //
e

3 d // 5
g // 6
4
f
@@
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bound by relations I = 〈ab− cd, cd− ef, fg〉. The f ji s are as follows:
f 01 = 1 f
1
1 = a f
2
1 = ab− cd
f 02 = 2 f
1
2 = b f
2
2 = cd− ef
f 03 = 3 f
1
3 = c f
2
3 = fg
f 04 = 4 f
1
4 = d
f 05 = 5 f
1
5 = e
f 06 = 6 f
1
6 = f
f 17 = g
These are all the f ji s because our algebra is of global dimension 2.
First, f 0i = v
0
i because {f 0i } are the vertices of Q. Also,
a = f 11 = f
0
1a⇒ h0,11,1 = a and v11 = 2
b = f 12 = f
0
2 b⇒ h0,12,2 = b and v12 = 5
c = f 13 = f
0
1 c⇒ h0,11,3 = c and v13 = 3
d = f 14 = f
0
3d⇒ h0,13,2 = d and v14 = 5
e = f 15 = f
0
1 e⇒ h0,11,5 = e and v15 = 4
f = f 16 = f
0
4 f ⇒ h0,14,6 = f and v16 = 5
g = f 17 = f
0
5 g ⇒ h0,15,7 = g and v17 = 6
ab− cd = f 21 = f 11 b− f 13 c⇒ h1,21,1 = b, h1,23,1 = −c and v21 = 5
cd− ef = f 22 = f 13d− f 15 f ⇒ h1,23,2 = d, h1,25,2 = −f and v22 = 5
fg = f 23 = f
1
6 g ⇒ h1,26,3 = g and v23 = 6
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Using the notation found in [15], we could write a minimal projective resolution of A¯ as
follows
0→
 (ab− cd)A⊕(cd− ef)A
⊕fgA
→

aA
⊕cA
⊕eA
⊕bA
⊕dA
⊕fA
⊕gA

→

v1A
⊕v2A
⊕v3A
⊕v4A
⊕v5A
⊕v6A
→ A¯→ 0
Using our notation, we rewrite the resolution as
0→
 v5A⊕v5A
⊕v6A
 D2−→

v2A
⊕v3A
⊕v4A
⊕v5A
⊕v5A
⊕v5A
⊕v6A

D1−→

v1A
⊕v2A
⊕v3A
⊕v4A
⊕v5A
⊕v6A

D0−→ A¯→ 0
where
D1 =

a¯ c¯ e¯ 0 0 0 0
0 0 0 b¯ 0 0 0
0 0 0 0 d¯ 0 0
0 0 0 0 0 f¯ 0
0 0 0 0 0 0 g¯
0 0 0 0 0 0 0

and
D2 =

b¯ 0 0
−d¯ d¯ 0
0 −f¯ 0
0 0 0
0 0 0
0 0 g¯
0 0 0

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The matrix D1 = (h¯0,1i,k ) = (h
0,1
i,k ), is a matrix with exactly one nonzero entry in each column,
and the nonzero entries in the ith row are the arrows which start at vertex v0i . Also,
D1D2 =

ab− cd cd− ef 0
0 0 0
0 0 0
0 0 f¯ g
0 0 0
0 0 0

is the 6×3 matrix whose nonzero entries are the images of f 2i in A. Each column has exactly
one nonzero entry, and each row t contains the images of the f 2i that starts at vertex t.
Also, P2 =
l2⊕
k=1
v2kA = v
2
1A
⊕
v22A
⊕
v23A = P3
⊕
P3
⊕
P6 where Pi is the indecomposable
projective module at vertex i. Note P3 appears twice as a summand of P2 because there are
exactly two f 2i s which terminate at vertex 2.
2.3 The Extensions of A¯
The minimal projective resolution constructed in the previous subsection gives information
about the Ext-algebra, E(A), of A.
Let us recall from [15] the structure of E(A) using the f ji s. As a graded algebra, E(A) =⊕
m≥0
ExtmA (A¯, A¯) with the usual addition, and multiplication given by the Yoneda product.
In order to understand how E(A) looks, we start with our minimal projective resolution of
A¯.
... −→
l2⊕
k=1
v2kA
(h¯1,2i,k )−−−→⊕l1k=1 v1kA (h¯0,1i,k )−−−→⊕l01 v0kA (pii)n1−−−→ A¯ −→ 0
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where (pii)
n
1 is defined below. From 1.1, we have
ExtmA (A¯, A¯) = HomA(
lm⊕
k=1
vmk A, A¯)
=
lm⊕
k=1
HomA(v
m
k A, A¯)
=
lm⊕
k=1
HomA(v
m
k A, S
m
k )
where Smj is the simple module corresponding to vertex v
m
j . Recall it is possible for S
m
j
∼= Si
for some i as simple A-modules. Note that HomA(v
m
j A, S
m
j ) is a one-dimensional vector
space with basis element pimj , where for each j, pi
m
j : v
m
j A → A¯ is the map taking vmj to
(0, 0, ..., 1, ..., 0) ∈ K l0 , where 1 is in the entry corresponding to the top of vmj A. So the
set {(pim1 , 0, ..., 0), (0, pim2 , 0, ..., 0), ..., (0, ..., 0, pimlm)} is an ordered basis of ExtmA (A¯, A¯). For
notational purposes, we have the following:
Definition 2.3. For each i,m, define (fmi )
∗ = (0, ..., 0, pimi , 0, .., 0) to be the matrix with
nonzero ith entry pimi .
With this notation, it follows that {(fmi )∗} is an ordered basis of ExtmA (A¯, A¯). This means
that any element µ in ExtmA (A¯, A¯) can be written as µ = a1(f
m
1 )
∗ + a2(fm2 )
∗ + ...+ alm(fmlm)
∗
for ai ∈ K. Let’s look at an example.
Example 2.4. Let A be as in example 2.2. For the vertex set {1, 2, 3, 4, 5, 6}, denote
the simple modules corresponding to the vertices by S1, S2, ..., S6 respectively, and maps
pi1 : P1 → S1, ..., pi6 : P6 → S6 their projective covers. Because P2 =
l2⊕
i=1
v2iA, we see that
Ext2A(A¯, A¯) = Span{pi21, pi22, pi23}. where pi21 = pi5, pi22 = pi5, and pi23 = pi6.
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2.4 Multiplication of Elements in E(A)
Recall {f 1i } is the set of arrows in Q. For any path p = f 1k1 ...f 1kt in Q, we would ultimately
like to compute the product
t∏
i=1
(f 1ki)
∗
in E(A). Doing so would give us the multiplication
structure of the subalgebra of E(A) generated in degrees 0 and 1. However, to compute that
product, we need the following definitions.
Definition 2.5. Suppose f ji =
m∑
1
λkpk is a uniform element of KQ where each λk is a
nonzero field element. We define the support of f ji to be the set {λkpk | 1 ≤ k ≤ m}. For
example, in 2.2, we can see that {cd,−ef} is the support of cd − ef . We will denote the
support of f ji as supp(f
j
i ).
Since the {(f ji )
∗}i,j form an ordered basis of E(A), we want to express the product
(f tr)
∗
(f 1t )
∗
as a linear combination of elements in {(f ji )
∗} and determine the multiplication
constants. Because f j+1k =
lj∑
i=1
f ji h
j,j+1
i,k , we can express any f
j+1
k as an element of
lj⊕
i=1
f jiKQ.
Lemma 2.6. (f jr )
∗
(f 1t )
∗ 6= 0 if and only if there exists some f j+1k and a 1 ≤ t ≤ l1 such that
a scalar multiple of f 1t is a nonzero term of h
j,j+1
r,k .
Proof. Without loss of generality, assume r = 1 and j ≥ 2. Thus we are computing
(f j1 )
∗
(f 1t )
∗
. Also assume t(f j1 ) = v
0
1 and s(f
1
t ) = v
0
s for some s. We consider the follow-
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ing commutative diagram
... //
lj+1⊕
k=1
vj+1k A
(h¯j,j+1i,k )//
L1

lj⊕
k=1
vjkA
(h¯j−1,ji,k ) //
L0

(fj1 )
∗

...
l0⊕
k=1
v0kA
// A¯ // 0
... //
l1⊕
k=1
v1kA
(h¯0,1i,k ) //
(f11 )
∗

l0⊕
k=1
v0kA
// A¯ // 0
A¯
(2.3)
where (f j1 )
∗
= (pij1 0 ... 0), f
1
t = (0 · · · pi1t · · · 0) and (h¯
0,1
i,k ) is a matrix such that the
nonzero entries in the 1st row are the arrows starting at vertex v01.
L0 =

1 0 ... 0
0 0 · · · 0
...
...
...
...
0 0 · · · 0

Notice that
L0(h¯j,j+1i,k ) =

h¯j,j+11,1 h¯
j,j+1
1,2 ... h¯
j,j+1
1,l2
0 0 ... 0
...
...
...
...
0 0 ... 0

and let
L1 =

a1,1 ... a1,lj+1
a2,1 ... a2,lj+1
...
...
...
al1,1 ... al1,lj+1

where ai,j is right multiplication by an element ai,j in A.
(⇒) Assume (f j1 )
∗
(f 1t )
∗ 6= 0. Then (f j1 )
∗
(f 1t )
∗
= (f 1t )
∗L1 = (pi1t at,1 ... pi
1
t at,lj+1) 6= 0
implies there exists some index m and vertex vj+1m such that v
j+1
m = v
1
t as vertices and
at,m : v
j+1
m A→ v1tA is an isomorphism. Thus at,m is multiplication by an invertible element
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of v1tAv
1
t . So we assume this element is of the form λv
1
t + v
1
t rv
1
t where λ ∈ K∗ and r ∈ r.
Thus f 1t at,m 6= 0 because f 1t λv1t 6= 0.
Now consider s(f 1t ) = v
0
s for some index s. Then h
0,1
s,1 = f
1
t . The (s,m) entry of the
product (h¯0,1i,k )L
1 is
l0∑
k=1
h0,1s,kak,m = h
0,1
s,t at,m +
∑
k 6=t
h0,1s,kak,m
= f 1t at,m +
∑
k 6=t
h0,1s,kak,m.
Because {h0,1i,k} = {f 1k} is the set of arrows in Q, we know that if k 6= t, then h0,1s,k 6= f 1t (See
Remark 2.1). Thus the (s,m) entry of (h¯0,1i,k )L
1 contains f¯ 1t a1,m as a nonzero term. However,
by the commutativity of (2.3), the (s,m) entry of L0(h¯j,j+1i,k ) must be nonzero. That is the
case if and only if s = 1. Consequently, f 1t = h
0,1
1,m. Moreover, again by the commutativity
of (2.3), f¯ 1t a1,m +
∑
k 6=t
h¯0,11,kak,m = h¯
j,j+1
1,m , which proves the claim.
(⇐). Suppose h¯j,j+11,m = λf¯ 1t + q¯ for some element q in KQ and λ ∈ K∗. By diagram
chasing, λf¯ 1t + q¯ = f¯
1
t a1,m +
∑
k 6=t
h¯0,11,kak,m. Note for all k 6= t, h¯0,1i,k 6= f¯ 1t , thus h¯i,kak,m 6= αf¯ 1t
for any α ∈ K∗. Thus multiplication by λf¯ 1t must be a term of f¯ 1t at,m, which implies that
at,m is an isomorphism, and the claim holds.
Recall that for every j, k, f j+1k =
∑
f jrh
j,j+1
r,k where {f ji } yield a minimal projective
resolution of A¯.
Definition 2.7. Let Zj,j+1r,t = {f j+1k | a scalar multiple of f 1t is a nonzero term of hj,j+1r,k }
Proposition 2.8. (f jr )
∗
(f 1t )
∗ =
∑
fj+1k ∈Zj,j+1r,t
λk(f
j+1
k )
∗
where λk ∈ K∗.
Proof. Without loss of generality, we may suppose r = 1. We want to compute (f j1 )
∗
(f 1t )
∗
.
Let Zj,j+11,t = {f j+1i1 , f j+1i2 , , ... , f j+1im }. Clearly, we may rearrange the ordering of the f j+1i s
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such that f j+11 = f
j+1
i1
, f j+12 = f
j+1
i2
, ..., f j+1m = f
j+1
im
. Consider the following commutative
diagram
... //
lj+1⊕
k=1
vj+1k A
(h¯j,j+1i,k )//
L1

lj⊕
k=1
vjkA
(h¯j−1,ji,k ) //
L0

(fj1 )
∗

...
l0⊕
k=1
v0kA
// A¯ // 0
... //
l1⊕
k=1
v1kA
(h¯0,1i,k ) //
(f11 )
∗

l0⊕
k=1
v0kA
// A¯ // 0
A¯
(2.4)
in which all maps are as in the proof of 2.6. Notice f j+1s ∈ Zj,j+11,t if and only if 1 ≤ s ≤ m
by construction. Moreover, f j+1s ∈ Zj,j+11,t if and only if λkf¯ 1t is a term in h¯j,j+11,s for some
λk ∈ K∗. By applying proposition 2.8, we see that f j+1s ∈ Zj,j+11,t if and only if at,s is an
isomorphism; equivalently, if and only if at,s = λkv
1
t + v
1
t qv
1
t where q ∈ r. Note
pi1t at,s = pi
1
t (λkv
1
t + v
1
t qv
1
t )
= λkpi
1
t
So, by the Yoneda product,
(f j1 )
∗
(f 1t )
∗
=
(
0 0 · · · pi1t 0 · · · 0
)

a1,1 ... a1,l2
a2,1 ... a2,l2
...
...
...
al1,1 ... al1,l2

=
(
pi1t at,1 pi
1
t at,2 ... pi
1
t at,l2
)
=
(
pi1t at,1 pi
1
t at,2 ... pi
1
t at,m 0 ... 0
)
=
∑
fj+1k ∈Zj,j+11,t
λk(f
j+1
k )
∗
which proves the proposition.
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The following corollary restates proposition 2.8 using the matrix (hj,j+1). Sometimes
computations are easier this way.
Corollary 2.9. (f jr )
∗(f 1t )
∗ =
∑
λk(f
j+1
k )
∗ where λk ∈ K∗ and the sum is taken over all k
such that the (r, k) entry of (hj,j+1) contains λkf
1
t as a nonzero term.
We briefly explore the case when j = 1. Recall for any k we may write f 2k =
l1∑
i=1
f 1i h
1,2
i,k
where {f 1i } = Q1. Consequently, for any index r, if f 1r h1,2r,k 6= 0, then f 1r h1,2r,k is a nonzero
summand of f 2k . But
Z1,2r,t = {f 2k | h1,2r,k contains a scalar multiple of f 1t as a nonzero term }
and so we have the following corollary:
Corollary 2.10. f 2k ∈ Z1,2r,t if and only if λf 1r f 1t is a nonzero term of f 2k .
Example 2.11. Let us work with an example from [15]. Let A = KQ/I where Q is the
following quiver:
1 a // 2 c //
b
!!
d >>
3
e
!!
f >> 4
g

and I = 〈ab+ ac+ ad, be+ df, be+ ce, de+ df, eg, ga〉. We now compute the following:
f 01 = 1 f
1
1 = a f
2
1 = ab+ ac+ ad f
3
1 = ceg + deg f
4
1 = f
3
1a f
5
1 = f
4
1 (b+ c+ d)
f 02 = 2 f
1
2 = b f
2
2 = be+ df f
3
2 = (be+ ce)g f
4
2 = f
3
2a f
5
2 = f
4
2 (b+ c+ d)
f 03 = 3 f
1
3 = c f
2
3 = be+ ce f
3
3 = ega f
4
3 = f
3
3 (b+ c+ d)
f 04 = 4 f
1
4 = d f
2
4 = de+ df f
3
4 = ga(b+ c+ d)
f 15 = e f
2
5 = eg
f 16 = f f
2
6 = ga
f 17 = g
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We can construct the following minimal projective resolution of A¯
0→
(
v3A
⊕v3A
)
D5−→
 v2A⊕v2A
⊕v3A
 D4−→

v1A
⊕v1A
⊕v2A
⊕v3A
 D3−→

v3A
⊕v4A
⊕v4A
⊕v4A
⊕v1A
⊕v2A

D2−→

v2A
⊕v3A
⊕v3A
⊕v3A
⊕v4A
⊕v4A
⊕v1A

D1−→

v1A
⊕v2A
⊕v3A
⊕v4A
 D0−→ A¯→ 0
where
D1 =

a¯ 0 0 0 0 0 0
0 b¯ c¯ d¯ 0 0 0
0 0 0 0 e¯ f¯ 0
0 0 0 0 0 0 g¯

and
D2 =

b+ c+ d 0 0 0 0 0
0 e¯ e¯ 0 0 0
0 0 e 0 0 0
0 f¯ 0 e+ f 0 0
0 0 0 0 g¯ 0
0 0 0 0 0 0
0 0 0 0 0 a¯

D3 =

0 0 0 0
−g¯ 0 0 0
g¯ g¯ 0 0
g¯ 0 0 0
0 0 a¯ 0
0 0 0 b+ c+ d

D4 =

a¯ 0 0
0 a¯ 0
0 0 b+ c+ d
0 0 0

D5 =
b+ c+ d 00 b+ c+ d
0 0

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Here are some example computations:
1. (f 31 )
∗
(f 11 )
∗
: Note Z3,41,1 = {f 4k | for some λk ∈ K∗, λkf 11 is a nonzero term in h3,41,k}. By
inspection of D4, we see the (1, k) entry is h3,41,k. Thus Z
3,4
1,1 = {f 41}. We compute
(f 31 )
∗
(f 11 )
∗
= (f 41 )
∗.
2. (f 23 )
∗
(f 17 )
∗
:
Note Z2,33,7 = {f 3k | For some λk ∈ K∗, λkf 17 is a nonzero term in h2,33,k}. By inspection
of D3, we see the (3, k) entry is h2,33,k. Thus Z
2,3
3,7 = {f 31 , f 32}. We compute (f 23 )∗(f 17 )∗ =
(f 31 )
∗ + (f 32 )
∗.
3. (f 12 )
∗(f 15 )
∗(f 17 )
∗: First we compute (f 12 )
∗(f 15 )
∗. By 2.10 we see (f 12 )
∗(f 15 )
∗ = (f 22 )
∗+(f 23 )
∗.
Thus
(f 12 )
∗
(f 15 )
∗
(f 17 )
∗
= ((f 22 )
∗
+ (f 23 )
∗
)(f 17 )
∗
= (f 22 )
∗
(f 17 )
∗
+ (f 23 )
∗
(f 17 )
∗
Note Z2,32,7 = {f 3k | For some λk ∈ K∗, λkf 17 is a term inh2,32,k}. By inspection of D3, we
see the (2, k) entry is h2,32,k. Thus Z
2,3
2,7 = {f 31}. We compute (f 23 )∗(f 17 )∗ = −(f 31 )∗. Note
(f 23 )
∗
(f 17 )
∗
= (f 31 )
∗ + (f 32 )
∗ by the previous example. Thus
(f 12 )
∗
(f 15 )
∗
(f 17 )
∗
= ((f 22 )
∗
+ (f 23 )
∗
)(f 17 )
∗
= (f 22 )
∗
(f 17 )
∗
+ (f 23 )
∗
(f 17 )
∗
= −(f 31 )∗ + (f 31 )∗ + (f 32 )∗
= (f 32 )
∗
We now present two lemmas.
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Lemma 2.12. Let p be a path in Q and λ ∈ K∗. If λp is in the support of some f ji with
j ≥ 0, then l(p) ≥ j.
Proof. Proceed by induction on j. For j = 0, 1 the result is clear. Let f ji =
lj−2∑
k=1
f j−2k h
j−2,j
k,i
where hj−2,jk,i ∈ I and assume p ∈ supp(f ji ). Then p = qr where q ∈ supp(f j−2k ) for some
k, and r ∈ I. By the inductive hypothesis, l(q) ≥ j − 2. Because I is admissible, we have
l(r) ≥ 2. The result follows.
Definition 2.13. Let p = f 1k1 ...f
1
km
be a path in Q. Define
Vp = {fmk | λp ∈ supp(fmk ) for some λ ∈ K∗}
Lemma 2.14. For every path p = f 1k1 ...f
1
km
in Q, we have
m∏
i=1
(f 1ki)
∗
=
∑
fmk ∈Vp
λmk (f
m
k )
∗ for
λmk ∈ K such that λmk p ∈ supp(fmk ).
Observe that {(fmk )∗} form a basis of E(A) so such a unique respresentation always exists.
However, 2.14 determines the multiplication constants λmk . In particular, if λ
m
k p 6∈ supp(fmk ),
by the definition, we know that λmk = 0. This will simplify some computations found later
in the chapter.
Proof. Proceed by induction on m. For m = 2, the claim holds by 2.10. So assume the claim
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holds for all the paths of length less than m and consider p =
m∏
i=1
f 1ki . Let q =
m−1∏
i=1
f 1ki , then
m∏
i=1
(f 1ki)
∗
=
(
m−1∏
i=1
(f 1ki)
∗
)
(fkm)
∗
=
∑
fm−1i ∈Vq
λm−1i (f
m−1
i )
∗
(fkm)
∗
=
∑
fm−1i ∈Vq
λm−1i
 ∑
fmk ∈Zm−1,mi,m
λik(f
m
k )
∗

=
∑
fm−1i ∈Vq
∑
fmk ∈Zm−1,mi,m
λm−1i λik(f
m
k )
∗
where λik is the constant such that λikf
1
km
∈ supp(hm−1,mi,k ). However, for all i in the sum,
fm−1i contains λ
m−1
i f
1
k1
...f 1km−1 in its support. Thus we may rewrite the sum in the form
lm∑
k=1
βk(f
m
k )
∗ where βk = 0 if either the following 2 conditions hold:
1. fmt =
∑
fm−1i h
m−1,m
i,t and there does not exist an index j and nonzero constant λ
such that λf 1k1 ...f
1
km
is a term in (fm−1j h
m−1,m
j,k ). This is because in order for f
m
k to be
included in the above sum, we require that in the decomposition fmk =
∑
fm−1i h
m−1,m
i,k
there exists and index j such that λi,kf
1
km
is a term of hm−1,mj,k and λ
m−1
j f
1
k1
...f 1km−1 is in
the support of fm−1i Thus if there does not exist such a j and nonzero constant λ such
that λf 1k1 ...f
1
km
is a term in (fm−1j h
m−1,m
j,k ), then f
m
k does not appear in the above sum.
2.
∑
i
λm−1i λik = 0.
Otherwise, βk =
∑
S
λm−1i λi,k where S = {i | fm−1i ∈ Vq and λik ∈ supp(hm−1,mi,k )}. We claim
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that βk is chosen so that βkf
1
k1
...f 1km ∈ supp(fmk ). Note
fmk =
lm−1∑
i=1
fm−1i h
m−1,m
i,t
=
∑
fm−1i ∈Vq
fm−1i h
m−1,m
i,t +
∑
fm−1i 6∈Vq
fm−1i h
m−1,m
i,t
=
∑
S1
fm−1i h
m−1,m
i,t +
∑
S2
fm−1i h
m−1,m
i,k +
∑
fm−1i 6∈Vq
fm−1i h
m−1,m
i,t
where
S1 = {i | fm−1i ∈ Vq and λikf 1km ∈ supp(hm−1,mi,k )}
and
S2 = {i | fm−1i ∈ Vq and λikf 1km 6∈ supp(hm−1,mi,k )}
If γi is a nonzero constant such that γif
1
k1
...f 1km ∈ supp(fm−1i hm−1,mi,t ), then i ∈ S1 and
γi = λ
m−1
i λik. Moreover, every nonzero term of the sum
∑
i∈S1
γif
1
k1
...f 1km is an element of
supp(fmk ). Thus
βkf
1
k1
...f 1km ∈ supp(f 1k )
It is important to note that if λmk p 6∈ supp(fmk ) for any k, then
m∏
i=1
(f 1ki)
∗
= 0
2.5 The Shriek Algebra
The shriek algebra A! is the subalgebra of E(A) generated by E(A)0 and E(A)1. It is well
known how to compute A! in the case where A is quadratic.
Theorem 2.15. ([20],[17], [19]) Given a quadratic algebra A = KQ/I, A! = A⊥.
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In this section we show how to compute A! for any finite dimensional K-algebra A using
{f ji }.
Let Q∗ denote the quiver of A!. Q∗0 = {(f 0i )∗}l0i=1, and Q∗1 = {(f 1i )∗}l1i=1 where (f 0i )∗
(f1k )
∗
−−−→
(f 0j )
∗ if and only if f 0i
f1k−→ f 0j . Because {(f 0i )∗} is in 1-1 correspondence with the vertices of
Q and {(f 1i )∗} is in 1-1 correspondence with the arrows of Q, we see that Q ∼= Q∗ as quivers.
Definition 2.16. Zji := supp(f
j
i ) ∩ V j where V j is the subspace of KQ generated by the
paths of length j. Then define suppj(f
j
i ) :=
∑
z∈Zji
z
Notice that suppj(f
j
i ) = 0 if and only if f
j
i has no homogeneous terms of degree −j. We
may think of suppj(f
j
i ) as the “part” of f
j
i which is homogenous of degree −j.
We may generalize the definition of the bilinear form to the spaces V j when j ≥ 2. For
j ≥ 2, let {pj1, pj2, ..., pjnj} be the set of all paths of length j.
Definition 2.17. Let p and q be paths of length j. Define
〈p, q〉j =

0 p 6= q
1 p = q
and extend by linearity to define a bilinear form 〈 , 〉j : V j × V j −→ K.
Because Q ∼= Q∗ as quivers, we may define the subspaces V j∗ ⊂ KQ∗ to be the subspace
spanned by the set {pj∗i }. We may now define a family of subspaces of KQ.
Definition 2.18. Let I !−j be the subspace of KQ spanned by the set
{x∗ ∈ V j∗ | 〈x, suppj(f ji )〉j = 0}
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and define I ! = 〈⊕j≥0 I !−j〉 to be a graded ideal of KQ∗.
Theorem 2.19. Let A = KQ/I where Q is a finite quiver. Fix the family {f ji }. Then
A! ∼= KQ∗/I !.
Proof. Let x∗ be a homogeneous element in KQ∗ of degree −j and x¯∗ its image in A!.
Because Q∗ ∼= Q as quivers, we let x be the corresponding homogenous element in KQ of
degree −j. We claim x¯∗ = 0 ⇐⇒ x∗ ∈ I !−j. First, we look at the case where x∗ is a path in
KQ∗. We may write x∗ = α
j∏
t=1
(f 1kt)
∗ with α ∈ K∗, and apply 2.14 to see
x¯∗ = 0 ⇐⇒
j∏
t=1
(f 1kt)
∗ = 0
⇐⇒ β
j∏
t=1
(f 1kt) 6∈ supp(f jk) ∀ indices k, and β ∈ K∗
⇐⇒ 〈x, suppj(f jk)〉j = 0 ∀k
⇐⇒ x∗ ∈ I !−j
Second, we consider the case where x∗ =
m∑
i=1
αiz
∗
i for αi ∈ K∗, z∗i =
j∏
t=1
(f 1i,kt)
∗ is a path of
length j in Q∗, and f 1i,kt ∈ {f 1i }. Then x =
m∑
i=1
αizi where for αi ∈ K∗, zi =
j∏
t=1
(f 1i,kt). Note
x¯∗ =
∑
αiz¯∗i so we may assume αz¯
∗
i 6= 0 for all i. Apply 2.14 to z¯∗i and we see
z¯∗i =
j∏
t=1
(f 1i,kt)
∗
=
∑
fjk∈Vzi
λi
j
k(f
j
k)
∗
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where λi
j
k is the scalar such that λi
j
kzi ∈ supp(f jk). Thus
x¯∗ =
m∑
i=1
αiz¯∗i
=
m∑
i=1
αi(
∑
fjk∈Vzi
λi
j
k(f
j
k)
∗
)
=
m∑
i=1
∑
fjk∈Vzi
αiλi
j
k(f
j
k)
∗
=
∑
fjk∈Vzi
(
m∑
i=1
αiλi
j
k
)
(f jk)
∗
Because the {f ji } yield a minimal projective resolution of A¯, we know {(f j1 )∗, ..., (f jlj)∗} form
a basis of ExtjA(A¯, A¯), so they must be linearly independent. Consequently,
x¯∗ = 0 ⇐⇒ ∑
{i | fjk∈Vzi}
αiλi
j
k = 0
for all i. Now for each f jk we have
〈x, suppj(f jk)〉j = 〈
m∑
i=1
αizi, suppj(f
j
k)〉j
=
m∑
i=1
〈αizi, suppj(f jk)〉j
=
∑
{i | fjk∈Vzi}
〈αizi, suppj(f jk)〉j
=
∑
{i | fjk∈Vzi}
αiλi
j
k
Thus 〈x, suppj(f jk)〉 = 0 if and only if
∑
{i | fjk∈Vzi}
αiλi
j
k = 0 for all i. By the remark above,
〈x, suppj(f jk)〉j = 0 if and only if x¯∗ = 0.
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Example 2.20. Let A = KQ/I and let Q be the quiver
3
c

1 a // 2
b
@@
d

5
f // 6
g // 7
4
e
@@
and I = 〈ad, bc− de, cf, efg〉. If we compute the f ji s we get
f 01 = 1 f
1
1 = a f
2
1 = ad f
3
1 = adef f
4
1 = adefg
f 02 = 2 f
1
2 = b f
2
2 = bc− de f 32 = bcfg − defg
f 03 = 3 f
1
3 = c f
2
3 = cf
f 04 = 4 f
1
4 = d f
2
4 = efg
f 05 = 5 f
1
5 = e
f 06 = 6 f
1
6 = f
f 07 = 7 f
1
7 = g
To compute A! using (2.19), we first find I2, I3, and I4. To find I2, note
supp2(ad) = ad
supp2(bc− de) = bc− de
supp2(cf) = cf
and
supp2(efg) = 0
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Then for x = α1ab+ α2ad+ α3bc+ α4de+ α5cf + α6ef + α7fg where αi ∈ K,
I2 = {x ∈ V 2 | 〈x, supp2(f 2i )〉2 = 0}
= {x | 〈x, ad〉2 = 0 and 〈x, bc− de〉2 = 0 and 〈x, cf〉2 = 0}
= {x | α2 = 0, α3 = α4, and α5 = 0}
= {x = α1ab+ α3(bc+ de) + α4de+ α6ef + α7fg | αi ∈ K∗}
= 〈ab, bc+ de, ef, fg〉
To find I3, note supp3(f
3
i ) = 0 for all i. Thus
I3 = 〈x ∈ V 3 | 〈x, 0〉3 = 0} = V 3
Similarly,
I4 = V
4
However, note V 3
∗
, and consequently V 4
∗
are annihilated by the ideal 〈a∗b∗, b∗c∗+d∗e∗, e∗f ∗, f ∗g∗〉
in KQ. In other words, V 3∗ ⊂ I∗2 . Thus A! = KQ∗/I∗2 .
2.5.1 The Graded Case
Let Q be a finite quiver and A = KQ/I. Recall KQ is a graded algebra if we assign to all
arrows degree 1. Let I be a 2-sided ideal in KQ generated by a set of homogeneous elements.
Lemma 2.21. If f 2i is a homogeneous element for i = 1, ..., l
2, then fni can be chosen to be
a homogeneous element for all i, n.
Proof. Proceed by induction on n. The case where n = 2 is assumed, so inductively assume f ji
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is homogeneous for all i and for all j ≤ n. Then consider⊕ fn+1′i KQ = ⊕ fni KQ∩⊕ fn−1i I.
Notice both I and KQ are graded. Also, by the induction hypothesis, for all i, j, fni and fn−1j
are homogeneous elements. Thus both ideals fni KQ and fn−1j I are generated by homoge-
neous elements. Consequently, fni KQ ∩ fn−1i I can be genereated by homogeneous elements
{fn+1′k }. By construction, fn+1i = fn+1
′
k for some k, thus f
n+1
i must be homogeneous.
In the above proof, we did not need the fact that {fni } yields a minimal projective
resolution of A¯.
Recall how the set {fni } was formed. First a set {fn′i } was constructed so that
⊕
fn
′
i KQ =⊕
fn−1k KQ∩
⊕
fn−2k I. Then a subset of {fn
′
i } was discarded so that the remaining elements,
{fni }, are such that no proper linear combination of them is in the set
⊕
fn−1i I +
⊕
fn
′
i J .
Lemma 2.22. If fn
′
i is homogeneous of degree n, then f
n′
i cannot be discarded in the con-
struction of {fnk }.
Proof. Suppose that x ∈ KQ and x is homogeneous of degree n. If x ∈⊕ fn−1i I +⊕ fn′i J
then any term in x has length at least n+ 1, which contradicts our choice of x. If we choose
x = fn
′
i , then x is not removed in the construction of {fnk }.
Remark 2.23. Let f j+1i =
j∑
i=1
f ji h
j,j+1
i,j . For all j, i, k, h
j,j+1
i,k has terms of length at least 1.
These next two remarks are quite technical, but provide insight into suppj(f
j
i ) for any
indices i, j.
Remark 2.24. I =
⊕
f 1i KQ ∩
⊕
f 0i I =
⊕
f 2
′
i KQ. We will show that I = 〈f 2i 〉: If f 2′t is
discarded in the construction of the set {f 2i }, we must have
f 2
′
t +
∑
i∈T1
λif
2′
i =
∑
j∈T2
f 2
′
j rj +
∑
k∈T3
f 1ksk
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where T1 is an indexing set where t 6∈ T1 and λi ∈ K∗. T2, T3 are also indexing sets, ri ∈ J ,
and si ∈ I. Because A is graded, we may assume f 2′r is homogeneous for all r, thus can
assume l(f 2
′
i ) = l(f
2′
j rj) = l(f
1
ksk) = l(f
2′
t ) for all i, j, k in the above equation (Recall that if
y is a homogeneous element of KQ, we denote by l(y) the length of any term in y). Solving
for f 2
′
t we have
f 2
′
t = −
∑
i∈T1
λif
2′
i +
∑
j∈T2
f 2
′
j rj +
∑
k∈T3
f 1ksk
Recall l(rj) ≥ 1, so we must have l(f 2′j ) < l(f 2′t ), which implies t 6∈ T2. Also, sk ∈ I implies
that sk ∈
⊕
f 2
′
r KQ. However, because l(f 1ksk) = l(f 2′t ), sk ∈
⊕
i 6=t f
2∗
i KQ. We now have
that f 2
′
t ∈
⊕
i 6=t
f 2
′
i KQ which implies I = 〈f 2′i 〉i 6=t. If we repeat this process for all t such
that f 2
′
t is discarded, we can, without loss of generality, say I = 〈f 21 , f 22 , ..., f 2l2〉 where for
1 ≤ i ≤ m, l(f 2i ) = 2 and for m + 1 ≤ i ≤ l2, l(f 2i ) > 2. Notice in this case, either
supp2 (f
2
i ) = f
2
i or suppj (f
2
i ) = 0.
Remark 2.25. Using (2.21), we see for every j, either suppj (f
j
i ) = f
j
i or suppj (f
j
i ) = 0. We
now use (2.22) to see that for every j, there is an index 1 ≤ mj ≤ lj such that {f j1 , ..., f jmj}
consists of all the elements of length j. That particular set {(f j1 )∗, ..., (f jm)∗} forms a basis
of ExtjA(A¯, A¯)−j.
For the next lemma we introduce a new definition which will simplify notation.
Definition 2.26. Let p be a path of length j where p =
j∏
t=1
(f 1kt) for a sequence of arrows
(f 1kt). Define p
∗ =
j∏
t=1
(f 1kt)
∗
In the graded case, the following lemma was essentially proved in [20], and [17], and can
be found completely in [19]. The proof recognizes that ExtiA(A¯, A¯) is the i
th cohomology of
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the cobar complex of A¯. Here, we provide an alternate proof using explicit computations
of {f ji } and basic linear algebra. We also generalize the result to all finite dimensional
K-algebras.
Lemma 2.27. Let A = KQ/I be a finite dimensional K-algebra. Then (Ext1A(A¯, A¯))j is the
subspace of ExtjA(A¯, A¯) spanned by the set {(f ji )∗ | suppj(f ji ) 6= 0}. If A is a graded algebra,
then
⊕
j≥0
(Ext1A(A¯, A¯))
j =
⊕
j≥0
ExtjA(A¯, A¯)−j.
Proof. Let j ≥ 0. We will use the following fact from linear algebra: If V and W are
vector spaces where V ⊆ W , W is m-dimensional, and V contains m linearly independent
elements, then V = W . For us, we let W = Span((f ji )
∗ | suppj(f ji ) 6= 0) which, without
loss of generality, we may assume has basis {(f j1 )∗, ..., (f jm)∗} for some 1 ≤ m ≤ lj. Also,
we let V = (Ext1A(A¯, A¯))
j. We will show that V contains m linearly independent elements.
If {p1, p2, ..., pn} is the set of all paths in Q of length j, then {p∗1, p∗2, ..., p∗n} is a spanning
set of V . By (2.14), we can write p∗k =
m∑
i=1
λk,i(f
j
i )
∗
where λk,ipk ∈ supp(f ji ) and λk,i ∈ K.
For λk,i 6= 0, we must have λk,ipk ∈ supp(f ji ), which implies suppj(f ji ) 6= 0 and 1 ≤ i ≤ m.
Consequently, V ⊆ W . Now we show that m of the p∗ks are linearly independent. To do so,
recall that f ji =
n∑
k=1
λk,ipk and we can construct the following matrix
M =

λ1,1 λ1,2 ... λ1,m
λ2,1 λ2,2 ... λ2,m
...
...
...
...
λn,1 λn,2 ... λn,m

We claim that the columns of M are linearly independent: Assume we have a linear
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combination of these columns equal to zero,
c1(λ1,1, λ2,1, ..., λn,1)
t + c2(λ1,2, λ2,2, ..., λn,2)
t + ...+ cm(λ1,m, λ2,m, ..., λn,m)
t = 0
and the resulting system of linear equations,
c1λ1,1 + c2λ1,2 + ...+ cmλ1,m = 0
c1λ2,1 + c2λ2,2 + ...+ cmλ2,m = 0
...
c1λn,1 + c2λn,2 + ...+ cmλn,m = 0
which implies
0 = (c1λ1,1 + ...+ cmλ1,m)p1 + (c1λ2,1 + ...+ cmλ2,m)p2 + ...+ (c1λn,1 + ...+ cmλn,m)pm
=
m∑
i=1
ci(λ1,ip1 + λ2,ip2 + ...+ λn,ipm)
=
m∑
i=1
ci(
n∑
k=1
λk,ipk)
=
m∑
i=1
cif
j
i
As the f ji s are linearly independent, we have that ci = 0 for all i, and this proves our claim.
Consequently, the row rank of the matrix M must also be m, which means there are m
linearly independent rows. Without loss of generality, suppose the first m rows are linearly
independent. We will now show that {p∗k}m1 is a linearly independent set of V . First we look
at the first m rows of M . Because they are linearly independent, for all ck ∈ K, we have
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c1(λ1,1, λ1,2..., λ1,m) + ...+ cm(λm,1, λm,2, ..., λm,m) = 0 (2.5)
implies ck = 0 for all k. Second, we consider
0 =
m∑
k=1
ckp
∗
k
=
m∑
k=1
ck
(
m∑
i=1
λk,i(f
j
i )
∗
)
=
m∑
k=1
ck(λk,1(f
j
1 )
∗
+ λk,2(f
j
2 )
∗
+ ...+ λk,m(f
j
m)
∗
)
= c1(λ1,1(f
j
1 )
∗
+ ...+ λ1,m(f
j
m)
∗
) + ...+ cm(λm,1(f
j
1 )
∗
+ ...+ λm,m(f
j
m)
∗
)
= (c1λ1,1 + c2λ2,1 + ...+ cmλm,1)(f
j
1 )
∗
+ ...+ (c1λ1,m + c2λ2,m + ...+ cmλm,m)(f
j
m)
∗
Because the {f ji }mi=1 form a basis of W , we must have the coefficients are equal to 0. In other
words,
c1λ1,1 + c2λ2,1 + ...+ cmλm,1 = 0
...
c1λ1,m + c2λ2,m + ...+ cmλm,m = 0
However, by (2.5), we see this implies ck = 0 for all k. Thus {p∗k}mk=1 must be linearly
independent elements of V . Thus, V = W .
Because A is length graded, suppj(f
j
i ) 6= 0 if and only if f ji is homogeneous of degree j.
However, {(f ji )∗ | l(f ji ) = j} is a basis for W = ExtjA(A¯, A¯)−j. This holds for every j ≥ 0,
we see the claim follows.
We want to show that A! is a quadratic algebra. This was first shown in [17], but
we provide a proof using {f ji }. To do so, we require the following construction. Write
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I = 〈f 11 , ...f 2l2〉. There exists unique 1 ≤ 1 ≤ m ≤ l2 such that l(f 2i ) = 2 for 1 ≤ i ≤ m, and
for m ≤ i ≤ l2, l(f 2i ) > 2.
Definition 2.28. Let IQ = 〈f 21 , ..., f 2m〉 and AQ = KQ/IQ.
Clearly, AQ is a quadratic algebra. Because
⊕
i≥1
fn
′
i KQ is graded, its degree n component
is the subspace Span(fn
′
i | l(fn′i ) = n). However, by 2.22, we see this is the same subspace
spanned by {fni | l(fni ) = n}. Denote this subspace by Cn. Also, let Dn−1 be the subspace
Span(fn−1i ri | 1 ≤ i ≤ ln−1, l(fn−1i ) = n − 1, ri ∈ J and ri 6∈ J2) and En−2 be the subspace
Span(fn−2i qi | 1 ≤ i ≤ ln−2, l(fn−2i ) = n− 2, qi ∈ IQ and qi 6∈ IQJ + JIQ).
Lemma 2.29. For every n, Cn = Dn−1 ∩ En−2.
Proof. Suppose l(fnk ) = n and f
n
k =
∑
fn−1i h
n−1,n
i,k . By (2.23), l(h
n−1,n
i,k ) ≥ 1. By (2.12), if
p ∈ supp(fn−1i ), then l(p) ≥ n−1. Consequently, for all i such that hn−1,ni,k 6= 0, we must have
fn−1i homogeneous of degree n−1 and l(hn−1,ni,k ) = 1. Thus fnk ∈ Dn−1. We show in a similar
manner that fnk ∈ En−2. To do so, we know fnk =
∑
fn−1i h
n−2,n
i,k where h
n−2,n
i,k ∈ I. I is
admissible, so l(hn−2,ni,k ) ≥ 2. By (2.12), if p ∈ supp(fn−2i ), then l(p) ≥ n− 2. Consequently,
for all i such that hn−2,ni,k 6= 0, fn−2i is homogeneous of degree n − 2 and l(hn−2,ni,k ) = 2. By
construction, hn−2,ni,k is an element of length 2 in I if and only if h
n−2,n
i,k =
m∑
i=1
γif
2
i for γi ∈ K.
Notice
m∑
i=1
γif
2
i ∈ En−2.
For the reverse containment, let x ∈ Dn−1 ∩ En−2. We also know that x ∈ ⊕ fn′i KQ.
Thus there are two different ways to express the element x.
1. x =
∑
l(fn−1i )=n−1
fn−1i ri where ri ∈ J but ri 6∈ J2.
2. x =
∑
i
fn
′
i ui where ui ∈ KQ.
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Clearly x is homogeneous of degree n, so if l(ui) 6= 0, then l(fn′i ) ≤ n. However, by (2.12),
l(fn
′
i ) ≥ n, which implies l(fn′i ) = n and l(ui) = 0, which implies x ∈ Cn.
Now we focus on the algebra AQ. We construct uniform elements {tji} to yield a minimal
projective resolution of A¯Q using the methods found in [15]. We want to compare {tji} to
the set {f ji }, where {f ji } is constructed to produce a minimal projective resolution of A¯ over
A.
Lemma 2.30. There exists a set {tni } of uniform elements of KQ that can be constructed
so that {tni | l(tni ) = n} = {fni | l(fni ) = n} for all n ≥ 0 and {tji} yield a minimal projective
resolution of A¯Q.
Proof. Proceed by induction on n. For n = 1, we set {t1i } = {f 1i }, the set of all the arrows
in Q. Inductively assume the claim holds for all j ≤ n. The degree n part of ⊕ tn−1i KQ ∩⊕
tn−2i IQ is the subspace generated by the set {tni | l(tni ) = n} and we denote this subspace
CnQ. We may use the fact that (IQ)Q = IQ and apply 2.29 to see C
n
Q = D
n−1
Q ∩ En−2Q where
Dn−1Q is the subspace Span(f
n−1
i ri | 1 ≤ i ≤ ln−1, l(fn−1i ) = n − 1, ri ∈ J and ri 6∈ J2) and
En−2Q is the subspace Span(f
n−2
i qi | 1 ≤ i ≤ ln−2, l(fn−2i ) = n−2, qi ∈ IQ and qi 6∈ IQJ+JIQ).
Here we apply the inductive hypothesis. If Dn−1 is the subspace Span(fn−1i ri | 1 ≤ i ≤
ln−1, l(fn−1i ) = n − 1, ri ∈ J and ri 6∈ J2) and En−2 is the subspace Span(fn−2i qi | 1 ≤ i ≤
ln−2, l(fn−2i ) = n − 2, qi ∈ IQ and qi 6∈ IQJ + JIQ) we see CnQ = Dn−1 ∩ En−2 as K-vector
spaces and KQ modules. By 2.29, we see Cn = Dn−1 ∩ En−2. So, Cn = CnQ, which proves
our claim.
Lemma 2.31. Let vji ∈ Q0. Then HomAQ(vjiAQ, A¯Q) ∼= HomA(vjiA, A¯) as K-vector spaces.
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Proof. We use the following fact from module theory: Let B be a ring, let I be a two-sided
ideal in B, and let M be a right B-module. Then HomB(M,B/I) ∼= HomB/I(M/MI,B/I).
First we set B = A, I = J, and M = vjiA. Then
HomA(v
j
iA, A¯) = HomA¯(v
j
i A¯, A¯)
∼= vji A¯
If we set B = AQ, I = J, and M = v
j
iAQ, then
HomAQ(v
j
iAQ, A¯Q) = HomA¯Q(v
j
i A¯Q, A¯Q)
∼= vji A¯Q
But A¯ = KQ/J = A¯Q, so the claim holds.
We are now ready to present an alternative proof to the result in [17], [20], [19].
Theorem 2.32. Let A be a graded algebra. Then A! is a quadratic algebra.
Proof. We have IQ = 〈f 21 , ..., f 2m〉 ⊆ I. Also, let AQ = KQ/IQ. and a family of sets {tji} yield
a minimal projective resolution of A¯Q over A¯. We have seen that if {f ji } is constructed to
create a minimal projective resolution of A¯ over A, then the {tji | l(tji ) = j} and {f ji | l(f ji ) =
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j} are equal for every j. As vector spaces,
A! =
⊕
(Ext1A(A¯, A¯))
j
=
⊕
ExtjA(A¯, A¯)−j
=
⊕
l(fji )=j
HomA(v
j
iA, A¯)
∼= ⊕
l(tji )=j
HomAQ(v
j
iAQ, A¯Q)
=
⊕
ExtjAQ(A¯Q, A¯Q)−j
= A!Q
Consequently, I ! = I !Q as vector spaces, which implies that I
!/I !Q = 0. I
!
Q ⊆ I ! as two-sided
ideals in KQ, so I ! = I !Q as two-sided ideals of KQ. Since A! ∼= A!Q/
(
I !/I !Q
)
as graded
algebras, we see A! ∼= A!Q as graded K-algebras. So, A! is quadratic.
Corollary 2.33. Let A = KQ be a graded algebra. Then A! = KQ/I ! where I ! is generated
by {x ∈ V 2 | ∀ i, 〈x, supp2(f 2i )〉2 = 0}.
Proof. For each i, the element f 2i is homogeneous, and the sets {f 2i | 1 ≤ i ≤ m}, {f 2i | supp2(f 2i ) 6=
0} are equal. So,
I ! ∼= I !Q
= Span(x ∈ V 2 | 〈x, f 2i 〉1≤i≤m = 0) ∀ i
= Span(x ∈ V 2 | 〈x, supp2(f 2i )〉2 = 0) ∀ i
and the corollary is proved.
Corollary 2.34. Let A = KQ/I be a graded algebra where IQ = 0. Then A! = KQ/J2
CHAPTER 2. THE SHRIEK ALGEBRA 54
Proof. If IQ = 0, then supp2(f
2
i ) = 0 for all i. Then I2 = {x ∈ V 2 | 〈x, 0〉2 = 0} = V 2. Note
〈V 2〉 = J2 and the result follows.
Example 2.35. Let A = KQ/I where Q is the quiver
3
c

1 a // 2
b
@@
d

5
f // 6
g // 7
4
e
@@
and I = 〈ad, bc− de, cf, efg〉. Then IQ = 〈ad, bc− de, cf〉. Recall we compute
f 01 = 1 f
1
1 = a f
2
1 = ad f
3
1 = adef f
4
1 = adefg
f 02 = 2 f
1
2 = b f
2
2 = bc− de f 32 = bcfg − defg
f 03 = 3 f
1
3 = c f
2
3 = cf
f 04 = 4 f
1
4 = d f
2
4 = efg
f 05 = 5 f
1
5 = e
f 06 = 6 f
1
6 = f
f 07 = 7 f
1
7 = g
If we compute A! using (2.33), we note
supp2(ad) = ad
supp2(bc− de) = bc− de
supp2(cf) = cf
and
supp2(efg) = 0
Then if x = α1ab + α2ad + α3bc + α4de + α5cf + α6ef + α7fg where αi ∈ K, then I ! is
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generated by the set
= {x ∈ V 2 | 〈x, supp2(f 2i )〉2 = 0}
= {x | 〈x, ad〉2 = 0 and 〈x, bc− de〉2 = 0 and 〈x, cf〉2 = 0}
= {x | α2 = 0, α3 = α4, and α5 = 0}
= {x = α1ab+ α3(bc+ de) + α4de+ α6ef + α7fg | αi ∈ K∗}
= 〈ab, bc+ de, ef, fg〉
Thus A! = KQ/〈ab, bc+ de, ef, fg〉.
2.5.2 If A is a Quadratic Algebra
Let A = KQ/I be a quadratic algebra where I = 〈ρ1, ..., ρk〉 where {ρi} is a minimal set
of generators and each ρi is a quadratic relation. By remark (2.24), we know {f 2i } = {ρi}.
Moreover, for every i, ρi = supp2(f
2
i ). We can apply theorem 2.33 to see I
! is generated by
the set
{x ∈ V 2 | 〈x, supp2(f 2i )〉 = 0}
= {x ∈ V 2 | 〈x, ρi〉 = 0}
= I⊥2
Thus in the quadratic case, we recapture the well-known result, namely that A! is the
quadratic dual of A.
Chapter 3
The Ext-Algebra of a Monomial
Algebra
56
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3.1 Introduction
Let A = KQ/I where Q is a finite quiver and I is an admissible ideal generated by paths.
We call A a monomial algebra and each generator a monomial relation. Let {f ji } be chosen
as in Chapter 2 such that a minimal projective resolution of A¯ can be constructed using
them.
We wish to compare the f ji s to the m-chains found in [16], as both use paths in Q to
compute a minimal projective resolution of A¯. To do so, we will first review how the m-chains
are constructed and how they relate to the Ext-algebra of A. Then we use the m-chains to
construct A! and show that A! is always a Koszul algebra. Lastly, we show that for every m,
{fmi }i≥0 is the set of m-chains.
3.2 m-Chains
Let us review how the m-chains are constructed and how they relate to the Ext-algebra of
A. Let I = 〈p1, p2, ..., pn〉 where each pi is a path in Q of length at least 2 and no pi is
a subpath of another pj. We construct three sets, Γ0 = vertices of Q, Γ1 = arrows of Q,
and Γ2 = {p1, p2, ..., pn}. We now use the construction used in [11], [16] to define Γm+1
inductively for m ≥ 2. Let M = {p path in Q | image of p in A is nonzero }. A path p
in Q is called an m-prechain if p = qrs where q ∈ Γm−1, qr ∈ Γm, s is a nontrivial path in
M, and rs contains a subpath which is in Γ2. Then Γm+1 is the set of all the m-prechains
which have the property that no proper initial subpath is an m-prechain. We say p ∈ Γm
is a mimimal m-chain if p 6= qr where q ∈ Γm−k and r ∈ Γk. For example, Γ3 is the paths
p = qrs where q is an arrow, qr is a relation, s 6∈ I, and rs contains a relation. Moreover,
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{Γi}i≥0 are mutually disjoint sets.
We recall from [15],[16] that (P) is a minimal projective resolution of A¯ over A
→ P i δi−→ ...→ P2 δ2−→ P1 δ1−→ P0 → A¯→ 0
where Pm =
⊕
p∈Γm
vpA and vp is the vertex corresponding to the terminus of the path p. Note
that we can choose these vertices in such a way that if p and q are distinct paths in Q, then
vp is distinct from vq (although it is possible vpA ∼= vqA). Consider the pairs (p, vp) where p
runs over the set of m-chains. Let Γˆm = {(p, vp) | p is an m− chain}. Then
Pm =
⊕
(p,vp)∈Γˆm
vpA
which induces a basis {pimi } of ExtmA (A¯, A¯) in the following way. We can linearly order
each set Γˆm := {(pm1 , vm1 ), ..., (pmmi , vmmi)}. Then for each m, vmk A is a direct summand of Pm
and there is a map pimk : P i → A¯ where
pimk (v
m
j ) =

0 if k 6= j
(0, ..., 1, 0, ..., 0) if k = j
Let S = {pimk | pmk ∈ Γm} and let S¯ = {pimk | pmk ∈ Γm is a minimal m-chain }. Note Q0 =
Γ0 and Q1 = Γ1 are both subsets of S¯. Moreover, S is identified with a spanning set of E(A)
with K-basis S¯. We may define Sm = {pimk | 1 ≤ k ≤ mj and pmk ∈ Γm} as a spanning set of
ExtmA (A¯, A¯) with K-basis S¯
m where S¯m = {pimk | 1 ≤ k ≤ tm and pmk is a minimal m-chain }.
CHAPTER 3. THE EXT-ALGEBRA OF A MONOMIAL ALGEBRA 59
3.3 The Quiver of A! Using m-Chains
The quiver of E(A) is determined in [16]. We review it below. Let ∆ be a finite quiver.
Let ∆0 = {pi0k | p0k ∈ Q0}. If x and y are two vertices in ∆, then there is an arrow x
pˆjk−→ y
if and only if there exists a pjk ∈ S¯ such that s(pjk) = x and t(pjk) = y. Thus there is a
quiver embedding Q ν−→ ∆. We also denote the degree of an arrow in ∆ as follows: Let
pˆ ∈ ∆1. Then deg(pˆ) = i if and only if p ∈ Γi. Note if p is an arrow in Q, then ν(p) = pˆ
and deg(pˆ)=1. By abuse of notation, if p ∈ Q1, by considering ν(p), we can also consider p
as an arrow in ∆.
This general construction holds in even more general situations. Suppose R = R0⊕R1⊕...
is a graded ring where R0 = K×K×...×K, Ri = Ri1 and dimRi <∞. Let R+ = R1⊕R2⊕...
and (R+)
2
= R2 ⊕ R3 ⊕ .... Then the number of arrows in the quiver of R is equal to
dimR+/(R+)
2
= dimR1. Letting ei = (0, ..., 0, 1, 0, ..., 0) where 1 is in the i
th entry, we see
the number of arrows in the quiver of R from i to j is equal to dim(ei(R
+/(R+)
2
)ej) =
dim(eiR1ej).
Theorem 3.1. [16, theorem B] Suppose A = KQ/I is a monomial algebra. Then E(A) =
K∆/I∆ where for ai, qi ∈ ∆, I∆ is generated by the following relations:
1. a1a2...am such that a1...am 6∈ Γdeg(a1...am)
2. a1a2...an − q1...qm such that as paths in Q, a1...am = q1...qn and deg(a1...am) =
deg(q1...qn).
The relations mentioned in the second part of the theorem are sometimes called binomial
relations.
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There are a few consequences of this theorem. Let {ri} be a set of relations which
generate I∆. Note for each i, we may assume ri is either monomial or binomial. We now
explore the degrees of terms of the binomial relations in E(A). More specifically, in any
binomial relation, each term contains an arrow of degree ≥ 2. To see why, suppose there
exists a generating relation r such that r = x − y where x = x1x2...xk and y = y1y2...yj
are distinct paths in ∆ where xi, yi are arrows in ∆. Suppose deg(xi) = 1 for all i, so xi
is an arrow in Q. Then deg(x) = k in ∆, which implies deg(y) = k. If deg(yi) = 1 for
all i, then yi is an arrow in Q. Then by 3.1*part 2, x1...xk = y1...yk as paths in Q, which
implies they are exactly the same path. Thus the two paths are not distinct in ∆. This
contradiction implies that there must exist some i such that deg(yi) > 1. Then there is
some value b, w such that x1...xb...xb+w...xk = y1...yi...yj where xb...xb+w = yi as paths in Q
and deg(xb...xb+w) =deg(yi). Thus yi 6∈ S¯, a contradiction. Thus there exists a z such that
deg(xz) ≥ 2. This leads to the following remark.
Remark 3.2. Let r be a binomial relation in I∆. If x is a term in r of length k, then
deg(x) = deg (r) ≥ k + 1.
We now turn our focus to A!. A! is generated by Ext0A(A¯, A¯) and Ext
1
A(A¯, A¯), which have
bases S¯0 and S¯1. We see that the quiver of A! is given by ν(Q). Let Q∗ denote the quiver
ν(Q). We have Q∗ ∼= Q. Now we determine the ideal I ! such that A! ∼= KQ∗/I !. Denote by
p∗ the image in A! of an arrow p in the quiver Q. By abuse of notation, we will also use p∗
to denote the image of an arrow p in E(A).
Lemma 3.3. Let A be a monomial algebra. Then A! is a monomial algebra.
Proof. Suppose p∗1p
∗
2...p
∗
m =
∑
i
q∗i1q
∗
i2
...q∗ini in A
! where pj, qij ∈ Q1, deg(p1...pm) = m, and
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deg(qi1 ...qini ) = ni. If this equality holds in in A
!, then it also holds in E(A), which implies
p∗1...p
∗
n −
∑
i
q∗i1 ...q
∗
ini
= 0 in E(A). Using 3.1, we have that p∗1...p
∗
m −
∑
i
q∗i1 ...q
∗
ini
∈ I∆.
If I∆ = 〈{ri,mj}i,j≥0〉 where ri is a binomial relation and mi is a monomial, then write
p∗1...p
∗
m −
∑
i
q∗i1 ...q
∗
ini
=
∑
αiri +
∑
βimi. Suppose p
∗
1...p
∗
m is a term of ri for some i. Then
deg(ri) ≥ m by 3.2, a contradiction. Thus p∗1...p∗m appears as a term of mk for some k, which
implies p∗1...p
∗
m = mk A similar argument yields that for every i, q
∗
i1
...q∗ini = mji for some ji.
Thus p∗1...p
∗
m = 0 and q
∗
i1
...q∗ini = 0, proving our claim.
We now introduce an ideal C of KQ∗. We will ultimately prove that A! ∼= KQ∗/C.
Definition 3.4. Let C =: 〈{a∗1a∗2 | ai ∈ Q1 and a1a2 6∈ Γ2}〉.
Theorem 3.5. A! ∼= KQ∗/C.
Proof. Suppose ai ∈ Q1 and ν(ai) = a∗i is the image of ai in A!, and in turn, E(A). Because
A! is a monomial algebra, it suffices to show that whenever a∗1...a
∗
m = 0 in A
!, there exists
some 1 ≤ i ≤ m− 1 such that a∗i a∗i+1 = 0. To do this, we proceed by induction on m.
Suppose m = 2. If a∗1a
∗
2 = 0 in A
!, then a∗1a
∗
2 = 0 in E(A), which implies a1a2 6∈ Γ2, so the
claim holds.
Now assume that for bi ∈ Q1 and k ≤ m− 1, that if b∗1...b∗k = 0 in A!, then there exists some
1 ≤ i ≤ k− 1 such that b∗i b∗i+1 = 0. Consider the subpath a1..am−2 of a1...am. There are two
possibilities: either a1...am−2 ∈ Γm−2 or a1...am−2 6∈ Γm−2.
1. Case I: If a1...am−2 6∈ Γm−2, then by the inductive hypothesis, a1...am−2 ∈ I∆, which
implies a∗1...a
∗
m−2 = 0 and so there exists an 1 ≤ i ≤ m − 3 such that a∗i a∗i+1 = 0,
proving our claim.
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2. Case II: Assume a1...am−2 ∈ Γm−2 and consider a1...am−1. If a1...am−1 6∈ Γm−1, then
the claim holds (by an argument similar to Case I). So, assume a1...am−1 ∈ Γm−1. Now
consider the subpath am−1am. Either am−1am ∈ Γ2 or am−1am 6∈ Γ2. If am−1am 6∈ Γ2,
then a∗m−1a
∗
m = 0, proving the claim. So, assume am−1am ∈ Γ2. Then a1...am is an
m−1 prechain, thus an element of Γm. This is a contradiction because if a1...am ∈ Γm,
then a∗1...a
∗
m 6= 0 in E(A), which implies it is nonzero in A!.
We note that if C = 0, then A! ∼= KQ∗. The proof is complete.
We have the following consequence:
Corollary 3.6. If A is a monomial algebra, then A! is Koszul.
Proof. A! is monomial by 3.3 and I ! is quadratic by 3.5. The result follows by 1.32.
Example 3.7. Let A = KQ/I be given by the following quiver:
1 a // 2 b // 3 c // 4 d // 5
where I = 〈abc, bcd〉. Here, Γ0 = {1, 2, 3, 4, 5},Γ1 = {a, b, c, d},Γ2 = {abc, bcd}, and Γ3 =
{abcd}. For i ≥ 4, Γi = ∅. We can use these sets to form a minimal projective resolution of
A¯. Let vi be the vertex i. Then P i =
⊕
pi∈Γi
t(pi)A and we see
P0 = v1A⊕ v2A⊕ v3A⊕ v4A⊕ v5A
P1 = v2A⊕ v3A⊕ v4A⊕ v5A
P2 = v4A⊕ v5A
P3 = v5A
P4 = 0
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and
0→ P3 → P2 → P1 → P0 → A¯
is a minimal projective resolution. Because there are 12 elements among the Γis, we know
E(A) is a 12-dimensional algebra. To construct the quiver of E(A), we must determine
the minimal m-chains. Note abcd = (abc)d where abc ∈ Γ2 and d ∈ Γ1, so abcd is not a
minimal m-chain. However, note abc and bcd are minimal m-chains. For example, abc =
(a)(b)(c) where a, b, c ∈ Γ1. Because deg(a)+deg(b)+deg(c)=3 and deg(abc)=2, we know abc
is minimal.
Thus, the minimal m-chains are 1, 2, 3, 4, 5, a, b, c, d, abc, and bcd. Letting u = abc and
v = bcd, the quiver of E(A) is given by the following quiver ∆:
1
u∗
<<
a∗ // 2
v∗
""b∗ // 3 c
∗
// 4 d
∗
// 5
As for the relations, notice a∗b∗ = 0 because ab 6∈ 〈Γ2〉. Similarly, b∗c∗ = 0, and c∗d∗ = 0. As
for the nonzero relations, consider the path abcd = (abc)d = a(bcd). Thus u∗d∗ = a∗v∗, and
E(A) = K∆/〈a∗b∗, b∗c∗, c∗d∗, u∗d∗ − a∗v∗〉.
Now we want to construct A!. To do so, we use (3.5) and we obtain A! ∼= KQ/〈ab, bc, cd〉.
3.4 The Connection to {f ji }
Consider the quiver in 3.7. We repeat the above example using the f ji s instead of the
m-chains.
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Example 3.8. A = KQ/I is given by the following quiver:
1 a // 2 b // 3 c // 4 d // 5
where I = 〈abc, bcd〉. We compute the f ji s:
f 01 = 1 f
1
1 = a f
2
1 = abc f
5
1 = abcd
f 02 = 2 f
1
2 = b f
2
2 = bcd
f 03 = 3 f
1
3 = c
f 04 = 4 f
1
4 = d
f 05 = 5
By setting Pn =
ln⊕
k=1
vnkA, we get the same minimal projective resolution of A¯ as in (3.7).
0 −→ v51A −→
2⊕
k=1
v2kA −→
4⊕
k=1
v1kA −→
5⊕
k=1
v0kA −→ A¯→ 0
In this example, notice {f ji } = Γj. In fact, this is the case for all monomial algebras. We
will prove this by the end of the section.
Lemma 3.9. Let A = KQ/I be a monomial algebra where Q is a finite quiver and I is
an admissible monomial ideal. Then a family {f ji } of monomials can be chosen to yield a
minimal projective resolution of A¯.
Proof. We proceed by induction on j. Suppose I = 〈ρ1, ρ2, ...ρm〉 where {ρi} is a minimal
set of paths generating I. For j = 2, we show that {f 2i } = {ρi}. To do so, consider⊕
f 1i KQ∩
⊕
f 0i I =
⊕
f 0i I because
⊕
f 0i I ⊂
⊕
f 1i KQ. Then let {ρ′i} be chosen such that
1. Each ρ′i is a path.
2. {ρi} ⊂ {ρ′i}
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3.
⊕
f 0i I = I =
⊕
ρ′iKQ
We may set {ρ′i} = {f 2′i }. Now consider ρ′i = aiρibi where ai, bi are paths in Q. Suppose
l(ai) ≥ 1. Then ai ∈ f 1kKQ because {f 1k} is the set consisting of arrows of Q. Thus
aiρibi ∈ ⊕f 1i I, so ρ′i 6= f 2k for any k.
Now suppose ai is a vertex and l(bi) ≥ 1. Then aiρibi ∈ ⊕f 2′i J , so ρ′i 6= f 2k for any k.
Thus for any path ρ′i, if ρ
′
i 6= ρi, then ρ′i 6= f 2r for any index r. Now consider ρk. Note
ρk 6∈
⊕
f 1i I +
⊕
ρ′sJ because otherwise either ρk = f
1
i r for some arrow f
1
i and some element
r ∈ I, or ρk = ρ′sx for some x ∈ J , because ρk is monomial. Both of these cases lead to a
contradiction of our choice of {ρi}. Thus the family {f 2i } = {ρi}.
Now assume for t < j that {f ti } is chosen to be monomial and no linear combination of
a subset of {f ti } lies in
⊕
f j−1I +
⊕
f j
′
J . Consider the intersection
S =
⊕
f j−1i KQ∩
⊕
f j−2i I
By the induction hypothesis, f j−1i KQ is generated by monomials and f j−2i I is also generated
by monomials. The intersection is also generated by monomials and we can write S =
⊕
f j∗i
where f j∗i are monomials and construct {f ji } by removing the elements f j∗i ∈
⊕
f j−1i I +⊕
f j∗i J . Now we apply theorem 2.4 of [15] to conclude that {f ji } yields a minimal projective
resolution of A¯.
Corollary 3.10. f jk = f
j−1
i h
j−1,j
i,k for some path h
j−1,j
i,k where 1 ≤ i ≤ lj.
Proof. Recall f jk =
j−1∑
i=1
f j−1i h
j−1,j
i,k . By the previous lemma, the f
j−1
i are paths for each i.
Note f j−1i h
j−1,j
i,k 6= λf j−1t hj−1,jt,k for any constant λ for any t 6= i. Because f jk is also a path,
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we must have hj−1,ji,k is nonzero for exactly one value of i. Moreover, if f
j
k = f
j−1
i h
j−1,j
i,k and
f jk and f
j−1
i are paths, then so is h
j−1,j
i,k .
Theorem 3.11. Let A be a monomial algebra and let the f ji s be chosen as in the preceding
chapter to yield a minimal projectve resolution of A¯. Then {f ji } = Γj for all j where Γj is
the set of j-chains.
Proof. Proceed by induction on j. Note for j = 0 {f 0i } = {vertices in KQ} = Γ0. Assume
the claim holds for n ≤ j and consider f j+1k ∈ ⊕f jiKQ∩⊕f j−1i I. By (3.10),
f j+1k = f
j
i h
j,j+1
i,k = f
j−1
t h
j−1,j
t,i h
j,j+1
i,k
where hj−1,jt,i h
j,j+1
i,k ∈ I, thus contains a subpath in Γ2 by 3.9. By the induction hypothesis,
each f j−1t ∈ Γj−1 and f j−1t hj−1,jt,i = f ji ∈ Γj. Thus each f j+1k is a j-chain, so it is an element
of Γj+1.
For the reverse containment, suppose that p = qrs is a j-chain in Γj+1. Then q ∈ Γj−1
implies that q = f j−1t by the inductive hypothesis. Similarly, qr ∈ Γj implies that qr = f ji
for some i. Thus f ji = f
j−1
t r implies h
j−1,j
t,i = r. Because p is a j-chain, rs contains a subpath
in Γ2, which implies that rs ∈ I. Thus
p = f j−1t rs = f
j
i s ∈ ⊕f jiKQ∩⊕f j−1i I
Thus p = f j+1∗k for some value of k. If p 6∈ ⊕f ji I
⊕⊕f j+1′i J , then p = f jk and we are done.
So suppose p ∈ ⊕f ji I
⊕⊕f j+1′i J. Because p is a path, then p = f ji z for some path z ∈ I or
p = f j+1
′
i z for some path z.
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Case I: p = f ji z for some path z ∈ I. Then p = f ji s implies z = s. Because s 6∈ I, we get
a contradiction.
Case II: p = f j+1
′
i z for some path z. Then f
j+1′
i ∈ ⊕f jiKQ ∩ ⊕f j−1i I implies f j+1
′
i is a
j-chain. However, p = f j+1
′
k is also a j-chain. This is a contradiction because no j-chain can
left divide another by construction.
Thus, p = f j+1k for some k.
We can now cite a theorems found in [16] regarding j-chains. However, because the set
of j-chains is {f ji }, we rewrite the result using {f ji }.
Theorem 3.12. [16, Proposition 1.2] Let A be a monomial algebra. Then (f ji )
∗
(f sr )
∗ 6= 0 in
E(A) if and only if (f ji )
∗
(f sr )
∗ = λ(f j+sk )
∗
where λf ji f
s
r = f
j+s
k for some nonzero constant λ.
Chapter 4
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4.1 Introduction
The following is an open question: If A = KQ/I and I is admissible, when is E(A) finitely
generated? In general, E(A) need not be finitely generated, even in the monomial case,
as shown in [?GMH]. However, this chapter offers some partial solutions. It is well known
that if E(A) is generated in degrees 0 and 1, then A must be a Koszul algebra. We seek
to generalize this notion. First we look to monomial algebras: If A is monomial, we find
easily checked conditions for E(A) to be generated in degrees 0,1, and 2. To do so, we use
a construction from [14] to form a family {xji} which yields a projective resolution of A¯,
called the AGS resolution. This construction is also useful if A is not necessarily monomial.
In that situation, we consider the case where the AGS resolution is minimal and look to
the associated monomial algebra of A, found in [8] and [9], which we denote AMON. We
prove that if the AGS resolution is minimal and E(AMON) is finitely generated, then E(A)
is finitely generated. Next we look at 2-d-determined algebras, as defined in [12]. Let A be
a 2-d-determined algebra. We prove that if the AGS resolution is minimal, then E(A) is
generated in degrees 0,1, and 2. However, if the AGS resolution is not minimal, we prove
that E(A) need not be generated in degrees 0,1, and 2.
4.2 Noncommutative Gro¨bner Bases
Let A = KQ/I be a finite dimensional K-algebra. In this section we explore how to construct
a noncommutative Gro¨bner basis of A.
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Definition 4.1. KQ as a K-algebra with K-basis
B := { all the directed paths in Q}
Throughout this section we use terminology and results from [8], [9].
In order to construct a Gro¨bner basis we need to impose a well-order > on B. Recall >
is a well-order if it is a total order and every nonempty subset of B has a minimal element.
To find a well-order that works well with the structure of a path algebra, we require an
admissible ordering on B.
Definition 4.2. A well-order on B is admissible if it satisfies the following three conditions
for any p, q, r, s ∈ B
1. If p < q, then pr < qr if both pr and qr are nonzero.
2. If p < q, then sp < sq if both sp and sq are nonzero.
3. If p = qr, then p > q and p > r.
The admissible order used in this chapter will be the (left) length-lexicographic order. We
review it now. Suppose Q0 = {v1, ..., vn} and Q1 = {a1, ..., am}. We order first the vertices
and the arrows in an arbitrary way and set the vertices smaller than the arrows.
v1 < v2.... < vn < a1 < a2.... < am
Recall that we define the length of a path p = a1a2...am is m, and we denote it l(p) = m.
An ordering on all the paths now follows: if p and q are two paths, then p < q if one of the
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following cases hold:
1. l(p) < l(q),
2. l(p) = l(q), p = a1...am and q = b1...bm for ai, bi ∈ Q1, and a1 < b1.
3. l(p) = l(q), p = a1...am and q = b1...bm for ai, bi ∈ Q1, and there exists some 1 ≤ i ≤ m,
such that aj = bj for j < i and ai < bi.
From now on, we will always assume that < is an admissible ordering on B.
Definition 4.3. Let v =
∑
i αipi be a nonzero element of KQ where each αi ∈ K∗ and
pi ∈ B. We say the tip of v is pi if pi > pj for all j 6= i. We denote the tip of v by tip(v).
We denote the coefficient of the tip of v by C tip and write C tip(v) = αi if tip(v) = pi. If
X is a subset of KQ, we let
tip(X) = {b ∈ B | b = tip(x) for some nonzero x ∈ X}
We also define Nontip(v) = v − tip(v) and for a set X of KQ, we define
Nontip(X) = {nontip(v) | v ∈ X}
We will now define a noncommutative Gro¨bner basis for I.
Definition 4.4. If I is a two-sided ideal of KQ, define IMON = 〈tip(I)〉.
IMON is an important ideal because it is used in defining the following:
Definition 4.5. Let A = KQ/I where I is an admissible ideal. Then the associated mono-
mial algebra of A, denoted AMON is AMON = KQ/IMON.
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Definition 4.6. [8, 2.4] Let I be a two sided ideal of KQ. We say that a subset G ⊂ I is a
Gro¨bner basis for I with respect to < if
〈tip(G)〉 = IMON
There are a few things to note. First, G need not necessarily be finite. However, if IMON
can be generated finitely many elements, we have the following.
Theorem 4.7. [8, Proposition 2.8] If I is an admissible ideal of a path algebra KQ, then I
will always have a finite Gro¨bner basis.
Because IMON is a monomial ideal, the following proposition applies.
Proposition 4.8. [8, 2.5] Suppose Q is a finite quiver and I an admissible ideal of KQ.
Then IMON has a unique minimal monomial generating set.
By the above proposition, IMON has a minimal monomial generating set, which we will
denote T . If G is a Gro¨bner basis of I, then tip(G) contains T . We may now define a reduced
Gro¨bner basis of I.
Definition 4.9. [8, 2.5] Let I be an admissible ideal in KQ. Then G is a reduced Gro¨bner
basis for I with respect to > if G is a Gro¨bner basis for I and for every g ∈ G, C tip(g) = 1
and if a path p is a term of g, and p contains a subpath t, where t = tip(g′) for some g′ ∈ G,
then g = g′.
We also have the following
Proposition 4.10. [8] Let I be an admissible ideal in KQ. A set G of elements in I is a
reduced Gro¨bner basis for I (with respect to <) if the following conditions hold:
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1. If g ∈ G, then C tip(g) = 1.
2. If g ∈ G, then g − tip(g) ∈ Span(NonTip(I)).
3. tip(G) is the minimal monomial generating set for IMON
Definition 4.11. We say a set S ⊂ KQ is tip-reduced if s, s′ ∈ S and tip(s)=tip(s′)p for
some path p ∈ Q, then s = s′.
It follows that every reduced Gro¨bner basis is also a tip-reduced Gro¨bner basis. We now
paraphrase a proposition of Green specific to our situation:
Proposition 4.12. [8, 2.2,2.4.1] Let I be an admissible ideal of KQ generated by uniform
elements. Then I has a finite reduced Gro¨bner basis G = {G21, ..., G2l2} with respect to >
where each G2i is a uniform element of KQ.
Assume now that I is an admissible ideal generated by uniform elements. Because the
minimal generating set T of IMON ⊂ tip(G), we see that IMON is generated by elements
{tip(G21), tip(G22), ..., tip(G2l2)}. In view of the above proposition, since IMON is monomial
and G is tip-reduced, and {tip(G21), tip(G22), ..., tip(G2l2)} is a minimal set of generators for
IMON.
The following notion will be needed later in the chapter:
Definition 4.13. We say two paths p and q overlap if there are three paths t, r, s such that
such that
1. l(r) ≥ 1
2. trs = ps = tq
3. tr = p
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4.3 The AGS resolution
As seen in Chapter 2, a sequence of finite families {f ji } were constructed in an algorithmic
way such that
... −→
⊕
f 2i KQ/f 2i I −→
⊕
f 1i KQ/f 1i I −→
⊕
f 0i KQ/f 0i I −→ A¯ −→ 0 (4.1)
is a minimal projective resolution of A¯, where the differentials are induced by inclusion maps
in KQ. We attained this minimality by applying [15, theorem 2.4]. That is, after forming
the set {fn+1′i } such that
⊕
fn+1
′
i KQ =
⊕
fni KQ∩
⊕
fn−1j I, we discard enough elements of
the form fn+1
′
to obtain a set {fn+1i } such that no proper K-linear combination of a subset
of {fn+1j } is in
⊕
fni I +
⊕
fn+1
′
J . However, there is no unique way to choose the f ji s. In
this section we construct families {xni }, {xn′i } which satisfy the following properties. Recall,
by abuse of notation, that
⊕
xni A denotes
⊕
(xniKQ/xni I):
1. {x0i } = Q0
2. {x1i } = Q1
3. The set G = {x2i }, where G is a reduced Gro¨bner basis for I.
4. {xn+1i } can be chosen so that if P n =
⊕
i x
n+1
i A, then
...→ P n+1 → P n → ...→ P 0 → A¯→ 0
is a projective resolution of A¯ (but not necessarily minimal).
5. xn+1i 6∈
⊕
xnkI
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6. For every i and n, (
⊕
xni A)
⊕(⊕
xn
′
i A
)
=
⊕
xn−1i A ∩ xn−2i I
These families, {xni }, and {xn′i } are not unique. In this chapter, we employ an algorithm
found in [14], [1] to construct these sets. We call this algorithm the AGS algorithm. However,
we reemphasize that {xni } is constructed in a way where it is possible that some K-linear
combination of a subset of the {xni } is in
⊕
xn−1i I +
⊕
xn
′
J , so the minimality of the
resolution is not assured. For the convenience of the reader, we will review the algorithm.
First, for the case n = 2, and then for the general case. To do so, we need the following
definition.
Definition 4.14. [14] Let I be an admissible ideal of KQ and G be a fixed tip-reduced
Gro¨bner basis of I. Let p be a path in Q of length ≥ 1 and let X(p) be the set of all paths
q which satisfying the following conditions:
1. p left divides q and p 6= q, that is q = pr for some path r of length l(r) ≥ 1.
2. There is some element G2i ∈ G such that tip(G2i ) right divides q and q 6= tip(G2i ), that
is q = r tip(G2i ) for some path r with l(r) ≥ 1.
3. If q = q′s and q′ satisfies (1) and (2), then s is a vertex.
Note this definition is not symmetric and is only useful when studying right A-modules. We
also note that X(p) equals the disjoint union X(p) = W (p) unionsqO(p) where
W (p) = {q ∈ X(p) | q = pz tip(G2i ), for some path z such that l(z) ≥ 1}
and
O(p) = X(p)−W (p)
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O(p) is a set which will be used repeatedly throughout the chapter for various paths p.
We may use the following diagram to visualize the set O(p): it is the set of shortest paths q
such that the following diagram can be constructed.
q
//
p
##
t
CC
tip(G2i )
;;
r

We review now how this can be used to construct two families, {x2(i,q)}l
1
i=1 and {x2′(i,q)}l
1
i=1.
We will ultimately show {x2(i,q)} = {G2i } after certain properties of {x2(i,q)} are established.
The construction of {x2(i,q)} and {x2
′
(i,q)} is outlined in the following steps:
Step 1: Set Q0 = {x0i }i∈Tˆ0 and Q1 = {x1i }i∈Tˆ1 where Tˆ0, Tˆ1 are indexing sets. Consequently,
we have the following KQ-presentation of A¯
0→
⊕
i∈Tˆ1
x1iKQ H
1−→
⊕
i∈Tˆ0
x0iKQ pi−→ A¯→ 0
where H1 is the inclusion map. Note that x0i and x
1
j are uniform elements of KQ for all i, j
and the set {x1i }i∈Tˆ1 is tip-reduced.
Step 2: Define the following sets
T2 = {(i, q) | i ∈ Tˆ1 and q ∈ O(x1i )}
and
U2 = {(i, q) | i ∈ Tˆ1 and q ∈ W (x1i )}
where the sets W (x1i ) and O(x
1
i ) are defined above. Note that we can have two different
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paths, q1 and q2, which both correspond to the same arrow i.
Remark 4.15. For each (i, q) ∈ T2, we have q = x1i pq = q′ tip(G2j) for some paths pq and q′
and some index j. We consider x1i pq − q′G2j , which has no terms of length 0 because neither
x1i pq nor q
′G2j does. Thus pi(x
1
i pq−q′G2j) = 0, which implies x1i pq−q′G2j ∈
⊕
i∈Tˆ1
x1iKQ. Hence,
x1i pq − q′G2j =
∑
k∈Tˆ1
x1krk for some rk in KQ. It is important to note that x1i pq = tip(q′G2j),
which implies tip(
∑
k∈Tˆ1
x1krk) < x
1
i pq. Consequently, x
1
i pq is not a term in
∑
k∈Tˆ1
x1krk. However
it is possible to have x1i ri appear as a summand in
∑
k∈Tˆ1
x1krk. If that is the case, then
tip(ri) < pq.
If G2j = tip(G
2
j), then x
1
i pq − q′G2j = 0 as both x1i pq and q′G2j will be paths.
Step 3: For each (i, q) ∈ T2, we set x2(i,q) = x1i pq −
∑
k∈T1
x1krk. It is clear x
2
(i,q) ∈
⊕
x1iKQ.
Because q′G2j ∈
⊕
x0i I,
x2(i,q) ∈
⊕
i∈T1
x1iKQ∩
⊕
i∈T0
x0i I
Moreover, tip(x2(i,q)) = x
1
i pq by construction.
Step 4: If (i, q) ∈ U2 then there exists a path zq and G2j such that q = x1i zq tip(G2j). Define
x2
′
(i,q) = x
1
i zqG
2
j . It is clear that x
2′
(i,q) ∈
⊕
x1i I and tip(x
2′
(i,q)) = x
1
i zq tip(G
2
j) = q.
We show now that if (i, q) ∈ T2, then x2(i,q) = G2j for some j. Because q = x1i pq = q′ tip(G2j) ∈
O(x1i ), we must have l(q
′) = 0 (Otherwise, (i, q) 6∈ T2). This implies that
x1i pq −G2j = −nontip(G2j)
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which can be written as an element in
⊕
x1kKQ. Suppose nontip(G2j) =
∑
k∈Tˆ1
x1krk. Then
x2(i,q) = x
1
i pq +
∑
k∈Tˆ1
x1krk = tip(G
2
j) + nontip(G
2
j) = G
2
j
We have shown that every x2(i,q) = G
2
j for some j. Now suppose (i1, q1) 6= (i2, q2) are two
pairs corresponding to x2(i1,q1) and x
2
(i2,q2)
, respectively. By construction, tip(x2(ij ,qj)) = x
1
ij
pqj
for j = 1, 2. Because (i1, q1) 6= (i2, q2) either i1 6= i2 or q1 6= q2. If i1 6= i2, then x1i1 6= x1i2 ,
which implies x2(i1,q1) 6= x2(i2,q2). If q1 6= q2 then the same conclusion can be reached. Thus
each pair (i, q) corresponds uniquely to a G2j .
Now we show that for every j, G2j = x
2
(i,q) for some pair (i, q). Notice that tip(G
2
j) = x
1
i p
for some path p and some arrow x1i . {G2i } is tip-reduced, so there is a unique pair (i, q) such
that q = x1i p. By the above argument, we know this pair (i, q) yields x
2
(i,q) = G
2
j . Then, if
necessary, reindex the set {x2(i,q)} with a single index as {x2j} in a way so that x2j = G2j .
We are now ready to review the algorithm found in [14] to construct the sets {xn(i,q)}, {xn
′
(i,q)}
for all n ≥ 3. We do this inductively, using the case n = 2 as our base case. Assume
Tˆj = {xj(i,q)} and Uˆj = {xj
′
(i,q)} has been constructed for all j ≤ n. We may reindex and write
Tˆj = {xji}{1≤j≤lj}
and
Uˆj = {xj′i }{1≤j≤uj}
we then construct an element xn+1(i,q) by the following steps:
Step 1: For every i, we may assume, by the inductive hypothesis, that tip(xni ) = tip(x
n−1
k )t
n−1,n
k,i
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where tn−1,nk,i is a path in Q.
Step 2: Compute X(tn−1,nk,i ) and construct
Tn+1 = {(i, q) | xni ∈ Tˆn and q ∈ O(tn−1,nk,i )}
and
Un+1 = {(i, q) | xni ∈ Tˆn and q ∈ N(tn−1,nk,i )}
Step 3: For (i, q) ∈ Tn+1, write q = tn−1,nk,i pq = zq tip(x2t ) for some x2t , where zq and pq are
paths in Q. Then
tip(xni )pq = tip(x
n−1
k )t
n−1,n
k,i pq
= tip(xn−1k )q
= tip(xn−1k )zq tip(x
2
t )
and let
d = xni pq − xn−1k zqx2t
Notice that
xni pq ∈
⊕
Tˆn
xnjKQ
so xn−1k ∈
⊕
Tˆn−2 x
n−2
j KQ by the induction hypothesis. We may assume xn−1k zqx2t ∈
⊕
Tˆn−2 x
n−2
j I
as x2t ∈ I. Thus
xn−1k zqx
2
t ∈
⊕
Tˆn−1
xn−1j KQ∩
⊕
Tˆn−2
xn−2j I
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By the inductive hypothosis,
⊕
Tˆn−1
xn−1j KQ∩
⊕
Tˆn−2
xn−2j I =
⊕
Tˆn
xnjKQ
⊕⊕
Uˆn
xn
′
j KQ

Thus
d ∈
⊕
Tˆn
xnjKQ
⊕⊕
Uˆn
xn
′
j KQ

and so we can write
d = xni pq − λxn−1k zqx2t =
∑
Tˆn
xnj rj +
∑
Uˆn
xn
′
j wj
Step 3: Set xn+1(i,q) = x
n
i pq −
∑
Tˆn
xnj rj.
Step 4: For (i, q) in Un+1, tip(x
n
k)zq tip(x
2
t ) = q for some index t and some path zq. Set
xn+1
′
(i,q) = x
n
kzqx
2
t .
Remark 4.16. Clearly xn+1(i,q) ∈
⊕ˆ
Tn
xnjKQ, and
xn+1(i,q) = x
n−1
k zqx
2
t +
∑
Uˆn
xn
′
j wj ∈
⊕
Tˆn−1
xn−1j I
Also, xn+1
′
(i,q) ∈
⊕
Tˆn
xnj I, which implies
xn+1
′
(i,q) ∈
⊕
Tˆn
xnjKQ∩
⊕
Tˆn−1
xn−1j I
CHAPTER 4. THE ASSOCIATED MONOMIAL ALGEBRA 81
We must have
 ⊕
(j,q)∈Tn+1
xn+1(i,q)KQ
⊕ ⊕
(i,q)∈Un+1
xn+1
′
(i,q) KQ
 ⊂⊕
Tˆn
xnjKQ∩
⊕
Tˆn−1
xn−1j I
In fact, equality holds. For the reverse containment, we repeat the proof from [14] for the
convenience of the reader. Suppose
⊕
Tˆn+1
xn+1i A+
⊕
Uˆn+1
xn+1
′
j A
does not generate
⊕
xniKQ ∩
⊕
xn−1i I. Let y ∈
⊕
xniKQ ∩
⊕
xn−1i I be chosen such that
tip(y) is minimal with respect to the property that
y 6∈
⊕
Tˆn+1
xn+1i A
⊕⊕
Uˆn+1
xn+1
′
i A

However, because y ∈ ⊕ˆ
Tn
xniKQ, tip(y) = tip(xni )p for some xni ∈ Tˆn and some path p in Q.
But because y ∈ ⊕Tˆn−1 xn−1j I, we have tip(y) = tip(xn−1k )w tip(x2r)z for some index k and
some paths w, z. We may choose the index r such that w has minimal length. In other words,
if w1 tip(x
2
i )z1 = w2 tip(x
2
r)z2, we know l(w2) ≤ l(w1). Thus tip(xn−1k )w tip(x2r)z = tip(xni )p
and either tip(x2r) overlaps tip(x
n
i ) or it does not. If they do overlap, then there exists some
l such that tip(xn+1l )z = tip(y). Then, for λ ∈ K∗,
y − λxn+1l z 6∈
⊕
Tˆn+1
xn+1i A+
⊕
Uˆn+1
xn+1
′
j A
However tip(y−λxn+1l z) < tip(y), which contradicts our choice of y. Thus tip(xnr ) and tip(xni )
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do not overlap. Consequently, there exists some xn+1
′
l ∈ Uˆn+1 such that tip(xn+1
′
l )z = tip(y)
for some path z ∈ Q. This leads to a similar contradiction. Thus no such y exists and
⊕
xniKQ∩
⊕
xn−1i I =
⊕
Tˆn+1
xn+1i KQ
⊕⊕
Uˆn+1
xn+1
′
j KQ

We now have a family {xni } which satisfy the following conditions:
1. ⊕
Tˆn
xniKQ∩
⊕
Tˆn−1
xn−1i I =
⊕
Tˆn+1
xn+1i KQ
⊕⊕
Uˆn+1
xn+1
′
j KQ

2. xni 6∈
⊕ˆ
Tn
xn−1j I.
3. Each xni is uniform.
4. For every n, the set {xni } is tip reduced.
Notice {tip(xni )}1≤i≤ln is chosen uniquely. We may now apply the methods found in [16] to
conclude
...
⊕
xnj ∈Tˆn
xnjKQ → ...→
⊕
x1j∈Tˆ0
→ A¯→ 0
is a projective (not necessarily minimal) resolution of A¯ over A and we call this resolution
the AGS resolution of A¯ over A.
4.4 The Monomial Algebra Case
Let Q be a finite quiver and let I be an admissible monomial ideal of KQ. Let A = KQ/I.
We know I is generated by {x21, ..., x2l2} where {x2i } is constructed as in the previous section.
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In this section we find that there are necessary and sufficient conditions for E(A) to be
generated in degrees 0,1, and 2. To do so, we start with the following.
Proposition 4.17. xni is a monomial for all i, n.
Proof. We proceed by induction on n. The case n = 1 is trivial because {x1i } is the set of
arrows, each x1i is a path. Assume now that for all j ≤ n, xji is a monomial. We show that
xn+1s is monomial for all s. To do so, for every i, consider x
n
i = x
n−1
k h
n−1,n
k,i for some path h
and some index k. Suppose q ∈ O(hn−1,nk,i )and p is a path such that hn−1,nk,i p = q. Consider
the difference d = xni p− xn−1k q. We assume xni and xn−1k are monomials by induction and p
and q are paths. This implies d = 0. Consequently, there is an index s such that xn+1s = x
n
i p
is a monomial and the proof is complete.
It is a known fact, see [12], that for monomial algebras, the AGS resolution is always
minimal. For the convenience of the reader, we provide a proof here. We do so by connecting
{xmi } to the m-chains described in 3.2. It suffices to prove that for every m, {xmi } = Γm.
Proposition 4.18. For a monomial algebra A = KQ/I where I is an admissible ideal,
{xmi } = Γm for every m ≥ 0.
Proof. We use induction on m. For the base case, notice {x1i } = Γ1 as both are the set of
arrows, so each x1i is a path. Now assume for all n < m, {xni } = Γn. Now consider xmi for
some i. By the construction in the previous proof, we know xmi = x
m−1
k p for some path p
and some index k. More specifically, to obtain p, we write xm−1k = x
m−2
j h for some path h
where hp ∈ O(h). This implies that some x2s left divides hp. In other words, xmi = xm−2j hp
where, by the inductive hypothesis, xm−2j ∈ Γm−2 and xm−1k = xm−2j h ∈ Γm−1. Moreover,
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again by the induction hypothesis, x2s ∈ Γ2. It follows that hp contains a subpath in Γ2.
Thus xmi ∈ Γm.
Conversely, suppose qrs ∈ Γm, where q ∈ Γm−2, qr ∈ Γm−1, and rs contains a subpath in
Γ2. By the inductive hypothesis, we assume q = x
m−2
j , qr = x
m−1
k , and x
2
t is a subpath of rs,
for some j, k, t. Note that x2t right divides rs, otherwise qrs would have a proper subpath
which is also an (m−1)-prechain, contradicting our choice of qrs. In other words, rs ∈ O(r).
Thus qrs = xmi for some i.
Let vmk = t(x
m
k ). Now that we know {xmi } = Γm for each m, we see immediately that
...
⊕
k
vmk A→
⊕
vm−1k A→ ...→
⊕
v1kA→
⊕
v0kA→ A¯→ 0
is a minimal projective resolution of A¯ over A. As in Chapter 2, we may define basis elements
of E(A) to be of the form
(xmi )
∗ = (0, ..., 0, pimi , 0, .., 0) ∈ HomA(
⊕
vmk A, A¯)
which is the matrix with nonzero mth entry pimi .
Now we introduce a set which will be of key importance in the next theorem.
Definition 4.19. Let A = KQ/I be a monomial algebra and let S ⊂ KQ be the set of
paths p in Q such that
1. x2kp = tx
2
r for some path p where l(t) ≥ 1 and x2r = wp for some path w such that
l(w) ≥ 1.
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2. If p and p′ are such that x2kp = rx
2
t and x
2
kp
′ = r′x2t′ and p and p
′ left divides x2t , x
2
t′
respectively, then p = p′.
It is important to note that if A = KQ/I is a monomial algebra, then the reduced
Gro¨bner basis of I is the unique minimal monomial generating set of I.
Theorem 4.20. Let A = KQ/I be a monomial algebra where G = 〈x2i 〉1≤i≤l2 is the unique
minimal monomial generating set of I. Then E(A) is generated in degrees 0,1, and 2 if and
only if for all paths p ∈ S, we have that if q ∈ O(p), then either q ∈ G or l(q) = l(p) + 1.
Before we prove the theorem, we provide some illustrating examples.
Example 4.21. Let Q be given by the following quiver
v
a
--
b
qq
and let A = KQ/I where I = 〈a3, b2, aba〉 and
G = {a3, b2, aba}
so we can set
x21 = a
3
x22 = b
2
x23 = aba
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It is easy to see S = {ba, a, b} and consider the path p = ba ∈ S. Note that as paths,
a2(aba) = (a3)ba
and we compute O(ba) = {baba, ba3} Because baba 6∈ G and l(baba) = 4 = l(ba) + 2, by the
above theorem, E(A) cannot be generated in degrees 1 and 2.
Example 4.22. Let Q be
v
a
--
b
qq
and let A = KQ/I where I = 〈aba, bab, a2, b2〉 and
G = {aba, bab, a2, b2}
So we can set
x21 = aba
x22 = bab
x23 = a
2
x24 = b
2
Clearly, S = {a, b, ba, ab}.
1. p = ba. Indeed we see
a(aba) = a2(ba)
and O(ba) = {bab, ba2}. Notice bab ∈ G and l(ba2) = l(ba) + 1.
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2. p = a Indeed we see
b(aba) = (bab)a
and O(a) = {aba, a2}. Notice both aba and a2 are elements in G.
3. p = b. Indeed we see
b(b2) = (b2)b
and O(b) = {bab, b2}. Notice both bab and b2 are elements in G.
4. p = ab. Indeed we see
b(bab) = (b2)ab
and O(ab) = {aba, ab2}. Notice aba ∈ G and l(ab2) = l(ab) + 1.
By the above theorem, we know E(A) must be generated in degrees 0, 1 and 2. Moreover,
we can even determine the generators of E(A). Because we know {xmi } = Γm and Γm = {f ji }
from Chapter 2, the reslts of Chapter 2 apply. Specifically, we can apply 2.10 to see both
(a2)∗ = a∗a∗ and (b2)∗ = b∗b∗ are elements in (Ext1A(A¯, A¯))
2. The same corollary tells us
that a∗b∗a∗ and b∗a∗b∗ are not elements in (Ext1A(A¯, A¯))
2, thus must be minimal generators
of E(A). Thus the set of generators for E(A) are as follows:
v∗, a∗, b∗, (aba)∗, (bab)∗
Example 4.23. Truncated Monomial Algebras: Let A = KQ/I be a monomial algebra
where I is the ideal generated by all the paths of length m. Let |Q0| = n and |Q1| = c. Let
p be any path in Q such that p 6∈ I. Suppose O(p) is nonempty, and let q ∈ O(p). Then for
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some index l and some paths w, z,
p
//
w

x2l
##
z
//
and we know l(x2l ) = m, which implies l(pz) ≥ m. If l(pz) > m, then pz = x2t t′ where
l(x2t ) = m
p
//
x2t
77
w

x2l
''
z
//
t
CC
which implies that x2t ∈ O(p) and x2t left divides q. This contradicts our choice that q ∈ O(p).
Thus, l(pz) = m, which implies that l(w) = 0. Consequently, q = x2l ∈ G.
We have shown that for all paths p 6∈ I, if q ∈ O(p), q ∈ G. Because S ∩ I = ∅, the same
holds for all p ∈ S. Therefore E(A) is generated in degrees 0,1, and 2.
If m = 2, by 2.10, we see that for all x2i , (x
2
i )
∗ = (x1k)
∗(x1s)
∗ for some indices k, s. Thus
E(A) is generated in degree 0 and 1. If m > 2, then, also by 2.10, we see that for all x2i ,
(x2i )
∗ 6∈ Ext1A(A¯, A¯)2, thus must be a minimal generator. Then the minimal generators of
E(A) are the following:
{(x01)∗, ..., (x0n)∗, (x11)∗, ..., (x1c)∗, (x21)∗, ..., (x2l2)∗}
This example shows it is not always necessary to compute S.
Example 4.24. Let
A = K[x1, ..., xn]/〈xjxi, xmii | i 6= j〉
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where
G = {xjxi, xmii | i 6= j}
Then
S = {xi | 1 ≤ i ≤ n}
because xmii ∈ G. Notice that for all i, q ∈ O(xi) implies q ∈ {xmii , xixk | k 6= i} ⊂ G. Thus
E(A) is generated in degrees 0,1,2. By 2.8, we know that the minimal generators of degree
2 are of the form (xmii )
∗ where mi ≥ 3.
Example 4.25. Here is another local monomial algebra.
A = K[x1, ..., xn]/〈xjxi, xmii , xmnn | 1 ≤ i < j ≤ n〉
where
G = {xjxi, xmii , xmnn | 1 ≤ i < j ≤ n}
Then
S = {xi | 1 ≤ i ≤ n}
because xmii ∈ G. Notice that for all i, q ∈ O(xi) implies q ∈ {xmii , xixk | 1 ≤ k < i} ⊂ G.
Thus E(A) is generated in degrees 0,1,2. By 2.8, we know that the minimal generators of
degree 2 are of the form (xmii )
∗ where mi ≥ 3.
Remark 4.26. Recall 3.12, which states that given a monomial algebra, for every j and s,
we have (xji )
∗
(xsr)
∗ = (xj+sk )
∗
if and only if xjix
s
r = x
j+s
k .
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Lemma 4.27. For every k, let x2k = aq where a ∈ Q1 and q is a path in Q. Then p ∈ S
implies qp ∈ O(p2k) for some k.
Proof. Suppose p ∈ S and qp 6∈ O(q). Because p ∈ S, we know there exist indices k, t and a
path r such that x2kp = rx
2
t . Also, since qp 6∈ O(q), we know there exists a path p′ such that
for some path z where l(z) ≥ 1, we have p′z = p and qp′ ∈ O(q). In other words, qp = zx2s
for some index s. This implies x2kp
′ = azx2s. However, by 4.19, this implies p = p
′.
We now prove the theorem 4.20.
Proof. Let G = {x2i }l2i=1 be the reduced Gro¨bner basis for I. For each k, we may write
x2k = a
2
kp
2
k where a
2
k ∈ Q1 and p2k is a path in Q. Recall how we construct the set {x3i }. For
every i, x3i = a
2
kq where q ∈ O(p2k). From the algorithm we see that any x3i is the dotted
path in the following diagram.
x2k
a
2
k //
p2k //
q
GG
z
CC
w
CC
x2r
DD
t //
where q = zx2r = p
2
kt and x
2
r = wt and l(a
1
k) = 1, l(p
2
k) ≥ 1, and l(t) ≥ 1 (We know l(t) ≥ 1
because p2k 6∈ I and p2kt ∈ I).
Now suppose p ∈ S. We claim that p = t for some x3i in the diagram above. If t ∈ S,
then x2kp = mx
2
r for some path m and some indices k, r. We can write x
2
k = a
2
kp
2
k. Because
p ∈ S, we know p2kp ∈ O(p2k) by 4.27. Thus the claim holds and such an x3i exists.
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(⇒) Assume E(A) is generated in degree 0,1, and 2. Let t ∈ S and x3i chosen so that
x3i = x
2
kt. By the above remark, one of the following three cases must occur:
1. Case I: (x3i )
∗ = (x1k1)
∗(x1k2)
∗(x1k3)
∗ which implies x3i = x
1
k1
x1k2x
1
k3
.
2. Case II: (x3i )
∗ = (x2k1)
∗(x1k2)
∗ which implies x3i = x
2
k1
x1k2 .
3. Case III: (x3i )
∗ = (x1k1)
∗(x2k2)
∗ which implies x3i = x
1
k1
x2k2 .
Case I: Assume x3i = x
1
k1
x1k2x
1
k3
. Then a1k = x
1
k1
which implies that q = x1k2x
1
k3
. Because
q ∈ O(p2k), we know q = zx2r for some path z and some r. Because l(x2r) ≥ 2, we must have
q = x2r.
Case II: Assume x3i = x
2
k1
x1k2 . Then consider the following diagram
x2k1

a2k1 //
p2k1 //
q
HH
x1k2 //
and we see l(q) = l(p2k1) + 1.
Case III: Assume x3i = x
1
k1
x2k2 . Similar to Case 1, we must have a
1
k = x
1
k1
and q = x2k2 ∈ G.
With these three cases, we have shown that for all q ∈ O(p2k), either l(q) = l(p2k)+1 or q ∈ G.
Now we repeat our argument as we consider the construction of {x4i }. To construct x4j
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for any j, we first start with an x3i ,
x2k
a
2
k //
p2k //
q
GG
z
CC
w
CC
x2r
DD
t //
Now we find O(t). Suppose q′ ∈ O(t) Then q′ = tt′ for some path t′ such that l(t′) ≥ 1 such
that tt′ = z′w′x2s for some s. Then x
4
j can be visualized by the following diagram:
x2k
a
2
k //
p2k //
q
DD
z
CC
w
CC
x2r
??
t //
q′

z′

w′

x2s
t′ //
Because we assume E(A) is generated in degrees 0,1, and 2, we may assume one of the
following holds:
1. Case I: (x4i )
∗ = (x1k1)
∗(x1k2)
∗(x1k3)
∗(x1k4)
∗, which implies x4i = x
1
k1
x1k2x
1
k3
x1k4
2. Case II: (x4i )
∗ = (x1k1)
∗(x1k2)
∗(x2k3)
∗, which implies x4i = x
1
k1
x1k2x
2
k3
3. Case III: (x4i )
∗ = (x1k1)
∗(x2k2)
∗(x1k3)
∗, which implies x4i = x
1
k1
x2k2x
1
k3
4. Case IV: (x4i )
∗ = (x2k1)
∗(x1k2)
∗(x1k3)
∗, which implies x4i = x
2
k1
x1k2x
1
k3
5. Case V: (x4i )
∗ = (x2k1)
∗(x2k2)
∗, which implies x4i = x
2
k1
x2k2
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Case I: Assume x4i = x
1
k1
x1k2x
1
k3
x1k4 . Then l(x
4
i ) = 4. Because l(a
2
k) = 1, l(p
1
k) ≥ 1, l(t) ≥ 1,
and l(t′) ≥ 1, we must have a2k, p2k, t, and t′ are all arrows and a2k = x1k1 , p2k = x1k2 , t = x1k3 and
t′ = x1k4 . Consequently, q
′ = x2s.
Case II: Assume x4i = x
1
k1
x1k2x
2
k3
. Then, as before, we must have x1k1 = a
2
k, and x
2
s = x
2
k3
.
Then x1k2 = p
2
kz
′. Because l(p2k) ≥ 1, we must have p2k = x1k2 . Consequently, q′ = x2s.
Case III: Assume x4i = x
1
k1
x2k2x
1
k3
. Then a2k = x
1
k1
as before. We must have x2k2m1 = zx
2
rm2
for some paths m1,m2. However, if either l(m1), l(m2), or l(z) ≥ 1, then G is not a reduced
Gro¨bner basis. Thus, we have x2k2 = x
2
r. Consequently, x
1
k3
= t′, which implies that l(q′) =
l(q) + 1.
Case IV: Assume x4i = x
2
k1
x1k2x
1
k3
. Then x2k1 = x
2
k and because l(t) ≥ 1 and l(t′) ≥ 1, we
must have t = x1k2 and t
′ = x1k3 , and x
2
s = q
′. Thus q′ ∈ G.
Case V: Assume x4i = x
2
k1
x2k2 . Then x
2
k1
= x2k and x
2
k2
= x2s. We then have l(z
′) = 0, which
implies q′ = x2s. Consequently, q
′ ∈ G.
In all cases, we have q′ ∈ G or l(q′) = l(q) + 1. Because for all paths p such that ax2r = x2kp
there exists some x3i with p = t the claim holds.
To prove the converse, we proceed by induction on n to show that if (xni )
∗ is generated in
degrees 0, 1, 2, then for all k such that xn+1k = x
n
i h
n−1,n
i,k , (x
n+1
k )
∗ is also generated in degrees
0,1, and 2. The case where n = 2 is trivial because every (x2i )
∗ is generated in degree 2. We
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start by visualizing xni = x
n−1
j h
n−1,n
j,i .
//
x2m1
z // t //
x2m2
DD
hn−1,nj,i //
for some indices m1,m2 and some paths z, t. Because zx
2
m2
= x2m1h
n−1,n
j,i . we know for all
q ∈ O(hn−1,nj,i ) either q ∈ G or l(q) = l(hn−1,nj,i ).
Case I: Assume q ∈ G. Then q = x2s for some s and xn+1k = xn−1j x2s. By the inductive
hypothosis, we assume (xn−1j )
∗ is generated in degree 0,1, and 2. It follows that (xn+1k )
∗ is
as well.
Case II: Assume l(q) = l(hn−1,nj,i )+1. Then x
n+1
k = x
n
i x
1
m for some index m. By the inductive
hypothesis, we assume (xni )
∗ is generated in degree 0,1, and 2, so it follows that (xn+1k )
∗ is
also generated in degrees 0,1, and 2.
4.5 The Case Where the AGS Resolution is Minimal
In this section, suppose A is a finitely generated graded K-algebra and A = KQ/I. We
consider the important case where the AGS resolution is a minimal resolution of A¯. In other
words, we consider the case where for each j, {xji} = {f ji } from Chapter 2 and we wish to
prove the following: Assuming the AGS resolution is minimal, then if E(AMON) is finitely
generated,then E(A) is finitely generated.
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First let us consider AMON. Suppose PMON is the AGS resolution of A¯MON over AMON.
...P 2MON → P 1MON → P 0MON → A¯→ 0
Let {gnk} = Γn be the n-chains, as given as in [16] and vnk = t(gnk ). Then P nMON =⊕
vnkAMON. By [12], we know PMON is minimal.
Consider now the AGS resolution of A¯ over A. If {fni } is given by the AGS algorithm of
A¯ over A we know, by construction, that tip(fni ) = g
n
i and thus t(f
n
i ) = v
n
i . We may write
the AGS resolution P of A¯ as
...P 2 → P 1 → P 0 → A¯→ 0
where P n =
⊕
vnkA. Note that P need not be minimal in general. However, from here on,
we assume that P is a minimal projective resolution.
Since we assume the AGS resolution is a minimal projective resolution of A¯ over A, letting
{(fni )∗} be the corresponding basis of ExtnA(A¯, A¯), we know we may write (fn−zm )∗(f zi )∗ as
a linear combination of elements of of the form (fnk )
∗. It turns out the coefficients have a
particular form. Namely, if
fnk = f
n−z
1 h
n−z,n
1,k + ....+ f
n−z
m h
n−z,n
m,k + ...+ f
n−z
ln−zh
n−z,n
ln−z ,k
then we will show that
hn−z,nm,k =
∑
Tˆz
f zs bs +
∑
Uˆz
f z
′
t ct
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where bs, cs ∈ KQ. Recall that Tˆz = {f zk | 1 ≤ k ≤ lz}.
Definition 4.28. For some m, i, z ∈ Z, let Zn−z,nm,i be the set containing all elements fnk
which satisfy the following property:
• Writing hn−z,nm,k =
lz∑
s=1
f zs bs +
∑ˆ
Uz
f z
′
t ct, then bi has a term in K
∗
If there is no index k such that hn−z,nm,k =
lz∑
s=1
f zs bs +
∑ˆ
Uz
f z
′
t ct and bi has a term in K
∗, then
Zn−z,nm,i is empty. To get a better handle on such a technical set, here is an example:
Example 4.29.
1
a
--
b
qq
and let A = KQ/I where I = 〈aba, bab, a2, b2〉
f 01 = 1 f
1
1 = a f
2
1 = a
2 f 31 = a
3
f 12 = b f
2
2 = b
2 f 32 = b
3
f 23 = aba f
3
3 = a
2ba
f 24 = bab f
3
4 = b
2ab
f 2
′
1 = ab
2 f 35 = aba
2
f 2
′
2 = ba
2 f 36 = bab
2
f 37 = abab
f 38 = baba
Say we wish to construct Z1,31,4 . By definition, this is the set consisting of f
3
k which satisfy
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the following property: h1,31,k =
l1∑
s=1
f 1s bs +
∑ˆ
Uz
f z
′
t ct, then b4 has a term in K
∗. Note that
f 31 = a
3 = f 11 f
2
1 ⇒ h1,31,1 = f 21
f 32 = b
3 = f 12 f
2
2 ⇒ h1,32,2 = f 22
f 33 = a
2ba = f 11 f
2
3 ⇒ h1,31,3 = f 23
f 34 = b
2ab = f 12 f
2
4 ⇒ h1,32,4 = f 24
f 35 = aba
2 = f 11 f
2′
2 ⇒ h1,31,5 = f 2
′
2
f 36 = bab
2 = f 12 f
2′
1 ⇒ h1,32,6 = f 2
′
1
f 37 = abab = f
1
1 f
2
4 ⇒ h1,31,7 = f 24
f 38 = baba = f
1
2 f
2
3 ⇒ h1,32,8 = f 23
and the only f 3k such that h
1,3
1,k = f
2
4 is f
3
7 . Thus Z
1,3
1,4 = {f 37}.
Lemma 4.30. Let {fni } be given by the AGS algorithm and let {(fni )∗} the corresponding
basis of ExtnA(A¯, A¯). Then for every m, i,
(fn−zm )
∗(f zi )
∗ =
∑
fnk ∈Zn−z,nm,i
λk(f
n
k )
∗
where λk ∈ K∗.
Proof. First we look at the following diagram, in which each square commutes, found in
section 3 of [15]. However, here we make our diagram specific to the module A¯ and we use
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results found in section 4 of [14]. Let vnk = t(f
n
k ) and v
n′
k = t(f
n′
k ).
⊕
vn+rk A
//
(bi,j)

⊕
vn+r−1k A //

· · · //⊕ vnkA //

ΩnA¯ //
(fnj )
∗

0
P n+r 
 //
77 77
(ai,j)

P n+r−1 
 //
66 66

· · · // P n //
99 99

ΩnA¯ //

0⊕
vrkA
(fri )
∗

//
⊕
vr−1k A // · · · //
⊕
v0kA
// A¯ // 0
P r

  //
77 77
P r−1 
 //
66 66
· · · // P 0 //
99 99
A¯ //// 0
A¯
KQ
77 77
where
P n =
ln⊕
k=1
vnkKQ+
⊕
Uˆn
vn
′
k KQ
To paraphrase [15], we do not want to complicate notation and assume the map (f ri )
∗
denotes the map P r → A¯ as well as its image modulo I, ⊕ vrkA → A¯. However, we
briefly describe the maps in detail. Note the map P r →
lr⊕
k=1
vrkA is the matrix (Q, 0) where
Q :
lr⊕
k=1
vrkKQ →
lr⊕
k=1
vrkA is the canonical projection map. We know
⊕ˆ
Ur
vr
′
k KQ must map to
0 from corollary 14 of [14]. Thus we may define the map P r → KQ as the matrix (N, 0)
where N :
lr⊕
k=1
vrkKQ → KQ is the map (1, 1, ..., 1) and 0 is the zero map.
The red rows are minimal AGS resolutions of ΩnA¯ and A¯ over A, respectively. The
red face of the parallelepiped is the front face modulo the ideal I. Suppose the lifting map
(ai,j) : P
n+r → P r is such that for some i, j, ai,j is multiplication by an element in x ∈ KQ
where x has a nonzero constant term λ. An easy computation shows this is true if and only
if modulo I, the lifting map (bi,j) : v
n+r
k A → vrkA satisfies that bi,j is also multiplication by
an element x¯ ∈ A with λ¯ as a nonzero constant term.
Now assume t(fn−zm ) = v
0
1 and s(f
z
i ) = v
0
1 and consider the following commutative dia-
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gram
ln⊕
k=1
vnkKQ+
⊕ˆ
Un
vn
′
k KQ M1//
(ai,j)

ln−z⊕
k=1
vn−zk KQ+
⊕ˆ
Un−z
vn−z
′
k KQ
L0

(fn−zm )
∗
''l
z⊕
k=1
vzkKQ+
⊕ˆ
Uz
vz
′
k KQ
(fzi )
∗

M2 //
l0⊕
k=1
v0kKQ // A¯ // 0
A¯
where
L0 =

0 0 ... 1 ... 0
0 ... ... 0 ... 0
...
...
...
...
...
...
0 ... ... ... ... 0

where the (1,m) entry is 1,
M1 =
(
(hn−z,n) D1
0 D2
)
M2 =
(
(h0,z) C1
0 C2
)
and by (f zi )
∗ we are denoting the composition
P r →
lr⊕
k=1
vrkA→ A¯
Because the diagram commutes, the (1, k) entry of L0M1 and M2(ai,j) are the same, so
for 1 ≤ k ≤ ln,
hn−z,nm,k =
∑
j
h0,z1,jaj,k +
∑
s
C1,sas,k +
∑
t
C1,tat,k
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where
∑
s
C1,sas,k +
∑
t
C1,tat,k ∈
⊕ˆ
Uz
f z
′
t KQ. Also, notice the set {f zj } = {h0,zi,j }. We now
compute
(f zi )
∗(ai,j) = (pizi ai,1, pi
z
i ai,2, ..., pi
z
i ai,ln , 0, ..., 0) =
∑
{k≤ln | ai,k∈K∗}
ai,k(f
n
k )
∗
Notice that pizi ai,k 6= 0 if and only if ai,k has a term in K∗ because pizi vanishes on the radical.
However, for k ≤ lz, ai,k has a nonzero constant term if and only if fnk ∈ Zn−z,nm,i .
Now we consider the diagram
ln⊕
k=1
vnkA
(hn−z,n)//
(bi,j)

ln−z⊕
k=1
vn−zk A
L0

(fn−zm )
∗
  lz⊕
k=1
vzkA
(fzi )
∗

(h0,z) //
l0⊕
k=1
v0kA
// A¯ // 0
A¯
and compute
(f ri )
∗(bi,j) = (pizi bi,1, pi
z
i bi,2, ..., pi
z
i bi,ln) =
∑
{k | bi,k∈K∗}
bi,k(f
n
k )
∗
pizi bi,k 6= 0 if and only if bi,k has a term in K∗ because pizi vanishes on the radical. Recall that
bi,k contains a term in K
∗ if and only if ai,k does, which implies
(fnm)
∗(f zi )
∗ =
∑
Zn−z,nm,i
ai,k(f
n
k )
∗
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where Zn−z,nm,i is defined in 4.28.
Corollary 4.31. If fnk 6∈ Zn−z,zm,i for any m, i, z, then as a basis element of E(AMON), (gnk )∗
is a minimal generator.
Proof. For any z, we may write tip(fnk ) = tip(f
n−z
iz
) tip(hn−z,niz ,k ) for some index iz. If
tip(hn−z,niz ,k ) = f
z
s for any index s, then f
n
k ∈ Zn−z,niz ,s , a contradiction. Now consider gnk =
gn−ziz h for h a path in Q. Because h = tip(hn−z,niz ,k ), we know h 6= gzs for any index s.
Thus (gnk )
∗ 6= (gn−ziz )∗(gzs)∗ for any z, iz, and s and (gnk )∗ must be a minimal generator of
E(AMON).
Assume now that E(AMON) is finitely generated in degrees 0, ...,m. Then, for every
n > m, we have gni = g
n−z
k g
z
t where z ∈ {1, 2, ...m}. This is because we are using the
characterization of generators of the Ext-algebra of a mnomial algebra as found in [16]. This
allows us to partition the set {gni } into m sets:
S1 = {(gni )∗ | gni = gn−1k g1t , k, t ∈ N}
S2 = {(gni )∗ | gni = gn−2k g2t , k, t ∈ N} − S1
...
Sz = {(gni )∗ | gni = gn−zk gzt , k, t ∈ N} −
z−1⋃
w=1
Sw
for 1 ≤ z ≤ m. It is important to note that Sz could be empty.
Because tip(fni ) = g
n
i and each f
n
i is homogeneous, for every n > m we partition the set
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{(fni )∗} into m sets as well:
Tz = {(fni )∗ | tip(fni ) ∈ Sz}
for 1 ≤ z ≤ m. It is important to note that Tz could be empty.
We may now define, for n > m a map of vector spaces
Φn : Ext
n
A(A¯, A¯) −→ ExtnA(A¯, A¯)
Φn((f
n
s )
∗) = (fn−zk )
∗
(f zt )
∗
if (fns )
∗ ∈ Tz then extended by linearity.
From here, we show that {Φn((fns )∗)} is linearly independent. To do so, we need the
following remark and proposition.
Remark 4.32. Suppose gns = g
n−z
k g
z
t where z ∈ {1, 2, ...,m}. Then fns ∈ Zn−z,nk,t because
tip(hn−z,nk,s ) = tip(f
z
t ).
Proposition 4.33. Suppose fni = f
n−z
1 h
n−z,n
1,i + ... + f
n−z
k h
n−z,n
k,i + .... + f
n−z
ln−zh
n−z,n
ln−z ,i where
z ∈ {1, 2, ...,m}. Then tip(fn−zj ) tip(hn−1,nj,i ) ≤ tip(fni ) for all j.
Proof. Without loss of generality, assume i = 1. Note for all j 6= r,
tip(fn−zr ) tip(h
n−z,n
r,1 ) 6= tip(fn−zj ) tip(hn−z,nj,1 )
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This is because, if they were equal,
tip(fn−zr ) tip(h
n−z,n
r,1 ) = tip(f
n−z
j ) tip(h
n−z,n
j,1 )
implies either tip(fn−zr ) left divides tip(f
n−z
j ), tip(f
n−z
j ) left divides tip(f
n−z
r ), or tip(f
n−z
j ) =
tip(fn−zr ). However, this cannot happen by the construction of {fn−z}. Thus tip(fn1 ) =
tip(fn−zj ) tip(h
n−z,n
j,1 ) for a unique index j such that tip(f
n−z
j ) tip(h
n−z,n
j,1 ) > tip(f
n−z
r ) tip(h
n−z,n
r,1 )
for all r 6= j.
Proposition 4.34. For every n, the image of {fni } under Φn is linearly independent.
Proof. Suppose for βs ∈ K,
0 =
ln∑
s=1
βsΦn((f
n
s )
∗)
=
m∑
z=1
 ∑
(fns )
∗∈Tz
βs(f
n−z
k )
∗
(f zt )
∗

=
m∑
z=1
 ∑
(fns )
∗∈Tz
βs
 ∑
fnu∈Zn−2,nk,t
λu(f
n
u )
∗


(4.2)
By reindexing if necessary, we may assume that tip(fns ) < tip(f
n
t ) if and only if s < t.
This is because {fni } is tip-reduced. Consequently, tip(fn1 ) < tip(fnk ) for all k > 1. From
here, we would like to show that a nonzero scalar multiple of (fn1 )
∗ appears as a nonzero
term of Φ((fns )
∗) if and only if s = 1. This will imply that β1 = 0 by (4.2).
Suppose tip(fn1 ) = tip(f
n−x
i ) tip(f
x
j ) for some pair or indices i, j and x ∈ {1, 2, ...,m}. By
4.32, we know fn1 ∈ Zn−x,ni,j .
Now suppose (k, t) 6= (i, j) and there is an index s such that
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tip(fns ) = tip(f
n−y
k ) tip(f
y
t ) (4.3)
for y ∈ {1, 2, ...,m}. Then
Φ((fns )
∗) =
∑
Zn−y,nk,t
λw(f
n
w)
∗
We claim that fn1 6∈ Zn−y,nk,t . To prove our claim, suppose fn1 ∈ Zn−y,nk,t and write
fn1 = f
n−y
1 h
n−y,n
1,1 + ...+ f
n−y
k h
n−y,n
k,1 + ....+ f
n−y
ln−yh
n−y,n
ln−y ,1
where, by 4.33, tip(fn−yj ) tip(h
n−y,n
j,1 ) ≤ tip(fn1 ). Because fn1 ∈ Zn−y,nk,t , we know α1 tip(f zt ) is
a term of (hn−y,nk,1 ) for some constant α1 ∈ K∗. Thus fn−yk hn−y,nk,1 has α1 tip(fn−yk ) tip(f yt ) as a
nonzero term. Thus tip(fn−yk ) tip(h
n−y,n
k,1 ) ≥ tip(fn−yk ) tip(f yt ). However, tip(fn−yk ) tip(f yt ) =
tip(fns ) by (4.3). Because tip(f
n
s ) > tip(f
s
1 ), we conclude tip(f
n−y
k ) tip(h
n−y,n
k,1 ) > tip(f
n
1 ),
which contradicts the 4.33. Thus fn1 6∈ Zn−y,nk,t .
Now we return to the original equation (4.2),
0 =
ln∑
s=1
βsΦn((f
n
s )
∗)
=
m∑
z=1
 ∑
(fns )
∗∈Tz
βs(f
n−z
k )
∗
(f zt )
∗

=
m∑
z=1
 ∑
(fns )
∗∈Tz
βs
 ∑
fnu∈Zn−2,nk,t
λu(f
n
u )
∗


and now know that
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1. fn1 ∈ Zn−x,ni,j
2. fn1 6∈ Zn−z,nk,t for all z 6= x
3. fn1 6∈ Zn−x,nk,t for all (k, t) 6= (i, j).
Consequently, we have (fn1 )
∗ appearing in a single term of (4.2) with the coefficient β1. As
the AGS resolution is minimal, we know {(fni )∗} is a basis of ExtnA(A¯, A¯), which means the
set is linearly independent. Because we have shown (fn1 )
∗ appears as a nonzero term in
Φn((f
n
1 )
∗) but not as a nonzero term in (fnk )
∗ for any k 6= 1, we can conclude that β1 = 0.
We may now repeat the argument with (fn2 )
∗ in place of (fn1 )
∗ to conclude β2 = 0. {(fni )∗}
is a finite set, so we will eventually find that all βk = 0.
Therefore, for each n, we must have {Φn((fni )∗)} is a basis of ExtnA(A¯, A¯). Consequently,
we may now state the following theorem:
Theorem 4.35. Let A be a finite-dimensional length graded K-algebra. Suppose the AGS
resolution is minimal. Then if E(AMON) is finitely generated in degrees 0, 1, ...,m for some
m, then E(A) is also generated in degrees 0, 1, ...,m.
Note the theorem need not be true if the AGS resolution is not minimal. Consider the
following:
Example 4.36. Let A = KQ/I where Q is given by the following quiver.
1 a
// 2
boo
c
// 3
doo
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and I = 〈ac, db, ba− cd〉. A reduced Gro¨bner basis for I is given by
G = {ac, db, cd− ba, aba, bab}
Using m-chains, it is not difficult to show that E(AMON) is generated in degres 0,1,2. How-
ever, in [6], it is shown that E(A) is generated in degrees 0,1,3.
It is believed that the converse to the theorem also holds. That is, it is conjectured the
following statement is true: Let A be a finite-dimensional length graded K-algebra. Suppose
the AGS resolution is minimal. Then if E(A) is finitely generated in degrees 0, 1, ...,m for
some m, then E(AMON) is also generated in degrees 0, 1, ...,m. However, it is unproven.
We now ask ourselves for which graded algebras A does A¯ have a minimal AGS resolution.
The following proposition is known by Green and Marcos, and for the convenience of the
reader we prove it here.
Proposition 4.37. If A = KQ/I is a length graded algebra and G is a Gro¨bner basis for I
and a minimal generating set for I, then the AGS resolution of A¯ will be minimal.
Proof. Suppose G = {f 1i , ...f 2l2} is a minimal generating set for I and a Gro¨bner basis for I.
Now construct {fni } with the AGS algorithm. We proceed by induction on n to show that
im(hn−1,ni,k ) ∈ P n−1r. For n = 2, it is obvious. So suppose {fn−1i } is such that im(hn−2,n−1i,k ) ⊂
P n−2r. In other words, suppose
⊕
fn−1i A = P
n−1 in a minimal projective resolution of A¯.
Now consider {fni }. We claim for every i, fni ∈
⊕
fn−1i J ∩
⊕
fn−2i I. So, suppose not. Then
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there exists some i such that
fni =
t∑
k=1
fn−1k rk =
u∑
j=1
fn−2j sj
where rk ∈ KQ and sj ∈ I are all homogeneous elements. Moreover, we assume there
exists at least one k such that rk 6∈ J . Without loss of generality, suppose r1, ..., rv 6∈ J and
rv+1, ..., rt ∈ J . Then
v∑
k=1
fn−1k rk =
u∑
j=1
fn−2j sj −
t∑
k=v+1
fn−1k rk
which implies
v∑
k=1
fn−1k rk ∈
⊕
fn−2i I +
⊕
fn
′
k J
which, by [15, theorem 2.4], implies {fn−1i } 6= P n−1 in a minimal projective resolution of A¯.
That is a contradiction and the claim holds. Because fni ∈
⊕
fn−1i J ∩
⊕
fn−2i I, we can see
that im(hn−1,ni,k ) ⊂ P n−1r.
Example 4.38. Let
A = K[x1, ..., xn]/〈{xjxi − λxixj, xmii , xmnn | 1 ≤ i < j ≤ n}〉
for some λ ∈ K∗. Using theorem 2.3 of [8], we see that
G = {xjxi − λxixj, xmii , xmnn | 1 ≤ i < j ≤ nλ ∈ K∗}
is a reduced Gro¨bner basis of I. Thus G is a reduced Gro¨bner basis of the ideal I, consequently
a minimal generating set for 〈{xjxi − λxixj, xmii , xmnn | 1 ≤ i < j ≤ n}〉, which implies that
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the AGS resolution of A¯ is minimal. By 4.25, we know that E(AMON) is generated in degrees
0,1,2. By the above theorem, we see that E(A) must also be generated in degrees 0,1,2.
We end this section by posing a more general question: Suppose A = KQ/I where I is
admissible. If E(AMON) is finitely generated, is E(A) finitely generated? This question is
still unsolved.
4.6 2-d-Determined Algebras
We assume throughout this section that A is a 2-d-determined algebra. These algebras were
introduced by Green and Marcos in the paper “d-Koszul algebras, 2-d-determined algebras
and 2-d-Koszul algebras.” These algebras are a generalization of Koszul algebras and d-
Koszul algebras. We restrict ourselves to the case where the AGS resolution of A¯ over A is
minimal.
Definition 4.39. Let A = KQ/I where I is a homogeneous ideal generated in degrees 2
and d for some d ≥ 3. We define the function δ : N→ N by
δ(n) =

n
2
d if n is even
n−1
2
d+ 1 if n is odd
and let
...→ P 2 → P 1 → P 0 → A¯→ 0
be a minimal graded projective resolution of A¯. We say that A is 2-d-determined if for each
n ≥ 0, P n is generated by elements of degree not greater than δ(n).
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Here is a simple lemma which describes the length of f 3i for each i.
Lemma 4.40. l(f 3i ) ∈ {3, d+ 1}
Proof. From the AGS algorithm (from [14]), we know that tip(f 3i ) = tip(f
2
s )p for a unique
index s and some path p in Q. If f 2s = a1...am where ai ∈ Q1 then we can also write
tip(f 3i ) = a1(a2...amp) where a2...amp ∈ O(a2...am). Thus a2...amp = q tip(f 2r ) for an index r
and, if l(q) > 0, q = a2...aj for 2 ≤ j < m.
1. Case I: l(f 2s ) = 2 and l(f
2
r ) = 2. Then j < 2 implies that l(q) = 0. Then f
2
r = a2p,
forcing l(p) = 1. Thus l(f 3i ) = 3.
2. Case II: l(f 2s ) = 2 and l(f
2
r ) = d. Then j < 2 implies that l(q) = 0. Then f
2
r = a2p.
Thus l(f 3i ) = d+ 1.
3. Case III: l(f 2s ) = d. Then m = d. Because l(p) ≥ 1, we know l(f 3i ) ≥ d+ 1. However,
because A is 2-d-determined, we know l(f 3i ) ≤ d+ 1. Thus l(f 3i ) = d+ 1.
Recall we assumed the AGS resolution of A¯ over A is minimal. So, we know that for
every n,
{l(fni ) | 1 ≤ i ≤ ln} = {l(p) | p ∈ Γn}
where Γn is the set of n-chains of AMON. This is because Γn = {tip(fni )}. Thus, if the AGS
resolution of A¯ over A is minimal and A is 2-d-determined, the minimal projective resolution
of A¯MON is of the form
· · · → P 2 → P 1 → P 0 → A¯MON → 0
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where P 2 is generated in degrees 2 and d and P 3 are generated in degrees 3 and d + 1. We
use two results from [12].
Proposition 4.41. [12, Corollary 15] Let A = KQ/I be a monomial algebra where I is
generated by elements of length exactly 2 or d. Let
· · · → P 2 → P 1 → P 0 → A¯MON → 0
be a minimal graded projective resolution of A¯. The following are equivalent:
1. A is 2-d-determined.
2. P 3 can be generated in degrees bounded above by d+ 1.
which shows us that if A is a 2-d-determined algebra and the AGS resolution in minimal,
then AMON is a 2-d-determined algebra as well. Moreover, we may apply the following to
AMON:
Theorem 4.42. [12, Theorem 16] If AMON is 2-d-determined, then E(AMON) is generated
in degrees 0,1,2
For the convenience of the reader, we have included the proof of the preceding lemma
using the terminology of the AGS algorithm. We do so with a series of lemmas:
Lemma 4.43. Let A be a 2-d-determined algebra and suppose tip(f 2m) = a1...ad where ai ∈
Q1. If q = w tip(f 2k ) ∈ O(ai....ad) for some index 2 ≤ i ≤ d where l(f 2k ) = d, then l(w) = 0.
Proof. We may write wf 2k = ai....aj...ad...ad+j−1 where tip(f
2
k ) = aj...ad+j−1. If a2....ad+j−1 ∈
O(a2...ad), then a1....ad+j−1 = tip(f 3s ) for some index s. Then l(f
3
s ) = d + j − 1. Because
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l(f 2m) = d = l(f
2
k ), we know l(f
3
s ) ≥ d + 1. Because A is 2-d- determined, l(f 3s ) = d + 1.
Solving for j, we see j = 2. Thus l(w) = 0.
So suppose a2...ad+j−1 6∈ O(a2...ad). Then there exists a proper subpath p ∈ O(a2...ad)
and an index s such that tip(f 3s ) = a1p. Because l(f
3
s ) > l(a1a2...ad) and l(f
3
s ) ≤ d + 1, we
must have l(f 3s ) = d + 1, forcing p = a2...ad+1. If adad+1 = tip(f
2
r ) for some r, then adad+1
is a subpath of aj...ad+j−1, which cannot happen because {f 2i } form a Gro¨bner basis of I.
So suppose a2...ad+1 = p tip(f
2
r2
) ∈ O(a2...ad) for some index r2, and l(f 2r2) 6= 2. Then
l(f 2r2) = d which implies a2...ad+1 = tip(f
2
r2
).
We now repeat the argument with the path a2...ad+1 in place of a1...ad. Then there exists
an r3 such that one of two possibilities emerge: Either i = j = 3 and a3....ad+2 = tip(f
2
r3
),
which implies l(w) = 0, or 4 ≤ i ≤ j and a3...ad+2 = tip(f 2r3). In the latter case, we now
repeat the argument with a3....ad+3 in place of a2...ad+1. We continue with these iterations
until we reach an index t−1 such that i ≤ t. Then there exists an rt such that one of the two
possibilities occur: Either i = j = t and at....ad+t−1 = tip(f 2rt), which implies l(w) = 0, or
t+ 1 ≤ i ≤ j and at...ad+t−1 = tip(f 2rt). Because we assume i ≤ t, we must assume i = j = t
and at....ad+t−1 = tip(f 2rt), which implies l(w) = 0.
Lemma 4.44. For all n and k, either tip(fnk ) = tip(f
n−1
m ) tip(f
1
i ) for some unique m ∈
{1, ..., ln−1} and i ∈ {1, ..., l1}, or tip(fnk ) = tip(fn−2m ) tip(f 2i ) for some unique m ∈ {1, ..., ln−2}
and i ∈ {1, ..., l2}.
Proof. We may assume that k = 1. By the construction of {fni }, we may write
tip(fn1 ) = tip(f
n−1
k1
)p
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where p is a path such that l(p) ≥ 1 and k1 is some index. Similarly, we write
tip(fn−1k1 ) = tip(f
n−2
k2
)h
for the path h = tip(hn−1,nk2,k1 ) and some index k2. Notice l(h) ≥ 1. We may also write
tip(fn−2k2 ) = tip(f
n−3
k3
)h′
where h′ = tip(hn−2,n−1k3,k2 ) and l(h
′) ≥ 1 and k3 is some index. We may visualize the path
tip(fn1 ) with the following diagram:
//
tip(fn−2k2 )
##
tip(fn−3k3 )
DD
tip(fn−1k1 )
h′ // h // p //
Also by construction, we have h′h ∈ O(h′), which implies h′h = w tip(f 2t ) for some path w
and some index t where h′ = ww′ for some path w′ such that l(w′) ≥ 1. Similarly, we know
hp ∈ O(h) implies hp = z tip(f 2s ) for some index s and h = zz′ for some path z′ such that
l(z′) ≥ 1. Visually, we can represent that in the following picture,
//
tip(fn−2k2 )
##
tip(fn−3k3 )
DD
w
CC
h′ //
w′
CC
tip(f2t )
GG
z

h
//
z′

tip(f2s )
p //
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Because l(f 2t ) ∈ {2, d}, we consider the following two cases:
1. Case I: l(f 2t ) = 2.
Because w′h = tip(f 2t ) and l(w
′) ≥ 1 and l(h) ≥ l(z′) ≥ 1, we must have l(w′) = l(h) =
l(z′) = 1, which implies l(z) = 0. Then tip(fnm) = tip(f
n−2
k2
) tip(f 2s ), proving the claim.
2. Case II: l(f 2t ) = d.
If l(f 2s ) = 2, then, because l(p) ≥ 1 and l(z′) ≥ 1, we must have l(p) = 1, l(z′) =
1,. However, l(p) = 1 implies that p = f 1x for some index x. Thus tip(f
n
m) =
tip(fn−1k1 ) tip(f
1
x), proving our claim.
If l(f 2s ) = d, then by the previous lemma, we have l(z) = 0. Consequently, tip(f
n
m) =
tip(fn−2k2 ) tip(f
2
s ), proving the claim.
Because we know that {tip(fni )} are the n-chains in a minimal projective resolution of A¯MON,
the proof of the theorem is complete.
We may now apply our main result of this section:
Theorem 4.45. Suppose A is a 2-d-determined algebra such that the AGS resolution of A¯
over A is minimal. Then E(A) is generated in degrees 0,1,2.
Proof. If A is a 2-d-determined algebra such that the AGS resolution of A¯ over A is mini-
mal, then E(AMON) is generated in degrees 0,1,2. Apply theorem 4.35 to see that E(A) is
generated in degrees 0,1,2.
In section 5 of [12], the following question is posed: If A is 2-d-determined, and E(A) is
finitely generated, is it generated in degrees 0,1,2? The answer is negative, a counterexample
CHAPTER 4. THE ASSOCIATED MONOMIAL ALGEBRA 114
was found in [7]. However, their counterexample is an algebra A which is not a finitely
generated K-algebra. Thus the question could be rephrased as the following: If A is a
finitely generated, 2-d-determined algebra, and E(A) is finitely generated, is it generated in
degrees 0,1,2? However, the answer is still no, see below. If the AGS resolution fails to be
minimal, then E(A) need not be generated in degrees 0,1,2. Consider the following example
Example 4.46. Let A = KQ/I where Q is given by the following quiver.
1 a
// 2
boo
c
// 3
doo
and I = 〈ac, db, ba− cd〉. A reduced Gro¨bner basis for I is given by
G = {ac, db, cd− ba, aba, bab}
Notice AMON = KQ/IMON where IMON = 〈ac, db, cd, aba, bab〉. Moreover, an easy computa-
tion shows that the 3-chains of AMON are the following: acd, dbab, cdb, abab, abac, baba, which
implies that in a minimal projective resolution of AMON
· · ·P n → P n−1 → · · ·P 3 → P 2 → P 1 → P 0 → A¯→ 0
that P 3 is generated in degrees ≤ 4.
If we apply Corollary 15 of [12] to AMON, we see that AMON is 2-d-determined with d = 3.
Applying theorem 16 of [12], we see that AMON is 2-d-Koszul. Now we apply Proposition
17 of [12] to conclude A is 2-d-determined. However, according to [6], we know that E(A)
CHAPTER 4. THE ASSOCIATED MONOMIAL ALGEBRA 115
is generated in degrees 0,1, and 3. In other words, we have found a finitely generated 2-d-
determined algebra A such that E(A) is not generated in degrees 0,1,2.
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