Abstract Previous studies have demonstrated the potential value of gene expression signatures in assessing the risk of post-surgical breast cancer recurrence, however, many of these predictive models have been derived using simple computational algorithms and validated internally or using one-way validation on a single dataset. We have recently developed a new feature selection algorithm that overcomes some limitations inherent to high-dimensional data analysis. In this study, we applied this algorithm to two publicly available gene expression datasets obtained from over 400 patients with breast cancer to investigate whether we could derive more accurate prognostic signatures and reveal common predictive factors across independent datasets. We compared the performance of three advanced computational algorithms using a robust two-way validation method, where one dataset was used for training and to establish a prediction model that was then blindly tested on the other dataset. The experiment was then repeated in the reverse direction. Analyses identified prognostic signatures that while comprised of only 10-13 genes, significantly outperformed previously reported signatures for breast cancer evaluation. The cross-validation approach revealed CEGP1 and PRAME as major candidates for breast cancer biomarker development.
Introduction
Breast cancer is the second most common cause of death from cancer among women in the United States. In 2009, it is estimated that about 182, 480 new cases of breast cancer will be diagnosed, and 40, 930 women are expected to die from this disease. The major clinical problem of breast cancer is the recurrence of disseminated disease. Adjuvant therapy (chemotherapy and hormonal therapy) reduces the risk of distant metastases by one-third, however, it is estimated that about 70% patients receiving treatment would have survived without it [1] . Being able to predict disease outcomes more accurately will aid physicians and patients to make more informed decisions regarding adjuvant treatment, and may lead to the development of individually tailored treatments.
For breast cancer, two currently used treatment guidelines are the St. Gallen [2] and NIH [3] consensus criteria, which determine whether a patient is at a high risk of distant metastases based on a panel of clinical markers. However, these criteria are less than precise in predicting primary therapy failure, with only 10% specificity at the 90% sensitivity level. The advent of microarray gene expression technology has greatly enabled the search for predictive disease biomarkers through multivariate data analyses. From expression information on thousands of genes per tissue sample, breast cancer prognostic signatures of 70-genes [4] and 76-genes [5] have been derived that achieve a higher specificity than the current clinical systems at the same sensitivity level. These results are encouraging and large-scale randomized clinical validation studies are currently being conducted in Europe to evaluate the prognostic value of these gene signatures [6] . However, it is not yet clear whether this is the best performance we can achieve for breast cancer prognosis using molecular profiling, and the issue of whether the existing gene signatures are ready for clinical validation trials is still under debate in the oncology community [6, 7] . Key to optimizing molecular signature derivation is the development of advanced computational feature selection algorithms capable of identifying relevant genes from many thousands of genes on the basis of a limited number of tissue samples [8] . Many existing algorithms are a trade-off between computational efficiency and solution accuracy [9] . We have recently derived a feature selection algorithm that addresses several major issues with prior work. We have experimentally demonstrated that our algorithm is capable of achieving close-to-optimal solutions in problems with extremely large input data dimensionality, to a point far beyond that needed for gene expression data analysis of genetically complex organisms [10-12 and supplemental data] . The application of the algorithm to prostate tissue microarray datasets enabled us to derive highly accurate prognostic molecular signatures for prostate disease recurrence [13] .
In this study, we applied our computational approach to two publicly available breast cancer gene expression microarray datasets obtained from over 400 patients. We used a robust two-way validation process, where one dataset was used for training to establish a prediction model which was then blindly tested on the other dataset, and then the experiment was repeated in the reverse direction. In contrast, most existing studies reported in the literature have used either leave-one-out cross validation or one-way validation on a single dataset. We demonstrated that our approach derived a shorter, yet more accurate prognostic signature for both datasets than has been previously reported. Our results show that more advanced computational studies on high-dimensional gene expression data are required for optimization of molecular signatures for potential clinical use.
Materials and methods

Datasets
This analysis used two publicly available breast cancer gene expression datasets. The dataset referred to as the Nature dataset [4] in the text was obtained from 97 patients. The other independent dataset containing data from 307 patients is referred to as the JNCI dataset in the text [14] . Raw microarray data and clinical information are available at the European Bioinformatics Institute ArrayExpress database (http://www.ebi.ac.uk/arrayexpress/).
Feature selection algorithm
We used our previously developed feature selection algorithm that addresses several major issues with prior work, including the capability to handle problems with large data dimensionality [10] [11] [12] [13] 15 and see our website http://plaza. ufl.edu/sunyijun/]. The key idea is to decompose an arbitrary complex model into a set of locally linear ones through local learning, and then estimate feature relevance globally within a large margin framework. The algorithm is a generic feature selection method that performs without making any assumptions about the underlying data distribution. For details of the computational algorithm see our previous publications [10-13 and supplemental data]. The Matlab implementation of the algorithm is available upon request for validating reported results and academic research.
Experimental procedure
Due to the small sample size compared to the number of genes, special care must be taken in experimental protocols to avoid possible over-fitting of a computational model to training data. In the Nature dataset, the ratio of metastatic to non-metastatic cases evaluated was close to equal. Conversely, for the JNCI dataset, the ratio between the metastatic and non-metastatic cases is about 1:4. Thus, in the training process, we tripled the metastatic samples to balance the two classes. The parameters of prediction models were estimated using tenfold cross validation based solely on training data. The training data was first partitioned randomly into ten groups, and then one group of samples was held out for testing and the remaining samples were used for training. The experiment was repeated until each group had been tested. We used the area under a receiver operating characteristic curve (AUC) as a criterion to tune the parameters. After a predictive gene subset was identified, we trained support vector machines with both linear and RBF kernels to predict the outcome of test samples (i.e., the independent dataset). We found that the performance obtained by using both kernels had no significant difference, and hence only the results of the linear kernel are reported. To compare the findings with conventional algorithms we also used SVM-RFE [16] and '1 regularized logistical regression [17] to obtain prognostic signatures. The parameters for both of these algorithms were also estimated using tenfold cross-validation based on training data.
Statistical analysis
Kaplan-Meier survival plots and log-rank tests [18] were used to assess the predictive values of different prognostic approaches. The Mantel-Cox estimation of hazard ratio was performed to quantify the relative risk of biochemical recurrence in the bad-prognosis group compared with the good-prognosis group. A hazard ratio above 1.0 indicates that the patients assigned to the bad-prognosis group have a higher probability to develop disease recurrence than those in the good-prognosis group. A receiver operating characteristic (ROC) curve obtained by varying a decision threshold provides a direct view on how a predictive approach performs at the different sensitivity and specificity levels. The specificity is defined as the probability that a patient who did not experience disease recurrence was assigned to the good-prognosis group, and the sensitivity is the probability that a patient who developed disease recurrence was in the bad-prognosis group. MedCalc version 8.0 (MedCalc Software, Mariakerke, Belgium) was used to perform the ROC curve analysis. A P value of 0.05 was considered statistically significant.
Results and discussion
Prediction models for assessing breast cancer recurrence We applied our computational approach to two publicly available breast cancer gene expression datasets. The first one, referred to as the Nature data hereafter, has been used in [4] to derive the 70-gene prognosis signature. The dataset contains 24,481 probes that measure the gene expression levels in tumor samples collected from 97 breast cancer patients. Among them, 46 developed distant metastases within 5 years, and 51 remained metastasis free for at least 5 years. The second independent dataset, referred to as the JNCI dataset, has been used to validate the prognostic value of the 70-gene signature [14] . This dataset consists of 1,145 gene expression values of 307 patient samples, including 64 that developed distant metastases within 5 years, and 243 who remained metastasis-free for at least 5 years. In order to perform a two-way validation, we were only able to use the 1,141 genes that were common to both datasets. The task was to construct a prediction model that would enable us to accurately predict the risk of distant recurrence of breast cancer within a 5-year post-surgery period.
We demonstrated the predictive values of our prognostic classifier models by comparing their performance with those of the clinical St. Gallen criterion, and to results we obtained using SVM-RFE [18] and '1 regularized logistical regression [17] , two conventional algorithms often used in microarray data analysis. Figure 1 presents the receiver operating characteristic (ROC) curves of the three computational methods performed on the Nature and JNCI datasets. Following the study of [4] , a threshold is set for each classifier so that the sensitivity of each classifier is equal to 90%. The corresponding specificities derived from the ROC plots are reported in Table 1 . While both SVM-RFE and '1 regularized logistical regression significantly outperform the St. Gallen criterion, our method achieved by far the best specificities, 53 and 61% on the JNCI and Nature datasets, respectively. Our method also gave the highest odds ratios (OR) at 9.4 (95% CI): 3.3-27.1) for the JNCI data, and 16.3 (95% CI: 5.1-52.4) for the Nature data ( Table 1 ). The St. Gallen criterion classified only a few samples into the good prognosis group, and the estimates of odds ratios are not reliable and hence were omitted.
To further demonstrate the performance of molecular signatures in assessing the risk of developing distant metastases, survival data analyses were performed. The Kaplan-Meier curves of our predictive models are plotted in Fig. 2 , and shows a significant difference in the probability of remaining free of distant metastases in patients with good and bad prognosis (P value \ 0.001). The calculated Mantel-Cox estimate of hazard ratios of distant metastases within 5 years for our model were 8.4 (95% CI: 3.0-23.6) for the JNCI data, and 10.2 (95% CI: 3.4-29.9) for the Nature data, which are much larger than those obtained using the SVM-RFE and the '1 regularized logistical regression models (Table 1) .
Finally, we compared the performance of our predictive classifier derived from the Nature dataset with that of the 70-gene signature that was previously derived from the same data [4] . The comparison is somewhat in favor of the 70-gene signature, since it was derived using the full gene set while ours was derived using only the 1,141 genes common to both datasets. We note that the hazard ratios obtained for the 70-gene signature were relatively low (42%), which is consistent with the results reported in [14] . Our signature performed better than the 70-gene signature, in terms of specificity, AUC and hazard ratio (Table 2) . Moreover, our high-performance signature consisted of only 13 genes ( Table 3) .
The gene signatures generated by training with the Nature and JNCI datasets contained 13 and 10 genes, respectively, with two genes present in both gene signatures. Of the thirteen genetic markers of the prognostic gene signature derived from the Nature data, eight (CEGP1, L2DTL, MMP9, IGFBP5, FLT1, AL080059, Fig. 1 Receiver operating characteristic plots comparing the predictive performance of three computational methods on two independent datasets (Nature and JNCI). Analysis performed using our computational approach (top left panel); L1-regularized logistical regression (top right panel); SVM-RFE (lower panel). AUC, area under the curve Table 1 Comparison of prognostic results (at 90% sensitivity level) obtained using our computational method, SVM-RFE, '1 regularized logistic regression ('1-LR), and the St. Gallen clinical criterion in a two-way validation of independent datasets (Nature and JNCI) Both odds ratio and hazard ratio were computed using 5-year follow-up data FLJ11354, and Contig24252) were listed in the 70-gene prognosis signature derived from the same dataset. Of the ten genes derived from the JNCI data, four genes (CEGP1, ESM1, FLJ11190, Contig20217) were present in the 70-gene signature. We also investigated the potential overlap between gene signatures generated when using our algorithm and the established algorithms SVM-RFE and '1 regularized logistical regression on the same training and test data. The prognostic signatures derived using these algorithms were substantially higher in gene content than ours. Except for the signature obtained using '1 regularized logistical regression trained on the Nature data, the other signatures contained [50 genes. Because of the high number of genes in these other signatures, it was not surprising that the genes in our minimal signature were also present in the signatures generated by the other two methods. Of note, CEGP1 and PRAME were present in all signatures derived trained on the JNCI data, however, neither SVM-RFE nor '1 regularized logistical regression identified both CEGP1 and PRAME in signatures derived by training on the Nature dataset (see supplementary data). The ascribed function of many of the genes in these signatures aligns well with mechanisms involved in breast cancer progression and dissemination. For example, cell cycle regulation and proliferation (L2DTL, ESM1), angiogenesis (FLT1), and extracellular matrix remodeling and invasion (MMP9, ESM1, IGFBP5). However, of particular interest are the two genes (CEGP1 and PRAME) that were included in the prognostic signatures derived from both the Nature and the JNCI datasets. PRAME was not included in either the 70-gene signature, nor a larger 231 geneset identified as being associated with disease outcome in the Nature study [4] . The CEGP1 gene (also known as SCUBE2) is located on human chromosome 11p15 and has homology to the basic helix-loop-helix (bHLH) family of transcription factors. The biological role of CEGP1/SCUBE2 is unknown, but the gene encodes a secreted and cell-surface protein containing EGF and CUB domains [19] . The expression of CEGP1/SCUBE2 has been reported to be associated with estrogen receptor status in breast cancer specimens [20] . In our previous work, we did find the CEGP1 to be significantly over-expressed in our studies of a breast tumor metastases model [21] , and intriguingly, CEGP1 is one component of a 21 gene set that comprises a commercial breast cancer predictive test (OncotypeDX Recurrence Score from Genomic Health) currently under clinical trial [22] .
The preferentially expressed antigen in melanoma (PRAME) gene has been linked to human disease, including cancer. PRAME is a cancer-testis antigen (CTA), a group of Fig. 2 Kaplan-Meier estimation of the probabilities of patients with a good or bad prognostic signature remaining metastasis free. Signatures were derived using a two-way validation process in which one of two independent datasets was used to train and establish a prediction model which was then blindly tested on the other dataset. In the upper panel (JNCI-Nature) we used the JNCI dataset to train and the Nature dataset to test. The P values were computed by log-rank test tumor-associated antigens that represent possible target proteins for immuno-therapeutic approaches. Expression of CTAs is high in a variety of malignancies but is negligible in healthy tissues [23] . Reports suggest that over-expression of PRAME in human cancers confers growth or survival advantages by antagonizing retinoic acid (RA) signaling, thus inhibiting RA-induced differentiation, growth arrest, and apoptosis [24] . Using quantitative PCR, Doolan et al. reported that PRAME was detected in the majority of tumor specimens and the minority of normal breast specimens, and multivariate analysis indicated PRAME expression to be an independent prognostic factor for shortened disease-free survival and overall survival [25] . In our own previous analyses of a breast cancer microarray dataset revealed PRAME to be useful in conjunction with clinical parameters in outcome prediction [15] , and a subsequent targeted interrogation of PRAME expression in another microarray dataset also found an association with outcome [26] . In line with the findings reported in this study, these results suggest that PRAME expression may be a promising prognostic and predictive marker for breast cancer. Previous studies have demonstrated the potential value of gene expression signatures in assessing the risk of postsurgical disease recurrence, and have laid a solid foundation for future studies on breast cancer prognosis. However, many existing predictive models have been derived using simple computational algorithms. Whether this is the best we can perform using genetic information is rarely addressed in the literature. The derivation of diseaseassociated molecular signatures is necessarily an ongoing, dynamic process, and in this report, we have demonstrated that an advanced feature section algorithm can identify molecular signatures with dramatically reduced complexity, yet greater prognostic performance. 
