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Abstract
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Deciding whether two labelled point sets admit compatible geometric
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to find compatible paths or report that none exist in three scenarios: O(n)
time for points in convex position; O(n2) time for two simple polygons,
where the paths are restricted to remain inside the closed polygons; and
O(n2 logn) time for points in general position if the paths are restricted
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1 Introduction
Computing noncrossing geometric graphs on finite point sets that are in some
sense ‘compatible’ is an active area of research in computational geometry. The
study of compatible graphs is motivated by applications to shape animation and
simultaneous graph drawing [5, 14].
Let P and Q be finite point sets, each containing n points in the plane
labelled from 1 to n. Let GP and GQ be two noncrossing geometric graphs
spanning P and Q, respectively. GP and GQ are called compatible, if for every
face f in GP , there exists a corresponding face in GQ with the same clockwise
ordering of the vertices on its boundary as in f . It is necessary, but not sufficient,
that GP and GQ represent the same connected n-vertex graph G. Given a
pair of labelled point sets, it is natural to ask whether they have compatible
graphs, and if so, to produce one such pair, GP , GQ. The question can also be
restricted to specific graph classes such as paths, trees, triangulations, and so on;
previous work (described below) has concentrated on compatible triangulations.
Compatible triangulations of polygons are also of interest, which motivated us
to examine compatible paths inside simple polygons.
In this paper we examine the problem of computing compatible paths on
labelled point sets. Equivalently, we seek a permutation of the labels 1, 2, . . . , n
that corresponds to a noncrossing (plane) path in P and in Q. Figures 1(a)–
(b) show a positive instance of this problem, and Figures 1(c)–(d) depict an
affirmative answer.
Hui and Schaefer [10] proved the problem to be NP-complete. In this paper
we develop some fast polynomial-time algorithms to solve this problem under
some restricted scenarios.
Our results. We describe a quadratic-time dynamic programming algorithm
that either finds compatible paths for two simple polygons, where the paths
are restricted to remain inside the closed polygons, or reports that no such
paths exist. For the more limited case of two point sets in convex position,
we give a linear-time algorithm to find compatible paths (if they exist). A
linear-time algorithm for convex point sets was also briefly outlined by Hui and
Schaefer [10]. We were not aware of this result during the preparation of the
conference version [3] of this paper. For two general point sets, we give an
O(n2 log n)-time algorithm to find compatible monotone paths (if they exist).
1.1 Background
Saalfeld [13] first introduced compatible triangulations of labelled point sets,
which he called “joint” triangulations. In Saalfeld’s problem, each point set is
enclosed inside an axis-aligned rectangle, and the goal is to compute compat-
ible triangulations (possibly using Steiner points). Although not every pair of
labelled point sets admit compatible triangulations, Saalfeld showed that one
can always construct compatible triangulations using (possibly an exponential
number of) Steiner points.
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Figure 1: (a)–(b) A pair of labelled point sets P and Q. (c)–(d) A pair of
compatible paths.
Aronov et al. [2] proved that O(n2) Steiner points are always sufficient and
sometimes necessary to compatibly triangulate two polygons when the vertices
of the polygons are labelled 1, 2, . . . , n in clockwise order. Babikov et al. [4] ex-
tended the O(n2) bound to polygonal regions (i.e., polygons with holes), where
the holes are also labelled ‘compatibly’ (with the same clockwise ordering of
labels). The holes may be single points, so this includes Saalfeld’s “joint trian-
gulation” problem. Pach et al. [12] gave an Ω(n2) lower bound on the number
of Steiner points in such scenarios.
Lubiw and Mondal [11] proved that finding the minimum number of Steiner
points is NP-hard for the case of polygonal regions. The complexity status is
open for the case of polygons, and also for point sets. Testing for compatible
triangulations without Steiner points may be an easier problem. Aronov et al. [2]
gave a polynomial-time dynamic programming algorithm to test whether two
polygons admit compatible triangulations without Steiner points. But testing
whether there are compatible triangulations without Steiner points is open for
polygonal regions, as well as for point sets.
The compatible triangulation problem seems challenging even for unlabelled
point sets (i.e., when a bijection between P and Q can be chosen arbitrarily).
Aichholzer et al. [1] conjectured that every pair of unlabelled point sets (with
the same number of points on the convex hull) admit compatible triangulations
without Steiner points. So far, the conjecture has been verified only for point
sets with at most three interior points.
Let GS be a complete geometric graph on a point set S. Let H(S) be
the intersection graph of the edges of GS , i.e., each edge of GS corresponds
to a vertex in H(S), and two vertices are adjacent in H(S) if and only if the
corresponding edges in GS properly cross (i.e., the open line segments intersect).
Every plane triangulation on S has 3n−3−h edges, where h is the number of
points on the convex hull of S, and thus corresponds to a maximum independent
set in H(S). In fact, H(S) belongs to the class of well-covered graphs. (A
graph is well covered if every maximal independent set of the graph has the
same cardinality). A rich body of research attempts to characterize well-covered
graphs [7, 15]. Deciding whether two point sets, P and Q, admit compatible
triangulations is equivalent to testing whether H(P ) and H(Q) have a common
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independent set of size 3n−3−h.
2 Paths in Polygons and Convex Point Sets
In this section we describe algorithms to find compatible paths on simple poly-
gons and convex point sets. By compatible paths on polygons, we mean: given
two polygons, find two compatible paths on the vertices of the polygons that are
constrained to be non-exterior to the polygons. (See Figures 3(a)–(b).) Note
that convex point sets correspond to a special case, where the polygons are the
convex hulls.
2.1 Negative Instances
Not every two convex point sets admit compatible paths, e.g., 5-point sets where
the points are labelled (1,2,3,4,5) and (1,3,5,2,4), resp., in counterclockwise or-
der.
In this section we show that for every n ≥ 5, there exist two convex labelled
point sets, each containing n points, that do not admit compatible trees. Note
that this also rules out the existence of compatible paths.
Claim 1 Let P and Q be point sets in convex position, each containing n ≥ 2
points labelled by {1, 2, . . . , n}. If they admit a compatible tree that is not a star,
then there exists a partition {1, 2, . . . , n} = A∪B such that 2 ≤ |A| ≤ |B| ≤ n−2
such that A and B are interval sets for both P and Q.
Proof: Suppose that P and Q admit a compatible tree T , which is not a
star. Then T has an edge e between two vertices of degree two or higher. The
deletion of e decomposes T into two subtrees, say T1 and T2, each with at least
two vertices. The vertex sets of T1 and T2, resp., correspond to an interval set
in P and Q. 
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Figure 2: Illustration for Lemma 1.
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Theorem 1 For every integer n ≥ 5, there exist two sets, Pn and Qn, each
of n labelled points in convex position, such that Pn and Qn do not admit any
compatible tree.
Proof: For n = 5, let P5 and Q5 be point sets labelled (1, 2, 3, 4, 5) and
(1, 3, 5, 2, 4), respectively, in counterclockwise order (Figure 2). If a compat-
ible star exists, then the four leaves would appear in the same counterclockwise
order in both P5 and Q5 (by the definition of compatibility). However, the two
convex sets have distinct counterclockwise 4-tuples. If there is a compatible
tree that is not a star, then by Claim 1, a 2-element set A ⊂ {1, 2, 3, 4, 5} is an
interval set for both P5 and Q5. However, all five consecutive pairs along the
convex hull of P5 are nonconsecutive in the convex hull of Q5. Therefore, P5
and Q5 do not admit any compatible tree.
For n > 5, we can construct Pn and Qn analogously. Let Pn be labelled
(1, 2 . . . , n) in counterclockwise order. For i = 0, 1, 2, 3, 4, let Ni be the sequence
of labels in {1, 2, . . . , n} congruent to i modulo 5 in increasing order. Now
let Qn be labelled by the concatenation of the sequences N1, N3, N0, N2, N4 in
counterclockwise order.
If a compatible star exists, then the n− 1 leaves would appear in the same
counterclockwise order in both Pn and Qn (by the definition of compatibil-
ity). However, the both neighbors of a vertex in Pn are different from the two
neighbors in Qn, consequently Pn and Qn do not share any counterclockwise
(n− 1)-tuple. If there is a compatible tree that is not a star, then by Claim 1,
there is a partition {1, 2, . . . , n} = A ∪ B into interval sets, where |A|, |B| ≥ 2.
However, A and B cannot partition any subset of 5 consecutive elements in
sequence (1, 2, . . . , n), similarly to the case when n = 5. Consequently, Pn and
Qn do not admit any compatible tree. 
2.2 Algorithms
We first give a quadratic-time dynamic programming algorithm for simple
polygons, and then a linear time algorithm for convex point sets.
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Figure 3: Compatible paths on a pair of labelled polygons. The paths are drawn
with dotted lines.
5
We begin with two properties of any noncrossing path that visits all vertices
of a simple polygon. Let P be a simple polygon with vertices p1, p2, . . . , pn in
some order (so the vertices have labels 1, 2, . . . , n). Let σ be a label sequence
corresponding to a noncrossing path that lies inside P and visits all vertices of
P . Define an interval on P to be a sequence of labels that appear consecutively
around the boundary of P (in clockwise or counterclockwise order). For exam-
ple, in Figure 3(a), one interval is (2, 1, 7, 6). Define an interval set on P to be
the unordered set of elements of an interval.
Claim 2 The set of labels of every prefix of σ is an interval set on P . Further-
more, if the prefix does not contain all the labels, then the last label of the prefix
corresponds to an endpoint of the interval.
Proof: We proceed by induction on t, the length of the prefix, with the base
case t = 1 being obvious. So assume the first t − 1 labels form an interval set
corresponding to interval I. Let ` be the t-th element of σ. Suppose vertex p`
is not contiguous with the interval I on P . Let u and v be the two neighbors
of p` around the polygon P . Then u and v do not belong to I, and so the path
must visit both of them after p`. But then the subpath between u and v crosses
the edge of the path that arrives at p`, contradicting the assumption that the
path is noncrossing. Thus vertex p` must appear just before or after I, forming
a longer interval with p` as an endpoint of the interval. 
Claim 3 If I is an interval on P and σ does not start or end in I, then the
labels of I appear in the same order in σ and in I (either clockwise or counter-
clockwise). Note that the labels need not appear consecutively in σ.
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Figure 4: Illustration for Claim 3, where I = (p7, p6, p5, p4, p3).
Proof: Consider three labels i, j, k that appear in this order in I. Assume, for
a contradiction, that these labels appear in a different order in σ and suppose,
without loss of generality, that they appear in the order i, k, j in σ. Let ` be
the last label of σ. Because ` does not lie in I, the order of vertices around P
is pi, pj , pk, p`. See, e.g., Figure 4 where i, j, k = 7, 5, 3. Then the subpath of σ
from pi to pk crosses the subpath from pk to p`, a contradiction. 
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2.2.1 An O(n2)-time dynamic programming algorithm
Let P , Q be two n-vertex simple polygons with labelled vertices. Let pi (resp.,
qi) be the vertex of P (resp., Q) with the label i.
Two vertices of a polygon are visible if the straight line segment connecting
the vertices lies entirely inside the polygon. We precompute the visibility graph
of each polygon in O(n2) time [9] such that later we can answer any visibility
query in constant time.
Notation for our dynamic programming algorithm will be eased if we rela-
bel so that polygon P has labels 1, 2, . . . , n in clockwise order. For each label
i = 1, . . . , n and each length t = 1, . . . , n let IQ(i, t, cw) denote the interval on Q
of t vertices that starts at qi and proceeds clockwise. Define IQ(i, t, ccw) simi-
larly, but proceed counterclockwise from qi. Define IP (i, t, cw) and IP (i, t, ccw)
similarly. Note that IP (i, t, cw) goes from pi to pi+t−1 (index addition modulo
n).
We say that a path traverses interval IQ(i, t, d) (where d = cw or ccw), if
the path is noncrossing, lies inside Q, visits exactly the vertices of IQ(i, t, d)
and ends at qi. We make a similar definition for a path to traverse an interval
IP (i, t, d).
Our algorithm will solve subproblems A(i, t, dP , dQ) where i is a label from
1 to n, t is a length from 1 to n, and dP and dQ take on the values cw or ccw .
This subproblem records whether there is a path that traverses IQ(i, t, dQ) and
a path with the same sequence of labels that traverses IP (i, t, dP ). If this is the
case, we say that the two intervals are compatible. Observe that P and Q have
compatible paths if and only if A(i, n, dP , dQ) is true for some i, dP , dQ.
We initialize by setting A(i, 1, dP , dQ) to TRUE for all i, dP , dQ, and then
solve subproblems in order of increasing t. In order for intervals IQ(i, t+ 1, dQ)
and IP (i, t+1, dP ) to be compatible, the intervals of length t formed by deleting
the last label, i, must also be compatible, with an appropriate choice of direction
(cw or ccw) on those intervals. There are two choices in P and two in Q. We
try all four combinations. For a particular combination to ‘work’ (i.e., yield
compatible paths for the original length t+ 1 intervals), we need the last labels
of the length t intervals to match, and we need appropriate visibility edges in
the polygons for the last edge of the paths.
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Figure 5: Illustration for the dynamic programming algorithm.
7
We give complete details for A(i, t+1, cw , cw). See Figure 5. (The other four
possibilities are similar.) Deleting label i from IP (i, t+1, cw) gives IP (i+1, t, cw)
and IP (i+ t, t, ccw). Let qj be the vertex following qi in clockwise order around
Q and let qk be the other endpoint of IQ(i, t+ 1, cw) (in practice, for efficiency,
we would store k with the subproblem). Deleting label i from IQ(i, t + 1, cw)
gives IQ(j, t, cw) and IQ(k, t, ccw). The two possibilities for P and Q are shown
by blue dash-dotted and red dotted lines in Figures 5(a) and (b), respectively.
We set A(i, t + 1, cw , cw) TRUE if any of the following four sets of conditions
hold:
1. Conditions for IP (i + 1, t, cw) and IQ(j, t, cw): i + 1 = j and A(i +
1, t, cw , cw).
2. Conditions for IP (i+1, t, cw) and IQ(k, t, ccw): i+1 = k and qk sees qi in
Q and A(i+ 1, t, cw , ccw). Note that the last edge of the path in Q must
be (qk, qi) which is why we impose the visibility condition.
3. Conditions for IP (i+ t, t, ccw) and IQ(j, t, cw): i+ t = j and pi+t sees pi
in P and A(i+ t, t, ccw , cw).
4. Conditions for IP (i + t, t, ccw) and IQ(k, t, ccw): i + t = k and pi+t sees
pi in P and qk sees qi in Q and A(i+ t, t, ccw , ccw).
Since there are a quadratic number of subproblems, each taking constant
time to solve, this algorithm runs in time O(n2), which proves:
Theorem 2 Given two n-vertex polygons, each with points labelled from 1 to n
in some order, one can find a pair of compatible paths or determine that none
exist in O(n2) time.
2.2.2 A linear-time algorithm for convex point sets
In this section we assume that the input is a pair of convex point sets P,Q,
along with their convex hulls.
Given a label x, we first define a greedy construction to compute compatible
paths starting at x. The output of the construction is an ordered sequence σx of
labels. Using Claim 2 we keep track of the intervals in P and Q corresponding
to σx. Initially σx contains the label x. Each subsequent step attempts to add
a new label to σx, maintaining intervals in P and Q. Suppose the intervals
corresponding to the current σx are IP and IQ in P and Q respectively. Let a
and b be the labels of the vertices just before and just after interval IP on the
boundary of P . Similarly, let c and d be the labels of the vertices just before
and just after interval IQ on the boundary of Q. If {a, b} = {c, d}, then we add
a and b to σx in arbitrary order. Otherwise, if there is one label in common
between the two sets, we add that label to σx. Finally, if there are no common
labels, then the construction ends. Let σx be a maximal sequence constructed
as above.
Lemma 1 P and Q have compatible paths starting at label x if and only if σx
includes all n labels.
8
Proof: If P and Q have compatible paths with label sequence σ starting at
label x then by Claim 2 every prefix of σ corresponds to an interval in P and
in Q, and we can build σx in exactly the same order as σ.
For the other direction, we claim to construct noncrossing paths in P and Q
corresponding to σx. Observe that when we add one or two labels to σx, we can
add the corresponding vertices to our paths because the point sets are convex,
so every edge is allowable. Furthermore, the paths constructed in this way are
noncrossing because the greedy construction of σx always maintains intervals in
P and Q. Hence the new edges are outside the convex hull of the paths so far.

Lemma 1 allows us to find compatible paths (if they exist) in O(n2) time
by trying each label x as the initial label of the path. In order to improve this
to linear time, we first argue that when σx does not provide compatible paths,
then we need not try any of its other labels as the initial label.
Lemma 2 If σx has length less than n, then no label in σx can be the starting
label for compatible paths of P and Q.
Proof: Suppose that there are compatible paths with label sequence sy start-
ing at a label y in σx. Let z be the first label that appears in sy but not in σx.
Let IP and IQ be the intervals corresponding to σx in P and Q respectively. By
Claim 2 the prefix of sy before z corresponds to intervals, say I
′
P and I
′
Q on P
and Q, respectively. Then I ′P ⊆ IP and I ′Q ⊆ IQ (by our assumption that z is
the first label of sy not in σx). Since the vertex with label z must be adjacent
to I ′P on the boundary of P and to I
′
Q on the boundary of Q, and z does not
appear in σx, therefore the vertex with label z must be adjacent to IP on the
boundary of P and to IQ on the boundary of Q. But then our construction
would add label z to σx. 
We will use Lemma 2 to show that we can eliminate some labels entirely
when σx is found to have length less than n. Suppose σx does not include all
labels. Let IP and IQ be the intervals on P and Q, respectively, corresponding
to the set of labels of σx. Let a and b be the labels that appear at the endpoints
of IP .
Suppose P and Q have compatible paths (of length n) with label sequence σ.
Then by Lemma 1 the initial and final label of σ lie outside of σx. Furthermore,
by Claim 3, the set of labels of σx must appear consecutively and in the same
order around P and around Q (either clockwise or counterclockwise). Our
algorithm checks whether IP and IQ have the same ordered lists of labels. If
not, then there are no compatible paths.
So suppose that IP and IQ have the same ordered lists of labels. Then the
endpoints of IQ must have labels a and b. We will now reduce to a smaller
problem by discarding all internal vertices of IP and IQ. Let P
′ and Q′ be
the point sets formed from P and Q, respectively, by deleting the vertices with
labels in σx − {a, b}.
9
Lemma 3 Suppose z is a label appearing in P ′. P and Q have compatible paths
with initial label z if and only if P ′ and Q′ have compatible paths with initial
label z.
Proof: If P andQ have compatible paths (of length n) with initial label z, then
we claim that deleting from those paths the vertices with labels in σx − {a, b}
yields compatible paths of P ′ and Q′ with initial label z. It suffices to show
that if we delete one vertex from a noncrossing path on points in convex position
then the resulting path is still noncrossing. The two edges incident to the point
to be deleted form a triangle, and the new path will use the third side of the
triangle. Since the points are in convex position, the triangle is empty of other
points, and so the new edge does not cross any other edge of the path.
For the other direction, suppose that σ′ is a label sequence of compatible
paths of P ′ and Q′ with initial label z. Suppose without loss of generality
that label a comes before label b in σ′. Construct a sequence σ by adding the
labels of σx − {a, b} after a in σ′ in the order that they appear in IP , e.g., see
Figure 6. It remains to show that the corresponding paths in P and Q are
noncrossing. This follows from the fact that in both P and Q the added points
appear consecutively around the convex hull following the point with label a.

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qc
qd
qj
pi pa
pb
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pd
qi qa
qb
qc
qd
pj qjpj
(a) (b) (c) (d)
Figure 6: (a)–(b) Compatible paths on the point sets P \ {pa, pb, pc, pd} and
Q \ {qa, qb, qc, qd}. (c)–(d) Insertion of the deleted points keeps the paths com-
patible.
We can now prove the main result of this section.
Theorem 3 Given two sets of n points in convex position (along with their con-
vex hulls) each with points labelled from 1 to n, one can find a pair of compatible
paths or determine that none exist in linear time.
Proof: The algorithm is as described above. At each stage we try some label
x to be the initial label of compatible paths, by computing σx using the greedy
construction. If σx has length n we are done. Otherwise if σx has length 1 or 2,
then we have ruled out the labels in σx as initial labels. Finally, if σx has length
less than n and at least 3 then we test whether the intervals corresponding to σx
in P and Q have the same ordering, and if they do, then we apply the reduction
described above and recurse on the smaller instance as justified by Lemma 3.
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The running time of the algorithm is determined by the length of all the
σ-sequences we compute. Define a σ-sequence to be ‘long’ or ‘short’ depending
on whether it contains at least three labels or not. Every long sequence of length
` reduces the number of points by (` − 2) and requires O(`) time. Thus, long
sequences take O(n) time in total. Computing any short sequence takes O(1)
time. Since for each label, we compute σ at most once, the short sequences also
take O(n) time in total. 
3 Monotone Paths in General Point Sets
In this section we examine arbitrary point sets in general position, but we restrict
the type of path.
Let P be a point set in general position. An ordering σ of the points of P is
called monotone if there exists some line ` such that the orthogonal projection of
the points on ` yields the order σ. A monotone path is a path that corresponds
to a monotone ordering. Note that every monotone path is noncrossing.
Two points sets P and Q each labelled 1, 2, . . . , n have compatible monotone
paths if there is an ordering of the labels that corresponds to a monotone path
in P and a monotone path in Q. To decide whether compatible monotone paths
exist, we can enumerate all the monotone orderings of P , and for each of them
check in linear time whether it determines a monotone path in Q.
A method for enumerating all the monotone orderings of a point set P was
developed by Goodman and Pollack:
Theorem 4 (Goodman and Pollack [8]) Let `0 be a line not orthogonal to
any line determined by two points of P . Starting with ` = `0, rotate the line `
through 360◦ counter-clockwise about a fixed point. Projecting the points onto `
as it rotates gives all the possible monotone orderings of P . There are 2
(
n
2
)
=
n(n − 1) orderings, and each successive ordering differs from the previous one
by a swap of two elements adjacent in the ordering.
Furthermore, the sequence of swaps that change each ordering to the next
one can be found in O(n2 log n) time by sorting the O(n2) lines (determined by
all pairs of points) by their slopes.
This gives a straight-forward O(n3) time algorithm to find compatible mono-
tone paths, since we can generate the O(n2) monotone orderings of P in constant
time per ordering, and check each one for monotonicity in Q in linear time.
We now present a more efficient O(n2 log n) time algorithm. For ease of
notation, relabel the points so that the order of points P along `0 is 1, 2, . . . , n.
As the line ` rotates, let LP0 , L
P
1 , . . . L
P
t−1, where t = n(n− 1), be the monotone
orderings of P , and let SP be the corresponding swap sequence. Similarly, let
LQ0 , L
Q
1 , . . . L
Q
t−1 be the monotone orderings ofQ and let SQ be the corresponding
swap sequence (Figure 7). We need to find whether there exist some i and j
such that LPi = L
Q
j . As noted above, SP and SQ have size O(n
2) and can be
computed in time O(n2 log n).
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Figure 7: Illustration for computing compatible monotone paths.
Recall that the inversion number, I(L) of a permutation L is the number
of pairs that are out of order. It is easy to see that the inversion numbers of
the LPi ’s progress from 0 to
(
n
2
)
and back again. In particular, I(LPi ) = i for
0 ≤ i ≤ (n2). Our algorithm will compute the inversion numbers of the LQj ’s,
which also have some structure. Let Ij be the inversion number of L
Q
j . Note
that we can compute I0 in O(n log n) time—sorting algorithms can be modified
to do this [6].
Claim 4 For all j, 1≤j≤n(n − 1), Ij differs from Ij−1 by ±1, and can be
computed from Ij−1 in constant time.
Proof: LQj is formed by swapping one pair of adjacent elements in L
Q
j−1. If this
swap moves a smaller element after a larger one then Ij=Ij−1+1. Otherwise, it
is Ij−1−1. 
The main idea of our algorithm is as follows. If LQj = L
P
i , then they must
have the same inversion number, Ij . There is one value of i in the range 0 ≤
i <
(
n
2
)
that gives this inversion number, namely i = Ij . There is also one value
of i in the second half of the range that gives this inversion number, but we can
ignore the second half of the range based on the following:
Remark 1 If there exist i, j such that LPi = L
Q
j , then there is such a pair with
i in the first half of the index range, i.e., 0 ≤ i < (n2).
Proof: The second half of each list of orderings contains the reversals of the
orderings in the first half [8]. Thus if there is a match LPi = L
Q
j then the
reversals of the two orderings also provide a match, say LPi′ = L
Q
j′ , and either i
or i′ is in the first half of the index range. 
Our plan is to iterate through the orderings LQj for 0 ≤ j < n(n− 1). Since
each ordering differs from the previous one by a single swap, we can update
from one to the next in constant time. For each j, we will check if LQj is equal
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to LPIj , i.e., for each j, 0 ≤ j < n(n − 1) we will compute the following four
things:
• LQj , Ij , LPIj , and
• Hj , which is the Hamming distance—i.e., the number of mismatches—
between LQj and L
P
Ij
If we find a j with Hj = 0 then we output L
Q
j and L
P
Ij
as compatible
monotone paths. Otherwise, we declare that no compatible monotone paths
exist. Correctness of this algorithm follows from Remark 1 and the discussion
above:
Claim 5 P and Q have compatible monotone paths if and only if Hj = 0 for
some j, 0 ≤ j < n(n− 1).
We now give the details of how to perform the above computations. For j = 0
we will compute everything directly, and for each successive j, we will show how
to update efficiently. We initialize the algorithm at j = 0 by computing LQ0 and
Ij in O(n log n) time, L
P
Ij
in O(n2) time, and Hj in linear time.
Now consider an update from j − 1 to j. As already mentioned, LQj differs
from LQj−1 by one swap of adjacent elements, so we can update in constant time.
By Lemma 4, Ij differs from Ij−1 by ±1 and we can compute it in constant time.
This also means that LPIj differs from L
P
Ij−1 by one swap of adjacent elements,
so we can update it in constant time.
Finally, we can update the Hamming distance in a two-step process as the
two orderings change. When we update from LQj−1 to L
Q
j , two positions in the
list change, and we can compare them to the same positions in LPIj−1 to update
from Hj−1 to obtain the number of mismatches between L
Q
j and L
P
Ij−1 . When
we update to LPIj , two positions in this list change, and we can compare them to
the same positions in LQIj to update to Hj . This two-step process takes constant
time.
In total, we spend O(n2) time on initialization and constant time on each
of O(n2) updates, for a total of O(n2) time. We thus obtain the following
theorem.
Theorem 5 Given two point sets, each containing n points labelled from 1 to
n, one can find a pair of compatible monotone paths or determine that none
exist in O(n2 log n) time.
4 Conclusion
In this paper we gave some fast polynomial-time algorithms to find compatible
paths (if they exist) on a given pair of labelled point sets under some constraints
on the paths or the point sets. An interesting direction for future research would
13
be to extend our linear-time algorithm to point sets that determine k > 1 nested
convex hulls. Since the problem is NP-complete [10] in general, it would also be
interesting to examine fixed-parameter tractable algorithms.
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