Parameterized Wasserstein mean with its properties by Kim, Sejong
ar
X
iv
:1
90
4.
09
38
5v
2 
 [m
ath
.FA
]  
25
 A
ug
 20
19
PARAMETERIZED WASSERSTEIN MEAN WITH ITS PROPERTIES
SEJONG KIM
Abstract. A new least squares mean of positive definite matrices for the divergence
associated with the sandwiched quasi-relative entropy has been introduced. It generalizes
the well-known Wasserstein mean for covariance matrices of Gaussian distributions with
mean zero, so we call it the parameterized Wasserstein mean. We investigate in this article
norm inequality of the parameterized Wasserstein mean, give its bounds with respect to
the Loewner order, and show the extended version of Lie-Trotter-Kato formula for the
parameterized Wasserstein mean. Finally we show the log-majorzation properties of the
parameterized Wasserstein mean by using the Cartan mean.
Keywords: parameterized Wasserstein mean, Cartan mean, sandwiched quasi-relative
entropy, log-majorization
1. Introduction
The Fre´chet mean (or barycenter) is a natural average arising from the least squares
mean when the space has a metric structure. On the other hand, it is not easy to know
whether the Fre´chet mean exists on a metric space. It has been known from [22], in gen-
eral, that the Fre´chet mean exists uniquely on the Hadamard space, which is the com-
plete metric space satisfying the semi-parallelogram law. A typical and important example
of the Hadamard space is the open convex cone Pm of m × m positive definite matrices
equipped with the Riemannian trace metric δ(A,B) = ‖ logA−1/2BA−1/2‖2. For an n-
tuple A = (A1, . . . , An) ∈ Pnm of positive definite matrices and a positive probability vector
ω = (w1, . . . , wn) the Fre´chet mean (also called the Cartan mean, Karcher mean)
G(ω;A) = argmin
X∈Pm
n∑
j=1
wjδ
2(X,Aj),
has been widely studied in theoretical and computational aspects: see [16, 18, 19, 20, 21, 26].
Especially the Wasserstein metric space of probability measures with barycenters has been
recently important in a variety of research fields: see [3, 23, 24] and their bibliographies.
There are several interesting results about Wasserstein barycenters on the set P2(Rn) of
all probability measures on the Euclidean space Rn with finite second moment [1, 2, 11],
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including the fixed point approach to the Wasserstein mean of Gaussian distributions. For
µ, ν ∈ P2(Rn) the L2-Wasserstein metric is defined as
W2(µ, ν) :=
{
inf
pi∈Π(µ,ν)
∫
Rn
‖x− y‖2dπ(x, y)
}1/2
,
where Π(µ, ν) denotes the set of all couplings on Rn × Rn with marginals µ and ν. In
particular, the L2-Wasserstein distance for two Gaussian distributions µ and ν with mean
0 and covariance matrices A,B is formulated as
1√
2
W2(µ, ν) =
[
tr
(
A+B
2
)
− tr(A1/2BA1/2)1/2
]1/2
,
where we consider that A and B are m × m positive definite matrices. Note that this
metric, denoted as d(A,B) and called the Bures-Wasserstein distance, coincides with the
Bures distance of density matrices in quantum information theory and is the matrix version
of the Hellinger distance of probability vectors.
For given n-tuple A = (A1, . . . , An) ∈ Pnm and a positive probability vector ω = (w1, . . . , wn)
the Wasserstein mean is the least squares mean for the Bures-Wasserstein distance:
Ω(ω;A) = argmin
X∈Pm
n∑
j=1
wjd
2(X,Aj).
It has been shown that such a minimizer exists uniquely by using non-smooth analysis,
convex duality and the theory of optimal transport [1] and by using matrix analysis [7].
Moreover, lots of interesting properties for the Wasserstein mean of positive definite matrices
have been established: an iteration approach to the Wasserstein mean using the optimal
transport map [2], a log-majorization property of the Wasserstein mean [6], and several
inequalities (in terms of Loewner order and operator norm) and an extended version of
Lie-Trotter-Kato formula for the Wasserstein mean [14].
In recent works the sandwiched quasi-relative entropy as a parameterized version of fi-
delity has been introduced in [10, 25]:
Ft(A,B) = tr
(
A
1−t
2t BA
1−t
2t
)t
, t ∈ (0,∞).
Note that the usual fidelity is the case t = 1/2 and it is a variant of the relative Re´nyi
entropy. Furthermore, it has been shown in [8] that the sandwiched quasi-relative entropy
Ft is strictly concave and the following minimization problem
argmin
X∈Pm
n∑
j=1
wj [tr((1− t)Aj + tX)− Ft(Aj ,X)] .
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has a unique solution by Brouwer’s fixed point theorem. So it generalizes the Wasserstein
mean for t = 1/2, and we call it the parameterized Wasserstein mean. In this paper we
investigate norm inequality of the parameterized Wasserstein mean, give bounds of the
parameterized Wasserstein mean with respect to the Loewner order, and show that the
parameterized Wasserstein mean satisfies the extended version of Lie-Trotter-Kato formula.
Finally, we show the log-majorzation property of parameterized Wasserstein mean by using
the Cartan mean.
2. Symmetric weighted geometric mean
Let Hm be the real vector space of all m×m Hermitian matrices. Let Pm ⊂ Hm be the
open convex cone of all m×m positive definite matrices. The general linear group GLm of
all m×m invertible matrices acts on Pm via congruence transformations ΓM (X) =MXM∗
for M ∈ GLm and X ∈ Pm. For any A,B ∈ Hm we write A ≤ B if B − A is positive
semi-definite, and A < B if B−A is positive definite. This is indeed a partial order on Hm,
known as the Loewner order.
Let ∆n be the simplex of positive probability vectors in R
n convexly spanned by the
unit coordinate vectors. Let A = (A1, . . . , An) ∈ Pnm, ω = (w1, . . . , wn) ∈ ∆n, σ ∈ Sn a
permutation on n-letters, and M ∈ GLm. For convenience, we denote as
ωσ := (wσ(1), . . . , wσ(n)) ∈ ∆n
Aσ := (Aσ(1), . . . , Aσ(n)) ∈ Pnm
MAM∗ := (MA1M
∗, . . . ,MAnM
∗) ∈ Pnm
A
−1 := (A−11 , . . . , A
−1
n ) ∈ Pnm.
Definition 2.1. We define a symmetric weighted geometric mean of positive definite ma-
trices to be a map M : ∆n × Pnm → Pm that satisfies the following properties: For
A = (A1, . . . , An),B = (B1, . . . , Bn) ∈ Pnm, ω = (w1, . . . , wn) ∈ ∆n, σ ∈ Sn, M ∈ GLm, and
a = (a1, . . . , an) ∈ Rn++, where R++ := (0,∞), these are
(P1) (Consistency with scalars) M(ω;A) = Aw11 · · ·Awnn if the Ai’s commute;
(P2) (Joint homogeneity) M(ω; a1A1, . . . , anAn) = a
w1
1 · · · awnn M(ω;A);
(P3) (Permutation invariance) M(ωσ ;Aσ) = M(ω;A);
(P4) (Monotonicity) If Bi ≤ Ai for all 1 ≤ i ≤ n, then M(ω;B) ≤M(ω;A);
(P5) (Continuity) The map M(ω; ·) is continuous;
(P6) (Congruence invariance) M(ω;MAM∗) =MM(ω;A)M∗;
(P7) (Joint concavity) M(ω;λA+(1−λ)B) ≥ λM(ω;A)+ (1−λ)M(ω;B) for 0 ≤ λ ≤ 1;
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(P8) (Self-duality) M(ω;A−1)−1 = M(ω;A);
(P9) (Determinantal identity) detM(ω;A) =
n∏
i=1
(detAi)
wi ;
(P10) (Arithmetic-Geometric-Harmonic weighted mean inequalities)
H(ω;A) :=
(
n∑
i=1
wiA
−1
i
)−1
≤M(ω;A) ≤
n∑
i=1
wiAi =: A(ω;A).
A map M satisfying (P1)-(P10) except (P3) is called a (asymmetric) weighted geometric
mean.
Note that the two-variable weighted geometric mean
M(w1, w2;A,B) = A
1/2(A−1/2BA−1/2)w2A1/2 =: A#w2B
is uniquely determined by (P1) and (P6), and also fulfils (P1)-(P10). Moreover, the two-
variable weighted geometric mean A#w2B is the unique (up to parameterization) geodesic
on the Hadamard space Pm with the Riemannian trace metric.
There are many different kinds of symmetric weighted geometric means on the open
convex cone Pm including the Ando-Li-Mathias (ALM) mean [4] and Bini-Meini-Poloni
(BMP) mean [9]. Among them a natural and canonical mean is the least squares mean,
called the Cartan mean, which is the unique minimizer of the weighted sum of squares of
the Riemannian trace metric δ:
G(ω;A1, . . . , An) = argmin
X∈Pm
n∑
i=1
wiδ
2(X,Ai). (2.1)
In [18], Lawson and Lim verified that the Cartan mean G satisfies all the properties (P1)-
(P10). Computing appropriate derivatives as in [5] yields that the Cartan mean G(ω;A)
coincides with the unique solution X ∈ Pm of the Karcher equation
n∑
i=1
wi log(X
−1/2AiX
−1/2) = O. (2.2)
Recently, Yamazaki [26] has shown a unique characterization of the Cartan mean among
other symmetric weighted geometric means, and its generalization to the probability mea-
sures with finite second moment for the Riemannian trace metric has been proved in [17].
Theorem 2.2. [17, 26] Let the map M : ∆n × Pnm → Pm be the symmetric weighted
geometric mean satisfying
n∑
j=1
wj logAj ≤ 0 =⇒ M(ω;A) ≤ I (2.3)
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for any A = (A1, . . . , An) ∈ Pnm and ω = (w1, . . . , wn) ∈ ∆n. Then M = G. Furthermore,
the Cartan mean G satisfies the property (2.3).
3. Parameterized Wasserstein means
Let A = (A1, . . . , An) ∈ Pnm, and let ω = (w1, . . . , wn) ∈ ∆n. For any t ∈ (0, 1) the
following minimization problem
argmin
X∈Pm
n∑
j=1
wj
[
tr((1 − t)Aj + tX)− tr
(
A
1−t
2t
j XA
1−t
2t
j
)t]
(3.4)
has been solved in [8], so it gives us a new multivariate matrix mean. We recall its known
results in this section, and investigate more interesting consequences in the later sections.
Note that the quantity Ft(Aj ,X) = tr
(
A
1−t
2t
j XA
1−t
2t
j
)t
, called the sandwiched quasi-
relative entropy, is a parameterized version of fidelity since F 1
2
is the usual fidelity. Fur-
thermore, the objective function ϕt(X) =
n∑
j=1
wj
[
tr((1− t)Aj + tX)− tr
(
A
1−t
2t
j XA
1−t
2t
j
)t]
is strictly convex and its gradient is given by
∇ϕt(X) = t

I − n∑
j=1
wj
(
A
1−t
t
j #1−tX
−1
) .
To prove the existence and uniqueness of the minimization problem (3.4), it is enough to
show that the equation ∇ϕt(X) = 0 has a positive definite solution. Note that
∇ϕt(X) = 0 ⇐⇒ X =
n∑
j=1
wj
(
X1/2A
1−t
t
j X
1/2
)t
. (3.5)
It has been shown in [8] that the mapH : Pm → Pm defined byH(X) =
n∑
j=1
wj
(
X1/2A
1−t
t
j X
1/2
)t
is a self-map on the closed interval [αI, βI] := {X ∈ Hm : αI ≤ X ≤ βI}, where
α := min
1≤i≤n
λmin(Aj) and β := max
1≤i≤n
λmax(Aj).
We denote as λmin(A) and λmax(A) the smallest and largest eigenvalues of A, respectively.
By Brouwer’s fixed point theorem, the map H has a fixed point. This yields the existence
and uniqueness of the minimizer of (3.4).
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Definition 3.1. Let A = (A1, . . . , An) ∈ Pnm and ω = (w1, . . . , wn) ∈ ∆n. For t ∈ (0, 1),
the parameterized Wasserstein mean Ωt(ω;A) is defined as
Ωt(ω;A) = argmin
X∈Pm
n∑
j=1
wj
[
tr((1− t)Aj + tX)− tr
(
A
1−t
2t
j XA
1−t
2t
j
)t]
.
Theorem 3.2. The parameterized Wasserstein mean Ωt(ω;A) is the unique positive definite
matrix X ∈ Pm satisfying that
n∑
j=1
wj
(
A
1−t
t
j #1−tX
−1
)
= I, (3.6)
equivalently,
X =
n∑
j=1
wj
(
X1/2A
1−t
t
j X
1/2
)t
.
For given A = (A1, . . . , An) ∈ Pnm and ω = (w1, . . . , wn) ∈ ∆n, we denote as
A
p = (A1, . . . , An, . . . , A1, . . . , An) ∈ Pnpm ,
ωp =
1
p
(w1, . . . , wn, . . . , w1, . . . , wn) ∈ ∆np,
where the number of blocks in the last expression is p.
The following are some properties of parameterized Wasserstein mean, compared with
those of the Cartan mean.
Theorem 3.3. Properties of parameterized Wasserstein mean.
(1) (Consistency with scalars) Ωt(ω;A) =

 n∑
j=1
wjA
1−t
j


1
1−t
if the Aj’s commute.
(2) (Homogeneity) Ωt(ω;αA) = αΩt(ω;A) for any positive scalar α.
(3) (Permutation invariance) Ωt(ωσ;Aσ) = Ωt(ω;A) for any permutation σ on {1, . . . , n}.
(4) (Repetition invariance) Ωt(ω
p;Ap) = Ωt(ω;A) for any p ∈ N.
(5) (Unitary congruence invariance) Ωt(ω;UAU
∗) = UΩt(ω;A)U
∗ for any unitary U .
(6) (Determinantal inequality) det Ωt(ω;A) ≥
n∏
j=1
(detAj)
wj .
Moreover, X = Ωt(ω;A1, . . . , An−1,X) if and only if X = Ωt(ωˆ;A1, . . . , An−1), where ωˆ =
1
1− wn (w1, . . . , wn−1) ∈ ∆n−1.
Proof. Most of items can be proved by Theorem 3.2, so we prove some.
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(1) Assume that all Aj ’s commute, so they are simultaneously diagonalizable. Set X =
 n∑
j=1
wjA
1−t
j


1
1−t
. Then X also commutes with all the Aj ’s, and is a solution of
the equation (3.6). By uniqueness of the positive definite solution for the equation
(3.6), X = Ωt(ω;A).
(6) Let X = Ωt(ω;A). Then X =
n∑
j=1
wj
(
X1/2A
1−t
t
j X
1/2
)t
. By the arithmetic-Cartan
mean inequality,
X ≥ G
(
ω;
(
X1/2A
1−t
t
1 X
1/2
)t
, . . . ,
(
X1/2A
1−t
t
n X
1/2
)t)
.
Applying Corollary 7.7.4 (e) in [13] and the determinantal identity of Cartan mean,
we have
detX ≥
n∏
j=1
det
(
X1/2A
1−t
t
j X
1/2
)twj
= (detX)t
n∏
j=1
(detAj)
(1−t)wj .
Solving for detX, we obtain the desired inequality.

Remark 3.4. Using the strict concavity of the map f : Pm → R, f(A) = log detA in
Theorem 7.6.6 in [13], we can not prove only the determinantal inequality of the param-
eterized Wasserstein mean, but also obtain the condition that the determinantal equality
holds. Indeed, taking the map f on the equation (3.6) yields
0 = log det

 n∑
j=1
wj
(
A
1−t
t
j #1−tX
−1
)
≥
n∑
j=1
wj log det
(
A
1−t
t
j #1−tX
−1
)
= (1− t)
n∑
j=1
wj log detAj − (1− t) log detX,
which we get the inequality by solving for detX. Moreover, the equality of Theorem 3.3
(6) holds if and only if A
1−t
t
i #1−tX
−1 = A
1−t
t
j #1−tX
−1 for all i and j. By the definition of
two-variable weighted geometric mean it is equivalent to Ai = Aj for all i and j.
Lemma 3.5. Let ω = (w1, . . . , wn) ∈ ∆n and A = (A1, . . . , An) ∈ Pnm with 0 < αI ≤ Aj ≤
βI for all j and some positive scalars α, β. Then αI ≤ Ωt(ω;A) ≤ βI for any 1/2 ≤ t < 1.
Proof. Assume that 0 < αI ≤ Aj ≤ βI for all j = 1, . . . , n. Let 1/2 ≤ t < 1 and set
X = Ωt(ω;A). Since the congruence transformation and the map A 7→ Ar for r ∈ [0, 1]
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preserve the Loewner order, we have α
1−t
t X ≤ X1/2A
1−t
t
j X
1/2 ≤ β 1−tt X, and α1−tXt ≤(
X1/2A
1−t
t
j X
1/2
)t
≤ β1−tXt. Then
α1−tXt ≤
n∑
j=1
wj
(
X1/2A
1−t
t
j X
1/2
)t
≤ β1−tXt.
So α1−tXt ≤ X ≤ β1−tXt by Theorem 3.2, and hence, αI ≤ X ≤ βI. 
4. Inequalities of parameterized Wasserstein means
In the following we let A = (A1, . . . , An) ∈ Pnm and ω = (w1, . . . , wn) ∈ ∆n.
Theorem 4.1. For t ∈ (0, 1)
‖Ωt(ω;A)‖ ≤

 n∑
j=1
wj‖Aj‖1−t


1
1−t
,
where ‖ · ‖ denotes the operator norm.
Proof. Let X = Ωt(ω;A). Then by (3.5), by the triangle inequality for the operator norm,
by the fact that ‖At‖ = ‖A‖t for any A ∈ Pm and t ≥ 0, and by the sub-multiplicativity for
the operator norm in [13, Section 5.6]
‖Ωt(ω;A)‖ = ‖X‖ =
∥∥∥∥∥∥
n∑
j=1
wj
(
X1/2A
1−t
t
j X
1/2
)t∥∥∥∥∥∥
≤
n∑
j=1
wj
∥∥∥∥∥
(
X1/2A
1−t
t
j X
1/2
)t∥∥∥∥∥ ≤ ‖X‖t

 n∑
j=1
wj‖Aj‖1−t

 .
Hence, by simplification for ‖X‖, we obtain the desired inequality. 
Proposition 4.2. For 1/2 ≤ t < 1
Ωt(ω;A)
1−t
t ≤
n∑
j=1
wjA
1−t
t
j .
Proof. Let X = Ωt(ω;A). Then X =
n∑
j=1
wj
(
X1/2A
1−t
t
j X
1/2
)t
. Since the function f(A) =
Ar for 1 ≤ r ≤ 2 is convex on Pm from [5, Theorem 1.5.8], we have
Ωt(ω;A)
1
t = X
1
t =

 n∑
j=1
wj
(
X1/2A
1−t
t
j X
1/2
)t
1
t
≤
n∑
j=1
wjX
1/2A
1−t
t
j X
1/2.
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By the simple calculation we obtain the desired inequality. 
Remark 4.3. The arithmetic-Wasserstein mean inequality
Ω1/2(ω;A) ≤
n∑
j=1
wjAj
has been already proved in [7], and Proposition 4.2 for t = 1/2 also yields the inequality.
Theorem 4.4. The parameterized Wasserstein mean has the following lower and upper
bounds with respect to the Loewner order:
1
1− tI −
t
1− t
n∑
j=1
wjA
t−1
t
j ≤ Ωt(ω;A) ≤

 1
1− tI −
t
1− t
n∑
j=1
wjA
1−t
t
j


−1
,
where the second inequality holds when I − t
n∑
j=1
wjA
1−t
t
j is invertible.
Proof. Let X = Ωt(ω;A). By the two-variable arithmetic-geometric-harmonic mean in-
equalities we have[
tA
− 1−t
t
j + (1− t)X
]−1
≤ A
1−t
t
j #1−tX
−1 ≤ tA
1−t
t
j + (1− t)X−1.
Since the weighted sum is operator monotone,
n∑
j=1
wj
[
tA
− 1−t
t
j + (1− t)X
]−1
≤ I =
n∑
j=1
wjA
1−t
t
j #1−tX
−1 ≤ t
n∑
j=1
wjA
1−t
t
j + (1− t)X−1.
Solving the second inequality for X, we obtain the upper bound for the parameterized
Wasserstein mean. Taking inverse on both sides of the first inequality and applying the
arithmetic-harmonic mean inequality, we have
t
n∑
j=1
wjA
− 1−t
t
j + (1− t)X ≥

 n∑
j=1
wj
[
tA
− 1−t
t
j + (1 − t)X
]−1
−1
≥ I.
Solving this for X, we obtain the lower bound for the parameterized Wasserstein mean. 
The Lie-Trotter-Kato product formula of two bounded operators is not fundamental only
in various research areas such as Lie theory and operator algebra, but is also widely used
for Gold-Thompson trace inequality and majorization problem. It has been extended in
[15] to multi-variable cases in terms of the multi-variable operator mean, what we call the
multivariate Lie-Trotter mean. It has been proved that the multi-variable mean satisfying
(P10) the arithmetic-geometric-harmonic mean inequalities is the multivariate Lie-Trotter
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mean. Even though the Wasserstein mean does not satisfy the Wasserstein-harmonic mean
inequality, it has been proved by using another lower bound in [14] that the Wasserstein
mean is also the multivariate Lie-Trotter mean. As an application of Theorem 4.4 we now
show that the parameterized Wasserstein mean is the multivariate Lie-Trotter mean.
Lemma 4.5. For ǫ > 0, let γ : (−ǫ, ǫ)→ Pm be a continuous map with γ(0) = I. Then for
any t ∈ (0, 1) there exists a δ > 0 such that γ(s) 1−tt > tI for all s ∈ (−δ, δ).
Proof. Let t ∈ (0, 1). Since γ : (−ǫ, ǫ) → Pm is a continuous map with γ(0) = I, there
exists a δ > 0 such that γ(s) ∈ Br(I) = {A ∈ Hm : ‖A − I‖ < r} for all s ∈ (−δ, δ), where
r := 1− t t1−t > 0. That is,
|λi(γ(s))− 1| = |λi(γ(s)− I)| ≤ ‖γ(s)− I‖ < r,
since γ(s)− I ∈ Hm, where λi(A) denotes the ith eigenvalue of A ∈ Hm in decreasing order.
It implies that λi(γ(s)) > 1− r = t
t
1−t , so γ(s) > t
t
1−t I. Thus, γ(s)
1−t
t > tI. 
Theorem 4.6. The parameterized Wasserstein mean satisfies
lim
s→0
Ωt(ω; γ1(s), . . . , γn(s))
1/s = exp

 n∑
j=1
wjγ
′
j(0)

 ,
where for ǫ > 0, γj : (−ǫ, ǫ) → Pm are differentiable curves with γj(0) = I for all j =
1, . . . , n.
Proof. Let ω = (w1, . . . , wn) ∈ ∆n and let γ1, . . . , γn : (−ǫ, ǫ) → Pm be differentiable
curves with γj(0) = I for all j. By Lemma 4.5 there exists a sufficiently small δ > 0 so that
γj(s)
1−t
t > tI for all j and s ∈ (−δ, δ). Then
n∑
j=1
wjγj(s)
t−1
t <
1
t
I, and I−t
n∑
j=1
wjγj(s)
t−1
t >
0 for any s ∈ (−δ, δ).
By Theorem 4.4, we have
1
1− tI−
t
1− t
n∑
j=1
wjγj(s)
t−1
t ≤ Ωt(ω; γ1(s), . . . , γn(s)) ≤

 1
1− tI −
t
1− t
n∑
j=1
wjγj(s)
1−t
t


−1
.
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Taking logarithms, using the operator monotonicity of the logarithm map, and multiplying
all terms by 1/s for s > 0, we get
log

 1
1− tI −
t
1− t
n∑
j=1
wjγj(s)
t−1
t


1/s
≤ log Ω(ω; γ1(s), . . . , γn(s))1/s
≤ log

 1
1− tI −
t
1− t
n∑
j=1
wjγj(s)
1−t
t


−1/s
.
(4.7)
Note that
lim
s→0+
1
s
log

 1
1− tI −
t
1− t
n∑
j=1
wjγj(s)
t−1
t

 = n∑
j=1
wjγ
′
j(0),
lim
s→0+
1
s
log

 1
1− tI −
t
1− t
n∑
j=1
wjγj(s)
1−t
t


−1
=
n∑
j=1
wjγ
′
j(0).
Taking the limit as s→ 0+ in (4.7), we obtain
lim
s→0+
log Ω(ω; γ1(s), . . . , γn(s))
1/s =
n∑
j=1
wjγ
′
j(0).
Since the logarithm map log : Pm → Hm is diffeomorphic, we get the desired identity. By
the similar argument for t < 0, we obtain the conclusion. 
The notions of operator convexity and concavity are characterized by Jensen type in-
equalities in [12]. For every contraction X we have
(X∗AX)r ≤ X∗ArX if 1 ≤ r ≤ 2, (4.8)
and
(X∗AX)r ≥ X∗ArX if 0 ≤ r ≤ 1. (4.9)
For X ∈ GLm such that its inverse X−1 is a contraction,
(X∗AX)r ≤ X∗ArX if 0 ≤ r ≤ 1. (4.10)
Theorem 4.7. Let t ∈ (0, 1). Then
(1) Ωt(ω;A) ≥ I implies A(ω;A1−t1 , . . . , A1−tn ) ≥ I, and
(2) Ωt(ω;A) ≤ I implies Ωt(ω;A) ≤ H(ω;At−11 , . . . , At−1n ).
Proof. Let t ∈ (0, 1).
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(1) Assume that X = Ωt(ω;A) ≥ I. Then X−1 ≤ I, and by (4.10)(
X1/2A
1−t
t
j X
1/2
)t
≤ X1/2A1−tj X1/2.
Thus, by (3.5) and the above inequality
I =
n∑
j=1
wjX
−1/2
(
X1/2A
1−t
t
j X
1/2
)t
X−1/2 ≤
n∑
j=1
wjA
1−t
j .
(2) Assume that X = Ωt(ω;A) ≤ I. Then by (3.5) and (4.9)
I ≥
n∑
j=1
wj
(
X1/2A
1−t
t
j X
1/2
)t
≥ X1/2

 n∑
j=1
wjA
1−t
j

X1/2,
so X−1 ≥
n∑
j=1
wjA
1−t
j . Thus, we obtain (2) by taking inverse on both sides.

For 1 ≤ i, j ≤ n let Aij ∈ Mm, the set of all m×m matrices with entries in the field of
complex numbers. We define a map Φ :Mn(Mm)→Mm as
Φ




A11 · · · A1n
...
. . .
...
An1 · · · Ann



 =
n∑
j=1
wjAjj. (4.11)
Then one can easily see that Φ is a positive linear and unital map.
Theorem 4.8. Let ω = (w1, . . . , wn) ∈ ∆n. Let Mω = M(ω; ·) : Pnm → Pm be the map
satisfying the inequality
M(ω;A1, . . . , An) ≥ H(ω;A1, . . . , An). (4.12)
If there exist positive scalars α and β such that 0 < αI ≤ Aj ≤ βI for all j, then
M
(
ω;X−1#tA
1−t
t
1 , . . . ,X
−1#tA
1−t
t
n
)
≥ 4αβ
(α+ β)2
I
for any 1/2 ≤ t < 1, where X = Ωt(ω;A1, . . . , An).
Proof. For some positive scalars α and β such that 0 < αI ≤ Aj ≤ βI for all j, we
have that αI ≤ X = Ωt(ω;A1, . . . , An) ≤ βI for 1/2 ≤ t < 1 by Lemma 3.5, and αI ≤
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(X1/2A
1−t
t
j X
1/2)t ≤ βI for all j. So
αI ≤


(X1/2A
1−t
t
1 X
1/2)t · · · O
...
. . .
...
O · · · (X1/2A
1−t
t
n X1/2)t

 ≤ βI.
Applying Proposition 2.7.8 in [5] to the positive linear map Φ, we obtain
Φ




(X1/2A
1−t
t
1 X
1/2)t · · · O
...
. . .
...
O · · · (X1/2A
1−t
t
n X1/2)t




≤ (α+ β)
2
4αβ
Φ




(X1/2A
1−t
t
1 X
1/2)t · · · O
...
. . .
...
O · · · (X1/2A
1−t
t
n X1/2)t


−1

−1
.
Equivalently, by Theorem 3.2
X =
n∑
j=1
wj(X
1/2A
1−t
t
j X
1/2)t ≤ (α+ β)
2
4αβ

 n∑
j=1
wj(X
1/2A
1−t
t
j X
1/2)−t


−1
.
Taking the congruence transformation by X−1/2 on both sides and applying the inequality
(4.12), we obtain
I ≤ (α+ β)
2
4αβ
X−1/2

 n∑
j=1
wj(X
−1/2A
− 1−t
t
j X
−1/2)t


−1
X−1/2
=
(α+ β)2
4αβ

 n∑
j=1
wjX#tA
− 1−t
t
j


−1
≤ (α+ β)
2
4αβ
M
(
ω;X−1#tA
1−t
t
1 , . . . ,X
−1#A
1−t
t
n
)
.

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5. Log-Majorization
Let x = (x1, . . . , xm) and y = (y1, . . . , ym) be two m-tuples of nonnegative numbers. Let
x↓1 ≥ x↓2 ≥ · · · ≥ x↓m be the decreasing rearrangement of x1, . . . , xm. If for all 1 ≤ k ≤ m
k∏
j=1
x↓j ≤
k∏
j=1
y↓j ,
then we say that x is weakly log-majorized by y, and write it as x ≺w log y. In addition,
if the equality holds for k = m, then we say that x is log-majorized by y, and write it as
x ≺log y.
A standard technique in the theory of log majorization is the use of antisymmetric tensor
powers. For 1 ≤ k ≤ m we denote by Qk,m the set of multi-indices α = (α1, . . . , αk) with
1 ≤ α1 < · · · < αk ≤ m. Let A ∈Mm and let α, β ∈ Qk,m. Then A[α|β] denotes the matrix
obtained from A by picking its entries from the rows corresponding to α and the columns
corresponding to β. Recall that Λk is a map assigning each A ∈Mm to an
(
m
k
)
×
(
m
k
)
matrix ΛkA whose (α, β)th entry for α, β ∈ Qk,m is given by detA[α|β], where the elements
of Qk,m are ordered by the lexicographic ordering (or the dictionary order). There are
interesting properties for the antisymmetric tensor powers of positive matrix. Note that
Λk(cI) = ckI for any constant c, where I is the identity matrix with certain dimension, and
k∏
j=1
λ↓j (A) = λ
↓
1(Λ
kA), 1 ≤ k ≤ m.
The map Pm ∋ A 7→ ΛkA is multiplicative, that is,
Λk(AB) = (ΛkA)(ΛkB) and (ΛkA)r = ΛkAr, r ∈ (−∞,∞).
So it is clear that Λk(A#tB) = (Λ
kA)#t(Λ
kB) for any A,B ∈ Pm and t ∈ [0, 1], and
moreover, it can be extended to the symmetric weighted geometric means M such as the
ALM (Ando-Li-Mathias) mean, BMP (Bini-Meini-Poloni) mean, and Cartan mean G:
ΛkM(ω;A1, . . . , An) = M(ω; Λ
kA1, . . . ,Λ
kAn). (5.13)
It has been shown in [15] that the mapM(ω; ·) : Pnm → Pm satisfying (P10) the arithmetic-
geometric-harmonic weighted mean inequalities for given ω = (w1, . . . , wn) ∈ ∆n is the
multivariate Lie-Trotter mean, as an extended version of the Lie-Trotter-Kato formula:
lim
s→0
M(ω; γ1(s), . . . , γn(s))
1/s = exp

 n∑
j=1
wjγ
′
j(0)

 ,
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where for ǫ > 0, γj : (−ǫ, ǫ)→ Pm are any differentiable curves with γj(0) = I for all j. In
particular, taking γj(s) = A
s
j for each Aj ∈ Pm we obtain
Lemma 5.1. Let the map M(ω; ·) : Pnm → Pm satisfy (P10) the arithmetic-geometric-
harmonic weighted mean inequalities. Then for given A = (A1, . . . , An) ∈ Pnm and ω =
(w1, . . . , wn) ∈ ∆n
lim
s→0
M(ω;As1, . . . , A
s
n)
1/s = exp

 n∑
j=1
wj logAj

 , (5.14)
where L(ω;A) = exp

 n∑
j=1
wj logAj

 is the log-Euclidean mean.
Theorem 5.2. Let A = (A1, . . . , An) ∈ Pnm and ω = (w1, . . . , wn) ∈ ∆n. For t ∈ (0, 1),
λ(G(ω;A)) ≺log λ(L(ω;A)) ≺w log λ(Ωt(ω;A)).
Proof. The first log-majorization λ(G(ω;A)) ≺log λ(L(ω;A)) has been proved in [6].
Let X = Ωt(ω;A). Then I =
n∑
j=1
wj
(
A
1−t
t
j #1−tX
−1
)
. Since the function f(A) = As for
0 < s < 1 is operator concave on Pm from [5, Theorem 4.2.3],
n∑
j=1
wj
(
A
1−t
t
j #1−tX
−1
)s
≤

 n∑
j=1
wj
(
A
1−t
t
j #1−tX
−1
)
s
= I.
For the symmetric weighted geometric mean M satisfying the monotonicity, (P10) and
(5.13), we have
M
(
ω;
(
A
1−t
t
1 #1−tX
−1
)s
, . . . ,
(
A
1−t
t
n #1−tX
−1
)s)
≤ I,
and moreover,
M
(
ω;
(
ΛkA
1−t
t
1 #1−tΛ
kX−1
)s
, . . . ,
(
ΛkA
1−t
t
n #1−tΛ
kX−1
)s)
≤ I. (5.15)
Assume that ΛkX ≤ I. Then ΛkX−1 ≥ I, so
ΛkA
1−t
t
j #1−tΛ
kX−1 ≥ ΛkA
1−t
t
j #1−tI =
(
ΛkA
1−t
t
j
)t
= ΛkA1−tj .
By the Loewner-Heinz inequality, it implies that for 0 < s < 1(
ΛkA
1−t
t
j #1−tΛ
kX−1
)s
≥
(
ΛkA1−tj
)s
= ΛkA
(1−t)s
j .
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Applying the monotonicity and (5.13) of the mean M to (5.15), we have
ΛkM(ω;A
(1−t)s
1 , . . . , A
(1−t)s
n ) = M
(
ω; ΛkA
(1−t)s
1 , . . . ,Λ
kA(1−t)sn
)
≤ I.
Taking 1(1−t)s power on both sides yields
ΛkM(ω;A
(1−t)s
1 , . . . , A
(1−t)s
n )
1
(1−t)s ≤ I.
Letting s→ 0 and using Lemma 5.1, we obtain that ΛkL(ω;A) ≤ I.
We have shown that for 1 ≤ k < m, ΛkΩt(ω;A) ≤ I implies ΛkL(ω;A) ≤ I. This yields
that λ↓1(Λ
kL(ω;A)) ≤ λ↓1(ΛkΩt(ω;A)), that is,
k∏
j=1
λ↓j(L(ω;A)) ≤
k∏
j=1
λ↓j (Ωt(ω;A)).
From the determinantal inequality of parameterized Wasserstein mean in Theorem 3.3 (6),
we can see that the above inequality still holds for k = m. Hence, the log-Euclidean mean
L(ω;A) is weakly log-majorized by the parameterized Wasserstein mean Ωt(ω;A). 
The following shows the weak log-majorization between the Cartan mean of p(∈ (0, 1))
powers of given positive definite matrices and the p power of parameterized Wasserstein
mean of given positive definite matrices.
Theorem 5.3. Let A = (A1, . . . , An) ∈ Pnm and ω = (w1, . . . , wn) ∈ ∆n. For t ∈ (0, 1),
λ(G(ω;A1−t1 , . . . , A
1−t
n )) ≺w log λ(Ωt(ω;A))1−t,
where λ(A)r := (λr1(A), . . . , λ
r
m(A)) for any A ∈ Pm and r ∈ R.
Proof. Let X = Ωt(ω;A). Then I =
n∑
j=1
wj
(
A
1−t
t
j #1−tX
−1
)
. Since the logarithmic func-
tion log : Pm → Hm is operator concave by Exercise 4.2.5 in [5], we have
0 = log

 n∑
j=1
wj
(
A
1−t
t
j #1−tX
−1
) ≥ n∑
j=1
wj log
(
A
1−t
t
j #1−tX
−1
)
.
By Theorem 2.2 G(ω;A
1−t
t
1 #1−tX
−1, . . . , A
1−t
t
n #1−tX
−1) ≤ I, and by the multiplicativity
of antisymmetric tensor power and (5.13)
G
(
ω; (ΛkA1)
1−t
t #1−t(Λ
kX)−1, . . . , (ΛkAn)
1−t
t #1−t(Λ
kX)−1
)
≤ I. (5.16)
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Assume that ΛkX ≤ I for 1 ≤ k ≤ m. Taking the congruence transformation by (ΛkX)1/2
on both sides of (5.16) and applying (4.9) yield
ΛkX ≥ G
(
ω; ((ΛkX)1/2(ΛkA1)
1−t
t (ΛkX)1/2)t, . . . , ((ΛkX)1/2(ΛkAn)
1−t
t (ΛkX)1/2)t
)
≥ G
(
ω; (ΛkX)1/2(ΛkA1)
1−t(ΛkX)1/2, . . . , (ΛkX)1/2(ΛkAn)
1−t(ΛkX)1/2
)
.
Taking the congruence transformation by (ΛkX)−1/2 on both sides implies
I ≥ G
(
ω; (ΛkA1)
1−t, . . . , (ΛkAn)
1−t
)
= ΛkG(ω;A1−t1 , . . . , A
1−t
n ).
We have shown that for 1 ≤ k ≤ m, ΛkΩt(ω;A) ≤ I implies that ΛkG(ω;A1−t1 , . . . , A1−tn ) ≤
I. Let α = λ↓1(Λ
kΩt(ω;A))
1/k . Then by the homogeneity of parameterized Wasserstein
mean in Theorem 3.3 (2)
ΛkΩt
(
ω;
1
α
A
)
=
(
Λk
1
α
I
)
ΛkΩt =
1
αk
ΛkΩt =
1
λ↓1(Λ
kΩt)
ΛkΩt ≤ I.
It implies that
I ≥ ΛkG
(
ω;
(
1
α
A1
)1−t
, . . . ,
(
1
α
An
)1−t)
=
(
Λk
1
α1−t
I
)
ΛkG(ω;A1−t1 , . . . , A
1−t
n )
=
1
λ↓1(Λ
kΩt(ω;A))1−t
ΛkG(ω;A1−t1 , . . . , A
1−t
n ),
that is, ΛkG(ω;A1−t1 , . . . , A
1−t
n ) ≤ λ↓1(ΛkΩt(ω;A))1−tI. Thus,
λ↓1
(
ΛkG(ω;A1−t1 , . . . , A
1−t
n )
)
≤ λ↓1
(
ΛkΩt(ω;A)
)1−t
.
By the determinantal inequality of parameterized Wasserstein mean in Theorem 3.3 (6), we
obtain the weak log-majorization between G(ω;A1−t1 , . . . , A
1−t
n ) and Ωt(ω;A)
1−t. 
Acknowledgement
This work was supported by the National Research Foundation of Korea (NRF) grant
funded by the Korea government (No. NRF-2018R1C1B6001394).
18 SEJONG KIM
References
[1] M. Agueh and G. Carlier, Barycenters in the Wasserstein space, SIAM J. Math. Anal. Appl. 43 (2011),
904-924.
[2] P. C. Alvarez-Esteban, E. del Barrio, J. A. Cuesta-Albertos and C. Matran, A fixed point approach to
barycenters in Wasserstein spaces, J. Math. Anal. Appl. 441 (2016), 744-762.
[3] L. Ambrosio, N. Gigli, and G. Savare´, Gradient flows in metric spaces and in the space of probability
measures, 2nd edition, Birkha¨user, 2008.
[4] T. Ando, C. K. Li and R. Mathias, Geometric means, Linear Algebra Appl. 385 (2004), 305-334.
[5] R. Bhatia, Positive Definite Matrices, Princeton Series in Applied Mathematics, Princeton, 2007.
[6] R. Bhatia, T. Jain and Y. Lim, Inequalities for the Wasserstein mean of positive definite matrices, to
appear in Linear Algebra and Its Applications.
[7] R. Bhatia, T. Jain and Y. Lim, On the Bures-Wasserstein distance between positive definite matrices,
to appear in Expositiones Mathematicae.
[8] R. Bhatia, T. Jain and Y. Lim, Strong convexity of sandwiched entropies and related optimization
problems, in preparation.
[9] D. Bini, B. Meini and F. Poloni, An effective matrix geometric mean satisfying the Ando-Li-Mathias
properties, Math. Comp. 79 (2010), 437-452.
[10] R. Frank and E. Lieb, Monotonicity of a relative Re´nyi entropy, J. Math. Phys. 54 (2013), 122201.
[11] M. Gelbrich, On a formula on the L2-Wasserstein metric between measures on Euclidean and Hilbert
spaces, Math. Nachr. 147 (1990), 185-203.
[12] F. Hansen, G. K. Pedersen, Jensens inequality for operators and Lo¨wners theorem, Math. Ann. 258
(1982), 229241.
[13] R. A. Horn and C. R. Johnson, Matrix Analysis, 2nd edition, Cambridge University Press, 2013.
[14] J. Hwang and S. Kim, Bounds for the Wasserstein mean with applications to the Lie-Trotter mean, J.
Math. Anal. Appl. 475 (2019), 1744-1753.
[15] J. Hwang and S. Kim, Lie-Trotter means of positive definite operators, Linear Algebra Appl. 531 (2017),
268-280.
[16] H. Karcher, Riemannian center of mass and mollifier smoothing, Comm. Pure Appl. Math. 30 (1977),
509-541.
[17] S. Kim, H. Lee, and Y. Lim, An order inequality characterizing invariant barycenters on symmetric
cones, J. Math. Anal. Appl. 442 (2016), 1-16.
[18] J. Lawson and Y. Lim, Monotonic properties of the least squares mean, Math. Ann. 351 (2011), 267-279.
[19] J. Lawson and Y. Lim, Weighted means and Karcher equations of positive operators, Proc. Natl. Acad.
Sci. USA. 110 (2013), 15626-15632.
[20] H. Lee and S. Kim, The Hadamard product for the weighted Karcher means, Linear Algebra Appl. 501
(2016), 290-303.
[21] Y. Lim and M. Palfia, The matrix power means and the Karcher mean, J. Func. Anal. 262:4 (2012),
1498-1514.
PARAMETERIZED WASSERSTEIN MEAN WITH ITS PROPERTIES 19
[22] K.-T. Sturm, Probability measures on metric spaces of nonpositive curvature, in: Heat Kernels and
Analysis on Manifolds, Graphs, and Metric Spaces?, Contemp. Math. 338, Amer. Math. Soc. (AMS),
Providence, 2003.
[23] C. Villani, Optimal transport: Old and New, Vol. 338 (2008), Springer Science and Business Media.
[24] C. Villani, Topics in optimal transportation, American Mathematical Society, 2003.
[25] M. Wilde, A. Winter and D. Yang, Strong converse for the classical capacity of entanglement-breaking
and Hadamard channels via a sandwiched Renyi relative entropy, Comm. Math. Phys. 331 (2014),
593-622.
[26] T. Yamazaki, The Riemannian mean and matrix inequalities related to the AndoHiai inequality and
chaotic order, Oper. Matrices 6 (2012), 577588.
Sejong Kim, Department of Mathematics, Chungbuk National University, Cheongju 28644,
Korea
E-mail address: skim@chungbuk.ac.kr
