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We study the decays B → D(∗)τντ in light of the available data from BABAR, Belle and LHCb. We
divide our analysis into two parts: in one part we fit the form-factors in these decays directly from
the data without adding any additional new physics (NP) contributions and compare our fit results
with those available from the decays B → D(∗)`ν`. We find that the q2-distributions of the form-
factors associated with the pseudo-vector current, obtained from B → D(∗)τντ and B → D(∗)`ν`
respectively, do not agree with each other, whereas the other form-factors are consistent with each
other. In the next part of our analysis, we look for possible new effective operators of dimension 6
amongst new vector, scalar, and tensor-type that can best explain the current data in the decays
B → D(∗)τντ . We use the information-theoretic approaches, especially of ‘Second-order Akaike
Information Criterion’ (AICc) in the analysis of empirical data. Normality tests for the distribution
of residuals are done after selecting the best possible scenarios, for cross-validation. We find that
it is the contribution from the operator involving left or right-handed vector current that passes
all the selection criteria defined for the best-fit scenario and can successfully accommodate all the
available data set.
I. INTRODUCTION
The semitaunic decays B → D(∗)τντ have drawn a
lot of attention in recent years as sensitive probes of NP
[1–6]. The present experimental status is summarized in
Fig. 1 [7]. Here, R(D) and R(D∗) are defined as
FIG. 1: Current experimental status in the
measurements of R(D) and R(D∗).
R(D) = B
(
B → Dτ−ντ
)
B (B → Dl−νl) and
R(D∗) = B
(
B → D∗τ−ντ
)
B (B → D∗l−νl) . (1)
The Standard Model (SM) predictions for R(D(∗)) are
taken from [4]and [8], respectively. The theory uncer-
tainties in these observables are only a few percent, and
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independent of the CKM element |Vcb|. In the figure,
the contours show the correlation between the measured
values of R(D) and R(D∗) from different experimental
collaborations. We note that the contour obtained af-
ter averaging the Belle measurements [9–11], which is
more than 3σ away from the SM prediction, lies in be-
tween the SM expectation and the BABAR measurement
[12]. LHCb results on R(D∗) [13] are 2.1σ larger than
the value expected in SM. Although the Belle average is
slightly smaller than the LHCb and BABAR results, it is
still considerably larger than the SM prediction.
One can explain this excess by considering the contri-
bution from some NP model of one’s choice, e.g. [14, 15].
On the other hand, one may write down the most general
relevant effective NP operators which may include new
scalar, vector and tensor currents other than the SM, and
then try to estimate the size of the NP Wilson coefficients
from the excess [16] in a model independent analysis.
We observe that with passing time and increasing
statistics, the measured value of R(D∗) is becoming
closer to that of the SM. However, we have to wait for
more precise measurements on R(D). This is important,
since the NP sensitivity of R(D) and R(D∗) are not the
same [6].
Also, the sensitivity to a particular type of interaction
is more apparent in the binned data, compared to that
from the integrated observables like R(D(∗)) [6]. On the
other hand, as the measured values of R(D(∗)) are highly
model sensitive due to the model-dependence of the ki-
netic distribution, one may get different signal yields per
bin from fits using different models. Consequently, the
measured values obtained from fits assuming only the SM
background should not be used to fit the NP parameters.
Although we use the background-subtracted and normal-
ized binned data for most of our analysis, we compensate
for any systematic errors coming from such assumption
by doing a separate study with over-estimated errors and
their correlations.
In this article, we systematically divide our analysis
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2into two parts. In the first part of our analysis (section
II), we will assume that there is no NP in B → D(∗)τντ ,
just as in B → D(∗)`ν` (` = e or µ), and will fit the
form-factors. Different experimental collaborations have
already fitted the form-factor parameters [17] from the
data collected for the decays B → D(∗)`ν`, e.g. [18, 19].
Using the present data on B → D(∗)τντ , we can check
whether the fitted form-factors are in good agreement
with those obtained from the decay B → D(∗)`ν`. Any
discrepancy between the two will indicate a possible new
effect in B → D(∗)τντ , which is absent in B → D(∗)`ν`.
It will help us to pinpoint the possible type(s) of new in-
teraction which could be responsible for such deviations.
In the second part of the analysis (section III), we will
consider the contributions from different NP interactions
in B → D(∗)τντ , but not in B → D(∗)`ν`. Our goal will
be the search for new interactions most compatible with
and best elucidates the present data. Throughout our
analysis we will use the q2-binned data on the decay rate
as well the data on R(D(∗)).
Detailed discussion on our methodology can be found
in sections II B, II C, II D and III B.
II. FORM-FACTORS FROM B → D(∗)τντ
A. Formalism
The amplitudes of semileptonic B meson decays can
be factorized in the product of the matrix elements of
leptonic and hadronic currents. The matrix elements of
the hadronic currents are non-perturbative objects called
form-factors. For a precise determination of the form-
factors, we have to rely either on lattice QCD calcula-
tions or on the light cone sum rule approaches (LCSR).
The uncertainties in the form-factors is one of the major
sources of uncertainties in the predictions of the decay
rates.
In the SM, the differential decay rates for the decay
B → D(∗)`ν`, where ` = e, µ or τ , are given by [20]
dΓ
(
B → D`ν`
)
dq2
=
G2F |Vcb|2
192pi3m3B
q2
√
λD(q2)(
1− m
2
`
q2
)2 [(
1 +
m2`
2q2
)
Hs2V,0 +
3
2
m2`
q2
Hs2V,t
]
, (2)
dΓ
(
B → D∗`ν`
)
dq2
=
G2F |Vcb|2
192pi3m3B
q2
√
λ∗D(q2)
(
1− m
2
`
q2
)2
[(
1 +
m2`
2q2
)(
H2V,+ +H
2
V,− +H
2
V,0
)
+
3
2
m2`
q2
H2V,t
]
, (3)
where λ
(∗)
D (q
2) = ((mB −m(∗)D )2 − q2)((mB +m(∗)D )2 −
q2). Here, the helicity amplitudes HλMi,λ ’s are defined
through the hadronic matrix elements
HλMi,λ = 
∗
µ〈M(λM )|c¯γµ(1− γ5)b|B¯〉, (4)
where λM and λ are the helicities of the final state meson
M and the virtual intermediate boson in the B meson
rest frame respectively. Also note that whereas for D
meson λM = s, for D
∗ meson λM = ±1, 0 and λ = 0, ±1
and t. These helicity amplitudes are related to the form-
factors
HsV,0(q
2) =
√
λD(q2)
q2
F1(q
2),
HsV,t(q
2) =
m2B −m2D√
q2
F0(q
2),
HV,±(q2) = (mB +mD∗)A1(q2)∓
√
λD∗
mB +mD∗
V (q2),
HV,0(q
2) =
(mB +mD∗)
2mD∗
√
q2[
(m2B −m2D∗ − q2)A1(q2)
+
λD∗
(mB +mD∗)2
A2(q
2)
]
HV,t(q
2) =
√
λD(q2)
q2
A0(q
2) . (5)
The form-factors are defined as the matrix elements of
various currents,
〈D(K)|c¯γµb|B¯(p)〉 = [(p+ k)µ − m
2
B −m2D
q2
qµ]
F1(q
2) + qµ
m2B −m2D
q2
F0(q
2) , (6)
and
〈D∗(k, ε)|c¯γµb|B¯(p)〉 = iµνρσεν∗pρkσ 2V (q
2)
mB +mD∗
〈D∗(k, ε)|c¯γµγ5b|B¯(p)〉 = ε∗µ(mB +mD∗)A1(q2)
− (p+ k)µ(ε∗q) A2(q
2)
mB +mD∗
− qµ(ε∗q)2mD
∗
q2
[A3(q
2)−A0(q2] , (7)
where
A3(q
2) =
mB +mD∗
2mD∗
A1(q
2)− mB −mD∗
2mD∗
A2(q
2) . (8)
A direct comparison of the matrix elements in eq.(6) with
those in heavy quark effective theory (HQET) gives us
the relations
F1(q
2) =
1
2
√
mBmD
[
(mB +mD)h+(w(q
2))
−(mB −mD)h−(w(q2))
]
F0(q
2) =
1
2
√
mBmD
[ (mB +mD)2 − q2
mB +mD
h+(w(q
2))
− (mB −mD)
2 − q2
mB −mD h−(w(q
2))
]
, (9)
3where h±(w(q2)) are the HQET form-factors, with w =
vB .vD(∗) =
m2B+m
2
D(∗)−q
2
2m
D(∗)mB
. Following the parametrization
given in [17], the HQET form-factors can be expressed
as
h+(w) =
1
2(1 + r2D − 2rDw)
[
− (1 + rD)2(w − 1)V1(w)
+(1− rD)2(w + 1)S1(w)
]
h−(w) =
(1− r2D)(w + 1)
2(1 + r2D − 2rDw)
[S1(w)− V1(w)] , (10)
where rD = mD/mB . The hadronic form-factors V1(w)
and S1(w) coincide with the Isgur-Wise function ξ(w)
in the infinite mass limit of the heavy quark mQ ( =
mb or mc). This function is normalized to unity at zero
recoil, i.e at w = 1. In the Ref. [17], the w dependence is
parameterized as in eq.(11). The idea is to expand V1(w)
around zero recoil point w = 1.
V1(w) = V1(1)×
[
1− 8ρ2Dz(w) + (51ρ2D − 10)z(w)2
−(252ρ2D − 84)z(w)3
]
(11)
where z(w) = (
√
w + 1 − √2)/(√w + 1 + √2). V1(1)
includes corrections at order αs(mQ) and ΛQCD/mQ in
HQET. Although V1(1) cancels in the ratio R(D), it is
better to note that lattice QCD can predict the value of
V1(1) = 1.053 ± 0.008 [21]. On the other hand, ρ2D can
be fitted directly from the data on Γ(B → D`ν`), where
` = e, µ1. As of now, ρ2D = 1.186±0.054, determined by
the Heavy Flavor Averaging Group (HFAG) [22].
Following [5], we parameterized the w dependence of
S1(w) as
S1(w) = V1(w)×{1 + ∆ [−0.019 + 0.041 (w − 1)
−0.015 (w − 1)2
]}
. (12)
Here, ∆ parameterizes the unknown higher order correc-
tions in HQET. In earlier analyses, for the prediction of
the R(D), ∆ is assumed to have 100% error. The decay
rate Γ(B → D`ν`) is not useful to fit the parameters of
S1(w), as it is not sensitive to the decay rates because of
the negligible lepton masses. However, in our analysis,
we fit ∆ from the existing data on R(D) along with the
other parameters defined earlier.
As shown in eq. (7), the B → D∗τν decays are de-
scribed by four independent hadronic form-factors: V ,
A0, A1 and A2, which are related to HQET form-factors
1 From hereon, ` will mean light leptons, i.e. e and µ, unless
specified otherwise.
by the following relations [4]:
V (w) =
R1(w)
rD∗
hA1(w) ,
A1(w) =
1
2
rD∗(w + 1)hA1(w) ,
A2(w) =
R2(w)
rD∗
hA1(w) ,
A0(w) =
R0(w)
rD∗
hA1(w)
(13)
where rD∗ = 2
√
mBmD∗/(mB + mD∗). The w depen-
dencies of the HQET form-factors are parameterized fol-
lowing the ref. [17],
hA1(w) =hA1(1)
[
1− 8ρ2D∗z(w) + (53ρ2D∗ − 15)z(w)2
−(231ρ2D∗ − 91)z(w)3
]
,
R1(w) =R1(1)− 0.12(w − 1) + 0.05(w − 1)2 ,
R2(w) =R2(1) + 0.11(w − 1)− 0.06(w − 1)2 ,
R0(w) =R0(1)− 0.11(w − 1) + 0.01(w − 1)2 . (14)
Here, the current lattice prediction is hA1(1) = 0.906 ±
0.013 [23], the rest of the three parameters like ρD∗ ,
R1(1), R2(1) are fitted directly from the decay rate
Γ(B → D∗`ν`) [22],
ρ2D∗ = 1.207± 0.026, C
(
ρ2D∗ , R1(1)
)
= 0.568,
R1(1) = 1.406± 0.033, C
(
ρ2D∗ , R2(1)
)
= −0.809,
R2(1) = 0.853± 0.020, C (R1(1), R2(1)) = −0.758,
(15)
where the second column lists the correlations between
the parameters. As B → D∗`ν decays are not sensitive
to R0(w), there is only theoretical estimate available on
R0(1) = 1.14 ± 0.07, based on HQET [4]. However, it
can be considered to be a free parameter in our analysis
of B → D∗τν data.
B. χ2 analysis
Several parameters parameterizing the form-factors,
otherwise not accessible in B¯ → D(∗)`−ν¯` decays, ap-
pear in B¯ → D(∗)τ−ν¯τ decays. By taking the binned
data from the q2-distribution of the decay rates in B¯ →
D(∗)τ−ν¯τ normalized by dΓ(B → D(∗)`ν`)/dq2, we fit all
the parameters given in section II A. The only exceptions
are V1(1) and hA1(1) which will cancel in the ratios.
Fig.s 2a and 2b show efficiency-corrected q2-
distributions for B → Dτ−ντ and B → D∗τ−ντ events
with m2miss > 1.5 GeV
2, scaled to results of isospin-
constrained fit extracted from the BABAR [12] data. The
B0 and B+ samples are combined and the normalization
and background events are subtracted. The uncertainty
on the data points includes the statistical uncertainties
44 5 6 7 8 9 10 11 12
0
10
20
30
40
50
60
70
q2 [GeV2/c4]
E
nt
ri
es
BABAR (B →D τ ν)
(a) B → Dτν(BABAR)
4 5 6 7 8 9 10 11 12
0
10
20
30
40
50
60
70
q2 [GeV2/c4]
E
nt
ri
es
BABAR [PRD 88(2013 )]
(b) B → D∗τν(BABAR)
0 0.5 1 1.5 2
0
5
10
15
20
25
pD* [GeV/c]
E
nt
ri
es
Belle (B → D * τ ν)
(c) B → D∗τν(Belle)
FIG. 2: Fig.s 2a and 2b are the measured background subtracted q2-distributions for B → Dτντ and B → D∗τντ
events, extracted from the BABAR data [12]. Fig. 2c is the background subtracted and normalized momentum
distribution of D∗ extracted from the Belle data [10]
Experiment Channel Input Value
B → Dτ−ντ Nsig 489± 63
BABAR Nnorm 2981± 65
[12] sig/norm 0.372± 0.010
B → D∗τ−ντ N∗sig 888± 63
N∗norm 11953± 122
∗sig/
∗
norm 0.224± 0.004
B → D∗τ−ντ N∗sig 231± 23
Belle(2016) N∗norm 2800± 57
[10] ∗norm/
∗
sig 1.289± 0.015
LHCb B → D∗τ−ντ R(D∗) 0.336± 0.027
[13] ±0.030
B → Dτ−ντ R(D) 0.375± 0.064
Belle(2015) ±0.026
[9] B → D∗τ−ντ R(D∗) 0.293± 0.038
±0.015
Belle(Latest) B → D∗τ−ντ R(D∗) 0.276± 0.034
[11] +0.029−0.026
TABLE I: Experimental inputs for fits. Only statistical
uncertainties are supplied for N
(∗)
norm(sig). Whenever two
uncertainties are quoted, they are the statistical and
systematic ones respectively.
of data and simulation. Fig. 2c is the background sub-
tracted and normalized momentum distribution of D∗
for B → D∗τ−ντ events extracted from the Belle [10]
data. Here also, the B0 and B+ samples are combined
and the normalization and background events are sub-
tracted. The light blue histogram represent the SM pre-
diction for the same in each individual bin. We note that
both Belle and BABAR binned data show deviations from
SM predictions.
To fit the parameters of the form-factors, we have per-
formed a test of significance (goodness of fit) by defining
a χ2 statistic, a function of the parameters parameteriz-
ing the form-factors, which is defined as
χ2Lat =
bins∑
i,j=1
(
R(D(∗))expi −R(D(∗))thi
)
.
V −1ij .
(
R(D(∗))expj −R(D(∗))thj
)
, (16)
where
R(D(∗))thbin =
∫ q2max
q2
min
(dΓ(B→D(∗)τ−ντ)/dq2)dq2∫
full q2(dΓ(B→D(∗)`ν`)/dq2)dq2
, (17)
R(D(∗))expbin =

N
(∗)
bin
N
(∗)
norm
× (∗)norm

(∗)
sig
BABAR
1
2B(τ−→`−ν¯`ντ )
N
(∗)
bin
N
(∗)
norm
× (∗)norm

(∗)
sig
Belle.
(18)
Vij is the covariance matrix. It comprises of σ
2
exp, bin, the
experimental uncertainties obtained by propagating the
uncertainties of individual parts in the r.h.s of eq.(18).
As input, we consider the central values of number of
events N
(∗)
bin, along with their errors, for each q
2 or pD∗
bin depending on whether we are analyzing the BABAR or
the Belle data. The total signal yield N
(∗)
sig , along with
the errors are given in table I. For simplicity and due
to lack of knowledge of q2-distribution of the efficiencies,
we have taken the ratio of efficiencies 
(∗)
sig/
(∗)
norm to be
constant over all the q2 regions and equal to the value
shown in table I. In eqs. (17) and (18), q2max(min) are
end points of a particular bin. For the denominator in
eq.(17), we integrate over the whole allowed phase space
(from q2 = m2` to q
2 = (mB −mD(∗))2).
In defining Vij , we follow these procedures:
1. Our V comprises of two parts - the statistical
covariance matrix V stat and the systematic one,
V syst. So, V exp = V stat + V syst. As there is no
information available to us about the systematic
uncertainties and their correlations on the binned
data, we do two separate analyses.
52. The first analysis is done using only the data avail-
able to us, i.e. V syst is set to be zero and V statij =
δij δR
exp
i δR
exp
j (here δij is the Kronecker delta).
We will call this “Fit-1” from hereon.
3. The second analysis is done assuming the system-
atic uncertainties to be the same as the statis-
tical ones and 100% systematic correlation, i.e.
V systij = δR
exp
i δR
exp
j and V
stat
ij defined as earlier.
We will call this “Fit-2” from hereon.
The utility of considering the systematic uncertainties
to be the same as statistical ones and considering 100%
systematic correlations in the second analysis are multi-
pronged. First of all, as the statistical uncertainties on
the binned data are quite large, this makes the systematic
errors similarly large and that in turn can conservatively
account for the possible systematic errors coming from a)
the ‘model-dependence’ of the ‘background-subtracted’
binned data as mentioned in section III B and b) the de-
pendence of the shape of the q2-distribution on the ex-
perimental cuts on the leptons and hadrons. Secondly,
separately analyzing the data in both under-correlated
and over-correlated ways and comparing them, gives us
an idea of the dependence of the analysis on these un-
known systematic bin-bin correlations.
The Belle results [10] used here is the first measure-
ment of R(D∗) using semileptonic tagging method for
the “other B”, referred to as Btag and instead of a
q2-distribution, the momentum distribution of D∗ and
` are given. For our analysis, we note that p2D∗ =(
m2B+m
2
D∗−q2
2mB
)2
−m2D∗ , and using this, eq.(17) can be cal-
culated for each bin in the pD∗ -distribution by converting
the limits of integration appropriately. For R(D∗)expbin , we
use eq.(18). We do not use those bins for which central
values of N
(∗)
bin ≤ 0.
To utilize the fact that V1(1) and hA1(1) get canceled
respectively in R(D) and R(D∗), R(D(∗))bin is used in-
stead of N
(∗)
bin. So, the χ
2
Lat is a function of ρ
2
D and ∆ for
R(D)bin and a function of ρ
2
D∗ , R1(1), R2(1) and R0(1)
for R(D∗)bin.
C. Goodness of Fit
A true model with true parameter values will generate
a χ2 = d.o.f i.e. χ2red = 1 as there is no fit involved.
But due to noise present in the data, this is not sufficient
information to assess convergence or compare different
models. The obligatory step to assess the goodness-of-fit
of an analysis after optimization is then to inspect the
distribution of the residuals. For the true model, with
a-priori known measurement errors, the distribution of
normalized residuals (in our case,
Rthbin−Rexpbin
δRbin
) is by defi-
nition a Gaussian with mean µ = 0 and variance σ2 = 1
[24]. This fact is utilized to test the significance of the
fit by objectively quantifying a significance test of fit-
ting the distribution of residuals to this Gaussian. For
this, we use Shapiro-Wilk’s(S-W) test [25] for normal-
ity. The reasons for choosing S-W over other competing
tests for normality are following: a) Though we have
used the algorithm AS R94 by Royston [26], which was
developed for any sample size (n) 3 − 5000, the original
S-W test was specifically designed for n < 50; this is pre-
cisely our case. b) This is the first test which detected
departures from normality using skewness and/or kur-
tosis and since then have been regularly corrected and
developed. c) It has repeatedly been shown [27] that
from low to medium sample sizes, where degenerate val-
ues occur less, S-W is the ‘most powerful’ parametric
test for normality among other popular contenders like
‘Kolmogorov-Smirnov’, ‘Anderson-Darling’, ‘Crame´r-von
Mises’, ‘Jarque-Bera’ etc.; as this identically applies to
our case, we choose S-W test throughout this analysis.
In all such tests, the validity of a hypothesis depends on
whether the probability of the goodness of fit test is above
or below the significance, which in our case is set at 5%.
Across all the fitted models, the ones with the p-value
of the residual-distribution above 5% will be considered
to fit the data well; all of the rest can be thrown out.
Therefore, if a particular model fitting analysis passes
our normality test, we consider that model as the plau-
sible explanation of the data.
D. Fit Results
Obs. Par.s Value χ2min d.o.f Normality
(S-W)
BABAR
R(D)bin ∆ −0.04± 2.00 9.6 12 0.20
ρ2D 1.43± 0.18
R(D∗)bin ρ2D∗ −0.55± 0.66 5.4 8 0.25
R1(1) 0.04± 2.96
R2(1) 3.79± 0.20
R0(1) 0.02± 1.37
Belle
R(D∗)bin ρ2D∗ −1.52± 1.61 8.7 13 0.91
R1(1) 0.04± 2.86
R2(1) 3.58± 0.53
R0(1) −0.84± 0.71
TABLE II: Fit-I Results of parameters parameterizing
the form-factors in HQET. The last column lists the
results of the hypothesis test (Shapiro-Wilk) for
assessment of goodness-of-fit.
The fit results for the parameters of the form-factors
are listed in tables II and IV for ‘Fit-1’ and ‘Fit-2’ re-
spectively. We find the distribution of the residuals for
all those fits and check whether that distribution is accor-
dant with a normal distribution with mean 0 and variance
1 (with the null hypothesis H0 that this is true). p-values
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FIG. 3: Results obtained from ‘Fit-1’. Fig.s 3a and 3b are the q2 dependence of form-factors for semileptonic b→ c
transitions. Red (dotted) and blue (dot-dashed) lines enclose ±1σ regions for the form-factors with parameters
fitted from B → D`ν` (world average) and B → Dτντ decays (BABAR) respectively. The rest of the figures are for
form-factors for B → D∗`ν` and B → D∗τντ decays. Here green (solid) lines enclose the region for B → D∗τντ
decays (Belle).
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C
(
ρ2D∗ , R1(1)
)
0.057 0.023
B → D∗τντ C
(
ρ2D∗ , R2(1)
)
0.907 0.928
C
(
ρ2D∗ , R0(1)
)
-0.004 -0.741
C (R1(1), R2(1)) 0.082 0.024
C (R1(1), R0(1)) 0.000 -0.008
C (R2(1), R0(1)) 0.007 -0.861
B → Dτντ C
(
∆, ρ2D
)
0.146 -
TABLE III: Correlations between the fitted form-factor
parameters from Fit-I.
Obs. Par.s Value χ2min d.o.f Normality
(S-W)
BABAR
R(D)bin ∆ −0.03± 2.25 8.71 12 0.14
ρ2D 0.92± 0.60
R(D∗)bin ρ2D∗ −0.54± 0.73 5.13 8 0.55
R1(1) 0.04± 1.99
R2(1) 3.93± 0.31
R0(1) 0.03± 0.76
Belle
R(D∗)bin ρ2D∗ −3.03± 2.24 6.62 13 0.68
R1(1) 0.04± 2.31
R2(1) 3.78± 0.45
R0(1) 0.03± 0.93
TABLE IV: Fit-II Results of parameters parameterizing
the form-factors in HQET.
obtained in our chosen normality test (S-W) quantify the
probability of H0 being true.
After the minimization, we find the uncertainties of
and correlations between the parameters around their
best fit points. A general approach to find these is to
construct the ‘Hessian Matrix’ H, which is the matrix of
second order partial-derivatives of the test-statistic with
respect to the parameters; this describes the local curva-
ture of a function of many variables, and find its inverse.
This constitutes the ‘error matrix’, square roots of whose
diagonal elements give us the ‘standard error’ of the pa-
rameters and the normalized matrix (w.r.t the errors)
makes the ‘correlation matrix’. We list such errors in ta-
bles II and IV and relevant correlations in tables III and
Channel Correlation BABAR Belle (2016)
C
(
ρ2D∗ , R1(1)
)
0.031 0.015
B → D∗τντ C
(
ρ2D∗ , R2(1)
)
0.698 0.563
C
(
ρ2D∗ , R0(1)
)
0.011 0.004
C (R1(1), R2(1)) 0.035 0.021
C (R1(1), R0(1)) 0.000 0.000
C (R2(1), R0(1)) 0.018 0.012
B → Dτντ C
(
∆, ρ2D
)
0.07 -
TABLE V: Correlations between the fitted form-factor
parameters from Fit-II.
V.
In the following we will discuss the outcome of our
analysis, and compare our fit results with that deter-
mined by HFAG [22] (also given in eq. (15)):
• We fit ρ2D only using the BABAR data, the obtained
values are consistent with that determined by the
HFAG at 1σ. Our fitted values of ∆ include ∆ =
1±1, so far, which is used in the prediction of R(D)
by BABAR [12].
• The analysis of the BABAR bin data on R(D∗) from
both ‘Fit-1’ and ‘Fit-2’ shows that the fitted pa-
rameters like ρ2D∗ and R1(1) are consistent within
2σ, with HFAG. However, R2(1) shows a large de-
viation (more than 10σ away). It is important to
note that we can extract R2(1) with relatively small
error.
• After analyzing the data by Belle on R(D∗) from
‘Fit-1’, we obtain large errors on ρ2D∗ and R1(1),
and they are consistent with the fitted value by
HFAG at 1σ. ‘Fit-2’ increases both the best-fit
value and errors of ρ2D∗ even more. Also in this
case, R2(1) fits with a small error, and shows a
large deviation from that determined by HFAG.
• Whereas the analysis of R(D∗) from ‘Fit-1’ results
obtained using BABAR and Belle binned data (table
II) are roughly consistent with each other, including
the best-fit values of R0(1), the same analysis from
‘Fit-2’ (table IV) actually makes the results com-
patible. So much so, that the R0(1) best-fit value
becomes almost identical. This makes one inclined
to think that Belle binned data is more correlated
than is assumed.
We note that across all the cases listed in tables II and
IV, R2(1) can be fitted with a small error and has large
deviations from the value obtained from the analysis of
B → D∗`ν` (eq. (15)). As the treatment of uncertainties
in ‘Fit-1’ and ‘Fit-2’ are vastly different, we can conclude
that this large deviation is not dependent on the fitting
procedure, rather a consequence of the data-distribution.
All other parameters are extracted with relatively larger
errors and are consistent with the fit results obtained by
HFAG within 68% or 90% confidence levels (C.L.).
The consequence of these results are reflected in the
q2 dependences of the various form-factors, as shown in
figures 3 and 4. In these figures we have compared the
q2-distribution of the form-factors obtained from our fit
results with those obtained using the values given in and
around eq. (15). As there is some agreement between
the ρ2D fitted from B → Dτντ and B → D`ν`, the q2-
distributions of V1(q
2) and S1(q
2), shown in figs. 3a and
3b respectively, do not show any considerable deviation.
In the analysis of R(D∗), V (q2) depends on R1(1) and
ρ2D∗ , its q
2-distribution has large error and is consistent
with those fitted from B → D∗`ν`. A1(q2) depends on
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FIG. 4: Similar figures of q2 dependence of form-factors as figure 3. These are obtained from ‘Fit-2’.
ρ2D∗ and its q
2-distribution does not show any consider-
able deviation from that obtained from B → D∗`ν` fit.
As q2-distributions of both these form-factors obtained
from our analysis have large errors, at the moment it
is hard to conclude anything and we have to wait for
more precise data. On the other hand, among the form-
factors associated with B → D∗τντ , A2(q2) depend on
R2(1) and hence it shows large deviation (in all the q
2
regions) from the analysis of B → D∗`ν` decay. If we
assume that the B → D(∗)`ν` decays are free from any
kind of NP effects, which may be a natural assumption,
then our results allow the possibility of a new contribu-
9tion beyond the SM in B → D∗τντ decay. In particular,
it could be a beyond-the-SM (BSM) contribution from a
pseudo-vector or a pseudo-tensor 2 current. On a simi-
lar note, we can comment that the SM contributions in
B → Dτντ can explain the observed data.
III. NEW PHYSICS ANALYSIS
A. Formalism: Theory
We follow a model independent approach in the search
of the type of NP interactions that can best explain the
present data on B → D(∗)τντ . The most general effective
Hamiltonian describing the b → c`ν` transitions (where
` = e, µ or τ) with all possible four-fermion operators in
the lowest dimension is given by [6],
Heff = 4GF√
2
Vcb
[
(δ`τ + C
`
V1)O`V1 + C`V2O`V2
+ C`S1O`S1 + C`S2O`S2 + C`TO`T
]
, (19)
where the operator basis is defined as
O`V1 = (c¯LγµbL)(τ¯Lγµν`L),
O`V2 = (c¯RγµbR)(τ¯Lγµν`L),
O`S1 = (c¯LbR)(τ¯Rν`L),
O`S2 = (c¯RbL)(τ¯Rν`L),
O`T = (c¯RσµνbL)(τ¯Rσµνν`L), (20)
and the corresponding Wilson coefficients are given by
C`W ( W = V1, V2, S1, S2, T ). In this basis, neutrinos are
assumed to be left handed. The complete expressions for
the q2-distributions of the differential decay rates dΓ/dq2
in B → D(∗)τντ decays, obtained using the effective
Hamiltonian in eq.(19), are given by [15]
dΓ
(
B → Dτντ
)
dq2
=
G2F |Vcb|2
192pi3m3B
q2
√
λD(q2)
(
1− m
2
τ
q2
)2{
|1 + CV1 + CV2 |2
[(
1 +
m2τ
2q2
)
Hs2V,0 +
3
2
m2τ
q2
Hs2V,t
]
+
3
2
|CS1 + CS2 |2Hs2S + 8 |CT |2
(
1 +
2m2τ
q2
)
Hs2T + 3Re
[
(1 + CV1 + CV2)
(
C∗S1 + C
∗
S2
)] mτ√
q2
HsSH
s
V,t
−12Re [(1 + CV1 + CV2)C∗T ]
mτ√
q2
HsTH
s
V,0
}
, (21)
and
dΓ
(
B → D∗τντ
)
dq2
=
G2F |Vcb|2
192pi3m3B
q2
√
λ∗D(q2)
(
1− m
2
τ
q2
)2{(
|1 + CV1 |2 + |CV2 |2
)[(
1 +
m2τ
2q2
)(
H2V,+ +H
2
V,− +H
2
V,0
)
+
3
2
m2τ
q2
H2V,t
]
− 2Re [(1 + CV1)C∗V2] [(1 + m2τ2q2
)(
H2V,0 + 2HV,+HV,−
)
+
3
2
m2τ
q2
H2V,t
]
+
3
2
|CS1 − CS2 |2H2S
+8 |CT |2
(
1 +
2m2τ
q2
)(
H2T,+ +H
2
T,− +H
2
T,0
)
+ 3Re [(1 + CV1 − CV2) (C∗S1 − C∗S2)] mτ√
q2
HSHV,t
−12Re [(1 + CV1)C∗T ]
mτ√
q2
(HT,0HV,0 +HT,+HV,+ −HT,−HV,−)
+12Re [CV2C∗T ]
mτ√
q2
(HT,0HV,0 +HT,+HV,− −HT,−HV,+)
}
. (22)
2 The pseudo-scalar and pseudo-tensor currents are related to
the pseudo-vector currents following the equation of motions,
i∂µ(c¯γµγ5b) = −(mb + mc)c¯γ5b and ∂µ(c¯σµνγ5b) = (mb −
mc)c¯γνγ5b − (i∂ν c¯)γ5b + c¯γ5(i∂νb), respectively. Hence, the
form-factors associated with the pseudo-scalar and pseudo-tensor
are related to A0(q2) and/or A2(q2). Therefore, a large devia-
tion in A2(q2) can also be compensated by adding pseudo-tensor
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The q2-distribution of the decay rate of the decaysB →
D(∗)`ν` are obtained from equations (21) and (22) by
setting CW = 0 and mτ = 0. we define our observables
as given in equations (17) and (18).
B. Methodology
We know that the yield in each bin depends on the
probability density functions (PDFs) of different (56 in
case of BABAR) signal and background sources. Consid-
ering any NP contribution changes these PDFs and they
in turn change the two dimensional m2miss − |p∗l | distri-
butions. This change is reflected in the q2-distribution as
well, because of the following relation: m2miss = (q−pl)2.
A complete and simultaneous fit to all PDFs can only be
done for each specific NP model separately and the de-
pendence of the shape and normalization of the PDFs on
the NP parameters should be extracted rigorously using
raw experimental data. Without the aid of simulation,
we do not attempt to do such an analysis. Instead, we
use the background subtracted and normalized binned
data for q2 and pD∗ -distributions as depicted in Fig.s 2a,
2b and 2c to perform a phenomenological analysis in a
model independent way. Such an assumption can become
a source of systematic errors in our analysis and the way
we have dealt with that is discussed in section III B 2.
In addition to the binned data from BABAR and Belle,
we also have the total R(D(∗)) data from various exper-
iments (see table I). Keeping in mind that the binned
data is going to dominate the fit results, we take differ-
ent combinations of these separate data points and do
the whole analysis separately for them.
At the beginning of our analysis, we have defined the
most general scenario with contributions from all possible
dimension 6 effective operators present simultaneously
(with 10 parameters i.e. real and imaginary parts of all
ClW s) as the global scenario. We have defined various
sub-scenarios as different possible combinations of those
operators. Including the global scenario, there are in
total 31 such scenarios, which we are going to call “cases”
from here onwards.
One of the main motivations of this paper is to do a
multi-scenario analysis on the experimentally available
binned data, to obtain a data-based selection of a ‘best’
case and ranking and weighting of the remaining cases in
the predefined set of 31. To that goal, we have made use
of information-theoretic approaches, especially of AICc
in the analysis of empirical data. Such procedures lead
to more robust inferences in simultaneous comparative
analysis of multiple competing scenarios. Traditional sta-
tistical inference(e.g. confidence levels, errors on fit pa-
rameters, bias etc.) can then be obtained based on the
current contributions, proportional to these form-factors, in the
decay width.
∆AICi Level of Empirical Support for Model i
0− 2 Substantial
4− 7 Considerably Less
> 10 Essentially None
TABLE VI: Rough rule-of-thumb values of ∆AICi for
analysis of nested models.
Input Value
∆ 1± 1 [5]
ρ2D 1.186± 0.054 [22]
ρ2D∗ 1.207± 0.026 [22]
R1(1) 1.406± 0.033 [22]
R2(1) 0.853± 0.020 [22]
R0(1) 1.14± 0.07 [4]
V1(1) 1.053± 0.008 [21]
hA1(1) 0.906± 0.013 [23]
mB0 5.27958± 0.00015± 0.00028 [28]
mD0 1.86484± 0.00005 [29]
mb 4.18± 0.03 [29]
mc 1.275± 0.025 [29]
mτ 1.77682± 0.00012 [29]
TABLE VII: Inputs used in the fitting of new Wilson
coefficients. All Masses are in GeV. Correlations
between a few form-factor parameters are listed in eq.
(15).
selected best models.3.
1. A Short Introduction to AICc
The ‘concept of parsimony’ [31] dictates that a model
representing the truth should be obtained with “... the
smallest possible number of parameters for adequate rep-
resentation of the data.” In general, bias decreases and
variance increases as the dimension of the model in-
creases. Often, the number of parameters in a model
is used as a measure of the degree of structure inferred
from the data. The fit of any model can be improved
by increasing the number of parameters. Parsimonious
models achieve a proper trade-off between bias and vari-
ance. All model selection methods are based to some
3 One of the most powerful and most reliable methods for model
comparison (also computationally expensive) is ’cross-validation’
[24]. The most straightforward (and also most expensive) flavor
of cross-validation is leave-one-out cross-validation (LOOCV). It
simultaneously tests the predictive power of the model as well
minimizes the bias and variance together. In LOOCV, one of
the data points is left out and the rest of the sample (“training
set”) is optimized. Then that result is used to find the predicted
residual for the left out data point. This process is repeated for
all data points and a mean-squared-error (MSE) is obtained. For
model selection, this MSE is minimized. It has been shown that
this method is asymptotically equivalent to minimizing AIC [30]
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FIG. 5: Q-Q Plot of the residuals of the best fits. Each plot compares the quantiles of the distribution of the
residuals with a Gaussian with µ = 0 and σ2 = 1. The closer the distribution o the points are to the corresponding
dotted lines, the better they fit to the Gaussian. Here we show the best NP cases for data-set ‘3’ from table VIII
Experiment Dataset Observables Cases χ2min d.o.f Parameters Akaike Wgt.s Normality χ
2 (SM)
Index. (wi) (S-W)
5 7.41 12 CT 0.26 0.38
1 7.79 12 CV1 0.22 0.29
1 R(D)bin 2 7.79 12 CV2 0.22 0.29 10.31
3 9.17 12 CS1 0.11 0.18
4 9.17 12 CS2 0.11 0.18
1 6.3 10 CV1 0.56 0.11
BABAR 2 R(D∗)bin 2 7.18 10 CV2 0.36 0.12 79.85
8 13.01 22 CV2 , CS2 0.32 0.86
3 Combined 2 19.12 24 CV2 0.22 0.59 90.16
7 14.23 22 CV2 , CS1 0.17 0.79
6 14.61 22 CV1 , CV2 0.14 0.19
2 9.07 15 CV2 0.47 0.95
Belle(2016) 4 R(D∗)bin 1 9.43 15 CV1 0.39 1.00 26.20
8 22.59 39 CV2 , CS2 0.31 0.95
BABAR+ 2 28.33 41 CV2 0.19 0.94
Belle(2016) 5 Combined 7 23.69 39 CV2 , CS1 0.18 0.89 116.36
6 24.16 39 CV1 , CV2 0.14 0.69
BABAR+ 2 48.54 28 CV2 0.52 0.02
Belle(2015)+ 8 45.71 26 CV2 , CS2 0.16 0.01
LHCb+ 6 Combined 7 46.87 26 CV2 , CS1 0.09 0.02 96.68
Belle(Latest) 6 47.24 26 CV1 , CV2 0.08 0.04
Belle(2016)+ 2 28.81 19 CV2 0.34 0.64
Belle(2015)+ 1 30.81 19 CV1 0.13 0.77
LHCb+ 7 Combined 4 31.29 19 CS2 0.1 0.83 32.72
Belle New 3 31.48 19 CS1 0.09 0.91
5 31.52 19 CT 0.09 0.82
TABLE VIII: The best selected scearios for “Fit-1” (section III C 1). The cases listed in order in the fourth column
for each dataset have passed through the selection criteria 0 ≤ ∆AICi ≤ 4, where ∆AIC1 = 0 in each dataset. Note
that the case-index values represent a specific set of parameters and each parameter listed here is considered to be
complex, so the number of parameters is actually double. wi in the eighth column is defined in eq.(26). The next
column lists the results of the S-W normality test for the assessment of goodness-of-fit. The last column lists the χ2
value corresponding to the SM for each dataset. Note that AICc value for SM is same as the χ
2 as no. of fit
parameters K = 0 for SM.
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extent on the principle of parsimony [32].
In information theory, the Kullback-Leibler (K-L) In-
formation or measure I(f, g) denotes the information lost
when g is used to approximate f . Here f is a notation
for full reality or truth and g denotes an approximating
model in terms of probability distribution. I(f, g) can
also be defined between the ‘best’ approximating model
and a competing one. Akaike, in his seminal paper [33]
proposed the use of the K-L information as a fundamental
basis for model selection. However, K-L distance cannot
be computed without full knowledge of both f (full re-
ality) and the parameters (Θ) in each of the candidate
models gi(x|Θ) (a model gi with parameter-set Θ explain-
ing data x). Akaike found a rigorous way to estimate K-L
information, based on the empirical log-likelihood func-
tion at its maximum point.
‘Akaike’s information criterion’(AIC) with respect to
our analysis can be defined as,
AIC = χ2min + 2K (23)
where K is the number of estimable parameters. In ap-
plication, one computes AIC for each of the candidate
models and selects the model with the smallest value of
AIC. It is this model that is estimated to be “closest” to
the unknown reality that generated the data, from among
the candidate models considered.
While Akaike derived an estimator of K-L information,
AIC may perform poorly if there are too many param-
eters in relation to the size of the sample. Sugiura[34]
derived a second-order variant of AIC,
AICc = χ
2
min + 2K +
2K(K + 1)
n−K − 1 (24)
where n is the sample size. As a rule of thumb, Use of
AICc is preferred in literature when n/K < 40. There
are various other such information criteria defined later
on, e.g. QAIC, QAICc, TIC etc. In this analysis, we
consistently use AICc.
Whereas AICc are all on a relative (or interval) scale
and are strongly dependent on sample size, simple differ-
ences of AICc values (∆
AIC
i = AIC
i
c−AICminc ) allow esti-
mates of the relative expected K-L differences between f
and gi(x|Θ). This allows a quick comparison and ranking
of candidate models. The model estimated to be best has
∆AICi ≡ ∆AICmin = 0. The larger ∆AICi is, the less plau-
sible it is that the fitted model gi(x|Θ) is the K-L best
model, given the data x. Table VI lists rough rule-of-
thumb values of ∆AICi for analysis of nested models.
While the ∆AICi are useful in ranking the models, it
is possible to quantify the plausibility of each model as
being the actual K-L best model. This can be done by
extending the concept of the likelihood of the parameters
given both the data and model, i.e. L(Θ|x, gi), to the
concept of the likelihood of the model given the data,
hence L(gi|x);
L(gi|x) ∝ e(−∆AICi /2) . (25)
Such likelihoods represent the relative strength of evi-
dence for each model [35].
To better interpret the relative likelihood of a model,
given the data and the set of R models, we normalize the
L(gi|x) to be a set of positive Akaike weights, wi , adding
up to 1:
wi =
e(−∆
AIC
i /2)∑R
r=1 e
(−∆AICr /2)
(26)
A given wi is considered as the weight of evidence in
favor of model i being the actual K-L best model for the
situation at hand, given that one of the R models must
be the K-L best model of that set. The wi depend on
the entire set; therefore, if a model is added or dropped
during a post hoc analysis, the wi must be recomputed
for all the models in the newly defined set.
2. Numerical Multi-parameter Optimization
To compare the latest BABAR and Belle binned data
with a specific model, we devise a χ2 defined as:
χ2NP =
nb∑
i,j=1
(
Rexpi −Rthi
) (
V exp + V th
)−1
ij
(
Rexpj −Rthj
)
,
(27)
where Rthbin and R
exp
bin are defined in eq.s (17) and (18).
i and j vary over the number of bins (nb) taken into
account in the analysis. For the calculation of Rthbin,
central values of HQET hadronic form-factors and the
quark masses are used (listed in table VII). The stan-
dard bin-width for the BABAR analysis is 0.5(GeV2/c4)
and due to this the last bin exceeds the allowed phase
space(q2max = (mB −mD(∗))2) in both channels. Instead
of changing the bin width for those last bins, we drop
these bins from our analysis. We follow this same philos-
ophy for Belle bins too. V thij and V
exp
ij are the theoretical
and experimental covariance matrices respectively. For
the analysis of any specific NP model, the uncertain-
ties of the HQET hadronic form-factors and the quark
masses(table VII) are taken into account in the calcula-
tion of V thij .
To calculate the errors δRexpbin , we use eq.(18) accord-
ing to the case and propagate the errors listed in table I.
Following the reasoning stated in section II B, we break
the NP analysis in two parts: ‘Fit-1’ and ‘Fit-2’. In ad-
dition to V thij , here we treat the V
exp
ij exactly as the Vij
in section II B.
We define the χ2 statistic for each of the 31 cases, a
function of the NP Wilson coefficients. The definition
and usage of the observables closely follow the fitting
process in section II B. Here, we take the existing world-
averages of the parameters of the form-factors [22]. If
we include all the NP interactions, we have total 10 un-
known NP parameters and 26 observables for BABAR (14
bins for B → Dτν and 12 bins for B → D∗τν) and 17
13
observables for Belle. We then minimize the χ2 for dif-
ferent cases and different set of observables. Though we
have varied the process for various global optimization
methods to optimize the minimization, due to the pres-
ence of large uncertainties, this is not important for the
present analysis. To glean any information of goodness-
of-fit from χ2min, we need to know the degrees of free-
dom (d.o.f = NObs − NParams). A reduced statistic
χ2red = χ
2
min/d.o.f can thus be defined.
In many cases in our optimization problem, the min-
imum is not an isolated single point, rather a contour
in the parametric dimensions. For these cases, Hessian
in not positive definite and the errors thus obtained are
meaningless. In those cases, the 1σ uncertainties have to
found from the contours in the parameter space and we
have done that for all cases with 2 − 3 parameters. As
contours are impossible to draw when number of param-
eters > 3, we have devised a numerical method to obtain
the range of a parameter. In this method, we sequentially
minimize or maximize each parameter by scanning along
the enclosing 1σ χ2NP hyper-contour-surface (the method
can be extended to any number of nσ contours). These
values give us the range of each parameter while taking
their correlation into account all along. These errors, for
obvious reasons, are asymmetric. We have also system-
atically found these uncertainties for all cases. We will
in general quote them in our results.
In our present analysis, after optimizing the χ2NP for
all 31 cases, we make use of ∆AICi and wi to find the
‘best’ set of cases, which are more favorable compared to
others, and do further analysis on them. After selecting
a class of models describing the data with optimum bias
and variance with AICc, we check the significance of them
to find most suited model to describe the data.
3. Note on Model Selection Criteria
Unlike the AICc or the Schwarz-Bayesian Criterion
(BIC) [36], which incorporate the concept of parsimony
and can be applied to nested as well as non-nested mod-
els, Likelihood-Ratio test - more commonly known as
∆χ2 test, can only be applied to nested models. When
the model with the fewer free parameters (null, in this
case) is true, and when certain conditions are satis-
fied, Wilks’ Theorem [37] says that this difference (∆χ2)
should have a χ2 distribution with the number of degrees
of freedom equal to the difference in the number of free
parameters in the two models. This lets one compute a
p-value and then compare it to a critical value to decide
whether to reject the null model in favor of the alterna-
tive model.
For a demonstration of this method, as an example,
we have taken dataset-5 from ‘Fit-2’ (table VIII) as our
experimental input and we have separated all the cases
in different sets according to their number of parameters.
This means that in this method, all the cases in such a
set have same number of parameters and the best among
Case Index. Params χ2min d.o.f
A CV2 27.35 41
B CV2 , CS2 19.11 39
C CV2 , CS1 , CS2 18.68 37
D CV2 , CS1 , CS2 , CT 18.39 35
TABLE IX: The cases with lowest χ2min values for
different sets according to number of parameters for
dataset-5 of ‘Fit-2’ (e.g. scenario A is the case with
lowest χ2 among all the 2 parameter cases analyzed in
‘Fit-2’, B is the best among all 4 parameter cases and
so on.)
them has the lowest χ2 at its best-fit point. Only the
best cases with their χ2 values and d.o.fs are listed in
table IX. Whereas the AICc analysis picked up a group
of best possible scenarios, here we have used all the cases
for comparison. Then in table X, we have compared dif-
ferent combinations of these best cases from table X to
do a ∆χ2 test. From table X it can be seen that case
A (i.e. with only CV2) is disfavored in comparison to B
and C (though it cannot be be discarded at a signifi-
cance of 5% in comparison with D, the p-value obtained
is pretty small), whereas B is favored with very high p-
values when compared to cases with larger number of
parameters. This analysis thus picks out the case with
both CV2 and CS2 as the winning model among others.
Cases Compared ∆χ2 ∆d.o.f p-value
A, B 8.24 2 0.02
A, C 8.67 4 0.07
A, D 8.96 6 0.18
B, C 0.42 2 0.81
B, D 0.72 4 0.95
C, D 0.30 2 0.86
TABLE X: ∆χ2 analysis of the best models obtained
from table IX.
Though the system of all competing models are nested
in our analysis, merely being able to reject one of the
models compared to another is clearly not enough.
On the other hand, BIC, (also defined with the help of
the likelihood function) can be defined as:
BIC = χ2 + (log n) p (28)
where n is the sample size and p is the number of pa-
rameters. We can then define ∆BIC in a similar man-
ner as ∆AIC. In [38], the authors have shown that
0 < ∆BIC < 2 selects the best models.
AICc and BIC were originally derived under different
assumptions and are useful under different settings. AICc
was derived under the assumption that the true model re-
quires an infinite number of parameters and attempts to
minimize the information lost by using a given finite di-
mensional model to approximate it. BIC was derived as a
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large-sample approximation to Bayesian selection among
a fixed set of finite dimensional models. The only differ-
ence between the two criteria extended to take number
of samples into account.
As can be seen from eqs. 23, 24 and 28, the two criteria
may produce quite different results for large n.
The reasons we prefer AICc over BIC are as follows:
1. BIC applies a much larger penalty for complex
models, and hence may lead to a simpler model
than AICc. In general, BIC penalizes models with
more parameters than AICc does and thus leads to
choosing more parsimonious models than AICc.
2. While AIC compares the cases as approximations of
some true model, BIC tries to assign the best model
as the true model. This is one of the prevalent
arguments against BIC.
3. For realistic sample sizes, BIC selected models may
underfit the data.
For a comparative study, we have included table XII,
which lists the best scenarios obtained from “Fit-2” using
both AICc and BIC. To make BIC selection at par with
AICc, i.e. more lenient, we have chosen a range 0 − 4.
This is same as for ∆AIC. We note that, in our case, the
same sets of scenarios/models are selected in both the
selection criteria.
Both AIC, BIC and such criteria fail when the mod-
els being compared have same number of independent
parameters and comparable likelihood. In such cases,
something like ‘parametric bootstrap’ [39] can be used,
but such analysis is out of scope for the present work.
C. Results
1. Fit-1
In this fit, as mentioned in the previous section, we do
not consider the systematic errors or their correlations.
The best probable NP cases (scenarios), which are ob-
tained after minimizing the χ2NP and using wi (eq. (26)),
are listed in table VIII. Then using the formalism defined
in section II C), we find the distribution of the residuals
for all those fits and we check whether that distribution
is accordant with a normal distribution with mean 0 and
variance 1. As was mentioned and justified in section
II C, we use Shapiro-Wilk’s normality-test for this. Also,
in order to check the normality of the residuals, we use
the graphical method known as quantile-quantile (Q−Q)
plot. In general, the Q−Q plots are used to compare two
probability ditributions. In fig. 5, we show the residual-
distributions while comparing them with the reference
Gaussian (µ = 0, σ = 1). The p-value obtained in the
normality-test quantifies the probability ofH0 being true.
In table VIII, the last column lists the p-values for the
performed S-W test.
DataSet Ind. Cases Param.s B.F. Val ± Err.
5 Re(CT ) 0.27 0.10
Im(CT ) 0.00 1.06
1 3 Re(CS1) 0.09 0.06
Im(CS1) 0.00 0.30
4 Re(CS2) 0.09 0.06
Im(CS2) 0.00 0.30
Re(CV2) 0.27 0.03
2 2 Im(CV2) 0.00 0.40
Re(CV2) 0.34 0.12
Im(CV2) −0.33 0.20
8 Re(CS2) −0.52 0.43
Im(CS2) −0.16 0.21
3 2 Re(CV2) 0.23 0.02
Im(CV2) 0.00 0.09
Re(CV2) 0.29 0.03
Im(CV2) 0.00 0.54
7 Re(CS1) −0.23 0.09
Im(CS1) 0.00 0.48
Re(CV2) 0.58 0.69
4 2 Im(CV2) −0.59 0.37
Re(CV2) 0.34 0.12
Im(CV2) −0.35 0.21
8 Re(CS2) −0.51 0.46
Im(CS2) −0.14 0.22
5 Re(CV2) 0.23 0.02
2 Im(CV2) 0.00 0.09
Re(CV2) 0.28 0.03
Im(CV2) 0.00 0.70
7 Re(CS1) −0.22 0.08
Im(CS1) 0.00 0.55
2 Re(CV2) 0.10 0.05
Im(CV2) −0.23 0.17
4 Re(CS2) −0.93 0.73
Im(CS2) −0.69 0.32
7 3 Re(CS1) 0.14 0.08
Im(CS1) 0.00 0.43
5 Re(CT ) 0.04 0.03
Im(CT ) 0.00 0.03
TABLE XI: Best-fit values and Gaussian errors of all
parameters for the selected ‘best’ cases for ‘Fit-1’, listed
in table VIII. Some cases are omitted due to the reason
explained in section II C and corresponding plots are
tabulated in fig. 6.
Only those NP scenarios, which pass the normality
test, are listed in table XI with the best-fit values and 1σ
uncertainties of their parameters. Other than that, some
cases are not shown in the Table, where the minimum,
instead of being an isolated point, is actually a contour
in the parameter-space. For such cases, we have plotted
the best-fit contours in the parameter-space. These are
shown in fig. 6. We have prepared these plots in terms of
the goodness-of-fit contours for joint estimation of multi-
ple NP parameters at a time. 1σ and 4σ contours that are
equivalent to p-values of 0.3173 and 0.0001, correspond
to confidence levels of 68.27% and 99.99%, respectively.
For our purpose, each confidence interval corresponds
to a particular value of X = ∆χ2 (i.e. χ2 − χ2min) for a
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(a) Dataset 1, Case 1 (b) Dataset 1, Case 2 (c) Dataset 2, Case 1
(d) Dataset 3, Case 6 (e) Dataset 3, Case 6 (f) Dataset 4, Case 1
(g) Dataset 5, Case 6 (h) Dataset 5, Case 6 (i) Dataset 7, Case 1
FIG. 6: The ‘cases’ for different datasets listed in table VIII, which pass the goodness-of-fit hypothesis tests but
could not be listed in table XI as for these cases, the minimum, instead of being an isolated point, is actually a
contour in the parameter-space. Though this is true for all plots listed here, some cases have four parameters and we
are only able to show the two-parameter cross-sections of these.(e.g. plots 6d and 6e are actually cross-sections of a
single four-dimensional plot. Same is true for 6g and 6h).
particular model with d.o.f = Nparams, where the SM
is considered to be the model with no free parameters.
For cases up-to 3 parameters, errors on parameters can
be estimated from the edges of the 2 or 3 dimensional
contours as they properly reflect the correlation between
the involved parameters.
From Table VIII, we note that all types of new inter-
actions considered in our analysis can individually ex-
plain the data on R(D)bin published by BABAR. How-
ever, when it comes to the q2-distribution of decay rate of
B → D∗τντ , both BABAR and Belle data independently
allow a contribution from a new left or right-handed vec-
tor current effective operator (cases 1 and 2) as plausible
explanation. Moreover, when the data (q2-bins) from
both the BABAR and Belle are combined, the most likely
scenarios are the cases with new right handed vector cur-
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(b) Dataset 1, Case 3
Re(CS2) Im (CS2)
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Im (CS2)
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(c) Dataset 1, Case 4
Re(CV2) Im (CV2)
Re(CV2)
Im (CV2)
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(d) Dataset 2, Case 2
Re(CV2) Im (CV2) Re(CS2) Im (CS2)
Re(CV2)
Im (CV2)
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(e) Dataset 3, Case 8
Re(CV2) Im (CV2)
Re(CV2)
Im (CV2)
Case 2
(f) Dataset 3, Case 2
Re(CV2) Im (CV2) Re(CS1) Im (CS1)
Re(CV2)
Im (CV2)
Re(CS1)
Im (CS1)
Case 7
(g) Dataset 3, Case 7
Re(CV2) Im (CV2)
Re(CV2)
Im (CV2)
Case 2
(h) Dataset 4, Case 2
Re(CV2) Im (CV2) Re(CS2) Im (CS2)
Re(CV2)
Im (CV2)
Re(CS2)
Im (CS2)
Case 8
(i) Dataset 5, Case 8
Re(CV2) Im (CV2)
Re(CV2)
Im (CV2)
Case 2
(j) Dataset 5, Case 2
Re(CV2) Im (CV2) Re(CS1) Im (CS1)
Re(CV2)
Im (CV2)
Re(CS1)
Im (CS1)
Case 7
(k) Dataset 5, Case 7
Re(CV2) Im (CV2)
Re(CV2)
Im (CV2)
Case 2
(l) Dataset 11, Case 2
-1.0 -0.5 0 0.5 1.0
FIG. 7: Array-plots showcasing the correlations between the fitted parameters of separate ‘cases’ for different
datasets listed in table XI. The color-coding is explained in the horizontal legend. As can be seen, for the cases with
only two independent parameters, the parameters are strongly (negatively) correlated, compared to other cases, as
expected.
rent, either alone or along with other new right or left
handed scalar current effective operators. In addition to
binned data, we have done the analysis by taking into
account the Belle and LHCb measurements of the q2 in-
tegrated R(D(∗)) (see Table I for numerical values). The
outcome of these analyses are shown for datasets 6 and 7
in the table VIII. No scenario passes the normality test
for dataset-6. In dataset-7, the most likely scenarios are
the new left or right handed scalar or vector current op-
erators, though, across all the cases the reduced χ2s are
> 1.
Accross all the datasets discussed above, we note that
wherever measurements of R(D)s are included in our fit
the effective operators associated with the scalar cur-
rent become relevant, either alone (less preferable) or
along with the right handed vector current operator. It
could be considered as an indication that current data on
R(D) still allow a scalar current contribution as a possi-
ble explanation of the observed deviations. Also, across
all the scenarios which qualify our predefined test crite-
ria, a common NP explanation is case 2, i.e the pres-
ence of a new (V + A) type interaction. Here, we can
not distinguish whether the new contribution is a vec-
tor or a pseudo-vector or both. However, if we com-
bine the information obtained from the parametric fit of
the form factors, it won’t be wrong to conclude that the
most favorable solution of the present data on the decay
B → D∗τντ could be obtained from the presence of a
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Dataset Cases with Cases with
Index. 0 < ∆AICc < 4 0 < ∆BIC < 4
CT CT
CV1 CV1
1 CV2 CV2
CS1 CS1
CS2 CS2
2 CV1 CV1
CV2 CV2
CV2 CV2
3 CV2 , CS2 CV2 , CS2
CV1 CV1
CV2 , CS1 −
4 CV2 CV2
CV1 CV1
CV2 , CS2 CV2 , CS2
CV2 , CS1 CV2
5 CV1 , CV2 CV1
CV2 CV2 , CS1
CV1 CV1 , CV2
CV2 CV2
6 CV2 , CS2 CV2 , CS2
CV2 , CS1 −
CS1 CS1
CT CT
7 CS2 CS2
CV2 CV2
CV1 CV1
TABLE XII: The best selected scenarios for “Fit-2”
(section III C 2). Here we compare the performance of
AICc with BIC in model selection.
pseudo-vector current.
2. Fit-2
In this fit, as mentioned earlier, we consider the sys-
tematic error-sizes to be same as the statistical ones and
assume 100% correlation among them. The best cases ac-
cording to their Akaike weights are listed in table XIII.
The results are obtained and analyzed in the same man-
ner as for ‘Fit-1’. Here too, no fit-result for data-set ‘6’
passes the normality criteria. Hence we drop that set
from further analysis. The outcome of the analyses of
the rest of the datasets are similar to the ones obtained
in ‘Fit-1’, i.e both the fits have almost identical conclu-
sions. The only exception is that, here, the role of left
handed vector current becoms equally important as the
right handed vector current, i.e apart from a new (V +A)
type interaction, the presence of a new (V −A) type inter-
action can also be considered as common NP explanation
of the current data. The best fit values of the fitted pa-
rameters along with the corresponding errors are shown
in table XIV.
IV. SUMMARY
We look for possible new physics effects in the decays
B → D(∗)τντ in the light of the recently available data
from Belle, BABAR and LHCb. At first, the form-factors,
relevant in these decays, are fitted assuming the absence
of any contribution coming from operators other than the
SM. The fitted results are then compared with those ob-
tained by HFAG from a fitting to the available data on
B → D(∗)`ν`. We note that the fit results of the param-
eter R2(1) largely disagree with each other, while the
rest are more or less consistent with each other within
errors. The effects are prominent in all the regions of
the q2 distribution of the form-factor A2(q
2), which is
associated with a pseudo-vector current. Therefore, as-
suming the decays B → D(∗)`ν` are free from any new
physics effects, such a difference in the q2 distribution of
A2 (obtained from B → D∗τντ and B → D∗`ν`) can be
compensated by adding a contribution from new pseudo
vector and/or pseudo tensor currents.
In the next part of our analysis, we consider the new
physics contributions in the decays B → D(∗)τντ which
come from new vector, scalar or tensor type operators. In
this case, we take the relevant form-factors as obtained
using the fit results by HFAG. We define different pos-
sible NP scenarios which are obtained after combining
contributions from the new operators in many different
ways. Our goal is to select the best possible NP sce-
narios (new interactions) that can accommodate all the
available data. In doing so, we use the AICc in the anal-
ysis of the empirical data. Such procedures lead to more
robust inferences in simultaneous comparative analysis of
multiple competing scenarios. In order to check whether
all the NP scenarios that are coming out of AICc test
can fit the data well or not, we have done Shapiro-Wilk’s
normality-test for each selected model. For a compara-
tive study, we have also analyzed the data for selecting
the best model using Schwarz-Bayesian Criterion (BIC).
For our different datasets the best selected models are
identical in both the selection criteria.
Our analysis of the available data on R(D∗) from
BABAR, Belle, and LHCb shows that the most plausible
explanation of the data can be obtained from the pres-
ence of new effective oparators with left or right handed
charged vector current. In addition, if we include R(D) in
our fit, apart from the vector currents the contributions
from charged scalar currents might become relevant, ei-
ther alone (though less preferable) or along with right
handed vector current operators.
Overall, our analysis of B → D∗τντ shows that it is the
contribution from a left or right-handed charged vector
current effective operator, that, as well as accommodat-
ing all the available data, passes all the selection criteria
for being the best possible NP scenario.
Here, we would like to point out that we have made use
of the available data on the q2 (bins) distributions of the
decays B → D(∗)τντ , which have large errors. This, in
turn, gives our fitted results large errors. Once the more
18
Experiment Dataset Observables Cases χ2min d.o.f Parameters Akaike Wgt.s Normality χ
2 (SM)
Index. (wi) (S-W)
5 7.28 12 CT 0.25 0.54
1 7.65 12 CV1 0.20 0.38
1 R(D)bin 2 7.65 12 CV2 0.20 0.38 8.63
3 8.56 12 CS1 0.13 0.15
4 8.56 12 CS2 0.13 0.15
BABAR 2 R(D∗)bin 1 5.71 10 CV1 0.57 0.17 20.20
2 6.75 10 CV2 0.34 0.09
2 15.68 24 CV2 0.48 0.53
3 Combined 8 12.32 22 CV2 , CS2 0.18 0.73 70.44
1 19.03 24 CV1 0.09 0.3
7 14.13 22 CV2 , CS1 0.07 0.81
Belle(2016) 4 R(D∗)bin 2 6.44 15 CV2 0.47 0.74 17.76
1 6.92 15 CV1 0.37 0.86
8 19.11 39 CV2 , CS2 0.41 0.72
BABAR+ 7 21.54 39 CV2 , CS1 0.12 0.72
Belle(2016) 5 Combined 6 21.75 39 CV1 , CV2 0.11 0.12 87.91
2 27.35 41 CV2 0.07 0.96
1 27.42 41 CV1 0.07 0.65
BABAR+ 2 47.88 28 CV2 0.49 0.03
Belle(2015)+ 6 Combined 8 44.97 26 CV2 , CS2 0.16 0.01 85.47
LHCb+ 7 46.47 26 CV2 , CS1 0.08 0.01
Belle(Latest)
Belle(2016)+ 3 27.68 19 CS1 0.21 0.56
Belle(2015)+ 5 27.83 19 CT 0.19 0.44
LHCb+ 7 Combined 4 27.93 19 CS2 0.18 0.84 29.85
Belle(Latest) 2 28.00 19 CV2 0.18 0.86
1 29.82 19 CV1 0.07 0.75
TABLE XIII: The best selected scearios for “Fit-2” (section III C 2). For clarification of columns, please see the
caption of table VIII
precise data on the q2 bins are made available, one may
and should repeat the analysis to check sustainability of
the above conclusions.
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