In this paper, we revisit implicit regularization from the ground up using notions from dynamical systems and invariant subspaces of Morse functions.
Introduction
Deep models, such as deep neural networks, have seen a tremendous growth in their range of applications, growth that far outpaced our theoretical understanding of them. One of the major outstanding questions is to understand their generalizing power: why a deep model fitted with a relatively small amount of data provides good performance for data points well outside its training set? On the one hand, fitting parameters uniquely to training data is very likely to not generalize well, on the other hand, having an underdetermined model leaves open the question of how to select among the many candidate parameters that fit the data. The training stage of a model can be cast as an optimization procedure in which a cost function is minimized. This cost function measures a chosen notion of distortion between model parameters and training data. For underdetermined models, the cost function has a large number of minima; in fact, very often a continuum of them.
When optimizing a cost function with many minima, the optimization method used dictates which minimum is selected. This is in stark contrast with, say, a typical convex optimization problem, where there is no uncertainty due to multiple minima and the effect of the optimization method is confined to the speed of convergence. This non-uniqueness of solutions is in many applications seen as little more than an inconvenience, and when one needs to obtain a unique solution, regularization methods, such as Tykhonov regularization, are nowadays well-understood. The issue at hand here is that the methods yielding the best generalizing power for deep models do not have explicit regularization terms, but are often simple gradient methods, thus offering no understanding of what makes a good set of parameters for the purpose of generalization. The theory of implicit regularization aims to uncover the rules of selection of parameters that are hidden in the training of deep models. It does so via the introduction of an auxiliary optimization problem, whose solution should be essentially unique and coincide with the local minimum selected [8] [9] [10] . This auxiliary problem is thought of as regularizing the original problem implicitly.
The conjecture and our approach In order to better understand implicit regularization, the authors of [4] put forward a remarkable gradient flow: the function minimized is
where X and A i 's are positive semi-definite matrices, and y i positive numbers 1 . The authors then conjecture that a gradient-like flow of J, when initialized near zero and in the underdetermined regime (i.e., q n 2 , where n is the dimension of X, we take here the definition to mean q ≤ n.), converges arbitrarily close to a global minimizer of the problem min X * s.t. tr(A i X) = y i , where · * is the nuclear norm. The explicitly regularized problem is thus min J(X) + λ X * .
The best known results in the literature about the conjecture on implicit regularization in matrix factorization are the ones in [4] : they showed it held for (i) the case q = 1 and (ii) the case of q ≥ 1 commuting matrices A i , i.e., matrices so that A i A j − A j A i = 0, with initial state X 0 = I, I being the identity matrix. Their analysis was based on finding explicit forms of the solution of the gradient flow ODE for X. The approach we take in this paper is entirely different. However, we show in Example 4 below how their analysis of commuting matrices fits within our framework, and as a consequence, we provide a rather unexpected characterization of the convergence point in this case (see below Example 4) .
Our analysis leads us to believe that the conjecture of [4] is "mostly true". We mean by this that while the conjecture is not true in its strictest form, a possibility raised by the authors of the original paper in fact, and further substantiated in [1] , there are regimes in which it is provably true (the tame spectrum regime, defined herein), and when moving away from this regime, the performance appears to degrade only slowly. Using the results of our analysis, we can also manufacture settings in which the prediction of the conjecture does not hold even approximately; but for "typical" data, it appears to hold. Interestingly, we relate the performance to the spectral gap of q i=1 A i and verify that for moderate to large spectral gaps, implicit regularization occurs.
In the proof, we make use of elementary notions from Morse theory and dynamical systems, and we refer the reader to [2, 7] for thorough introductions, as we keep the review of known material to a minimum in this paper. We summarize the proof of the conjecture below, after having introduced our general blueprint. We then conclude and provide numerical evidence supporting our conclusion. The entirety of the proof of the conjecture is relegated to the Appendix.
Implicit Regularization: towards a general theory
Implicit regularization is in essence a notion of compatibility between two optimization problems. We propose here a way to quantify and understand this compatibility.
Primal and regularization problems
The first of the two problems is what we term the primal or training problem, it is given by min J(µ; x), viaẋ = f (µ, x), x(0) = x 0 (µ) (2) 
Pre-critical sets and compatible problems
We say that the primal problem is (exactly) implicitly regularized by the regularization problem if for all µ, ϕ ∞ (µ; x 0 ) ∈ arg min K(µ; x) s.t. r(µ; x) = 0.
If ϕ ∞ (µ; x 0 ) is approximately a minimizer of K, we refer to the above as approximately implicitly regularized.
It is important to note that in the regularization problem, the optimization method is irrelevant, as we simply seek global minima. Many variations on this definition are possible, such as requiring that it holds for all x 0 , or that we converge to any minima of K(x), not necessarily a global one.
The following space, which we call the pre-critical set of R will play an essential role in implicit regularization: Crit * µ R := {x ∈ R n | ∂K(µ; x) ∂x + λ ∂r(µ; x) ∂x = 0 for some λ ∈ R q }.
We can also define Crit * µ R as the projection onto the x-coordinates of the set A := {(x, λ) ∈ R n×q | ∂K(µ;x) ∂x + λ ∂r(µ;x) ∂x = 0}. This is a space of x ∈ R n which can be critical points of the Lagrangian L(µ; x, λ) = K(µ; x) + λ r(µ; x) of problem R. More abstractly, we can think of it as the graph, over R q , of the implicitly defined function x(λ) given by ∂K ∂x + λ ∂r ∂x = 0. This space can be fairly complex: multi-valued, containing several connected components and non-smooth points, as we will observe in the examples below. The terminology pre-critical set comes from the fact that points in Crit * R which are in Feas(R) are critical points of R: Crit R = Feas(R) ∩ Crit * R.
The space Crit * R has a natural role in implicit regularization: if Crit * R is an invariant subspace 4 for the primal dynamics, then implicit regularization is in a sense more likely to occur: indeed, if we initialize the primal flow in this space, or if this space is an attractor for the primal flow, the primal flow converges to a critical point of the Lagrangian of R; said otherwise, it shows that the regularization problem is well-matched to the primal problem. Furthermore, since we are interested in minimizers of R, it is sufficient to consider components of Crit * R containing the minimizers of K, we call such a set of these components Crit * µ,0 R or simply Crit * 0 R. Denote by M a set of data point µ. We have the following definition: Definition 1 (Compatible primal and regularization problems). We say that the primal problem (2) and the regularization problem R of Eq. (3) are compatible over M if the space Crit * µ,0 R is invariant for f (µ; x), for all µ ∈ M . We illustrate the definition on four examples. In particular, we revisit the approach of [4] on implicit regularization on matrix factorization and show that Definition 1 yields new insights to it. Example 1 (Trivial regularization problem). Starting from the primal problem, it is always possible to construct a regularization problem. Perhaps the simplest one, which we term the trivial regularization problem, is given by
We call it trivial since the set Crit * µ R for this regularization problem consists of the singleton {ϕ ∞ (µ; x 0 )}. The regularization problem and primal problem are thus compatible in the sense of Def. 1, since ϕ ∞ (x 0 ) is an equilibrium point of Eq. (2), and thus an invariant set for the dynamics.
Using the gradient for the Euclidean inner product as optimization method, and setting x 0 (µ) = 0, we havė
This problem is implicit regularized by the regularization problem
To see this, it suffices to solve the linear differential equation (4) . We obtain in this case that
equivalently, Crit * R = span{µ i }. This set is clearly invariant for the dynamics (4) and thus the problems are compatible in the sense of Definition 1, with M = R n .
In the following example, the set Crit * R has a richer structure than in the previous two examples.
Example 3 (Matrix factorization with q = 1). Let A ∈ R n×n be a positive definite matrix with distinct eigenvalues, U ∈ R n×n and y be a positive number. Consider the primal problem
and the regularization problem
Writing X = U U , it is easy to see that it is the problem of implicit regularization in matrix factorization. A short calculation, which uses the fact that A is symmetric, yields
The equation (I − λA)U admits non-trivial solutions only for λ ∈ spec(A), where we denote by spec(A) the set of eigenvalues of A, and in this case U = vw , where v is an eigenvector corresponding to λ, and w ∈ R n is arbitrary. Hence
this set is the union of n-dimensional subspaces of R n×n . Now recalling that eigenvectors of A are orthogonal, it is easy to verify that each branch of Crit * R is invariant for the dynamics of U given above, thus showing compatibility of the primal and selection problems.
The final example addresses the case studied in [4] .
Example 4 (Matrix factorization with commuting matrices). Now assume we have q positive definite matrices A i , with primal problem
The set pre-critical set is
6
This set is in general difficult to study, as it requires to determine when the affine space of matrices I + span{A i } contains rank deficient matrices. If we assume that the A i commute, however, the situation is far simpler: commuting symmetric matrices admit a common set of eigenvectors, hence there exists an orthogonal matrix V such that
. . , q, j = 1, . . . , n, and the columns of V are eigenvectors of the A i . We denote these columns by v i . Now let I ⊆ {1, . . . , n} be a subset of cardinality q. We can, generically for the d i 's, find a unique solution λ = (λ 1 , . . . , λ q ) to the linear system
With these λ i 's, a short calculation shows that the matrix (
V has a kernel of dimension q, spanned by the vectors v i , i ∈ I. There are n q such subsets I, and to each of them corresponds a vector λ ∈ R q and thus a component of dimension q × n of Crit * R:
Similarly as in the previous example, this set is easily seen to be invariant for the primal dynamics.
The analysis suggests that when the flow converges to a rank one matrix (which we show below is the case) X = vv , then there exists q eigenvectors in the common set of eigenvectors of the A i so that v is a linear combination of these q eigenvectors. Said otherwise, there exists a sparse vector
This is a non-trivial statement when q < n, and we verified it in simulations. Note that there are n q such linear subspaces, and when q is large, they can intersect non-trivially.
A blueprint for implicit regularization
The criterion of Definition 1 by itself is clearly not sufficient for implicit regularization to occur. For example, since the space Crit 0 J contains points x not in Feas(R), one can converge to a non-feasible point for R, even when initialized in Crit * R. More, even if Feas(R) = Crit 0 J, saddle points of the primal dynamics can become local sinks in an invariant space, allowing for the primal flow to converge to a non-feasible point. This criterion, however, provides us with a general blueprint to study implicit regularization:
1. Identify a set of µ's for which primal and regularization problems are compatible.
Denote this set by M . Of course, the larger the set, the better.
2. Verify that when initialized in the pre-critical set Crit * 0 R with µ ∈ M , the primal dynamics will converge to a feasible point:
This entails verifying that no saddles of J are local sinks for the dynamics in Crit * R.
3. Verify that under the above conditions, the primal dynamics in fact converges to a minimum of K (the first two points guarantee it converges to a critical point).
If these three items are met, a form of implicit regularization holds: for initial conditions x 0 (µ) ∈ Crit * 0 R, and µ ∈ M , implicit regularization is generically true. If only the first two points are verified, a weaker form of implicit regularization, whereby the primal flow converges to a critical point of the regularization problem, and not necessarily a global minimum, holds.
Depending on the flavor of implicit regularization one is after, additional steps can be pursued. We consider here the following two:
4. If x 0 is independent of µ, verify that the primal dynamics converges to Crit * R from x 0 .
5.
Verify that when µ / ∈ M , the performance does not degrade drastically (i.e., the primal converge to an approximate minimizer of the regularization problem.
The last item is in general difficult to verify rigorously, but one can appeal to continuity to obtain qualitative statements. We also note that the items are not completely independent from each other. For example, if some local sinks in the invariant space Crit * 0 R are saddles of the general dynamics, flow lines near that saddle will escape the vicinity of Crit * 0 R, and point 4 is less likely to hold. We will revisit this point in detail later in the paper.
A key point of the blueprint is to identify an as large as possible set M of a data points for which implicit regularization is exact. For the first three examples given above, M was equal to the entire space of possible µ's. For the last examples, it was the set of commuting matrices. Another aspect is the dimension of the pre-critical set: in the first example, its dimension was zero, whereas in the second, it was q. Adopting a more subjective point of view, we can say that the regularization described in Example 1 is not as useful or surprising as the one of Example 2. A useful heuristic is that the larger the dimension of the pre-critical set Crit * R, the more useful the implicit regularization is. Finally, we mention that not all sets M are equivalent for implicit regularization insofar as item 5 is concerned. For example, the set exhibited in Example 4, which originated from the paper [4] , does not lend itself well to generalization. This was in fact pointed out by the authors of the paper, though they arrived at this conclusion from a very different perspective, namely looking for explicit solutions of the primal problem. We reach this conclusion by noting that if we perturb one matrix A i by a small amount, the trajectory of the primal system can stray very far from Crit * R. Our proof below will exhibit a different set M , which we refer to as matrices with tame spectrum 5 , that is better suited to study implicit regularization in matrix factorization.
How to determine the implicit regularizer?
A fundamental goal in the area is to determine the implicit regularizer R given a primal flow. We provide here a brief overview of how our blueprint provides a path to obtain such regularizer, but we postpone a thorough analysis to a forthcoming publication.
We consider the training problem with cost J = q i=1 l(µ i , x), where l, the loss function, depends on data points µ i and parameters x. We assume that l is positive semi-definite with minimum at zero, hence min J = 0. In Example 2 , l(µ, x) = (c x − y) 2 (and µ = (c, y)), and in Example 4, l(µ, x) = tr(AX) − y, with µ = (A, y). The primal flow is taken to be the natural gradient of J:
Following our Ansatz, we need to find a function K(x) so that the regularization problem R : min K(x) s.t. l(µ i , x) = 0 is compatible with the above primal flow; said otherwise, so that Crit * R is invariant for (5) . We can show, but we omit the derivation here, that this requirement of invariance reduces to the system of partial differential equations (with unknowns K and λ i )
This partial differential relation has a simple interpretation: the Hessian of K, acting on f , is a linear combination of the Hessians of l at the datapoints µ i , acting on f . As an example of how one can use this equation to determine potential implicit regularizers, consider the case of a loss function
where σ is a twice differentiable real-valued (nonlinear) function with minimal value zero, c ∈ R n and y ∈ R. Its derivative and Hessian are given by
where σ and σ are the first and second derivatives of σ, respectively. We use the shorthand σ i := σ(µ i , x). One can then use Eq. (6) to produce candidate regularization problems. For the case described in Eq. (7), a short calculation easily produces two such candidates. Using the specific form of f given in (5) , we find that taking ∂ 2 K/∂x 2 to be a multiple of the identity matrix is a solution of (6) for
). Clearly, taking K = x 2 fits the requirement and thus yields a regularization problem compatible with the primal problem. Another candidate is K = x Qx with Q = q i=1 c i c i , and λ i = (σ i ) −1 , but in this case the regularizer depends on the data. More can be extracted from Eq. (6), but this is outside the scope of this paper.
Implicit regularization in matrix factorization
We now focus the above discussion to implicit regularization for matrix factorization, and describe the contents of the remainder of the paper in more details. In a nutshell, we will illustrate how to apply items 1-5 of the above blueprint to the conjecture proposed in [4] .
The primal problem is given by the differential equation
where X 0 ∈ R n×n is a positive semi-definite matrix, δ is small constant (e.g. 10 7 times smaller than the y i 's, A i 's and X 0 ), the A i ∈ R n×n are positive semidefinite and y i > 0, for 1 ≤ i ≤ q. We will describe below the function J this flow minimizes. This type of matrix differential equation has a long history. Related flows were shown by Brockett in [3] to solve a variety of combinatorial problems, and the monograph [5] provides an in-depth look at many of their characteristics. For example, it is easy to see that the flow of (8) preserves the cone of positive semi-definite matrices and moreover if rank(X 0 ) = k, then rank(X(t)) ≤ k for
It was observed that when initialized near zero, i.e., when δ is small, the flow of (8) converged to (near) an X * with the property
where X * = tr X is the nuclear or trace norm of X. With our terminology, it was conjectured, roughly speaking, that the regularization problem R of Eq. (9) approximately regularizes the flow of Eq. (8) in the limit δ → 0. While convergence of the flow to the set of matrices that meet the constraints tr(A i X) = y i may not appear surprising given the form of (8), convergence to a global minimum of R was certainly unexpected. As already mentioned, we believe that exact regularization as in Example 2 does not take place here, but yet via exhibiting a set of µ's for which it does, one can expect implicit regularization to be approximately true (as in step 5 of the blueprint).
Remark 1.
We consider below (see Eq. (13)) the family of problems
parametrized by the rank k of X, k = 1, . . . , n. We then, in essence, show that under certain assumptions, the solution of the rank constrained problem with k = 1 and the problem with k = n agree (see Theorem 26). Said otherwise, it says that under these assumptions, the convex relaxation (problem with k = n) of the rank constrained problem (k = 1) is exact. It is in a sense remarkable that the conditions guaranteeing compatibility of primal and regularization problem also yield exact relaxation. We provide below a summary of the steps taken in the proof of the conjecture:
1. We show that the flow of (8) always goes near a rank 1 matrix, denote it by
2. We introduce the so-called normal form for the system, and show that it exists generically in the underdetermined regime (termed rank spread condition). The normal form makes much of the proof more transparent. (Lem. 7 and Prop. 8)
The construction of the normal form itself can be omitted at first reading, and one can immediately study the normal system described in Eq. (23), and the corresponding regularization problem (26).
3. We show that the function J of Eq. (1) is a Morse-Bott function and the primal flow is a gradient of this function for a metric defined by the A i 's. (Th. 9)
4. We show that the conjecture holds for commuting generalized projection matrices. This part is meant to illustrate the use of the items above by showing how they immediately provide extensions on the extant result in the area, and can be skipped at first reading. ( 10. Show that in Crit * 0 R, J becomes a Morse function, that it has 3 q critical points, of which 2 q are minima, and only 2 of these correspond to global minima of R. (Th. 24).
11. Show that when initialized at the X 1 of item 1, the flow converges to one of the two global minima of R (only sketch the last part) (Cor. 21).
12.
Show that under the tame spectrum hypothesis, there always exists a global minimum of R of rank 1. (Th. 26) → studying the problem in Crit * 0 R can be done without loss of generality.
Background and notation
Problem set-up Let n, q be positive integers and let A i ∈ R n×n be real symmetric positive semi-definite (psd) matrices of rank r i and y i be positive numbers, for i = 1, . . . , q. We denote by S k,n the space of psd matrices in R n×n of rank at most k and write S n for S n,n . The primal (training) problem is the Cauchy probleṁ
where X 0 is a real symmetric matrix and δ > 0 a constant. We observe thaṫ X =Ẋ , i.e., symmetric matrices are an invariant set of system (10) , and hence X(t) is symmetric for all t > 0 for which the solution exists. 6 In fact, more is true: system (10) leaves the cone of positive semidefinite matrices invariant and does not increase rank as mentioned earlier. Hence, if X 0 is positive semidefinite of rank k, then X(t) is also psd and of rank at most k. This motivates the introduction of the floẇ
where U ∈ R n×k , whose trajectories can be mapped onto trajectories of (10) as follows:
be the solution of (11) with U 0 ∈ R n×k , and let X(t) be the solution of (10) with X 0 = U 0 U 0 , then U (t) = X(t) when they exist.
To verify that the Lemma holds, it suffices to differentiateX(t) := U (t)U (t) and observe thatX and X then obey the same Cauchy problem. If X 0 is of rank k, we note that there exists an O(k)-parametrized family of U 0 so that
From now on, we use the notation
A short calculation shows that the flow (11) is the gradient flow of (12) for the Euclidean inner product on R n×n :
From Lemma 1, we conclude that the function
is a Lyapunov function for the flow (10) . We also say that (10) is gradient-like for J.
(Note that we overload the notation for J as well; the context will dispel possible confusions). This fact can be used to show existence of solutions of Eq. (10). We now introduce a slight generalization of the regularization problem for implicit regularization, allowing for a rank 1 ≤ k ≤ n for X (and U )
and its equivalent in the U coordinates
The cases k = 1 and k = n will be of most interest to us.
Notation and conventions
We gather here some of the notation used throughout the paper. We let e i be the vector in R n with all entries equal to 0, except for the ith one, which is equal to 1. In general, the dimension of the matrices and vectors introduced in this section will depend on the context (e.g., e i could be a vector in R m with m < n as well). We generally use c > 0 to denote positive constant. The value of c can change throughout the argument without further comments. We denote by I the identity matrix. When we need to emphasize the dimension, we write I n for the identity matrix in R n×n . We let O(n) be the orthogonal group:
Let X be a positive semi-definite (psd) matrix. We say that X is of -rank r if there exists a psd matrix X r ∈ S r,n so that
We will also informally say that X is essentially of rank r. For example, if X is itself of rank r, then the previous inequality is trivially met. This type of bound is necessary to quantify when a matrix is close to a subset of low rank matrices, since the zero matrix is in the closure of the sets of matrices of rank k for all k. Indeed,
Iδ is arbitrarily close, in the Euclidean distance, to the set of rank 1 matrices but is of -rank 1 only for ≥ 1. A more geometric interpretation of (15) is that the angle between the lines spanned by X and X r is small when is small. We say that x is -close to y is x − y ≤ . For a matrix B ∈ R n×p , we denote by span{B} the vector subspace of R n spanned by the columns of the B.
Given a collection N of disjoint subsets
we denote by D N the vector space of diagonal matrices with entries d i satisfying
Throughout the paper, we also use
the sets N i will be clear from the context. The E i 's are thus diagonal matrices with 0 on the diagonal, except in the entries indexed by N i , which are 1. Continuing the previous example, we have E 1 = diag(1, 1, 0) and E 2 = diag(0, 0, 1).
We let |N i | be the cardinality of N i . Given a vector x ∈ R n , we denote byx i ∈ R n its canonical projection onto the column span of E i . For the sets N i described above, we havex
Depending on the context, we may omit the zero entries and considerx 1 ∈ R 2 andx 2 ∈ R or, more generally,x i ∈ R |N i | . For a matrix U ∈ R n×n , we denote by (u) 1..m,1..n the submatrix of size m × n obtained by keeping the rows 1, . . . , m and columns 1, . . . , n. Given a vector subspace L ⊂ R n , we denote by L ⊥ its Euclidean orthogonal, i.e.
for all n large enough.
The rank 1 matrix bottleneck
The rank-1 bottlneck property of the flow refers to the fact that when initialized near zero, without any additional assumptions, the flow of Eq. (10) will be of ε-rank 1 at some time t 1 , for an arbitrarily small ε provided that X 0 is small enough. The proof of the rank 1 bottleneck property contains two steps. In the first step, we exhibit a linear ODE and show that its solutions have the rank 1 bottleneck property. In the second step, we show that the system of Eq. (11) follows the trajectory of this linear ODE closely for a positive time t 1 . The two steps together easily yield the proof for the general nonlinear system of Eq. (10).
Rank 1 bottleneck for linear systems
The following result shows that the trajectories of linear differential equationV = AV , A a positive semi-definite matrix, which start at a small, non-zero initial condition V (0) of arbitrary rank, will eventually be of -rank 1 generically for V (0). If V (0) is also of rank 1, then the statement is trivially true.
Then, generically for A and V 0 , there exists a matrix-valued function V 1 (t, δ) of rank 1 such that for all > 0, there exists t * > 0, so that
Normalizing by the norm ofV 1 (t), we have
Generically for A, d 2 − d 1 < 0, and thus taking t * large enough yields the first statement. The second statement is obvious from (17).
The error system
The following result gives conditions under which the trajectories of (11) are well-approximated by trajectories ofV = AV . Clearly, the approximation will be valid only for a bounded set [0, T ], as the solutions V (t) generically diverge, whereas the solutions of (11), being trajectories of the gradient flow of J, are easily seen to be bounded.
Lemma 3.
Let A i be positive semi-definite matrices and y i > 0, i = 1 . . . q, and set
Let U (t, δ) be the solution of (11) with initial condition U (0) = U 0 δ, for U 0 ∈ R n×n nonzero, and let V (t, δ) be the solution ofV = AV , V (0) = U (0). Then, for all 0 < < 1 and t * > 0, there is δ 1 > 0 so that
Proof. Using the matrix A introduced in the Lemma's statement, we can rewrite (11) asU
where, without loss of generality, we assume that U 0 is of unit norm. Set
Because y i > 0, then A i ≤ cA for some constant c depending on the y i 's; without loss of generality, we take c ≥ 1. We let λ be a largest eigenvalue of cA, which, generically for A i , y i is unique. Then V ≤ e λt δ and we obtain the bound (recall that d dt e ≤ ė )
Now let z 1 (t) be the solution of the differential equatioṅ
with z 1 (0) = 0. The above is a linear time-varying ODE with positive coefficient for z 1 and a positive independent term qλ 2 e 3λt δ 3 . Hence, its solution is positive and, when it exists, smooth. Let t 1 > 0 be the first time for which z 1 (t 1 ) = 1. For all 0 ≤ t ≤ t 1 ,ż ≤ż 1 and hence z(t) ≤ z 1 (t). The solution of equation (18) is given explicitly by
From the above equation, we see that for any t * > 0 and > 0 we can choose δ 1 small enough so that z 1 (t * ) < and thus, if moreover < 1, z(t * ) < . This proves the first statement.
To obtain the second the statement, let t * > 0 and > 0 be fixed and δ 1 chosen
Then it is easy to see that min
Rank 1 bottleneck for the flow We now put the results of the previous two paragraphs together to show that when initialized near zero, the solutions of (10) will be essentially of rank 1 for some t 1 ≥ 0.
Then, using Lemma 2, we can find V 1 (t, δ), a rank one matrix-valued function and t * > 0 so that
for all δ > 0 and t ≥ t * .
Using Lemma 3, we can find for t * > 0, a
Setting X(t) = U U (t), we obtain as Corollary:
Corollary 5. Let X(t) be the solution of (10) with initial state X(0) = X 0 δ. Then for all 0 < < 1, there exists t * > 0, δ > 0 and X 1 ∈ R n×n , a symmetric positive semidefinite matrix of rank 1, so that
Remark 2. From the proof of Lemma 2, and in particular from Eq. (17), one can see that the range space of V 1 (t * , δ) is spanned the eigenvector corresponding to the largest eigenvalue of A = q i=1 y i A i . The following Corollary specializes the result to the case of U 0 of rank 1. It will be needed below.
Corollary 6. Under the assumptions of Th. 4 and generically for
A i , y i > 0, 1 ≤ i ≤ q, and U 0 ∈ R n , for all 0 < < 1, there exists t * > 0, δ > 0 and U 1 ∈ R n so that U (t * ,δ)−U 1 U 1 ≤ and U 1 is an eigenvector of q i=1 y i A i associated with the largest eigenvalue.
Compatibility of primal and regularization problems
In this second part of the analysis, we first describe conditions under which the implicit regularization for matrix factorization is exactly true. The first condition is called the rank-spread condition. Under this condition, we can exhibit a normal form for the system (11) which renders its subsequent analysis particularly transparent. As already mentioned, this condition is more restrictive than needed; we will comment on this aspect in Sec. 7. We then introduce the tame spectrum assumption, which we believe is more fundamental to exact implicit regularization. Under these two assumptions, we show that the pre-critical set Crit * R is invariant for the dynamics (11), and furthermore, Crit * R contains all the minima of J(U ).
Rank spreak condition and a normal form
We denote by r i the rank of the psd matrix
We can in fact choose, without loss of generality, the following assignment: define the cumulative sums
and let
Because the matrices A i are positive semi-definite, there exists B i ∈ R n×r i so that
Note that the B i 's are not unique, but each is determined up to an O(r i ) symmetry. We have the following definition:
Definition 2 (Rank spread condition). We say that the matrices
where the B i are as in Eq. (21).
This condition is met generically in the under-determined regime. It is easy to see that the definition above is independent of the particular choice of B i 's. The following result is key in establishing a normal form for the gradient flow (11). Recall that e i is the vector in R n with all entries equal to 0 except for the ith one, which is equal to 1. 
and let L := ⊕ q i=1 L i . Then there exist an invertible matrix P ∈ R n×n with the following properties, for 1 ≤ i ≤ q:
3. The matrix P P is block diagonal, with leading block of size m, and lower block equal to the (n − m) × (n − m) identity matrix. Furthermore, the leading block of P P is the inverse of the leading block of We now define
By construction, P is invertible and P maps each column vector of the matrices B i to (necessarily distinct) vectors of the canonical basis of R n . In particular,
Writing A i as B i B i and using this fact, we obtain the first item.
The second and third items follow directly from an evaluation of the matrix products. For the second item, it is helpful to first verify that P −1 is equal to
.
In coordinates, the first item states that P A i P is a diagonal matrix with all entries equal to 0, save for the diagonal entries indexed in N i , which are equal to 1. Recalling the definition given in Eq. (16), we have
The second item states that P −1 A i P is a matrix whose last n − m rows are equal to 0, and whose columns are all 0 save for the columns indexed in N i .
Normal form
Relying on Lemma 7, we now construct a normal form for the flow of Eq. (11). We do so in the general case of X of rank k, corresponding to U ∈ R n×k , since we often will use the case k = 1 below. Recall that ρ i (U ) = tr(A i U U ) − y i and the flow of interest isU
We assume that the A i , i = 1, . . . , q satisfy the rank spread condition of Def. 2. Let P ∈ R n×n be as in Lemma 7 and introduceŪ ∈ R n×k satisfying PŪ = U, then the above equation becomeṡ
From item (1) in Lemma 7, we have that
hence ρ i (PŪ ) depends only on the rows ofŪ indexed by N i . From item (2) in Lemma 7, we have that P −1 A i P has kernel L ⊥ i . Putting the above two observations together, we have that ρ i (PŪ )P −1 A i PŪ only depends on the entriesū jl ofŪ with j ∈ N i . Since E j maps into L j and E 2 j = E j , we have the relation
where δ ij is the Kronecker delta (i.e., δ ij = 1 if and only if i = p, and is zero otherwise). We thus have the following relation:
Observe that p j=1 ρ j E j maps L → L and can be expressed over this space as a diagonal matrix D(Ū ) with m non-zero entries, and with ρ i on the diagonal entries indexed by N i . From item 3 in Lemma 7, we see that p i=1 P −1 A i P maps L to itself, and L ⊥ to itself as well. Furthermore, when restricted to L, p i=1 P −1 A i P can be expressed as a matrix Q ∈ S m (in fact, a direct calculation using the explicit form for P given in the proof of Lemma 7 shows that Q = B B.), and when restricted to L ⊥ , it is the zero map.
With the above observations in mind, set
The normal form comprises two sets of equations. The first is
where Q = B B as described above, and
where, with a slight abuse of notation, we set E i = j∈N i e j e j but with e j ∈ R m and ρ i (x) = tr(x E i x) − y i . The second set of equations deals with the variables in the rows ofŪ below the mth row (if there are any) and is given by
In summary, the normal form or normal system is given by Eqns. (23) and (24); it is obtained by changing variables, and observing that in the new variables, the dynamics of a subset of the variables is given by Eq. (23), and the dynamics of the remaining variables is zero.
The regularization problem in normal coordinates
We now write the optimization problem R in the normal coordinates. We again working in the case of arbitrary rank k (see (14))
Let P be as in the statement of the Lemma 7 and let E i = j∈N i e j e j for the N i defined in (20).
Proposition 8. Consider the minimization problem over R m×k
where Q −1 is the leading p × p block of P P , P as is Lemma 7, and let x * be a minimizer. Then U * := (P x * ) 0 ∈ R n×k is a minimizer of the problem of Eq. (25).
We emphasize that the matrix Q appearing in the above lemma is the one of the normal system of Eq. (23). With a slight abuse of notation, we refer to the problem above as R as well, since it is related to the one of Eq. (14) by a change of variables.
Proof. Starting with the problem of Eq. (14), and setting PŪ = U , we get that it is equivalent to
Using item 1 of Lemma 7, the constraints become tr(Ū E iŪ ) = y i . Observe that the variablesū jl are not constrained if j > m, where we recall that m is defined in Eq. (19). Furthermore, from item 3 of Lemma 7, P P is block diagonal with a leading block of size m, which we denoted by Q −1 , and a lower principal block equal to the identity matrix. Hence
We conclude from the above equation that a constrained minimizer is so that u jl = 0, for j = m + 1, . . . , n, l = 1, . . . , k
we recover the problem stated in Eq. (26).
A Morse-Bott function and a metric
We now derive the function and the inner product for which the flow in normal variables is a gradient. We furthermore show that this function is a so-called Morse-Bott function, i.e., a C 2 function whose critical set is a closed manifold, and whose Hessian evaluated at any point of the critical set has a kernel equal to the tangent space to the critical set at this point. Unless explicitly mentioned, we ignore the variablesū jl with j > m when we refer to the normal form. This can be done without loss of generality since the dynamics of these variables is trivial.
Recall that the inner product induced by Q is defined as x 1 , x 2 := x 1 Qx 2 , for x 1 , x 2 ∈ R n and that the gradient of J for this inner product is
Theorem 9. Let the sets N i , i = 1, . . . , q be disjoint and so that ∪ q i=1 N i = {1, . . . , m} and k ∈ {1, . . . , n}. Consider the normal dynamicṡ
Then 1. the normal dynamics is the gradient flow of J k for the inner product induced by Q −1 .
2. The function J k is a Morse-Bott function.
3. The set of local minima of J k is given by x ∈ R m×k such that ρ i (x) = 0, i = 1, . . . , q.
We denoted the set of local minima of J k by Crit 0 J k . The above Proposition thus says that
Proof. With this notation, it is easy to verify that for l = 1, . . . , k,
This proves the first statement.
Since Q is non-degenerate, we obtain that grad J k = 0 if and only if
In order to verify that J k is a Morse-Bott function, we need to verify that its zero set is a closed submanifold of R n×n , that the Hessian of J k is non-degenerate at isolated critical points, and that the kernel of the Hessian spans the tangent space at the critical submanifolds. From Eq. (27), we have that the critical set of J k is given by the intersection of q subsets given by either ρ i (x) = 0, or x jl = 0, j ∈ N i , l = 1, . . . , k, for i = 1, . . . , q. We see that the zero-set of ρ i (x) = j∈N i k l=1 x 2 jl − y i is a closed subset of R m×nk -in fact a sphere of radius √ y i contained in R r i ×k , where we recall that |N i | = r i -and so is the linear subspace defined by x jl = 0, j ∈ N i , l = 1, . . . , k. We conclude that Crit J k is the intersection of closed sets and thus is closed.
To evaluate the Jacobian of ∂J k ∂x jl , it is easier to first write this matrix as a vector. We do so in a row first fashion. Hence we now represent x as a column vector X ∈ R mk with entries X = (x 11 , x 12 , x 1k , x 21 , . . . , x mk ) .
A short calculation shows that with this notation, we have
where ⊗ is the Kronecker product. Now recall the definition of the sets N i , we denote by M i their counterparts after vectorization; more precisely, M i contains the indices of the the X j who were in a row with index in N i :
The set M i has cardinality kr i . As before, we let E i ∈ R mk×mk be the diagonal matrix with zero entries except for the ones indexed by M i , which are one, and we
From Eq. (28), the critical set of J k is easily seen to be defined by the intersection of the zero sets ρ i (X)X j = 0, j ∈ M i .
Differentiating ρ i (X), we obtain ∂ρ i ∂X = j∈M i 2X j e j . Hence, a short calculation shows that
where we used the facts that E i = l∈M i e l e l and e l X = X l . The previous relation shows that the matrix of second derivatives is block diagonal, with blocks of size |M i |, and that, additionally, block i only depends on X j with j ∈ M i . Therefore, it is sufficient to verify that the non-degeneracy condition holds for each block of ∂ 2 J ∂X 2 7 . Let X be a zero of grad J, and first assume that ρ i (X) = 0. The corresponding zero-set is then a sphere of radius √ y i in R |M i | ) and the ith block of ∂J 2 k ∂X 2 isX iX i . When evaluated on the set ρ i (X) = ρ i (X i ) = 0, the vectorX i is clearly non-zero, and is normal to the set ρ i (X) = 0. Hence the kernel ofX iX i is exactly the tangent space of ρ i (X i ) = 0. Now assume that X j = 0 for all j ∈ M i . Then the zero-set is 0 dimensional in
which has no kernel in R |M i | as required. This shows that J k is a Morse-Bott function.
To prove the last part, it suffices to observe that at any critical point X ∈ R mk such that ρ i (X) = 0, the corresponding block of the Hessian isX iX i , which is positive semi-definite. Hence the Hessian at the points belonging to the intersection of the sets defined by ρ i (X) = 0, i = 1, . . . , q is positive semi-definite, and thus these points are minima. Reciprocally, for critical points such thatX i = 0 for any i, the corresponding block of the Hessian is −y i E i , which is negative definite. Such points cannot be minimizers.
The critical set of J k can be visualized geometrically with ease. Consider the vectorized coordinates described in the proof of Theorem 9. We can write R mk as the product R r 1 k × R r 2 k × · · · × R rqk . For each i = 1, . . . , q, choose either ρ i (X i ) = 0, which is a sphere of radius √ y i in R r i k , orX i = 0, which is the origin of R rn i . The cross product of these q elements is a component of the critical set. Alternatively, we can consider ρ i (X) = 0 to be a subset of R mk (i.e., a sphere cross-product the plane spanned by e j , j / ∈ M i ), and similarly forX i = 0 (i.e., the plane spanned by e j , j / ∈ M i ). A component of the critical set is then the intersection of these sets in 
The case of commuting generalized projection matrices.
As a direct consequence of the construction of the normal form, we can show that various forms of implicit regularization take place in the particular case of commuting generalized projection matrices (defined below). This extends on the result of [4] insofar as we do not require the initial condition of the flow to be a multiple of the identity. Recall that a symmetric matrix A is a projection matrix if A 2 = A. This implies, in particular, that the spectrum of A only contains 0 and 1. We say that A is a generalized projection matrix if A 2 = γA for some positive number γ. In particular, note that all rank 1 psd matrices are generalized projection matrices.
Proposition 11 (Commuting generalized projection matrices). Assume that A i , i = 1, . . . , q are generalized projection matrices satisfying the rank spread condition, and that they pairwise commute. Then, generically for X 0 , for all ε > 0, there exists δ > 0 so that ϕ ∞ (X 0 δ) is -close to a minimizer of (13).
The above proposition says that the regularization problem R of Eq. (3) approximately regularizes the main system (10) . It holds true for the rank k of X between 1 and n.
Proof. We work in normal coordinates. Starting from the primal problem in U variables (11), we introduce PŪ = U , with P as in Lemma 7 and the normal variables
Without loss of generality, we can assume that the B i have orthogonal columns and, as a consequence of the generalized projection assumption, these columns have necessarily the same norm. The fact that the A i 's pairwise commute tells us that
and the fact that they satisfy the rank spread condition tells us that span{B i } ∩ span{B j } = {0}. From the above two facts, we obtain that B i B j = 0 and thus conclude that B i and B j have orthogonal columns. Therefore, the corresponding matrix Q is diagonal, with the diagonal entries q jj = q j j equal for j, j ∈ N i , and Q −1 has the same form.
From Proposition 8, we know that the minimizers in normal coordinates are so thatū jl = 0 for j > m and l = 1, . . . , k, and x is a minimizer of tr(x Q −1 x). From the form Q −1 described above, we have
Recall that the constraints of the regularization problem R are j∈N i k l=1 x 2 jl = y i . Hence, for any matrix x satisfying the constraints, the cost is tr(
ii y i . Thus the minima of R are so that x is feasible for R, andũ jl = 0, j > m, l = 1, . . . , k.
We now show that the primal problem converges to a point arbitrarily close to global minimum of R. We have that x obeys the equation of the normal system (23)
From Corollary 10, we know that the system (29) converges generically to x * ∈ R m×k so that tr (x * ) E i x * = j∈N i n l=1 x 2 jl = y i , i = 1, . . . , q, i.e., x * is feasible for R. Choosing δ small enough, u jl , j > m is as small as needed.
The following corollary can be extracted from the proof of Prop. 11: for m = n, the convergence is global, and not only for small initial conditions:
Corollary 12 (Commuting generalized projection matrices). Assume that A i , i = 1, . . . , q are generalized projection matrices of respective ranks r i , satisfying the rank spread condition, that they pairwise commute and that m = q i=1 r i = n Then, generically for X 0 , ϕ ∞ (X 0 δ) is -close to a minimizer of (13).
Tame spectrum assumption and compatibility of primal and regularization problems
We now present what we believe is the main mechanism at the heart of implicit regularization for matrix factorization. In the previous case, namely the case of commuting projection matrices A i , once the flow converged to the constraint set Feas(R)-and we showed this happened generically for the initial condition since the flow was gradient and its set of minima was equal to the feasible set of the regularization problem-the fact that δ was small guaranteed that the system converged to near a minimizer of R. Said otherwise, in normal coordinates, the role of the small initial condition was particularly transparent and, in particular, results of Sec. 4 were not needed. Of course, this mechanism by itself does not explain the implicit regularization phenomenon. We exhibit in this section a different, and more complex, dynamical process taking place following the discussion of Section 2.
To this end, we will introduce the so-called tame spectrum assumption. Essentially, this assumption identifies a set M for which primal and regularization are compatible. Throughout this subsection, we assume that X is of rank 1, or equivalently that k = 1 and U ∈ R n . We now introduce the tame spectrum assumption.
The tame spectrum assumption We start with the following simple lemma: Lemma 13. Let A i , i = 1, . . . , q be psd matrices satisfying the rank spread condition and so that q i=1 A i has spectrum {α , β , . . . , β , 0, . . . , 0}. Then the matrix Q of the normal system (23) has spectrum {α , β , . . . , β }.
be the matrix whose columns are the columns of the B i . On the one hand, from the proof of Lemma 7, we know that Q = B B and from the rank spread condition, Q is of full rank. On the other hand, q i=1 A i = BB , from which the result follows.
It is easy to see that when Q ∈ R m×m is symmetric positive definite and has a spectrum as {α , β , . . . , β }, then there exists a vector v ∈ R m and constants α > β > 0 so that Q can be expressed as
We call v the leading eigenvector of Q. Note that in Lemma 13, we can replace the assumption that the A i satisfy the rank spread condition with the requirement that q i=1 A i has rank m, where we recall that m = q i=1 r i and r i = rank A i . The parameter α is the spectral gap of Q. Definition 3 (Tame spectrum assumption). We say that the positive semidefinite matrices A i , i = 1, . . . , q satisfy the tame spectrum assumption if q i=1 A i is a psd matrix of rank m with spectrum {α , β , · · · , β , 0, · · · 0, }, with α , β > 0, and the corresponding leading eigenvector of Q is so that v i
The condition that v i = 0 is generic for the A i . The role of this assumption is to weed out particular cases, requiring lengthy computations, in the proofs below.
Recall the definition of the vector space D N in Sec. 3. The elements of D N can be written as q i=1 ν i E i , with ν i ∈ R and E i as in Eq. (16). The following vector subspace of R m will play an important role: given a non-zero vector v ∈ R m , we define
Compatibility of primal and regularization problems
We now show that under the tame spectrum assumption, the primal and regularization problems are compatible. We do so in three steps:
Lemma 14. Assume that the A i , i = 1, . . . , q, satisfy the tame spectrum assumption, with leading eigenvector v ∈ R m . The normal dynamics of Eq. (23), with x ∈ R m , leaves Λ v invariant, where v is the leading eigenvector of Q.
The dynamics of Eq. (23) is the sum of two terms, αvv D(x)x and βD(x)x. The first term is clearly in T x Λ v . Since D(x) ∈ D N , so is D(x)Λ and we conclude that the second term is in T x Λ v as well, which proves the result.
The next result show that the set of minima of J 1 (x)-we denoted that set by Crit 0 J 1 (x)-and Λ v intersect transversally and that moreover the intersection is a finite set of points. This result will be key to study the dynamics of the primal problem in Λ v .
Lemma 15. Assume that the tame spectrum assumption with leading eigenvector v holds. Then Λ v intersects the set Crit 0 J 1 transversally, and this intersection is a finite set of points of cardinality 2 q .
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Hence, there are 2 q points of intersection, characterized by λ i = ± √ y i / v i , and these points are pairwise distinct. To see that the intersection is transversal, recall that Crit 0 J 1 is a product of
A line through the origin in Euclidean space always intersects a sphere centered at the origin transversally, which proves the claim.
The importance of Λ v stems from the following observation. Consider the optimization problem in normal coordinates, described in Eq. (26). Its pre-critical set is given by
We can express Crit * R 1 explicitly as follows:
Lemma 16. Assume that the tame spectrum assumption holds with leading eigenvector v ∈ R m . Then
Note that Λ v and v ⊥ intersect generically at more than {0}, since v ⊥ is of dimension m − 1. Sincev i = 0 by the tame spectrum assumption, and since I − βΛ ∈ D N , we conclude that I − βΛ is invertible, with an inverse in D N , and x ∈ Λ v . Now assume that (x, Λ) is such that Λx ∈ v ⊥ . Then a = 0 and x satisfies x = βΛx. Plugging this relation in v Λx = 0, we obtain that v x = 0 and thus x ∈ v ⊥ , which concludes the proof.
The following lemma says that the minimal values of R 1 are obtained for x ∈ Λ v , thus it will be sufficient to consider the component Λ v of Crit * R 1 .
Lemma 17. Assume that the tame spectrum assumption holds with leading eigenvector v ∈ R m . Consider the cost function K of optimization problem R 1 and set
If either intersection in the Lemma statement is empty, the corresponding a i is set to +∞.
Proof. Under the assumptions of the Lemma, we have that Q = αvv + βI. Using this expression for Q in Eq. (30), we obtain that R 1 is
√ y i is in fact an upper bound for K(x), x ∈ Feas(R 1 ), since the term
x vv x is a square.
From Lemma 15, we know that Crit 0 J 1 intersects Λ v , and from Corollary 10, we know that Crit 0 J 1 = Feas(R 1 ). Hence Λ v ∩ Feas(R 1 ) is non-empty. The value of the cost at these points is upper bounded by β q i=1 √ y i , which is the value of the cost of v ⊥ , which proves the claim.
We set, in view of the above Proposition,
As a consequence of Lemmas 14, 15, 16 and 17, we have shown the following:
Theorem 18. Under the tame spectrum assumption, the primal problem described by J 1 , and the regularization problem R 1 are compatible in the sense of Def. 1, with
Convergence to critical points of the regularization problem Having established that the primal and regularization problems are compatible, we now show that when initialized in Λ v , the flow converges generically to a critical point of the regularization problem-recall that by critical point of the regularization problem, we mean a point x ∈ Crit * R that meets the constraints ρ i (x) = 0. We already know that all minima of the regularization problem are in Λ v (Lemma 17), that Λ v intersects Crit 0 J 1 transversally, and that Feas(R 1 ) = Crit 0 J 1 (Theorem 9). This is not sufficient to show convergence to Feas(R 1 ) when in Λ v however, as the dynamics in Λ v can have sinks that are saddles point for the general primal dynamics. We thus show now that all the sinks of the flow restricted to Λ v are also in Crit 0 J 1 ; said otherwise, no locally stable critical point of the flow restricted to the invariant subspace Λ v is a saddle or regular point for the dynamics in R m .
Theorem 19. Assume that the tame spectrum assumption holds with leading eigenvector v. Then the dynamics of the the normal system (23), with x ∈ R m , is such that generically for x 0 ∈ Λ v , x(t) converges to a critical point of the regularization problem (26). In particular, all the sinks for the normal dynamics restricted to the invariant subspace Λ v are sinks for the normal dynamics in R m .
Proof. Because J 1 is a Morse-Bott function by Theorem 9, and the intersection of its critical set with Λ v is transversal and of dimension 0, the restriction of J 1 : Λ v → R is a Morse function. Hence starting from x 0 , the flow converges to a critical point of J 1 and, generically, to a minimum of J 1 . Furthermore x ∈ Λ v ∩ Crit J 1 is a sink for the dynamics in Λ v only if (1) x is a local minimum of J n (x) or (2) a saddle point of J 1 (x) and the Hessian of J 1 (x) is positive definite on Λ v . We thus need to show that there are no local sink of type (2) to prove the proposition. To this end, recall from the proof of Theorem 9 that the critical points of the gradient of J 1 (x) are characterized by ρ i (x i )x i = 0, for some 1 ≤ i ≤ q, and that the Hessian of J 1 (x) is block diagonal. To fix ideas, consider a saddle point so thatx 1 = 0. The leading r 1 × r 1 block of the Hessian at such point is −y i E i . The line
with λ 1 ∈ R is clearly included in Λ v , and the Hessian of J 1 (x) at this saddle point, restricted to this line, is negative definite. Hence saddles so thatx 1 = 0 are not local sinks in the dynamics restricted to Λ v , but saddle points as well. The same reasoning applies to any i = 1, . . . , q, which concludes the proof.
Convergence to Crit * 0 R We now show that when initialized near 0, the primal flow goes arbitrarily close to the invariant space Λ v , which we know contain all minimizers of the regularization problem.
Proposition 20. Assume that the tame spectrum assumption holds, with leading eigenvector v ∈ R m . Let W ∈ R n be an eigenvector of q i=1 y i A i associated to the largest eigenvalue, and let w := (P −1 W ) 1,...,m , where P is the matrix of Lemma 7. Then, generically for y i > 0, i = 1, . . . , q, we have w ∈ Λ v .
Recall that from Corollary 6, we know that when initialized near zero, the primal flow goes arbitrarily close to such a W . The above Proposition thus says that the flow in normal coordinates goes arbitrarily close to a vector w ∈ Λ v .
, and other entries zero. Since W is an eigenvector of q i=1 y i A i associated to the largest eigenvalue, w is an eigenvector associated to the largest eigenvalue of
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for some µ > 0. Set a 1 := q i=1 y i v E i w and α 1 := αa 1 ; we get
We now show that w ∈ Λ v . The proof is similar to parts of the proof of Lemma 17. By construction, (µI − β q i=1 y i E i ) ∈ D N . If α 1 = 0, recalling thatv i = 0 by assumption, we see that (µI − β q i=1 y i E i ) is invertible and the claim is proven. If α 1 = 0, the previous relation implies that y i E i = β/µI orw i = 0, for i = 1, . . . , q. If allw i vanish, then w = 0, which is a contradiction. Thus, assume thatw i = 0 for some 1 ≤ i ≤ q, then y i = β/µ, which is not generic for y. Hence µI − β( y i E i ) is generically, for y i > 0, invertible, which concludes the proof
The following Corollary says that when writing w = Λv, the matrix Λ has either all positive or all negative entries. We will need this result in the next section.
Corollary 21. Let w be as in the statement of Prop. 20, and write
Proof. Starting from Eq. (31), it is enough to show that µ − βy i ≥ 0, for i = 1, . . . , q, where µ is the largest eigenvalue of (αvv +βI)( q i=1 y i E i ). Whether λ i ≤ 0 or λ i ≥ 0 is then decided by the sign of α 1 , defined above Eq. (31). Set D y = q i=1 y i E i and denote by D 1/2 its square root. Then a short calculation shows that (αvv + βI)D y and i.e. it is positive semi-definite. Thus µI − βD y ≥ αvv ≥ 0. Since D y is diagonal, with y i on the diagonal entries, the result is proven.
The following Proposition shows that if x 0 is a point in Λ v that converges, under the primal gradient flow, to a critical point x * , then starting close enough to x 0 guarantees that the flow will converge to a point close to x * . Note that the fact that all sinks in Λ v were also sinks in R m plays a key role here: if x * were a sink in Λ v and a saddle for the general dynamics, with an unstable direction necessarily outside of Λ v , the flow lines would escape the vicinity of Λ v along this line. This fact is used implicitly below when appealing to the property that if x * is a sink in Λ v , then J 1 (x * ) = 0.
Proposition 22. Assume that the tame spectrum assumption holds, with leading
Since J 1 (x) is continuous, we can choose 0 < δ 2 < min(δ 1 , /2) small enough so that for all x 2 with x 2 −x * < δ 2 , the following two items hold: (1) kJ 1 (x 2 ) 1−θ < ε/2 and (2) J 1 (x 2 ) < a . The first item ensures that the length of the gradient flow line starting from x 2 is upper-bounded by /2, and the second one ensures that this gradient flow line converges to x * 2 such that J(x * 2 ) = 0, as discussed above. Because lim t→∞ ϕ t (x 0 ) = x * , there exists T > 0 so that ϕ T (x 0 ) − x * < δ 2 /2. Furthermore, since the flow ϕ t (x) is continuous in both t and x, there exists δ > 0 so that
It is now easy to see that for such x so that x − x 0 < δ, lim t→∞ ϕ t (x) is within of x * . Indeed, by construction, for such x, ϕ T (x) − x * < δ 2 . Hence
and the first term is bounded by the length of the gradient flow line, which is bounded by /2, and the second term is upper bounded by /2 by construction.
Positivity and convergence to a global minimum
We have seen in the previous section that when initialized in Λ v , the primal flow is the gradient of a Morse function whose minima all satisfied the constraints of the regularization problem, hence trajectories converged, generically for x 0 ∈ Λ v , to Feas(R 1 ). From Lemma 15, we know that the intersection of Crit 0 J 1 and Λ v consists of 2 q points. Hence, the primal flow converges a priori to any one of these. It is easy to verify that the 2 q sinks of the flow in Λ v yield different value of the cost function of the regularization problem R 1 . What is perhaps the most surprising aspect of implicit regularization for matrix factorization is that the flow will converge to (near) a global minima of the regularization problem R 1 . This is due, as we will see below, to the appearance of positive definite matrices with positive entries when the problem is considered in Λ v . We add the assumption here that v has no zero entries. This assumption holds generically for the A i , and could be removed at the expense of longer proofs.
In previous sections, we derived properties of the flow in Λ v without deriving the explicit form of the flow in that space. In this section, the proofs are more transparent in coordinates suited to the dynamics Λ v and thus we start by deriving the explicit form of the normal dynamics in Λ v . To this end, we introduce the reduced variables z ∈ R q , defined by removing from x the repeated entries. Precisely, for x ∈ Λ v then there exists a diagonal matrix Λ ∈ D N so that x = Λv. The matrix Λ can uniquely be written as
which defines the λ i .
The reduced variables are rescaled λ i , precisely
Note that by the tame spectrum assumption, v i = 0 and the above is well defined. Introduce the following vector
It is a vector with positive entries. We furthermore denote by D v the diagonal matrix
Note that Dv is invertible by the tame spectrum assumption. We now express the normal dynamics in the reduced variables:
Lemma 23. Assume that the tame spectrum assumption holds, with leading eigenvec-
Then the dynamics in reduced variables is given bẏ
where F (z) is a diagonal matrix with entries f i (z) = z 2 i − y i Proof. Starting from the normal dynamics, replacing x by Λv, we obtainΛv = −QDΛv. Now use the fact that since Λ is diagonal, Λv = D v diag(Λ), (recall that diag applied to a vector yields a diagonal matrix and when applied to a diagonal matrix, it yields a vector) and the fact that diagonal matrices commute to obtain
, where we used the fact that Q = αvv + βI.
Consider the matrix D −1 v vv D v . Clearly, it is of rank 1, and a short calculation shows that it is explicitly given by
note that it has identical rows. We obtain, using the explicit form of D −1 v vv D v just derived, shows thaṫ
We simplify the above expression as follows:
We conclude thaṫ
Replace λ i by z i / v i in the last expression to geṫ
as announced.
The matrix αG + βI is a positive definite matrix with positive entries. The latter fact will play a role in the next section. Thanks to the former, it defines an inner product on R q and so does its inverse. We use this fact in the following result, characterizing the flow the normal dynamics in Λ v more precisely than in the previous section.
To this end, let J r be a Morse function on R q . The index of a critical point x of J r is defined as the number of negative eigenvalues of the Hessian of J r evaluated at x. Note that local minima have index zero and local maxima have index q. As before, we denote by Crit J r the set of critical points of J r . We decompose it as Crit J r = ∪ q i=0 Crit i J r where Crit i J r is the set of critical points of J r of index i (this agrees with our definition of Crit 0 J r as the set of local minima of J r ). We have the following result:
Theorem 24. The reduced dynamics of Eq. (33) is the gradient flow of the Morse function
for the inner product x, y := x (αG + βI) −1 y. The critical points of J r have entries in the set {− √ y i , 0, √ y i ) and | Crit J r | = 3 q . Furthermore, the index of a critical point z is equal to the number of zero entries in z, consequently
Proof. We first observe that ∂Jr
is as in the statement of Lemma 23. Thus
from which we see that the normal dynamics in reduced coordinates is the gradient flow of J r for the inner product described in the statement of the Theorem. The critical points of J r are so that (z 2 i − y i )z i = 0 or, equivalently,
and there are 3 q of them as announced. To determine the index of the critical points, recall that the signature of the Hessian at a critical point is independent of the inner product [7] . Hence, it suffices to analyze the matrix of second derivatives of J r . It is easy to see from Eq. (34) that ∂ 2 Jr ∂z 2 is diagonal, with entries
From the above equation, we see that the index of a critical point z is precisely the number of entries of z that are zero, and that there are two choices for non-zero entries. This yields the last statement of the Theorem.
As mentioned at the beginning of this section, we know that, generically for z 0 ∈ R q , the reduced dynamics will converge to a point in Crit 0 J r , and that there are 2 q such points and that they all correspond to x satisfying the constraints of (26). However, the corresponding value of the objective function is not the same for all elements of Crit 0 J r . To see this, first recall that from Lemma 17, we know that all minimizers of the regularization problem are in Λ v . Hence, we can without loss of generality study the regularization problem in reduced coordinates.
Denote by 1 the matrix of all one entries. The regularization problem in reduced coordinates takes following form:
Proposition 25. Consider the constrained optimization problem
Furthermore, the problem has 2 global minima, at z i = √ y i , i = 1, . . . , q, and
Proof. Since x ∈ Λ v , there exists Λ ∈ D N so that x = Λv. Plugging this last relation in the problem R 1 , it becomes
j∈N i λ i e j , and use the fact that Q −1 = −α vv + β I for some constants α , β > 0, to rewrite the cost in the above problem as
We have that
For the second term of the cost, we have
Putting the two terms together, the cost is
Replacing
. . , q, as announced.
To prove that the global minima are such that the entries of the vector z have the same sign, recall that the 2 q feasible points for the problem R r of Eq. (35) are so that z i = ± √ y i . Writing 1 = ee , where e is the vector of all ones, we see that in order to minimize z (−α 1 + β I)z, we need to maximize |e z|, from which the statement follows.
The next Proposition shows that converging to a global minimum of R r in Λ v , which took place when the dynamics was constrained to the subspace of rank 1 matrices, implies that the primal problem has converged to a global minimum of the original regularization problem R.
Theorem 26. Assume that the tame spectrum assumption holds with leading eigenvector v ∈ R m . Then there are global minima of the regularization problem R k , which are of rank 1.
Recall that in normal coordinates, the regularization problem takes the form
and that from Proposition 8 we know that minimizers of R are of the form (P x, 0) , where x is a minimizer of R k with k = n.
Proof. Recall that if Q = αvv + βI, with α, β > 0, then Q −1 = −α vv + β I, with α , β > 0. Furthermore, since the tame spectrum assumption implied the rank spread condition, we know that
Plugging this relation into the cost, we get
We thus need to show that there is a global maximum of rank 1 for the problem
Denote by x j , j = 1, . . . , k, the jth column of x. We will show that the above problem admits a global maximum with x j = 0 for j ≥ 2. The proof goes by induction on k.
We start with k = 2, and for ease of notation, we let x = x 1 and z = x 2 . The problem (36) is
The terms of the cost function can be expressed as
and similarly for |v z| 2 , while the constraints are x E i x + z E i z = x i 2 + z i 2 . We can thus rewrite (36) as
We claim that if a pair x, z is a global maximizer of (37), then the termsv ix i are sign-consistent, for i = 1, . . . , q, and similarly forv iz i . Indeed, if x (resp. z) satisfies the constraints, changing the sign ofx i (resp.z i ) yields an x (resp. z) that also does satisfy the constraints but changes the sign ofv ix i . For any x satisfying the constraints, arranging the signs ofx i so thatv ix i are consistent clearly increases | q i=1v ix i |, and similarly for z, which proves the claim. We assume without loss of generality that all termsv ix i andv iz i are positive.
We now furthermore claim that if x, z is a global maximizer of (37), then the pairsx i andz i are both aligned with each other, and aligned withv i . Indeed, assume it is not the case forx i , 1 ≤ i ≤ q, and without loss of generality, allv ix i ,v iz i are positive. Consider the mapx i → Θx i , Θ ∈ SO(|N i |): keeping all other entries of x, z constant, it maps a feasible point to another feasible point since Θx i 2 = x i 2 . This map is surjective onto the sphere of radius x i and thus contains a vector aligned withv i in its image. Maximizing over Θ the quantityv i Θx i , which is clearly done when Θ is such that Θx i is aligned withv i , provides a feasible point with a higher cost, which proves the claim. We can thus exhibit global maximizers x, z of problem (36) so thatx
We now claim that if the pair λ, µ ∈ R q is a global maximizer of (38), then one of the following two alternatives hold:
1. there exists a constant c > 0 such that λ i = cµ i , for i = 1, . . . , q, 2. λ > 0 and µ = 0 or λ = 0 and µ > 0, where the inequalities are to be understood entrywise.
To see this, introduce the Lagrange multipliers ν i , i = 1, . . . , q and differentiate the Lagrangian of problem (38) with respect to λ i and µ i . We obtain
Assume that λ 1 = 0, then q i=2 λ i v i 2 = 0. Since we know that λ i ≥ 0, this implies that λ i = 0 for i = 1, . . . , q. Hence λ = 0. It is easy to see that having µ = 0 additionally is not a maximizer. The same holds when switching the role of µ and λ. This shows the second alternative holds. We can now assume that λ i = 0, µ i = 0 for all 1 ≤ i ≤ q (otherwise, we are back to the case above). Solve the above equation for ν i , and we get that
Since the terms in the numerators are the same for all i, the ratios λ i /µ i are all the same, which proves the first alternative. In either case, this implies the global maximizer of T 2 is of rank 1. When µ = 0 or λ = 0, the cost in (38) is easily seen to be ( q i=1 √ y i v i ) 2 , and when λ i = cµ i for i = 1, . . . , q, the constraints yields
Plugging this into the cost in (38), we see that the cost is the same at such points. We conclude that there are global maximizers with µ i = 0, i = 1, . . . , q, which proves the claim for k = 2.
We are now done with the base case of the induction, and proceed with the induction step. Assume that there is a global maximum x ∈ R m×(k−1) for T k−1 so that x 1 is the only non-zero column. We show that the statement holds true for T k . To this end, let z ∈ R m×k be a global maximum for T k . We have that z obeys max(
We can assume using the induction hypothesis that onlyz 1 is non-zero. Let w ∈ R m×k be the concatenation ofz and z k . Then w ∈ Feas(T k ) by construction, and it is also a global maximizer. Since w only has two non-zero columns, it is also the solution of the problem
where w j = 0, j = 2, . . . , k − 1. We have shown above that this problem admits a solution so that w k = 0. Hence, there is a global optimizer x of T k with only one non-zero column, which concludes the proof of the Proposition.
Convergence to the global minima of R n We now argue that the primal dynamics will converge to near a global minimum of the regularization problem R 1 . From Corollary 6, we know that for some t 1 > 0, U (t 1 , δ) is arbitrarily close to a matrix U 1 of rank 1. Without loss of generality (thanks to Lemma 1), we can assume that U 1 = u 1 e 1 , where u 1 ∈ R n is an eigenvector of q i=1 y i A i corresponding to the largest eigenvalue (see Corollary 6) . We know from Proposition 20 that u 1 ∈ Λ v , and if the dynamics is initialized close to Λ v , it converges to a point close to Λ v (by Proposition 22). Assuming for a moment that X(0) is of rank 1, we thus want to show that when initialized at u 1 , the normal dynamics (in R n ) converges to a global minimum of the regularization problem R 1 in R n . From Theorem 26, we know that it is also a global minimum of R n .
The results of the previous section guaranteed that when initialized at u 1 , the flow will converge generically to a critical point of R 1 . We know that we can consider the system in the reduced coordinates of Eq. (32), and the corresponding dynamics is given in Eq. (33). We have shown in Theorem 24 that this dynamics was gradient for a Morse function J r had exactly 2 q local minima, one local minima per orthant.
On the one hand, from Prop. 25, the global minima of the regularization problem R are in the positive orthant and negative orthant. On the other hand, from Corollary 21, we know that if we write u 1 = Λv, λ i are either all negative or all positive, i = 1, . . . , q, which implies that in normal coordinates, we can assume that the flow is initialized in either the positive or negative orthant. It thus suffices to show that when initialized at a small value in the positive or negative orthant, the primal dynamics will converge to the sink in that orthant. We can do so by exhibiting positively invariant subspace for the dynamics. We illustrate how this can be done in the case q = 2; a similar approach applies to q > 2. Recall that Q = α G + β I with G =vv , withv ∈ R q a vector with strictly positive entries. Assume without loss of generality that v 2 > v 1 = 1. We claim that the following subset of R 2 is positively invariant for the gradient flow:
for some γ 1 , γ 2 > 0. We illustrate the set in Figure 1 . Note that the points (0, √ y 1 ) and ( √ y 2 , 0) are saddle points of the dynamics. The global minimum ( √ y 1 , √ y 2 ) belongs to this set and is the only sink in this set. To verify that the set is invariant, one has to show that the vector field, when evaluated at the set's boundary, points toward the inside of the set (which is well-defined, since the set is a closed, contractible set of codimension 0). For the sides z 1 = 0, 0 ≤ z 2 ≤ √ y 2 , and z 2 = 0, 0 ≤ z 1 ≤ √ y 1 , this is clear from the expression of the dynamics (33): when z 1 = 0 and 0 ≤ z 2 ≤ √ y 2 , we see thatż 2 > 0, and similarlyż 1 > 0 on the boundary z 2 = 0, 0 ≤ z 1 ≤ √ y 1 .
A normal vector to the side z 2 = γ 1 z 1 + √ y 2 is the vector n 1 = [γ 1 , −1] . It thus Figure 1 : The area inside the red boundary is invariant for the dynamics and contains a unique sink at ( √ y 1 , √ y 2 ).
suffices to verify that n 1 grad J n | z 1 ≥0,z 2 =x1+ √ y 2 ≥0 . Taking, for example, γ 1 = v 2 , we obtain n 1 grad J n | z 2 =z 1 + √ y 2 ≥0 = (β v 2 ( v 2 − 1))z 3 1 + (3β v 2 √ y 2 )z 1 + (β v 2 (y 1 + 2y 2 ))z 1 .
When z 1 > 0, since all the coefficients are positive, the previous expression is clearly positive. A similar approach with γ 2 = v 2 + β/α yields a similar result for the other boundary. In the case q ≥ 3, the complexity of writing down the boundary of the invariant subspace increases exponentially, and we omit this here.
The case of X of full rank When the primal flow is initialized exactly at a matrix X 0 of rank 1, and the tame spectrum assumption holds, using the above arguments, one can show that this dynamics will converge close to a global minimizer of the regularization problem of R n . We know from the first part of the paper that, whether or not the tame spectrum assumption holds, the primal system will go arbitrarily close to a rank 1 matrix, and that the space of rank 1 matrices is invariant for the dynamics. However, even with the tame spectrum assumption, a result such as Prop. 22 cannot be used to show that the dynamics remains close (up to t = +∞) to the set of rank one matrices. The additional requirement here is that α β. More precisely, if the tame spectrum assumption holds and α is much larger than β, then we will remain close to the set of rank one matrices. The intuition behind this fact is the following: consider the normal dynamicsẋ = (αvv + βI)QD(x)x, with x ∈ R m×n . Then clearly the term αvv QD(x)x does not contribute to the columns of x becoming more linearly independent, since its contribution toẋ j is aligned with v for all columns x j . The term βID(x)x can increase the rank however.
Hence if α 0, the dynamics, which we know starts arbitrarily close to a rank one matrix, will converge to its equilibrium before other modes in x, which can arise thanks to βID(x)x grow large. An asymptotic analysis (for large spectral gap, i.e. α large) is possible, but we omit it here). We confirm this analysis in simulations.
Conclusion and numerical validation
We have provided in the appendix an in-depth analysis of implicit regularization for matrix factorization following the blueprint provided in Section 2. Amongst the main findings was that under certain conditions, namely the tame spectrum condition, implicit the primal and regularization problem are compatible and approximate implicit regularization provably holds. We now discuss briefly the assumption and provide numerical evidence showing that when the tame spectrum assumption is in a sense squarely contradicted, the regularization problem and the points to which the primal flow converge seem to differ even in the limit δ → 0, where we recall that δ is the magnitude of the initial condition.
What else can be proved about implicit regularization for matrix factorization?
We focused in the appendix on providing a complete proof of the parts of the blueprint when the techniques involved could be applied to other settings besides matrix factorization. As such, we omitted some aspects of what would constitute a complete proof of the conjecture of [4] . Most notably, we did not provide bounds guaranteeing that when the primal system starts near a rank 1 matrix with span in the invariant subspace Λ v , it converges to a point of rank 1 close to that subspace. We emphasize again that it is here important to verify that the limit point of the trajectory of the flow, when initialized near the precritical space Crit * 0 R n , does not leave the vicinity of that subspace. An important fact supporting this outcome is of course that there are no saddle point of the general dynamics (i.e. the dynamics not restricted to Crit * 0 R n ) that reduce to sinks (i.e. locally stable equilibria) in Crit * 0 R n . Besides this, as we mentioned earlier, the hypotheses can be relaxed. For example, as a consequence of the rank spread condition, the intersection of the range spaces of the matrices A i only contains {0}. This leaves out the trivial case of commuting, full rank (or generically any rank) matrices. One can extend the approach presented here to allow for matrices whose range spaces do not intersect trivially, but at the expense of a much heavier notation and computations. In particular, relaxing the rank spread assumption results in a version of the normal dynamics of the type QDx where now D is a block diagonal matrix, instead of a diagonal matrix.
Finally, we mention that the relaxation mentioned in Remark 1 may be worth exploring on its own. The conditions under which it holds are constraining, but we show in simulations (see Fig. 4 ) that the solution we obtain is close to optimal when the assumptions are violated. measure is again unit dependent. We use here instead the ratio
where λ 1 ≥ · · · ≥ λ n are the eigenvalues of ϕ ∞ (x 0 ). Hence if ϕ ∞ (x 0 ) is of rank 1, the ratio above is one. In the worst case, all eigenvalues are equal and the ratio is 1 n .
Effect of spectral gap
In a first set of simulations, we let n = 7, q = 3 and m = 7. We sampled N = 10 4 triplet of matrices A 1 ∈ S 3 , A 2 ∈ S 2 , A 3 ∈ S 2 . We took δ = 10 −10 and solved the ODE for T = 2500, after verifying that for a typical run, the ODE solver had converged in less than T = 50. The initial condition is X(0) = X 0 δ where X 0 = U 0 U 0 , and U 0 is sampled from a Gaussian ensemble with zero mean and unit norm. The y i where sampled from a uniform distribution with support (0, 5]. We show in Fig. 2 the average relative error and spectral ratio as a function of the spectral gap α, where β = 1. We see that the relative error indeed decreases rapidly as the spectral gap increases and, furthermore, performance is highly correlated with the spectral ratio as predicted.
Effect of equality of smaller eigenvalues
In a second set of simulations, we explore the effect of violating the tame spectrum assumption. To this end, we sampled N = 10 4 pair of matrices A 1 , A 2 ∈ S 2 , hence m = n = 4. The eigenvalues of 4 i=1 A i are so that λ 1 = 1.5, and λ 2 , . . . , λ 4 are sampled independently at random from a uniform distribution with support [1, 1 + γ]. Hence for γ = 0, the tame spectrum assumption is met exactly, but as γ increases, the variance in the lower eigenvalues is increased. Since for increasing γ, the spectral gap decreases, we also measured the performance for pairs A i with spectrum of the associated Q being {1, 1, 1, 1.5} and {1.25, 1.25, 1.25, 1.5}. We see from this experiment, see Fig. 3 , that increasing the variance in the lower eigenvalues affects performance minimally when compared to the effect of the spectral gap.
Limit δ → 0 and tame spectrum assumption In a last set of experiments, we investigated whether one should expect that when the tame spectrum assumption is not met, the limit as the size of x 0 goes to zero still implies implicit regularization. To this end, we plot the relative error as a function of δ. For this case, we let n = m = 4 and q = 2. We let the spectrum of 4 i=1 A i be {1, 1, 1, 2} and {1, 1, 2, 2}, where we understand the second case as strongly breaking the tame spectrum assumption. We see in Fig. 4 that in the former case, simulations seem to indicate that as δ → 0, the relative error indeed vanishes, whereas in the latter case, it reaches a minimum for a certain value of δ > 0, indicating that ϕ ∞ (x 0 ) does not converge to the minimum of R. 
