




KESIMPULAN DAN SARAN 
 
6.1  Kesimpulan 
Berdasarkan penelitian yang telah dilakukan, dapat ditarik 
kesimpulan sebagai berikut: 
1. Membangun dataset dengan mengumpulkan sebanyak 21.304 
cuitan menggunakan library Tweepy. 21.304 cuitan tersebut 
diambil dari tagar 2019gantipresiden. Karena tagar yang digunakan 
adalah tagar untuk mengganti Presiden (Jokowi), ujaran kebencian 
yang ada dalam dataset, secara umum lebih ditunjukan kepada 
Presiden Jokowi. 
2. Pembuatan model telah berhasil dan dapat dilakukan klasifikas i 
ujaran kebencian. 
3. Evaluasi model dengan melihat baik dari akurasi (F-score) dan 
confusion matrix. Logistic Regression, dengan N-gram yang 
menggunakan char level, mendapatkan skor akurasi sebesar 98%. 
Sedangkan berdasarkan confusion matrix, kombinasi Bernoulli 
Naïve Bayes dan N-gram yang menggunakan char level, mampu 
mengenali sebanyak 30 ujaran kebencian.  
 
6.2  Saran 
Pemilihan tagar untuk topik ujaran kebencian sebaiknya 
tidak hanya pada satu tagar. Semakin banyak tagar yang digunakan, 
maka semakin banyak variasi ujaran kebencian yang didapat. 
Penelitian ini dapat dikembangkan lebih lanjut, yaitu dengan 
menggunakan IMBLearn. Selain itu, stopword yang digunakan 
masih dalam Bahasa Inggris, sehingga kata-kata seperti: ‘kita, dan, 




stopword dalam Bahasa Indonesia agar feature extraction dapat 
bekerja secara maksimal. 
Ujaran kebencian yang ada dalam dataset dinilai masih 
sangat sedikit, yaitu hanya sejumlah 383. Jumlah cuitan dalam 
dataset perlu ditambah untuk menghasilkan model yang lebih 
‘pintar’ dan memiliki akurasi yang lebih tinggi. Model deteksi 
ujaran kebencian yang telah dibuat juga dapat dikembangkan 
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