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Abstract
We study normal forms of isolated singularities of vector fields in Rn or Cn. When all eigenvalues of the linear part of the
vector field are nonzero, one can eliminate all so-called nonresonant terms from the equation provided some spectral condition
(like Siegel) is satisfied. In this paper, we discuss the case where there is one zero eigenvalue (in that case Siegel’s condition is
not satisfied), and show that the formal normalizing transformations are either convergent or divergent of at most Gevrey type. In
some cases, we show the summability of the normalizing transformations, which leads to the existence of analytic normal forms in
complex sectors around the singularity.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Consider an analytic vector field near the origin in Cn+1, for which the origin is an isolated singularity with
a diagonal linear part and one zero eigenvalue. Denote the eigenvalues λ1, . . . , λn,0. We assume that all eigenvalues
are distinct. The vector field is written as{
x˙ = A0x + β(x, z),
z˙ = γ (x, z), (1)
where x ∈ Cn and z ∈ C, and where β and γ have no constant or linear terms. It is our goal to bring the vector field
into normal form by means of a transformation. First, we seek formal transformations, i.e. power series in (x, z); then,
the convergence/divergence properties of the series will be studied.
Prior to normalizing the equation, we reduce the equation to a so-called prenormal form{
x˙ = A(z)x + zrf (x, z),
z˙ = azr+1, (2)
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A(0) = A0 and some analytic function f (x, z) (with f (0,0) = 0). This prenormal form is obtained after applying a
blow-up map of the form x ← P(z)+ z2r+1Q(z)x where P is a polynom and Q is a nonsingular polynomial matrix.
Continuing the study with the vector field (2), we prove the existence of a normalizing conjugacy
x = y + zrψ(y, z) (3)
(seen as a formal power series in z, with analytic coefficients w.r.t. y) conjugating (2) to a normal form{
y˙ = A(z)y + zrg(y, z),
z˙ = azr+1, (4)
where g(y, z) only contains resonant monomials. A resonant monomial gk(z)xk (where k is a multi-index in Nn) in
the y˙j -equation is defined as a monomial such that
〈k,λ〉 − λj = 0.
Typically, when normal forms with the presence of resonant monomials are studied, some conditions on the spec-
trum of the linear part are made. Those conditions are diophantine conditions. A linear part, like A(z), depending
continuously on a parameter or an extra variable, therefore often makes the reduction to normal form more difficult.
In a sense, the dependence of A(z) to a parameter (z˙ = 0) is more degenerate than the dependence of A(z) to a center
variable (z˙ = azr+1). From that point of view, we can expect that it may suffice here to put diophantine conditions on
A(0) to reduce to normal form.
Spectral condition. Given vector field (2). Let the spectrum of A0 = A(0) be given by (λ1, . . . , λn). There exists
a constant C0 > 0 such that for all k ∈ Nn and all j = 1, . . . , n we have
either λj = 〈k,λ〉 or
∣∣〈k,λ〉 − λj ∣∣ C0. (5)
This condition is satisfied when all eigenvalues are rational (i.e. all eigenvalues have rational real and imaginary
parts).
In case resonances between the nonzero eigenvalues are absent, this condition seems more stringent than Siegel’s
condition on the analytic linearizability of analytic vector fields. Notice however that we deal with a vector field in
Cn+1, and put a condition only on the nonzero part of the spectrum.
By imposing the above spectral condition, we avoid the small denominator problem that often appears in the context
of normal forms. This does not take away all issues concerning the convergence of the normalizing transformation.
(The problem is not only the small denominators, but also the large numerators.) In the presence of a zero eigenvalue
it is in general not possible to analytically reduce to normal form.
Related results in [2] apply to (2), where it is shown that a formal Gevrey-1 conjugation exists between (2) and (4).
The results presented here can be seen as an improvement of the estimates in a particular case: here we prove the
analyticity w.r.t. x of the normalizing transformation, and we prove that it is formally Gevrey- 1
s
w.r.t. z (for some s
between 1 and r , specified later) and analytic w.r.t. x.
In the context of studying the convergence or Gevrey-divergence of normalizing transformations, the reader may
also be interested in [1–3,6,7].
2. Definitions and statement of the (formal) results
In this paper we will often use k to denote a multi-index in Nn, with |k| := k1 + · · · + kn. We will generally
use x, y to denote vectors in Cn and z to denote a scalar. We define xk = xk11 . . . xknn . On Cn, we use the norm|x| := max{|x1|, . . . , |xn|}, and for R > 0 we define
BR =
{
z ∈ C: |z| <R}, BnR = {x ∈ Cn: |x| <R}.
Finally, let A :=A(BnR) be the set of bounded analytic functions on BnR with values in C. With An we mean the set
of functions with values in Cn. Both A and An are Banach spaces, if we use the supremum norm:
‖u‖∞ := sup
y∈Bn
∣∣u(y)∣∣, ∀u ∈A or An.
R
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a fixed integer and
F(y, z) :=
∞∑
m=0
Fm(y)z
m,
with Fm(y) ∈A or Fm(y) ∈An is a formal series with coefficients inA orAn. Of course, we may also consider series
F(z) =∑∞m=0 Fmzm with coefficients in C or Cn.
Definition 1. F(y, z) is called Gevrey- 1
s
if there exist constants K,T > 0 such that ‖Fm‖KT mm! 1s , ∀m 0.
Proposition 1. Let the origin be an isolated singularity of vector field (1), and let A0 have n distinct nonzero eigen-
values. Then there exists a polynom P(z) and a polynomial matrix Q(z) with Q(0) = id and an integer r  1, so
that upon writing x = P(z) + z2r+1Q(z)x˜, the differential equations in the (x˜, z) variables are (locally) analytically
equivalent to the prenormal form in (2).
The main result concerns however the reduction from the prenormal form (2) to a normal form (4) with only
resonant terms.
Theorem 1. Given is vector field (2) with f (x, z) analytic w.r.t. (x, z) near the origin. Let the eigenvalues of A0 = A(0)
satisfy spectral condition (5). Define s as the minimum of r and the order of zero of A(z)−A(0) at z = 0.
There exist R > 0 and a Gevrey- 1
s
power series ψ(y, z) (w.r.t. z, with coefficients in An = An(BnR)) so that theformal transformation
x = y + zrψ(y, z)
formally conjugates (2)–(4), where the normal form in (4) only contains resonant monomials. The normal form itself
is also Gevrey- 1
s
w.r.t. z with coefficients in An.
In the two-dimensional case (n = 1), the spectral condition is always satisfied, and we have a slightly better result.
Given a two-dimensional vector field in prenormal form:{
x˙ = λ(z)x + zrf (x, z),
z˙ = azr+1,
with λ0 := λ(0) 
= 0. One can divide the vector field by λ(z) to find⎧⎨
⎩
x˙ = x + zr f˜ (x, z),
z˙ = a
λ0
(
1 + α(z))zr+1,
for some α(z) with α(0) = 0.
Theorem 2. There is a Gevrey- 1
r
series ψ(y, z) (like in Definition 1: Gevrey w.r.t. z, and analytic w.r.t. y) such that
upon writing x = y + zrψ(y, z), the above vector field is equivalent to{
x˙ = x,
z˙ = a(z)zr+1,
with a(0) = a
λ0
. The series a(z) is Gevrey- 1
r
.
Note: at the end, one can put the z-equation into normal form, so one finally obtains the normal form⎧⎨
⎩
x˙ = x,
z˙ = z
r+1
1 +μzr ,
for some uniquely defined μ ∈ C. We refer to [6].
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Formal Gevrey estimates of a formal power series may be useful, but despite of the uniformity of the estimates
(uniformity w.r.t. y), Gevrey series may still behave quite badly. Consider for example a series
F(y, z) =
∞∑
k=0
1
1 − kzy
k =
∞∑
k=0
∞∑
m=0
kmykzm =
∞∑
m=0
( ∞∑
k=0
kmyk
)
zm. (6)
Seen as a formal series w.r.t. z, with analytic coefficients Fm(y) :=∑∞k=0 kmyk on a ball with radius 1/4, one easily
finds ‖Fm‖∞  m! 44−e , i.e. the series is Gevrey-1 in the sense of Definition 1. It is impossible to realize the series
by a C∞ function in the neighbourhood of (y, z) = (0,0): after all the kth coefficient in the original series has a
singularity at z = 1
k
. We conclude that beside uniform Gevrey estimates of a series, we need additional information to
give meaning to a divergent series.
Similar issues may occur in the normalizing transformations that are the object of Theorem 1. It reveals that
a reduction to normal form where only resonant monomials remain is too restrictive. In this section, we present
a reduction to normal form where beside the resonant monomials also other monomials are allowed. The formal
conjugacy and the resulting vector field will be 1-summable (definition follows) and can hence be seen as ‘true,’
nonformal, objects.
In this part, we restrict to the least degenerate case, i.e. we take r = 1.
Definition 2. Let F(y, z) =∑∞m=1 Fm(y)zm be Gevrey-1 (with F0(y) = 0). The formal Borel transform (of level 1,
w.r.t. z and considering y as a parameter) is defined as the formal series
Bˆ(F )(y,w) =
∞∑
m=0
Fm(y)
wm−1
(m − 1)! .
The formal Borel transform is a convergent series in the disc |w| < 1
T
, and hence defines an analytic function on
B(F ) :BnR ×B1/T ⊂ Cn+1. In some occasions, this function is analytically continuable outside its disc of convergence.
In fact, many analytic ordinary differential equations have formal power series solutions that are either convergent, or
divergent of Gevrey kind with a Borel transform that is analytically continuable outside this disc. Within the space
of Gevrey formal power series, those having nice analytic continuation properties form an interesting subspace. More
information on Borel transforms can be found in the first chapter of [5].
Remark. A variant of the Borel transform, where one uses a factor wm
m! instead of
wm−1
(m−1)! in the sum, can be found in
the literature. Both definitions have advantages and disadvantages. The former has the advantage that F0 need not be
zero, whereas the form we propose here has the advantage that it is a little bit easier to transform multiplication into
convolution (see later).
To arrive at the definition of 1-summable series, we first introduce a notation for sectors in the complex plane:
Definition 3. Given θ ∈ R (modulo 2π ), a ray [0, eiθ∞[ in the direction θ is defined as the set {eiθ z: z ∈ [0,+∞[}.
A sector around [0, d∞[ with opening angle δ > 0 is defined as
Sθ,δ :=
{
z ∈ C: 0 < |z| < ∞, Arg(ze−iθ ) ∈ ]− δ
2
,
δ
2
[}
.
Definition 4. A Gevrey-1 formal power series F(y, z) =∑∞m=0 Fm(y)zm is called 1-summable w.r.t. z in the direction
θ if the Borel transform B(F )(y,w) is analytically continuable in a sector Sθ,δ of opening angle some δ ∈ ]0,π[ and
if this continuation is of at most exponential growth of order 1 in this sector: there exist M,ν > 0 such that∣∣B(F )(y,w)∣∣Meν|w|, ∀w ∈ Sθ,δ.
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Fθ(y, z) :=
eiθ∞∫
0
B(F )(y,w)e−w/z dw,
which converges for z ∈ Sθ,δ , |z| < 1ν cos δ2 . A formal power series F(y, z) is called 1-summable w.r.t. z if it is
1-summable w.r.t. z in all but a finite number of directions.
The 1-sum Fθ(y, z) is bounded analytic on the specified domain (keeping away from the boundary |z| = 1ν cos δ2 ),
and it is asymptotic (in Poincaré sense) to F(y, z) as z → 0. Observe that the Borel transform of 11−kz appearing in
example (6) is of exponential growth as w → ∞, but the exponential growth cannot be bounded uniformly as k → ∞.
In the next theorem we consider vector field (2) with r = a = 1{
x˙ = A(z)x + zrf (x, z),
z˙ = z2, (7)
and seek a conjugation to a vector field{
y˙ = A(z)y + zrg(y, z),
z˙ = z2. (8)
Theorem 3. Given vector field (7) where f (x, z) is analytic w.r.t. (x, z) near the origin. Let S ⊂ {1, . . . , n} × Nn be a
set for which there exists a C0 > 0 with the property∣∣λj − 〈k,λ〉∣∣C0|k|, ∀(j, k) /∈ S, |k| 1. (9)
Let θ be a complex direction, so that the set {Arg(λj − 〈k,λ〉): (j, k) /∈ S} does not accumulate to θ . There exist
R > 0 and 1-summable series ψ(y, z) (in the direction θ , w.r.t. z, with coefficients in An = An(BnR)) so that theformal transformation
x = y + zψ(y, z)
locally conjugates (7) to (8), where the nonlinearity in the normal form in (8) only contains monomials in S,
i.e. zrgj (y, z) only contains monomials gkj (z)yk with (j, k) ∈ S. The normal form itself is also 1-summable (in
the direction θ , w.r.t. z, with coefficients in An).
Given j , the set Sj = {k: (j, k) ∈ S} forms a cone in Nn around the resonant set {k: λj = 〈k,λ〉}. The cone can be
chosen as narrow as needed. Think of condition (9) as a robust condition: when one adds perturbation parameters to
the system, the condition remains valid locally. In other words, a parameter dependent version of Theorem 3 can also
be shown.
To motivate the interest in such normal forms, we refer to [9].
To mention one application: suppose all nonzero eigenvalues lie on the negative complex half-plane (the nonzero
spectrum lies hence in the so-called Poincaré domain). Then the conjugating transformation will be 1-summable in
the positive real direction. Furthermore, since there are only a finite number of resonant monomials, we can reduce to
formal normal form with all terms but the resonant monomials disappearing. In other words, in that case we obtain a
generalization of a theorem of Poincaré.
We finish the statement of the results by remarking that in case r > 1, the r-summability of the normalizing
transformations like in Theorem 3 is most likely not true in general. Most probably, notions from the theory of
multisummability are needed to attach a sum to series appearing in these kind of problems.
4. Proof of Proposition 1
If we write the equation in the recursive form
x = A−10
(
γ (x, z)
dx − β(x, z)
)
, x(0) = 0,dz
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identically zero (otherwise the origin is not an isolated singularity). Therefore, there is an r  1 such that
γ
(
P(z), z
)= azr+1 +O(zr+2), a 
= 0.
If we truncate P(z) to a polynom of order 3r + 2, then the above property remains satisfied. After making a shift
x ← P(z) + x, we may assume this polynom is 0. This means that we assume that γ (0, z) = azr+1 + O(zr+2) and
β(0, z) = O(z3r+2). Let us Taylor-expand β and γ :
β(x, z) = β(0, z)+ ∂β
∂x
(0, z)x + β2(x, z),
γ (x, z) = γ (0, z)+ ∂γ
∂x
(0, z)x + γ2(x, z)
where β2(x, z) and γ2(x, z) are O(‖x‖2). After blowing up the x-variables with x = z2r+1x¯, we obtain a new system
of differential equations:⎧⎨
⎩
˙¯x = A0x¯ + ∂β
∂x
(0, z)x¯ +O(zr),
z˙ = γ (0, z)+O(z2r+1).
Since all eigenvalues of A0 are distinct, we can diagonalize A0 + ∂β∂x (0, z): there exists a nonsingular matrix Q(z)
such that
Q−1
(
A0 + ∂β
∂x
(0, z)
)
Q = A(z)
for some diagonal matrix A(z). Truncating Q to a polynomial matrix of degree r , the result remains valid up to
order zr . We obtain{ ˙˜x = A(z)x˜ +O(zr),
z˙ = γ (0, z)+O(z2r+1).
Writing z˙ = azr+1(θ(z)+O(zr)) (with θ(0) = 1) it is clear that after division of both equations by θ(z)+O(zr), we
obtain the required prenormal form (2).
Remark. The function f (x, z) in (2) has a zero in (0,0). Indeed, after applying the above mentioned shift to the
original system, the invariant curve takes the form x = O(z3r+2), so after blowing it up, the invariant curve is given
by x¯ = O(zr+1). Using this, it is easy to see that f (0,0) = 0.
5. Proof of Theorem 1
Expressing the conjugacy between (2) and (4) through the transformation (3) gives the following equation in the
unknowns ψ and g:
g −Aψ + ∂ψ
∂y
.A(z).y = f (y + zrψ, z)− zr ∂ψ
∂y
.g − arzrψ − azr+1 ∂ψ
∂z
. (10)
To deal with this equation, we introduce convenient Banach spaces of formal power series in z with coefficients
in y.
5.1. Convenient Banach spaces
Given a formal series F(y, z) =∑k,m Fkmykzm, where m ∈ N and k ∈ Nn, and where Fkm ∈ C, and given R > 0,
we introduce the family of norms
∥∥F(y, z)∥∥
R
:=
∑ |Fkm|
Nk,m
, Nk,m := m!
1
s R−m/s
supt∈[0,R] t |k|(R − t)m/s
.k,m
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this factor as a variant to a power of R:
(R/2)|k|+
m
s  sup
t∈[0,R]
t |k|(R − t)m/s R|k|+ms .
The definition of such sequence of norms is inspired by the so-called Nagumo norms (defined in [8]), relating the
norm of a derivative of a function to the norm of the function itself. Nagumo norms have been used before in the
context of differential equations, see for example [4,10]. Here, the benefit of using Nagumo norms lies in property 4
of Lemma 1 below.
Formal series for which the ‖ · ‖R-norm is finite are Gevrey- 1s series in the sense of Definition 1: the coefficients
Fm(y) :=∑k Fkmyk are bounded analytic in BR/2(0), and
‖Fm‖∞ := sup
|y|<R/2
∣∣Fm(y)∣∣ ‖F‖R.(2/R)2m/s.m! 1s .
Define the normed space
ER =
{
F(y, z) =
∑
k,m
Fkmy
kzm: Fkm ∈ C and
∥∥F(y, z)∥∥
R
< ∞
}
.
With EnR , one denotes a similar space, containing series having coefficients Fkm in Cn. Both ER and EnR are Banach
spaces. The norm has some interesting properties:
Lemma 1. Consider the space ER , and suppose R < 1. Denote ‖ · ‖ as a shortcut for ‖ · ‖R . For all F,G ∈ ER we
have:
1. ‖1‖ = 1, ‖z‖R 2s < 1, ‖yj‖R < 1, for all j = 1, . . . , n;
2. ‖FG‖ ‖F‖.‖G‖;
3. ‖zs+1 ∂F
∂z
‖R2.‖F‖;
4. (Nagumo’s lemma) ‖zs ∂F
∂yj
‖ eR‖F‖, for all j = 1, . . . , n, where e is the Euler number.
Proof. The first item follows directly after showing N0,0 = 1, N0,1 = R− 2s and Nej ,1 = 1/R, where ej is the j th unit
vector in Nn. The second item is shown in [2], and the proof is based on the property
Nk+k′,m+m′ Nk,mNk′,m′ , ∀k, k′ ∈ Nn, ∀m,m′ ∈ N.
Concerning the third item:∥∥∥∥zs+1 ∂F∂z
∥∥∥∥= ∥∥∥∑mFkmykzm+s∥∥∥=∑ m|Fkm|Nk,m+s =
∑ |Fkm|
Nk,m
.
mNk,m
Nk,m+s
,
and
mNk,m
Nk,m+s
 m.m!
1
s
(m+ s)! 1s
R−m/s
R−m/s−1
supt t |k|(R − t)m/s+1
supt t |k|(R − t)m/s
R2,
which shows that ‖zs+1 ∂F
∂z
‖R2‖F‖. For the last property:∥∥∥∥zs ∂F∂yj
∥∥∥∥= ∥∥∥∑kjFkmyk−ej zm+s∥∥∥=∑ kj |Fkm|Nk−ej ,m+s =
∑ |Fkm|
Nk,m
kjNk,m
Nk−ej ,m+s
,
and
kjNk,m
Nk−ej ,m+s
= m!
1
s
(m+ s)! 1s
.R.kj .
supt t |k|−1(R − t)m/s+1
supt t |k|(R − t)m/s
.
Let  = |k| − 1. Then in order to finish the proof of the lemma, it suffices now to prove that
sup(+ 1)t(R − t)m+ss  e(m+ 1) sup t+1(R − t)ms . (11)
t t
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(+ 1)t(R − t)m/s+1. When  
= 0, we have f (0) = f (R) = 0 and f reaches a maximum at
tmax = R s
(+ 1)s +m ∈ [0,R].
Evaluating the quotient of the left-hand side and the right-hand side of (11) at t = tmax yields
1
e
+ 1
(m+ 1) .
1
tmax
(R − tmax) = 1
e
(
1 + 1

)
m+ s
s(m+ 1)  1.
For  = 0, we need a different approach. In this case, tmax = 0 and the supremum in the right-hand side of (11) is
reached in t = R s
m+s , with a maximum value given by
e(m+ 1).Rm/s+1 s
m+ s
(
m
m+ s
)m/s
.
The maximum on the left-hand side is given by Rm/s+1, so the lemma is shown as soon as we prove that
e(m+ 1) s
m+ s
(
m
m+ s
)m/s
 1.
Defining θ = m/s, we can conclude:
e(m+ 1) s
m+ s
(
m
m+ s
)m/s
 ems + s
m+ s . infθ
(
θ
1 + θ
)θ
 e.1.e−1 = 1. 
The next lemma deals with substitution of a series into an analytic function, or more specifically we want to deal
with expressions like f (u(y, z), z), where u lies in EnR . In case f (y, z) is polynomial, we can deal with substitutions
easily. To generalize to substitutions in general analytic functions, we will make use of an extension principle.
Let P(y, z) be a polynom with coefficients in Cn, seen as part of EnR . Since addition and multiplication are contin-
uous functions in EnR , any polynom P(y, z) can be seen as a continuous (and continuously differentiable) mapping
P(y, z) :EnR → EnR: u → P(u, z) :=
∑
k,m
Pkmu
kzm,
where uk := uk11 . . . uknn , and we have
D
(
P(y, z)
)
(u) :EnR → EnR: h →
n∑
i=1
∂P
∂yi
(u, z).hi .
We examine the linear operator T , mapping a polynom P to the corresponding action on EnR , and show that it is
(uniformly) continuous.
Lemma 2. Let P(y, z) be polynomial. For all u ∈ EnR we have P(u, z) ∈ EnR , with∥∥P(u, z)∥∥∑
k
∑
m
|Pkm|‖u‖|k|R 2ms . (12)
Proof. Elementary. 
Given R > 0 and C > 0 we define the Banach space
ΩR,C :=
{
F(y, z): ‖F‖ω,R,C :=
∑
k
∑
m
|Fkm|C|k|R 2ms < ∞
}
. (13)
The operator T sending a polynom inAn to the corresponding action on EnR is a continuous linear map, if we consider
a C0-norm or C1-norm in the space of functions on En (or more specifically on the closed ball of radius C aroundR
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f (y, z) ∈ ΩR,C , i.e. we have
f (u, z) ∈ EnR and
∥∥f (u, z)∥∥ ‖f ‖ω,R,C,
for all f ∈ ΩR,C and for all u ∈ EnR with ‖u‖ C. If furthermore ∂f∂xj (y, z) ∈ ΩR,C for all j = 1, . . . , n, then the map
u → f (u, z) is continuously differentiable with
D
(
u → f (u, z))(u0): h → ∂f
∂x
(u0, z).h,
for all u0 ∈ EnR with ‖u0‖ C and for all h ∈ EnR .
Of course, for R and C small enough the function f (x, z) appearing in the prenormal form (2) lies inside ΩR,C ,
as well as all first-order derivatives ∂f
∂xj
.
5.2. Solving Eq. (10) in the Banach space EnR
Consider the equation for the conjugacy in (10), which we repeat here for the sake of convenience:
g −A(z)ψ + ∂ψ
∂y
.A(z).y = f (y + zrψ, z)− zr ∂ψ
∂y
.g − arzrψ − azr+1 ∂ψ
∂z
.
Write
f (x, z) = f0(z)+ f1(z)x + f2(x, z),
where f0, f1 and f2 are analytic and with f2(x, z) = O(‖x‖2). Recalling the remark that was made at the end of
Proposition 1, we may assume
f0(0) = 0.
Our aim is to write the equation in a fixed-point form. To that end, define the linear operator L :EnR → EnR ×EnR such
that
L(h) = (g,ψ) ⇒ g −A0ψ + ∂ψ
∂y
A0y = h.
Of course, such (g,ψ) are not uniquely defined, so we have to say precisely what is meant. We define
g :=
(∑
m
∑
k∈Sj⊂Nn
h
j
kmy
kzm
)
j=1,...,n
∈ EnR, (14)
where Sj is the set of resonant indexes in the xj -direction, i.e. k ∈ Sj if and only if 〈k,λ〉 = λj . Clearly, the operator
sending h to g is linear and continuous, and has norm 1. Next, we define
ψ :=
(∑
m
∑
k /∈Sj
h
j
km
λj − 〈λ, k〉y
kzm
)
j=1,...,n
. (15)
Since the denominators are bounded from below by C0 (see (5)), we find that also the operator sending h to ψ is
a bounded linear operator with norm bounded by 1
C0
‖h‖. It follows that the operator norm of L, seen as mapping
EnR → EnR ×EnR is bounded by 1C0 , if we define ‖(ψ,g)‖ := max{‖ψ‖,‖g‖}.
Now write A(z) = A0 + zsB(z), and consider the conjugating equation in the fixed-point form
(g,ψ) = L
(
f0(z)+ f1(z)
(
y + zrψ)+ f2(y + zrψ, z)− zr ∂ψ
∂y
.g − arzrψ − azr+1 ∂ψ
∂z
+ zs
(
B(z)ψ − ∂ψ
∂y
B(z)y
))
.
We define Φ as a mapping En ×En → En , sending (g,ψ) toR R R
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(
y + zrψ)+ f2(y + zrψ, z)− zr ∂ψ
∂y
.g − arzrψ − azr+1 ∂ψ
∂z
+ zs
(
B(z)ψ − ∂ψ
∂y
B(z)y
)
.
Of course Φ can only be defined on a compact ball in EnR ×EnR , say a ball BC of radius C > 0. Below, we give bounds
on all parts of Φ(g,ψ), assuming that
‖g‖ C, ‖ψ‖ C.
Since R and C are free to choose at this point, we intend to show that ‖Φ(g,ψ)‖ is of the order O(C2), showing the
existence of a small C > 0 for which L ◦Φ is a mapping of BC in itself (see later). To that end, we choose
R = C2s .
This has the benefit that many parts of the mapping Φ become small w.r.t. C:
‖y‖ C2, ‖z‖ C2, R = O(C2), R1/s = O(C2).
Suppose that ψ ∈ EnR with ‖ψ‖ C. Then ‖y + zrψ‖ R + R2r/s‖ψ‖ 2C provided C < 1. We choose C small
enough so that ‖f2(y, z)‖ω,2C < ∞ and ‖ ∂f2∂x (y, z)‖ω,C2s ,2C < ∞. Let us now bound Φ . We remind the reader that
we keep ‖g‖ C and ‖ψ‖ C.
1. Since f0(0) = 0, there exists an analytic f˜0(z) such that f0(z) = zf˜0(z). We thus find ‖f0(z)‖  ‖z‖.‖f˜0‖ =
O(C2). It can be easily seen that ‖f˜0‖ does not increase as C → 0.
2. We have ‖f1(z)(y + zrψ)‖ ‖f1(z)‖.(‖y‖ + ‖zr‖.‖ψ‖) = O(C2).
3. We also have ‖f2(y + zrψ, z)‖ ‖f2‖ω,2C , where ‖f2‖ω,C2s ,2C is like in (13), and does not increase as C → 0.
From the definition of this norm and using the fact that f2(x, z) = O(‖x‖2), we find that ‖f2‖ω,C2s ,2C = O(C2).
4. We have ‖zr ∂ψ
∂y
‖ eR‖ψ‖ eRC = O(C2), implying that also ‖zr ∂ψ
∂y
.g‖ is O(C2).
5. ‖arzrψ‖ |a|.‖rzr‖.‖ψ‖ = O(C2) and ‖azr+1 ∂ψ
∂z
‖ |a|.‖zr−s‖.R2.‖ψ‖ = O(C2).
6. ‖zs‖R2 = C2s = O(C2), implying that also ‖zsB(z)ψ‖ = O(C2).
7. We finally have ‖zs ∂ψ
∂y
‖ eR‖ψ‖ eC‖ψ‖ eC2. We also have ‖B(z)y‖ = O(‖y‖) = O(R) = O(C2).
As a consequence, there exists a constant M > 0, independent of R,C,g,ψ such that∥∥Φ(g,ψ)∥∥MC2, ∀g,ψ ∈ EnR with ‖g‖ C, ‖ψ‖ C,
provided R = C2s and C > 0 small enough. Defining F = L ◦Φ and choosing C < 1
C0
we find a C1 operator
F : B¯C(0) ⊂ EnR ×EnR → B¯C(0) ⊂ EnR ×EnR,
where B¯C(0) is the closed ball of radius C around 0. Let us now show that it is a contraction for sufficiently small C.
Since F is differentiable, this amounts to presenting a bound on DF = L ◦DΦ . We find
DΦ(g,ψ).(u, v) =
[
f1(z)z
r + zr ∂f2
∂y
(
y + zrψ, z)− arzr]v − zr ∂v
∂y
.g − azr+1 ∂v
∂z
+ zs
(
B(z)v − ∂v
∂y
B(z)y
)
− zr ∂ψ
∂y
.u.
Keeping ‖u‖ 1 and ‖v‖ 1 (and ‖g‖ C, ‖ψ‖ C) we can majorate the derivative, and show that it is O(C2),
using similar techniques like before. It follows that there exists a M ′ > 0 (independently of C, u, v, g, ψ , R) for
which∥∥DΦ(g,ψ).(u, v)∥∥M ′C2∥∥(u, v)∥∥.
By choosing C small enough, we have M ′C2  12C0, implying that F = L ◦ Φ is a contraction. We can finally
apply the fixed point theorem to show the existence of g and ψ in EnR solving the conjugacy equation. This proves
Theorem 1.
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Using techniques like in the proof of Theorem 1, we can establish that the formal conjugating transformation and
normal form exists and satisfy Gevrey-1 estimates. To that end, the proof of Theorem 1 can be duplicated, up to the
definition of the linear operator L in (14)–(15); in fact the formulas stay the same; the only thing that changes is the
definition of Sj in (14)–(15): it no longer represents the set of resonant monomials, but instead it is the set as defined
in the formulation of Theorem 3 (Sj := {k: (j, k) ∈ S}).
In order to prove the summability, we need to examine properties of Borel transforms of Gevrey series.
Throughout this section, we fix a complex direction θ , and define
Ω = Sθ, ∪B(0,R)
for some small  > 0 and some R > 0. Using the conditions in Theorem 3, we can choose the opening angle of the
sector small so that
λj − 〈k,λ〉 /∈ Sθ,2 ∀(j, k) /∈ S.
Lemma 3. For R > 0 small enough, there exists a K0 = K0(Ω) > 0 so that for all (j, k) /∈ S (with |k| 1) and for
all w ∈ Ω we have∣∣∣∣ 1λj − 〈k,λ〉 −w
∣∣∣∣ K0|k| . (16)
Proof. If w ∈ Sθ, , the distance between x := λj − 〈k,λ〉 and w is bounded from below by the distance of x to Sθ, ;
using simple trigonometry and the fact that x /∈ Sθ,2 , we find |x − w|  |x| sin . Using property (9), the requested
bound with K0 = (C0 sin )−1 follows. If on the other hand w ∈ B(0,R), then |λj − 〈k,λ〉 − w|  C0|k| − R 
(C0 −R)|k|, so the bound it satisfied with K0 = 1C0−R , provided R <C0. Taking K0 to be the maximum of the values
in both cases, we finish the proof of the lemma. 
6.1. The Borel plane and Laplace transforms
Let α(w) be an analytic function on Ω , of at most exponential growth towards infinity. We have in mind functions
that arise after applying the Borel transform B to a Gevrey-1 series. A sum of this series can be defined by applying a
Laplace transform to α:
Lθ (α)(z) :=
eiθ∞∫
0
α(w)e−w/z dw.
The application Lθ is clearly linear. Furthermore, it transforms convolutions into products: let β(w) be another ana-
lytic function on Ω , of at most exponential growth towards infinity. If we define
(α ∗ β)(w) =
w∫
0
α(s)β(w − s) ds,
then
Lθ (α ∗ β)(z) = Lθ (α)(z) ·Lθ (β)(z).
This is classic and can be easily proved by means of partial integration. Similarly, one has
z2
d
dz
Lθ (α)(z) = Lθ (w.α)(z),
where we use w.α to denote the mapping w → w.α(w). In other words a derivative w.r.t. z is replaced in the “Borel
plane” by a simple multiplication.
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‖α‖μ,Ω := sup
w∈Ω
∣∣α(w)∣∣(1 +μ2|w|2)e−μ|w|,
where μ> 0 is a parameter that is yet to be defined, but may be assumed large. The norm is adapted to the problem we
are dealing with. The exponential factor in the definition of the norm resembles the exponentially growing behaviour
of the Borel transforms of 1-summable series. The factor (1 + μ2|w|2) is a somewhat artificial factor, to ensure that
the norm behaves well w.r.t. the convolution product (∗ considered as a bilinear operator would not be continuous if
we leave out this factor). Each analytic function α defined on Ω and with finite ‖ · ‖μ,Ω norm represents the Borel
transform of a 1-summable function in the direction of θ .
Consider the function space
G = {α(w): α(w) is analytic w.r.t. w in Ω , and ‖α‖μ,Ω < ∞}.
The following proposition can be easily shown:
Proposition 2. The space G is a Banach space w.r.t. ‖ · ‖μ,Ω .
Later in this section, we will vary μ, i.e. we will repeatedly replace μ by larger values. It is important to keep in
mind that μ-norms do not increase as μ → ∞:
Lemma 4. Let α(w) ∈ G, i.e. ‖α‖μ,Ω < ∞. Then
‖α‖μ˜,Ω  ‖α‖μ,Ω ∀μ˜ μ.
Proof. It suffices to show that K(μ) := (1 + μ2|w|2)e−μ|w| is monotonously decreasing w.r.t. μ, for all values of
|w| 0. Straightforward calculus yields K ′(μ) = −|w|eμ|w|(μ|w| − 1)2  0. 
Proposition 3. The Laplace transform Lθ defines a linear continuous mapping from G to the set of analytic bounded
functions on a sector Sθ,π+ 2 ∩B(0, ν), taking ν small enough. The operator norm of Lθ is bounded by 1.
Proof. Given z ∈ Sθ,π+ 2 with |z| < ν, where ν is yet to be chosen. We can find a direction θ˜ ∈ [θ − 2 , θ + 2 ] so that
z ∈ Sθ˜,π− 2 . We find a bound on Lθ˜ (α)(z), keeping in mind that this deformation of path in the Laplace integral is
allowed and in fact is used to analytically continue the Laplace transform. Then
∣∣Lθ˜ (α)(z)∣∣ ‖α‖μ,Ω
eiθ˜∞∫
0
eμ|w|e−Re(w/z)|dw|
= ‖α‖μ,Ω
∞∫
0
eμte−t/|z| cos Arg(teiθ˜ /z) dt
= ‖α‖μ,Ω
∞∫
0
eμte−t/|z| cos(θ˜−Arg z) dt.
The cosine is bounded by cos(π2 − 4 ) = sin 4 , implying that∣∣Lθ˜ (α)(z)∣∣ ‖α‖μ,Ω |z|sin 4 −μ|z|  ‖α‖μ,Ω
ν
sin 4 −μν
,
provided that ν < μ−1 sin 4 . Taking ν smaller if necessary, we find that the Laplace transform is well defined and
bounded by ‖α‖μ,Ω . 
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z2
dx
dz
= −x + z.
Letting α(w) be the Borel transform of x(z) w.r.t. z, then α(w) solves
w.α = −α + 1.
In other words, α = 11+w . The solution to Euler’s equation is then given by x(z) = Lθ ( 11+w ), in each direction θ that
avoids the singularity at w = −1. The idea in this section is to duplicate this approach and to translate the conjugacy
equation to an equation in the Borel plane, prove the solvability of the latter, and apply a Laplace transform to yield
solutions of the original equation. For this method, we need tools to translate all parts of the equation.
As mentioned before, the norm in G is chosen such that it behaves well w.r.t. convolution:
Proposition 4. For all α,β ∈ G we have
‖α ∗ β‖μ,Ω  4π
μ
‖α‖μ,Ω‖β‖μ,Ω.
Proof. We have |α(w)| ‖α‖μ,Ω. eμ|w|1+μ2|w|2 , and a similar estimate for β holds. Hence
∣∣(α ∗ β)(w)∣∣ ‖α‖μ,Ω‖β‖μ,Ω
w∫
0
eμ|s|eμ|w−s|
(1 +μ2|s|2)(1 +μ2|w − s|2) |ds|
= ‖α‖μ,Ω‖β‖μ,Ω |w|
1∫
0
eμt |w|eμ(1−t)|w|
(1 +μ2t2|w|2)(1 +μ2(1 − t)2|w|2) dt
= ‖α‖μ,Ω‖β‖μ,Ωeμ|w|.2|w|
1
2∫
0
1
(1 +μ2t2|w|2)(1 +μ2(1 − t)2|w|2) dt,
where we made a symmetry argument in the last passage. Since t  12 , we can now bound 1 + μ2(1 − t)2|w|2 from
below by 1 +μ2|w|2/4 14 (1 +μ2|w|2):
∣∣(α ∗ β)(w)∣∣ ‖α‖μ,Ω‖β‖μ,Ω eμ|w|1 +μ2|w|2 .8|w|
1
2∫
0
1
(1 +μ2t2|w|2) dt
 ‖α‖μ,Ω‖β‖μ,Ω e
μ|w|
1 +μ2|w|2 .
8
μ
arctan
μ|w|
2
.
As arctan is bounded by π/2, we may conclude. 
Remark. The Borel transform of any convergent series h(z) (with h(0) = 0) lies inside G, upon choosing μ> 0 large
enough. Indeed, let h(z) =∑m1 hmzm with |hm|KBm for some K,B > 0. The Borel transform of h(z) is given
by
B(h)(w) =
∑
m1
hm
wm−1
(m− 1)! .
Observe that this function is entire, and of exponential growth:∣∣B(h)(w)∣∣∑ KB(B|w|)m−1
(m− 1)! = KBe
B|w|.
m1
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μ,Ω
= KB sup
w∈Ω
eB|w|
(
1 +μ2|w|2)e−μ|w| = KB sup
t0
e(B−μ)t
(
1 +μ2t2)︸ ︷︷ ︸ .
The underbraced factor decreases as μ increases, and for μ = 13B it is a (somewhat lengthy) Calculus exercise to
show that it is bounded by 1. Keeping in mind Lemma 4, we conclude that B(h) ∈ G when μ 13B , and in that case
‖B(h)‖μ,Ω KB . We have shown:
Lemma 5. Let h(z) = ∑hmzm be a convergent series with coefficients in C, and suppose |hm|  KBm for some
K,B > 0. Then∥∥B(h)∥∥
μ,Ω
KB,
provided μ is large enough.
Under the conditions of the lemma, we furthermore have
(Lθ ◦B)(h) = h.
This is easily obtained for monomials hmzm. Writing h as the absolutely convergent sum of a series of monomials in G
and transferring this absolute convergence property through application of the uniformly continuous Lθ , we obtain
the result.
Denote with Gn the space of vector functions with values in Cn, for which each of the n components lies in G.
Using the max-norm, one can attribute similar properties to this space, and one naturally extends the notions of Laplace
transform, convolution, etc.
6.2. Definition of the space Gn{y}
Next, let us consider series α(y,w) =∑k αk(w)yk , with αk(w) ∈ Gn and such that
‖α‖μ,Ω :=
∑
k
‖αk‖μ,Ωμ−|k| < ∞.
With ‖αk‖μ,Ω we mean the maximum of the ‖ · ‖μ,Ω -norms of the n different components of αk . The space of such
formal power series will be denoted Gn{y}, and will be equipped with the above norm. It is a Banach space, and like
in Lemma 4 the norm is decreasing w.r.t. μ.
Each α ∈ Gn{y} corresponds to a Borel transform (w.r.t. z, leaving y as it is) of a Gevrey-1 series as in Definition 1.
One uses a Laplace integral in the direction θ to generate a genuine sum of this Gevrey series. Of course, one has to
extend the definition of the Laplace transform to transform series in Gn{y}:
Lθ (α)(y, z) :=
∑
k
Lθ (αk)(z)yk.
The series Lθ (α)(y, z) converges uniformly for small values of |y| and hence defines an analytic function for
|y| <μ−1 and |z| < ν, z ∈ Sθ,π+ 2 (with ν small like in Proposition 3), the sup norm of this function being bounded
by ‖α‖μ,Ω .
We need some lemma’s to perform elementary operations, such as scalar multiplication, convolution, composition:
Lemma 6. For each j = 1, . . . , n and all α ∈ Gn{y} we have∥∥yjα(y,w)∥∥μ,Ω = 1μ∥∥α(y,w)∥∥μ,Ω.
Proof. Write α =∑αk(w)yk . Then
‖yjα‖ =
∥∥∥∑αk(w)yk+ej ∥∥∥=∑‖αk‖μ,Ωμ−|k|−1 = 1
μ
∑
‖αk‖μ−|k| = 1
μ
‖α‖μ,Ω,
where we have used ej as the j th unit vector in Nn. 
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pose that h(y, z) = ∑k,m hkmykzm, with hk ∈ Cn and |hkm|  KB |k|+m. Using Lemma 5, and denoting hk(z) :=∑
m hkmz
m
, and αk(w) := B(hk)(w), we find ‖αk‖μ,Ω KB |k|+1 (choosing μ large enough) and thus
α(y,w) :=
∑
k
αk(w)y
k,
and
‖α‖μ,Ω 
∑
k
KB |k|+1μ−|k| = KB
(∑
i
(B/μ)i
)n
= KB
(1 −B/μ)n  2
nKB,
provided μ> 2nB . We have shown:
Lemma 7. Let h(y, z) =∑k,m hkmykzm be a convergent series with coefficients in Cn, and suppose |hkm|KB |k|+m
for some K,B > 0. Applying the Borel transform (w.r.t. z, to each yk-component) to h we find that B(h) ∈ Gn{y}
provided μ is large enough, and∥∥B(h)(y,w)∥∥
μ,Ω
 2nKB.
Furthermore, (Lθ ◦B)(h) = h, and this identity holds for all |y| <μ−1 and all z in a sector defined in Proposition 3.
To formulate the conjugacy equation in the Borel plane, we need to deal with compositions like f (y + zψ). First,
let us concentrate on expressions like fk(z).(y + zψ)k , where k is a multi-index. Let Fk(w) be the Borel transform
of fk(z), and let Ψ (y,w) be the Borel transform of ψ(y, z) (w.r.t. z, leaving y as it is). Then, the Borel transform of
fk(z)(y + zψ)k is given by
Fk ∗ (yδ + 1 ∗Ψ )∗k, (17)
where we have introduced an artificial unity δ w.r.t. the convolution product, i.e. δ ∗ α = α = α ∗ δ for all α. The
introduction of δ should be considered as a notational issue: after expanding (17) all occurrences of δ disappear.
Lemma 8. Let α,β ∈ Gn{y} and let k ∈ Nn. Then α ∗ (yδ + β)∗k ∈ Gn{y} and
∥∥α ∗ (yδ + β)∗k∥∥
μ,Ω

(
4π
μ
)|k|
‖α‖μ,Ω
(
1 + ‖β‖μ,Ω
)|k|
.
Furthermore Lθ (α ∗ (yδ +β)∗k) = Lθ (α)(y +Lθ (β))k , in all directions θ , keeping |y| <μ−1 and z in a small sector
as defined in Proposition 3.
Proof. Let ej be the j th unit vector in Nn. Then
α ∗ (yδ + β)ej = α ∗ (yj δ + βj ) = yjα + α ∗ βj .
Using Lemma 6 and Proposition 4, we find∥∥α ∗ (yδ + β)ej ∥∥
μ,Ω
 1
μ
‖α‖μ,Ω + 4π
μ
‖α‖μ,Ω‖βj‖μ,Ω.
We may proceed by induction and conclude. 
To finish this subsection, we use Lemma 8 to give meaning to a composition like f (y + zψ, z) appearing in
the convolution equation. In particular, we show how analytic functions f (y, z) can be seen as operators working
on Gn{y}:
f ∗ :B(0,1) ⊂ Gn{y} → Gn{y}: β → f ∗(β).
The action of f (y, z) on this space should be defined in a way that when Φ(y,w) ∈ Gn{y} is the Borel transform of
φ(y, z), then f ∗(1 ∗Φ) is the Borel transform of f (y + zφ, z).
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f (y, z) =
∑
fk(z)y
k,
and assume that fk(0) = 0 for all k. Denote with Fk(w) the Borel transform of fk(z). Then it makes sense to define
f ∗(β) :=
∑
Fk ∗ (yδ + β)k.
Let us now discuss the convergence of f ∗(β) in Gn{y}:
∥∥f ∗(β)∥∥
μ,Ω

∑
k
∥∥Fk ∗ (yδ + β)k∥∥μ,Ω ∑
k
(
4π
μ
)|k|
‖Fk‖μ,Ω
(
1 + ‖β‖μ,Ω
)|k|
.
Using the fact that f is analytic, we have bounds on Fk , just like those derived in the discussion after Lemma 6. Fix a
R0 > 0. We may use ‖Fk‖μ,Ω KB |k|+1 (for some K,B > 0):
∥∥f ∗(β)∥∥
μ,Ω
KB
∑
k
(
4π
μ
)|k|
B |k|
(
1 + ‖β‖μ,Ω
)|k| = KB(1 − 4π
μ
B
(
1 + ‖β‖))−n  2nKB,
if we keep ‖β‖R0 and choose μ> 16πBR0. We have shown:
Proposition 5. Given a convergent power series f (x, z) =∑k,m fkmxkzm with fkm ∈ Cn and |fkm|KB |k|+m for
some K,B > 0, and suppose f (x,0) = 0. Fix R0 > 0. For large values of μ, the series
f ∗(β) :=
∑
k
Fk(w) ∗ (yδ + β)∗k
converges in Gn{y} for all β ∈ Gn{y} with ‖β‖R0, and where Fk(w) is the Borel transform of fk(z) :=∑m fkmzm.
Furthermore, ‖f ∗(β)‖ 2nKB, and
Lθ
(
f ∗(β)
)
(z) = f (y +Lθ (β), z).
This last identity holds for all |y| <μ−1 and all z in a sector defined in Proposition 3.
The mapping β → f ∗(β) is uniformly continuous on the ball B(0,R0) ⊂ Gn{y}. A rough outline for a proof of this
property goes as follows: using the fact that convolutions are continuous operators on Gn{y}, the statement is true for
each polynom f . In the normed space of polynoms f , the mapping associating each f to its action f ∗ is linear and
continuous, and thus has a natural (continuous) extension to functions f that can be approximated by polynomials. It
is the same technique that has been used in the proof of Theorem 1.
For μ large enough, the mapping f ∗ is also differentiable, and:
D
(
f ∗
)
β
(α) =
n∑
j=1
(
∂f
∂xj
)∗
(β) ∗ αj .
Assuming all first-order partial derivatives of f satisfy similar bounds as f in Proposition 5, it follows
∥∥D(f ∗)
β
(α)
∥∥
μ,Ω
 4π
μ
(
n∑
j=1
∥∥∥∥
(
∂f
∂xj
)∗
(β)
∥∥∥∥
μ,Ω
)
‖α‖μ,Ω  4nπ.2
nKB
μ
‖α‖μ,Ω.
In other words,∥∥D(f ∗)(β)∥∥= O(1/μ). (18)
The last lemma that we need concerns a statement on compositions in functions only depending on y: we need to
deal with expressions like h(y+zψ)−h(y) in the Borel plane. The terms cannot be treated individually, since a Borel
transform of both individual terms contains the artificial unity δ; the δ-appearances cancel each other when treating
the terms together.
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∥∥(yδ + β)∗k − (yδ)∗k∥∥
μ,Ω

(
4π(1 + ‖β‖μ,Ω)
μ
)|k|
.
We have
Lθ
(
(yδ + β)∗k − (yδ)∗k)= (y +Lθ (β))k − yk,
for all |y| <μ−1 and all z in a sector defined in Proposition 3.
Proof.
(y + δβ)∗k − (yδ)∗k =
k1∑
i1=0
. . .
kn∑
in=0
(i1,...,in) 
=(k1,...,kn)
(
k1
i1
)
. . .
(
kn
in
)
y
i1
1 . . . y
in
n δ ∗ β∗(k1−i1)1 ∗ · · · ∗ β∗(kn−in)n .
Observe that this expression does not contain δ after expansion, and thus forms an element of G{y}. Using Lemma 6
and Proposition 4, we can bound each term in this sum (w.r.t. the ‖ · ‖μ,Ω norm) by (respectively)(
k1
i1
)
. . .
(
kn
in
)(
4π
μ
)|k|
‖β1‖k1−i1μ,Ω . . .‖βn‖kn−inμ,Ω .
Recalling that ‖β‖μ,Ω = max{‖β1‖μ,Ω, . . . ,‖βn‖μ,Ω } we find
∥∥(y + δβ)∗k − (yδ)∗k∥∥
μ,Ω

(
4π
μ
)|k| k1∑
i1=0
. . .
kn∑
in=0
(
k1
i1
)
. . .
(
kn
in
)
‖β‖|k|−|i|μ,Ω .
Using the binomial theorem, we find the result. 
Let now h(y) be a convergent series h(y) =∑hkyk with hk ∈ Cn and |hk|KB |k| for some K,B > 0. Then h
induces an action on Gn{y} as follows:
h∗(β) :=
∑
k
hk
(
(yδ + β)∗k − (yδ)∗k).
It should be clear that when β is the borel transform of some b, then h∗(β) is the Borel transform of h(y + b)− h(y).
Let us now discuss the convergence of this formula in Gn{y}. Fixing a R0 > 0, we use Lemma 9 we obtain∥∥h∗(β)∥∥
μ,Ω
K
∑
k
(
4πB(1 + ‖β‖μ,Ω)
μ
)|k|
K
∑
k
(
1 + ‖β‖μ,Ω
2(1 +R0)
)|k|
provided μ> 8πB(1 +R0). Keeping ‖β‖μ,Ω R0 we find the bound K2n, i.e. we have shown:
Proposition 6. Given a convergent power series h(x) =∑k hkyk with hk ∈ Cn and |hk|KB |k| for some K,B > 0.
Let R0 > 0 be fixed. For large values of μ, the series
h∗(β) :=
∑
k
hk
(
(yδ + β)∗k − (yδ)∗k)
converges in Gn{y} for all β ∈ Gn{y} with ‖β‖R0. Furthermore, ‖h∗(β)‖ 2nK, and
Lθ
(
h∗(β)
)= h(y +Lθ (β))− h(y).
This last identity holds for all |y| <μ−1 and all z in a sector defined in Proposition 3.
One can now state properties like the continuity and differentiability of h∗, just like we did after Proposition 5:
D
(
h∗
)
β
(α) =
n∑∑
kjhk(δy + β)k−ej ∗ αj .j=1 k
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∂yj
are bounded by the same geometric sequence KB |k|, we can bound the derivative,
and conclude that it is O(1/μ).
6.3. The conjugacy equation in the Borel plane
Let us go back to (10), which we repeat here for the sake of convenience:
g −A0ψ + ∂ψ
∂y
.A0.y = f (y + zψ, z)− z∂ψ
∂y
.g − zψ − z2 ∂ψ
∂z
. (19)
When comparing (10) with (19), one can observe two differences: on one hand we have chosen a = r = 1 in this set-
ting; on the other hand the matrix A(z) in (10) is replaced by A0 = A(0); we can do this without loss of generality, by
including the nontrivial terms of A(z) in the nonlinearity zf (x, z) in (2). The possibility of eliminating all nonconstant
terms in A(z) is in fact the main reason to restrict Theorem 3 to the case r = 1.
We intend to consider the Borel transforms of g and ψ and write down the equation directly in terms of these
transformed unknowns. There is however a problem that we have to deal with before doing this: the Borel transform
is only defined for series without constant term. (In the literature, one can find variants of Borel transforms that do not
have this problem, but in this text we have chosen to deal with the traditional transform.)
So let us first solve the equation for z = 0, writing g0(y) = g(y,0) and ψ0(y) = ψ(y,0), then (g0,ψ0) solve the
equation
g0 −A0ψ0 + ∂ψ0
∂y
.A0.y = f (y,0). (20)
Lemma 10. There exist a solution (g0,ψ0) of (20), consistent with the requirements of Theorem 3, i.e. g0j (y) only
contains monomials yk with (j, k) ∈ S, for all j = 1, . . . , n. Furthermore, g0(0) = 0.
Proof. We solve (20) for each component j = 1, . . . , n. The j th equation yields
g0j +
(−λj + 〈k,λ〉)ψ0j = fj (y,0).
Writing fj (y,0) = ∑fjkyk , we define g0j = ∑k∈Sj fjkyk , where we define Sj as the set of those k for which
(j, k) ∈ S. We furthermore define ψ0j = ∑k∈Sj fjk(−λj+〈k,λ〉) yk . Since f (y,0) is analytic, so will be g0j and ψ0j
(keeping in mind (9)). 
Now put g = g0 + g˜ and ψ = ψ0 + ψ˜ . Eq. (19) is then translated into
L(g˜, ψ˜) = [f (y + zψ0 + zψ˜, z)− f (y,0)]− z∂ψ0
∂y
g0 − z∂ψ0
∂y
.g˜ − z∂ψ˜
∂y
g0 − z∂ψ˜
∂y
g˜ − zψ0 − zψ˜,
where
L(g˜, ψ˜) := g˜ −A0ψ˜ + ∂ψ˜
∂y
.A0.y + z2 ∂ψ˜
∂z
.
The term [f (y + zψ0 + zψ˜, z)− f (y,0)] will be decomposed as a sum of two terms:
f (y + zψ0 + zψ˜, z)− f (y,0) = f˜ (y + zψ0 + zψ˜, z)+
(
f 0(y + zψ0 + zψ˜)− f 0(y)
)
,
where f˜ (y, z) := f (y, z) − f (y,0) and f 0(y) := f (y,0). Introduction of f˜ has the benefit that f˜ (y,0) = 0, so that
its Borel transform f˜ ∗ is defined in accordance of Proposition 5. The remaining terms f 0(y + zψ0 + zψ˜) − f 0(y)
only have a Borel transform when they are grouped together, and are dealt with in Proposition 6.
Let G = B(g˜) and Ψ = B(ψ˜). This finally gives the conjugacy equation in the Borel plane:
T ∗(G,Ψ ) = f˜ ∗(1.ψ0 + 1 ∗Ψ )+ f 0∗(1.ψ0 + 1 ∗Ψ )− 1. ∂ψ0
∂y
g0 − ∂ψ0
∂y
.1 ∗G− ∂Ψ
∂y
∗ 1.g0
− 1 ∗ ∂Ψ ∗G− 1.ψ0 − 1 ∗Ψ (21)
∂y
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T ∗(G,Ψ ) := G−A0Ψ + ∂Ψ
∂y
.A0.y +wΨ.
Denote the right-hand side of (21) with Θ(G,Ψ ). Then, the equation can be written in the fixed-point form
(G,Ψ ) = (L∗ ◦Θ)(G,Ψ ),
where we use L∗ to denote a particular inverse of T ∗ (see below).
6.4. Particular inverse of T ∗
Consider the equation T ∗(G,Ψ ) = H ∈ Gn{y} in the unknowns (G,Ψ ):
G−A0Ψ + ∂Ψ
∂y
.A0.y +wΨ = H.
This equation has n components. Looking at the j th equation, we find an equation concerning the functions Gj ,
Ψj , Hj . These functions lie in G{y} and can be written as formal series in y. The coefficient equation with yk yields
Gjk +
(−λj + 〈λ, k〉)Ψjk +wΨjk = Hjk.
For (j, k) ∈ S, we define
Gjk(w) = Hjk(w), Ψjk(w) = 0. (22)
For (j, k) /∈ S we define
Gjk(w) = 0, Ψjk(w) = 1〈λ, k〉 − λj +wHjk(w). (23)
This defines G and Ψ in terms of H , and thus we have defined a particular inverse of T ∗, which we denote with L∗.
Proposition 7. Define Gn1 {y} as the set of those elements Ψ of Gn{y} such that also ∂Ψ∂yj ∈ Gn, for all j = 1, . . . , n, and
write
‖Ψ ‖μ,Ω,1 := max
{
‖Ψ ‖μ,Ω,μ−1
∥∥∥∥∂Ψ∂y1
∥∥∥∥
μ,Ω
, . . . ,μ−1
∥∥∥∥∂Ψ∂y1
∥∥∥∥
μ,Ω
}
.
Upon taking the radius R > 0 in the definition of Ω small enough, the function L∗, defining G and Ψ in terms of H as
in (22)–(23), is a continuous linear operator Gn{y} → Gn{y}×Gn1 {y} with norm bounded by a K0 > 0 not depending
on μ.
Proof. L∗ has two different components. The G-component is clearly continuous with norm 1, since it is in fact a
projection. The Ψ -component can be bounded as well. To that end, recall Lemma 3 and the constant K0 introduced
there:
‖Ψj‖μ,Ω =
∑
k: (j,k)/∈S
‖Ψjk‖μ,Ωμ−k 
∑
k: (j,k)/∈S
K0
|k| ‖Hjk‖μ,Ωμ
−k K0‖Hj‖μ,Ω.
This way, ‖Ψ ‖μ,Ω K0‖H‖μ,Ω . On the other hand, if we write
Ψj =
∑
k
Ψjk(w)y
k,
then ∂Ψj
∂yi
=∑Ψjk(w)kiyk−ei and∥∥∥∥∂Ψj∂yi
∥∥∥∥
μ,Ω

∑
k: (j,k)/∈S
‖Ψjk‖μ,Ω |k|μ−|k−ei |  μ
∑
k: (j,k)/∈S
K0‖Hjk‖μ,Ωμ−k K0μ‖Hj‖μ,Ω.
To conclude, ‖Ψ ‖μ,Ω,1 K0‖H‖μ,Ω . 
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Proposition 8. Denote the two components of L∗ with L∗G and L∗Ψ , and define ‖Ψ ‖μ,Ω,1 as in Proposition 7.
There exists an M > 0 such that for μ large enough and for ‖G‖μ,Ω M and ‖Ψ ‖|μ,Ω,1 M :∥∥(L∗G ◦Θ)(G,Ψ )∥∥μ,Ω M, ∥∥(L∗Ψ ◦Θ)(G,Ψ )∥∥μ,Ω,1 M.
Furthermore, L∗ ◦Θ is Lipschitz continuous with Lipschitz constant strictly smaller than one.
Proof. Recall that Θ(G,Ψ ) is given by
f˜ ∗(1.ψ0 + 1 ∗Ψ )+ f 0∗(1.ψ0 + 1 ∗Ψ )− 1. ∂ψ0
∂y
g0 − ∂ψ0
∂y
.1 ∗G− ∂Ψ
∂y
∗ 1.g0 − 1 ∗ ∂Ψ
∂y
∗G− 1.ψ0 − 1 ∗Ψ.
Let us deal with each term in this expression individually, already assuming that ‖G‖μ,Ω M and ‖Ψ ‖μ,Ω,1 M ,
for some unknown M . The first term, f˜ ∗(1.ψ0 + 1 ∗ Ψ ) is studied in Proposition 5. Choosing R0  1 + ‖1.ψ0‖μ,Ω
(which can be done independently of μ for μ large enough), and choose μ large enough so that ‖1 ∗Ψ ‖ 1 for all Ψ
with ‖Ψ ‖M . Then, ‖1.ψ0 + 1 ∗Ψ ‖R0 and we can apply Proposition 5: the norm of the first term is bounded by
2nKB provided μ is large enough, K and B depending solely on f . The second term is dealt with in a similar way,
this time relying on Proposition 6.
Concerning the term 1. ∂ψ0
∂y
.g0: since g0 = O(y), the norm of this term is O(μ−1).
Concerning the term ∂ψ0
∂y
.1 ∗ G: The ‖ · ‖μ,Ω norm of ∂ψ0∂y .1 can be uniformly bounded (since ψ0(y) is analytic).
Since also ‖G‖μ,Ω is bounded, this implies that the combined term is O(μ−1).
Concerning the term ∂Ψ
∂y
∗ 1.g0: notice that ‖1.g0‖μ,Ω = O(μ−1) (because g0(0) = 0), and ‖ ∂Ψ∂y ‖μ,Ω 
μ‖Ψ ‖μ,Ω,1  μM . Since the convolution introduces an extra μ−1-factor, the entire term is O(μ−1).
Concerning the term 1 ∗ ∂Ψ
∂y
∗ G: the two convolutions are good for a O(μ−2)-contribution whereas ‖G‖μ,Ω is
bounded and ‖ ∂Ψ
∂y
‖ is O(μ). The total is O(μ−1).
Concerning the term 1.ψ0: this can be bounded by some Q> 0 (independently of μ).
Concerning the term 1 ∗Ψ : this is O(μ−1), due to the convolution.
We conclude that ‖Θ(G,Ψ )‖μ,Ω  2nKB +Q+O(μ−1). Taking now M = K0(2nKB +Q+ 1), one can easily
find μ large enough so that ‖Θ(G,Ψ )‖μ,Ω  2nKB + Q + 1. Since the norm of L∗ is bounded by K0, this proves
the first part of the proposition.
The claim on the Lipschitz property is similar to prove. Since L∗ is Lipschitz with Lipschitz-constant K0, it suffices
to find a bound on the derivative of Θ that is O(μ−1); the composition will then be a contraction for μ large enough.
We find
DΘ(G,Ψ ) · (U,V ) = Df˜ ∗1.ψ0+1∗Ψ .(1 ∗ V )+Df 0∗1.ψ0+1∗Ψ .(1 ∗ V )−
∂ψ0
∂y
.1 ∗U − ∂V
∂y
∗ 1.g0 − 1 ∗ ∂Ψ
∂y
∗U
− 1 ∗ ∂V
∂y
∗G− 1 ∗ V.
The derivative Df˜ ∗ is treated in the text following Proposition 5, and more specifically we can use (18) to show that
this factor is O(μ−1). Combine this with the fact that a convolution yields an extra factor μ−1, we may bound the
first term by O(μ−2)‖V ‖μ,Ω . Similarly, the second term is treated and is bounded by O(μ−2)‖V ‖μ,Ω . The third
term, ∂ψ0
∂y
.1 ∗ U , is also O(μ−1)‖U‖μ,Ω due to the presence of the convolution, and a similar argument is used to
bound the last term 1 ∗ V by O(μ−1)‖V ‖μ,Ω,1. The term ∂V∂y ∗ 1.g0 is easily seen to be O(μ−2)‖ ∂V∂y ‖μ,Ω (use the
presence of the convolution and the fact that g0 = O(y)), and noticing that ‖ ∂V∂y ‖μ,Ω  μ‖V ‖μ,Ω,1, we can bound
this term in total by O(μ−1)‖V ‖μ,Ω,1. The term 1 ∗ ∂V∂y ∗ G is treated similarly. Finally, the term 1 ∗ ∂Ψ∂y ∗ U is also
O(μ−1)‖U‖μ,Ω , which becomes clear once we observe that ‖1 ∗ ∂Ψ∂y ‖μ,Ω M.O(1) and that the second convolution
introduces an extra factor μ−1. We conclude∥∥DΘ(G,Ψ ) · (U,V )∥∥ O(μ−1).max{‖U‖μ,Ω,‖V ‖μ,Ω,1}.μ,Ω
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L∗ ◦Θ is a contraction. 
It now suffices to apply the fixed point theorem to show the existence of a solution to the conjugacy equation
in the Borel plane. This automatically leads to a solution to the original conjugacy equation after applying Laplace
transform Lθ . This proves Theorem 3. Note that we have relied on previous propositions, and therefore μ > 0 needs
to be taken large enough. The actual solution is hence defined only locally for (y, z) in a neighbourhood of (0,0) of
order O(μ−1), keeping y in a full neighbourhood and z in a sectorial neighbourhood.
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