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Abstract
Cuckoo hashing is an efficient technique for creating large hash tables with high space
utilization and guaranteed constant access times. There, each item can be placed in a
location given by any one out of k different hash functions. In this paper we investigate
the random walk heuristic for inserting in an online fashion new items into the hash table.
Provided that k ≥ 3 and that the number of items in the table is below (but arbitrarily
close) to the theoretically achievable load threshold, we show a polylogarithmic bound for
the maximum insertion time that holds with probability 1− o(1) as the size of the table
grows large.
1 Introduction
Hash tables are widely used in applications that need efficient data structures supporting
the insertion, deletion, and lookup of elements. A key issue in the use of hash-tables is the
handling of collisions. One particular technique that has attracted quite a bit of attention is
the so-called cuckoo hashing, which is based upon the paradigm of the power of many choices
[1, 20].
The term cuckoo hashing was coined by Pagh and Rodler in [22]. In this work we consider
a generalization of it, as it was described by Fotakis, Pagh, Sanders and Spirakis in [11].
We are given a table T with n locations, and we assume that each location can hold one
item. Further settings where two or more items can be stored in each location have also been
∗This paper was written while the first two authors were affiliated with Max-Planck-Institute for Informatics,
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studied, see e.g. [2, 7, 10, 14], but we will not treat those cases here. Moreover, we are given
k ≥ 2 hash functions h1, . . . , hk that map any element from a universe U of items to k (not
necessarily distinct) positions in the table T . Each given item can be stored at any position
dictated by one out of those k functions. As in many previous works, we also assume that
h1, . . . , hk are independent and uniformly random functions hi : U → T ; this assumption,
though not being satisfactory from a practical point of view, is necessary in several of our
arguments.
In his survey [19] Mitzenmacher outlined a number of open problems that remain to
be solved in order to improve our understanding of the power of cuckoo hashing from a
theoretical point of view. Among these is the issue of space utilization and the search for
good upper bounds for the time needed to insert new elements. The first point was recently
solved independently by the first two authors [12, 13] as well as Frieze and Melsted [15]. The
aim of this paper is to address the second point. Before we present our results we first need
to outline the results from [12, 13, 15] in more detail.
Load Thresholds A natural question in cuckoo hashing is the following. Let us denote
by I ⊂ U the set of available items. As |I| increases, it becomes more and more unlikely
that all items can be inserted into the table so that each item i is assigned to one of the k
locations h1(i), . . . , hk(i). In other words, if |I| is “small” compared to n = |T |, then with high
probability1, there is an assignment to the locations of the table that respects the k choices of
each item. On the other hand, if |I| becomes “large”, then such an assignment does not exist
with high probability (trivially, this happens at the latest when n + 1 items are available).
The important question is whether there is a critical size for I where the probability for the
existence of a valid assignment drops abruptly in the limit as n→∞ from 1 to 0, i.e., whether
there is a load threshold for cuckoo hashing. More precisely, we say that a value c∗k is the load
threshold for cuckoo hashing with k choices for each element if
P
(
there is an assignment of ⌊cn⌋ items to a table with
n locations that respects the choices of all items
)
n→∞→
{
1, if c < c∗k,
0, if c > c∗k
. (1.1)
In the case k = 2 there is a natural connection with random graphs. Indeed, we may think
of the n locations of T as the vertices of the graph, and of the items as edges that encode
the two choices. If |I| = m we obtain the classical Erdo˝s-Re´nyi random (multi-)graph G∗n,m.
The properties of this random graph are essentially those of the random graph Gn,m on n
vertices and m distinct uniform random edges. Moreover, it easy to see by applying Hall’s
Theorem that Gn,m has no subgraph with more edges than vertices if and only if all items
can be assigned to one of their preferred locations such that no location is assigned more than
one item. It is well-known that the property “Gn,m has a subgraph with more edges than
vertices” coincides with the emergence of a giant connected component that contains a linear
fraction of the vertices, see e.g. [17]. As the latter is known to happen when m crosses n/2,
we readily obtain that the load threshold for cuckoo hashing and k = 2 is at c∗2 = 1/2. In
other words, at most half of the table can be filled in a way that respects the choices of all
items.
The cases k ≥ 3 are very different from k = 2. Tight results were obtained independently
by the first two authors [12, 13], as well as by Frieze and Melsted [15]. Moreover, Dietzfelbinger
1i.e., with probability 1− o(1) as n→∞
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et al. [6] related the load threshold for cuckoo hashing to the satisfiability threshold of the
k-XORSAT problem.
Theorem 1.1. For any integer k ≥ 3 let ξ∗ be the unique solution of the equation
k =
ξ∗(1− e−ξ∗)
1− e−ξ∗ − ξ∗e−ξ∗ . (1.2)
Then c∗k =
ξ∗
k(1−e−ξ∗ )k−1 is the load threshold for cuckoo hashing with k choices per element.
In particular, if there are ⌊cn⌋ items, then the following hold with high probability.
1. If c < c∗k, then there is an assignment of the items to a table with n locations that
respects the choices of all items.
2. If c > c∗k, then such an assignment does not exist.
Numerically we obtain for example that c∗3
.
= 0.917, c∗4
.
= 0.976 and c∗5
.
= 0.992, where “
.
=”
indicates that the values are truncated to the last digit shown. Moreover, a simple calculation
reveals that c∗k = 1− e−k + o(e−k) for k →∞.
Fast Insertion Note that Theorem 1.1 is non-algorithmic: it states that whenever the
load of the hash-table is below the load threshold, then there exists with high probability
an assignment such that each item is allocated to one of the k positions given by the hash
functions. The theorem does not, however, address the question whether such an assignment
can actually be found efficiently. This is the problem that we address in this paper.
More specifically, we study the distribution of the time that is needed to add an item
into the table, assuming that some number of given items have already been allocated. We
consider the following natural randomized insertion procedure, which is also known as the
“random-walk insertion heuristic”. When we want to add a new item i to the table, we first
choose randomly one location among h1(i), . . . , hk(i). If that location is free, i can be placed
immediately and the algorithm terminates. If not, the item occupying the chosen location has
to be displaced and is moved to a random location among its remaining k−1 choices to make
room for i. This item in turn may need to displace another item, and so on. Consequently,
inserting an item will require a sequence of moves, each maintaining the property that every
item remains in one of its k potential locations, until no further displacements are needed.
The algorithm is described formally in the next section.
The random-walk insertion heuristic was introduced and simulated in [11] as a randomized
counterpart of the deterministic breadth-first search for a free location to insert the new item.
We refer the reader to that paper for a detailed discussion about the origins of the method
and many references to related work. Note that the random-walk insertion heuristic may fail
in several different ways. In particular, if it is not possible to add the new item to the table, it
will get stuck in an infinite sequence of displacements of items. Moreover, since the heuristic
acts only ’locally’, there is no way of detecting such an undesirable situation. On the other
hand, Frieze, Melsted and Mitzenmacher [16] studied this algorithm and showed that such
’bad’ situations occur only very rarely. In particular, they showed that the running time, i.e.,
the number of displaced items, is polylogarithmic with high probability provided k ≥ 8 and
the load of the hash-table is not too close to the threshold c∗k.
The main theorem of our paper states that the random-walk insertion heuristic actually
succeeds in polylogarithmic time with high probability for any number of inserted items
arbitrarily close to the load threshold and for all k ≥ 3.
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Theorem 1.2. For any ζ > 0 the following is true. Let 0 < ε < 1, and for k ≥ 3 set c =
k+log(k−1)
(k−1) log(k−1) . For any set of m = ⌊(1− ε)c∗kn⌋ items of the universe U , if the hash functions
h1, . . . , hk are independent and uniformly distributed over a table with n locations, then with
probability 1− o(1) each of the items will be inserted into the table in time O(log2+c+ζ n).
Observe that c
.
= 2.66 for k = 3, c
.
= 1.54 for k = 4 and c
.
= 1.15 for k = 5. Moreover, a
simple calculation shows that c = 1log k +O(
1
k ) as k grows. Our exponent in the bound of the
running time thus also improves upon that from [16], which is greater than 2 + 2c.
As a last remark, note that for k = 2 the random-walk insertion heuristic is a deterministic
algorithm. The total running time to insert a given number of elements was studied in
the papers by Devroye and Morin [5] and in great detail by Drmota and Kutzelnigg [8].
In particular, these papers show that the running time is linear in the number of inserted
elements. We conjecture that for k ≥ 3 this should also be the case.
Outline Our proof of Theorem 1.2 develops further some ideas from [16] and combines them
with several new structural properties of random hypergraphs. In Section 2 we introduce some
basic facts and relate cuckoo hashing to random hypergraphs and orientations of their edge
sets. A general outline of the argument can be found there. In particular, it turns out that a
crucial property needed in the analysis is that such a random hypergraph has no “dense spots”,
i.e., no subgraphs that have a density (fraction of edges to vertices) that is much larger than
the density of the whole graph, c.f. Theorem 2.2. In Section 3, which is formulated entirely in
random graph jargon, we prove Theorem 2.2. Finally, in Section 4 we prove some additional
auxiliary properties of random hypergraphs.
2 The Insertion Algorithm and its Analysis
2.1 Random-Walk Insertion & Random Hypergraphs
We begin with a formal description of the random-walk insertion heuristic. We assume that
there are k ≥ 3 hash functions h1, . . . , hk that map a universe U to the n locations of a hash
table T . We denote by T (i) the contents of the ith location of T , and we write T (i) = ∅ if
the ith location is empty. Also, if e is an item that has been inserted into the table, we denote
by I(e) the index of the hash function that e currently uses, i.e., T (hI(e)(e)) = e. With these
definitions at hand we are able to present in the following table a formal description of the
insertion algorithm exposed in the introduction.
Our analysis of this algorithm begins with describing the allocation of elements in terms of
certain operations on hypergraphs. More specifically, the hash table of size n corresponds to a
set of n vertices, and the k locations h1(i), . . . , hk(i) of an item i correspond to a hyperedge of
size (at most) k. As we assume that the hash functions are truly random, a set of m elements
gives rise to a k-uniform random multi-hypergraph H∗n,m,k with vertex set Vn = {1, . . . , n}
and m edges, each one chosen independently and uniformly at random with replacement
among all k-multisubsets of the vertex set. Note that in this definition of H∗n,m,k we actually
interpret the word “multi” in two ways: (i) an edge has size k, but may contain a particular
vertex several times, and (ii) the edge set of H∗n,m,k may be a multiset, i.e., a particular edge
may occur multiple times.
With slight abuse of terminology, we say that a multi-hypergraph H = H(V,E) with
vertex set V and edge set E is a k-graph if it is k-bounded, that is, every hyperedge is a subset
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algorithm Insert(T , I, e) – Insert e into T using the random-walk heuristic
1 SUC← FALSE;
2 j ← 0;
3 repeat
4 Choose uniformly at random i ∈ {1, . . . , k} \ {j};
5 I(e)← i;
6 if T (hi(e)) 6= ∅ then
7 e′ ← T (hi(e));
8 j ← I(e′);
9 T (hi(e))← e;
10 e← e′;
11 else
12 T (hi(e))← e;
13 SUC← TRUE;
14 endif
15 until SUC = TRUE
of V with at most k vertices. Observe, that the random hypergraph H∗n,m,k corresponds in a
natural way to a k-graph, by projecting each ordered k-tuple of vertices that forms an edge
in H∗n,m,k to the set of vertices contained in this k-tuple. In what follows, we will be using
the symbol H∗n,m,k to denote both objects; each time the interpretation should be clear from
the context.
Notation Let H = H(V,E) be a multi-hypergraph. In the rest of the paper we will use
the following notation. The density of H is the ratio |E|/|V |. Moreover, for any V ′ ⊆ V we
write H[V ′] for the subgraph of H induced by V ′, i.e., H[V ′] has vertex set V ′ and its edges
are those edges in E that contain vertices only from V ′. We will also write EH(V ′) for the
edge set of H[V ′] and eH(V ′) = |EH(V ′)|. We will omit the subscript if the graph we refer
to is clear from the context. Finally, slightly abusing notation, we will say that the density
of V ′ is eH(V ′)/|V ′|, again if the reference to H is clear from the context.
2.2 Orientations and the o-neighborhood of a Vertex
For a k-graph H = H(V,E) with |E| ≤ |V | an injective mapping o : E → V such that o(e) ∈ e
for all e ∈ E is called an orientation. For e ∈ E and v ∈ e we will say that e is oriented
to v if o(e) = v. Observe that in the setting of cuckoo hashing an orientation corresponds to
a proper assignment of the items to locations in the hash table, i.e., such that each location
contains at most one item, and each item is assigned to a location that is prescribed by
one of the k hash functions. Similarly, the random-walk insertion heuristic can be viewed
as a random walk on the vertex set of the corresponding k-uniform hypergraph. If we want
to stress that the random walk starts with a particular assignment that corresponds to an
orientation o, we also speak of an o-random walk on the vertex set of the hypergraph H.
Before we proceed with the proof of Theorem 1.2 in the next section we need to collect some
basic properties of orientations and fix some necessary notation. Given an orientation o of a
hypergraph H, we denote by Fo(H) the set of free vertices, that is, vertices to which no edge
is oriented to. We call the remaining vertices occupied. Furthermore, we will define certain
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quantities that describe how ’far’ a given vertex is from Fo(H). Formally, for any v ∈ V let
the first o-neighborhood N o,1(v;H) be the set of vertices in the edge oriented to v, excluding v
itself, i.e,
N o,1(v;H) = {u ∈ e : o(e) = v and u 6= v}.
More generally, the tth o-neighborhood of v contains all vertices in any edge that is ori-
ented to some vertex of the (t − 1)st o-neighborhood of v, excluding all vertices in previous
neighborhoods. Formally, we have
N o,t(v;H) =
{
u ∈ e : o(e) ∈ N o,t−1(v;H)
} \ t−1⋃
j=1
N o,j(v;H).
We also define the 0th o-neighborhood of v to be v itself. Moreover, we write No,t(v;H) =
∪tj=0N o,j(v;H) and No,t(v;H) = |No,t(v;H)|. We will omit the reference to H if the hyper-
graph that we refer to is clear from the context. Finally, if v is a vertex of H and S ⊆ V ,
then the o-distance of S from v is defined by
do(v, S;H) = min{t : No,t(v) ∩ S 6= ∅},
i.e., it is the smallest t such that No,t(v) contains some vertex is S. Note that the o-distance
provides a way to measure the complexity, i.e., the number of items that have to be displaced,
of an o-random walk. Indeed, if do(v, Fo) = d, then inserting a new item at location v requires
(deterministically) the displacement of at least d items.
Note also that for t ≥ 1 the definition implies that the tth neighborhood of any vertex can
contain at most (k − 1)t vertices. Thus, by summing up a geometric series we get the bound
No,t(v) ≤ (k − 1)t+1. (2.1)
2.3 Proof of Theorem 1.2: Analysis of the Insertion Algorithm
Before we proceed with the actual proof details, let us give a rough sketch of the main
argument. Assume that 0 ≤ m ≤ ⌊(1 − ε)c∗kn⌋ items I1, . . . , Im ∈ U are given, together with
the values of the k hash functions. Then the above discussion implies that the corresponding
hypergraph is distributed like H∗n,m,k, where the m items correspond to the m edges. Let us
fix the realization of H∗n,m,k that we denote by H for brevity. We will bound the insertion
time under the assumption that the hypergraph satisfies some properties holding with high
probability that we will state explicitly. In particular, these properties will guarantee that H
and (thus) all of its subgraphs have an orientation. Let Hj = Hj(Vn, Ej) be the subgraph
of H on the same vertex set, which includes only the edges that correspond to the first j
items I1, . . . , Ij , and let oj : Ej → Vn be any orientation of Hj. Subsequently, we will argue
that if H has this set of desired properties, then with probability at least 1−O(n−1−ζ/2) the
oj-random walk will displace at most O(log
2+c+ζ n) items before inserting Ij+1 successfully.
This implies the statement of the theorem.
Suppose that the edge corresponding to Ij+1 is initially allocated to v ∈ Vn, and assume
that v is occupied; otherwise there is nothing to show. Following the arguments in [16] we will
consider a decomposition of the vertex set Vn into two sets according to the oj-distance of Foj
from each vertex. In particular, for some C > 0, we let S ⊆ Vn be the set of vertices v ∈ Vn
such that doj (v, Foj ) ≤ C and let B = Vn \S. In the work of Frieze et al. [16] the parameter C
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was of order log log n. In contrast, for our analysis, it is sufficient that doj (v, Foj ) is bounded,
and this has also the additional benefit that it allows us to shave off some logarithmic factors
from the resulting running time. We show that C can be chosen such that S covers almost
all of the hypergraph.
Note that if v ∈ S, then the definition of S implies that there is at least one free vertex
within oj-distance C from v, and the oj-random walk will thus hit a free vertex with proba-
bility at least 1/(k − 1)C within the next C steps. In order to treat the case v 6∈ S we will
first show that certain expansion properties of H (that hold with high probability for H∗n,m,k)
guarantee that the oj-neighborhood up to oj-distance roughly logk−1 n from v grows almost
like a (k − 1)-regular hypertree. This, in turn, will then allow us to show that for vertices
v 6∈ S the oj-random walk will hit S with reasonably high probability after a logarithmic
number of steps.
Our plan for the proof of Theorem 1.2 is thus as follows. In the next two subsections
we define two properties of k-graphs, a density and an expansion property, and show that a
random hypergraph H∗n,m,k has these properties with high probability. We also show that the
density property implies that the set S is large, and that the expansion property implies that
a random walk starting in a vertex not in S will hit S within a logarithmic number of steps
with high probability. In Section 2.3.3 we then show how these two properties conclude the
proof of Theorem 1.2.
2.3.1 Density Properties
Assume that H = H(V,E) is a k-graph. We define the following property.
Property Dδ: For all ∅ 6= V ′ ⊆ V we have
e(V ′) < (1− δ)|V ′|.
Note that if a k-graph has propertyDδ for some δ > 0, then there exists an orientation as well;
this follows immediately from Hall’s theorem. The next proposition states that for any such
orientation o, most of the vertices are such that the set of free vertices Fo is within bounded
o-distance from them. This will be an important ingredient in the proof of Theorem 1.2, since
for such vertices, the probability that the random-walk insertion heuristic finds the shortest
sequence of displacements to some free vertex is bounded from below by a constant.
Proposition 2.1. Let H = H(V,E) be a k-graph that has Property Dδ for some δ > 0. Let
o : E → V be any orientation. Then, for all α > 0, there exists C = C(α, δ) > 0 and a set
S ⊆ V with |S| ≥ (1− α)|V | such that for every v ∈ S we have do(v, Fo) ≤ C.
We defer the proof to Section 2.4. The next theorem states that H∗n,m,k has Property Dδ with
high probability for some suitable δ > 0.
Theorem 2.2. Let 0 < ε < 1, k ≥ 3 and suppose that m = ⌊(1 − ε)c∗kn⌋. There exists a
δ = δ(ε, k) > 0 such that H∗n,m,k has property Dδ with probability 1− o(1).
We prove this theorem in Section 3. Together with Proposition 2.1 this gives us a statement
about the typical structure of H∗n,m,k.
Corollary 2.3. Let ε > 0, α > 0 and assume that m = ⌊(1 − ε)c∗kn⌋. Then there is a C =
C(α, ε) > 0 such that every subgraph Hˆ = Hˆ(Vn, Eˆ) of H
∗
n,m,k has the following property with
high probability. For any orientation oˆ of Hˆ there exists a set S ⊆ Vn such that |S| ≥ (1−α)n
and every v ∈ S satisfies doˆ(v, Foˆ; Hˆ) ≤ C.
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2.3.2 Expansion Properties
The density properties described in the previous section will allow us to deal in the proof of
Theorem 1.2 with insertions of new items at vertices that are at bounded o-distance from the
set of free vertices. In order to deal with insertions at any other vertex we will consider a
different set of structural properties of hypergraphs.
For a set of edges E′ of a hypergraph H = H(V,E), we denote by V (E′) the set of vertices
contained in edges of E′. We say that a k-graph H = H(V,E) has expansion property E , if it
satisfies the following two conditions.
Property E :
1. For all E′ ⊆ E with log log |V | < |E′| < |V |/k we have
|V (E′)| ≥ (k − 1− x|E′|)|E′|, where xs = logk((k−1)e
k)
logk(|V |/s)−1 .
2. For all E′ ⊆ E with |E′| ≤ log log |V | we have
|V (E′)| ≥ (k − 1)|E′|.
Note that for any E′ ⊆ E we have |V (E′)| ≤ k|E′|, and moreover, if the graph with edge
set E′ is connected, then even |V (E′)| ≤ (k−1)|E′|. Property E thus guarantees that |V (E′)|
is ’close’ to this upper bound for all E′ ⊆ E, i.e., the graph around any given vertex expands
rapidly.
Certainly, the choice of the parameters in the definition of E is somehow arbitrary and
not best possible. Nevertheless, they suffice for our arguments. In Section 4 we show the
following statement.
Proposition 2.4. If m ≤ c∗kn, then H∗n,m,k has Property E with high probability.
Note also that if H has Property E , then all its subgraphs have also this property. Given
an orientation o of a hypergraph and a vertex v, recall that No,t(v) is the number of vertices
within o-distance at most t from v. In Section 4 we show the following statement, which
quantifies how fast No,t grows as a function of t, if the given graph has Property E .
Lemma 2.5. Let ζ > 0, k ≥ 3 and c = c(k) be as in Theorem 1.2. Then, for any β > 0
sufficiently small and for any n sufficiently large the following is true. Let H = H(V,E)
be a k-graph with n vertices that has Property E, and let o : E → V be any orientation.
Set T = logk−1 n + (c + ζ) logk−1 logk−1 n. If v ∈ V is such that there is no free vertex
within o-distance T from v, then No,T (v) > βn.
The proof can be found in Section 4. In other words, this lemma states that number
of vertices with o-distance T from a given vertex v is Ω(n), provided that there is no free
vertex within this o-distance. Intuitively, placing a new item at such a vertex v dominates the
running time of the random-walk insertion heuristic, since in this case it is forced to displace
(in the best case) at least T items.
In order to show a similar statement about No,t for vertices that are ’close’ to the set of free
vertices we perform a simple technical modification. Given a hypergraph H = H(V,E) and
an orientation o of its edges, we define an auxiliary hypergraph H ′ = H ′(V ′, E′) by replacing
every free vertex of H by a (k − 1)-regular hypertree of depth T (on a new set of vertices)
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rooted at this vertex. We extend o to an orientation o′ of the edges of H ′ by orienting each
new edge towards the root of its tree. Thus, the union of the leaves of each such tree are the
free vertices of H ′.
Corollary 2.6. With the same assumptions as in Lemma 2.5 and H ′ as in the previous
paragraph we obtain for all v ∈ V that No′,T (v;H ′) > βn.
2.3.3 Proof of Theorem 1.2
In this section we combine the statements of Corollary 2.3 and Corollary 2.6 to derive a
high probability bound for the running time of the random-walk insertion heuristic. Assume
that m = ⌊(1 − ε)c∗kn⌋. From Theorem 2.2 we know that there exists a δ = δ(ε, k) > 0
such that H∗n,m,k satisfies Property Dδ with high probability. In particular, H
∗
n,m,k has an
orientation with high probability, and so do all of its subgraphs. From Proposition 2.4 we
also know that H∗n,m,k satisfies Property E with high probability; similarly, all its subgraphs
have Property E . We thus may assume that we begin with a certain realization of H∗n,m,k
that has both properties, which, for convenience, we abbreviate by H. Let Hˆ = Hˆ(Vn, Eˆ) be
any subgraph of H on the same vertex set. Fix any orientation oˆ of its edges, and any ζ > 0.
Thereafter, choose α small enough so that Corollary 2.6 can be applied (to Hˆ) with β = 2α
and set C = C(α, ε) > 0 as in Corollary 2.3. Note that this also specifies the set S, i.e., S ⊆ Vn
is such that |S| ≥ (1− α)n and every v ∈ S satisfies doˆ(v, Foˆ; Hˆ) ≤ C.
Lemma 2.7. Assume that α, ζ, C and H, Hˆ, oˆ are specified as above. Let T and c be defined
as in Corollary 2.6 and Theorem 1.2. Then the probability that a oˆ-random walk on Hˆ starting
at a vertex v0 hits a free vertex within T + C steps is at least α (k − 1)−C (logk−1 n)−c−ζ.
Proof. Let us consider the following stopping rule. Starting from v0, we walk either for T
steps or until we hit a free vertex, whatever occurs earlier. If the latter is not the case, then
we walk for C additional steps or until we hit a free vertex. We consider the same oˆ-random
walk on Hˆ ′, that is, the oˆ-random walk that starts at v0 and makes the same random choices
as the one in Hˆ, and possibly new ones, if the random walk on Hˆ stopped at a free vertex.
Let u be the vertex that has been reached after T steps. The growth property guaranteed
by Corollary 2.6 implies that there are at least βn − αn ≥ αn vertices within oˆ′-distance T
from v0 in Hˆ
′ that either belong to S or to one of the trees we added to Hˆ. The probability
of hitting such a vertex after T steps is at least αn (k − 1)−T . If u 6∈ S, then u belongs to one
of the trees that we added to Hˆ, and we conclude that the oˆ-random walk on Hˆ has stopped
before making T steps. If u ∈ S, then we stop the oˆ-random walk in Hˆ ′ but we continue it
in Hˆ for another C steps or until a free vertex is found. The probability that we end up at a
free vertex is at least (k − 1)−C , since the assumption that u belongs to S implies that there
is at least one free vertex within oˆ-distance C from u. Thus the probability of success is at
least αn (k − 1)−T−C , and the proof is completed.
To conclude the proof of Theorem 1.2, we split the o-random walk into phases, where a
phase is either a window of duration T + C or until a free vertex was hit. We repeatedly
use the above lemma to bound the number of unsuccessful phases, since it applies to any
subgraph of H∗n,m,k and any orientation of it. More precisely, suppose that we are given any
orientation oˆ of some subgraph Hˆ of H∗n,m,k, and we want to extend oˆ to the graph Hˆ plus
some edge e that is in H∗n,m,k but not in Hˆ. (In the cuckoo hashing setting, this amounts
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to the situation that we have already inserted a specific number of items in the table, and
we want to add another item.) Suppose that we set oˆ(e) = v0 ∈ e; v0 is chosen randomly
among the vertices in e, but this is not important. If the first phase is unsuccessful, then
the above statement applies with the starting vertex being the vertex in which the previous
phase ended, say v1, and with a new orientation oˆ1 of the hypergraph Hˆ with e and without
the edge that was oriented to v1 before the last step of the oˆ-random walk.
The above arguments imply that for any ζ > 0 the probability that at least logc+1+2ζk−1 n
phases are unsuccessful given that a new item is inserted in v0 is O(1/n
1+ζ). As each phase
lasts for T +C = O(log n) steps, we deduce that with probability 1−O(1/n1+ζ), the random
walk inserts the new item within O(log2+c+2ζ n) steps. As the total number of inserted
elements is O(n) this concludes the proof of Theorem 1.2.
Remark Note that the same argument yields the bound O(log1+c+2ζ n) for the expected
total number of steps performed by one o-random walk, since the number of unsuccessful
phases is dominated by a geometric distribution.
2.4 Proof of Proposition 2.1: o-neighborhoods and the Density of a Hy-
pergraph
The main idea of the proof is as follows. As H has Property Dδ we know that |Fo| =
|V | − |E| > δ|V |. Suppose that we remove all free vertices and all edges that contain a free
vertex. As the removal of any edge e that contains a free vertex generates a new free vertex,
namely o(e), this process generates a subhypergraph of H, which is induced by V \Fo, with a
new set of free vertices. For this subhypergraph we can again use Property Dδ to deduce that
the number of free vertices is at least a δ-fraction of the number of vertices. We repeat this
stripping until we are left with less than α|V | vertices – and show that a constant number of
rounds suffice.
More formally, let F0 := Fo and L0 := V . Define inductively Li+1 = Li \ Fi and let Fi+1
be the set of free vertices in the hypergraph induced by Li+1. Since H has Property Dδ, it
follows that |F0| > δ|V | = δ|L0|. We claim that for all i ≥ 0 we have |Fi+1| ≥ δ|Li+1| as well.
The two crucial observations are:
(i) |Li+1| = e(Li), as Li+1 contains exactly the vertices that are the images (under o) of
the edges in the hypergraph induced by Li.
(ii) |Fi+1| = e(Li) − e(Li+1), as every edge that belongs to the hypergraph induced by Li
but not to the one induced by Li+1 generates exactly one free vertex in Fi+1.
As H has Property Dδ we also know that e(Li+1) < (1− δ)|Li+1|. Hence,
|Fi+1| (ii)= e(Li)− e(Li+1) > e(Li)− (1− δ)|Li+1| (i)= δ|Li+1|.
Thus
|Li+1| = |Li| − |Fi| < (1− δ)|Li| for all i ≥ 0.
To conclude the proof observe that this implies that for all t ≥ 1
|Lt| < (1− δ)t|L0| = (1− δ)t|V |.
Thereby, choosing t = ⌈log1−δ α⌉ we deduce that |Lt| < α|V |. Thus, we may take S := V \Lt
and C(α, δ) = ⌈log1−δ α⌉.
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3 Proof of Theorem 2.2: the Subgraph Density of H∗n,m,k
Towards the proof of Theorem 2.2 we begin with showing a lemma that will enable us to
restrict our arguments to a specific subgraph of H∗n,m,k. In particular, we will consider the
so-called core, which is the unique maximum subhypergraph of a given hypergraph H with
minimum degree at least two. Of course, the core of H might contain no vertex. We will
denote the core of H by C(H).
The core is a well-studied object in the literature of random graphs and it has several
applications in the analysis of algorithms, for example in the context of load balancing and
hashing [2, 10, 12] or graph coloring [3]. In particular, the distribution of the number of
vertices and edges in C(H∗n,m,k) is well-known, see e.g. [23, 4, 21, 18], and we will make
extensive use of these results.
A standard algorithm that reveals the core of a given hypergraph is the so-called stripping
process and works as follows. We repeatedly choose an arbitrary vertex of degree at most one
and we remove it from the graph, together with the single edge that it contains (if any). This
process stops when there are no more available vertices of degree at most one; what remains
is either an empty hypergraph with no vertices (if the core is empty), or, otherwise, the core
itself.
Lemma 3.1. Let H = H(V,E) be a k-graph where every edge contains at least two distinct
vertices such that
1. C(H) has Property Dδ for some 0 < δ < 1/4 and
2. H has Property E.
Then there exists ζ > 0 such that H itself has Property Dζδ.
Proof. Let S ⊆ V . We set vS = |S| and we write eS for the number of edges in H[S].
Moreover, we write dS = eS/vS for the density of H[S]. We will show that for any S ⊆ V we
have dS < 1−ζδ for some ζ > 0. Towards this goal we will make a case distinction depending
on the number of edges eS .
The first part of Property E implies that for all β ∈ (0, 1) there exists a 0 < γ < 1/k such
that for all E′ ⊆ E with log log |V | < |E′| ≤ γ|V | we have
|V (E′)| ≥ (k − 1− β)|E′|.
Setting β = 1/2, let γ = γ(1/2) be as above. Let us start with the case eS ≤ γ|V |. The
bound on the density of S can be deduced right away from Property E . Indeed, by using the
first part of Property E , if eS > log log |V |, then vS ≥ (k − 1− 1/2)eS , yielding
dS =
eS
vS
≤ 1
k − 1− 1/2
(k≥3)
≤ 2
3
. (3.1)
Using the second part of Property E , if eS ≤ log log |V |, then vS ≥ (k−1)eS . A rearrangement
yields
dS =
eS
vS
≤ 1
k − 1
(k≥3)
≤ 1
2
. (3.2)
Suppose now that eS > γ|V |. We will make a further case distinction depending on the
number of edges that belong to the core of H[S]. First, let us assume that there are at
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least γ|V |/2 edges of H[S] that do not belong to the core of H[S]. To avoid unnecessary
complications we will assume that H[S] is connected; clearly it is sufficient to argue about
connected sets. Consider the stripping process on H[S]. This induces an ordering of the set of
vertices of H[S] not belonging to the core; it is the ordering according to which these vertices
are deleted from H[S]. Let v1, . . . , vt be this ordering for an integer t ≤ vS.
Note that whenever we delete a vertex of degree one during the stripping process, this
is accompanied by an edge that is deleted too, that is, the (single) edge that this vertex is
contained in. Each one of the remaining k− 1 vertices of this edge either belongs to the core
of H[S] or it appears in some position after the deleted vertex in the specified ordering. Let us
now consider the ordering in reverse and let i be the minimum index such that the number of
edges that contain vi, . . . , vt in the graph induced by vi, . . . , vt and the vertex set of C(H[S])
is ⌊γ|V |/2⌋; there are s := t − i + 1 vertices there. Assuming that among them there are x
vertices that were isolated at the point in time they were removed by the stripping process,
we have s = ⌊γ|V |/2⌋ + x. The first part of Property E implies that the number of vertices
that are contained in these edges is at least (k − 1 − β)⌊γ|V |/2⌋. Among these vertices at
least (k − 1 − β)⌊γ|V |/2⌋ − s = (k − 2 − β)⌊γ|V |/2⌋ − x vertices must belong to the core
of H[S]. Let S0 denote these vertices and let S1 denote the remaining vertices of the core
of H[S]. In other words, |S0| ≥ (k− 2−β)⌊γ|V |/2⌋−x. As the core of H[S] is a subgraph of
the core of H, Property Dδ implies that the core of H[S] contains at most (1− δ)(|S0|+ |S1|)
edges. Now we can write an upper bound on the density of S. We have
dS =
eS
vS
≤ t− x+ (1− δ)(|S0|+ |S1|)
t+ |S0|+ |S1| = 1−
x
t+ |S0|+ |S1| − δ
|S0|+ |S1|
t+ |S0|+ |S1| .
Using that t+ |S0|+ |S1| ≤ |V | we infer that
eS
vS
≤ 1− x|V | − δ
|S0|
|V | ≤ 1−
x
|V | − δ
(k − 2− β)⌊γ|V |/2⌋ − x
|V | ≤ 1− δ
(k − 2− β)⌊γ|V |/2⌋
|V | .
So, ⌊γ|V |/2⌋ ≥ γ|V |/4 implies that
eS
vS
≤ 1− δ (k − 2− β)γ|V |
4|V | = 1− δ(k − 2− β)γ/4. (3.3)
Finally, assume that less than γ|V |/2 edges of H[S] do not belong to the core of H[S].
With eC(S) and vC(S) denoting the number of edges and vertices of the core of H[S], respec-
tively, Property Dδ of the core of H implies that
(1− δ)vC(S) > eC(S) ≥ γ|V |/2. (3.4)
Since additionally t+ eC(S) ≤ |V | we infer that
eS
vS
≤ t+ eC(S)
t+ vC(S)
≤ t+ (1− δ)vC(S)
t+ vC(S)
= 1− δ vC(S)
t+ vC(S)
(3.4)
≤ 1− δ γ|V |
2(1 − δ)|V | = 1− δ
γ
2(1 − δ) .
Together with (3.1)–(3.3) the above inequality determines the value of ζ. Taking
ζ := min
{
1
2
,
γ
2(1 − δ) ,
(k − 2− 1/2)γ
4
}
suffices.
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The main ingredient in our proof is statement about the subgraphs of the core itself.
Theorem 3.2. Let ε > 0 and suppose that m = ⌊(1−ε)c∗kn⌋, where c∗k is given in Theorem 1.1.
Then, for sufficiently small ε, the core of H∗n,m,k has Property Dε3/2 with probability 1− o(1).
The above theorem together with Proposition 2.4 and Lemma 3.1 yield Theorem 2.2. In
the remainder of this section we prove Theorem 3.2.
3.1 Models of Random Hypergraphs
Theorem 3.2 is stated for the H∗n,m,k model, where multiple edges are allowed, and also each
edge can contain a vertex more than once. We start by arguing that it suffices to consider
a slightly different random graph model. Let Hn,m,k denote a random hypergraph that is
created by selecting m edges with k distinct vertices in each edge without replacement. Then
the following is true.
Proposition 3.3. Let k ≥ 3 and ε > 0 be sufficiently small. Assume that m = ⌊cn⌋, for
some c > 0. If P(Hn,m,k has property Dε3) = 1 − o(1), then P(H∗n,m,k has property Dε3/2) =
1− o(1) as well.
Proof. First of all, recall that Proposition 2.4 implies that H∗n,m,k has Property E with prob-
ability 1 − o(1). Therefore, sets of size at most γn, for some sufficiently small γ > 0, do not
violate Property Dε3/2. So it is sufficient to argue only about sets with at least γn vertices.
Let us call an edge in H∗n,m,k bad if it either has repeated vertices or if there is another edge
that contains exactly the same vertices. For each of these edges we resample new edges until
the resulting hypergraph contains m different edges with k distinct vertices in each. Note
that this process yields Hn,m,k. A trivial calculation reveals that with probability 1 − o(1)
the random hypergraph H∗n,m,k has at most log n bad edges.
In the above process, sets with at least γn vertices may change their number of edges
by at most log n. Thus, for n large enough, if Hn,m,k has the property Dε3 and there are at
most log n bad edges, thenH∗n,m,k must have propertyDε3/2. The statement of the proposition
follows.
Thus, proving Theorem 3.2 for Hn,m,k (where we use ε
3 instead of ε3/2) is sufficient. Our
remaining proof strategy is inspired by the ideas in [12, 13], where it was shown that the core
of Hn,m,k has property D0. Particularly, we develop further and adapt the arguments in that
papers in order to show the stronger statement claimed in Theorem 3.2.
We will use the following auxiliary statements about binomial coefficients.
Proposition 3.4. Let H(x) = −x log x−(1−x) log(1−x) denote the entropy function. Then,
for any 0 < α < 1 and |δ| < 1, as n→∞(
n
αn
)
=
1 + o(1)√
2piα(1 − α)ne
nH(α) and
(
n
αn + δn
)
≤
(
n
αn
)
en|δ| log(max{1/α,1/(1−α)}).
Proof. The first statement is well-known and follows immediately from Stirling’s approxima-
tion of the factorial function; we omit the details. To see the second statement, let us first
consider the case δ ≥ 0. We can assume that α + δ ≤ 1, as otherwise the statement holds
trivially. Then ( n
αn+δn
)( n
αn
) = δn∏
i=1
n− αn − i+ 1
αn+ i
≤
(
(1− α)n
αn
)δn
≤ enδ log(1/α).
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Similarly, for the case δ < 0 we obtain( n
αn−|δ|n
)( n
αn
) = |δ|n−1∏
i=0
αn− i
n− αn+ i+ 1 ≤
(
αn
(1− α)n
)|δ|n
≤ en|δ| log(1/(1−α)).
For the sake of convenience we will carry out our calculations in the Hn,p,k model of ran-
dom k-graphs. This is the “higher-dimensional” analogue of the well-studied Gn,p model,
where, given n ≥ k vertices, we include each k-tuple of vertices with probability p, indepen-
dently of every other k-tuple. Standard arguments show that if we adjust p suitably, then
the Hn,p,k is essentially equivalent to Hn,cn,k. The following proposition makes this statement
precise.
Proposition 3.5. Let P be any property of hypergraphs, and let p = ck/(n−1k−1), where c > 0.
Then
P (Hn,cn,k 6∈ P) ≤ O(
√
n) · P (Hn,p,k 6∈ P) .
Proof. Let N =
(n
k
)
, and note that pN = cn. Hence,
P (Hn,p,k has cn edges) =
(
N
cn
)
pcn(1− p)N−cn (Prop. 3.4)= Θ(n−1/2).
The claim then follows from
P (Hn,cn,k 6∈ P) = P (Hn,p,k 6∈ P | Hn,p,k has cn edges) ≤
P (Hn,p,k 6∈ P)
P (Hn,p,k has cn edges)
.
In order to prove Theorem 3.2 it is therefore sufficient to show that the core of Hn,p,k has
Property Dε3 with probability 1− o(n−1/2). This is accomplished in the next sections.
3.2 Working on the Core of Hn,p,k: the Cloning Model
Recall that the core of a hypergraph is the unique maximum subgraph that has minimum
degree (at least) two. Note that studying properties of the core of a random hypergraph
directly is a very difficult task, since the restriction on the minimum degree introduces several
dependencies among the edges. At this point we introduce the main tool for our analysis,
which provides an accurate description of the core of random hypergraphs. The cloning
model with parameters (N,D, k), where N ≥ 1 and D ≥ 0 are random variables taking
integral values, is defined as follows. We generate a graph in three stages.
1. We expose the value of N .
2. We expose the degrees d = (d1, . . . , dN ), where the di’s are independent identically
distributed as D.
3. For each 1 ≤ v ≤ N we generate dv copies, which we call v-clones or simply clones.
Then we choose uniformly at random a matching from all perfect k-matchings on the
set of all clones. Note that such a matching may not exist – in this case we choose a
random matching that leaves less than k clones unmatched. Finally, we construct the
graph Hd,k by contracting the clones to vertices, i.e., by projecting the clones of v onto
v itself for every 1 ≤ v ≤ N .
14
Note that the last stage in the above procedure is equivalent to the configuration model Hd,k
for random hypergraphs with degree sequence d = (d1, . . . , dn). In other words, Hd,k is a
random multigraph where the ith vertex has degree di.
We will consider a special case of the above model. The so-called Poisson cloning
model H˜n,p,k for k-graphs with n vertices and parameter p ∈ [0, 1], which was introduced
by Kim [18]. There, we choose N = n with probability 1, and the distribution D is the Pois-
son distribution with parameter λ := p
(
n−1
k−1
)
. Note that here D is essentially the vertex degree
distribution in the binomial random graph Hn,p,k, so we would expect that the two models
behave similarly. The following statement confirms this, and is implied by Theorem 1.1 in [18].
Theorem 3.6. Let k ≥ 2 and suppose that p = Θ(n−k+1). Then there is a C > 0 such that
for any property P of k-graphs
P (Hn,p,k 6∈ P) ≤ CP
(
H˜n,p,k 6∈ P
)1/k
+ e−n.
In other words, in order to prove Theorem 3.2 it is sufficient to show that the core of H˜n,p,k
has Property Dε3 with probability 1−o(n−k/2). Before we do so, let us collect some important
properties of the Poisson cloning model.
One big advantage of the Poisson cloning model is that it provides a very precise descrip-
tion of the core. In particular, Theorem 6.2 in [18] implies the following statement, where we
write “x± y” for the interval of numbers (x− y, x+ y).
Theorem 3.7. Let λk := minx>0
x
(1−e−x)k−1 , 0 < δ < 1, and c be such that ck = p
(n−1
k−1
)
> λk.
Moreover, let x¯ be the largest solution of the equation x = (1 − e−xck)k−1, and set ξ := x¯ck.
Then the following is true with probability 1 − n−ω(1). If N˜2 denotes the number of vertices
in the core of H˜n,p,k, then
N˜2 = (1− e−ξ − ξe−ξ)n ± δn.
Furthermore, the core itself is distributed like the cloning model (N˜2, Po≥2(Λc,k), k), where
Po≥2(Λc,k) denotes a Poisson random variable conditioned on being at least 2 and parame-
ter Λc,k, where Λc,k = ξ + β, for some |β| ≤ δ.
We shall say that a random variable is a 2-truncated Poisson variable, if it is distributed
like a Poisson variable, conditioned on being at least 2. The next statement is taken from [13,
Corollary 3.4].
Corollary 3.8. Let δ > 0. Let N˜2 and M˜2 denote the number of vertices and edges in the
core of H˜n,p,k, where p = ck/
(n−1
k−1
)
and ck > λk, where λk is defined in Theorem 3.7. Then,
with probability 1− n−ω(1),
N˜2 = (1− e−ξ − ξe−ξ)n± δn and M˜2 = ξ(1− e
−ξ)
k(1− e−ξ − ξe−ξ)N˜2 ± δn,
where ξ = x¯ck and x¯ is the largest solution of the equation x = (1− e−xck)k−1.
In the following we will collect a few basic properties of the relation of the number of
vertices and edges in the core of H˜n,p,k. We define the functions
f(x) =
x(1− e−x)
k(1− e−x − xe−x) and g(x) =
x
k(1− e−x)k−1
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and recall that c∗k and ξ
∗ in Theorem 1.1 and also Theorem 3.2 are given by the solution of
the system
1 = f(ξ∗) and c∗k = g(ξ
∗). (3.5)
An easy calculation shows that f(x) is an increasing function of x and infinitely differentiable
over R+, and that g(x) has a unique minimum, which is obtained at x = xg. Moreover, g(xg) =
λk/k, where λk is defined in Theorem 3.7. We shall need the following technical claim.
Claim 3.9. xg < ξ
∗.
Proof. A simple calculation reveals that
g′(x) =
1− e−x − (k − 1)xe−x
k(1− e−x)k .
Let x0 = 2 log(k − 1). The numerator of g′(x0) is 1 − 1(k−1)2 − 2 log(k−1)k−1 , which is easily seen
to be greater than zero for all k ≥ 3. Hence g′(x0) > 0 and thus xg ≤ x0.
In the remainder we argue that ξ∗ ≥ k/2, which settles the claim with x0 < k/2. Note
that the monotonicity of f guarantees that it is enough to show that f(k/2) ≤ 1. Using the
estimate ex ≥ 1 + x+ x2/2, which is valid for all x ≥ 0 we obtain
f
(
k
2
)
=
1
2
· e
k/2 − 1
ek/2 − 1− k/2 =
1
2
(
1 +
k
2(ek/2 − 1− k/2)
)
≤ 1
2
(
1 +
4
k
)
.
Note that for k ≥ 4 this expression is at most 1, thus concluding the proof in these cases.
Finally, if k = 3, then numerical calculations imply that ξ∗ > 2.14 > 2 log 2.
Let us assume that p = ck/
(n−1
k−1
)
, where c = (1−ε)c∗k > λk/k, and set ξ = x¯ck, where x¯ is
the largest solution of the equation x = (1−e−xck)k−1. So, ξ is the largest solution of c = g(ξ),
implying with the above claim that ξ < ξ∗. Therefore, we have f(ξ) < 1, and Corollary 3.8
guarantees that with probability 1 − n−ω(1) the density of the core of Hn,p,k is less than 1.
This argument can be extended to obtain the following finer statement.
Corollary 3.10. Let δ > 0 be sufficiently small and choose c > λk/k such that the largest
solution ξ of the equation c = g(ξ) satisfies ξ = ξ∗ − δ, where ξ∗ is as in Theorem 1.1. Then
there is an ε > 0 such that ε = Θ(δ) and c = (1− ε)c∗k. Moreover, there is a constant ek > 0
such with probability 1− n−ω(1)
M˜2 = N˜2(1− ekδ +Θ(δ2)).
Proof. We first show that there is an ε > 0 with the claimed properties. Note that ξ is defined
through the equation c = g(ξ) and ξ∗ through c∗k = g(ξ
∗). Let xg be the minimizer of g, i.e.,
g(xg) = λk/k, and note that whenever x > xg we have g
′(x) > 0. Applying Taylor’s Theorem
and using (3.5) we infer that there is a µ ∈ [ξ, ξ∗] such that
c = g(ξ) = g(ξ∗) + g′(µ)(ξ − ξ∗) = c∗k − g′(µ)δ.
So c = (1 − ε)c∗k, where ε = g
′(µ)
c∗
k
δ, and note that g′(µ) remains bounded for µ ∈ [ξ, ξ∗],
whenever δ is sufficiently small.
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To see the claim for M˜2, note that Corollary 3.8 (where we use δ
2 for δ) guarantees that
with probability 1 − n−ω(1) we may assume that M˜2 = (f(ξ) ± δ2)N˜2. Moreover, Taylor’s
Theorem, this time applied to f , implies that
f(ξ) = f(ξ∗) + f ′(ξ∗)(ξ − ξ∗) +O((ξ − ξ∗)2) = 1− f ′(ξ∗)δ +O(δ2),
thus concluding the proof with ek = f
′(ξ∗) and the fact that f is increasing.
We immediately obtain the following corollary.
Corollary 3.11. Let k ≥ 3. Let ε > 0 be sufficiently small and suppose that p = (1 −
ε)c∗kk/
(
n−1
k−1
)
. Then, with probability 1− n−ω(1)
M˜2 ≤ (1− ε2)N˜2.
3.3 Subgraphs of the 2-Core
In order to obtain a sufficient bound for the probability that the core of H˜n,p,k has propertyDε3
we will exploit the following statement. Recall that for a hypergraph H = H(V,E) and
S ⊆ V we denote by H[S] the subgraph induced by S, and we abbreviate eS = |EH(S)| for
the number of edges in H[S].
Proposition 3.12. Let γ > 0 and let H = H(V,E) be a k-graph such that |E| < ⌊(1−γ)|V |⌋.
Moreover, let U be an inclusion maximal subset of V such that eU ≥ (1− γ)|U |. Then eU =
⌈(1− γ)|U |⌉ and all edges e ∈ E satisfy |e ∩ U | 6= k − 1.
Proof. If eU > ⌈(1−γ)|U |⌉, then eU ≥ (1−γ)|U |+1. Let U ′ = U ∪{v}, where v is any vertex
in V \ U . Note that such a vertex exists, as U 6= V . Moreover, denote by d the degree of v
in U , i.e., the number of edges in H that contain v and all other vertices only from U . Then
eU ′ = eU + d ≥ eU ≥ (1− γ)|U |+ 1.
Note that |U ′| = |U |+ 1. Hence, the above inequality implies that
eU ′ ≥ (1− γ)(|U |+ 1)− (1− γ) + 1 ≥ (1− γ)|U ′|,
which contradicts the maximality of U . Similarly, if there was an edge e such that |e ∩ U | =
k−1, then we could construct a larger subset of VH that also satisfies the density requirement
by adding the vertex in e \ U to U .
Let γ > 0. The following lemma bounds the probability that a given subset of the vertices
of the core is maximal and has density ≥ 1 − γ, assuming that the degree sequence has been
exposed. That is, the randomness is that of the 3rd stage of the exposure process in the
Poisson cloning model. A similar statement was shown in [12] for the special case γ = 0.
Lemma 3.13. Let k ≥ 2, d = (d1, . . . , dN ) be a degree sequence and U ⊆ {1, . . . , N} such that
|U | = ⌊βN⌋, where 1/2 < β ≤ 1. Moreover, set M = k−1∑Ni=1 di and q = (kM)−1∑i∈U di.
Let 0 < γ < 1/4 and assume that 3N/4 < M < (1 − γ)N . If B(β, q; γ) denotes the event
that U is an inclusion maximal set of Hd,k such that eU ≥ (1− γ)|U |, then
Pd,k(B(β, q; γ)) ≤ max
{
1,
(
M
⌊βN⌋
)}
· (2k − k − 1)M−βN · e−kM ·H(q) · eO(γ log(1/γ)N),
where H(x) = −x lnx− (1 − x) ln(1 − x) denotes the entropy function, and Pd,k denotes the
probability measure on the space of Stage 3, given the outcomes of the first two stages.
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Proof. The graph Hd,k is obtained by creating di clones for each 1 ≤ i ≤ N and, thereafter, by
choosing uniformly at random a perfect k-matching on this set of clones. Note that this is the
same as throwing kM balls intoM bins, with the condition that every obtains exactly k balls.
We use this analogy to prove the claim as follows. Assume that we color the kqM clones of the
vertices in U red, and the remaining k(1− q)M clones blue. So, by applying Proposition 3.12
we are interested in the probability of the event that there are exactly ⌈(1−γ)|U |⌉ bins with k
red balls and no bin that contains exactly one blue ball.
We estimate the probability for this event as follows. We start by putting into each bin
k black balls, labeled with the numbers 1, . . . , k. Let K = {1, . . . , k}, and let X1, . . . ,XM be
independent random sets such that for 1 ≤ i ≤M
∀K′ ⊆ K : P (Xi = K′) = q|K′|(1− q)k−|K′|.
Note that |Xi| is distributed like Bin(k, q). We then recolor the balls in the ith bin that
are in Xi with red, and all others with blue. We infer that the total number of red balls is
X =
∑M
i=1 |Xi|. Set
Z = P (X = kqM) .
Note that E (X) = kqM , and that X is distributed like Bin(kM, q). By applying Proposi-
tion 3.4 we infer that
Z = P (X = E (X)) = (1 + o(1))(2piq(1 − q)kM)−1/2.
Let Rj be the number of Xi’s that contain j elements, and set
P = P (X = kqM ∧Rk = ⌈(1 − γ)|U |⌉ ∧Rk−1 = 0) .
Let eU = ⌈(1 − γ)|U |⌉. By using the above notation we may estimate
P (B(β, q; γ)) = P
Z
≤
√
2M · P (X = kqM ∧Rk = eU ∧Rk−1 = 0) . (3.6)
Let pj = P (|Xi| = j) =
(k
j
)
qj(1− q)k−j. Moreover, define the set of integer sequences
A =
(b0, . . . , bk−2) ∈ Nk−1 :
k−2∑
j=0
bj =M − eU and
k−2∑
j=0
jbj = kqM − keU
 .
Then
P =
∑
(b0,...,bk−2)∈A
(
M
b0, . . . , bk−2, 0, eU
)
·
k−2∏
j=0
p
bj
j
 · peUk .
Observe that the summand can be rewritten as(
M
eU
)
qkqM(1− q)k(1−q)M ·
(
M − eU
b0, . . . , bk−2
) k−2∏
j=0
(
k
j
)bj
.
By applying the multinomial theorem we obtain the bound
∑
(b0,...,bk−2)∈A
(
M − eU
b0, . . . , bk−2
) k−2∏
j=0
(
k
j
)bj
≤ (2k − 1− k)M−eU .
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Thus, from (3.6) we infer that for large M
P (B(β, q; γ)) ≤ 2
√
M
(
M
eU
)
qkqM (1− q)k(1−q)M (2k − k − 1)M−eU .
The proof is completed by estimating
(M
eU
)
. More specifically, assume first that |U | ≥ (1−γ)M .
Then γ < 1/4 guarantees that(
M
eU
)
≤
(
M
2γM
)
≤
(
eM
2γM
)2γM
= eO(γ log(1/γ)·N).
Otherwise, let us write |U | = ⌊βN⌋ = ηM , for some appropriate η ≤ 1−γ. Note that β > 1/2
and M < (1− γ)N guarantee that η > 1/2. By applying Proposition 3.4 we obtain(
M
eU
)
=
(
M
(1− γ)ηM
)
≤
(
M
ηM
)
eMγη log(max{1/η,1/(1−η)}) =
(
M
|U |
)
eO(γ log(1/γ)N).
With the above lemma at hand we are ready to estimate the number of subsets of vertices
in the core of H˜n,p,k that have density at least 1−ε3. Suppose that the degree sequence of the
core C is given by d = (d1, . . . , dN2). Then, the number of edges in C is M2 = k
−1∑N2
i=1 di.
For q, β ∈ [0, 1] let Xq,β = Xq,β(C) = Xq,β(d) denote the number of subsets of C with ⌊βN˜2⌋
vertices and total degree ⌊q ·kM˜2⌋. (We will omit writing “⌊.⌋” from now on.) Note that Xq,β
is a random variable that depends only on the outcomes of the first two stages of the exposure
of the core. Let also Yq,β denote the number of these sets that are inclusion maximal and
have density at least 1− ε3.
Let δ > 0. Moreover, let p = ck/
(n−1
k−1
)
be such that the largest solution ξ of the equa-
tion g(ξ) = c satisfies ξ = ξ∗ − δ, where g(ξ∗) = c∗k. By applying Corollary 3.10 we infer that
there is a ε = Θ(δ) such that c = (1 − ε)c∗k. Moreover, Theorem 3.7 (where we use δ3 for δ)
guarantees that with probability 1− n−ω(1)
N˜2 = n(1− e−ξ − ξe−ξ)± δ3n and Λc,k = ξ ± δ3, where ξ = ξ∗ − δ.
Set
n2 = (1− e−ξ − ξe−ξ)n and m2 = ξ(1− e
−ξ)
k(1 − e−ξ − ξe−ξ)n2
and let A be the event
A : N˜2 = n2 ± δ3n and M˜2 = m2 ± δ3n. (3.7)
Corollary 3.8 implies that P (A) = 1 − n−ω(1). Moreover, Corollary 3.10 guarantees the
existence of a ek > 0 such that
m2 = (1− ekδ +Θ(δ2))n2. (3.8)
We shall assume all the above facts in the remainder. We are ready to prove the main result
of this section, which deals with sets with more than 0.7N2 vertices. Smaller sets are treated
at the end of this section.
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Lemma 3.14. With the notation above, let β ∈ [0.7, 1−ekδ/2] and let β ≤ q ≤ 1−2(1− β)/k.
Then, for sufficiently small δ > 0
P (Yq,β > 0) = n
−ω(1).
Moreover, when q < β or q > 1− 2(1− β)/k, the above probability is 0.
Proof. The proof follows the arguments in [13], see Lemma 4.5 – Claim 4.11 there. We describe
here all necessary steps and refer each time we need a statement from [13] at the appropriate
position in that paper. Firstly, suppose that we have exposed the degree sequence d of the
core. Markov’s inequality implies that
P (Yq,β > 0 | d) ≤ Xq,β(d)Pd,k(B(β, q; ε3)), (3.9)
where B(β, q; ε3) is as in Lemma 3.13. Note that for sufficiently small δ > 0, (3.8), the upper
bound on β, and Proposition 3.4 imply(
m2 ± δ3n
β(n2 ± δ3n)
)
≤
(
n2
β(n2 ± δ3n)
)
≤
(
n2
βn2
)
· eO(δ3 log(1/δ)n2).
By conditioning on A, taking expectations on both sides of (3.9), and applying Lemma 3.13
(see Lemma 4.5 in [12]) we infer that for δ > 0 sufficiently small
P (Yq,β > 0) ≤ E (Xq,β | A) ·
(
n2
βn2
)
· (2k − k− 1)m2−βn2 · e−km2·H(q)+O(δ2n2)+P (A) . (3.10)
The expectation of Xq,β, conditioned on the event A, is determined by calculating the prob-
ability that a specific set with βN˜2 vertices has total degree qkM˜2. This task was performed
in [13], see Lemma 4.8 there. It follows that
E (Xq,β | A) = exp
(
n2H(β)− n2(1− β)I
(
k(1− q)
1− β
)
(1 + o(1)) +O(n2δ
2)
)
,
where
I(z) =
{
z (lnTz − ln ξ)− ln
(
eTz − Tz − 1
)
+ ln
(
eξ − ξ − 1) , if z > 2
ln 2− 2 ln ξ + ln(eξ − ξ − 1), if z = 2 ,
and Tz is the unique solution of z =
Tz(1−e−Tz )
1−e−Tz−Tze−Tz . Let
f(β, q) := 2 H(β) + (1− β) ln(2k − k − 1)− kH (q)− (1− β)I
(
k(1− q)
1− β
)
.
By using (3.10) and (3.8) we infer that
P (Yq,β > 0) ≤ exp
{
n2
(
f(β, q) + ekδ
(
kH (q)− ln(2k − k − 1)) +O(δ2))}+ n−ω(1).
In [13] the following was shown, see Claim 4.11 there.
Claim 3.15. There exists a C > 0 such that for any small enough ν > 0 the following is
true. Let 0.7 ≤ β ≤ 1− ν and β ≤ q ≤ 1− 2(1− β)/k. Then
f(β, q) ≤ −Cν +O(δ2).
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We distinguish between the following cases. First, note that if 0.7 ≤ β ≤ 1−√δ, then the
above claim yields for sufficiently small δ > 0
P (Yq,β > 0) ≤ en2(−C
√
δ+O(δ)) + n−ω(1) = n−ω(1).
Finally, if 1 −√δ ≤ β ≤ 1− ekδ/2, then the above claim implies that there is a C ′ > 0 such
that f(β, q) < C ′δ2. Moreover, by the monotonicity of the entropy function and q ≥ β we
have for sufficiently small δ > 0
kH (q)− ln(2k − k − 1) ≤ kH(0.99) − ln(2k − k − 1).
A simple calculation and the fact H(0.99) < 0.06 show that the above expression is negative
for all k ≥ 3.
This completes the proof of Theorem 3.2 for the case 0.7 ≤ β ≤ 1 − ekδ/2. Now if
β ≥ 1 − ekδ/2, then (3.7) together with (3.8) imply that for small δ all larger subsets have
density smaller than 1− ε3.
In order to cover the remaining cases for β we use straightforward first moment arguments.
For technical reasons we state our results for the uniform model Hn,m,k. We begin with the
case k ≥ 5.
Lemma 3.16. Let k ≥ 5, c < 1 and 0 < γ < 0.001. Then Hn,cn,k contains no subset with less
than 0.7n vertices and density at least 1− γ with probability at least 1− n−(1−γ)k2+2k+1.
Proof. The probability that an edge of Hn,cn,k is contained completely in a subset U of the
vertex set is
(|U |
k
)
/
(n
k
) ≤ ( |U |n )k. Let kn ≤ u ≤ 0.7. Then the probability that there is a set
with un vertices and density at least 1− γ is at most(
n
un
)
·
(
cn
(1− γ)un
)
uk·(1−γ)un ≤ en(H(u)+H((1−γ)u)+(1−γ)ku lnu),
whereH(x) = −x lnx−(1−x) lnx denotes the entropy function. It can easily be seen that the
exponent has a unique minimum with respect to u in [0, 0.7], implying that it is maximized
either at u = k/n or at u = 0.7. Note that
H(0.7)+H((1−γ)0.7)+(1−γ)k 0.7 ln(0.7) ≤ H(0.7)+H((1−γ)0.7)+(1−γ)5·0.7 ln(0.7) ≤ −0.01
and that
H
(
k
n
)
+H
(
(1− γ)k
n
)
+ (1− γ)k
2
n
ln
(
k
n
)
= −((1− γ)k
2 − (2− γ)k) ln n
n
+O
(
1
n
)
.
So, the maximum is obtained at u = k/n, and for large n we conclude that the probability
that there is a subset with at most 0.7n vertices and density at least 1− γ is at most∑
k/n≤u≤0.7
n−(1−γ)k
2+2k ≤ n−(1−γ)k2+2k+1.
The cases k ∈ {3, 4} need a separate treatment. There we will exploit Proposition 3.12.
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Lemma 3.17. Let 0 < γ < 0.001. Let H be a k-graph, where k ∈ {3, 4} and call a set
U ⊂ VH bad if
eU = ⌈(1− γ)|U |⌉ and ∀e ∈ EH : |e ∩ U | 6= k − 1.
Then, for any c ≤ 0.95 and sufficiently large n
P (Hn,cn,3 contains a bad subset U with ≤ n/2 vertices) = o(1).
and for any c ≤ 0.98 and sufficiently large n
P (Hn,cn,4 contains a bad subset U with ≤ 3n/4 vertices) = o(1).
The proof is essentially the same as the proof of Lemma 4.3 in [13], and thus omitted.
Proof of Theorem 3.2. First of all, let k ≥ 5. By applying Lemma 3.16 we obtain that with
high probability, Hn,m,k does not contain a subset of less than 0.7n vertices with density at
least 1− ε3. By Proposition 3.3 this is also true for H∗n,m,k, and in particular also for the core
ofH∗n,m,k. Concerning larger subsets of the core ofH
∗
n,m,k, by Proposition 3.5 and Theorem 3.6
it suffices to show that the core C = C(VC, EC) of H˜n,p,k, where p = ck/
(
n−1
k−1
)
and m = cn,
contains no subset with more than 0.7|VC| vertices and density at least 1−ε3 with probability
at least 1− o(n−k/2). This follows from Lemma 3.14, and the proof is completed for k ≥ 5.
The cases k = 3, 4 require slightly more work. We begin with k = 3. Lemma 3.17 and
the fact c∗3 < 0.95 guarantee that with high probability the core of Hn,m,k has no subset S
with ≤ n/2 vertices such that eS = ⌈(1− ε3)|S|⌉, and there is no edge that contains precisely
two vertices in that set. By Proposition 3.3 this is also true for H∗n,m,k. In particular,
by using Proposition 3.12 we infer that with high probaility the core of H∗n,m,k does not
contain a inclusion maximal subset with at most n/2 vertices and density at least 1 − ε3.
Concerning larger subsets of the core of H∗n,m,k, again by Proposition 3.5 and Theorem 3.6
it suffices to show that the core C = C(VC, EC) of H˜n,p,k, where p = ck/
(
n−1
k−1
)
and m = cn,
contains no subset with more than n/2 vertices and density at least 1−ε3 with probability at
least 1−o(n−k/2). However, by Corollary 3.8 we know that with probability at least 1−n−ω(1)
|VC| = (1− e−ξ − ξe−ξ ±O(ε))n, where ξ = 3c(1 − e−ξ)2.
Numerical calculations imply that |VC| ≥ 0.63n for any ε > 0 that is small enough. So, C
does not contain any inclusion maximal subset with less than n/2 ≤ |VC|/(2 · 0.63) ≤ 0.77N˜2
vertices an density at least 1 − ε3. This completes together with Lemma 3.14 the proof
for k = 3; the case k = 4 follows similarly by using the second part of the conclusion of
Lemma 3.17, and the fact that c∗4 < 0.98.
4 Spanning properties of H∗n,m,k
4.1 Proof of Proposition 2.4
The proof is similar to that of Lemma 8 in [16], but suitably adjusted to our parameters. For
ease of notation we write t = (k − 1)s − δ; later we will set δ = xss and δ = 1, respectively.
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The expected number of sets in H∗n,m,k containing s edges that span at most t vertices is
bounded from above by(
m
s
)(
n
t
)(
tk
nk
)s
≤
(
c∗kne
s
)s (ne
t
)t( t
n
)ks
= n−δeks−δ(c∗ks
−1)sts+δ
≤ n−δeks(c∗ks−1)s((k − 1)s)s(ks)δ =
(
ks
n
)δ (
c∗k(k − 1)ek
)s
.
(4.1)
Let ξ > 0 be such that (1 + ξ)c∗k = 1. To deduce the first claim we observe that for δ = xss
the assumption xs = logk((k − 1)ek)/(logk(n/s)− 1) implies that(
ks
n
)δ (
c∗k(k − 1)ek
)s
=
[(
ks
n
)xs (
c∗k(k − 1)ek
)]s
= (1 + ξ)−s.
By taking the sum over all log log n < s ≤ n/k we deduce that the probability that there
exists a set of s edges of that spans at most (k−1−xs)s vertices is O
(
(1 + ξ)−log logn
)
= o(1).
The proof of the second part follows along the same lines, except that we use slightly
cruder upper bounds. In particular, we bound c∗k ≤ 1. Setting δ = 1, we deduce from (4.1)
that the expected number of sets with s ≤ log log n edges that span at most t = (k − 1)s− 1
vertices is at most
k log log n
n
·
(
kek
)log logn
= o(1).
4.2 Proof of Lemma 2.5
We will use the following auxiliary fact.
Proposition 4.1. For any constants a, b > 0 we have that whenever D = D(a, b) is suffi-
ciently large then
j∏
i=1
(
1− a
ib+D
)
≥ j−a/b · (bD)−a/b · e−a2/bD for all j ≥ 2/b.
Proof. Assume that D ≥ 2 is large enough so that ab+D ≤ 0.5. As 1− x ≥ e−x−x
2
for x ≤ 0.5
we thus obtain
j∏
i=1
(
1− a
ib+D
)
≥ exp
(
−
j∑
i=1
a
ib+D
−
j∑
i=1
(
a
ib+D
)2)
. (4.2)
Further, we have
j∑
i=1
a
ib+D
≤ a
∫ j
0
1
bx+D
dx =
a
b
· (log(bj +D)− log(D)) ≤ a
b
· log(bj +D).
Similarly,
j∑
i=1
(
a
ib+D
)2
≤ a2
∫ j
0
1
(bx+D)2
dx =
a2
b
·
(
1
D
− 1
bj +D
)
≤ a
2
bD
.
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Now observe that for j ≥ 2/b we have bj+D ≤ bjD and thus log(bj+D) ≤ log(bj)+ log(D).
The substitution of these two bounds into (4.2) thus yields
j∏
i=1
(
1− a
ib+D
)
≥ j−a/b · (bD)−a/b · e−a2/bD.
Let H = H(V,E) be a k-graph on n vertices having Property E . We also fix a vertex
v ∈ V and an orientation o of the edges, and for all i ≥ 0 we let si be the number of vertices
that are within o-distance at most i from v. Note that si = No,i(v), but we shall be using
this symbol throughout this section to avoid an unnecessary notational burden. If all vertices
within o-distance at most i from v are occupied, then Property E implies that
si+1 ≥
{
(k − 1− xsi)si, if si > log log n
(k − 1)si, if si ≤ log log n.
. (4.3)
Claim 4.2. Let i0 := min{i : si > log log n}. Then i0 ≤ logk−1 log log n+ 1.
Proof. Observe that for all 2 ≤ i < i0, we have si ≥ (k−1)si−1 ≥ . . . ≥ (k−1)i−1s1 = (k−1)i,
and the claim follows.
Claim 4.3. Let tε := ⌊(1− ε) logk−1 n⌋. Then there exists a dk > 0 such that whenever ε > 0
is sufficiently small and n is sufficiently large we have
stε ≥ n1−ε · e−dk/ε.
Proof. Observe that by (2.1) we have stε ≤ (k− 1)tε+1 ≤ (k− 1)n1−ε. Let i0 be defined as in
the previous claim. Hence, we have for all i0 ≤ i ≤ tε for any sufficiently large n that
xsi ≤
logk((k − 1)ek)
ε logk n− logk(k − 1)− 1
≤ 2 log((k − 1)e
k)
ε log n
.
Thus, for all such i the first part of (4.3) yields
si+1 ≥ (k − 1− xsi)si ≥ (k − 1)
(
1− 2 log((k − 1)e
k)
(k − 1)ε log n
)
si.
Set φ = φ(ε, k, n) = 1 − 2 log((k−1)ek)(k−1)ε logn . By applying the above estimate repeatedly and using
Claim 4.2 we obtain
stε ≥ (k − 1)tε−i0φtε−i0si0 ≥ (k − 1)tε−logk−1 log lognφlogk−1 n · log log n ≥
n1−ε
k − 1 · φ
logk−1 n.
Note that
φlogk−1 n ≥ exp
{
−2 log((k − 1)e
k)
ε(k − 1) log n logk−1 n+ o(1)
}
= exp
{
− 2 log((k − 1)e
k)
ε(k − 1) log(k − 1) + o(1)
}
.
Since log((k−1)e
k)
(k−1) log(k−1) > 0 for any k ≥ 3, the claim follows whenever ε is sufficiently small.
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Claim 4.4. Let t ≥ i0, where i0 is as defined in Claim 4.2. For every ε > 0 sufficiently small,
if st ≤ εn, then for all 0 ≤ i ≤ t− i0, we have
xst−i ≤
logk((k − 1)ek)
i logk(k − 1− γ) + logk(1/ε) − 1
≤ γ,
where γ = logk((k−1)e
k)
logk(1/ε)−1 .
Proof. We will show the statement by induction on i. For i = 0 this is obtained directly from
the definition of xst :
xst =
logk((k − 1)ek)
logk(n/st)− 1
≤ logk((k − 1)e
k)
logk(1/ε) − 1
= γ.
Using (4.3), for the induction step we have
st−(i+1) ≤
st−i
k − 1− xst−(i+1)
≤ st−i
k − 1− γ ≤
st
(k − 1− γ)i+1 ≤
εn
(k − 1− γ)i+1 .
Thus the definition of xst−(i+1) yields
xst−(i+1) =
logk((k − 1)ek)
logk(n/st−(i+1))− 1
≤ logk((k − 1)e
k)
(i+ 1) logk(k − 1− γ) + logk(1/ε) − 1
< γ.
The next claim finishes the proof of Lemma 2.5.
Claim 4.5. For every k ≥ 3 and ζ > 0 there exists ε0 = ε0(ζ, k) > 0 such that for all
0 < ε < ε0 and n sufficiently large the following is true. If all vertices within o-distance
T := logk−1 n+
(
k+log(k−1)
(k−1) log(k−1) + ζ
)
logk−1 logk−1 n from v are occupied, then sT > εn.
Proof. We prove the claim by contradiction. Assume that sT ≤ εn. Claim 4.4 implies that
xsT−i ≤
logk((k − 1)ek)
i logk(k − 1− γ) + logk(1/ε) − 1
for all 0 ≤ i ≤ T − i0 and the first part of (4.3) thus implies that
sT−j ≤ εn∏j
i=1
(
k − 1− xsT−i
) ≤ εn
(k − 1)j
1∏j
i=1
(
1− logk((k−1)ek)/(k−1)i logk(k−1−γ)+logk(1/ε)−1
) . (4.4)
for all 0 ≤ j ≤ T − i0. We now apply Proposition 4.1 for a = logk((k − 1)ek)/(k − 1) and
b = logk(k − 1 − γ). Then Proposition 4.1 implies such that whenever ε is sufficiently small
(such that logk(1/ε) − 1 ≥ D, where D = D(a, b) is as defined in Proposition 4.1), then
j∏
i=1
(
1− logk((k − 1)e
k)/(k − 1)
i logk(k − 1− γ) + logk(1/ε) − 1
)
≥ j−
logk((k−1)e
k)
(k−1) logk(k−1−γ) · 1
Cε,k
, (4.5)
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where Cε,k is an appropriately defined constant depending only on ε and k. Then substituting
the lower bound from (4.5) into (4.4) we obtain that for all j ≤ logk−1 n we have
sT−j ≤ εn
(k − 1)j (logk−1 n)
logk((k−1)e
k)
(k−1) logk(k−1−γ)Cε,k. (4.6)
If we now set Rε,k := Cε,k · edk/ε, where dk is the constant from Claim 4.3, we deduce that
for j := ε logk−1 n+
logk((k−1)ek)
(k−1) logk(k−1−γ) logk−1 logk−1 n+ logk−1Rε,k we have
sT−j ≤ εe−dk/εn1−ε. (4.7)
If ε is small enough, then in turn γ is small enough so that for n sufficiently large T − j ≥
⌊(1− ε) logk−1 n⌋; this, however, contradicts the lower bound from Claim 4.3.
4.3 Proof of Corollary 2.6
The hypergraph H ′ still has Property E with n instead of N = |V (H ′)|. Using this, the proof
of Corollary 2.6 follows exactly along the lines of the proof of Lemma 2.5.
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