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In this paper we give the first NC approximation algorithms for the unweighted and 
weighted set cover problems. Our algorithms use a linear number of processors and give a 
cover that has at most log n times the optimal size/weight, hus matching the performance of 
the best sequential algorithms. We apply our set cover algorithm to learning theory, giving an 
NC algorithm to learn the concept class obtained by taking the closure under finite union or 
finite intersection of any concept class of finite VC-dimension that has an NC hypothesis 
finder. In addition, we give a linear-processor NC algorithm for a variant of the set cover 
problem first proposed by Chazelle and Friedman and use it to obtain NC algorithms for 
several problems in computational geometry. © 1994 Academic Press, Inc. 
1. INTRODUCTION 
Given a hypergraph H= (V, E) with IV1 = n and [EI = m, and a cost function on 
the vertices c : V ~ R, the weighted set cover problem consists of finding a min imum 
cost subset R ~_ V that covers H;  i.e., an R that minimizes c(R)= ~v~R C(V) subject 
to the constraint hat e n R ¢ ~ for all e ~ E. This is equivalent o the problem of, 
given a set system d ___ 2 x and a cost function c : d ~ R, finding a min imum cost 
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subcollection d '  ~ d such that U ~¢' = X. The unweighted set cover problem is the 
special case when all costs are 1. The set cover problem is NP-complete El6], so 
we will not be concerned with algorithms giving exact solutions. Instead, we will 
consider approximation algorithms, algorithms that output sub-optimal solutions 
with a performance guarantee bounding the worst-case ratio between the cost of the 
solution output and the optimal solution. 
The best known polynomial-time approximation algorithm for set cover is 
the greedy set cover algorithm [-8, 15, 18]. Surprisingly, showing that the greedy 
algorithm performs well is fairly challenging, as is evident in the proofs of Johnson, 
Lov~sz, and Chvatal. They show that the greedy algorithm has a (1 + In A) perfor- 
mance guarantee (i.e., it always produces a cover of cost at most (1 +ln A) times 
optimal), where A is the maximum degree of H (i.e., the maximum number of edges 
containing any node). However, the greedy algorithm seems inherently sequential. 
Although RNC algorithms have been proposed that perform well for some special 
cases [-5, 7, 28], until now no parallel algorithm that performs well on arbitrary 
instances has been developed. 
The main result of this paper is a linear-processor deterministic NC algorithm that 
always finds a cover that is within a (1 + 5) log A factor of the optimal cost, for any 
5, 0 < e < 1. Hence, the algorithm achieves virtually the same performance as the best 
sequential algorithm in terms of cover size, and is within a polylogarithmic factor in 
terms of processor-time product. To obtain an algorithm that uses only a linear 
number of processors, we first give a randomized algorithm that only needs pairwise 
independence to guarantee a good solution and then adapt the techniques of Luby 
[20] to derandomize and get a linear-processor deterministic algorithm. 
The approximate set cover algorithms we develop have applications to parallel 
learning theory. We consider a well-known learning problem that has been solved 
in the sequential domain [-6], and solve it in parallel. In particular, we consider the 
problem of learning in concept classes that are formed by taking either finite unions 
or finite intersections of a fixed base class of finite VC dimension. We show that 
classes of this type are NC-learnable whenever there is an NC algorithm for finding 
a consistent hypothesis in the base class. The only previous work on parallel 
learning is in [-28 ]. They give an RNC algorithm for learning s-fold unions of axis- 
parallel rectangles in the plane, by using a randomized set cover algorithm for 
specialized hypergraphs. Our general techniques olve this problem as a special 
case. In addition, while [-28] may produce a hypothesis with up to O(s 2 log m) 
rectangles (where m is the sample size), our method will always produce one with 
at most O(slog m) rectangles, which is within a logarithmic factor of optimal. 
We also consider a related set cover problem, which we call the balanced set 
cover problem. Specifically, given a hypergraph H=(V,E) ,  with IV] =n and 
[E] = m, and some fixed c, 0 < c < 1, find a minimum size subset R___ V such that 
]Rc~eJ ~c  lel IRI/n for all e~E. We call this a balanced cover since for each edge, 
the fraction of its vertices in the cover is at least a constant imes the average 
fraction. Clearly, balanced set cover differs from normal set cover in that instead of 
covering every edge once, every edge is covered multiple times in proportion to its 
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size. Chazelle and Friedman [-7] considered this problem and developed a polyno- 
mial-time approximation algorithm that produces an R of size O(log(nrn)/e), where 
en is the size of  the smallest edge. Their algorithm is a modified version of the 
greedy set cover algorithm and is also sequential in nature. In this paper, we give 
an NC algorithm for balanced set cover that obtains the same bound on the cover 
size as the sequential algorithm [-7]. As we did for approximate set cover, we start 
by giving an RNC algorithm that only needs pairwise independence, and then 
derandomize the algorithm using only a linear number of processors. 
In computational geometry, randomization is frequently used to construct 
algorithms [-9-12, 14, 24, 25]. Recently, Chazelle and Friedman [-7] showed how 
to make most of the randomized algorithms used in computational geometry 
deteministic, albeit at the cost of a substantial increase in running time. The 
random process in these algorithms is simply random sampling: choosing a random 
subset of a number of objects. To remove randomization, Chazelle and Friedman use 
balanced set cover instead of random sampling: they construct a balanced set cover 
problem so that a balanced cover will have the relevant properties of a random 
sample. Our parallel results can be used to put many of these geometry algorithms, 
such as the post office problem 1-10], simplex range search [14], and half-space 
range search [9], into deterministic NC, with the number of processors required 
being equal to the (large) running time of the algorithms of Chazelle and Friedman. 
An alternative approach to balanced set cover and the geometry problems just 
mentioned has been suggested independently by Motwani etal. [23]. Their 
balanced set cover algorithm is the parallel analogue of Anderson's [3 ] discrepancy- 
based sequential algorithm, and uses (log n)-wise independence (instead of pairwise 
independence, as in our method). As a consequence, the Motwani et al. algorithms 
for these problems require many more processors than the algorithms described in 
this paper. It does not appear that this approach can be used to solve the more dif- 
ficult general problem of approximate set cover. 
The remainder of this paper is divided into sections as follows. In Section 2, we pre- 
sent an RNC algorithm for approximate set cover. In Section 3, we show how to 
remove the randomness from our RNC algorithm, obtaining a linear-processor NC 
algorithm for approximate set cover. In Section 4, we show how to use approximate 
set cover, as well as other tools, to solve the learning problem described above. Sec- 
tion 5 presents an NC algorithm for balanced set cover. In Section 6, we outline how 
Chazelle and Friedman sequentially remove randomness from geometry algorithms 
using balancd set cover, and describe the ideas that are needed to parallelize their 
algorithms in conjunction with our parallel algorithm for balanced set cover. 
2. OBTAINING AN RNC ALGORITHM 
FOR APPROXIMATE SET COVER 
In this section we show how to obtain an RNC approximation algorithm for set 
cover that achieves a performance guarantee within a 1 + e factor of the best known 
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sequential algorithm. The analysis of our algorithm will depend only on pairwise 
independence. This will allow us, in Section 3, to convert our algorithm into a 
deterministic NC algorithm obtaining the same performance guarantee. 
2.1. Emulating the Greedy Algorithm 
The best known polynomial-time approximation algorithm for set cover is the 
greedy algorithm, which was developed independently by Johnson and Lovfisz for 
the unweighted case [15, 18], and was extended to the weighted case by Chvatal 
[8]. The greedy algorithm is as follows: given hypergraph H= (V, E), and cost 
function c: V~ R, we pick the vertex with minimum cost per edge covered (i.e., 
minimum c(v)/d(v), where d(v) is the number of edges containing vertex v). We add 
it to the cover, remove it and all edges containing it from the hypergraph, and 
repeat until there are no edges left. 
Define a fractional cover of H to be a function : V---> R such that 0 <~f(v)~< 1 for 
all v e V and ~-.vee f(v)>~ 1 for all e E E. (Note that a normal cover is a fractional 
one where f (v )e{0 ,  1} for all v e V.) The cost of a fractional cover is 
~ v f(v) c(v). Chvatal proved: 
THEOREM 2.1 [-8]. The greedy algorithm outputs a cover R of H with 
c(R) <<. (ln A + 1)-c*, where z* is the cost of the optimal fractional cover of H. 
Unfortunately, the greedy algorithm seems inherently sequential in nature. The 
degree of each vertex depends on which vertices have already been picked for the 
cover. Thus, which vertex we pick at any step depends on which vertices were 
picked at all prior steps. 
However, we can devise parallel algorithms which are close to the greedy 
algorithm. We will seek to, instead of picking one vertex at a time, pick a large 
collection of vertices at once which cover almost as many edges as the greedy 
algorithm could picking that many vertices one at a time. 
DEFINITION 2.2. An algorithm a-emulates the greedy algorithm if it outputs a 
cover in a series of steps, each of which selects a set of vertices R with the property 
that the total cost of R divided by the number of edges covered by R is at most e 
times the minimum cost per edge at the start of the step, i.e. 
c(R) c(v) 
~< e min - -  
I {e :ec~R#~}l  wvd(v)" 
That this notion of emulating the greedy algorithm is good enough to give good 
approximations is captured by the following theorem. 
THEOREM 2.3. Any algorithm that a-emulates the greedy algorithm will output a 
cover R of H with c(R) <<. e(ln A + 1)~*, where z* is the cost of the optimal fractional 
cover of H. 
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Proof Let f be an optimal fractional cover, i.e., a function f : V ~ [0, 1] such 
that Zv~vf(v)c(v)=z* and, for all eeE, Z~ef(V)>~l. TO prove the stated 
bound, we will show how to "simulate" f using the cover produced by our 
algorithm. 
For each e e E, we let Ye be the cost of covering edge e. More specifically, if the 
selection step that covered e did so by selecting P, and k edges were covered by P, 
then Ye would be set to c(P)/k. Clearly, the cost of the cover produced is 
E Ye~ E E f (V)Ye 
eeE eEE vee 
v eEE~ 
where E~= {eEE[ vee}. We can think of the inner sum, Z~eo Ye, as the cost of 
simulating v with our cover (i.e., it is the price we paid to cover the edges that v 
covers). In the remainder of this proof we will show that ~ee Ev Ye is bounded above 
by e(1 + lnA)c(v), from which the theorem follows. 
We claim that for any v and b, the number of edges e s E~ with Ye >7 b is at most 
ec(v)/b. Assume this were not true for some v and b. Then at the point in the execu- 
tion of the algorithm just before the first e ~ E v with Ye/> b is covered, the current 
degree of v is more than ec(v)/b. But this implies that at that point in the algorithm, 
c(R) 
I{e" ec~R~.~}] - Ye  
~>b 
> ~c(v)/d(v) 
/> ~ rain c(v) 
v E v d (v ) '  
contradicting the assumption that the algorithm c~-emulates the greedy algorithm. 
Suppose we rank the d(v) edges e ~ E, by decreasing order of Ye" We know from 
the above claim that if the ith ranked edge has cost b, then i <~ c(v)/b. So if we look 
at the ith ranked edge, then uc(v)/i is an upper bound on its cost. Thus, 
d(v) 
Eye  <- Z ~c(v)/i 
e~ Ev i= l 
d(v) 
=~c(v) ~ 1/i 
i=1  
~< c~c(v)(1 +In d(v)) 
~< ~xc(v)(1 + ln  A), 
as promised. I 
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2.2. A Special Case 
In the previous section, we showed that any algorithm that, for some small e, 
e-emulates the greedy algorithm, achieves a good performance guarantee for 
approximate set cover. To obtain an (R)NC algorithm, we must now show we 
can e-emulate the greedy algorithm in a polylogarithmic number of steps. This 
means many of these selection steps must pick a very large number of vertices 
simultaneously and yet perform almost as well as the greedy algorithm would, 
picking that many vertices one at a time. In this section, we will demonstrate a 
simple case where this is easily done. Then in the next section, we will show how 
to extend these techniques to work in general. 
Here we will consider the special case of a hypergraph where all edges have the 
same number of vertices, all vertices are contained in the same number of edges, 
and the cost of every vertex is 1. Let H= (V, E) be a hypergraph, IV[ = n, and 
IE[ = m. Furthermore, assume that for each e e E, [el = a and that each vertex in V 
is contained in exactly b edges of E. These conditions, in particular, imply that 
ma = nb. 
Let 6 be a small positive constant between 0 and 1. We will consider andomly 
picking vertices with the goal of covering about a ~ fraction of the edges. In 
particular, we pick each vertex with probability p = a/a, independently of all other 
vertices. This immediately gives an expected number of vertices picked of pn and an 
expected number of edge coverings (where if an edge has two of its vertices picked, 
it is counted twice, etc.) of map = 6m. 
To count the expected number of edges covered, we look at the probability that 
a single edge is covered. Without loss of generality, assume we are considering edge 
e = {v I ..... va}, and let Xi be the event that vertex v; is picked. Then, 
Pr[e is covered] = Pr[X1 v X2 v .-. v X~] 
= 1 - Pr[J71/x )7 2/x ... /x )Ta] 
= 1 - ( l  - -p )a  
>~l -e  -~ 
Thus, by linearity of expected value, the expected number of edges covered is at 
least (1 - 6/2) 6m. 
Now consider the greedy algorithm picking pn vertices, one at a time. Since every 
vertex is in exactly b edges, the best the greedy algorithm (or any algorithm, for 
that matter) could do is to cover pnb edges. Simplifying, we find pnb = 3m. So our 
randomized algorithm covered almost a 3 fraction of the edges, emulating the 
greedy algorithm within a 1 / ( i -8 /2 )  factor. If we could do this in general, we 
could cover all of the edges using only log o +~)m selection steps, and thus would 
have a good RNC approximation algorithm for set cover. Unfortunately, in the 
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above example, we needed the hypergraph to be in a very special form. In the next 
section we will show how to handle general hypergraphs in a series of selection 
steps resembling this one. 
Before showing the general result, we will show an alternative analysis of the 
simple result which will require only pairwise independence. This form is actually 
more convenient to use in the next section; it will also allow us to derandomize and 
obtain NC algorithms in Section 3. 
Recall that we were lower bounding Pr[X1 v X2 v .-- v Xo]. Rather than apply 
DeMorgan's Law, we can lower bound this by the first two terms of the inclusion- 
exclusion expansion; namely, 
Pr l -X  1 v X 2 v . . .  v Xa]  >~ y '  Pr [X i ] -  
l <<-% i <~ a 
/> ~ --  32/2. 
y" Pr[X~ A Xj] 
1 <~i<j<<.a  
Notice, whereas before we needed full independence to say Pr [ ) l  1 /x-'Y2/x 
• .. /x Xo] = (1 -  p)a, here we only need pairwise independence to say that for all 
i and j, Pr[X;/x Xi] = p2. The rest of the analysis is identical to before. 
2.3. The RNC Algorithm 
Now we return to the problem of finding a near optimal cover for an arbitrary 
hypergraph. We proceed as follows. Let e be a constant, 0 < e ~< 1/12. We cover H 
in a series of stages. At the beginning of stage h (stages are sequenced in decreasing 
order), the hypergraph induced by the algorithm thus far has maximum degree per 
unit cost less than (1 +e)  h. During this stage, we restrict our attention to the 
subhypergraph induced by the vertices of degree per unit cost between (1 + e)h-1 
and (1 +e)h and only add these vertices to the cover. In this way we only add to 
the cover vertices that have degree per unit cost close to the maximum, thereby 
emulating the greedy algorithm. 
It will be necessary in our proofs that all the vertices we handle have roughly the 
same degree, To ensure this, we divide each stage into phases. During phase i 
(again, phases are sequenced in decreasing order), we restrict the hypergraph to 
vertices of degree between (1 + e)i 1 and (1 +e)i. At the beginning of phase i, all 
vertices have degree at most (1 + ~);. At the end of this phase, all unpicked vertices 
will have either degree at most (1 + e)~-1 or degree per unit cost at most (1 + e) h- 1. 
In the previous ection, since every edge was of size a, we could pick vertices with 
probability 6/a with the result that we covered a large fraction of the edges without 
covering many edges more than once. Here, however, the edge sizes can vary 
arbitrarily, making the task of getting a single probability impossible. If we set the 
probability too low, then the small edges will not be hit quickly enough. If we set 
it too high, then the large edges will be hit many times; this is undesirable since the 
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average number of edges covered by each vertex could become much smaller than 
the maximum degree, thus deviating from the behavior of the greedy algorithm. 
Our solution is to perform a sequence of subphases. At the beginning of subphase 
j (again sequenced in decreasing order), all edges contain fewer than ( l+e)  j
vertices (which were restricted above to have degree per unit cost between 
(1 +e)  h-1 and ( l+e)  h and degree between (1+~) i 1 and (1 +e)i). During this 
subphase, we repeatedly pick vertices with probability 6(1 + e) j, where 0 < 6 ~< 1/12. 
Picking vertices with this probability allows us to cover a 6/2 fraction of the edges 
of size at least (1 + e)J-1, but does not cause many edges to be hit more than once, 
since no edge is larger than (1 + e) j. 
More precisely, a subphase consists of a series of selection steps, performed until 
there are no more edges of size at least (1 + e) J-1. The selection steps are of two 
types. If some vertex covers a 63/(1 + e) fraction of these large edges, we select such 
a vertex. Otherwise, we run a selection procedure (given below) that produces a 
collection P of vertices covering at least c(P)(1 + e)h(1 -66-  2e) edges, including at 
least a 6/2 fraction of the large edges. In both cases, the selected vertex or vertices 
are added to the cover and deleted; the edges covered by these are deleted; and 
vertices that now have degree per unit cost less than (1 + e) h l (or degree less than 
(1 + e) i-  1) are removed from consideration for this stage (or phase). 
Clearly this algorithm 1/ (1 -66-2e) -emulates  the greedy algorithm, and thus 
produces a near-optimal cover. It remains to show how to perform the selection 
procedure, and that the algorithm is in RNC. 
Now we give a randomized version of the selection procedure. Let Hi = (Vi, Ei) 
be the current hypergraph, restricted to vertices of degree per unit cost between 
( l+e)  h-1 and (1+~) h and degree between ( l+e)  i-1 and ( l+e)  i. Let E~c_Ei 
contain the edges of Ei that have at least (1 + e) j -  i vertices. We are given that no 
vertex in Vi covers more than a 63/(1 + e) fraction of Eo.. We want to return a 
P-~ Vi such that P covers at least c(P)(1 + e)h(1 -66-  2e) edges, including at least 
a 6/2 fraction of E,j. The randomized algorithm generates P by including each 
vertex of Vi with probability 6/(1 + e) j, pairwise independently. If P is good, we 
return it, otherwise we try again. 
LEMMA 2.4. With probability at least 1/8, a random P is good; i.e., P covers at 
least c(P)(1 + e)h(1 - 66 - 2e) edges, including at least a ~5/2 fraction of Eij. 
Proof To show P covers close to c(P)(1 + e) i edges, it suffices to show that P 
covers many edges and that c(P) is not too large. Because of our restriction on Hi, 
we know that c(P)<<. (1 + e) i k+l [p[, so it suffices to show that ]P[ is not too large. 
We let Xi be 1 if vi is picked, and 0 otherwise. In terms of our random variables, 
[P[ = Zk~ v, Xk, which we denote by f l  (X). We will show that with probability 3/4, 
f1(-.Y)~<(6+262) ]Vil/(l+g)J; i.e., f1(X)--E[f,(X)]<...262 IVil/(1 +~)J. Let us 
note that the variance of f l  (X) is at most ]Vii 6/(1 + e) j. Moreover, let us observe 
that IV,-[ >(1 +e)J/63, since no vertex in Vi covers a 63/(1 +e)  fraction of E U. 
Therefore, we know by Chebyshev's inequality that with probability at least 3/4, 
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which implies 
(f~ (X) - E [f~ (X)] )2 ~< 4 Var(f~ (X)) 
3 
~<4 Iv, I ,,--7--~,,~< 4 Iv, I ~ -  
t l+Sr  
6 4 
(1 + e) 2J 
6 2 
IA(X)-E[A(X)]I ~<2 IGI (1 +e)J" 
A lower bound on the number of edges covered by P is 
(2 xk- z xkx,)= z a(k)x - Z z x x, Z 
e~Ei  \k~e k, lee  / k~Vi  e~Ei  k , l~e  
The first term is bounded below by Iel (1 +5) ~-1, which is at least (6-262) .  
Ir, I ( l+g)  i - j - l ,  if (fl(X)-E[fl(X)])2<.4Var(fl(X)) as before. Denote the 
second term by f2 (X): 
e~Ei k, e e i (1 ..~ g)2j 
6 2 6 2 
~<2(l+e) a ~ le l2~2( l+e)a - ( l+e) J  ~ le[ 
e~Ei  eeE  i 
6 2 . 62  
~<2(1 + ~)J" L V,l(1 +e) '=  T • I V,l(1 + ~)'% 
Thus with probability at least 3/4, 
f2(X)~4E[f2(X)3 ,.<262(1 + e)*-i+* ]Ve]. 
With probability at least 1/2, both events hold, so 
c(e)<~ IPI (1 +~)i -h+l  
~< (a + 262) I Vil (1 + ~),-h- i+ 1 
and the number of edges covered is at least 
(1 + e) i - j -  1 IV  i [ (6  - -  462 - 26%) t> c(P)(1 + 5) h- 2 3 - -  432 - -  232g 
3 q- 262 
>~ c(P)(1 + e)h(1 - 63 - 2e). 
Now we consider the edges in Eo.. As before, we can lower bound the number of 
these heavy edges covered by P with 
e ij k~e k , l~e  eeEi j  kee  e~Eij k , l~e 
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We use f3 (X) to denote the first term and f4 (X) to denote the second. Also, similar 
to before, we show that, with high probability, f3 (X) is large and f4 (X) small. To 
bound f3(J(), we use Chebyshev's inequality. To compute Var(f3(X)), we rewrite 
f3(X) as ~k~v, dkXk, where d k is the degree of vertex k in subhypergraph 
Hg = (V i, E~). Thus, 
6 
Var(f3(X))= Z d~Var(Jf'k)~<(1, e,-------~  d~. 
"5- ) k~ k~ Vi 
Since no vertex covers a b3/(1 +~) fraction of Eo., dk<~b 3 IEgl for all k~ V~. Thus, 
6 
Var ( f3 (x ) )~<~a 3 JEgl Y, d~ 
k~V,. 
.< ~ LE~L 
"~ (1 +e) j lEg[ (1 +e) j
~1~ 4 IEgl 2. 
Also, E[f3 (X)] ~> [Egl 6/(1 + e). Therefore, with probability at least 7/8, 
( f3(X) -E[ f3(X) I )  z ~< 8 Var(f3 ()()) ~< 864 IEgl 2 
which implies f3(X)~> IEg[(6/(1 +~)-x//'862). The expected value of f4(X) is at 
most [Eol 62/2. So with probability at least 3/4, 
f4(X) ~< 4E[f4(X)] ~< ]Egl 2fi 2. 
With probability at least 5/8 both conditions hold, and thus the number of edges 
of Eg covered is at least 
( - -  ) - -  a , /8~2-2a2  />lEgl ~(1 ~ 56)-/. 2 IE°I l + 
With probability at least 1/8, all four conditions hold simultaneously, and P is 
good. | 
With the previous lemma in place, we can now analyze the running time of our 
RNC algorithm. 
LEMMA 2.5. Without loss of generality, we can assume that for all v~ V, 
1 <~ c(v) <~ mn2/g. 
Proof Let 6=maxe~emin~eC(V). This is a lower bound on the cost of any 
cover. Therefore, we can include in the cover all vertices that cost less than e6/n 2, 
and only increase the cost of the cover by a factor of 1 + e/n. Moreover, since ~ is 
an upper bound on the cost of covering any edge, we can ignore all vertices that 
cost more than mO. Finally, we can multiply all costs by n2/e6 to put all costs in the 
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desired range. Note that all this can easily be done in logarithmic time with a linear 
number of processors. | 
COROLLARY 2.6. The number of selection steps is O(log 2 n log m log(nm/e )/(e 3 (~3)). 
Proof It follows from the preceding lemma that the number of stages is 
O(log(mn/e)/e). Within each stage, there are O(log m/e) phases. Within each phase, 
there are O(logn/e) subphases. And within each subphase, each selection step 
removes at least a 63/(1 + e) fraction of Pj. Thus, there are O(log n/63) selection 
steps within each subphase, and O(log; n log m log(nm/e)/(e 3 63)) overall. | 
THEOREM 2.7. For 0 < e < 1, there is an RNC algorithm for weighted set cover 
that uses a linear number of processors (i.e., 0 (~ e [e[ +n)processors), runs in 
expected O(log 2 n log m log2(nm/e)/e 6) time, and produces a cover of weight at most 
(1 + e)(1 + In A)r*. 
3. NC ALGORITHMS FOR APPROXIMATE SET COVER 
3.1. Less Efficient NC Algorithms 
In the previous section, we gave an RNC algorithm for the selection procedure 
which only required pairwise independence; i.e., we need pairwise independent 
random variables X1,...,Xn, which are 1 with probability 6 / ( l+e)  j, and 0 
otherwise. 
This RNC algorithm can be easily converted to an NC algorithm by using a 
derandomization technique first developed by Karp and Wigderson [ 17 ], and later 
extended by Luby [19] and Alon et al. [2]. We try all sample points in the sample 
space of a pairwise independent distribution to find a good solution P, for we know 
by Lemma 2.4 that a good P must exist. This exhaustive search technique gives us 
the following theorem. 
THEOREM 3.1. For 0 < ~ < 1, there is an NC algorithm for weighted set cover that 
uses O(n2(~e~E lel + n)) processors, runs in expected O(log 2 n log m logZ(nm)/e 6)
time, and produces a cover of weigh t at most (1 + e) ( 1 + In ~ ) z*. 
Unfortunately, this exhaustive search entails an increase in the number of 
processors used. 
Alternatively, we can use a method of Luby [20] to binary search a pairwise 
independent distribution for a good sample point. To apply this method, we must 
reduce the problem to finding an X with B(X)>~E[B(X)],  for some benefit 
function B which is a sum of terms depending on one or two random variables 
each. 
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that in the proof of Lemma 2.4 we actually showed 
conditions imply that P is good: 
where 
To see that we can put our selection step in the necessary framework, observe 
that the following four 
(fl (X) - E l f1  (X)]) 2 ~< 4 Var(f~ (X)), 
f2 (X) ~< 4E If2 (X)], 
(f3 (X) - E If3 (X)] )2 -G< 8 Vat(f3 (X)), and 
f4 (X) ~ 4E [A (X)], 
A(x)= E x~, 
k~V,  
£2(x)= Z E x~x,, 
e~Ei k, lce 
f3(Y()= Z ZXk ,  and 
eEEi] kse  
f4(x)= Z 2 xkx,. 
eEEij k, lEe 
We can capture these four conditions in a benefit function as follows. Let B(X) be 
(A(X)-E[L(x)]) 2 f2(x) 
1 
4 Var(A (Y)) 4E[f2 (X)] 
(f3 (_Jir) - E I-f3 (ff[') ] ) 2 f4 (X) 
8 Var(f3 (X)) 4E[f4 (X)]" 
Clearly, E[B(X)]  = 1/8. It is also clear that if B(X)>~0, then the four conditions 
above are satisfied. Therefore we can apply the techniques of [20] to get a good 
P. The number of processors used is O(~e~e, ]el2-~lVi[2), which is at most n times 
the input size of O(~e~ le[ + n). The running time for one selection step is at most 
logZn log(nm). This gives us the following theorem 
THEOREM 3.2. For 0 < e < 1, there is an NC algorithm for weighted set cover that 
uses O(~e~E]ef2+n 2) processors, runs in O(log4nlogmlogZ(nm)/e 6) time, and 
produces a cover of weight at most (1 + e)(l + ln  d)r*. 
In the next section, we show how to obtain the same result using only a linear 
number of processors. 
3.2. Achieving a Linear Number of Processors 
In Section 2, we presented an RNC algorithm for set cover, which depends on 
only pairwise independence. The algorithm uses only a linear number of processors. 
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However, we saw in Section 3.1 that applying Luby's method to make this algo- 
rithm deterministic causes an increase in the number of processors, ince we require 
one processor for each term of the benefit function B, expanded as a sum of 
functions depending on one or two variables each. The reason the benefit function 
has too many terms is that it includes sums of all pairs of a subset of the random 
variables. To achieve a linear number of processors, we adapt a trick used by Luby 
[-20] to obtain a linear processor maximal independent set algorithm. Instead of 
computing conditional expectations on the terms of the expanded benefit function, 
we compute conditional expectations on terms of the form ~, j~sX~Xj  
directly, using O(JS]) processors. (Note that we can rewrite terms of the form 
(~ i , sX i -E [~sX i ] )  2 as a sum of all unequal pairs of S plus o(IsI) other 
one-variable terms.) 
Before we can demonstrate how to efficiently compute conditional expectations on 
a sum of pairs of random variables, we need to give the details of the pairwise inde- 
pendent distribution we will use. Recall that the RNC algorithm for the selection 
procedure of Section 2.3 uses pairwise independent random variables X~ ..... X,, 
which are 1 with probability 6/(1 +5) i, and 0 otherwise. We will need for the 
discussion below that 6/(1 + e) j is a power of 2. We assume this without loss of 
generality, since rounding down to the next power of 2 would at most double the 
number of selection steps. 
Let r= j log( l+e) - log5 .  Note that since j=O((logn)/e),  we have that 
r = O(log n + log(i/6)). In order to construct he sample space, we choose We Z~, 
where l=r( logn+ 1), uniformly at random. Let W= (co (1), 0~(2), ..., co(r)), each of 
(log n + 1) bits long, and we co(/) to be the pth bit of m(o. 
For i= 1 .... , n, define random variables Y~eZ[ such that its kth bit is set as 
Yi, k = (bin(i), 1 ) .  o.) (k), 
where bin(i) is the (log n)-bit binary expansion of i. We now use the Y/s to set the 
X,. so that they have the desired property. Set Xi to 1 if Yi, k = 1 for all k, and 0 
otherwise. 
It should be clear that the values of the Xi's have the right probability distribu- 
tion; however, we do need to argue that the Xi's are pairwise independent. I  is easy 
to see [17, 20] that, for all k, the kth bits of all the Yi's are pairwise independent 
if ~o (k) is generated randomly; and thus the Y~'s are pairwise independent. As a 
consequence, the X~'s are pairwise independent as well. 
The problem now remaining is to show how to compute 
E I(i, ~Es J(i Xv [ cD~l) = b11' ~(1) = b12 ..... (°~q) = b qt]' (1) 
in O(logn) time using O(ISI) processors. For notational convenience, we write 
(i, i') for i# i ' .  Below, we assume all expectations are conditioned on o9~)= 
bll ..... o~lq) =bqt. 
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Note that we know the exact value of the first q -  1 bits of each Y~. Thus, we 
need only consider those indices i~S  in Equation 1 with Y,.k= 1 for all k<<,q-1; 
otherwise, the terms zero out. Let S' _~ S be this set of indices. In addition, note that 
the remaining bits of each Y~ are independently set. Consequently, 
I 1 E ~ XiXr = ~-~ E ~ Yi, q Yi', q . (i, i')~s' (i, i')~s' 
So all that remains is to compute E[~(~, ~,)¢s, Y~,q Ye',q]. Observe that we have set 
t bits of co (q). If t= logn+ 1, then we know all the Y~,q'S, and ~(~,~')~s' Ye, qY~',q= 
(~s~r~,~). Otherwise, we partition S' into sets S~= {i~S']it+l... i log,=C¢). We 
further partition each S~ into S~,o = {i 6 S~ [ Y',~ = a ikco~ q) = 0 (mod 2)} and S~, ~ = 
S~ - S~, 0. Note that given co~) = b11 ..... colq) = bq~, 
1. Pr[Yi, q=O]=Pr [Y i ,  q= l J=  l/2, 
2. if i~S~,k, and i'~S~,k,, then Y~,q= Yr, q i f f k=k ' ,  and 
3. if i E S~ and i' ~ S~,, where ~ # ~', then 
Pr[ Yi, q = Yi,,q] = Pr[ ~ri, q • Yi,,q] = 1/2. 
Therefore, conditioned on co~l)= bll .... , co5 q) = bq,, 
(i, i')e S' 
~-g[~ 2 Yi, qYi',q 21- 2 ~,, ~ Yi, qYi',q] 
(i,i')~s~ (et, c~') i~s~ i'~s~, 
=2E l  Z Zi, qYi',q~- ~ Yl,qYi',q 
s t -  (i, i')E s~, o (i, i')~ s~, 1 
,q ] Z ! +2 2 2 Yi Yi',q -~- ISc~l IS=,l 
=12 1 2 I ( IS2 ' ° I )+( ]~I [ ) ]+~]S~I ( [S ' [ - [S~[ ) .  
Since there are at most ISf non-empty S~'s, we can compute this using O(ISI) 
processors. This gives us the following theorem. 
THEOREM 3.3. For 0 < e < 1, there is an NC algorithm for weighted set cover that 
uses a linear number of processors (i.e., O(Ze~E[el+n) processors), runs in 
O(log4nlogmlog2(nm)/e 6) time, and produces a cover of weight at most 
(1 +e)(1 + In  3)z*.  
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4. APPLICATION TO LEARNING THEORY 
In this section, we apply the linear-processor set cover algorithm of Section 3 to 
parallel learning, a field first explored by Vitter and Lin [28]. In particular, we 
provide an NC algorithm for learning in concept classes that are formed by taking 
either finite unions or finite intersections of a fixed base class of finite VC dimen- 
sion. For example, convex polygons are defined by finite intersections of half-planes. 
We show that classes of this type are NC-learnable whenever there is an NC 
algorithm for finding a consistent hypothesis in the base class (Theorem4.10). 
In obtaining this result, we employ our parallel set cover algorithm to find a 
sufficiently simple explanation of the sample data. Blumer et al. [6] previously 
solved this problem in a polynomial-time model. 
The only previous parallel work on this subject is in [28]. They give an RNC 
algorithm for learning s-fold unions of axis-parallel rectangles in the plane, by using 
a randomized set cover algorithm that is heavily tied to their specific problem. Our 
general techniques apply directly to this problem. In addition, while Vitter and Lin 
[28] may produce a hypothesis with up to sZlogm rectangles, we will always 
produce one with at most s log m rectangles, which is within a logarithmic factor 
of optimal. 
The following definitions are adapted from [6, 28]: 
DEFINITION 4.1. Fix a domain X. A concept class is a nonempty set Cc_2 x of 
concepts. In this paper, it is assumed that X is a fixed set, either finite, countably 
infinite, [0, 13 n, or E n for some n >i 1. The length of a concept c, denoted Icl, is the 
number of bits required to write c in some standard encoding. 
DEFINITION 4.2. Given a nonempty concept class C ~_ 2 x and a set of points 
S c_ X, Hc(S  ) denotes the set of all subsets of S that can be obtained by intersecting 
S with a concept in C; i.e., Hc(S)={Snc Ic~C }. For any integer m~>0, 
I Ic(m)=max([Hc(S)L ) over all Sc_X of cardinality m. The Vapnik-Chervonenkis 
(VC) dimension of C is the largest integer d such that Hc(d ) = 2 a, or oe if there is 
no such d. 
DEEINITION 4.3. Let C be defined as above. We say that C is NC-learnable if 
there exists an NC algorithm A that takes as input a sample of a concept in C, 
outputs a hypothesis in C, and has the following property: there exists a function 
re(e, C5, s) for all 0 < e, C5 < 1, and s ~> 1 such that re(e, C5, s) is polynomial in l/e, 1/cS, 
and s, and such that for any target concept ce C with Icl ~<s, and any probability 
distribution P on X, when the algorithm A is given as input a random sample of 
c of size re(e, C5, s) drawn according to P, the output is a hypothesis h ~ C that with 
probability at least 1 -C5 has error at most e; i.e. Pre [X~ c G hi <~ ~, where Q is the 
symmetric difference. 
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DEFINITION 4.4. Let C~_2 x be a concept class. By U(C) we denote the closure 
of C under finite unions, i.e., 
U(C)= {cl w -.- ucs  [ s~> 1 and cie C, 1 <<.i<~s}. 
Similarly, I(C) denotes the closure of C under finite intersections. 
DEFINITION 4.5. Let C be a concept class. An NC hypothesis finder for C is an 
NC algorithm that, given a sample of a target concept C, returns a hypothesis in 
C that is consistent with the sample. Note that we do not consider randomized 
hypothesis finders here. The consistency problem for C is the problem of 
determining if there is a concept in C that is consistent with a given sample over 
X. Note that the existence of an NC hypothesis finder for C implies that the 
consistency problem for C is in NC. 
DEFINITION 4.6. Let C be a concept class defined on domain X. Let A be an NC 
algorithm that, given a sample of a concept in C, produces a consistent hypothesis 
in C. For every s, m ~> 1, let Sc, s, m denote the set of all m-samples of concepts c e C 
A such that Ic] ~<s. Let Cs, m~_C denote the A-image of Sc . . . .  ; i.e., the set of all 
hypothesis produced by A when A is given as input an m-sample of a concept c e C 
with IcJ ~<s. We will call x Cs, m the effective hypothesis pace of A for target com- 
plexity s and sample size m. We say A is an NC-Occam algorithm for C if there 
exists a polynomial p(s) and a constant ~, 0 ~< c~ < 1, such that for all s, m >~ 1 the 
A VC dimension of Cs, m is at most p(s)m s. 
THEOREM 4.7 [6]. Let C be a concept class with a given concept complexity 
measure. I f  there is an NC-Occam algorithm for C then C is NC-learnable. 
PROPOSITION 4.8 [27, 26]. I f  the VC dimension of H is d~ 0, then H~(m) <~ 
ma+ 1. 
We now use Theorem 4.7 to demonstrate the learnability of many concept classes 
of the form U(C) and I(C) for C of finite VC dimension. 
LEMMA 4.9. I f  C has finite VC dimension d< oo and the consistency problem for 
C is in NC, then for any finite set S~_X, the sets o fHc(S  ) can be listed in NC. 
Proof Assume S= {xl, ..., Xm}. To produce a list L of Hc(S),  we proceed as 
follows. If m= 1, we check if ~ and {xl} are consistent and return {T~_S[ T is 
consistent). If m > 1, then we recurse (in parallel) to get L1 =IIc({xl ,  ..., XLm/2j}) 
and L 2 = Hc({XLm/2 j +1 .... , Xm} ). Then in parallel for all pairs T1 e L1, T2 s L2, we 
check the consistency of T 1 w T 2, and return { T 1 w T2 [ T1 ff L I ,  T2 ~ L2, T1 U T 2 is 
consistent}. To check the consistency of T~ S, we run the NC consistency algo- 
rithm for C on a sample consisting of positive examples T and negative examples 
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S-  T. The depth of the recursion is log m ; furthermore, since by Proposition 4.8 
the size of I]c(S) is at most ISId+ 1, we run the consistency algorithm at most 
O(m 2d) times in parallel at each level of the recursion. Therefore, this algorithm is 
in NC. l 
THEOREM 4.10. Let C be a concept class with VC dimension d< oo such that 
there exists an NC hypothesis finder for C. Then U(C) (resp. I(C)) is NC-learnable. 
Proof We consider only the case U(C), the other case being similar. Let S be 
the set of points in an m-sample of a target concept c in U(C). Our strategy will 
be to find a hypothesis consistent with S that is formed from the union of relatively 
few concepts in C; i.e., not many more than s. This problem can be formulated as 
a set cover problem. The set to be covered is the set of positive points of S and the 
sets allowed in the cover are the elements of Hc(S) that contain only positive 
points. 
By Lemma 4.9, we can construct Hc(S) in NC. Then, in parallel, we can easily 
compute d = { T ~ Hc(S ) [ T contains only positive points of S} and P = {x e S ix  
is a positive example}. We can then apply the set cover algorithm of Section 3 to 
obtain a cover of size O(s log m). For each set in the cover, we can label the other 
points negative and run the NC hypothesis finder for C to produce a hypothesis in 
C that contains only these points of the sample. Taking the union of these concepts, 
we obtain a hypothesis in U(C). Call this algorithm A. 
We have shown that A is in NC and that given any m-sample of a concept c in 
U(C) with Ic[<<.s, A produces a consistent hypothesis h for this sample with 
Ihl <~O(slogm). Hence the effective hypothesis pace U(CAs, m) of A for target 
complexity s and sample size m contains only hypotheses such that ]hi ~< O(s log m). 
It follows from a lemma of Blumer et al. that the VC dimension of U(C~m ) is 
O(S 1og(m)(1og s + log log m)). Hence, A is an NC-Occam algorithm for U(C) and 
thus by Theorem 4.7, U(C) is NC-learnable. I 
5. AN NC ALGORITHM FOR BALANCED SET COVER 
The balanced set cover problem is: given a hypergraph H = (V, E), with I VI = n 
and 1El =m, and some fixed c, 0<c< 1, find a minimum size subset R___ V such 
that IR c~ el/> e [el IRl/n for all e ~ E. Our approximate solution will be for the case 
c = 1/16 and will have size r = 8 log(nm)/e, where en is the size of the smallest edge 
in E. 
The first way one might consider finding such an R is to simply choose R at 
random. It can be easily verified that if each vertex is given an independent 
4 log(nm)/(c~n) probability of being included in R, then with high probability R will 
be good. 
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Another method for finding a good R is the "modified greedy algorithm" of [7], 
which works as follows. Begin with R = ~.  First break up the edges so that every 
edge contains between an and 2c~n vertices (the resulting graph will have at most 
nm edges). Define the weight of edge e, We, to be 2 -rR~et if [R~e] < log(nm), and 
0 otherwise. Note that if we=0 (and [R[ ~< r), then we are done with edge e; i.e., 
[Rc~ e[ >/c [el [Rl/n. The algorithm then repeatedly adds a vertex to R, picking one 
that maximizes the decrease in total weight. Chazelle and Friedman show that 
running this algorithm for 4 log(nm)/c~ steps produces a good R. 
Suppose we want an NC algorithm to find a good R. The first approach above 
gives a natural RNC algorithm, but one that needs full independence. The second 
is inherently sequential. We provide a hybrid of these two algorithms which 
depends on only pairwise independence, and then use Luby's method for doing 
binary search in parallel (see [-20]) to get a deterministic NC algorithm. 
Our basic approach is to emulate the "modified greedy algorithm," as we did for 
the special case form of approximate set cover in Section 2.2. We will seek to, 
instead of picking one vertex at a time, pick a large set of vertices that significantly 
decrease the total weight. Recall from Section 2.2 that if we pick vertices with prob- 
ability p, a lower bound on the probability of hitting edge e is p [e [ -  p2(I~l), which 
is about p [el if p ~ 1/[e[. We again note that this bound is derived from taking the 
first two terms of the inclusion-exclusion expansion and thus can be shown to hold 
under any pairwise independent distribution. If we let p = 6/(en), for some small 
constant 6, then we expect o hit about a 6/2 fraction of the total weight. Hence 
after roughly 2 log(nm)/6 iterations, we expect the total weight to have dropped 
from nm to 1/(nm). Then each edge individually has weight at most 1/(nm), and 
thus has been hit at least log(nm) times. Furthermore, we expect o pick about fi/c~ 
vertices in each iteration, so the size of R will be about 2 log(nm)/e. Then, 
intuitively, we expect each te c~ R[ to be at least (1/4)[eJ [R]/n. 
More specifically, we must first handle two special cases: if r ~> n, we let R = V 
and quit; if e>fi5 (implying r<8 log(nm)/65), we run the "modified greedy 
algorithm" directly. Otherwise, our main task is to construct a set S of about 6/c~ 
vertices that causes the total weight to decrease by about 6/2. Let X= (X1 ..... Xn) 
be the incidence vector of the set S. In order to show that pairwise independence 
suffices, as well as set up the problem in the form to which Luby's techniques apply, 
we reduce the problem to finding an X with B(X)>~E[B(X)], for some benefit 
function B that is a sum of terms depending on one or two random variables each. 
Our first cut at a benefit function is to try to lower bound the decrease in total 
weight. Consider some edge e e E with weight we. A good lower bound on the 
weight removed on edge e is (We/2) k/i~eXi; i.e., We~2 if edge e is hit and 0 
otherwise. This is not a good function to work with, since it is not a sum of terms 
depending on one or two variables each. However, we can further lower bound by 
the first two terms of the inclusion-exclusion expansion, 
We(  ) Xi--. Z. Xi-'tfj -----Be(X)" 
t, j ce  
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It is easily verified from this that E [Be (X)]/> (We/2)(76/8 --262), since either We = 0 
or 7~n/8 <~ lel ~< 2an. So 
Wtotal 
Hence, we might try to apply Luby's technique to get an X such that 
Wt°tal Be(X)~ 2 (76/8--262)" 
e~E 
Why isn't this enough? Because the X output may be 1 in significantly more than 
6/~ places. In this case, after the correct number of iterations, every edge would be 
hit log(nm) times, but R would be too large. So, we must modify the function B so 
that this cannot occur. Let IX] = Zi~ vXi • We let 
B(X)  = Z Be (~[r) __ ~6Wtotal (IXl - E [  IXl 1)2. 
e~E 
Note that B(X) is still a lower bound on the weight removed by picking X. 
We already argued that E[~e~eBe(X) ]  >>. (Wtota{2)(76/8- 262). And, 
X 2 2 
= Z 2) 
i~V 
<<. 6/~. 
So E[ B(X) ] >1 Wtot~( (7/16)6 - 262). 
LEMMA 5.1. B(X) >~ O implies 6/o~ - x/~/c~6 <~ IXI <~ 6/o~ + ~f  l/o:6. 
Proof Assume I IXI - 6/~1 > x/-i-/~6. Then (IXI - E[ IX I ] )  2 > 1/o~6. So 
C~6Wtotal (IXI -- E[IXI ])2 > Wtota~ and B(X) < O. I 
Applying Luby's techniques, we get an X with B(X)>>. Wtotal((7/16)6- 262). Thus 
we can pick a set of size at most 6/~ + 1/xj-~ that causes the total weight to 
decrease by a (7 /16)6-  262 fraction. Iterating -2  log(nm)/log(1 - (7/16)6 + 262) 
times will decrease the total weight from nm to 1/(nm), giving [e c~ RI/> log(nm) for 
all e ~ E. The size of R will be at most 
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-2  ( !  + ~Y~) log(nm)/log(1- 7`5/16 + 262) 
~< -26(1 + ,5) log(nm)/~ log(1 - 7,5/16 + 2,52) 
< 8 log(nm)/c~, for 6 ~< 1/9. 
The running time of this procedure is O(log(nm)) times the O(log2n log(nm)) 
time required for one invocation of Luby's procedure. The number of processors i
O(Ze~e ]e] 2+ n 2) = O(cm Ze~e ]el + n2). Assuming the n 2 term is insignificant, this 
is an times the size of the input, O(Ze~E ]e] ).1 We can use the method in Section 3.2 
to achieve a linear number of processors for this problem. 
THEOREM 5.2. There is an NC algorithm for balanced set cover that uses a linear 
number of processors (i.e. O(~e~E [e[ + n) processors), runs in O(log2 n log2(nm)) 
time, and produces a cover R of size 8 log(nm)/a (where cm is the size of the smallest 
edge in E), such that [Rc~e[ >~ [ei [Rl/16n for all esE. 
6. APPLICATION TO COMPUTATIONAL GEOMETRY 
Randomization is a tool that has been used extensively to construct algorithms 
in computational geometry [9-12, 14, 24, 25]. Recently, Chazelle and Friedman 
[-7] showed how to make most of the randomized algorithms used in computa- 
tional geometry deterministic, albeit at the cost of a substantial increase in running 
time. For example, for the post office problem, whereas in the randomized 
algorithm of Clarkson [10] it takes O(n ?d/2q+e) time to build a data structure for 
answering d-dimensional c osest-point queries, after applying the techniques of [7], 
one obtains a O(n d(d+3)/2+ 1) time algorithm for building the same data structure 
deterministically. Thus this method only produces competitive deterministic algo- 
rithms when applied to randomized algorithms for problems where there are no 
known deterministic algorithms, or where the only deterministic algorithms are 
slow. The algorithms Chazelle and Friedman give as examples all solve search 
problems using data structures imilar to partition trees, i.e., problems uch as the 
post office problem [10], simplex range search [14] and half-space range search 
[9]. Since Chazelle and Friedman's work, faster deterministic algorithms have been 
developed for constructing partition trees, both in 2 dimensions [1, 21] and in 
higher dimensions [22]. 
To remove randomization, Chazelle and Friedman use balanced set cover. Our 
parallel balanced set cover algorithm can be used to put many of the same 
1 If we had alternatively applied the techniques of [-2, 17, 19] (i.e., trying every sample point of a small 
pairwise independent distribution) toget a deterministic NC algorithm, the blowup in the number of 
processors would be n 2 instead of an. 
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problems, including the search problems listed above, into deterministic NC, with 
the number of processors required being equal to the running time of Chazelle and 
Friedman's algorithm. Specifically, we can build data structures for answering 
closest-point queries in O(logn) (sequential) time, for answering half-space 
range queries in O(logn) time, and for answering simplex range queries in 
O(na(a-1)/(d(d--1)) +e) time. (The same data structures could also be used to answer 
many such queries in parallel.) We will briefly outline their technique and show 
some of the ideas needed to make the geometric applications parallel. 
We will let a simplicial packing of d-space be a set of d-dimensional simplices 
(some of which will be unbounded) that partition d-space, i.e., such that 
the simplices have disjoint interiors and cover d-space. The size of a simplicial 
packing is the number of simplices it contains. One of the results of Chazelle and 
Friedman [-7, Thm. 5.2] is that, given n hyperplanes in d-space and any suf- 
ficiently large r, there is a simplicial packing of d-space of size O(r d) such that 
each of its simplices intersects O(n/r) hyperplanes. They give an O(rna(a+3)/2+ 1) 
time deterministic algorithm to compute such a simplicial packing. This represents 
an advance over the previous state of the art in two ways. First, the number of 
simplices intersected by each hyperplane is less than the previous result by a log r 
factor. Second, they give a deterministic algorithm for finding the simplicial pack- 
ing; the previous algorithms were randomized. Although we cannot parallelize 
their algorithm giving a simplicial packing intersecting each simplex in O(n/r) 
hyperplanes, we can give an NC algorithm that produces a packing of size O(r a) 
with each simplex intersecting O(n log r/r) hyperplanes, which is the size of the 
simplicial packing produced by a randomized algorithm. This bound is good 
enough to produce the data structures for solving all the search problems listed 
above. 
The basic technique used in [7] is: first, construct a hypergraph that captures 
the behavior of the randomized algorithm. Next, find a balanced set cover for 
this hypergraph. Finally, use the set cover found in the algorithm to decide 
which elements to use in place of the randomly chosen subset in the randomized 
version of algorithm. The first and third steps are easy to do in NC. The second 
step is simply Section 5 of our paper. This gives an NC version of [-7, Thm. 2.2], 
which is sufficient for most of their applications. In general, the number of 
processors required in Steps 1 and 3 is easily seen to be less than the number 
required in Step 2, because of the large size of the hypergraph constructed 
in I-7]. 
The simplicial packing of d-space given above, or a similar structure, is used in 
many range search problems [-9, 10, 11, 14]. It is generally used to construct a data 
structure called a partition tree which consists of a log n depth tree, each node of 
the tree being a simplex, and the children of a node being the simplices determined 
by a random sample of the hyperplanes intersecting that node. Since the tree has 
only log n depth, if there is an NC algorithm for constructing a level of the tree, i.e., 
for finding this simplicial cell decomposition f d-space such that each cell intersects 
few hyperplanes, then building the entire tree is in NC. 
NC APPROXIMATION ALGORITHMS 475 
We now sketch the algorithm given in [7] for producing the above simplicial 
packing deterministically. First, they take the n hyperplanes given and construct the 
arrangement produced by them. They then triangulate this arrangement byusing a 
universal triangulation scheme. A universal triangulation scheme is a scheme for 
triangulating an arrangement where the simplices chosen for a cell of an arrangement 
depend only on the cell, and not the arrangement. They then derive a hypergraph 
from the triangulation scheme, where the edges correspond to potential simplices and 
the vertices to the hyperplanes that cut these simplices. They then use a balanced set 
cover algorithm on this hypergraph tofind a simplicial cell decomposition f d-space. 
Given an NC balanced set cover algorithm, it is easy to apply it to produce the 
simplicial cell decomposition. We still need an NC algorithm for constructing the 
hypergraph that is to be covered. This hypergraph is trivial to obtain in NC once 
you are given an NC algorithm for their universal triangulation scheme. However, 
this triangulation scheme is easy to achieve in parallel; the very fact it is universal 
means it only depends on local information. 
One final thing to do is, given a set of hyperplanes in d-dimensional space, 
construct in NC the arrangement of cells produced by these hyperplanes. In [7] 
this is done by appealing to [13], which is an inherently sequential algorithm. 
We need to construct the arrangement in NC. One can do this by using an alter- 
native algorithm that has d stages. At the kth stage, we construct the arrangement 
induced by the hyperplanes in all the k-flats of the arrangement. We do this by 
using the arrangements induced by the hyperplanes in the (k-1)-flats, which we 
constructed in the previous tage. For each k-flat we construct a graph which will 
give us the cells of the arrangements in the flat as connected components of the 
graph. For each (k-1)-face in a (k-1)-flat contained in the k-flat, we associate 
two vertices of the graph. One vertex will correspond to each "side" of the (k - 1)- 
face. We then construct he graph by connecting a vertex corresponding to a 
(k-1)-face to vertices corresponding to (k-1)-faces which are in a different 
(k-1)-flat and which see the neighboring faces of a cell of the arrangement 
induced in the k-flat. It is not hard to see that this can be done in NC. The con- 
nected components of this graph will give the k-faces of the arrangements in the 
k-flats, and as we know which (k -  1)-faces are sub-faces of a given face, this gives 
us the arrangement. We know of no previous NC algorithms for constructing 
arrangements in higher dimensions. Since our work, Anderson, Beame and Brisson 
1-4] have given an almost optimal-time NC algorithm for constructing 
arrangements in higher dimensions, and Goodrich [-29] has given an optimal-time 
NC algorithm. 
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