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A vector can be randomly projected into a k-dimensional space by a k × m random matrix: A database X with n records and m attributes can be treated as an m × n matrix:
k×n U U has n records, but each record has k attributes. Random projection can well keep the distances among the data points, when the entries of R are i.i.d variables with mean zero and variance σ 2 :
An Example of Random Projection
• It can be proved that R is approximately orthogonal:
Random projection can disguise the attribute values of each record of X: The miner will complete the data mining tasks by the data perturbed by random projections:
• the original data X, Y are privacy of the data owners;
• random projection can keep the Euclidean distances inside the original data, when the same R is used by all the data providers for the perturbations.
• this perturbation is suitable for data mining tasks requiring the metrics based on Euclidean distance.
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• Overview Introduction Problems • Is random projection a secure method to protect privacy?
Data Reconstruction Methods

Experiments and Comparisons
Conclusions
Is random projection a secure method to protect privacy?
Data Reconstruction Methods
Experiments and Comparisons
Conclusions ECML PKDD 2009 -13 / 37 Some apriori knowledge is easy to be leaked to the miner:
• in the centralized model, R will be leaked to the miner by collusion;
• in the distributed model, R is certainly known by the miner;
• the mean vector and covariance matrix of the original data can be estimated: Data reconstruction is a reverse process for data perturbation:
Recovery rate is to evaluate the reconstruction performance:
• let x i,j be the (i, j)-th entry of the original data X;
• letx i,j be the (i, j)-th entry of the recovered dataX;
• the recovery rate is the percentage of reconstructed entries whose relative errors are within ǫ (ǫ is a given parameter):
r(X, ǫ) = #{x i,j : | • We will act as an adversarial miner, who knows the perturbed data U .
• We assume we have known the mixing matrix R, the estimated mean vector µ and covariance matrix Σ for the original data X.
• We will reconstruct X with high recovery rates,
• to capture the privacy in X Given R and U , construct a system of linear equations:
Data Reconstruction Methods
• when k ≥ m, there is a unique solution for x i ;
• when k < m, there are infinitely many solutions for x i . When k < m, there may exist a Partition Matrix P for R, e.g.
Existing Methods: Finding a Partition Matrix
R =
r 1,1 r 1,2 r 1,3 r 2,1 r 2,2 r 2,3 , • There are m series of source signals which are mutually independent and sparse, e.g. voices, images, etc. They can be modeled by the Laplace distribution:
• There are k (k < m) linear receivers. The received data U = RX.
• Underdetermined BSS (ICA) is to estimate some of the sources x i from the received data.
•
Step 1: Estimate R;
• Step 2: Estimate x i . In the scenarios that the attributes are mutually independent and sparse, our reconstruction method is based on Underdetermined BSS (or ICA). However, U-BSS (or U-ICA) has permutation and scaling ambiguities.
Our method: Our method to reduce the the scaling ambiguity:
• We firstly remove the means and variances in the original data,
• then recover the data with zero means and identical In the scenarios that the attributes are not mutually independent and not sparse, we use the Multivariate Normal Distribution to model the original data X:
• µ is the mean vector;
• Σ X is the covariance matrix; We go back to the MAP estimation, and obtain a constrained Quadratic Programming problem:
When Σ X is positive definite,
• We solve the constrained QP problem by the Lagrange Multiplier method:
