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TURNING POINT PROCESSES IN PLANE PARTITIONS WITH
PERIODIC WEIGHTS OF ARBITRARY PERIOD
SEVAK MKRTCHYAN
Abstract. We study random plane partitions with respect to volume measures with pe-
riodic weights of arbitrarily high period. We show that near the vertical boundary the
system develops up to as many turning points as the period of the weights, and that these
turning points are separated by vertical facets which can have arbitrary rational slope. In
the lozenge tiling formulation of the model the facets consist of only two types of lozenges
arranged in arbitrary periodic deterministic patterns. We compute the correlation functions
near turning points and show that the point processes at the turning points can be described
as several GUE-corners processes which are non-trivially correlated.
The weights we study introduce a first order phase transition in the system. We compute
the limiting correlation functions near this phase transition and obtain a process which is
translation invariant in the vertical direction but not the horizontal.
1. Introduction
Recall that a plane partition confined to a c × d box is a two-dimensional array pi =
(pii,j)1≤i≤c,1≤j≤d of non-negative integers such that pii,j ≥ pii+1,j and pii,j ≥ pii,j+1 for all i, j.
If c or d is infinite, then we also require that pii,j = 0 if i+ j is large enough. We will denote
the set of all plane partitions confined to a c× d box by Πc,d.
A natural measure on plane partitions is the so-called “volume” measure, where the prob-
ability Pq(pi) of a plane partition pi is proportional to q|pi|, where q is a parameter in (0, 1) and
|pi| = ∑i,j pii,j is the volume of pi. Scaling limits of plane partitions and their generalizations
under volume measures and with various boundary conditions have been studied extensively
(see e.g. [NHB84], [KO07], [OR03], [OR07], [BMRT12], [Mkr11] and references therein). In
particular, in [OR03] a broad family of measures called the Schur process was introduced
and it was shown that the “volume” measure is a special case of the Schur process. Using the
vertex operator formalism it was shown in [OR03] that the Schur process is determinantal
and an explicit contour-integral representation of the kernel was obtained, paving the way
for studying the asymptotics of the local correlation functions for the volume measure.
In the formulation of the model as a Schur process a plane partition is thought of as a
sequence of (interlacing) Young diagrams. More precisely, given a plane partition pi = (pii,j)
and an integer −c < t < d, let pi(t) be the t’th diagonal slice of pi defined by
pi(t) =
{
(pi1,k+1, pi2,k+2, pi3,k+3, . . . ), k ≥ 0,
(pi−k+1,1, pi−k+2,2, pi−k+3,3, . . . ), k ≤ 0.
This decomposes pi into a sequence of interlacing Young diagrams
pi ⇔ pi(−c+ 1) ≺ · · · ≺ pi(−1) ≺ pi(0)  pi(1)  · · ·  pi(d− 1),
where the notation µ  ν for Young diagrams µ = (µ1, µ2, . . . ) and ν = (ν1, ν2, . . . ) stands
for the interlacing condition
µ1 ≥ ν1 ≥ µ2 ≥ ν2 . . . .
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The volume measure can be expressed as
Pq(pi) ∝
∏
−c<t<d
q|pi(t)|,
where |pi(t)| stands for the sum of the entries in pi(t). In this formulation it is natural to
consider a generalization of the volume measure where the weight q depends on the “time”
parameter t (see. [OR07]). Namely, given a set of positive real numbers q¯ = (qt)−c<i<d,
define the measure Pq¯ on the space of plane partitions Πc,d by
(1) Pq¯(pi) ∝
∏
−c<t<d
q
|pi(t)|
t ,
i.e. give weight qt to the boxes on slice t of the plane partition. The case qt = q,∀t
corresponds to the volume measure introduced earlier and we will call it the homogeneous
case. The measure (1) with inhomogeneous weights is still a Schur process. In [OR07]
Okounkov and Reshetikhin showed that it is a determinantal point process, gave a contour-
integral representation for the correlation kernel and studied the asymptotic behavior in the
case of homogeneous weights. In this paper we will analyze the scaling limit of this measure
with inhomogeneous periodic weights.
To study the scaling limit it is convenient to use a different formulation of the model.
Plane partitions can be visualized through their height-functions, which can be obtained by
stacking pii,j identical cubes at position (i, j) for all (i, j) (see Figure1). It is evident from
the figure that if we regard it as a two-dimensional object, plane partitions can be thought
of as a tiling of a certain region of the plane by rhombi of three different orientations, called
lozenges.
Figure 1. A plane partition pi and the corresponding stack of cubes/lozenge tiling
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In the appropriate scaling limit the system develops frozen and liquid regions separated
by a curve called the arctic curve or the frozen boundary. In a frozen region randomness
disappears and the lozenges form a deterministic pattern, whereas in a liquid region any
possible local configuration of lozenges appears with positive probability. Each frozen region
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that forms in the scaling limit of random plane partitions distributed with respect to the
homogeneous volume measure consists of only one type of lozenge, and in the 3-dimensional
formulation of the model via its height function it corresponds to a facet with a normal
vector pointing in one of the three lattice directions.
Along the frozen boundary there are special points called turning points. These are the
points where two different frozen regions and the liquid region meet. In [OR06] Okounkov
and Reshetikhin conjectured that the point processes at turning points should converge to
the Gaussian Unitary Ensemble corners process and proved that this is indeed the case for the
homogeneous volume measure with certain boundary conditions. For results towards proving
the conjecture in the case of boxed plane partitions with respect to the uniform measure see
[JN06], [GP15], [Nov15], for Gelfand-Tsetlin patterns with the homogeneous volume measure
see [MP17], and for more general Gaussian orbital beta processes see [Cue18].
In the present paper we will mainly concentrate on the behavior of the turning points that
arise in random plane partitions with respect to the non-homogeneous measure (1) when the
weights are k-periodic, and the new types of frozen regions that arise. We show that the point
processes at turning points are no longer the GUE-corners process, but rather several copies
of the GUE corners process non-trivially interlaced. Moreover, we show that the turning
points are separated by new types of frozen regions. In the 3-dimensional formulation these
are facets which are vertical and whose projections on the horizontal plane give a line of
arbitrary rational slope. In the lozenge tiling formulation each facet consists of two types of
lozenges, arranged in an arbitrary periodic deterministic pattern (see Figure 2 for examples).
The exact value of the slope, or the exact pattern, are determined by the specific weights
taken.
Figure 2. All possible frozen regions of slope 0 that can arise when weights
are 6-periodic.
In the formulation of the model as a dimer model the weights we take essentially correspond
to taking a larger fundamental domain in the language of [Ken09] (see Figure 3) as opposed
Figure 3. The smaller region is the fundamental domain when weights are 4-periodic.
b
cα1
α2
α3
α4
to the smaller fundamental domain from Figure 4 in the case of homogeneous weights. The
larger fundamental domain results in a larger Newton Polygon (see [KO07],[KOS06]), which
has integer points on the boundary. As was discussed in [KO07], [KOS06], these integer
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points are responsible for the new types of frozen facets. Because the weights we take are
non-homogeneous only in the horizontal direction, the Newton polygon doesn’t have any
integer points in its interior, which means we will not see gaseous regions in our setup.
Figure 4. The smaller region is the fundamental domain when weights are homogeneous.
a
b
c
Certain doubly periodic models have been studied in the literature. See, for example,
[CJ16] or [BD19].
When dealing with the measure (1) with appropriate non-homogeneous weights care should
be taken to ensure that the measure is indeed well-defined, as the partition function becomes
infinite. The case of 2-periodic weights was studied in [Mkr14] and in that case this issue
was resolved by modifying the boundary and studying certain skew plane partitions instead.
This approach, however, does not work for k > 2. Instead, what we do here is to modify
the weight in one position, namely the 0’th slice at the corner, so weights are periodic
everywhere except this slice. This should have no effect on the processes at turning points,
as they are macroscopically far away from that slice. However, the modification we introduce
does affect the behavior of the system at the 0’th slice. Namely, it introduces a first-order
phase transition, and the local point process loses translation invariance in the horizontal
direction. For a precise description of this process see Theorem 5.1.
1.1. Acknowledgments. The author was partially supported by the Simons Foundation
Collaboration Grant No. 422190.
2. Notation and description of main results
The boundary: We will work with the formulation of the model in terms of lozenge
tilings. Knowing the positions of lozenges of only one type completely determines the tiling.
In particular, the positions of the horizontal tiles (those at the top of a stack of cubes)
determine the complete tiling. Introduce planar coordinates (t, h), so that the centers of
horizontal tiles are on the lattice Z× 1
2
Z and position the point (0, 0) as in Figure 5.
To simplify computations we will consider the case c = ∞, so the plane partition will
consist of the slices pi(t) for t ∈ (−∞, d− 1] ∩ Z.
Weights: We will consider a weight sequence q¯ which is periodic of period k ∈ N, i.e.
qi = qi+k for all i ∈ Z. The thermodynamic limit in the homogeneous case corresponds to
the limit qt = q → 1−. In the periodic case one could consider the limit when qi → 1−,∀i,
however in that regime the behavior of the system is the same as that of the homogeneous
measure with the weight given by the geometric average of the periodic weights. The more
interesting limit to study is when qi → αi, where a0, . . . , ak−1 are positive numbers. When∏k−1
i=0 αi < 1, the expected size of the system is finite, whereas when
∏k−1
i=0 αi > 1 the measure
does not make sense as the partition function is infinite. Thus, the appropriate setup is when
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Figure 5. Coordinate axes
h
t
∏k−1
i=0 αi = 1. However, having any αi > 1 still makes the partition function infinite, so the
measure Pq¯ is not well defined. To see this, consider cases based on the value of ak−1.
It is convenient to set qi = aiq with 0 < q < 1 and consider the limit q → 1−.
First, suppose ak−1 < 1. Then a0 · . . . · ak−2 > 1. Let pim be the plane partition given by
pim1,j = m for 1 ≤ j ≤ k − 1 and pimi,j = 0 otherwise (see Figure 6). Then
Pq¯(pi
m) = (q0 . . . qk−2)m ≈ (a0 . . . ak−2)m,
so we have
∑∞
m=1 Pq¯(pi
m) =∞, which means the measure Pq¯ is not well-defined.
Figure 6. The configuration pim when ak−1 < 1.
Now, suppose ak−1 > 1. Then q−1 = qk−1 ≈ ak−1 > 1. Let pim be the plane partition given
by pim1,j = m for 1 ≤ j ≤ k, pim2,1 = m and pimi,j = 0 otherwise (see Figure 7). Then
Pq¯(pi
m) = (q−1q0 . . . qk−1)m ≈ (ak−1a0 . . . ak−1)m = amk−1,
so we again have
∑∞
m=1 Pq¯(pi
m) =∞.
Lastly, if ak−1 = 1, then we can consider ak−2, and so on. This shows, that unless
a0 = · · · = ak−1 = 1, the measure Pq¯ is not well defined if q is close enough to 1.
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Figure 7. The configuration pim when ak−1 > 1.
One way to fix the issue is to modify the boundary. This was the approach taken in
[Mkr14], where skew plane partitions with 2-periodic weights with a staircase cut-out at the
corner were considered. Such an approach does not work when the period k > 2. Instead, in
this paper, we consider ordinary plane partitions, but modify the weights so they are periodic
everywhere except the slice containing the corner. More precisely, let α0, α1, . . . , αk−1 > 0
with
α0 · · · · · αk−1 = 1
and let
γ =
∏
j:αj<1
αj.
Define
(2) qi := qi,r :=
{
qαi mod k, i 6= 0
qα0γ, i = 0,
where q = e−r. We will study random plane partitions, random with respect to the measure
(1) with weights given by (2), in the limit when r → 0+ and d grows at the rate d = V/r for
some constant V > 0. To simplify formulas we will assume that d mod k is independent of
r. For an illustration of the weight assignments see Figure 8.
Note, that the modification of the weight q0 by γ will not have any effect on the processes
observed at turning points since the turning points will be macroscopically away from the
0’th slice. Indeed, when k = 2, the process observed here matches with that obtained in
[Mkr14], were the weights are completely 2-periodic. The addition of γ to the slice at zero
does, however, have an effect on the local processes near that slice. Whereas the processes
appearing in the bulk are translation invariant in two directions, the addition of γ causes
a first order phase transition with a local point process only translation invariant in the
vertical direction near the the special slice.
Main results: We will study the scaling limit of our model via the local correlation
functions. Given a subset U = {(t1, h1), . . . , (tn, hn)} ⊂ Z × 12Z, define the corresponding
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Figure 8. Weights assignments of period 4. The number in a cell indicates
the weight of the boxes above the cell.
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local correlation function ρq¯(U) as the probability for a random tiling taken from the above
probability space to have horizontal tiles centered at all positions (ti, hi)
n
i=1.
The main theorems of the paper describe the point processes that appear in the ther-
modynamic limit of the system in terms of their correlation functions. Theorem 4.2 gives
the limiting point process in the bulk near the edge, Theorem 5.1 gives the non-translation-
invariant point process in the bulk along the slice at the corner where we observe a first-order
phase transition, and Theorem 4.6 gives the point processes near turning points. Section
4.1 explains the connection with the GUE-corners process and Section 4.2 describes the new
frozen regions that arise.
3. The correlation kernel and its leading asymptotics
Okounkov and Reshetikhin [OR07] showed that for arbitrary q¯, the correlation functions
of the Schur process are determinantal:
Theorem 3.1 (Theorem 2, part 3 [OR07]). The correlation functions ρq¯ are determinants
ρq¯(U) = det(Kq¯((ti, hi), (tj, hj)))1≤i,j≤n,
where the correlation kernel Kq¯ is given by the double integral
(3) Kq¯((t1, h1), (t2, h2)) =
1
(2pii)2
∫
z∈Cz
∫
w∈Cw
Φq¯(z, t1)
Φq¯(w, t2)
1
z − wz
−h1− 12 |t1|+ 12wh2+
1
2
|t2|+ 12 dz dw
zw
,
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where
Φq¯(z, t) =
Φ−q¯ (z, t)
Φ+q¯ (z, t)
,
Φ+q¯ (z, t) =
∏
max(0,t)<m<d,m∈Z+ 1
2
(1− zx+m),(4)
Φ−q¯ (z, t) =
∏
m<min(0,t),m∈Z+ 1
2
(1− z−1x−m),
the parameters x±m satisfy the conditions
x+m+1
x+m
= qm+ 1
2
, 0 < m < d− 1,
x−− 1
2
x+
+ 1
2
= q0,(5)
x−m
x−m+1
= qm+ 1
2
, m < −1,
and Cz (resp. Cw) is a simple positively oriented contour around 0 such that its interior
contains none of the poles of Φq¯(·, t1) (resp. all of Φq¯(·, t2)−1). Moreover, if t1 < t2, then Cz
is contained in the interior of Cw, and otherwise, Cw is contained in the interior of Cz.
The conditions (5) can be rewritten in the form
x−m = a
−1qm+ 1
2
qm+ 3
2
· . . . · qd−1,(6)
x+m = aq
−1
m+ 1
2
q−1
m+ 3
2
· . . . · q−1d−1,
where a > 0 is an arbitrary parameter. We will choose a = e−V = e−rd.
3.0.1. The asymptotically leading term in the integral for the correlation kernel. It can be
shown that as r → 0, the volume of a typical plane partition grows at the rate of 1/r3 so we
scale the system by r in all directions. Let (τ, χ) be the scaled coordinates. First, given a
point (τ, χ), we will study the asymptotics of the correlation kernel (3) when r → 0, rti → τ ,
rhi → χ and ∆t = t1 − t2,∆h = h1 − h2 are fixed.
Definition 3.2. For i ≥ 1 let βi = αd−1αd−2 · . . . · αd−i. Let l be the number of distinct β’s,
and let β˜1 < · · · < β˜l be the ordered list of distinct β’s. For i = 1, . . . , l let mi be the number
of times β˜i appears among β1, . . . , βk. We have m1 + · · ·+ml = k.
Note, that since d mod k is constant, the values β1, β2, . . . do not depend on r. Moreover,
since a0 · . . . · ak−1 = 1, the sequence β1, β2, . . . is also periodic of period k. We might,
however, have some of the numbers β1, . . . , βk be equal, so l can be less than k and mi > 1.
We have
qm+ 1
2
· . . . · qd−1 = qd−m− 12β(d−m− 1
2
) mod kγ
cm ,
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where cm = 0 if m > 0 and cm = 1 if m < 0. Thus, we have
lim
r→0
r ln Φq¯(z, t) = lim
r→0
−
k∑
i=1
∑
max(0,t)<m<d
m∈Z+ 1
2
(d−m− 12) mod k=i
r ln(1− zaer(d−m− 12 )β−1i )
+
k∑
i=1
∑
m<min(0,t)
m∈Z+ 1
2
(d−m− 12) mod k=i
r ln(1− z−1a−1e−r(d−m− 12 )βiγ)

=
1
k
k∑
i=1
(∫ min(τ,0)
−∞
ln(1− z−1βiγeM)dM −
∫ V
max(τ,0)
ln(1− zβ−1i e−M)dM
)
,
where in the last step we replaced a sum of 2k Riemann sums by the sum of the corresponding
integrals.
It follows that the integrand in formula (3) for the correlation kernel has the leading
asymptotics given by
(7) Kq¯((t1, h1), (t2, h2)) =
1
(2pii)2
∫
z∈Cz
∫
w∈Cw
e
1
r
(Sτ,χ(z)−Sτ,χ(w))+O(1) dzdw
z − w,
where
(8) Sτ,χ(z) =
1
k
k∑
i=1
(∫ min(τ,0)
−∞
ln(1− z−1βiγeM)dM −
∫ V
max(τ,0)
ln(1− zβ−1i e−M)dM
)
−
(
χ+
1
2
|τ |
)
ln z.
4. The point processes in the bulk near the edge and at the turning points
To compute the asymptotics of the correlation kernel, we use the steepest descent method,
so we need to study the critical points of Sτ,χ. We have
z
dSτ,χ
dz
= −1
k
k∑
i=1
ln
(
z − βiγemin(τ,0)
z
)
+
1
k
k∑
i=1
ln
(
z − βieV
z − βiemax(τ,0)
)
− V − χ+ τ
2
and
d
dz
(
z
dSτ,χ(z)
dz
)
= −1
k
k∑
i=1
(
1
z − emin(τ,0)βiγ −
1
z
)
+
1
k
k∑
i=1
(
1
z − βieV −
1
z − βiemax(τ,0)
)
.
We are interested in the behavior of the system near the turning points which appear
when τ = V , so we set τ = V − ε with ε > 0 and small. We need ε to be smaller than than a
10 SEVAK MKRTCHYAN
constant that only depends on d and the weights α0, . . . , αk−1. In particular we have τ ≥ 0,
so
(9) z
dSτ,χ
dz
(z) = −1
k
l∑
i=1
mi ln
(
z − β˜iγ
z
)
+
1
k
l∑
i=1
mi ln
(
z − β˜ieV
z − β˜ieτ
)
− V − χ+ τ
2
and
(10)
d
dz
(
z
dSτ,χ(z)
dz
)
= −1
k
l∑
i=1
mi
(
1
z − β˜iγ
− 1
z
)
+
1
k
l∑
i=1
mi
(
1
z − β˜ieV
− 1
z − β˜ieτ
)
,
where we have grouped terms with equal β’s together. To simplify notation, we will denote
Sp(z) := z dSτ,χ
dz
(z).
4.0.1. The possible locations of double real critical points. First, we look for double real
critical points of Sτ,χ. If z is such a point, than from (8) or (9) it is easy to see that
z /∈ [0, β˜iγ] and z /∈ [β˜ieτ , β˜ieV ] for any i.
Since the β˜’s are distinct, by picking the bound on ε to be small enough, we will have that
the intervals [β˜ie
τ , β˜ie
V ] are disjoint. Also we have
(11) β˜iγ < β˜lγ < β˜1e
τ < β˜ie
τ .
Here the only non-trivial inequality is the middle one. It holds, since eτ ≥ 1, and β˜1/β˜l is
either the product of consecutive α’s, or the inverse of the product of consecutive α’s. Since
the product of all the α’s is one, we have that β˜1/β˜l is always the product of consecutive α’s.
However, γ is the product of all α’s which are less than 1, so we have γ < β˜1/β˜l. It follows,
that the intervals [0, β˜iγ] and [β˜ie
τ , β˜ie
V ] are situated on the real line as in Figure 9.
Figure 9. The integration contours and the intervals where there cannot be
real critical points.
0 β˜1γ β˜2γ β˜lγ. . . β˜1e
τ β˜1e
V . . . β˜le
τ β˜le
V
Cz
Cw
Note also, that the Cz contour from (3) contains no zeros of Φ
+
q¯ (z, t1), i.e. none of e
r(m+ 1
2
)β˜i
for t1 < m < d, and the Cw contour from (3) contains all zeros of Φ
−
q¯ (z, tt), i.e. all of
er(m+
1
2
)β˜iγ for m < 0. This means that the contours Cz and Cw cross the positive part of
the real line between β˜lγ and β˜1e
τ as in Figure 9.
TURNING POINTS FOR PERIODIC WEIGHTS OF ARBITRARY PERIOD 11
4.0.2. Computing the double real critical points. It follows from the computations in the
previous section that if z is a double real critical point of Sτ,χ, then the summands in the
first sum in (10) are all of the same sign, whereas the summands in the second sum in (10)
are all small (they converge to 0 as ε goes to 0), unless z is close to β˜ie
τ or β˜ie
V , so if z is a
double real critical point, z must be close to β˜ie
τ or β˜ie
V for some i. Let z = β˜je
V +δ, where
δ → 0 as ε→ 0. All the summands in the second sum in (10) will be of size o(1) except the
summand with i = j. The latter one should be of order 1. Thus we have
β˜j(e
V − eτ )
(z − β˜jeV )(z − β˜jeτ )
= θ(1),
where θ(1) means of constant order as ε→ 0. Plugging in the values of τ and z, we have
β˜je
V (ε+O(ε))
δ(δ + β˜jeV ε+O(ε2))
= θ(1),
which implies that δ = θ(
√
ε). From (10) we must have
0 = −1
k
l∑
i=1
miβ˜iγ
β˜jeV (β˜jeV − β˜iγ)
+O(δ) +O(ε) +
1
k
mjβ˜je
V ε
δ2 +O(ε3/2)
.
Solving for δ, we get
(12) δ = ±
√
mjβ˜je
V√∑l
i=1
miβ˜iγ
β˜jeV −β˜iγ
√
ε+O(ε).
Note, that (11) implies the summands in the denominator are all positive, so δ is real. Setting
fj :=
√
mjβ˜je
V√∑l
i=1
miβ˜iγ
β˜jeV −β˜iγ
,
let zj,± = β˜jeV ± fj
√
ε+ gεε+ o(ε). While the expression for fj was obtained by setting the
constant order term in (10) to zero, an exact formula for gε is easily obtained by setting the
term of order
√
ε in (10) equal to zero. By setting Sp(zj,±) = 0 and solving for χ from (9)
we obtain
(13)
χj,± = −V
2
− 1
k
l∑
i=1
mi ln
(
eV β˜j − β˜iγ
eV β˜j
)
∓
l∑
i=1
fj
β˜iγ
eV β˜j(eV β˜j − β˜iγ)
√
ε∓ 1
k
mj
eV β˜j
fj
√
ε+O(ε).
Note, that we have
zl,+ > zl,− > zl−1,+ > zl−1,− > · · · > z2,+ > z2,−1 > z1,+ > z1,−
and
χl,+ < χl,− < χl−1,+ < χl−1,− < · · · < χ2,+ < χ2,−1 < χ1,+ < χ1,−.
Now, fix χ and consider the function z dSτ,χ
dz
. We have z dSτ,χ
dz
(z) < 0 if z < 0,
It is easy to see that
• when z ranges from −∞ to 0, the function Sp(z) decreases from −V −χ+ τ
2
to −∞,
• when z ranges from β˜lγ to β˜1eτ , the function Sp(z) decreases from −∞ to χ1,− − χ
at z1,− and increases to ∞,
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• when z ranges from β˜ieV to β˜i+1eτ , the function Sp(z) increases from −∞ to χi,+−χ
at zi,+, decreases to χi+1,− − χ at zi+1,− and increases to ∞,
• when z ranges from β˜leV to ∞, the function Sp(z) increases from −∞ to χl,+−χ at
zl,+ and decreases to −V − χ+ τ2 .
These properties of Sp(z) are visualized in Figure 10.
Figure 10. A plot of the function Sp(z).
β˜2e
Vβ˜lγ0 β˜1e
τ β˜1e
V . . .β˜2eτ β˜leτ β˜leV
χ1,− − χ
χ1,+ − χ
χ2,− − χ
χ2,+ − χ
χl,− − χ
χl,+ − χ
−V − χ+ τ
2
...
4.0.3. The number of real and complex critical points. First, we count the critical points of
Sτ,χ when χ is large. We use the following lemma proven in [Mkr11]:
Lemma 4.1 (Lemma 2.3 in [Mkr11]). Let {xi}m1i=1, {yi}m2i=1, {xi}m1−1i=1 , {
mathfrakyi}m2−1i=1 , w and w 6= 0 be real numbers such that
xm1 < . . . < x2 < x1 < w < y1 < y2 < . . . < ym2 .
Let ζ be a complex number with =ζ ≥ 0. Define
µi = angle(ζ − xi+1, ζ − xi), ∀i = 1, 2, . . . ,m1 − 1,
νi = angle(ζ − yi, ζ − yi+1), ∀i = 1, 2, . . . ,m2 − 1,
and
α = angle(ζ − x1, ζ − w).
(See Figure 11 for an illustration of the setup on the complex plane.) There exists ε > 0
such that if |ζ − w| < ε, then
(14)
m1−1∑
i=1
xiµi + wα +
m2−1∑
i=1
yiνi = 0
if and only if ζ ∈ R and ζ > w.
The same holds if α is replaced by α˜ := angle(ζ − w, ζ − y1) and ζ > w is replaced by
ζ < w.
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Figure 11. Setup of Lemma 4.1.
It follows from (9) that if χ is large, then z is close to either β˜lγ or β˜ie
τ for some i = 1, . . . , l.
Setting the imaginary part of Sp(z) to zero, it follows from Lemma 4.1 that all the critical
points of Sτ,χ are real if χ is large. For example, if z is close to β˜lγ, then setting ζ = z,
m1 = l, xm1 = 0, xi = β˜l−iγ, xi = ml−i + · · · + ml for i = 1, . . . , l − 1, w = β˜lγ, w = m1,
m2 = 2l, y2j−1 = β˜jeτ , y2j = β˜jeV , y2j−1 = mj and y2j = 0 for j = 1, . . . , l in Lemma 4.1
gives us that z must be real.
Thus, when χ is large enough, Sτ,χ has exactly l + 1 real critical points and no non-real
complex critical points. As χ varies, the number of real or complex, non-real critical points
of Sτ,χ can only change when it has a double real critical point. It follows from Figure 10
that if χi,+ < χ < χi,− for some i = 1, . . . , l, then Sτ,χ has exactly two non-real complex
critical points. Otherwise, it has only real critical points. Let zcr,i be the critical point with
positive imaginary part when χi,+ < χ < χi,−. We moreover have that as χ increases from
χi,+ to χi,−, the real part of zcr decreases from β˜ieV + fi
√
ε to β˜ie
V − fi
√
ε.
4.0.4. Deformation of contours and the limiting correlation kernel in the bulk. We carry out
the steepest descent analysis by deforming the contours of integration in (3) appropriately.
Let χi,+ < χ < χi,− and τ = V − ε with ε small. Then, as we saw, the function Sτ,χ
has exactly one pair of complex, conjugate critical points. Let zcr be the one with positive
imaginary part. It follows that the curve <Sτ,χ(z) = <Sτ,χ(zcr) looks as in Figure 12. We
deform the contours Cz and Cw to contours C
′
z and C
′
w such that they pass through zcr, z¯cr
and <(Sτ,χ(z)) ≤ <(Sτ,χ(zcr)) ≤ <(Sτ,χ(w)) for all z ∈ C ′z and w ∈ C ′w, with equality only
at the critical points.
This deformation of contours results in the z and w contours crossing, which, together
with the presence of the 1
z−w term in (3), means that as a result of the deformation we pick
up residues where the curves cross, i.e. along an arc from z¯cr to zcr which crosses the real
axes to the right of 0 if t1 ≥ t2 and to the left of 0 if t1 < t2. We have
Kq¯((t1, h1), (t2, h2)) =
∫
z∈C′z
∫
w∈C′w
e
Sτ,χ(z)−Sτ,χ(w)
r
+O(1) dzdw
z − w
+
1
2pii
∫ zcr
z¯cr
Φq¯(z, t1)
Φq¯(z, t2)
zh2−h1−
1
2
(t1−t2)−1dz.
Since <(Sτ,χ(z)) ≤ <(Sτ,χ(zcr)) ≤ <(Sτ,χ(w)) along the contours C ′z and C ′w, the first integral
converges to 0 as r → 0. Thus
lim
r→0
Kq¯((t1, h1), (t2, h2)) = lim
r→0
1
2pii
∫ zcr
z¯cr
Φq¯(z, t1)
Φq¯(z, t2)
zh2−h1−
1
2
(t1−t2)−1dz.
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Figure 12. The shaded region is the region <(Sτ,χ(z)) > <(Sτ,χ(zcr)). The
solid curves are the original contours whereas the dotted ones are the new
contours.
0
β˜je
τ
β˜1e
τβ˜lγ
β˜je
V
Cz
Cw
C �z
C �w
Since t1, t2 ≈ τr > 0, from (4) we have
Φq¯(z, t1)
Φq¯(z, t2)
=
Φ−q¯ (z, t1)
Φ−q¯ (z, t2)
Φ+q¯ (z, t2)
Φ+q¯ (z, t1)
=
Φ+q¯ (z, t2)
Φ+q¯ (z, t1)
=
∏
min(t1,t2)<m<max(t1,t2)
m∈Z+ 1
2
(1− zx+m)∆t,(15)
=
∏
min(t1,t2)<m<max(t1,t2)
m∈Z+ 1
2
(
1− zer(−m− 12 )β−1
(d−m− 1
2
) mod k
)∆t
.
Let Nt,i be the number of t < m < dr such that βd−m− 1
2
= β˜i and let ∆Ni := Nt1,i −Nt2,i,
which, up to a sign, counts the number of half-integers m between t1 and t2 such that
βd−m− 1
2
= β˜i.
Taking the limit r → 0 we obtain the following theorem:
Theorem 4.2. Let r > 0. Consider plane partitions confined to an∞×dr box, with periodic
weights given by (2) with q = e−r. Let β˜i’s be defined as in Definition 3.2. Assume dr mod k
is independent of r and limr→0 rdr = V . In the limit when r goes to 0 along a vertical line
τ = V − ε near the edge of the system the liquid region consists of l intervals, one for each
β˜i. The correlation functions of the system near a point (τ, χ) in the bulk where χ is in the
interval (χj,+, χj,−) (see (13)) are given by determinants of the kernel
lim
r→0
Kq¯((t1, h1), (t2, h2)) =
1
2pii
∫
C
l∏
i=1
(
1− ze−τ β˜−1i
)∆Ni
z−∆h−
1
2
∆t−1dz,
where ∆t = t1 − t2, ∆h = h1 − h2, rti → τ , rhi → χ and the integration contour C
connects the two non-real critical points of Sτ,χ(z), passing through the real line in the interval
(β˜lγ, e
τ β˜1) if ∆(t) ≥ 0 and through (−∞, 0) otherwise.
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Remark 4.3. Notice, that
∑l
i=1 ∆Ni = ∆t. In particular, in the homogeneous case α1 =
· · · = αk = 1, we have l = 1 and β˜1 = 1, so we recover the incomplete beta kernel.
Remark 4.4. When χ is such that SV−ε,χ has only real critical points, then during the
deformation of the contours they do not cross each other and we do not pick up any residues
from the 1
z−w term. It follows that the correlation functions for horizontal lozenges decay
exponentially fast as r →∞, so in the scaling limit almost surely there will be no horizontal
lozenges near such a point (V − ε, χ).
Remark 4.5. The argument in Section 4.0.3 showing that SV−ε,χ has only real critical points
when χ is large also applies for S0,χ without modification. Thus, we also obtain that when τ =
0 and χ is large, almost surely the there will be no horizontal lozenges near the macroscopic
point (0, χ). It follows that the height of the scaled plane partition is actually bounded, unlike
the cases of homogeneous weights studied in [OR03],[OR07],[BMRT12],[Mkr11].
4.0.5. Deformation of contours and the limiting correlation kernel near turning points. We
now turn our attention to the point processes at the turning points. Let rdr = V , ti = dr− tˆi,
hi = bχir c + hˆir1/2 with tˆi, hˆi fixed, independent of r, and χj the height of the j’th turning
point, which, from (13), is
(16) χj = −V
2
− 1
k
l∑
i=1
mi ln
(
eV β˜j − β˜iγ
eV β˜j
)
.
From the earlier computations of critical points we see that the critical point corresponding
to the turning point at height χi is zj = β˜je
V .
Figure 13. The shaded region is the region <(SV,χj(z)) > <(SV,χj(zj)).
The solid curves are the original contours whereas the dotted ones are the
new, deformed contours.
0
β˜je
V
Cw
C �z
C �w
Cz
β˜kγ β˜1eV
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We have
Sτ,χ(z) =
1
k
k∑
i=1
∫ 0
−∞
ln(1− z−1βiγeM)dM −
(
χ+
V
2
)
ln z,
dSV,χj(z)
dz
∣∣∣∣
z=zj
= 0,
and
d
dz
(
z
dSV,χ(z)
dz
)
= −1
k
l∑
i=1
mi
(
1
z − β˜iγ
− 1
z
)
= −1
k
l∑
i=1
miβ˜iγ
(z − β˜iγ)z
.
It follows that
d
dz
(
z
dSV,χ(z)
dz
)∣∣∣∣
z=zj
< 0,
which implies S ′′V,χ(zj) < 0 for all j.
Figure 14. The ξ and ω contours.
Now, the contours <(SV,χj(z)) = <(SV,χj(zj)) look as in Figure 13 and we deform the
integration contours of the correlation kernel to pass through zj as shown in Figure 13.
When ∆t ≥ 0 the contours do not pass through each other so we do not pick up any
resides from the 1
z−w term. Along the new contours, away from the critical point we have
<(SV,χj(w)) > <(SV,χj(z)), so the contribution to the correlation kernel is exponentially
small and the main contribution comes from the vicinity of the critical point. We make
the change of variable z = zje
r1/2ξ, w = zje
r1/2ω. In these coordinates the steepest descent
contours are as in Figure 14 (similarly to [OR06]).
We have
SV,χj(z) = SV,χj(zj) + S
′
V,χj
(zj)(z − zj) +
S ′′V,χj(zj)
2
(z − zj)2 + · · · .
Since
z − zj = −
√
rξzj(1 +O(
√
r),
we get
SV,χj(z) = SV,χj(zj) +
S ′′V,χj(zj)
2
rξ2z2j +O(r
3
2 ).
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Using zj = β˜je
V , a similar computation to (15) gives
Φ+q¯ (z, t1) =
∏
t1<m<dr
m∈Z+ 1
2
(
1− β˜jeV er1/2ξer(−m− 12 )β−1(d−m− 1
2
) mod k
)
.
Since t1 = dr − tˆ1 with tˆ1 fixed, this is a finite product. Moreover,
eV er(−m−
1
2
) = er(dr−m−
1
2
) = 1 +O(r),
from which it follows that
Φ+q¯ (z, t1) =
∏
t1<m<dr
m∈Z+ 1
2
(
1− β˜jer1/2ξβ−1(d−m− 1
2
) mod k
)
(1 +O(r))
= (−r1/2ξ)Nt1,j
l∏
i=1
i 6=j
(1− β˜jβ˜−1i )Nt1,i(1 +O(
√
r)).
Thus, we obtain
Kq¯((t1, h1), (t2, h2)) = z
−∆h−∆
t
j (−r1/2)−∆Nj
l∏
i=1
i 6=j
(1− β˜jβ˜−1i )−∆Ni
× 1
(2pii)2
∫
z∈C′z
∫
w∈C′w
e
S′′V,χj (zj)
2
z2j (ξ
2−ω2)ω
Nt2,j
ξNt1,j
1√
r(ξ − ω)
ehˆ2ω
ehˆ1ξ
r(1 +O(
√
r)) dξ dω.
When computing detKq¯((ti, hi), (tj, hj))
n
i,j=1, the terms
z
−∆h−∆
t
j (−r1/2)−∆Nj
l∏
i=1
i 6=j
(1− β˜jβ˜−1i )−∆Ni
cancel out. Thus, we obtain the following theorem.
Theorem 4.6. Let r > 0. Consider plane partitions confined to an∞×dr box, with periodic
weights given by (2) with q = e−r. Let β˜i’s be defined as in Definition 3.2. Assume dr mod k
is independent of r and limr→0 rdr = V . In the limit when r goes to 0 near the vertical
boundary τ = V the system develops l turning points, one for each β˜i. The j’th highest
turning point is at position (V, χj), where χj is given by (16), and the correlation functions
of the system near it are given by determinants of the kernel
(17) Kjq¯ ((tˆ1, hˆ1), (tˆ2, hˆ2)) =
√
r
(2pii)2
∫
z∈C′z
∫
w∈C′w
e
S′′V,χj (zj)
2
z2j (ξ
2−ω2)ω
Ntˆ2,j
ξNtˆ1,j
ehˆ2ω
ehˆ1ξ
dξ dω
(ξ − ω) ,
where tˆi = dr − ti is the horizontal distance from the boundary, hˆir1/2 is the vertical distance
from χj, Nt,i is the number of m ∈ Z + 12 such that dr − t < m < dr and βd−m− 12 = β˜i, and
the integration contours are as in Figure 14.
Remark 4.7. When ∆t < 0, the w contour crosses completely over the z contour, so we
pick up residues from the 1
z−w term along a simple contour going once around 0. However, as
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explained in particular in [OR07] or [Mkr14, Section 5.0.3], this does not alter the expression
of the correlation kernel given in (17).
4.1. The GUE-corners process. Fix j with 1 ≤ j ≤ l and choose integers j¯ = (j1, j2, . . . )
such that Nji,j = i for all i ∈ N. Note, that we must have j1 < j2 < · · · . Given t˜i ∈ N and
h˜i ∈ R, let ρ˜r((t˜1, h˜1), . . . , (t˜n, h˜n)) be the probability that there are horizontal lozenges at
positions (ti, hi) = (dr − jt˜i , bχir c+ h˜ir1/2 ). It follows, that as r → 0, we have
ρ˜r((t˜1, h˜1), . . . , (t˜n, h˜n))→ det(K j¯q¯ ((t˜i, h˜i), (t˜l, h˜l)))ni,l=1,
with
(18) K j¯q¯ ((t˜1, h˜1), (t˜2, h˜2)) =
√
r
(2pii)2
∫
z∈C′z
∫
w∈C′w
e
S′′V,χj (zj)
2
z2j (ξ
2−ω2)ω
t˜2
ξ t˜1
eh˜2ω
eh˜1ξ
dξ dω
(ξ − ω) .
This is the correlation kernel for the GUE-corners process (see e.g. [OR06]). In other words,
if we restrict the point process at the j’th turning point to the slices j1, j2, . . . then we get
the GUE-corners process. In particular, since the i’th slice of the GUE-corners process has
i points, it follows that near the j’th turning point the i’th slice from the boundary has Ni,j
points.
We can describe the connection with the GUE-corners process differently. The number
of horizontal lozenges on vertical slices near a turning point weakly increases as you move
further away from the boundary. Pick any turning point and any collection of slices, such
that the i’th slice has i horizontal lozenges near the turning point. Then the point process
near the turning point restricted to the selected slices will be the GUE-corners process.
Note, that the GUE-corners process has i particles on slice i, so to obtain the GUE-corners
process it is obviously necessary to pick slices so that the i’th has i particles. The key is that
that’s also sufficient, so as long as the number of particles is selected correctly, we obtain
the GUE-corners process.
4.2. The frozen regions separating the turning points. It follows from Theorems 4.2
and 4.6 that near the boundary at τ = V the system develops l+ 1 frozen regions separated
by l liquid regions. In the scaling limit the correlation functions for horizontal lozenges
converge to zero in these frozen regions, so no horizontal lozenges appear in these regions.
Let’s call the lozenges of orientation left lozenges and the lozenges of orientation right
lozenges. Since the frozen regions consist of only left and right lozenges, along any vertical
line inside a frozen region only one type of lozenge can appear. Thus the frozen regions that
appear can be characterized by specifying a horizontal cross-section, which can be done via a
sequence of the letters r and l standing for right and left lozenges respectively. It is obvious
that the top frozen region has only left lozenges, whereas the bottom frozen region has only
right lozenges.
First, let’s consider the case when l = k, i.e. when β1, . . . , βk are distinct, and let β˜j = βij
for j = 1, . . . , k. From the discussion in Section 4.1 it follows that the top turning point the
first i1 − 1 slices will have no horizontal lozenges, the next k slices one horizontal lozenge
each, the next k slices two each, etc. It follows that the second frozen region from the top
will have profile (lk−1r)li1−1 where ∗m stands for ∗ repeated m times, and (∗) stands for ∗
repeated indefinitely.
At the second turning point the first i2 − 1 slices will have no horizontal lozenges, the
next k slices one horizontal lozenge each, the next k slices two each, etc. It follows that the
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third frozen region from the top will have profile (lk−|i1−i2|−1rl|i1−i2|−1r)lmin(i1,i2)−1. It can
inductively be shown, that after “passing through” a turning point, exactly one of the l’s in
the repeating pattern of the frozen region changes to an r.
Thus, all frozen regions near the right boundary are vertical facets. If we vertically project
them to the floor and introduce polar coordinates so that the projection of the top facet (lk)
has angle 0 and the projection of the bottom facet (rk) has angle pi/2, then the i’th facet
from the top will project to angle (i−1)pi
2k
, and ignoring the first few slices, will be formed by
a sequence of i− 1 r’s and k − i + 1 l’s repeated periodically. The particular pattern of l’s
and r’s will depend on the order of β1, . . . , βk and can by arbitrary.
For example, for k = 4, ignoring the first few slices, the frozen regions from top to bottom
will have profiles
(l4), (l3r),(l2r2), (lr3), (r4),
or(19)
(l4), (l3r),(lrlr), (lr3), (r4),
depending on the order of the β’s (see Figure 15).
Figure 15. The frozen regions corresponding to the profiles (19).
The l < k case is similar, with the only difference being that some facets are missing. For
example, if k = 4 and β1 = β2 > β3 > β4, then there will only be 3 turning points and the
(l3r) facet will be missing as the top two turning points will have merged.
An exactly sampled plane partition with 3-periodic weights is shown in Figure 16.
5. Point processes at the first-order phase transition
It can be seen from Figure 16 that the system develops a first order phase-transition at
the slice τ = 0: the limit surface is not differentiable along τ = 0. The goal of this section
is to study this phase transition, and obtain the point processes along it, which are not
translation invariant in the horizontal direction.
The nature of the fluctuations at τ = 0 should not depend on the precise boundary. To
simplify the computations we set V = ∞ and restrict the derivations to the k = 2 case. In
this case the computations can be made explicitly. We have
(20) α0 = α > 1, α1 =
1
α
, γ =
1
α
, β˜1 = 1, β˜2 = α.
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Figure 16. An exact sample(generated using the algorithm in [Bor11]) of
plane partitions with 3-periodic weights, modified at the slice through the
corner. Near the right edge of the figure the 3 turning points and the frozen
regions separating them are visible.
Since d = ∞, the form of x±m from (6) is not suitable anymore. Instead, we rewrite (5) in
the form
(21) x+m = q
mym, x
−
−m = q
my−m = qmym,∀m ∈ 1
2
+ Z≥0,
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where ym is as in Figure 17.
Figure 17. The sequence ym for m ∈ Z+ 12 .
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From (9) and (10) for τ ≥ 0 we have
(22) 2z
dSτ,χ
dz
(z) = − ln
(
z − 1
z
)
− ln
(
z − 1
α
z
)
+ ln
( −1
z − eτ
)
+ ln
( −α
z − αeτ
)
− 2χ+ τ
and
(23) 2
d
dz
(
z
dSτ,χ(z)
dz
)
= − 1
z − 1 +
2
z
− 1
z − α−1 −
1
z − eτα −
1
z − eτ .
5.0.1. The double real critical points. As in Section 4 we first determine the points (τ, χ) for
which the function Sτ,χ has double real critical points. Given z ∈ R, we as for which (τ, χ)
is it a double real critical point of Sτ,χ. If z is a double real critical point of Sτ,χ, then τ can
be obtained from
(24)
d
dz
(
z
dSτ,χ(z)
dz
)
= 0
and χ then can be easily computed from z dSτ,χ(z)
dz
= 0.
Suppose τ ≥ 0. Equation (24) is quadratic in eτ . Solving it we obtain
(25) eτ = z2, or eτ =
z + αz − 2αz2
2α− αz − α2z .
If
(26) eτ =
z + αz − 2αz2
2α− αz − α2z ,
then z > 0, since otherwise eτ ≤ 0. It follows from (22) that χ is real if and only if
1− z−1 > 0, 1− α−1z−1 > 0, 1− e−τα−1z > 0, and 1− e−τz > 0,
or, equivalently, since z > 0, that
1 < z < eτ =
z + αz − 2αz2
2α− αz − α2z ,
which, using (26), becomes
1 < z and 1 <
1 + α− 2αz
α(2− z − αz) .
Since α > 1, we have 1 < αz, which implies the denominator in the formula above is negative.
Rewriting the second inequality we obtain (α − 1)(1 − αz) > 0, which is a contradiction.
Hence, if (τ, χ) is a double real critical point and τ ≥ 0, we must have eτ = z2. Similarly it
can be established that when τ < 0, we still must have eτ = z2. Thus, at the real critical
points we have z = ±e τ2 . Solving dSτ,χ
dz
(±e τ2 ) = 0 for χ we obtain that independently of the
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Figure 18. A plot of the curve χ±(τ) when a = 9.
τ
χ
sign of τ we have
(27) χ±(τ) = − ln(1∓ e−
|τ |
2 )− ln(1∓ α−1e− |τ |2 )− 1
2
|τ |.
Figure 18 give a plot of the curve χ±(τ). Note, that the curve χ±(τ) near τ = 0 is not
differentiable. We have
dχ
dτ
=
∓ sign(τ)
2
e−
|τ |
2
1∓ e− |τ |2
+
∓ sign(τ)
2
α−1e−
|τ |
2
1∓ α−1e− |τ |2
− sign(τ)
2
.
If z = e
τ
2 , we have
lim
τ→0±
dχ
dτ
= ∓∞.
If z = −e τ2 , we have
lim
τ→0±
dχ
dτ
= ± 1− α
4(1 + α)
,
which implies that the frozen boundary is not differentiable at τ = 0.
5.0.2. The number of critical points. To carry out the steepest descent analysis, we need
to know the number of complex non-real critical points of Sτ,χ. To obtain the number we
exponentiate the equation 2z dSτ,χ(z)
dz
= 0 to obtain
(28)
(
z − emin{τ,0}) (z − emin{τ,0}α−1) (1− e−max{τ,0}α−1z) (1− e−max{τ,0}z)
− e−2(χ− 12V (τ))z2 = 0.
The left-hand side is a degree 4 polynomial with positive leading coefficient. Since its value
is negative at emin{τ,0}, the equation must have at least two distinct real solutions. Hence,
the number of non-real complex solutions is at most 2.
If we divide the (τ, χ) plane into regions according to the number of critical points, Sτ,χ
will have double real critical points at the boundaries of those regions. Thus, the boundary
is given by the curve χ±(τ) from (27). It is easy to see that for any τ 6= 0, if χ is very large,
then the equation (28) has four distinct real solutions, whence Sτ,χ has no non-real critical
points. It follows that in the region bounded by the curve χ±(τ) the function Sτ,χ has a
pair of complex conjugate critical points, whereas in the region outside the curve all critical
points are real.
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Carrying out the saddle point analysis is straightforward. When τ 6= 0 we obtain that the
limiting correlation functions at any point in the interior of the curve χ±(τ) are of the same
type as in Theorem 4.2 and outside the curve we have frozen regions.
Let τ = 0 and χ > χ−(τ). Then Sτ,χ has exactly one pair of complex conjugate critical
points. The deformation of contours and the saddle point analysis works exactly as in
Theorem 4.2. The only difference is in the residue terms picked up when the z and w
contours cross each other. We have t1, t2 fixed, ∆t = t1− t2 and rhi → χ with ∆h = h1−h2
fixed as before. We obtain
lim
r→0
Kq¯((t1, h1), (t2, h2)) = lim
r→0
1
2pii
∫
C
Φq¯(z, t1)
Φq¯(z, t2)
z−∆h−
1
2
|t1|+ 12 |t2|−1dz,
where the contour C is as before. From (21) it follows that if |m| < max(|t1|, |t2|), then
x±m → ym as r → 0. Given integers t1, t2, let A(t1, t2) be the number of half integers m
between t1 and t2 such that ym = 1, taken with a positive sign if t1 ≥ t2 and with a negative
sign otherwise. Define g(t1, t2) by
g(t1, t2) =

0, t1, t2 > 0,
∆t, t1, t2 < 0,
t2, t2 < 0 < t1,
t1, t1 < 0 < t2.
We obtain
Φq¯(z, t1)
Φq¯(z, t2)
z−∆h−
1
2
|t1|+ 12 |t2|−1 → (−1)g(t1,t2)(1− z)A(t1,t2)(1− z/α)∆t−A(t1,t2)z−∆h−∆t2 −1.
When taking determinants, the terms (−1)g(t1,t2) cancel out and we obtain the following
result.
Theorem 5.1. Let r > 0. Consider plane partitions confined to an∞×∞ box, with periodic
weights given by (2),(20) with q = e−r. In the limit when r goes to 0 along the middle slice
τ = 0 when χ > χ−(0), the correlation functions of the system (see (13)) are given by
determinants of the kernel
lim
r→0
Kq¯((t1, h1), (t2, h2)) =
1
2pii
∫
C
(1− z)A(t1,t2)(1− z/α)∆t−A(t1,t2)z−∆h− 12 ∆t−1dz,
where ∆t = t1− t2, ∆h = h1−h2, t1, t2 are fixed, rhi → χ with ∆h fixed, and the integration
contour C connects the two non-real critical points of S0,χ(z), passing through the real line
in the interval (1, α) if ∆(t) ≥ 0 and through (−∞, 0) otherwise.
Remark 5.2. Note, that this is a point process which is invariant under translations in the
vertical direction but not in the horizontal direction. This is the case because the sequence ym
is not translation invariant (see Figure 17). When α = 1 the process becomes the incomplete
beta process from [OR03].
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