Delineation of large-scale functional networks (FNs) from resting state functional MRI data has become a standard tool to explore the functional brain organization in neuroscience. However, existing methods sacrifice subject specific variation in order to maintain the across-subject correspondence necessary for group-level analyses. In order to obtain subject specific FNs that are comparable across subjects, existing brain decomposition techniques typically adopt heuristic strategies or assume a specific statistical distribution for the FNs across subjects, and therefore might yield biased results. Here we present a novel data-driven method for detecting subject specific FNs while establishing group level correspondence. Our method simultaneously computes subject specific FNs for a group of subjects regularized by group sparsity, to generate subject specific FNs that are spatially sparse and share common spatial patterns across subjects. Our method is built upon nonnegative matrix decomposition techniques, enhanced by a data locality regularization term that makes the decomposition robust to imaging noise and improves spatial smoothness and functional coherences of the subject specific FNs. Our method also adopts automatic relevance determination techniques to eliminate redundant FNs in order to generate a compact set of informative sparse FNs. We have validated our method based on simulated, task fMRI, and resting state fMRI datasets. The experimental results have demonstrated our method could obtain subject specific, sparse, non-negative FNs with improved functional coherence, providing enhanced ability for characterizing the functional brain of individual subjects.
Introduction
Resting state fMRI (rsfMRI) has been a powerful tool for investigating functional connectivity patterns of the human brain. Among functional connectivity modeling methods, decomposing the brain into spatially overlapping components is favored for modeling many-tomany mapping between brain regions and functions (Smith et al., 2009; Power et al., 2011; Calhoun et al., 2012; Smith et al., 2012; Park and Friston, 2013; Pessoa, 2014) . The brain decomposition methods typically build upon matrix factorization techniques to decompose the functional imaging data into a set of spatial components, referred to as functional networks (FNs) or functional modes (Calhoun et al., 2001b; Beckmann et al., 2005; Calhoun et al., 2009; Du and Fan, 2011; Lee et al., 2011a; Varoquaux et al., 2011; Yeo et al., 2011; Smith et al., 2012; Abraham et al., 2013; Du and Fan, 2013; Varoquaux et al., 2013; Yeo et al., 2014; Harrison et al., 2015) , such as Default Mode Network (DMN). The most common brain decomposition methods are built upon spatial or temporal independent component analysis (ICA) Calhoun et al., 2001b; Beckmann et al., 2005; Smith et al., 2009 Smith et al., , 2012 . Several methods have also been proposed to compute FNs from rsfMRI data with non-independence assumptions (Lee et al., 2011a (Lee et al., , 2011b Varoquaux et al., 2011; Yeo et al., 2011; Abraham et al., 2013; Lv et al., 2013; Hjelm et al., 2014; Yeo et al., 2014; Harrison et al., 2015) .
Recent work has demonstrated important subject specific variation in the functional neuroanatomy of large-scale brain networks Satterthwaite and Davatzikos, 2015) , emphasizing the need for tools which can flexibly adapt to individual variation while simultaneously maintaining correspondence for group-level analyses. Most of the brain decomposition methods are applicable to rsfMRI data of individual subjects. However, they are more robust when applied to pooled data of a group of subjects. For instance, group ICA is more robust (Calhoun et al., 2009 ) than ICA computation for each subject separately followed by establishing correspondence of independent components (ICs) across subjects Calhoun et al., 2001a; Moritz et al., 2003; Esposito et al., 2005; De Martino et al., 2007; Yang et al., 2008) since ICA computations applied to data of different subjects may generate ICs without direct correspondence . It is a difficult task to compute subject specific ICs from the group ICA results, and heuristic techniques are often adopted, such as back-reconstruction (Calhoun et al., 2009 ) and dual regression . In order to robustly compute subject specific ICs from fMRI data of individual subjects while facilitating groupwise inference in fMRI studies, independent vector analysis (IVA) (Lee et al., 2008) and group-information guided ICA (GIGICA) (Du and Fan, 2013) methods have been proposed. Similar to IVA and GIGICA, multi-subject dictionary learning methods also directly work on fMRI data of individual subjects and simultaneously enforce correspondence across FNs of different subjects by assuming that corresponding FNs of different subjects follow Gaussian (Varoquaux et al., 2011; Abraham et al., 2013; Varoquaux et al., 2013) or delta-Gaussian (Harrison et al., 2015) distributions. However, these methods may yield subject specific FNs biased to the group level information since the assumptions about the statistical distribution of FNs are not necessarily valid.
Excepting those with nonnegative constraints (Lee et al., 2011a) , most existing methods tend to produce FNs with mixed positive and negative loadings that typically correspond to anti-correlated signals.
Since time courses associated with FNs are projection results of the original fMRI time series onto the FNs, this hampers interpretability, as it is difficult to interpret the biological meaning of time courses of an FN with mixed positive and negative loadings. Furthermore, potentially relevant information regarding anti-correlation of component timecourses can be lost due to inaccurate assignment of negative loadings.
Aiming to overcome these challenges, we propose a brain decomposition method for computing subject specific, sparse function networks (SFNs) without losing comparability across subjects, as schematically illustrated by Fig. 1 . In particular, our method is built upon non-negative matrix factorization techniques (Lee and Seung, 1999) with following enhancements: 1) an inter-subject group sparsity regularization term is adopted to enforce subject specific SFNs to have common spatial patterns across subjects; 2) a data locality regularization term (Cai et al., 2011 ) is applied to the brain decomposition of individual subjects to obtain subject specific SFNs with enhanced spatial smoothness and functional coherence; and 3) a parsimonious regularization term is adopted to eliminate redundant SFNs in a datadriven way using automatic relevance determination techniques (Morup and Hansen, 2009 ). In the current study, we validate the proposed method with respect to its parameters, based on a simulated dataset, a dataset with both task fMRI (tfMRI) and rsfMRI scans obtained from the Human Connectome Project (HCP) , and an rsfMRI dataset obtained from the Philadelphia Neurodevelopmental Cohort (PNC) (Satterthwaite et al., 2014) . The experimental results have demonstrated that our method could obtain sparse, non-negative subject specific FNs with improved functional coherence, providing enhanced ability for characterizing the functional brain of individual subjects. Preliminary results of this work has been reported in (Li et al., 2016) .
Methods

Nonnegative decomposition model for rsfMRI data
Given a group of n subjects, each having rsfMRI data X R ∈ i T S × , i n = 1,…, , consisting of S voxels and T time points, we aim to find
where V ( )′ i is the transpose of V i , and E i is additional noise with a Gaussian distribution of N σI (0, ). Both U i and V i are constrained to be non-negative so that each FN does not contain any anti-correlated functional units (Lee and Seung, 1999) .
Group sparsity and data locality regularization terms
To identify subject specific FNs that are comparable across subjects, FNs of all subjects are computed collaboratively with an inter-subject group sparsity regularization term that enforces FNs of different subjects to have common spatial structures. Particularly, the consensus prior is a scale-invariant group sparsity regularization term on each column of V i , i n = 1,…, :
The group sparsity regularization term enforces corresponding FNs of different subjects to have common structures in the spatial domain, i.e., corresponding FNs of different subjects having non-zero elements at the same spatial locations. Different from existing methods that typically assume that corresponding FNs of different subjects follow a Gaussian/Delta-Gaussian distribution in the spatial domain (Lee et al., 2008; Abraham et al., 2013; Du and Fan, 2013; Harrison et al., 2015) , our consensus prior does not constrain elements of corresponding FNs of different subjects to be close to the group mean FNs directly, therefore the subject specific FNs will be less biased to the group mean The rsfMRI data of a group of subjects are simultaneously decomposed into non-negative subject specific FNs with their corresponding time courses in a collaborative setting with 3 regularization terms: 1) a voxel-wise group sparsity regularization term is adopted as an inter-subject consensus prior so that spatial correspondence and variations of FNs of different subjects are preserved simultaneously; 2) a data locality regularization term is adopted to enhance both functional coherence and spatial proximity of voxels so that spatially continuous and functionally coherent voxels are encouraged to reside in the same FN; and 3) an intra-subject parsimonious regularization term is adopted to eliminate redundant FNs with similar functional profiles using automatic relevance determination techniques.
FNs. Moreover, the group sparsity regularization term also encourages the spatial locality of the functional networks due to its sparsity preference.
Besides the inter-subject consensus prior, we also adopt a data locality regularization term to encourage spatial smoothness and functional coherence of the FNs using graph regularization techniques (Cai et al., 2011) . Such a data locality regularization term is formulated as
where
i is a Laplacian matrix for subject i, W M i is a pairwise affinity matrix to measure spatial closeness or functional similarity between different voxels, and D M i is its corresponding degree matrix. Particularly, the affinity matrix could encode both spatial proximity and functional affinity, with the assumption that spatially neighboring voxels or voxels that have similar functional profiles would reside in the same FN. Therefore, the decomposition would respect the intrinsic manifold structure of the functional data, and yield FNs with improved spatial continuity and functional consistency. In the current study, the affinity between each pair of spatially connected voxels is calculated as
, where
is the Pearson correlation coefficient between their rsfMRI signals, and others are set to be zero so that W M i had a sparse structure.
Parsimonious regularization term for compact decomposition
Since no independence or orthogonality constraints are applied to SFNs, the nonnegative decomposition method may yield redundant FNs with large spatial overlap. In order to obtain compact representations of FNs, we adopt a parsimonious regularization term to prune redundant ones at the subject level with automatic relevance determination (ARD) techniques (Morup and Hansen, 2009; Tan and Fevotte, 2013) by minimizing
=1 , , and λ P k i , is hyper-parameters, indicating the relevance of FNs with respect to the data decomposition. As time course reflects the functional dynamic of the corresponding FN, redundant FNs would have similar time courses. The parsimonious prior imposes a sparsity preference on time courses of FNs, which helps remove redundant FNs with similar time courses in the decomposition. Non-informative priors on λ P k i , are adopted, which allow us to tune the degree of sparsity preference by updating λ P k i , in a data driven fashion (Morup and Hansen, 2009 ).
Optimization of the joint brain decomposition model
We identify subject specific FNs by optimizing a joint model with integrated data fitting and regularization terms formulated by Eqs. (1)
are used to balance the data fitting, group sparsity, and data locality regularization terms, and n is the number of subjects, T is the number of time points, K is the number of FNs, n M is the number of neighboring voxels, α and β are two free parameters. It is worth noting that our method is directly applicable to single subject dataset, while the group sparsity regularization term degenerates to be an ordinary spatial sparsity regularization term. Moreover, it is applicable to both surface and volumetric data, as the graph based locality regularization term can handle different topologies from different data types, and other terms are free of the data topologies.
As the objective function is not convex with respect to
together, an iterative procedure is proposed to solve the optimization problem by updating
and λ P k i , is updated as
where T is the number of time points of the functional data.
•, is normalized to by its maximum value so that all its entries have values in [0, 1] after each iteration step. The objective function would monotonically decrease with this alternatively multiplicative update strategy (Morup and Hansen, 2009; Tan and Fevotte, 2013) . The updating procedure is illustrated in Table 1 . The objective function typically converges in less than 50 iteration steps at the population level based on our observations on both the simulated and real functional datasets.
Robust initialization of the joint decomposition framework
We apply our method to pooled group data as a single subject to obtain an initialization result for our method. In particular, the functional data of a group of subjects are concatenated temporally, and our method with an ordinary spatial sparsity regularization term is used to get group-level FNs that are used to initialize the simultaneous decomposition at the subject-level. At the group level decomposition, a random nonnegative initialization is used (Lee and Seung, 1999) . A bootstrap strategy is utilized to perform the group-level decomposition Table 1 Alternative optimization of the joint brain decomposition model.
: functional data of n subjects α: group sparsity parameter, β: data locality parameter, K : number of FNs R: number of iterations at the population level, L: number of iterations at subject level 2. Output: V i and U i for each subject 3. Initialize V i and U i as described in the Robust initialization section 4. Alternative updates for r R = 1,2,…, for i n = 1,2,…, : for j L = 1,2,…, : (subscripts for voxels/time points and FNs were omitted for clarity)
Update V i as in Eq. (8) Update U i as in Eq. (6) Update λ i as in Eq. ; break; end if; (obj calculated as in Eq. (5)) end r H. Li et al. NeuroImage 156 (2017) 1-13 multiple times on a subset of randomly selected subjects, and the resulting multiple decomposition results are fused to obtain one robust initialization that is highly reproducible, using a strategy similar to ICASSO (Himberg et al., 2004) . Particularly, all the decomposed FNs across different runs are pooled together and clustered into groups using normalized cuts (Shi and Malik, 2000) , where the inter-FN similarity is calculated as
is Pearson correlation coefficient between FN i and FN j , and σ is the median of d ij across all possible pairs of FNs. The number of clusters is set to be the number of FNs for each single run. For each cluster, the FN with the highest overall similarity with all other FNs within the same cluster is selected as the group FN and used to initialize the subject specific brain decomposition. In the current study, we computed group FNs with 50 random runs. The number of FNs of a fMRI dataset can be estimated using methods such as Laplace approximation, Bayesian information criterion (BIC), Akaike information criterion (AIC), and Minimum description length (MDL) (Beckmann and Smith, 2004; Li et al., 2007 ). In the current study, we use the Laplace approximation by MELODIC of FSL .
In order to make the decomposition robust to rsfMRI data that may have different numbers of time points and make preprocessed rsfMRI data to have nonnegative values, a voxel-wise normalization procedure can be applied to each subject's rsfMRI data before the decomposition. Particularly, time course of each voxel is first shifted linearly to make all time points to have positive values if necessary, and then the time course is normalized by its maximum value so that all the time points have values in [0, 1].
Choices of parameters
Our method has two free parameters, i.e., α and β, which balance the data fitting, group sparsity, and data locality regularization terms in the decomposition. As no ground truth is available for a decomposition of real fMRI data, we use a simulated dataset to tune these parameters.
In particular, different combinations of α ∈ {0. 01, 0. 05, 0. 1, 0. 5, 1, 2, 5, 10} and β ∈ {0. 01, 0. 05, 0. 1, 0. 5, 1, 2, 5, 10, 20, 50, 100} are used in the experiment, and their corresponding decomposition results are evaluated with spatial accuracy and temporal accuracy of FNs. These parameters can also be adopted to analyze real fMRI datasets.
Validation and evaluation experiments
We evaluate the proposed method based on both simulated and real fMRI datasets, including real tfMRI and rsfMRI datasets. We compared our method with group ICA and GIGICA (Beckmann et al., 2005; Du and Fan, 2013) . For group ICA, MELODIC of FSL ) was adopted to obtain the group level ICs. Then, dual regression and GIGICA were used to compute subject specific ICs based on the group ICs. The subject specific ICs obtained with the dual regression are referred to as results of group ICA. Default parameters were adopted for group ICA (Beckmann et al., 2005) and GIGICA (Du and Fan, 2013) .
Evaluation based on simulated datasets
We generated 2 simulated functional datasets using the SimTB toolbox (Erhardt et al., 2012) , one for tuning the parameters (sim_-training dataset) and the other for evaluating our method's performance (sim_eval dataset). In particular, each of the dataset consisted of simulated data of 20 subjects, and every subject had 150 2D images with 100×100 pixels, generated by linear combinations of 25 distinct FNs. Inter-subject variability was introduced by spatial variability in translation, rotation, and spread during the data generation (Erhardt et al., 2012) . In addition to the inter-subject variability, Rician noise was added to the simulated images with random contrast-to-noise ratios (CNR) ranging from 0.65 to 1.0 for different subjects.
To estimate FNs based on the simulated data, the number of FNs was set to be 35 for all the methods under comparison, and estimated FNs were matched with the ground truth FNs using the Hungarian algorithm (Carpaneto and Toth, 1980) . For FNs obtained by our method, we obtained group level FNs based on average FNs of all subjects after they were transfer to z-scores, and every pixel was assigned to an FN if its average z-score had the largest value on the pixel. These FNs were evaluated based on spatial and temporal accuracy measures. Particularly, the spatial accuracy of an individual FN was measured by Pearson correlation coefficient between the estimated FN and its corresponding ground truth FN, and the temporal accuracy of an FN was measured by Pearson correlation coefficient between its associated time courses and its corresponding ground truth time course. An overall accuracy measure for each subject was obtained by averaging accuracy measures of all individual FNs that were matched with the ground truth FNs.
Evaluation based on the Human Connectome Project (HCP) dataset
Our method was also validated based on fMRI data of 40 unrelated subjects of the Human Connectome Project (HCP) , aiming to evaluate the consistency between task-evoked activation responses and FNs estimated by the brain decomposition methods from both the task and resting state fMRI scans. Similar evaluation strategies have been adopted in studies of cortical parcellation based on rsfMRI data (Wang et al., 2015; Gordon et al., 2016; Parisot et al., 2016) , and the resting state FNs have demonstrated promising performance for predicting task-evoked brain activation (Tavor et al., 2016) .
In the current study, we focused on motor task. The motor-task fMRI scans were obtained under 6 events, including 5 movement events, namely left foot (LF), left hand (LH), right foot (RF), right hand (RH), tongue (T), and additionally 1 cue event (CUE) prior to each movement event. The fMRI data acquisition and task paradigm were detailed in (Barch et al., 2013) . Task-evoked activation maps corresponding to the aforementioned 6 events were also obtained as part of the released data, and these maps were converted to z-scores so that task-invoked activation regions can be determined according to p values (Barch et al., 2013) . Specifically, we identified task-evoked activation regions by thresholding z-score maps at 1.64, 1.96, and 2.57, corresponding to p-values of 0.1, 0.05, and 0.01 respectively. The brain decomposition methods under comparison were applied to minimal-preprocessed, cortical gray-coordinates based motor-task fMRI data, smoothed with a 4 mm full width at half maximal (FWHM) kernel (Barch et al., 2013) . The number of FNs of this dataset estimated by MELODIC was 83. From the FNs identified by each brain decomposition method, we identified task specific FNs as those whose time courses had the highest correlation coefficients with the task event paradigms. Then, spatial correlation coefficients between activation maps and their corresponding FNs were computed to measure their consistency. Moreover, all these decomposition methods under comparison were also applied to the minimal-preprocessed, cortical graycoordinates based resting-state fMRI data, to investigate the consistency between the identified FNs and the task-evoked activation regions. The number of FNs of the resting-state dataset estimated by MELODIC was 90. The task-corresponding FNs was identified as those having the highest spatial correlation coefficients with the task-evoked regions. Specifically, the spatial correlation coefficients were computed within task-evoked activation regions, corresponding to p-values of 0.1, 0.05, and 0.01 respectively.
Evaluation based on a resting-state fMRI dataset
We further validated our method based on a rsfMRI dataset obtained from the PNC (Satterthwaite et al., 2014; Satterthwaite et al., 2016) , consisting of rsfMRI scans of 50 younger subjects (8~13 years old, 11. 4 ± 1. 29 years) and 50 older subjects (19-22 years old, 20. 71 ± 0. 75 years) with mean relative displacement (MRD) less than 0.05mm (Satterthwaite et al., 2013a) . Wilcoxon rank sum test indicated that these two groups had similar head motion (MRD, 0.037 ± 0.007 versus 0.034 ± 0.009, p = 0.145). For each subject, a T1 scan was acquired prior to an rsfMRI scan with 124 time-points. The T1 images were processed using Freesurfer and registered to the FreeSurfer fsaverage5 cortical template. Each rsfMRI scan was first registered to its corresponding T1 image using boundary based registration in FSL, and then was projected to the fsaverage surface space using FreeSurfer after preprocessing using an optimized confound regression procedure, including removal of the first four volumes, slice time correction, 36-parameter confound regression, and band-pass filtering (Satterthwaite et al., 2013a) . These rsfMRI scans were preprocessed in a study of functional parcellation of the cortex (Honnorat et al., 2015) . The number of FNs of this dataset estimated by MELODIC was 50.
As no ground truth of FNs for the rsfMRI dataset is available, we evaluated the FNs using a functional coherence measure. For each FN, the coherence measure was calculated as the weighted sum of the correlation coefficients between the time courses of all the voxels within the FN and the its centroid time course, which was calculated as the weighted mean time course within the FN. The median value of FNwise coherence measures was adopted as the coherence measure at subject level.
Besides functional coherence, we also evaluated our method with a classification task, i.e., distinguishing the younger subjects from the older subjects based on their functional network connectivity (FNC) measures between FNs. The FNC measures between FNs were estimated as Pearson correlation coefficients between their corresponding time courses, and then were converted to z-scores as features to be used in the pattern classification. We adopted a sparse linear support vector machine (SVM) model to build classifiers (Fan et al., 2008) . In particularly, we used LIBLINEAR (Fan et al., 2008) to build sparse linear SVM classifiers. The performance of the classifiers was estimated with a 10-fold cross-validation setting, and the classifiers' sparsity parameter was automatically optimized with a nested 10-fold crossvalidation procedure based on the training data.
Results
Decomposition results for the simulated data Fig. 2 shows FN maps of a randomly selected subject from the sim_eval dataset and quantitative evaluation results. In particular, Fig. 2A shows FNs of the selected subject, computed by the brain decomposition methods under comparison. The FNs obtained by each method are illustrated with an FN map that was obtained by assigning each voxel to an FN according the highest z-score of the loadings across all FNs. These results demonstrated that all the methods under comparison were able to identify FNs similar to the ground truth. ICA and GIGICA identified all 25 real components. However, noise and spatial blurring was evident in both ICA and GIGICA results, which degraded both spatial and temporal accuracy. In contrast, the FNs identified by our method were relatively clean, and had similar appearance as the ground truth FNs. Not surprisingly, the difference between the ground truth and group level FNs was larger than the difference between the ground truth and the subject specific FNs.
The data locality regularization could improve our method's robustness to imaging noise, as demonstrated by the results obtained by a degraded version of our method, i.e., without the data locality regularization. As shown in Fig. 2B , the FNs obtained by our method had better spatial and temporal accuracy than those obtained by ICA and GIGICA (p = 4.78 × 10 ,4.78 × 10 −5 −5 for spatial accuracy respectively, and p = 4.78 × 10 ,4.78 × 10 −5 −5 for temporal accuracy respectively, by Wilcoxon signed rank test). The subject specific FNs had better accuracy than the group level FNs (p = 4.78 × 10 −5 for spatial accuracy, and p = 4.78 × 10 −5 for temporal accuracy, by Wilcoxon signed rank test), indicating that the proposed method could better capture the subject specific information than the group level results.
Nonnegative and compact decomposition results
One important feature of the proposed method is the non-negativity constraint that forces all FNs to have only nonnegative loadings. As illustrated by the FNs of the selected subject shown in Fig. 3A , the subject specific FNs identified by ICA were noisy, with mixed positive and negative loadings (FNs 9 and 10). The results obtained by GIGICA also had FNs with mixed positive and negative loadings (FNs 9, 10, 22, and 23). As expected, due to the non-negativity constraint, our method obtained FNs without anti-correlated loadings. These results were consistent with temporal correlation coefficients of these FNs measured by the ground truth functional signals, as shown in Fig. 3B . Particularly, FNs 9 and 10 had anti-correlated functional signals, so did FNs 22 and 23. The inter-subject variations of these 5 FNs are illustrated by varying boundaries in different colors in Fig. 3C . Such variations are also clearly shown in Fig. 4 , as highlighted by the purple and brown boxes, illustrating that the corresponding FNs across subjects vary in both location and spatial extent.
Our method also adopts a parsimonious regularization that encourages compact decomposition results, alleviates data over-fitting, and improves the interpretability of the decomposition results. As illustrated by the results shown in Fig. 4 , the parsimonious regularization could help remove redundant FNs with large spatial overlap and similar time courses in the decomposition. Without the parsimonious regularization, the resulting FNs contained redundant ones. Fig. 5 shows how the spatial and temporal accuracy measures changed with β for different α based on the sim_training dataset, indicating that with appropriate consensus regularization and graph regularization, better decomposition results could be obtained. A small regularization would be insufficient against the noise and a large regularization would eliminate inter-subject variability. The results indicated that the best performance could be obtained by setting α = 2 and β = 10. This setting was adopted to compute decomposition results for both the simulated and the real fMRI datasets.
Choices of parameters
Subject specific, task related FNs identified from task fMRI data
As a next step, we validated our method based on a wellcharacterized motor-task fMRI dataset from the HCP . Fig. 6 shows the activation maps and their corresponding FNs from one randomly selected subject. Although all the decomposition methods could identify the task-related FNs, the FNs obtained by the proposed method were more spatially localized, and had better spatial correspondence to the activation peaks of the tasks, such as those related to events of LF, RF, and RH. The activation maps and identified FNs of another subject are illustrated in Fig. S2 . Fig. 7 shows the activation maps and their corresponding FNs identified based on the resting-state fMRI data from the same subject as shown in Fig. 6 . Similar to that based on the task fMRI data, all the decomposition methods could identify the task-related FNs, the FNs obtained by the proposed method were more spatially localized, and had better spatial correspondence to the activation peaks of the tasks, such as those related to events of RF, RH, and T. The activation maps and identified FNs of another subject are illustrated in Fig. S3 .
The average spatial correlation and temporal correlation measures with respect to different task events across all subjects are illustrated in Fig. 8 . The quantitative results indicated that the FNs obtained by the proposed method had higher spatial consistency with the activation maps than those identified by ICA and GIGICA, while the temporal consistency were comparable or better than those identified by ICA and GIGICA based on the task fMRI data. Moreover, the FNs identified by the proposed method based on resting-state fMRI data also had comparable or higher spatial consistency than those identified by ICA and GIGICA.
Subject specific, groupwise comparable FNs identified from rsfMRI data
Finally, we validated our method on a rsfMRI dataset from the PNC (Satterthwaite et al., 2014; Satterthwaite et al., 2016) . The FNs obtained by each method under comparison are illustrated with a group level FN map that was obtained on average FNs of all subjects after they were transformed to z-scores, and each vertex was assigned to an FN if its average z-score had the largest value on the vertex. Individual group average FNs obtained by our method are shown in Fig. S1 . Fig. 9A shows group level FNs maps obtained by different methods. These results demonstrated that all the methods could identify FNs commonly reported in the literature, such as DMN, visual network, and sensorimotor network. The FNs identified by our method are spatially localized. Fig. 9B shows the DMN of two randomly selected subjects and the average DMN of all subjects, obtained by our method. The subject specific DMNs share similar spatial layout while preserving their own coefficient distribution. Furthermore, as FNs represent brain networks with functionally synchronized voxels, we also evaluated intra-FN functional coherence of FNs identified by different methods. The quantitative results shown in Fig. 9C indicated that the FNs obtained by our method had higher functional coherence than those identified by group level FNs as well as both ICA and GIGICA (p = 1.98 × 10 ,1.98 × 10 ,1.98 × 10 −18 −18 −18 respectively, by Wilcoxon signed rank test). Fig. 9D shows a spatial map of overlap between FNs obtained by the proposed method, indicating that certain brain regions might play multiple roles in the brain networks, especially higher-order association cortex within the frontal and temporal lobes (Pessoa, 2014) .
Younger versus older group classification using inter-FN functional connectivity
Based on the FNs identified by different decomposition methods, we further performed a classification study to distinguish younger subjects from older ones based on their inter-FN connectivity measures, aiming to investigate the FNs' ability of characterizing the functional brain development. The ten-fold validation procedure was repeated 50 times, the mean classification accuracy based on FNs obtained by ICA, GIGICA, and the proposed method was 0.666, 0.694, and 0.704 respectively, with standard deviation 0.034, 0.032, and 0.034. The overall classification results were illustrated in Fig. 10A , indicating that the FNs obtained by our method might better capture subject-specific functional connectivity patterns of the brain development (p = 1.42 × 10 ,0.02
compared with GICA and GIGICA respectively, by Wilcoxon signed rank test. The power of paired tests might be overestimated as different runs of the cross-validation are not truly independent samples). Fig. 10B shows average FNC measures for the younger group and the old group respectively obtained by the proposed decomposition method, and Fig. 10C shows the top 5% (61) functional connections that were selected by the classification models according to their average weights of 50 runs. To facilitate the interpretability of the FNC connections selected, the FNs were assigned to different cognitive systems according to the Yeo's 7-network atlas (Yeo et al., 2011) , namely visual network, somatomotor network, dorsal attention network, ventral attention network, limbic network, frontoparietal network, and default network (Yeo et al., 2011) , as shown in Fig. 10D . In particular, the group average FNs were matched with the 7-network atlas and assigned to the network with the highest spatial overlap FN, and Y i k is the membership (0 or 1) in Yeo's k-th network. Notably, FNC connections within cognitive systems tended to increase with age; this was particularly prominent in visual, somatomotor, and dorsal attention systems. In contrast, connections between cognitive systems weakened with the brain development; this was notable in connections between the default mode system and "task-positive" networks (Fox et al., 2005) . This is consistent with a process of developmental network segregation, whereby connections within cognitive systems becomes stronger, whereas between-network connections become weaker (Dosenbach et al., 2010; Satterthwaite et al., 2013b; Gu et al., 2015) . H. Li et al. NeuroImage 156 (2017) 1-13 Discussion Decomposition-based techniques to identify FNs have been widely adopted to study functional network organization of the human brain. For group-level analyses across subjects, FNs identified must be comparable across subjects. However, recent data emphasize the importance of retaining individual level variability in the spatial distribution of FNs Satterthwaite and Davatzikos, 2015; Wang et al., 2015) . ICA based methods have been the most commonly used tool for computing FNs, and several strategies are currently available to compute subject specific ICs with intersubject comparability Calhoun et al., 2001b; Beckmann et al., 2005; Lee et al., 2008; Smith et al., 2009; Smith et al., 2012; Du and Fan, 2013) . Such network-based techniques should be distinguished from whole-brain parcellation techniques which seek to define finer-grained functional regions Laumann et al., 2015; Glasser et al., 2016) , which often require multi-modality data or very long time series acquisitions. However, the independence assumption adopted in these techniques is under debate (Daubechies et al., 2009; Varoquaux et al., 2010; Calhoun et al., 2013) . Other than the independence assumption, efforts have been made to discover sparse FNs (Lee et al., 2011a (Lee et al., , 2011b Varoquaux et al., 2011; Yeo et al., 2011; Abraham et al., 2013; Lv et al., 2013; Varoquaux et al., 2013; Yeo et al., 2014; Harrison et al., 2015) , and some of them also directly work on individual subject fMRI data and simultaneously enforce correspondence across FNs of different subjects. To make the FNs of different subjects directly comparable, the existing methods typically force subject specific FNs to have loadings not far away from their group representations. Instead of formulating the discrepancy between subject specific spatial FNs and their group representations explicitly, the group sparsity regularization adopted in our method enforces FNs of different subjects to have common spatial structures, and does not penalize the FNs' loadings at the subject level. The group sparsity regularization would be more robust to the inter-subject heterogeneity, compared with those minimizing difference between the group and subject specific representations (Du and Fan, 2011; Varoquaux et al., 2011; Abraham et al., 2013; Du and Fan, 2013; Varoquaux et al., 2013; Harrison et al., 2015) . Beyond the regularization of inter-subject correspondence, it also simultaneously encourages spatial locality of the FNs.
Besides the group sparsity regularization term, our method also adopts a data locality regularization term and a parsimonious regularization term for FNs. In particular, the data locality regularization term is applied to the brain decomposition of individual subjects to obtain subject specific FNs with spatial smoothness and functional coherence. The parsimonious regularization is adopted to prune redundant FNs in a data-driven way using automatic relevance determination techniques (Morup and Hansen, 2009 ). The regularization does not enhance the spatial independence of FNs in an ICA fashion, but the spatial/ temporal sparsity in an automatic relevance determination (ARD) fashion. It could preserve the potential spatial overlaps between FNs, while the spatial independence would eliminate the spatial overlaps (spatial overlaps increase the spatial correlation). The non-negative matrix decomposition may yield components with duplicated information that better fit the data. Such duplicated FNs can be successfully suppressed by the adopted parsimonious regularization in our method. FNs with mixed positive and negative loadings may reflect competing interactions between different functional regions (Fox et al., 2005; Kelly et al., 2008) , although it is under debate whether such interactions result from the neural origin or data manipulation (Murphy et However, it is non-trivial to interpret the biological meaning of time courses of an FN with both positive and negative loadings. Most importantly, the anti-correlation information is lost in functional connectivity measures if an FN with both positive and negative loadings is not split properly. Our method adopts a non-negativity constraint that could facilitate easy interpretation of FNC analyses of FNs. From the perspective of data decomposition, it was shown that the non-negative constraint may favor sparse representation of the data (Lee and Seung, 1999) , which further encourages the spatial locality of the FNs.
The choices of parameters used in the decomposition framework need to be further optimized. It is nontrivial to identify the optimal parameter setting for real fMRI data due to the lack of ground truth. In this study, we optimized the regularization parameters of our method based on the simulated dataset and adopted these parameters for the decomposition of real fMRI data, as detailed in the Methods section. However, a better strategy is needed to further optimize the decomposition performance for specific applications. One feasible way is to tune the parameter in a cross-validation manner that splits the dataset into halves, and select the parameters that lead to better reproducibility between brain decomposition results of different halves. Though the proposed method has been applied to tfMRI and rsfMRI datasets with different lengths of time series, it is still not clear how the time series length would affect the decomposition performance. Future work will be devoted to investigation with respect to this by examining reproducibility and functional coherence of FNs obtained from data segments of different lengths.
Conclusions
In this paper, we propose a novel method for identifying comparable, subject specific FNs from rsfMRI data. Our method collaboratively identifies subject specific FNs with a group sparsity regularization term, which enforces subject specific FNs to have common spatial structures while preserving their inter-subject variations and enforcing their spatial locality. Our method is further enhanced by data locality and parsimonious regularization terms that encourage spatially localized, functionally coherent, and compact representation of FNs. We have evaluated this collaborative decomposition method based on a simulated functional dataset, a cohort of task fMRI data, and a developmental cohort of rsfMRI data, and compared it with widely used ICA techniques. The experimental results have demonstrated that our method could obtain FNs with better spatial and temporal accuracy on both the simulated data and the task fMRI dataset, and was also more sensitive to detection of developmental change on the real rsfMRI data. Moreover, FNs identified by our method based on resting-state fMRI data also had better spatial correspondence with the task activation maps of the same individuals.
