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Abstract
In this paper, we will consider Laplace’s method for a class of heat processes on loop
spaces. We will obtain the ﬁrst term of the asymptotics under assumptions that the function
under consideration attains its minimum at a unique point and that the Hessian at the point
is non-degenerate. This kind of process was ﬁrst introduced by P. Malliavin in 1990 for the
loop group case and then gradually generalized by various authors. Our tool is the rough path
theory of T. Lyons. This technique was pioneered by S. Aida for ﬁnite-dimensional processes
in his unpublished paper.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In many probabilistic models, Laplace’s method is investigated as an application of
a large deviation principle. It can be explained as follows. Suppose that a family of
probability measures {}>0 on a complete separable metric space S satisﬁes a large
deviation principle as  ↘ 0 with a good rate function I. Roughly speaking, then, it
holds that
lim
↘0 
2 log
∫
S
exp(−F(x)/2)(dx) = − inf
x∈S (F (x) + I (x))
for every “nice” function F on S. Laplace’s method is to investigate the exact asymp-
totics of the integral on the left-hand side of the above equality, i.e., to ﬁnd the
asymptotic behavior of
∫
S
exp(−F(x)/2)(dx) as  ↘ 0.
There are many examples. (For example, see a survey of Piterbarg and Fatalov [20].)
One of the most famous examples is the case of Gaussian measures on Banach spaces
as the variances tend to zero. First Schilder [21] proved it on a classical Wiener space
and many authors generalized it to the case of abstract Wiener spaces (see [20] and
references therein).
To prove this kind of asymptotics we usually use the Taylor expansion around the
point at which F + I attains minimum. In the Gaussian case remainder terms (up to
degree 3) in the Taylor expansion are automatically continuous under fairly general
conditions. (For example, see [1, Lemma 2.3]). Therefore, even though two Gaussian
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measures with distinct variances are usually mutually singular, there is no ambiguity
in the deﬁnition of remainder terms.
Next example we have in mind is the law of (xt )0 t1 induced on the d-dimensional
continuous path space, where xt is deﬁned by
xt =
∫ t
0
(xs ) dws +
∫ t
0
b(, xs ) ds.
Here, (wt )0 t1 is an r-dimensional Brownian motion, coefﬁcients  and b are func-
tions from Rd to Rd ⊗ Rr and from R+ × Rd to Rd , respectively, with a suitable
regularity condition. (We set x0 = 0 for simplicity.)
Laplace’s method for the law of (xt )0 t1 is shown by Azencott [3], Doss [9]
and Ben Arous [4]. (For results for more general Wiener functionals, see [14,15].) In
the proof the stochastic Taylor expansion plays an important role. However, due to
the discontinuity of the Itô map, terms in the expansion are merely equivalence classes
with respect to the Wiener measure and not continuous in general. Therefore, we cannot
replace the Wiener measure with a scaled one since they are mutually singular. This
is the main reason why we cannot use the same strategy as in the case of Gaussian
measures on Banach spaces and the proof for this case gets more complicated.
Recently, Aida [2] found a new proof for this problem with T. Lyons’ rough path
theory. His strategy is like this: prove the stochastic Taylor expansion with respect to
the topology of the space of geometric rough path. Since the Itô map is continuous in
the rough path sense, each term in the expansion is continuous. Therefore, the difﬁculty
mentioned above is naturally resolved.
In this paper, we consider Laplace’s method for a class of stochastic processes on
continuous loop spaces (see Eq. (3.3) in Section 3.2 for a precise deﬁnition). This kind
of process was ﬁrst introduced by Malliavin [19] in the case of loop groups and then
was generalized by many authors. The processes are usually called heat processes on
loop spaces and their laws at a ﬁxed time are called heat kernel measures (or heat
measures) on loop spaces.
Since the heat processes we consider is deﬁned by a collection of ﬁnite-dimensional
stochastic differential equations (SDEs), one may guess that they are very simple ob-
jects. However, since there is no sufﬁciently nice SDE theory on the continuous loop
spaces with the usual sup-norm, there is a “topological” difﬁculty. (One possible method
to overcome this difﬁculty is the SDE theory on Banach spaces of M-type 2. See [5,6].
However, we need to strengthen the topology since the continuous loop spaces are not
of M-type 2. Hence, a new difﬁculty may arise.)
The main purpose of this paper is to prove Laplace’s method for the laws of heat
processes on continuous loop spaces by using the rough path method of Aida [2]. In
this paper we treat the simplest case, that is, (i) we assume that F +I attains minimum
at only one point at which the Hessain is non-degenerate and (ii) we only consider the
ﬁrst term in the asymptotic expansion.
At the moment of writing, it seems to the author that Aida’s paper [2] is yet unpub-
lished, we will give rather detailed proofs in this paper. Since the rough path theory
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works on any Banach space (strictly speaking, the Brownian rough paths must ex-
ist for probabilistic applications), we can apply it to our model. Note that the rough
path approach to obtain a large deviation principle for these heat processes has al-
ready been done in Inahama and Kawabi [12]. The paper [12] can be regarded as an
inﬁnite-dimensional version of Ledoux et al.’s result in [17].
The organization of this paper is as follows: in Section 2, we will recall deﬁnition
and basic properties of the rough path theory. We will prove two important theorems
for Brownian rough paths, namely, analogues of the Cameron–Martin theorem and the
Fernique theorem. In Section 3, we will set basic notations and introduce the heat
processes. In Section 4, we will introduce our assumptions (see (A.1) and (A.2)) and
will state our main result (Theorem 4.1).
In Sections 5–8 we will prove our main theorem. In Section 5, we will give estimates
for the ﬁrst and the second terms in the stochastic Taylor expansion. We will also prove
that those terms can be extended to continuous functions on the space of geometric
rough paths. In Section 6, we will give estimates for the remainder terms in the
stochastic Taylor expansion and prove that those terms have continuous extensions,
too. In Section 7, we will prove that the Hessian at the minimum point is an Hilbert–
Schmidt operator. Hence, the stochastic (iterated) integral of the Hessian is well-deﬁned.
In Section 8, we will prove the main theorem and will give an explicit expression of
the limit in the main theorem.
2. Some theorems for Brownian rough paths
2.1. A review of the rough path theory
In this section, we prove a theorem of Fernique type for Brownian rough paths. First,
we recall the deﬁnition of the space of geometric rough paths in this subsection. Let
(B,H, ) be an abstract Wiener space in the sense of Gross (see [11] or Section I-4 in
[13]), i.e., B is a real separable Banach space and H, which is densely and continuously
embedded in B, is the reproducing kernel Hilbert space of a Gaussian measure  on
B. As usual we set
P0(B)= {x : [0, 1] → B| x is continuous and x0 = 0},
L
2,1
0 (H)= {h ∈ P0(H)| x is absolutely continuous and ‖h‖L2,10 (H) < ∞},
where we set ‖x‖P0(B) = sup0 t1 |xt |B and ‖h‖2L2,10 (H) =
∫ 1
0 ‖h′t‖2H dt . The canonical
B-valued Brownian motion associated to  is denoted by (wt )0 t1. For  > 0, the
law of w on P0(B) is denoted by P′ and is called the (scaled) Wiener measure.
The tensor product B ⊗B is the completion of the algebraic tensor product B ⊗a B
with respect to a norm | · |B⊗B . We always assume that |x⊗y|B⊗B |x|B · |y|B for all
x, y ∈ B. (We often suppress the subscripts of Banach norms when there is no fear of
confusion. In this paper, in all but this section, we only consider the projective norms
on B ⊗ B.)
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We recall the space of rough paths. Let p ∈ (2, 3) be the roughness and ﬁx it through-
out the paper. Let  = {(s, t)|0s t1}. A continuous function x = (1, x1, x2) from
 to R ⊕ B ⊕ (B ⊗ B) is said to be a B-valued rough path of ﬁnite p-variation if it
satisﬁes that, for all su t ,
x1(s, t)= x1(s, u) + x1(u, t),
x2(s, t)= x2(s, u) + x2(u, t) + x1(s, u) ⊗ x1(u, t) (2.1)
and that
‖xj‖p/j :=
(
sup
D
n∑
l=1
|xj (tl−1, tl)|p/j
)j/p
< ∞ (j = 1, 2), (2.2)
where D = {0 = t0 < t1 < · · · < tn = 1} runs over all the partitions of [0, 1]. Eq. (2.1)
is called Chen’s identity and the norm ‖ · ‖p is called p-variation norm. We set
p(B) =
{
x|x is a B-valued rough path of ﬁnite p-variation}.
The distance between x and y in p(B) is deﬁned by dp(x, y) = ‖x1 − y1‖p +
‖x2 − y2‖p/2. Note that we often write x1( · ) for x1(0, · ) ∈ P0(B) for simplicity.
Now we recall the space of geometric rough paths. Let BV(B) = { ∈ P0(B) | ‖‖1 <
∞}, where ‖‖1 denotes the total variation norm of . We set  = (1, 1, 2) by
1(s, t) = t − s and by 2(s, t) =
∫ t
s
(u − s) ⊗ du, where the right-hand side
is the Riemann–Stieltjes integral. It is well-known that  ∈ p(B) and is called the
smooth rough path deﬁned by  (or lying above ). We denote by Gp(B) the dp-
closure of the set of all the smooth rough paths. An element of Gp(B) is called a
B-valued geometric rough path. It is well-known that Gp(B) is a complete separable
metric space. (Completeness is obvious. Separability immediately follows from Lemma
2.1 below.) It is also well-known that the injection  ∈ BV(B) 	→  ∈ Gp(B) is
continuous and that bounded sets in BV(B) are bounded in Gp(B), too.
Lemma 2.1. The injection h ∈ L2,10 (H) 	→ h ∈ Gp(B) is continuous and dense.
Proof. This lemma is well-known, hence we only give a sketch of proof. Continuity
is trivial since L2,10 (H) is continuously embedded in BV(B).
For each  ∈ BV(B), we consider the dyadic polygonal approximation (n). Since
H is dense in B, the B-valued piecewise linear curve (n) can be approximated by
H-valued piecewise linear curve in BV(B)-norm. Hence, it is sufﬁcient to show that
(n) converges to  in Gp(B) as n → ∞.
This can be done as follows. From the facts that (n) converges to  in P0(B) and
that ‖(n)‖1‖‖1 for all n1, we can easily see that ‖(n)1−1‖1+ → 0 as n → ∞
for any  > 0. To see the convergence of the second level path, take 1 +  = p/2 and
regard 2 as the Young integral of the two paths with ﬁnite p/2-variations. Then, by
the continuity of the Young integral with respect to the variation norms, we see that
‖(n)2 − 2‖p/2 → 0 as n → ∞. (See [18, Theorem 3.3.1, p. 54].) 
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2.2. A theorem of Fernique type for Brownian rough paths
In this section, we prove an exponential integrability theorem of Fernique type for
Brownian rough paths. When | · |B⊗B and  satisfy the “exactness” condition [16,
Deﬁnition 1, p. 565]), the Brownian rough path exists (see [16, Theorem 3, p. 567]).
Let w = (1, w1, w2) be the Brownian rough path. It is the a.s.-limit of w(m) as
m → ∞ in Gp(B) with respect to dp-topology, where w(m) is the mth dyadic
polygonal approximation of (wt )0 t1. Note that w1(s, t) = wt − ws , P′1- a.s. We
denote by P ( > 0) the law of the scaled Brownian rough path (1, w1, 2w2). Set
(w) = ‖w1‖p + ‖w2‖1/2p/2.
Theorem 2.2. Keep the same notations as above and assume the exactness condition.
Then, there is a positive constant c such that
E[exp(c2)] =
∫
Gp(B)
exp
(
c(x)2
)
P1(dx) < ∞.
Here, E is the integration with respect to P′1.
Proof. In this proof positive constants c, cm, etc. may change from line to line. First,
we recall a useful bound on the p-variation distance. For B-valued rough paths x, y of
order 2 and  > p − 1, we set, for j = 1, 2,
Dj,p(x, y) = Dj,p(xj , yj ) =
⎛
⎝ ∞∑
n=1
n
2n∑
l=1
|xj (tnl−1, tnl ) − yj (tnl−1, tnl )|p/j
⎞
⎠
j/p
and we write Dj,p(x) = Dj,p(xj ) for Dj,p(x, 0). Here, p and  (with 2 < p < 3 and
 > p − 1) are ﬁxed. Then, by Lyons and Qian [18, Eq. (4.11), p. 64], there exists a
positive constant C1 = C1(p, ), such that ‖x1‖ppC1D1,p(x1)p. Moreover, by Lyons
and Qian [18, Eq. (4.17), p. 65], there exists a positive constant C2 = C2(p, ), such that
‖x2 − y2‖p/2p/2  C2D1,p(x1, y1)p/2{D1,p(x1)p/2 + D1,p(y1)p/2}
+C2D2,p(x2, y2)p/2. (2.3)
It is easy to see that E[D1,p(w1)p] < ∞ and D1,p(w1) < ∞ a.s. Hence, w1 naturally
induces a Gaussian measure supported on a Banach space {x ∈ P0(B)|D1,p(x) < ∞}.
By the Fernique theorem for Gaussian measures (see [13, Section III-3]), there exist
positive constants c, c′, such that E[exp(c‖w1‖2p)]E[exp(c′D1,p(w1)2)] < ∞. In a
similar way we see that, for each m = 1, 2, . . ., there exists a positive constant c = cm,
such that E[exp(cD1,p(w(m)1)2)] < ∞.
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Now, we prove the exponential integrability of ‖w2‖p/2. By the triangle inequality,
‖w2‖p/2‖w(m)2‖p/2 + ‖w2 − w(m)2‖p/2. For each m,
∣∣∣w(m)2(s, t)∣∣∣ =
∣∣∣∣
∫ t
s
(w(m)u − w(m)s) ⊗ w(m)′u du
∣∣∣∣
 2(t − s) sup
0u1
|w(m)u|B sup
0u1
|w(m)′u|B
 cm(t − s) sup
0u1
|wu|2B,
where we used the explicit form of w(m)u for the last inequality and cm is a positive
constant which may depend on m. This implies that ‖w(m)2‖p/2cm sup0u1 |wu|2B
and that E[exp(cm‖w(m)2‖p/2)] < ∞ for some positive constant cm.
The second term is estimated as follows. There exist positive constants c, c′, 	 and
a positive sequence A(q) such that, for all m and all q > 2p,
E[D2,p(w2, w(m)2)q ]c′(cq)qA(q)2−	mq. (2.4)
Moreover, A(q)1/q is bounded as q → ∞. (This was ﬁrst shown by Ledoux et al.
for the ﬁnite-dimensional case. See [17, p. 276]. For the inﬁnite-dimensional case, see
[12].) From (2.4) we have
P
(
D2,p(w2, w(m)2) > q
)
 q−qE[D2,p(w2, w(m)2)q ]
 c′cq2−	mq
 c′ exp[−q(− log c + 	m log 2)].
Take m so large that − log c + 	m log 2 > 0 and ﬁx it. Then, we see from the
above inequality that E[exp(cmD2,p(w2, w(m)2))] < ∞ for some positive constant
cm provided that cm < − log c + 	m log 2. Combining this with (2.3), we see that
E[exp(cm‖w2 − w(m)2‖p/2)] < ∞ for some positive constant cm. This completes the
proof. 
2.3. A theorem of Cameron–Martin type for Brownian rough paths
In this subsection, we give a theorem for absolute continuity of the laws of shifted
Brownian rough paths. It is similar to the well-known Cameron–Martin theorem. For
x ∈ Gp(B) and  ∈ BV(B), we deﬁne the shifted rough path x +  ∈ Gp(B) by
(x + )1(s, t) = x1(s, t) + 1(s, t) and
(x + )2(s, t) = x2(s, t) +
∫ t
s
x1(s, u) ⊗ d1(u) +
∫ t
s
1(s, u) ⊗ dx1(u) + 2(s, t).
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Here, the second and the third terms on the right-hand side are Young integrals. It
is well-known that the map (x, ) 	→ x +  is continuous from Gp(B) × BV(B) to
Gp(B). (See [18, Theorem 3.3.2].)
Lemma 2.3. Let  > 0 and h ∈ L2,10 (H). Then, for every bounded measurable functionf on Gp(B),
∫
Gp(B)
f (x + h)P(dx)
=
∫
Gp(B)
f (x) exp
(
1
2
∫ 1
0
h′(t) dx1(t) − 122 ‖h‖
2
L
2,1
0 (H)
)
P(dx).
Here,
∫ 1
0 h
′(t) dx1(t) is the stochastic integral with respect to the scaled Brownian
motion (x1(0, t))0 t1 deﬁned on the probability space (Gp(B),P).
Proof. We prove the lemma for  = 1 for simplicity. The general case can be done in
the same way. The proof can be done if we check that
w + h = lim
n→∞ w(n) + h(n), P
′
1-a.s., (2.5)
because we may apply the Cameron–Martin theorem on P0(B) once we obtain (2.5).
Note that the rough path on the left-hand side is “shifted” after “lifted” and the one
on the right-hand side is “lifted” after “shifted”. It is sufﬁcient to show that, for
h ∈ L2,10 (H), the piecewise linear approximation h(n) converges to h as n → ∞ in
L
2,1
0 (H)-norm (hence, in BV(B)-norm, too). Then, by the continuity of the shift map
Gp(B) × BV(B) → Gp(B), we see that (2.5) holds.
Now we prove the piecewise linear approximation in L2,10 (H)-norm. First, note
that ‖h(n)‖
L
2,1
0 (H)
‖h‖
L
2,1
0 (H)
holds for all h ∈ L2,10 (H) and all n1. It is easy
to see that limn→∞ h(n) = h in L2,10 (H)-norm if h is ﬁnite-dimensional and piecewise
C1. Since such h’s are dense in L2,10 (H), we see that this convergence holds for all
h ∈ L2,10 (H). 
3. Heat processes on loop spaces via rough paths
In this section we set notations, introduce heat processes on loop spaces in terms
of Itô maps in the rough path sense and prove preliminary lemmas. From now on we
only consider the projective norm on the tensor product of any pair of Banach spaces.
Note that the direct sum and the projective tensor product commute in a natural way
(see [12] for example).
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3.1. Basic notations
In this subsection, we set notations for Banach and Hilbert spaces and for coefﬁcients
of differential equations. Let
Lr0 := L0(Rr ) = {l ∈ C([0, 1];Rr )|l(0) = l(1) = 0}
be the based loop space with the usual sup-norm. As usual we identify [0, 1] with
the circle S1. Note that, for x ∈ P0(Lr0), we often write x(t, 
) for xt (
), etc. For an
absolutely continuous l ∈ Lr0, we set ‖l‖2Hr0 =
∫ 1
0 |l′(
)|2d
 and
Hr0 := H0(Rr ) = {l ∈ Lr0 | absolutely continuous and ‖l‖Hr0 < ∞}.
It is well-known that Hr0 is a Hilbert space embedded in Lr0 and that there exists a
Gaussian measure r , such that the triplet (Lr0, H r0 , r ) becomes an abstract Wiener
space. This measure r is called the r-dimensional pinned Wiener measure.
For 
 ∈ [0, 1] and j = 1, 2, . . . , r , we denote by j
 the element in Lr∗0 deﬁned by
〈j
 , x〉 = xj (
) and set 〈
, x〉 = x(
) = (x1(
), . . . , xr (
)). Let (wt )t0 be an Lr0-
valued Brownian motion associated with r . We set wjt (
) := 〈j
 , wt 〉 and wt(
) :=
(w1t (
), . . . , w
r
t (
)). Since (
j

 , 
k

′)Hr0 = (
 ∧ 
′ − 

′) if j = k and (
j

 , 
k

′)Hr0 = 0 if
j = k, the quadratic variational process is computed as follows; 〈wj(
), wk(
′)〉t =
(
 ∧ 
′ − 

′)t if j = k and 〈wj(
), wk(
′)〉t = 0 if j = k. It is known that (Lr0, r )
satisﬁes the exactness condition for all the tensor norms (including the projective norm)
on Lr0 ⊗Lr0. Therefore, the Brownian rough path constructed from (wt )t0 exists. (see
[16] or [12]).
Now we set notations for coefﬁcients. Let  = (ij )1 id,1 j r , b = (bi)1 id
and  = (i )1 id be bounded smooth functions with bounded derivatives deﬁned on
Rd with their values in Rd ⊗ Rr and Rd , respectively. Deﬁne ˆ : Ld0 → L(Lr0,Ld0) by
(ˆ(y)x)(
) = (y(
))x(
), y ∈ Ld0 , x ∈ Lr0, 
 ∈ [0, 1].
This is called the Nemytski map. Here, L(B0, B1) denotes the space of bounded linear
maps from a Banach spaces B0 and to another Banach space B1. Similarly, deﬁne
bˆ, ˆ : Ld0 → L(R,Ld0) by
(bˆ(y)u)(
)= b(y(
))u, y ∈ Ld0 , u ∈ R, 
 ∈ [0, 1],
(ˆ(y)u)(
)= (y(
))u, y ∈ Ld0 , u ∈ R, 
 ∈ [0, 1].
It is easy to see that ˆ is smooth in the sense of Fréchet and that the Fréchet derivatives
∇kˆ : Ld0 → Lk+1(Ld0 , . . . ,Ld0 ,Lr0;Ld0)
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are bounded for all k = 1, 2, . . . . Similarly,
∇kbˆ,∇kˆ : Ld0 → Lk+1(Ld0 , . . . ,Ld0 ,R;Ld0)
exist and bounded. Here, Lk(B1, . . . , Bk;B ′) denotes the space of bounded multilinear
maps from the product of Banach spaces B1 × · · · × Bk to another Banach space B ′.
3.2. Heat processes on loop spaces
In this subsection, we represent heat processes in terms of Itô map in the rough path
sense. All the ingredients of this subsection have been shown in [12].
In the following we write V1 = Lr0 ⊕R2 and V2 = Ld0 for simplicity. Set ˆ+ : V2 →
L(V1, V2) by
(
ˆ+(y)(x, u)
)
(
)= (y(
))x(
) + b(y(
))u1 + (y(
))u2,
y ∈ Ld0 , x ∈ Lr0, u = (u1, u2) ∈ R2, 
 ∈ [0, 1].
Then, we can easily see that ˆ+ is bounded and smooth with bounded Fréchet deriva-
tives.
Consider the following differential equation (in the rough path sense):
dyt = ˆ+(yt ) dxt with y0 = 0. (3.1)
(We set the initial condition is zero for simplicity.) Then, for any x ∈ Gp(V1),
there exists a unique solution z ∈ Gp(V1 ⊕ V2) in the rough path sense. Note that
1z1 = x1 and 11z2 = x2, where j : V1 ⊕ V2 → Vj and ij : (V1 ⊕ V2)⊗2 →
Vi ⊗Vj are the canonical projections. (See [18, Section 6]). The map x 	→ z is locally
Lipschitz continuous in the sense of Theorem 6.2.1 in [18]. The second component
y = (1, 2z1, 22z2) ∈ Gp(V2) is also called the solution of (3.1). We write y = (x).
The map  : Gp(V1) → Gp(V2) is called the Itô map and is also locally Lipschitz
continuous in the sense of Theorem 6.2.2 in [18]. When x : [0, 1] → V1 is of ﬁnite
total variation, then t 	→ (x)1(0, t) is the solution of ODE (3.1) in the usual sense and
z is the smooth rough path deﬁned by (xt ,(x)1(0, t))0 t1. (See [18, Proposition
6.2.3]). In other words, if xt = (t ; (1)t , (2)t ) is a V1 = Lr0 ⊕ R2-valued continuous
path of ﬁnite total variation, then t 	→ (x)1(0, t) is the solution of
dyt = ˆ(yt ) dt + bˆ(yt ) d(1)t + ˆ(yt ) d(2)t with y0 = 0. (3.2)
in the usual sense.
Let  = ((1), (2)) : [0, 1] → R2 be a continuous path of ﬁnite total variation. We
denote by  the geometric rough path deﬁned by . For x ∈ Gp(Lr0) and , we set
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(x, ) ∈ Gp(V1) by (x, )1 = (x1, 1) and
(x, )2(s, t) =
(
x2(s, t),
∫ t
s
x1(s, u) ⊗ du,
∫ t
s
1(s, u) ⊗ dx1(s, u), 2(s, t)
)
.
Here, the second and the third component are Young integrals. Note that the map  :
Gp(Lr0) × BV(R2) → Gp(V2) is continuous. Here, for a Banach space B, BV(B)
denotes the set of all the B-valued continuous paths of ﬁnite total variation which starts
at 0.
Let w be the Brownian rough path over Lr0 and let (t) = (2t, t) for 0. Then, the
two-parameter process (t, 
) 	→ ((w, ))1(0, t)(
) is a bi-continuous modiﬁcation
of the following process (t, 
) 	→ X(t, 
) ∈ V2. Here, X = X(t, 
) is deﬁned by the
following 
-wise ﬁnite-dimensional SDEs: for each ﬁxed 
 ∈ [0, 1]:
dX(t, 
)= (X(t, 
)) ◦  dwt (
) + b(X(t, 
))2 dt + (X(t, 
)) dt,
X(0, 
)= 0 (3.3)
(see [12]). In particular, if  = 0, the law of ((w, 1))1(0, t) is the heat kernel
measure at time t associated with  and b (in the sense of Brzez´niak and Elworthy [6,
Section 4.6]).
The laws (of the modiﬁcations) of X are probability measures on P0(Ld0). In this
paper we consider how they behave as  ↘ 0. Note that a large deviation principle for
the laws of X was shown in [12].
3.3. Itô maps restricted on the Cameron–Martin space
In this subsection, we regard the Itô map deﬁned as above as a map from Hr :=
L
2,1
0 (H
r
0 ) to Hd . Since there is a natural continuous injection Hr ↪→ BV(Lr0), we may
consider the smooth rough path h = (1, h1, h2) ∈ Gp(Lr0) associated with h ∈ Hr .
Here, h1(s, t) = ht − hs and h2(s, t) =
∫ t
s
(hu − hs) ⊗ dhu.
For 0 < 1, we deﬁne  : Hr → Hd as follows: let  = () is the unique
solution of the following Hd0 -valued differential equation.
dt = ˆ(t ) dt + bˆ(t )2 dt + ˆ(t ) dt with 0 = 0. (3.4)
Note that ˆ : Hd0 → L(Hr0 , Hd0 ) is of linear growth and locally Lipschitz continuous
(a similar fact holds for bˆ, ˆ and their derivatives, too). Hence, the above differen-
tial equation has a unique solution and  ∈ Hr 	→ () ∈ Hd is locally Lipschitz
continuous and Fréchet differentiable. Note that () = ((, ))1.
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Let  = 0,  ∈ Hr and  = 0() ∈ Hd . For each h ∈ Hr , deﬁne t = (h)t and
t = (h, h)t by
dt − (∇ˆ)(t )〈t , dt 〉 − (∇ˆ)(t )t dt = ˆ(t ) dht with 0 = 0 (3.5)
and
dt − (∇ˆ)(t )〈t , dt 〉 − (∇ˆ)(t )t dt = 2(∇ˆ)(t )〈t , dht 〉
+(∇2ˆ)(t )〈t , t , dt 〉 + (∇2ˆ)(t )〈t , t , dt〉 with 0 = 0. (3.6)
In fact,  = ∇0()h and  = ∇20()〈h, h〉, where ∇ denotes the Hr -Fréchet
derivative. In the ﬁnite-dimensional case, the fact that  and  are of an analogous
form is shown in [3] or [4, p. 130]. Since the differential equation which deﬁnes the
heat process is just a collection of ﬁnite-dimensional differential equations indexed by

 ∈ [0, 1], it is not difﬁcult to guess and check that  and  are of the above form. Note
that the differential equations (3.4)–(3.6) can also regarded as Banach-valued equations.
Of course, solutions coincide anyway.
In Section 5, we will give estimates of the sup-norms of  and  in terms of the
variation norm of h.
3.4. Preliminary lemmas
In this subsection, we prove simple lemmas to treat differential equations such as
(3.5) and (3.6).
Lemma 3.1. Fix  ∈ Hr and  = 0(). Let M : [0, 1] → L(Ld0 ,Ld0) be the solution
of dMt/dt = tMt with M0 = Id, where
t = (∇ˆ)(t )〈 · , ′t 〉 + (∇ˆ)(t )〈 · , 1〉 ∈ L(Ld0 ,Ld0).
1. Then, for all t, Mt is invertible and M−1t satisﬁes the following differential equation:
dM−1t /dt = −M−1t t with M−10 = Id. Moreover, the operator norms of both Mt
and of M−1t are bounded in t ∈ [0, 1].
2. For each k ∈ Hd , deﬁne (k) = (k) ∈ Hd by
(k)t = Mt
∫ t
0
M−1u dku.
Then, (k) is the unique solution of the following differential equation:
d(k)t − t(k)t dt = dkt with (k)0 = 0. (3.7)
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Moreover, there exists a positive constant c, which depends only on ‖‖Hr , such
that
sup
0 t1
|(k)t |Ld0 c sup0 t1 |kt |Ld0 .
In particular,  can be extended to a bounded linear map from P0(Ld0) to P0(Ld0).
Proof. First we prove the ﬁrst item. Let Mˆ be the solution of dMˆt/dt = −Mˆtt with
Mˆ0 = Id. Then, we can easily see that ddt (MˆtMt ) = −{Mˆtt }Mt + Mˆt {tMt } = 0.
Hence, MˆtMt = Id for all t. In other words, Mˆt is the left inverse of Mt . On the other
hand, Qt = MtMˆt satisﬁes the following differential equation:
dQt
dt
= {tMt }Mˆt − Mt {Mˆtt } = [t ,Qt ]
with Q0 = Id. By the uniqueness of the solution, we have Qt = Id for all t. Mˆt is the
right inverse of Mt . Hence, Mˆt = M−1t .
We show the boundedness of M. Since the embedding Hr0 ↪→ Lr0 is continuous, we
have
|t |opc(‖′t‖Hr0 + 1).
Here, the left-hand side denotes the operator norm and c > 0 is a positive constant.
(below c may change from line to line). Therefore, we have
|Mt |op  1 + c
(∫ t
0
(‖′u‖2Hr0 + 1) du
)1/2 (∫ t
0
|Mu|2op du
)1/2
 1 + c(‖‖Hr + 1)
(∫ t
0
|Mu|2op du
)1/2
.
Taking the square of the both sides and using Gronwall’s inequality, we see that M
is bounded. The proof for M−1 is similar. Thus, we have shown the ﬁrst assertion.
Next we prove the second item. It is easy to see that (k) satisﬁes (3.7). Below the
constant c may change from line to line. By the ﬁrst item and integration by parts
|(k)t |Ld0  c
∣∣∣∣M−1t kt −
∫ t
0
dM−1u ku
∣∣∣∣Ld0
 c|kt |Ld0 + c
∫ t
0
|M−1u |op|u|op du · sup
0u t
|ku|Ld0
 c sup
0u t
|ku|Ld0 .
This proves the second assertion. 
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We have the following 
-wise version of Lemma 3.1. For any 
 ∈ [0, 1], set

t = (∇)((t, 
))〈 · , ′(t, 
)〉 + (∇)((t, 
)) ∈ L(Rd ,Rd)
and consider the following d × d-matrix-valued differential equation:
d
dt
M
t = 
t M
t with M
0 = Id.
Here, ′(t, 
) = ′t (
), etc. for simplicity.
Lemma 3.2. Let the notations be as above. Then, M
 is L(Rd ,Rd)-valued invertible
function on [0, 1] and that (Mtf )(
) = M
t f (
) for any f ∈ Ld0 and t, 
. Moreover,
|M
t |op and |(M
t )−1|op is bounded in t and 
.
Proof. We can show this lemma in the same way as in Lemma 3.1 if we note that
‖j
‖Hr0 is bounded in 
. 
4. Statement of the main result
In the previous section we introduced our basic notations. In this section we state
our main result.
4.1. Assumptions
In this subsection we introduce two assumptions (A.1) and (A.2) below. We will
assume these assumptions in Sections 4 and 8. We will not in Sections 5–7.
It is shown in Inahama and Kawabi [12] that the good rate function I for the large
deviation principle for the laws of {X}>0 is given by
I () =
{ 1
2 inf{‖‖2Hr | = 0()}, if  = 0() for some  ∈ Hr ,∞ otherwise. (4.1)
In the following we always assume that F is a bounded continuous function on
P0(Ld0). It is well-known that
lim
↘0 
2 log E
[
exp(−F(X)/2)
]
= − inf{F() + I ()| ∈ P0(Ld0)}
holds for such an F. (This is Varadhan’s lemma. See [7] for example.)
Assumption (A.1). The function F ◦0+‖ · ‖2Hr /2 deﬁned on Hr attains its minimum
0 at a unique point  in Hr . For this , we write  = 0().
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At the point  in Assumption (A.1) we consider the Hessian A := ∇2(F ◦0)().
Note that we regard A as a bounded self-adjoint operator on Hr (or bounded symmetric
bilinear form on Hr ). In Section 7 A will turn out to be a Hilbert–Schmidt operator.
Assumption (A.2). The bounded continuous function F on P0(Lr0) is three times
Fréchet differentiable on a neighborhood of  and ∇iF (i = 1, 2, 3) is bounded on the
neighborhood. The operator A is strictly larger than −IdHr in the form sense, that is,
inf{(Ah, h)Hr |‖h‖Hr = 1} > −1.
By the min–max principle, it is equivalent to assume that all the eigenvalues of A
are strictly larger than −1.
4.2. Main result
In this subsection we state our main theorem. The explicit value of 0 will be given
in Proposition 8.1 in Section 8 and it resembles the constant in the case of ﬁnite-
dimensional diffusion processes (see [4, Théorème 4, p. 135]). (It is written in terms
of det2(I + A) as usual. However, we do not give it here since we need to introduce
a few more notations which we cannot introduce brieﬂy.)
Theorem 4.1. Let X be as above and assume (A.1) and (A.2). Then, there is a
constant 0 such that
lim
↘0 E
[
exp(−F(X)/2)
]
= 0.
5. Estimates for the ﬁrst and the second terms
5.1. Estimates for  and  in the rough path topology
In this subsection we give estimates of supt |(h)t | and supt |(h, h)t | in terms of
(h) = ‖h1‖p+‖h2‖1/2p/2. In order to do it we use a lemma in the next subsection for an
estimate for iterated integrals. As usual we densely embed Hr in Gp(Lr0) by h 	→ h.
We often use the fact that piecewise C1-curves in Hr0 are dense in Hr . In this section
we do not assume that  ∈ Hr and  = 0() be the elements as in Assumption (A.1).
Lemma 5.1. Let t = (h)t and t = (h, h)t be as in (3.5) and (3.6), respectively.
Let r0, r1 be any positive constants. Then, there exists a positive constant c = c(r0, r1),
such that
sup
0 t1
|(h)t |Ld0 c(h), (5.1)
sup
0 t1
|(h, h)t |Ld0 c(h)
2 (5.2)
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hold for all h ∈ Hr with (h)r0 and for all  ∈ Hr with ‖‖Hr r1. Moreover, the
maps h ∈ Hr 	→ (h) and h ∈ Hr 	→ (h, h) can be extended to continuous maps
from Gp(Lr0) to P0(Ld0).
Proof. In this proof the positive constant c may change from line to line. First we prove
inequality (5.1). Note that  =  (∫ ·0 ˆ(u) dhu). From Lemma 3.1, it is sufﬁcient to
show that
sup
0 t1
∣∣∣∣
∫ t
0
ˆ(u) dhu
∣∣∣∣ c(h). (5.3)
Let 0 < r0. Assume that (h) =  and that ‖‖Hr r1. Since the map 0 : Hr →
Hd is bounded on every bounded set and  = 0(), we have ‖‖1c‖‖Hr c. Here,
‖‖1 denotes the total variation norm of . We also have that
sup0 t1 |ht |Lr0‖h1‖p. By integration by parts, we have that
∫ t
0
ˆ(u) dhu = ˆ(t )ht −
∫ t
0
∇ˆ(u)〈du, hu〉
and that the left-hand side of (5.3) is dominated by c sup0 t1 |ht |c. Since c is
independent of , we obtain (5.3). It is also obvious from this and Lemma 3.1 that,
for each ﬁxed ,
h ∈ Hr 	→ 
(∫ ·
0
ˆ(u) dhu
)
∈ P0(Ld0)
has a natural extension to a continuous function on Gp(Lr0).
Next we prove (5.2). From Lemma 3.1 and (3.6), we see that it is sufﬁcient to show
that
sup
0 t1
∣∣∣∣2
∫ t
0
(∇ˆ)(t )〈t , dht 〉 +
∫ t
0
(∇2ˆ)〈t , t , dt 〉
+
∫ t
0
(∇2ˆ)〈t , t , dt〉
∣∣∣∣ c(h)2. (5.4)
By the above result it is easy to see that
∣∣∣∣
∫ t
0
(∇2ˆ)〈t , t , dt 〉
∣∣∣∣  |∇2ˆ|∞ sup
0 t1
|t |2
∫ 1
0
|′t |dtc2. (5.5)
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In the same way as above a continuous extension of h 	→ ∫ ·0 (∇2ˆ)〈t , t , dt 〉 exists.
It is easy to see that the third term on the left-hand side of (5.4) can be done in the
same way.
We estimate the ﬁrst term on the left-hand side of (5.4). By integration by parts and
(3.5), ∫ t
0
(∇ˆ)(u)〈u, dhu〉 = (∇ˆ)(t )〈t , ht 〉 −
∫ t
0
(∇2ˆ)(u)〈du, u, hu〉
−
∫ t
0
(∇ˆ)(u)〈du, hu〉
= (∇ˆ)(t )〈t , ht 〉 −
∫ t
0
(∇2ˆ)(u)〈du, u, hu〉
−
∫ t
0
(∇ˆ)(u)
〈
(∇ˆ)(u)〈u, du〉, hu
〉
−
∫ t
0
(∇ˆ)(u)
〈
(∇ˆ)(u)〈u, du〉, hu
〉
−
∫ t
0
(∇ˆ)(u)〈ˆ(u) dhu, hu〉. (5.6)
In the same way as above the ﬁrst four terms on the right-hand side of (5.6) are
dominated by c2, where c is independent of  and t. Existence of continuous extensions
is also obvious.
To deal with the last term on the right-hand side of (5.6) we need the integration
theory in the rough path sense. We will give it in Lemma 5.3 below. 
5.2. Estimate for iterated integrals
Let us deﬁne some notations. For a while we write X1 = Lr0 and X2 = Y = Ld0
for simplicity. As usual X = X1 ⊕ X2 is the direct sum of X1 and X2 with the direct
sum norm. We equip Xi ⊗ Xj with the projective tensor norm (i, j = 1, 2). Then, the
projective tensor product X ⊗ X is naturally isometric to ⊕i,j=1,2 Xi ⊗ Xj , which is
equipped with the direct sum norm. (See [12] for example.) We denote by j : X → Xj
(j = 1, 2) and by ij : X ⊗X → Xi ⊗Xj (i, j = 1, 2) the natural projection of X and
X ⊗ X to each component, respectively.
Let  ∈ BV(X2). For each z = (1, z1, z2) ∈ Gp(X1), we deﬁne (z,) ∈ Gp(X)
by (z,)1(s, t) = (z1(s, t),1(s, t)) and
11(z,)2(s, t) = z2(s, t),
22(z,)2(s, t) = 2(s, t) =
∫ t
s
[u − s] ⊗ du,
21(z,)2(s, t) =
∫ t
s
[u − s] ⊗ z1(du) =: (1 dz1)(s, t), (5.7)
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12(z,)2(s, t) =
∫ t
s
z1(s, u) ⊗ du := (z1d1)(s, t). (5.8)
The right-hand sides of (5.7) and (5.8) are Young integrals. By the property of Young
integrals, there exists a positive constant c, such that
‖z1d1‖p/2,[s,t] + ‖1dz1‖p/2,[s,t]c‖‖1,[s,t]‖z1‖p,[s,t] (5.9)
holds for all s < t ,  and z. Here, ‖ · ‖p,[s,t] denotes the p-variation norm on the
time interval [s, t]. Note that c is independent of s, t,  and z1. In particular, the map
(z,) ∈ Gp(X1) × BV(X2) 	→ (z,) ∈ Gp(X) is continuous.
Let 0s < t1 and let D = {s = t0 < t1 < · · · < tn = t} be a partition of [s, t].
We denote by |D| the mesh of the partition D. Let  be a control function in the
sense in [18, p. 16]. Although the following lemma is a well-known, we give a proof
for readers’ convenience.
Lemma 5.2. Let the notations be as above and assume n2. Then, there exists
ti (1 in − 1), such that (ti−1, ti+1)2(n − 1)−1(s, t).
Proof. By the super-additivity of , we have
n−1∑
i=1
(ti−1, ti+1) =
∑
i:odd
(ti−1, ti+1) +
∑
i:even
(ti−1, ti+1)2(s, t).
If (ti−1, ti+1) > 2(n − 1)−1(s, t) for all i, then ∑n−1i=1 (ti−1, ti+1) > 2(s, t). This
is a contradiction. 
Now we are in a position to complete the proof of Lemma 5.1 above.
Lemma 5.3. Let r0 and r1 be any positive constants. Then, there exists a positive
constant c = c(r0, r1), such that
sup
0 t1
∣∣∣∣
∫ t
0
(∇ˆ)(u)〈ˆ(u) dhu, hu〉
∣∣∣∣ c(h)2 (5.10)
holds for all h ∈ Hr with (h)r0 and for all  ∈ Hd with ‖‖Hd r1. Moreover,
for each ﬁxed  ∈ Hd , the map
h 	→
∫ ·
0
(∇ˆ)(u)〈ˆ(u) dhu, hu〉 ∈ P0(Ld0) (5.11)
can be extended to a continuous map from Gp(Lr0).
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Proof. Let 0 < r0 and (h) = . For x = (x1, x2) ∈ X, set f (x) ∈ L(X, Y )
by f (x)	 = (∇ˆ)(x2)〈ˆ(x2)1	, x1〉 for 	 ∈ X. Naturally, we may also regard f ∈
L(X1, Y ). Clearly, f is smooth in the Fréchet sense and its derivatives, together with f
itself, are bounded on every bounded set. For each z ∈ Gp(X) and s < t , the integral∫ t
s
f (z1(u)) dz(u) ∈ R is well-deﬁned. At least, if z is a smooth rough path deﬁned by
a piecewise C1-curve z (with z0 = 0),∫ t
s
f (zu) dzu =
∫ t
s
f (z1(u)) dz(u) = lim|D|→0 Js,t (D)
holds. Here, Js,t (D) = ∑ni=1 Jti−1,ti and Js,t = f (zs)z1(s, t) + (∇f )(zs)z2(s, t). Note
that the left-hand side denotes the integral in the usual sense. It is well-known that the
map z ∈ Gp(X) 	→
∫ ·
0 f (z1(u)) dz(u) ∈ P0(Ld0) is continuous. By the deﬁnition of f
it is easy to see that
∫ t
s
f ((h,)1(u)) d(h,)(u) =
∫ t
s
(∇ˆ)(u)〈ˆ(u) dhu, hu〉
if h and  are piecewise C1 and satisfy the assumption of this lemma. Thus, we have
seen the existence of a continuous extension of (5.11).
Next we show the estimate (5.10). We may additionally assume that h and  are
piecewise C1. We compute Js,t more explicitly as follows. We can see that ∇f (x) ∈
L2(X,X;Y ) for x ∈ X = X1 ⊕ X2, we denote by (∇f )ij (x) ∈ L2(X,X;Y ) the
multilinear map (	, 	′) ∈ X ⊕ X 	→ ∇f (x)〈i	, j	′〉. Naturally, we may consider
(∇f )ij (x) ∈ L2(Xi,Xj ;Y ). Obviously, (∇f )12 = (∇f )22 = 0. It is easy to see that
|(∇f )11|L2(X1,X1;Y ) is bounded and that |(∇f )21|L2(X2,X1;Y )c|x1| for some constant
c > 0. Note that (∇f )ij can be naturally regarded as an element in L(Xi ⊗Xj , Y ) and
that |(∇f )ij |L2(Xi ,Xj ;Y ) = |(∇f )ij |L(Xi⊗Xj ,Y ), where Xi ⊗ Xj is the projective tensor.(For example, see [18, Theorem 5.6.3] or [18, Chapter VIII]. A similar property of
the projective tensor product of three Banach spaces. Note also that a natural isometry
⊗3j=1BjB1 ⊗ (B2 ⊗B3)(B1 ⊗B2)⊗B3 holds for any three real separable Banach
spaces)
Hence, we have
Js,t = f ((hs,s))h1(s, t)
+(∇f )21((hs,s))(1dh1)(s, t) + (∇f )11((hs,s))h2(s, t). (5.12)
Set  :  = {(s, t) ∈ [0, 1]2|s t} → R+ by
(s, t) = ‖1‖pp,[s,t] + −p‖h1‖pp,[s,t] + −p‖h2‖p/2p/2,[s,t] + −p/2‖1 dh1‖p/2p/2,[s,t].
It is well-known that this  is a control function. From (5.9) and the fact that
‖1‖pp,[s,t]‖‖p−11 ‖‖1,[s,t], we see that (0, 1)c for some constant c > 0 which
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is independent of . It is also easy to see that
‖h1‖p,[s,t](s, t)1/p,
‖h2‖p/2,[s,t]2(s, t)2/p,
‖1dh1‖p/2,[s,t](s, t)2/p,
‖1‖p,[s,t](s, t)1/p. (5.13)
We give an estimate of Js,t in terms of . In the following note that
sup0 t1 |ht |‖h‖p. Taking the Banach norm of (5.12), we have from (5.13)
that
|Js,t |Y  sup
x=(x1,x2),|x1|
|f (x)|L(X1,Y ) · |h1(s, t)|X1
+ sup
x=(x1,x2),|x1|
|(∇f )21(x)|L(X2⊗X1,Y ) · |(1 dh1)(s, t)|X2⊗X1
+ sup
x=(x1,x2),|x1|
|(∇f )11(x)|L(X2⊗X2,Y ) · |h2(s, t)|X2⊗X2
 c2
(
(s, t)1/p + (s, t)2/p
)
c2. (5.14)
Now we prove that, for any partition D = {s = t0 < t1 < · · · < tn = t} of [s, t],
|Js,t (D) − Js,t |Y c2(s, t)3/pc2, (5.15)
where the positive constant c on the right-hand side is independent of D,  and [s, t].
It is obvious that (5.15) and (5.14) are sufﬁcient for (5.10).
Let n2. Let 
1, . . . , 
n−1 be such that 
k is one of the points in the statement of
Lemma 5.2 above for the partition Dk−1 := D \ {
1, . . . , 
k−1} (k = 1, . . . , n). Note
that D0 = D and Dn−1 = {s, t}. By deﬁnition 
k are all distinct and 
k ∈ Dk−1. We
write 
k (or 
k) for the smallest (or the largest) element in Dk−1 which is larger (or
smaller) than 
k , respectively. In the following we write 	 for (h,) for simplicity. We
have
|Js,t (D) − Js,t | 
n−1∑
k=1
|Js,t (Dk−1) − Js,t (Dk)|

n−1∑
k=1
∣∣f (	(
k))	1(
k, 
k) + f (	(
k))	1(
k, 
k) − f (	(
k))	1(
k, 
k)
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+(∇f )(	(
k))	2(
k, 
k) + (∇f )(	(
k))	2(
k, 
k)
−(∇f )(	(
k))	2(
k, 
k)
∣∣

n−1∑
k=1
∣∣[f (	(
k)) − f (	(
k))] 	1(
k, 
k)
−(∇f )(	(
k))	1(
k, 
k) ⊗ 	1(
k, 
k)
∣∣
+
n−1∑
k=1
∣∣[(∇f )(	(
k)) − (∇f )(	(
k))] 	2(
k, 
k)∣∣ . (5.16)
Here, we have used Chen’s identity for the last inequality.
We estimate the second term on the right-hand side of (5.16). In the same way
as for ∇f , we write (∇2f )ij l(x) (i, j, l = 1, 2) for components of (∇2f )(x) ∈
L3(X,X,X;Y ). Then, (∇2f )ij2 = (∇2f )11l = 0 for all i, j, l and |(∇2f )211| +
|(∇2f )121| is bounded. There exists a constant c > 0, such that |(∇2f )221|c|x1|
for all x ∈ X. We can that |h(
k) + h1(
k, 
k)| if  ∈ [0, 1], we see that
∣∣[(∇f )(	(
k)) − (∇f )(	(
k))] 	2(
k, 
k)∣∣

∫ 1
0
d
∣∣∣(∇2f ) (	(
k) + 	1(
k, 
k)) 	1(
k, 
k) ⊗ 	2(
k, 
k)∣∣∣
 sup
x=(x1,x2)∈X,|x1|
|(∇2f )211(x)| · |1(
k, 
k) ⊗ h2(
k, 
k)|
+ sup
x=(x1,x2)∈X,|x1|
|(∇2f )121(x)| · |h1(
k, 
k) ⊗ (1dh1)(
k, 
k)|
+ sup
x=(x1,x2)∈X,|x1|
|(∇2f )221(x)| · |1(
k, 
k) ⊗ (1dh1)(
k, 
k)|
c2(
k, 
k)3/p
c2(n − k)−3/p(s, t)3/p. (5.17)
Since 3/p > 1,
∑n−1
k=1(n− k)−3/p(3/p), where  denotes the -function. Therefore,
the second term on the right-hand side of (5.16) is dominated by c2(s, t)3/p.
We estimate the ﬁrst term on the right-hand side of (5.16) in a similar way.
∣∣[f (	(
k)) − f (	(
k))] 	1(
k, 
k) − (∇f )(	(
k))	1(
k, 
k) ⊗ 	1(
k, 
k)∣∣
=
∣∣∣∣∣
∫ 1
0
d1
[
(∇f ) (	(
k) + 1	1(
k, 
k))− (∇f )(	(
k))] · 	1(
k, 
k) ⊗ 	1(
k, 
k)
∣∣∣∣∣
Y. Inahama / Journal of Functional Analysis 232 (2006) 148–194 169
=
∣∣∣∣∣
∫ 1
0
d1
∫ 1
0
d2(∇2f )
(
	(
k) + 2	1(
k, 
k)
)
·	1(
k, 
k) ⊗ 	1(
k, 
k) ⊗ 	1(
k, 
k)
∣∣
 sup
x=(x1,x2)∈X,|x1|
|(∇2f )211(x)| · |1(
k, 
k) ⊗ h1(
k, 
k) ⊗ h1(
k, 
k)|
+ sup
x=(x1,x2)∈X,|x1|
|(∇2f )121(x)| · |h1(
k, 
k) ⊗ 1(
k, 
k) ⊗ h1(
k, 
k)|
+ sup
x=(x1,x2)∈X,|x1|
|(∇2f )221(x)| · |1(
k, 
k) ⊗ 1(
k, 
k) ⊗ h1(
k, 
k)|
c2(
k, 
k)3/p
c2(n − k)−3/p(s, t)3/p. (5.18)
In the same way as above the ﬁrst term on the right-hand side of (5.16) is dominated
by c2(s, t)3/p, too. Thus, we have shown (5.15). This completes the proof. 
5.3. Explicit form of the continuous extension of the second term
In this subsection let  ∈ Hr and  = 0() ∈ Hd be ﬁxed elements. Now, we
prove a corollary to write the continuous extension of  in an explicit way. Let v be
a bounded smooth function from Rd to Rd deﬁned by
vk(x) = 1
2
∑
i,j
ij (x) · kjxi (x), x ∈ R
d , 1kd.
We set
Q2(t, 
) = (
− 
2)
∫ t
0
v((s, 
)) ds. (5.19)
Let (w)(t, 
) be a continuous modiﬁcation of
2M
t
∫ t
0
(M
s )
−1(∇)((s, 
))〈(w)(s, 
), dw1(s, 
)〉. (5.20)
(Existence of such a modiﬁcation will be shown in Corollary 5.4 below.) Here, the
integral is a stochastic integral with respect to the r-dimensional scaled Brownian
motion (w1(t, 
))t0.
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Corollary 5.4. Let  = (w,w) denote the continuous extension of  = (h, h) as
in Lemma 5.1. Then, in P0(Ld0),
(w,w)=(w) + 2(Q2)
+
(∫ ·
0
(∇2ˆ)(t )〈(w)t , (w)t , dt 〉 +
∫ ·
0
(∇2ˆ)(t )〈(w)t , (w)t , dt〉
)
holds for P1-almost all w.
Proof. Set
˜(h, h)=(h, h)
−
(∫ ·
0
(∇2ˆ)(t )〈(h)t , (h)t , dt 〉 +
∫ ·
0
(∇2ˆ)(t )〈(h)t , (h)t , dt〉
)
.
Then, ˜t = ˜(h, h)t satisﬁes the following differential equation:
d˜t − (∇ˆ)(t )〈˜t , dt 〉 − (∇ˆ)(t )˜t dt = 2(∇ˆ)(t )〈(h)t , dht 〉.
Now we consider Q(h)t := 2
∫ t
0 (∇ˆ)(u)〈(h)u, dhu〉. Note that ˜(h, h) = (Q(h)).
In the proof of Lemma 5.1, we have shown that ˜ =  ◦ Q : Hr → P0(Ld0) can be
extended to a continuous map for Gp(Ld0) (which is denoted again by ˜ =  ◦ Q).
For h ∈ Hr , we have
˜(h, h)t =  (Q(h))t = 2Mt
∫ t
0
M−1s (∇ˆ)(s)〈(h)s, dhs〉.
For ﬁxed n, let hk ∈ Hr (k = 1, 2, . . .) be such that ‖hk −w(n)‖1 → 0 as k → ∞. In
particular, hk converges to w(n) in Gp(B) as k → ∞. Then, we easily see from the
continuity that
˜(w(n),w(n))t = 2Mt
∫ t
0
M−1s (∇ˆ)(s)〈(w(n))s, dw(n)s〉.
Then, for each ﬁxed (t, 
),
˜(w(n),w(n))(t, 
)
=2M
t
∫ t
0
(M
s )
−1(∇)((s, 
))
〈
M
s
∫ s
0
(M
u)
−1((u, 
))dw(n)(u, 
), dw(n)(s, 
)
〉
(5.21)
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By letting n → ∞, we have that
˜(w,w)(t, 
)
= 2M
t
∫ t
0
(M
s )
−1(∇)((s, 
))
〈
M
s
∫ s
0
(M
u)
−1((u, 
))dw1(u, 
), ◦dw1(s, 
)
〉
= 2M
t
∫ t
0
(M
s )
−1(∇)((s, 
))
〈
M
s
∫ s
0
(M
u)
−1((u, 
))dw1(u, 
), dw1(s, 
)
〉
+2(
− 
2)M
t
∫ t
0
(M
s )
−1v((s, 
)) ds
= (w)(t, 
) + 2(Q2)(t, 
), (5.22)
almost surely. Since 
 is ﬁxed and the integrand is a product of continuous functions in
s and in u, the ﬁrst equality is seen from a basic property of the quadratic variation of
the ﬁnite dimensional Brownian motion. Since, for almost all w, ˜(w,w) = (Q(w))
and (Q2) are in P0(Ld0), so is (w). 
6. Estimates of remainder terms
The main aim of this section is to estimate the remainder terms of the stochastic
Taylor expansion. In this section, we do not assume that  ∈ Hr and  = 0() be
the elements as in Assumption (A.1).
Now we give an explicit form of the stochastic Taylor expansion. Let Ri = Ri(h)
(i = 1, 2, 3, 0 < 1) be deﬁned as follows: for 0 < 1 we set
R1 (t) = (h + )t − t , (6.1)
R2 (t) = (h + )t − t − (h)t , (6.2)
R3 (t) = (h + )t − t − (h)t −
1
2
(h, h)t − 2
(∫ ·
0
bˆ(u) du
)
(t). (6.3)
Recall that we set (h + ) = ((h + , ))1 and see Lemma 3.1 for the deﬁnition
of . As before we set (h) = ‖h1‖p + ‖h2‖1/2p/2 and t = (2t, t).
Lemma 6.1. For 0 < 1, let R1 (t), R2 (t) and R3 (t) be as in (6.1)–(6.3). Let r0, r1
be any positive constants. Then, there exists a positive constant c = c(r0, r1), such that
sup
0 t1
|Ri(t)|Ld0 c((h) + )
i (i = 1, 2, 3) (6.4)
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hold for all  ∈ (0, 1], for all h ∈ Hr with (h)r0 and for all  ∈ Hr with ‖‖Hr r1.
Moreover, for each ﬁxed  and , the maps h ∈ Hr 	→ Ri = Ri(h) (i = 1, 2, 3) can
be extended to continuous maps from Gp(Lr0) to P0(Ld0).
Proof. As before we set V1 = Lr0 ⊕ R2 and V2 = Ld0 . First, we consider the conti-
nuity for each ﬁxed . Let  : Gp(V1) → Gp(V2) be the Itô map deﬁned by the
differential equation (3.1). It is well-known that  is continuous. When h ∈ Gp(Lr0)
is a smooth rough path deﬁned by h ∈ Hr , then ((h, ))1(0, t) = (h)t . Since the
maps x 	→ (x, ) and x 	→ x +  are continuous if  ∈ Hr , the map h ∈ Hr 	→ R1
has continuous extension. It is easy to see from Lemma 5.1, (6.2) and (6.3) that R2
and R3 have continuous extensions, too.
Now we estimate R1 . Let 0 < r0 and (h) = . In the following, the positive
constant c is independent of s, t, h, , ,  and may change from line to line. Set a
control function  by
(s, t)= ‖(h + , )1‖pp,[s,t] + ‖(h + , )2‖p/2p/2,[s,t] + ‖(, 0)1‖pp,[s,t]
+‖(, 0)2‖p/2p/2,[s,t] + (+ )−p‖(h + , )1 − (, 0)1‖pp,[s,t]
+(+ )−p/2‖(h + , )2 − (, 0)2‖p/2p/2,[s,t]. (6.5)
Since ‖h2‖p/2 +‖h1 d1‖p/2 +‖1 dh1‖p/2 +‖h1 d1‖p/2 +‖1 dh1‖p/2c, we see
that (0, 1)c for some constant c > 0. Here, (h1d1)(s, t) =
∫ t
s
(hu − hs) ⊗ du and
(1dh1)(s, t) =
∫ t
s
(u − s) ⊗ dhu, etc. (These integrals are Young integrals.) We also
see that  and (h + , ), (, 0) ∈ Gp(V1) satisfy all the assumptions in Theorem
6.2.2, Lyons and Qian [18], and, hence,
∣∣∣((h + , ))1(s, t) − ((, 0))1(s, t)∣∣∣ (+ )c(s, t)1/pc(+ ). (6.6)
Since c is independent of s, t, , , this proves (6.4) for i = 1.
We consider R2 = R2 (h). We have from (6.2) that
dR2 (t)= d(h + )t − dt − dt
= ˆ((h + )t ) d(h + )t + bˆ((h + )t )2dt + ˆ((h + )t ) dt
−ˆ(t ) dt − ˆ(t ) dt
−(∇ˆ)(t )〈t , dt 〉 − (∇ˆ)(t )〈t , dt〉 − ˆ(t ) dht (6.7)
and that
(∇ˆ)(t )〈R2 (t), dt 〉 + (∇ˆ)(t )〈R2 (t), dt〉
Y. Inahama / Journal of Functional Analysis 232 (2006) 148–194 173
= (∇ˆ)(t )〈(h + )t − t − t , dt 〉
+(∇ˆ)(t )〈(h + )t − t − t , dt〉. (6.8)
From (6.7) and (6.8) above, we obtain
dR2 (t) − (∇ˆ)(t )〈R2 (t), dt 〉 − (∇ˆ)(t )〈R2 (t), dt〉
= [ˆ((h + )t ) − ˆ(t )] dht
+
[
ˆ((h + )t ) dt − ˆ(t )dt − (∇ˆ)(t )〈R1 (t), dt 〉
]
+bˆ((h + )t )2dt
+
[
ˆ((h + )t )dt − ˆ(t )dt − (∇ˆ)(t )〈R1 (t), dt〉
]
=: dI1(t) + · · · + dI4(t) (6.9)
with R2 (0) = I1(0) = · · · = I4(0) = 0.
By Lemma 3.1, it is sufﬁcient to show that there exists a positive constant c which
is independent of ,  such that
sup
0 t1
|Ii(t)|Ld0 c(+ )
2 for i = 1, . . . , 4. (6.10)
First, since bˆ is bounded, it follows easily that supt |I3(t)|c2. Next we consider
I4 (we can estimate I2 in a similar way). By the boundedness of ∇2ˆ and the Taylor
expansion for ˆ, we see that there exists c > 0, such that
∣∣∣ˆ(y) − ˆ(y′) − (∇ˆ)(y′)(y − y′)∣∣∣ c|y − y′|2V2 for all y, y′ ∈ V2.
From this inequality and from the estimate for R1 , we have (6.10) for i = 2, 4.
We calculate I1 on the right-hand side of (6.7) as follows:
I1(t)=
∫ t
0
[ˆ((h + )u) − ˆ(u)] dhu
= [ˆ((h + )t ) − ˆ(t )]ht
−
∫ t
0
[
(∇ˆ)((h + )u)〈d(h + )u, hu〉
−(∇ˆ)(u)〈du, hu〉
]
= [ˆ((h + )t ) − ˆ(t )]ht
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−
∫ t
0
(∇ˆ)((h + )u)〈ˆ((h + )u) dhu, hu〉
−
∫ t
0
[
(∇ˆ)((h + )u)〈ˆ((h + )u) du, hu〉
−(∇ˆ)(u)〈ˆ(u)du, hu〉
]
−
∫ t
0
(∇ˆ)((h + )u)〈bˆ((h + )u), hu〉2du
−
∫ t
0
[
(∇ˆ)((h + )u)〈ˆ((h + )u) du, hu〉
−(∇ˆ)(u)〈ˆ(u)du, hu〉
]
. (6.11)
Since |ht | and |(h+ )t −t | = |R1 (t)|c(+ ), the ﬁrst, the third, the fourth
and the ﬁfth terms on the right-hand side of (6.11) are dominated by c(+ )2, where
c > 0 is independent of t, , .
Now we estimate the second term on the right-hand side of (6.11). To do so, it is
sufﬁcient to prove that there exists a control function , such that (0, 1)c for some
positive constant c independent of  and , and that
‖h1‖p,[s,t](+ )(s, t)1/p,
‖h2‖p/2,[s,t](+ )2(s, t)2/p,
‖(h + )1dh1‖p/2,[s,t](+ )(s, t)2/p,
‖(h + )1‖p,[s,t](s, t)1/p.
Indeed, if there exists such a control function, the same proof as the one in
Lemma 5.3 works with the new control function . (See (5.13) in the proof of Lemma
5.3.)
In order to prove the existence of such an , it is sufﬁcient to prove that
‖(h + )1dh1‖p/2,[s,t]c( + ) and ‖(h + )1‖p,[s,t]c. Since the Itô map is
bounded on any bounded set in Gp(V1) [18, Theorem 6.2.2] and (h + ) =
((h + , )), the second inequality is trivial. the ﬁrst inequality will be shown in
Lemma 6.3 below. Thus we have shown that
sup
0 t1
∣∣∣∣
∫ t
0
(∇ˆ)((h + )u)〈ˆ((h + )u) dhu, hu〉
∣∣∣∣ c(+ )2.
We have obtained (6.10) for i = 1. Using Lemma 3.1, we obtain (6.4) for i = 2.
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Finally, we consider R3 = R3 (h). By (6.9), (3.6) and the deﬁnition of  we obtain
dR3 (t) − (∇ˆ)(t )〈R3 (t), dt 〉 − (∇ˆ)(t )〈R3 (t), dt〉
= [ˆ((h + )t ) dht − ˆ(t ) dht − (∇ˆ)(t )〈t , dht 〉]
+
[
ˆ((h + )t ) dt − ˆ(t ) dt − (∇ˆ)(t )〈R1 (t), dt 〉
−1
2
(∇2ˆ)(t )〈t , t , dt 〉
]
+
[
bˆ((h + )t ) − bˆ(t )
]
2dt
+
[
ˆ((h + )t ) dt − ˆ(t ) dt − (∇ˆ)(t )〈R1 (t), dt〉
−1
2
(∇2ˆ)(t )〈t , t , dt〉
]
=: dJ1(t) + · · · + dJ4(t) (6.12)
with R3 (0) = J1(0) = · · · = J4(0) = 0.
In a similar way, we can easily see that sup0 t1 |J3(t)|c(+ )2c(+ )3. We
can see that R2 = R1 − , we have from the Taylor expansion of ˆ and from (6.4) for
i = 2 that sup0 t1 |J4(t)|c(+)3. Similarly, we also have sup0 t1 |J2(t)|c(+
)3.
Hence, it is sufﬁcient to dominate J1. By using integration by parts, we obtain
J1(t) = J11(t) − J12(t) − · · · − J15(t),
where J1j (t) (1j5) is given by the following:
J11(t)= ˆ((h + )t )ht − ˆ(t )ht − (∇ˆ)(t )〈t , ht 〉,
J12(t)=
∫ t
0
(∇ˆ)((h + )u)〈ˆ((h + )u) dhu, hu〉
−
∫ t
0
(∇ˆ)(u)〈(u) dhu, hu〉,
J13(t)=
∫ t
0
[
(∇ˆ)((h + )u)〈ˆ((h + )u) du, hu〉
−(∇ˆ)(u)〈ˆ(u)du, hu〉
−(∇2ˆ)(u)〈ˆ(u)du, u, hu〉
−(∇ˆ)(u)
〈
(∇ˆ)(u)〈u, du〉, hu
〉]
.
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J14(t)=
∫ t
0
(∇ˆ)((h + )u)〈bˆ((h + )u), hu〉2du,
J15(t)=
∫ t
0
[
(∇ˆ)((h + )u)〈ˆ((h + )u), hu〉 − (∇ˆ)(u)〈ˆ(u), hu〉
−(∇2ˆ)(u)〈ˆ(u), u, hu〉 − (∇ˆ)(u)〈(∇ˆ)(u)u, hu〉
]
du.
Since sup0 t1 |ht |, we see that sup0 t1 |J14(t)|c2c(+)3. We can see
that  = R1 −R2 and the Taylor expansion of ˆ at t , we see that sup0 t1 |J11(t)|
c(+ )3.
Before estimating J13, we set a function g : V2 → L2(Lr0,Lr0;V2) by
g(y)〈x, x′〉 = (∇ˆ)(y)〈ˆ(y)x, x′〉 for y ∈ V2 and x, x′ ∈ Lr0. (6.13)
Clearly, g is bounded and smooth with bounded derivatives. Then, by the Taylor
expansion for g, we see that for all y, y′, x, x′
∣∣∣(∇ˆ)(y′)〈ˆ(y′)x, x′〉 − (∇ˆ)(y)〈ˆ(y)x, x′〉 − (∇2ˆ)(y)〈y′ − y, ˆ(y)x, x′〉
−(∇ˆ)(y) 〈(∇ˆ)(y)〈y′ − y, x〉, x′〉∣∣∣ c|y − y′|2|x||x′|, (6.14)
where c = supy |(∇2g)(y)|/2.
By using  = R1 − R2 , sup0 t1 |ht | and the symmetry of ∇2ˆ, we see that
sup0 t1 |J13(t)|c(+ )3. In a similar way we can dominate J15.
Therefore, to prove (6.4) for i = 3, it is sufﬁcient to show that sup0 t1 |J12(t)|
c(+ )3. We will prove this inequality in the following lemma. 
Lemma 6.2. Keep the same notations and assumptions as in Lemma 6.1. Then, there
exists a positive constant c = c(r0, r1), such that
sup
0 t1
∣∣∣∣
∫ t
0
(∇ˆ)((h + )u)〈ˆ((h + )u) dhu, hu〉
−
∫ t
0
(∇ˆ)(u)〈(u) dhu, hu〉
∣∣∣∣ c(+ )3 (6.15)
holds.
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Proof. By Lemma 6.3 below, we easily see that there exists a control function , such
that (0, 1)c for some positive constant independent of  and  and that
‖h1‖p,[s,t](+ )(s, t)1/p,
‖h2‖p/2,[s,t](+ )2(s, t)2/p,
‖(h + )1dh1‖p/2,[s,t] + ‖1dh1‖p/2,[s,t](+ )(s, t)2/p,
‖(h + )1dh1 − 1dh1‖p/2,[s,t](+ )2(s, t)2/p,
‖(h + )1‖p,[s,t] + ‖1‖p,[s,t](s, t)1/p,
‖(h + )1 − 1‖p,[s,t](+ )(s, t)1/p. (6.16)
By using this control function , we can estimate the integral on the left-hand side in
(6.15).
Now we introduce some notations for simplicity. These are the same as those in
Lemma 5.3. Let X1 = Lr0, X2 = Y = Ld0 and X = X1 ⊕ X2. i : X → Xi (i = 1, 2)
denotes the canonical projection. In this proof the tensor product of any pair of Banach
spaces is equipped with the projective norm as usual. Set for x = (x1, x2) ∈ X,
f ∈ L(X, Y ) by f (x)	 = (∇ˆ)(x2)〈ˆ(x2)1	, x1〉 for 	 ∈ X. For basic properties of f,
see the proof of Lemma 5.3.
Without loss of generality we may additionally assume that h and  are piecewise
C1. (Then,  and (h+ ) are also piecewise C1.) Then, the integral on the left-hand
side of (6.15) is equal to
∫ t
s
f ((hu,(h + )u)) d(hu,(h + )u) −
∫ t
s
f
(
(hu,u)
)
d(hu,u). (6.17)
In a similar way to (5.12) we set
Js,t = f ((hs,(h + )s))h1(s, t) − f ((hs,s))h1(s, t)
+(∇f )21((hs,(h + )s))((h + )1 dh1)(s, t)
−(∇f )21((hs,s))(1 dh1)(s, t)
+(∇f )11((hs,(h + )s))h2(s, t) − (∇f )11((hs,s))h2(s, t) (6.18)
and Js,t (D) = ∑ni=1 Jti−1,ti for a partition D = {s = t0 < · · · < tn = t} of [s, t].
Then, lim|D|→0 Js,t (D) is equal to (6.17). By using the estimates of |∇f | and |∇2f |
in Lemma 5.3, the fact that supt |R1 (t)|c(+ ) and inequalities in (6.16), we easily
see that there exists a positive constant c independent of s, t, ,  such that
|Js,t |c(+ )3
(
(s, t)1/p + (s, t)2/p
)
c(+ )3.
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With (6.16) we can also dominate |Js,t (D)−Js,t | by c(+ )3(s, t)3/p in the same
way as in Lemma 5.3. (In particular, see (5.16)–(5.18). We additionally need estimates
of |∇3f |. However, that is not difﬁcult.) 
Lemma 6.3. Keep the same notations and assumptions as in Lemma 6.1. Let 0 < 1
and let 0 < r0 and (h) = . We assume that ‖‖Hr r1. We additionally assume
that h and  are piecewise C1. Then, for each h and  which satisfy the assumptions,
there exists a control function , such that (0, 1)c = c(r0, r1) and that
‖(h + )1dh1‖p/2,[s,t](+ )(s, t)2/p
and
‖(h + )1dh1 − 1dh1‖p/2,[s,t](+ )2(s, t)2/p
hold. Here, the constant c depends only on r0 and r1. Note that we set
[
(h + )1dh1
]
(s, t) =
∫ t
s
[
(h + )u −(h + )s
]⊗ dhu,
etc. for simplicity.
Proof. As before we set V1 = Lr0 ⊕ R2 and V2 = Ld0 . First we recall the deﬁnition
of the Itô map in the rough path sense. Let z, z() ∈ G(V1 ⊕ V2) be V1 ⊕ V2-
valued smooth rough paths deﬁned by (, 0;) and (h + , ;(h + )). Note that
(h + ) = ((h + , ))1 and  = 0() = ((, 0))1.
Set a control function  by
(s, t)= ‖(h + , )1‖pp,[s,t] + ‖(, 0)1‖pp,[s,t] + ‖(h + , )2‖p/2p/2,[s,t]
+‖(, 0)2‖p/2p/2,[s,t] + (+ )−p‖(h + , )1 − (, 0)1‖pp,[s,t]
+(+ )−p/2‖(h + , )2 − (, 0)2‖p/2p/2,[s,t]. (6.19)
Then, (0, 1)c, where c > 0 is independent of , , s, t . Now we may use
[18, Theorem 6.2.1] (local Lipschitz continuity of the Itô map) for z, z() and 
to obtain that
∣∣∣zi(s, t) − z()i(s, t)∣∣∣ c(+ )(s, t)i/p for i = 1, 2. (6.20)
Here, c is again independent of , , s, t . Let ˜ : V1 → Lr0 and ij : (V1 ⊕ V2)⊗2 →
Vi⊗Vj be the canonical projections (1 i, j2). Then, by considering (IdV2 ⊗˜)◦21 :
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(V1 ⊕ V2)⊗2 → V2 ⊗ Lr0, we have from (6.20) that
‖(h + )1 d(h + )1 − 1 d1‖p/2,[s,t]c(+ )(s, t)2/p. (6.21)
On the other hand, it is easy to see from (6.20) that
∣∣∣(h + )1 d1(s, t) − 1d1(s, t)∣∣∣ 
∣∣∣∣
∫ t
s
(
(h + )1(s, u) − 1(s, u)
)
⊗ du
∣∣∣∣
 sup
su t
∣∣∣(h + )1(s, u) − 1(s, u)∣∣∣ · ‖‖1,[s,t]
 c(+ )(s, t)1/p · ‖‖1,[s,t]. (6.22)
Here, c is independent of , , s, t . We can see that 1+1/p2/p and suitably replacing
the control function , we obtain the ﬁrst inequality in the lemma.
Next we show the second inequality of the lemma. By integration by parts
∫ t
s
(
(h + )1(s, u) − 1(s, u)
)
⊗ dh1(s, u)
=
(
(h + )1(s, t) − 1(s, t)
)
⊗ h1(s, t)
−
∫ t
s
ˆ((h + )u) dhu ⊗ h1(s, u)
−
∫ t
s
(
ˆ((h + )u) − ˆ(u)
)
du ⊗ h1(s, u)
−
∫ t
s
bˆ((h + )u)2 du ⊗ h1(s, u)
−
∫ t
s
(
ˆ((h + )u) − ˆ(u)
)
du ⊗ h1(s, u)
=: I1(s, t) − · · · − I5(s, t). (6.23)
By using  in (6.19), we have from (6.19) and (6.20) that |h1(s, t)|(+ )(s, t)1/p
and that |(h + )1(s, t) − 1(s, t)|c(+ )(s, t)1/p. From this we can easily see
that
|I1(s, t)|c(+ )2(s, t)2/p,
|I3(s, t)|c(+ )2‖‖1,[s,t](s, t)1/p,
|I4(s, t)|c2(+ )(t − s)(s, t)1/p,
|I5(s, t)|c(+ )2(t − s)(s, t)1/p.
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Hence, by replacing the control function  if necessary, |Ij (s, t)| (j = 1, 3, 4, 5) is
dominated.
We prove the estimate for I2. This kind of integral have appeared many times before.
Let S < T be ﬁxed. We may consider the time interval is now [S, T ]. Then, I2(S, T )
is approximated by using
Js,t = ˆ((h + )s)h1(s, t) ⊗ h1(S, s)
+∇ˆ((h + )s) · ((h + )1 dh1)(s, t) ⊗ h1(S, s)
+(ˆ((h + )s) ⊗ Id)〈h1(s, t)〉
for Ss tT . By using the ﬁrst inequality we have just shown, we have that
|Js,t |c(+)2
(
(s, t)1/p(S, s)1/p+(s, t)2/p
)
and |JS,T |c(+)2 (S, T )2/p .
For a partition D = {S = t0 < · · · < tn = T }, we set JS,T (D) = ∑ni=1 Jti−1,ti as usual.
Then, lim|D|→0 JS,T (D) is equal to I2(S, T ). We may use the same computation as in
(5.16) in Lemma 5.3 to obtain
∣∣JS,T (D) − Js,t ∣∣ c(+ )2(S, T )3/p.
Thus we have shown I2(S, T )c( + )2(S, T )2/p, where c is independent of S, T .
This completes the proof. 
7. Computation of the Hessian
7.1. Hilbert–Schmidt property of the Hessian
As in the previous section we do not assume (A.1) and (A.2). Let  ∈ Hr and
 = 0() ∈ Hd be ﬁxed elements. In this section, we assume that F : Ld0 → R is
twice Fréchet differentiable on a neighborhood of  and ∇iF (i = 0, 1, 2) are bounded
on the neighborhood. Here, 0 : Hr → Hd be deﬁned by y = 0(h), where
dyt = ˆ(yt ) dht + ˆ(yt ) dt, y0 = 0.
For these  and F, we deﬁne a bounded self-adjoint operator A on Hr by
∇2(F ◦0)()〈h, k〉 = 〈Ah, k〉Hr for all h, k ∈ Hr . (7.1)
In order to prove that A is Hilbert–Schmidt, we need a simple lemma. In the next
lemma, we write vj,1(t) = sin(2j t) and vj,2(t) = cos(2j t) for j = 1, 2, . . . .
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Examples of the functions K we have in mind are those of the form K(u, s) = a(u)aˆ(s),
where a, aˆ have square integrable derivatives.
Lemma 7.1. Let K :  = {(u, s)|0us1} → R be a continuous function and set
Kˆ(s) = K(s, s). We assume that, u 	→ K(u, s), s 	→ K(u, s), u 	→ sK(u, s), and Kˆ
are absolutely continuous and satisfy that
sup
u,s
|K(u, s)| +
∫ 1
0
|sK(0, s)|2 ds +
∫ 1
0
|sK(s, s)|2 ds + sup
s
∫ s
0
|uK(u, s)|2 du
+
∫ 1
0
|Kˆ ′(s)|2 ds +
∫ 1
0
ds
∫ s
0
du|usK(u, s)|2C
for some constant C > 0. We additionally assume that, if u → f (u) is smooth, then,
s → ∫ s0 duK(u, s)f (u) is absolutely continuous and
d
ds
∫ s
0
duK(u, s)f (u) = K(s, s)f (s) +
∫ s
0
dusK(u, s)f (u)
holds for almost all s ∈ [0, 1]. Then, we have
2∑
q,q ′=1
∞∑
k,j=1
sup
0 t1
∣∣∣∣
∫ t
0
ds
∫ s
0
duK(u, s)vk,q(u)vj,q ′(s)
∣∣∣∣
2
c (7.2)
for some positive constant c, which depends only on C. Similarly, we have
2∑
q=1
∞∑
k=1
(
sup
0 t1
∣∣∣∣
∫ t
0
ds
∫ s
0
duK(u, s)vk,q(u)
∣∣∣∣
2
+ sup
0 t1
∣∣∣∣
∫ t
0
ds
∫ s
0
duK(u, s)vk,q(s)
∣∣∣∣
2)
c. (7.3)
Proof. We only prove (7.2). It is easier to show (7.3). We prove the lemma for q =
q ′ = 1. The other cases can be done in the same way. In this proof constant c > 0
may vary from line to line.
Note that, if f is absolutely continuous and f ′ ∈ L2([0, 1];R), then
∣∣∣∣
∫ t
0
du f (u)vk,q(u)
∣∣∣∣  ck
(∫ t
0
|f ′(u)|2 du
)1/2
+ c
k
|f (0)|.
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Here, c is independent of k and f. By integration by parts,
∫ t
0
ds
∫ s
0
duK(u, s)vk,1(u)vj,1(s)
= −cos(2j t)
2j
∫ t
0
duK(u, t)vk,1(u) +
∫ t
0
ds
cos(2js)
2j
K(s, s)vk,1(s)
+
∫ t
0
ds
cos(2js)
2j
∫ s
0
dusK(u, s)vk,1(u).
= −cos(2j t)
2j
∫ t
0
duK(u, t)vk,1(u)
+
∫ t
0
ds
K(s, s)
4j
[sin(2(k + j)s) + sin(2(k − j)s)]
+
∫ t
0
ds
cos(2js)
2j
(∫ s
0
du
cos(2ku)
2k
usK(u, s)
−cos(2ku)
2k
sK(s, s) + 12k sK(0, s)
)
.
First we consider the case j = k. Then, it is easy to see that
∞∑
j=1
∣∣∣∣
∫ t
0
ds
∫ s
0
duK(u, s)vj,1(u)vj,1(s)
∣∣∣∣
2

∞∑
j=1
c
j2
c′.
Next, we consider the case j = k. Then,
∣∣∣∣
∫ t
0
ds
∫ s
0
duK(u, s)vj,1(u)vj,1(s)
∣∣∣∣ c
(
1
|jk| +
1
|j (k + j)| +
1
|j (k − j)|
)
.
Since
∑
j1,k1,j =k
(
1
|jk|2 +
1
|j (k + j)|2 +
1
|j (k − j)|2
)
< ∞,
the proof is completed. 
Lemma 7.2. Let A be as in (7.1). Then, A is a self-adjoint Hilbert–Schmidt operator
on Hr .
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Proof. Let Mt be as in Lemma 3.1 and set R(s, t) = MtM−1s for s t . Then, by
equations (3.5), (3.6) and by the polarization technique, we have
∇20()〈h, k〉(t) =
∫ t
0
R(s, t)Ch,k(s) ds,
where
Ch,k(s)= (∇ˆ)(s)〈(h)s, k′s〉 + (∇ˆ)(s)〈(k)s, h′s〉
+(∇2ˆ)(s)〈(h)s, (k)s, ′s〉 + (∇2ˆ)(s)〈(h)s, (k)s〉.
We set
V (h, k)t =
∫ t
0
R(s, t)
[
(∇ˆ)(s)〈(h)s, k′s〉 + (∇ˆ)(s)〈(k)s, h′s〉
]
ds. (7.4)
We also set a bounded self-adjoint operator A˜ on Hr by
〈A˜h, k〉Hr = (∇F)()〈V (h, k)〉. (7.5)
Since there exists a constant c > 0 such that, for all h ∈ Hr ,
sup
0 t1
|(h)t |Ld0 c sup0 t1 |ht |L
r
0
holds (which was essentially shown in the proof of Lemma 5.1), we see that
|〈(A − A˜)h, k〉Hr |c sup
0 t1
|h(t)|Lr0 · sup0 t1 |k(t)|L
r
0
= c|h|P0(Lr0) · |k|P0(Lr0)
for some constant c > 0. Now we may apply Theorem 4.6 in Kuo [13] to the abstract
Wiener space (P0(Lr0),Hr ,P′1) to obtain that A− A˜ is of trace class. Here, P′1 denotes
the law of the Lr0-valued Brownian motion associated with r .
Hence, it remains to show that A˜ is a Hilbert–Schmidt operator. To do so, it sufﬁces
to show that
∞∑
i,j=1
sup
0 t1
∣∣V (hi, hj )t ∣∣2Ld0 < ∞ (7.6)
for an orthonormal basis {hi}i=1,2,... of Hr .
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We consider the following orthonormal basis. First note that
HrL2([0, 1];Hr0 )L2([0, 1];R) ⊗ H 10 ⊗ Rr .
Here, ⊗ denotes the Hilbert–Schmidt tensor product and  denotes the unitary isom-
etry. Let {v′j }j=0,1,... be an orthonormal basis of L2([0, 1];R) deﬁned by v′0(t) = 1,
v′2j−1(t) =
√
2 sin(2j t) and v′2j (t) =
√
2 cos(2j t) for j = 1, 2, . . . . Next, let
{fl}l=1,2,... be an orthonormal basis of H 10 deﬁned by f2l−1(
) = (
√
2l)−1 sin(2lt)
and f2l (
) = (
√
2l)−1(cos(2lt) − 1) for l = 1, 2, . . . . We denote by {ei}i=1,...,r the
natural orthonormal basis of Rr . Then, {vj ⊗ fl ⊗ ei}j,l,i is an orthonormal basis of
Hr .
In the following we evaluate everything at 
 ∈ [0, 1]. Let M
t be as in Lemma 3.2
and set R
(s, t) = M
t (M
s )−1. Then, it is easy to see that
(h)(t, 
) =
∫ t
0
R
(s, t)((s, 
))h′(s, 
) ds,
where h′(s, 
) = h′(s)(
), and that
V (h, k)(t, 
)=
∫ t
0
R
(s, t)
[
(∇)((s, 
))〈(h)(s, 
), k′(s, 
)〉
+(∇)((s, 
))〈(k)(s, 
), h′(s, 
)〉] ds
=M
t
(
Vˆ (h, k)(t, 
) + Vˆ (k, h)(t, 
)
)
,
where
Vˆ (h, k)(t, 
)
=
∫ t
0
ds
∫ s
0
du(M
s )
−1(∇)((s, 
)) 〈R
(u, s)((u, 
))h′(u, 
), k′(s, 
)〉 .
Since there exists c > 0 which is independent of t, 
 such that |M
t |c, it is sufﬁcient
to show an estimate for Vˆ which is similar to (7.6).
Putting h(t, 
) = vj (t)fl(
)ei and k(t, 
) = vj ′(t)fl′(
)ei′ , we obtain that
Vˆ (vj ⊗ fl ⊗ ei , vj ′ ⊗ fl′ ⊗ ei′)(t, 
)
= fl(
)fl′(
)
∫ t
0
ds
∫ s
0
duv′j (u)v′j ′(s)(M


s )
−1(∇)((s, 
))
× 〈R
(u, s)((u, 
))ei, ei′ 〉 .
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Set, for each ﬁxed 
 ∈ [0, 1],
K
i,i′(u, s) = (M
s )−1(∇)((s, 
))
〈
R
(u, s)((u, 
))ei, ei′
〉 ∈ Rd (7.7)
and K

i,i′ = (K
,1i,i′ , . . . , K
,di,i′ ). Then, since K
,ji,i′ is a product of functions in s and in u,
it is easy to check that K
,j
i,i′ satisﬁes the assumptions of Lemma 7.1 with a constant
C independent of 
. We obtain that
∞∑
j,j ′=1
∣∣∣Vˆ (vj ⊗ fl ⊗ ei , vj ′ ⊗ fl′ ⊗ ei′)(t, 
)∣∣∣2  c
(ll′)2
.
Here, c > 0 is a constant independent of 
, l, l′. Therefore, we see that
∞∑
j,j ′,l,l′=1
r∑
i=i,i′
sup
t,

∣∣∣Vˆ (vj ⊗ fl ⊗ ei , vj ′ ⊗ fl′ ⊗ ei′)(t, 
)∣∣∣2 < ∞.
and (7.6) hold for this orthonormal basis. We can easily see from (7.3) that the terms
involving j = 0 or j ′ = 0 are dominated more easily. This completes the proof. 
Now we prove a corollary of Lemma 7.2. Let V be as in (7.4). For each  ∈ P0(Ld0)∗,
we consider a bounded symmetric bilinear form  ◦ V on Hr .
Corollary 7.3. For each  ∈ P0(Ld0)∗,  ◦ V is Hilbert–Schmidt. Moreover, if n con-
verges to  in the weak-∗ topology of P0(Ld0)∗ as n → ∞, then, n ◦ V converges to
 ◦ V in the Hilbert–Schmidt norm as n → ∞.
Proof. Let {hj }∞j=1 be an orthonormal basis of Hr as in (7.6). Then, it is trivial that∑∞
i,j=1 |( ◦V )(hi, hj )|2 < ∞. This implies the ﬁrst assertion. If n converges weakly,
then the operator norm of n is bounded in n by the Banach–Steinhaus theorem. Hence,
by the dominated convergence theorem,
lim
n→∞
∞∑
i,j=1
∣∣( ◦ V )(hi, hj ) − (n ◦ V )(hi, hj )∣∣2 = 0.
This implies the second assertion. 
7.2. Stochastic integration associated with Hilbert–Schmidt operators
In this subsection we consider the stochastic integration of the kernel associated with
A˜, which is deﬁned by (7.5).
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Since HrL2([0, 1];Hr0 )L2([0, 1];R)⊗Hr0 , any self-adjoint Hilbert–Schmidt op-
erator S corresponds to a kernel KS ∈ L2([0, 1]2;Hr0 ⊗ Hr0 ), such that KS(s, t) =
KS(t, s)
∗ for almost all (s, t). The correspondence S 	→ KS is isometric. Let (wt )0 t1
be an Lr0-valued Brownian motion. Then, for such an symmetric kernel, an iterated
stochastic integral KˆS(w) = 2
∫ 1
0
∫ t
0 KS(s, t) dws dwt is well-deﬁned. Clearly, this ran-
dom variable is in L2(P′1) with expectation zero. The correspondence S 	→ KˆS ∈
L2(P′1) is isometric. Note that KˆS(w) =
∑∞
j=1 j (〈ej , w〉2 − 1), where {j } and {ej }
are eigenvalues and corresponding (orthonormal) eigenvectors of S, respectively, and
〈ej , w〉 =
∫ 1
0 〈ej (t), dwt 〉. Here, ej ’s are regarded as an element of L2([0, 1];Hr0 ).
Lemma 7.4. Let  be as in (5.20). Then, for any  ∈ P0(Ld0)∗, it holds that
 ((w)) = Kˆ◦V (w1), P1-almost surely. (7.8)
In particular, (∇F)() ((w)) = KˆA˜(w1), P1-almost surely.
Proof. Let C := { ∈ P0(Ld0)∗| satisﬁes (7.8)}. We will show that C = P0(Ld0)∗.
It is obvious that C is a linear subspace. Suppose n ∈ C converges to  in the
weak-∗ topology as n → ∞. Then, by Corollary 7.3, w 	→ Kˆn◦V (w1) converges to
w 	→ Kˆ◦V (w1) in L2-norm. It is obvious that n ((w)) converges to  ((w)) almost
surely. Therefore,  ∈ C. In other words, C is closed under weak-∗ limit.
For 0 t1 and  ∈ Ld∗0 , we set  ◦ t ∈ P0(Ld0)∗ by ( ◦ t )(x) = (x(t, · ))
for all x ∈ P0(Ld0). For any , x 	→ (x(n)) is represented by a ﬁnite sum of the
form
∑2n
j=1 j ◦ j/2n . Since the dyadic polygonal approximation x(n) converges to x
in P0(Ld0), we see that any  ∈ P0(Ld0)∗ is approximated with respect to weak-∗ limit
by elements of the form
∑
j j ◦ tj . Hence, it is sufﬁcient to show that  ◦ t ∈ C.
Next, by considering the dyadic polygonal approximation in the 
-direction, we see
that  ◦ t is approximated with respect to weak-∗ limit by elements of the form∑
j 
kj
t,
j . Here, 
k
t,
(x) = x(t, 
)k for 0 t, 
1 and 1kd. Hence, it is sufﬁcient
to show that kt,
 ∈ C.
Fix t, 
 ∈ [0, 1]. Let t,
 = (1t,
, . . . , dt,
). Then, by straight-forward computation
we see that the integral kernel of t,
 ◦ V is given by
{I[0,t]2(u, s) · M
t K
i,i′(u, s) · (
 ⊗ 
)}i,i′=1,...,r for us.
Here, K

i,i′ is deﬁned in (7.7). Note that we regard 
 ⊗ 
 as an element of H 10 ⊗H 10
and that Hr0H
1
0 ⊗Rr is unitary. Hence, it is obvious that Kˆt,
◦V (w) = (w)(t, 
) =
t,
((w)). This implies kt,
 ∈ C. 
Corollary 7.5. Let A − A˜ be the trace class operator as in Lemma 7.2. Then,
the continuous extension of the quadratic form deﬁned by A − A˜ is expressed as
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follows:
〈(A − A˜)w,w〉 = (∇2F)()〈(w), (w)〉
+(∇F)()
〈

(∫ ·
0
(∇2ˆ)(t )〈(w)t , (w)t , dt 〉
+
∫ ·
0
(∇2ˆ)(t )〈(w)t , (w)t , dt〉
)〉
.
Proof. This corollary follows directly from the proof of Lemma 7.2. 
8. Proof of the main theorem
In this section we prove the main theorem and Proposition 8.1 below. In this section
c denotes an unimportant positive constant which may vary from line to line. The limit
0 in the main theorem (Theorem 4.1) will be given in the next proposition. For the
deﬁnitions of Q2, A and A˜. see (5.19), (7.1) and (7.5), respectively.
Proposition 8.1. Let 0 be as in Theorem 4.1. Then, we have
0 = exp
[
−1
2
Tr(A − A˜) − (∇F)()
〈

(∫ ·
0
bˆ((t)) dt + Q2
)〉]
det
2
(I + A)−1/2,
where det2 denotes the Carleman–Fredholm determinant.
Let  ∈ Hr and  = 0() = ((, 0))1 ∈ Hd be as in Assumption (A.1) (the
unique point at which the function F ◦0+‖ · ‖2Hr /2 attains the minimum). We denote
by P ( > 0) be the law of the (scaled) Brownian rough paths w = (1, w1, 2w2)
on Gp(Lr0).
In the following we consider the limit of the following integral as  ↘ 0:∫
Gp(Lr0)
exp
[
− 1
2
F
(
((w, ))1
)]
P(dw)
=
∫
Gp(Lr0)×H 1(R2)
exp
[
− 1
2
F (((w, ))1)
]
P ⊗ (dw d). (8.1)
Here, t = (2t, t) and F is a bounded continuous function on P0(Ld0) such that, on a
sufﬁciently small neighborhood of , F is three times Frechét differentiable and ∇iF
(i = 0, 1, 2, 3) are bounded on the neighborhood. We denote by |F |∞ the supremum of
the function |F |. In the above equation, H 1(R2) is the closure of H 1(R2) := L2,10 (R2)
in BV (R2). We will work on this subspace since it is clearly separable and complete
unlike BV (R2).
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8.1. Decay of the integral outside a neighborhood
The family of measures {P ⊗ }>0 satisﬁes a large deviation principle on the
space Gp(Lr0) × H 1(R2) with a good rate function I given by
I (x, ) =
{ ‖h‖2Hr /2, (x, ) = (h, 0) for some h ∈ Hr ,∞ otherwise.
For a proof, see Inahama and Kawabi [12].
Lemma 8.2. Let U be any open neighborhood of  in Gp(Lr0). Then, there exist
positive constants a and 0, such that, for all 0 < 0,∫
Uc
exp
[
− 1
2
F
(
((w, ))1
)]
P(dw)
=
∫
Uc×H 1(R2)
exp
[
− 1
2
F (((w, ))1)
]
P ⊗ (dw d)e−a/
2
holds, where Uc denotes the complement set of U in Gp(Lr0).
Proof. The equality is obvious. We prove the inequality. For k > 0 and  > 0, set
Lk = {(x, )| I (x, )k} and Lk() = {(x, )|d (Lk, (x, )) < },
where d denotes the distance on Gp(Lr0)×BV (R2). Note that Lk() is open and Lk
is compact since I is good.
Let B(r) be the open ball of radius r > 0 centered at (, 0). By the deﬁnition of
product topology, there exists r > 0, such that B(r) ⊂ U × H 1(R2). Therefore, it is
sufﬁcient to consider B(r) (r > 0). Then, we can see that Lk ∩ B(r)c is compact and
that (F ◦  ◦ ) + I is lower semicontinuous, we see that
a1 := min{F(((x, ))1) + I (x, ) | (x, ) ∈ Lk ∩ B(r)c} > 0.
Let a2 ∈ (0, a1). Then, there exists a constant 0 > 0, such that F(((x, ))1) +
I (x, ) > a2 if (x, ) ∈ Lk(0) ∩ B(r)c. This can be veriﬁed as follows. By the lower
semicontinuity the set {(F ◦1 ◦ )+ I > a2} is an open set which contains Lk ∩B(r)c.
Hence, B(r) ∪ {(F ◦ 1 ◦ ) + I > a2} is an open set which contains Lk . Consider
(x, ) ∈ Lk 	→ d
(
(x, ), (B(r) ∪ {(F ◦ 1 ◦ ) + I > a2})c
)
> 0,
then, by the continuity of the map above and by the compactness of Lk , the minimum
of this function exists and positive. Therefore, there exists 0 > 0 such that Lk(0) ⊂
B(r)∪{(F ◦1◦)+I > a2}, which implies that Lk(0)∩B(r)c ⊂ {(F ◦1◦)+I > a2}.
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Set F1 = F ◦ 1 ◦  on Lk(0) ∩ B(r)c and F1 = ∞, otherwise. Clearly, F1a2.
Since Lk(0) ∩ B(r)c is closed, F1 is lower semicontinuous. Now, we may apply
Theorem 2.1.8 in [7] to obtain that
lim sup
↘0
2 log
∫
Gp(Lr0)×H 1(R2)
exp
[
− 1
2
F1((w, ))
]
P ⊗ (dw d) − a2.
From this we see that there exist a3 ∈ (0, a2) and 0 > 0, such that
∫
Gp(Lr0)×H 1(R2)
exp
[
− 1
2
F1((w, ))
]
P ⊗ (dw d) exp(−a3/2)
holds for all 0.
It is easy to see that
∫
Lk(0)∩B(r)c
exp
[
− 1
2
F (((w, ))1)
]
P ⊗ (dw d)

∫
Lk(0)∩B(r)c
exp
[
− 1
2
F1((w, ))
]
P ⊗ (dw d) exp(−a3/2).
On the other hand,
∫
Lk(0)c∩B(r)c
exp
[
− 1
2
F (((w, ))1)
]
P ⊗ (dw d)
e|F |∞/2 · P ⊗ 
(
Lk(0)
c
)
.
By the large deviation principle, lim sup↘0 2 logP⊗ (Lk(0)c) −k. Then, there
exists 0 > 0 such that P ⊗  (Lk(0)c) e−k/(22) holds for all 0.
The proof of the lemma can be done as follows. First choose k > 0 so that |F |∞ −
k/2 < 0. For this ﬁxed k, we ﬁnd a3 > 0 as above. Then, by choosing a constant a
so that 0 < a < a3 ∧ (−|F |∞ + k/2), we see that, there exists 0 > 0, such that
∫
B(r)c
exp
[
− 1
2
F (((w, ))1)
]
P ⊗ (dw d) exp(−a/2)
holds for all 0. 
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8.2. Proof of the main theorem and Proposition 8.1
Let B(, ′) be an open ball centered at  with radius ′ in P0(Ld0) on which ∇iF
(i = 1, 2, 3) exists and is bounded. For  > 0 and  ∈ Hr , we denote by  + U the
set {x +  ∈ Gp(Lr0)|(x) < }. By the continuity of x 	→ x ± , { + U| > 0}
forms a fundamental system of neighborhood of . Then, by the continuity of the Itô
map, there exists  > 0 such that ((x, ))1 ∈ B(, ′) if x ∈  + U and  ∈ { ∈
H 1(R2) | ‖ − 0‖1 < }. In the following we assume that  > 0 is sufﬁciently small
so that it satisﬁes the above condition. (Later, we will choose  > 0 so small that the
integrability theorem of Fernique-type holds.) By Lemma 8.2 and by the properties of
the point mass, we only need to consider x ∈ + U.
Consider the following function on Hr : h 	→ F(0(h))+ ‖h‖2Hr /2. By Assumption(A.1), this function attains minimum 0 at  ∈ Hr . Hence, we have
0 = 〈, h〉 + (∇F)()(h) for any h ∈ Hr .
Since h 	→ (h) can be extended to a continuous function on Gp(Lr0) (see Lemma
5.1), we see that, for all w, (∇F)()(w(n)1) converges to (∇F)()(w1). (Here, w1
and w(n)1 are shorthand for w1(0, · ) and w(n)1(0, · ).)
On the other hand h 	→ 〈, h〉 is also extended in the usual way. However, since
〈, · 〉 is a continuous linear functional on Hr0 , we give a rather detailed proof here. Let{ej }j=1,2,... be elements of Lr∗0 which form an orthonormal basis of Hr∗0 = Hr0 . Then,
under P, 〈ej , w1〉 (j = 1, 2, . . .) are independent one-dimensional (scaled) Brownian
motions. For each N = 1, 2, . . ., we set a projection N from Lr0 onto the linear span
of e1, . . . , eN deﬁned by N(w) = ∑Nj=1 〈ej , w〉ej . Then, N(w(n)1) is in Hr and we
have that
−(∇F)()(N(w(n)1)) =
〈
, N(w(n)1)
〉
=
N∑
j=1
∫ 1
0
〈′t , ej 〉〈ej , dw(n)1(t)〉. (8.2)
By the Itô–Nisio convergence theorem, N(w(n)1) almost surely converges to w(n)1
in BV(Lr0)-norm as N → ∞. By independence, L2(P)-norm of the right-hand side of
(8.2) is dominated by ‖‖Hr . Hence, as N → ∞, the both sides converges to
−(∇F)()(w(n)1) =
∞∑
j=1
∫ 1
0
〈′t , ej 〉〈ej , dw(n)1(t)〉 in L2(P).
By letting n → ∞, the left-hand side converges pointwise to −(∇F)()(w1), while
the right-hand side converges in L2(P) to
∫ 1
0 
′(t) dw1(t) (stochastic integral). To
prove the convergence, approximate  ∈ Hr by ﬁnite-dimensional, piecewise C1 ele-
ments in Hr and use the “3-argument” if necessary. Thus, we obtain ∫ 10 ′(t) dw1(t)+
Y. Inahama / Journal of Functional Analysis 232 (2006) 148–194 191
(∇F)()(w1) = 0 (P-a.s.). In the following, we denote by w 	→ 〈, w〉 the continu-
ous extension of h 	→ 〈, h〉.
Let  > 0 be as above. Then, for  > 0 small enough,
∫
+U
exp
[
− 1
2
F
(
((w, ))1
)]
P(dw)
=
∫
+U
exp
[
− 1
2
(
F
(
((w, ))1
)− F() − ‖‖2Hr /2)
]
P(dw). (8.3)
For  > 0 and h ∈ Hr , we set g1 (h) = (h), g2 (h) = (h, h)+ 22(
∫ ·
0 bˆ(u) du) and
R3 (h − ) = ((h, ))1 − − g1 (h − ) − 12g2 (h − ).
In the same way R1 (h−) and R2 (h−) = ((h, ))1−−g1 (h−) are considered.
Note that w 	→ ((w, ))1 is the continuous extension of h 	→ (h). As we proved
in the previous sections (Lemmas 5.1 and 6.1) all the functions above can be extended
to continuous functions on Gp(Lr0), which will be denoted by the same symbols.
(For example, we write g1 (w − ), R1 (w − ) and 〈, w〉, etc.)
Then, by using the Taylor expansion for F, we obtain that
F
(
((w, ))1
)− F()= (∇F)()g1 (w − )
+ 12 (∇F)()g2 (w − ) + 12 (∇2F)()〈g1 (w − ), g1 (w − )〉
+Rˆ3 (w − ).
Here, all the functions above are continuous on Gp(Lr0) and, by Lemmas 5.1 and
6.1 in the previous sections, there exists a positive constant c = c() independent of
 ∈ (0, 1], such that |Rˆ3 (w − )|c(w − )3 + c3 for all w ∈  + U. It is obvious
that c = c() is increasing in .
We can see that (∇F)()g1 (w − ) = ‖‖2Hr − 〈, w〉. We see from the Cameron–
Martin formula for Brownian rough paths (Lemma 2.3) that the right-hand side of (8.3)
is equal to
∫
+U
exp
[
− 1
22
(
(∇F)()g2 (w − ) + (∇2F)()〈g1 (w − ), g1 (w − )〉
+2Rˆ3 (w − )
)]
· exp
[
−2
(
〈, w〉 − ‖‖2Hr /2
)]
P(dw)
=
∫
+U
exp
[
− 1
22
(
(∇F)()g2 (w − )
+(∇2F)()〈g1 (w − ), g1 (w − )〉 + 2Rˆ3 (w − )
)]
P,(dw)
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=
∫
+U1−
+
∫
+(U\U1− )
exp
[
− 1
22
(
(∇F)()g2 (w − )
+(∇2F)()〈g1 (w − ), g1 (w − )〉 + 2Rˆ3 (w − )
)]
P,(dw)
=: J1() + J2(). (8.4)
Here,  ∈ (0, 13 ) and P, is the law of P1 induced by the map w 	→ w + .
First we show that lim↘0 J2() = 0. Consider the map w 	→ (w − )/. The law is
P1. Since all the integrands in J2 are everywhere-deﬁned (not just equivalence classes
with respect to the measure), we may change variables to obtain that
J2() 
∫
U/\U−
exp
[
− 12
(
(∇F)()g21(w) + (∇2F)()〈g11(w), g11(w)〉
)]
×exp
[
c(w)2 + c
]
P1(dw). (8.5)
By Lemma 8.3 below, the ﬁrst factor belongs to Lq(P1) for some q > 1. By
Lemma 2.2 (the integrability theorem of Fernique-type) and Hölder’s inequality, we can
choose  > 0 so small that the integrand in (8.5) is integrable on Gp(Lr0) with respect
to P1. Hence, by the dominated convergence theorem, we see that lim↘0 J2() = 0.
Next we consider lim↘0 J1(). On the set w ∈ U− , we have
−2
∣∣∣Rˆ3 (w)∣∣∣ c(w)3 + cc1−3 + c ↘ 0 as  ↘ 0.
Hence, by Lemma 8.3 and the dominated convergence theorem,
lim
↘0 J1()= lim↘0
∫
U−
exp
[
−1
2
(
(∇F)()g21(w) + (∇2F)()〈g11(w), g11(w)〉
)]
×exp
[
1
2
Rˆ3 (w)
]
P1(dw)
=
∫
Gp(Lr0)
exp
[
− 12
(
(∇F)()g21(w) + (∇2F)()〈g11(w), g11(w)〉
)]
P1(dw).
The right-hand side will be computed in Lemma 8.3 below. Thus, we have completed
the proof of the main theorem.
Lemma 8.3. There exists a constant q > 1, such that
exp
[
−1
2
(
(∇F)()g21(w) + (∇2F)()〈g11(w), g11(w)〉
)]
∈ Lq(Gp(Lr0),P1).
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Moreover,
∫
Gp(Lr0)
exp
[
−1
2
(
(∇F)()g21(w) + (∇2F)()〈g11(w), g11(w)〉
)]
P1(dw)
= exp
[
−1
2
Tr(A − A˜) − (∇F)()
〈

(∫ ·
0
bˆ(t ) dt + Q2
)〉]
det
2
(I + A)−1/2.
Here, det2(I + A) is the Carleman–Fredholm determinant of I + A.
Proof. From Lemma 7.4, Corollaries 5.4 and 7.5, we see that
(∇F)()g21(w) + (∇2F)()〈g11(w), g11(w)〉
= (∇F)()〈(w)〉 + 〈(A − A˜)w,w〉 + (∇F)()
〈

(∫ ·
0
bˆ(t ) dt + Q2
)〉
and (∇F)()〈(w)〉 = Kˆ
A˜
(w1).
Let {j } and {ej } be eigenvalues and corresponding (orthonormal) eigenvectors of
A − A˜. Similarly, Let {ˆj } and {eˆj } be eigenvalues and corresponding (orthonormal)
eigenvectors of A. Then,
Kˆ
A˜
(w1) + 〈(A − A˜)w,w〉 = KˆA˜(w1) +
∑
j
j 〈ej , w1〉2
= Kˆ
A˜
(w1) + KˆA−A˜(w1) + Tr(A − A˜)
=
∑
j
ˆj (〈eˆj , w1〉2 − 1) + Tr(A − A˜).
Since {eˆj }j=1,2,... are orthonormal basis of Hr , {〈eˆj , w1〉}j=1,2,... are independent and
identically distributed random variables with the standard normal distribution as their
common distribution. Here, 〈eˆj , w〉 =
∫ 1
0 〈eˆj (t), dwt 〉 if ej is regarded as an element
of L2([0, 1];Hr0 ).
Integral of this kind is well-known (see [4, Lemme 1.66], for example). Note that
existence of such a constant q > 1 follows from the assumption that I + A is strictly
positive (Assumption (A.2)). 
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