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Abstract
This work is concerned with the internal stabilization of the steady-state solutions to semilinear
parabolic systems via finite-dimensional feedback controllers. The internal controller is active on a
nonempty open subset and in one equation only.
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1. Introduction
In this paper, we shall study the internal feedback stabilization of steady-state solutions
to semilinear parabolic systems
yt (x, t)−∆y(x, t)+ f
(
y(x, t), z(x, t)
)=m(x)u(x, t), in Q≡Ω ×R+,
zt (x, t)− α∆z(x, t)+ g
(
y(x, t), z(x, t)
)= 0, in Q,
y(x, t)= z(x, t)= 0, on Σ ≡ ∂Ω ×R+,
y(x,0)= y0(x), z(x,0)= z0(x), in Ω. (1.1)
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388 V. Barbu, G. Wang / J. Math. Anal. Appl. 285 (2003) 387–407HereΩ ∈Rn is a nonempty open bounded subset with smooth boundary ∂Ω , m is the char-
acteristic function of a nonempty open subset ω ⊂Ω , α > 0 is a constant. This reaction–
diffusion system is relevant in mathematical description of several physical processes
including chemical reactions, semiconductor theory, nuclear reactor dynamics, population
dynamics (see, e.g., [9] and references given there).
Let (ye, ze) be a steady-state solution to (1.1), i.e.,
−∆ye(x)+ f
(
ye(x), ze(x)
)= 0, in Ω,
−α∆ze(x)+ g
(
ye(x), ze(x)
)= 0, in Ω,
ye(x)= ze(x)= 0, on ∂Ω. (1.2)
We shall prove (Theorem 1 below) that if f and g are of polynomial growth in (y, z) with
suitable exponents (which will be precised later) then the steady-state solution (ye, ze) to
(1.1) is locally exponentially stabilizable by a finite-dimensional feedback controller. It
should be said that for system (1.1) with internal controllers mu and mv in both equations
the local stabilization follows from local controllability which is in turn a direct conse-
quence of the Carleman inequality for the linearized systems (see [1,8] and references
given there for results of this type). However, in the present situation it seems that system
(1.1) is not locally controllable (anyway this is still an open problem) and so the stabiliza-
tion cannot be established via local controllability and we must proceed in a different way.
We first prove the exponential stabilization of the linearized system of (1.1) via a finite-
dimensional controller in a direct way and then introduce an appropriate infinite horizon
LQ problem (linear quadratic optimal control problem) for the linearized system with un-
bounded cost functional, from which we find a solution RN to an associated algebraic
Riccati equation.Then the feedback controller provided by RN stabilizes (ye, ze).
In a similar way, the local exponential stabilization of the phase-field system with in-
ternal controller on the temperature field is established in Section 4. The same method
was earlier used to stabilization of the Navier–Stokes equations (see [3]) and quasilinear
heat equations (see [5]). We refer to [10] for other results on stabilization theory of control
systems of parabolic type and to the works [4,7] where related results were obtained for
Navier–Stokes equations.
Throughout this paper, we shall use the following notations: H = L2(Ω) with the norm
| · |, V =H 10 (Ω) with the norm ‖ ·‖. We denote by | · |H×H the norm of H ×H , by | · |V×V
the norm of V × V , by | · |s , s > 0, the norm of Ls(Ω) and by ‖ · ‖r the norm of Hr(Ω).
We use 〈·, ·〉 to denote the inner product of H and the paring between V and V ′, and 〈〈·, ·〉〉
for the inner product in H ×H .
2. Assumptions and the main results
The following assumptions will be in effect everywhere in the following:
(H1) The steady-state solution (ye, ze) is in (C(Ω¯)∩C1(Ω))2.
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∣∣f (y, z)∣∣+ ∣∣g(y, z)∣∣ C m∑
i=1
(|y|ri + |z|ri) for all y, z ∈ R, (2.1)
where m is a positive integer and ri , 1 i m, are such that 1 r1 < r2 < · · ·< rm
and
(i) If n= 1, then ri > 1 for all i = 2, . . . ,m;
(ii) If 2 n 9, then 1 < ri  (n+ 3)/(n− 1), i = 2, . . . ,m;
(iii) If n > 9, then 1< ri  n/(n− 3), i = 2, . . . ,m.
(H3) fz(ye, ze) ≡ b, gy(ye, ze) ≡ b1, gz(ye, ze) − αfy(ye, ze) ≡ c0, where c0, b, and b1
are constants and b1 = 0.
Let A = −∆ and A1 = −∆ + aI with domain D(A) = D(A1) = H 2(Ω) ∩ H 10 (Ω),
where I is the identity operator on H , a = fy(ye, ze) ∈ C(Ω¯), and let A, A0 :H ×H →
H ×H be defined by
A=
[
A 0
0 αA
]
, A0 =
[
aI bI
b1I (aα+ c0)I
]
=
[
fy(ye, ze) fz(ye, ze)
gy(ye, ze) gz(ye, ze)
]
,
respectively, with the domainD(A)=D(A)×D(A). It is clear thatA is linear positive and
self-adjoint operator on H ×H . We denote byAs and As , s ∈ (0,1), the fractional powers
of the operators A and A, respectively. If W = D(A1/4) with the graph norm |y|W =
|A1/4y|, then W ×W =D(A1/4). Let B :H →H ×H be defined by
B =
[
mI
0
]
,
and let B∗ be the adjoint operator of B , i.e.,
B∗
(
p
q
)
=mp.
We define A(y, z) by
A(y, z)≡A
(
y
z
)
= (Ay,αAz).
The vectors(
f
g
)
and
(
y
z
)
will be denoted also by (f, g) and (y, z), respectively.
From now on we shall omit all x, t in the functions of x, t if there is no ambiguity and
we shall use the same symbol C to denote several positive constants. Let {ϕi}∞i=1 be an
orthonormal basis formed with the eigenfunctions of A1 and {λi}∞i=1 be the corresponding
eigenvalues of A1 which are repeated according to their multiplicity. Theorem 1 below is
the main result of this paper.
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ear positive self-adjoint operator RN :D(RN)⊂H ×H →H ×H such that the feedback
controller
u=−
N∑
i=1
〈
R11(y − ye)+R12(z− ze), ϕi
〉
ω
ϕi (2.2)
exponentially stabilizes (ye, ze) in a neighborhoodEρ = {(y0, z0) ∈W ×W ; |y0 − ye|W +
|z0 − ze|< ρ} of (ye, ze). More precisely, for each pair (y0, z0) ∈ Eρ , there is a solution
(y, z) ∈ C(R+;H)∩L2loc(R+;V )×C(R+;H)∩L2loc(R+;V ) to the closed loop system
(yt , zt )+A(y, z)+
(
f (y, z), g(y, z)
)
+B
(
N∑
i=1
〈
R11(y − ye)+R12(z− ze), ϕi
〉
ω
ϕi
)
= 0, t > 0,
(
y(0), z(0)
)= (y0, z0), (2.3)
such that
∞∫
0
(∣∣A3/4(y(t))∣∣2 + ∣∣A3/4(z(t))∣∣2)dt C(|y0 − ye|2W + |z0 − ze|2W ) (2.4)
and ∣∣y(t)− ye∣∣W + ∣∣z(t)− ze∣∣W  Ce−γ t(|y0 − ye|W + |z0 − ze|W ), ∀t > 0. (2.5)
Here γ > 0 is a constant, 〈·, ·〉ω denotes the inner product in L2(ω), and
RN =
[
R11 R12
R12 R22
]
.
Moreover, RN is the solution to the algebraic Riccati equation
〈〈
RN(y, z), (A+A0)(y, z)
〉〉+ 1
2
N∑
i=1
〈
R11(y − ye)+R12(z− ze), ϕi
〉2
ω
= 1
2
∣∣A3/4(y, z)∣∣2
H×H (2.6)
for all (y, z) ∈D(A).
Remark 1. Theorem 1 can be understood better in the framework of stability theory for
nonlinear parabolic systems. If the spectrum σ(L) of the linearized operator
L=
[−∆ 0
0 −α∆
]
+
[
fy(ye, ze) fz(ye, ze)
gy(ye, ze) gz(ye, ze)
]
has nonempty intersection with {λ;Reλ < 0}, then the equilibrium solution (ye, ze) is un-
stable. However, under assumptions (H1), (H2), (ye, ze) is locally stabilizable by a linear
feedback controller u with the support in an arbitrary nonempty open subset ω of Ω . This
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following example taken from [9].
The system
yt − yxx + ay + bz+ f (y, z)= 0, t > 0, x ∈ (0,π),
Nzt − zxx + cy + dz+ g(y, z)= 0, t > 0, x ∈ (0,π),
y(0, t)= y(π, t)= 0, z(0, t)= z(π, t)= 0
arises in chemical reactor theory. Here f,g are smooth and f (0,0)= g(0,0)= 0,∇f (0,0)
=∇g(0,0)= 0.
The eigenvalues λ= λj of the linearized system should satisfy the equation
Nλ2 + λ(N(a + j2)− j2 − d)+ (a + j2)(d + j2)− bc= 0,
and so for N < (d + 1)(a+ 1)−1 there are eigenvalues with positive real part, i.e., the zero
solution is unstable. However, according to Theorem 1, for each nonempty open subset
ω ⊂ (0,π) there is a controller u with the support in ω × (0,∞) which stabilizes the
system
yt − yxx + ay + bz+ f (y, z)=mu, t > 0, x ∈ (0,π),
Nzt − zxx + cy + dz+ g(y, z)= 0, t > 0, x ∈ (0,π),
y(0, t)= y(π, t)= 0, z(0, t)= z(π, t)= 0
in a neighborhood of the origin.
3. Proof of Theorem 1
Consider the linearized system
yt +A1y + bz=mu, t > 0,
zt + αA1z+ c0z+ b1y = 0, t > 0,
y(0)= y0 ≡ y0 − ye, z(0)= z0 ≡ z0 − ze, (3.1)
where A1 =A+ aI . We shall prove first the following stabilization result.
Lemma 1. There exist a natural number N and uj ∈ L∞(R+), j = 1, . . . ,N , such that the
controller
u(x, t)=
N∑
j=1
uj (t)ϕi(x) (3.2)
stabilizes exponentially system (3.1). More precisely, we have
∣∣y(t)∣∣+ ∣∣z(t)∣∣+ N∑∣∣uj (t)∣∣ Ce−γ t(|y0| + |z0|) for each t  0,
j=1
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u=
N∑
j=1
uj (t)ϕj (x).
Proof. Let XN = {ϕi}Ni=1 and PN :L2(Ω)→ XN be the orthonormal projection on XN
and QN = I − PN . We set y = yN + y˜N , z = zN + z˜N , where yN = PNy , y˜N =QNy ,
zN = PNz, and z˜N =QNz, and rewrite system (3.1) as
dyiN
dt
+ λiyiN + bziN =
〈
PN(mu),ϕi
〉
, t > 0, i = 1, . . . ,N,
dziN
dt
+ λiαziN + c0ziN + b1yiN = 0, t > 0, i = 1, . . . ,N,
yN(0)= PNy0, zN(0)= PNz0, (3.3)
and
d
dt
y˜iN + λi y˜iN + bz˜iN =
〈
QN(mu),ϕi
〉
, t > 0, i =N + 1, . . . ,
d
dt
z˜iN + αλi z˜iN + c0z˜iN + b1y˜iN = 0, t > 0, i =N + 1, . . . ,
y˜N (0)=QNy0, z˜N (0)=QNz0, (3.4)
where
yN =
N∑
i=1
yiN(t)ϕi(x), zN =
N∑
i=1
ziN (t)ϕi(x),
y˜N =
∞∑
i=N+1
yiN (t)ϕi(x), and z˜N =
∞∑
i=N+1
ziN (t)ϕi(x).
We prove first for N large enough the exact null controllability of the finite-dimensional
system (3.3), where u is given by (3.2), i.e.,

d
dt
yiN + λiyiN + bziN =
∑N
j=1 uj (t)〈ϕj ,ϕi〉ω, t > 0, i = 1, . . . ,N,
d
dt
ziN + λiαziN + c0ziN + b1yiN = 0, t > 0, i = 1, . . . ,N,
yN(0)= PNy0, zN(0)= PNz0.
(3.5)
The dual system to (3.5) is the following:
d
dt
piN − λipiN − b1qiN = 0, t > 0, i = 1, . . . ,N,
d
dt
qiN − λiαqiN − c0qiN − bpiN = 0, t > 0, i = 1, . . . ,N. (3.6)
We set
BN =
∥∥〈ϕj ,ϕi〉ω∥∥N , (3.7)i,j=1
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1, . . . ,N .
Recall that system (3.5) is exactly null controllable on [0, T ], T > 0, if and only if
B∗N
(
pN(t)
)= 0 for all t ∈ (0, T ) (3.8)
implies that pN(t)≡ 0 and qN(t)≡ 0 for all t ∈ (0, T ), where
pN(t)=
(
p1N(t) . . .p
N
N (t)
)
, qN(t)=
(
q1N(t) . . . q
N
N (t)
)
. (3.9)
By (3.8) and (3.9), it follows that
N∑
i=1
〈ϕj ,ϕi〉ωpiN(t)≡ 0, ∀t ∈ (0, T ), j = 1, . . . ,N. (3.10)
On the other hand, we have
det
∥∥〈ϕj ,ϕi〉ω∥∥Ni,j=1 = 0. (3.11)
Indeed, otherwise one might assume, without loss of generality, that
ϕN =
N−1∑
i=1
γiϕi, where γi = 0, for some i ∈ {1, . . . ,N − 1}.
Then we have
(−∆+ a)ϕN =
N−1∑
i=1
γi(−∆+ a)ϕi =
N−1∑
i=1
γiλiϕi = λNϕN =
N−1∑
i=1
λNγiϕi on ω,
which implies that
N−1∑
i=1
(λN − λi)γiϕi = 0 on ω.
Since by hypotheses (H1) and (H2), a = fy(ye, ze) ∈ C(Ω¯), it follows by Fredholm’s
theory that λi →∞ as i →∞. So we may take N large enough such that λN > λi for
i = 1, . . . ,N − 1. Thus in this way one arrives to conclusion that there is at least one ϕi
such that ϕi = 0 on ω. In virtue of unique continuation property of elliptic equations this
implies that ϕi = 0 on Ω . The contradiction we arrived at proves (3.11).
It follows from (3.10) and (3.11) that pN(x, t)= 0 for each t  0. Then by (3.61) (the
first equation of system (3.6)), we obtain that qN(x, t)= 0 for each t  0, as claimed. Thus
system (3.5) is exactly null controllable and this implies that there are {uj (t)}Nj=1 (given in
feedback form) such that system (3.5) is exponentially stable with an arbitrary exponent γ0.
More precisely, we have∣∣yiN (t)∣∣+ ∣∣ziN (t)∣∣+ ∣∣ui(t)∣∣Cγ0e−γ0t(|y0| + |z0|)
for each t  0 and i = 1, . . . ,N, (3.12)
where γ0 is an arbitrary but fixed positive number and Cγ0 is a positive constant indepen-
dent of i and t but dependent on γ0.
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d
dt
((
y˜iN
)2 + (z˜iN )2)+ 2λi(y˜iN)2 + 2(b+ b1)y˜iN z˜iN + 2(αλi + c0)(z˜iN )2
= 2
(
N∑
j=1
〈
QN(muj ),ϕi
〉)
y˜iN , i =N + 1, . . . ,
which together with (3.12) implies that for N large enough we have
∣∣y˜iN (t)∣∣2 + ∣∣z˜iN (t)∣∣2  Ce−γN t (|y0|2 + |z0|2)+
t∫
0
e−γN(t−s)
N∑
j=1
∣∣uj (s)∣∣2 ds
 Ce−γ t
(|y0|2 + |z0|2), ∀t  0, i =N + 1, . . . ,
where γ, γN > 0 are constants. This completes the proof of the lemma. ✷
Proof of Theorem 1 (continued). Now we rewrite system (3.1) as
(yt , zt )+A(y, z)+A0(y, z)= Bu, t > 0,(
y(0), z(0)
)= (y0, z0), (3.13)
and consider the LQ problem
Ψ (y0, z0)= Min
{
1
2
∞∫
0
(∣∣A3/4(y, z)∣∣2
H×H + |u|2
)
dt; u=
N∑
i=1
ui(t)ϕi(x),
(y, z) is the solution to (3.13) corresponding to u
}
, (3.14)
where N is the natural number given in Lemma 1. Let D(Ψ ) be the set of all (y0, z0) ∈
H ×H such that Ψ (y0, z0) <∞. We observe first that for each (y0, z0) ∈D(A1/4), there
exist ui(t) ∈ L2(R+), i = 1, . . . ,N , such that system (3.13), where u =∑Ni=1 uiϕi , has
a unique solution (y, z) ∈ L2(R+;D(A3/4))×L2(R+;D(A3/4)). Indeed, it follows from
Lemma 1 that for each pair (y0, z0) ∈ D(A1/4), there exist ui ∈ L2(R+), i = 1, . . . ,N ,
such that system (3.13), where u=∑Ni=1 uiϕi , has a solution (y, z) satisfying
∣∣(y(t), z(t))∣∣
H×H +
N∑
i=1
∣∣ui(t)∣∣ Ce−γ t(|y0| + |z0|), ∀t > 0.
Multiplying (3.13) by A1/2(y, z), we obtain after some calculation that
1
2
d
dt
∣∣A1/4(y(t), z(t))∣∣2
H×H +
∣∣A3/4(y(t), z(t))∣∣2
H×H

∣∣〈〈Bu,A1/2(y, z)〉〉∣∣+ ∣∣〈〈A0(y, z),A1/2(y, z)〉〉∣∣2
 C
(|mu| + |y| + |z|)∣∣A1/2(y, z)∣∣ C(|mu| + |y| + |z|)∣∣A3/4(y, z)∣∣
H×H
 C
(|mu|2 + |y|2 + |z|2)+ 1 ∣∣A3/4(y, z)∣∣2
H×H ,2
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d
dt
∣∣A1/4(y(t), z(t))∣∣2
H×H +
∣∣A3/4(y(t), z(t))∣∣2
H×H
 C
(∣∣y(t)∣∣2 + ∣∣z(t)∣∣2 + ∣∣mu(t)∣∣2) C(e−2γ t(|y0|2 + |z0|2)).
Integrating it on (0,∞), we obtain that
∞∫
0
∣∣A3/4(y(t), z(t))∣∣2
H×H dt C <∞
as desired.
Thus for each pair (y0, z0) ∈D(A1/4), Ψ (y0, z0) <∞, and therefore
Ψ (y0, z0) C
∣∣A1/4(y0, z0)∣∣2
H×H for all (y
0, z0) ∈D(A1/4) (3.15)
because Ψ is the minimum of a quadratic functional of initial data.
On the other hand, we have
Ψ (y0, z0) C
∣∣A1/4(y0, z0)∣∣2
H×H for all (y
0, z0) ∈D(A1/4). (3.16)
Indeed, it is readily seen that for each pair (y0, z0) ∈D(A1/4), problem (3.14) has a unique
optimal solution (y∗, z∗, u∗) ∈ L2(R+;D(A3/4)) × L2(R+;D(A3/4)) × L2(R+;RN).
Multiplying Eq. (3.13) by A1/2(y∗, z∗) and then integrating it on R+, we obtain that
1
2
∣∣A1/4(y0, z0)∣∣2
H×H 
∞∫
0
(∣∣〈〈A(y∗, z∗),A1/2(y∗, z∗)〉〉∣∣
+ ∣∣〈〈A0(y∗, z∗),A1/2(y∗, z∗)〉〉∣∣+ |mu∗||A1/2y∗|)dt
 C
∞∫
0
(∣∣A3/4(y∗, z∗)∣∣2
H×H + |u∗|2
)
dt = CΨ (y0, z0)
because∣∣〈〈A0(y∗, z∗),A1/2(y∗, z∗)〉〉∣∣
 C
(∣∣〈y∗,A1/2y∗〉∣∣+ ∣∣〈y∗,A1/2z∗〉∣∣+ ∣∣〈z∗,A1/2z∗〉∣∣) C∣∣A3/4(y∗, z∗)∣∣2
H×H .
By (3.15) and (3.16), we see that
D(Ψ )=D(A1/4)=W ×W.
Since Ψ is the minimum of a quadratic functional, there exists a linear positive and
self-adjoint operator RN :H ×H →H ×H with the domain D(RN)⊂W ×W such that
1
2
〈〈
RN(y
0, z0), (y0, z0)
〉〉= Ψ (y0, z0) for all (y0, z0) ∈D(Ψ ). (3.17)
Moreover, RN extends to all W ×W and RN ∈ L(W ×W ;W ′ ×W ′).
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W ×W . Then
u∗(t)=−
N∑
i=1
〈
R11y
∗(t)+R12z∗(t), ϕi
〉
ω
ϕi for all t > 0, (3.18)
where R11, R12 were given in Section 2. Moreover, V × V ⊂D(R), i.e.,∣∣RN(y, z)∣∣2H×H  C∣∣(y, z)∣∣2V×V for all (y, z) ∈ V × V, (3.19)
and there are constants C1 > 0, C2 > 0 such that
C1
∣∣(y, z)∣∣2
W×W 
〈〈
RN(y, z), (y, z)
〉〉
 C2
∣∣(y, z)∣∣2
W×W . (3.20)
The operator RN is the solution to the algebraic Riccati equation
〈〈
(A+A0)(y, z),RN(y, z)
〉〉+ 1
2
N∑
i=1
〈R11y +R12z,ϕi〉2ω
= 1
2
∣∣A3/4(y, z)∣∣2
H×H . (3.21)
Proof. Estimate (3.20) follows from (3.15) and (3.16). By the dynamic programming prin-
ciple, it follows that for each T > 0, (y∗, z∗, u∗) is the solution to optimal control problem
Min
{
1
2
T∫
0
(A3/4(y, z)|2H×H + |u|2)dt +Ψ (y(T ), z(T ));
u=
N∑
i=1
uiϕi, (y, z, u) satisfies (3.13)
}
. (3.22)
By the maximum principle it follows that
u∗(t)=
N∑
i=1
u∗i (t)ϕi = B∗
(
pT (t), qT (t)
)
, ∀t ∈ [0, T ), (3.23)
where (pT , qT ) is the solution to the adjoint system
d
dt
(pT , qT )− (A+A∗0)(pT , qT )=A3/2(y∗, z∗), t > 0,(
pT (T ), qT (T )
)=−RN (y∗(T ), z∗(T )). (3.24)
By (3.23) we have
u∗i (t)=
〈
pT (t), ϕi
〉
ω
for all t ∈ [0, T ] and i = 1, . . . ,N. (3.25)
Since RN(y∗(T ), z∗(T )) ∈W ′ ×W ′ ⊂ V ′ ×V ′, it follows from the standard existence the-
ory for linear evolution equations that (pT , qT ) ∈ L2(0, T ;H ×H)∩C([0, T ];V ′ × V ′).
Moreover, if (y0, z0) ∈ V × V , then (pT , qT ) ∈ C([0, T ];H ×H). Indeed, we have that
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lows by (3.24) that
d
dt
(p˜, q˜)−A(p˜, q˜)−A−1/2A0A1/2(p˜, q˜)=A(y∗, z∗).
One can check easily that∣∣〈〈A−1/2A∗0A1/2(p˜, q˜),A(p˜, q˜)〉〉∣∣ C∣∣(p˜, q˜)∣∣2V×V ,
which, combined with (3.24), implies that (p˜, q˜) ∈ C([0, T ];V × V ). Hence (pT , qT ) ∈
C([0, T ];H ×H).
By (3.23) and by the unique continuation property for the linear parabolic system
d
dt
(p, q)− (A+A∗0)(p, q)= 0,
it follows that (pT , qT )= (pT ′ , qT ′) on (0, T ) for 0 < T < T ′. Hence (pT , qT )= (p, q)
is independent of T and so (3.23) and (3.24) extends to all of R+. Moreover, we have
RN(y
0, z0)=−(p(0), q(0)). (3.26)
Indeed, for all (y1, z1) ∈D(A1/4), we have
Ψ (y0, z0)−Ψ (y1, z1)

T∫
0
(〈〈A3/4(y∗, z∗),A3/4(y∗ − y∗1 , z∗ − z∗1)〉〉+ 〈u∗, u∗ − u∗1〉) dt
+ 〈〈RN (y∗(T ), z∗(T )), (y∗(T )− y∗1 (T ), z∗(T )− z∗1(T ))〉〉,
where (y∗1 , z∗1, u∗1) is the optimal solution to problem (3.22) corresponding to (y1, z1). On
the other hand, by (3.24) we have
d
dt
〈〈(
pT (t), qT (t)
)
,
(
y∗(t)− y∗1 (t), z∗(t)− z∗1(t)
)〉〉
= 〈〈A3/4(y∗, z∗),A3/4(y∗ − y∗1 , z∗ − z∗1)〉〉+ 〈u∗, u∗ − u∗1〉.
Integrating it over (0, T ) and then substituting the result into the latter inequality we obtain
that
Ψ (y0, z0)−Ψ (y1, z1)−〈〈(p(0), q(0)), (y0 − y1, z0 − z1)〉〉,
which implies (3.26) as desired. By (3.24) and (3.26) we conclude that(
p(t), q(t)
)=−RN (y∗(t), z∗(t)) for all t  0,
which along with (3.23) and (3.25) implies (3.18) as desired.
Now let (y0, z0) ∈ V × V . Then it follows from the previous argument that (p, q) ∈
C([0, T ];H ×H) which together with (3.26) implies that RN :V × V →H ×H . By the
closed graph theorem, we obtain (3.19) as desired.
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Ψ
(
y∗(t), z∗(t)
)= 1
2
∞∫
t
(∣∣A3/4(y∗(s), z∗(s))∣∣2
H×H +
∣∣u∗(s)∣∣2)ds for each t  0,
and therefore〈〈
RN
(
y∗(t), z∗(t)
)
,
d
dt
(
y∗(t), z∗(t)
)〉〉+ 1
2
∣∣A3/4(y∗(t), z∗(t))∣∣2
H×H
+ 1
2
N∑
i=1
〈
R11y
∗(t)+R12z∗(t), ϕi
〉2
ω
= 0, a.e. t > 0. (3.27)
Since |B∗RN(y, z)| C|(y, z)|V×V , ∀(y, z) ∈ V × V , we see that the operatorA+A0 +
BB∗RN with the domain D(A) generates a C0-semigroup in H × H . This implies that
A(y∗, z∗), A0(y∗, z∗), BB∗RN(y∗, z∗) ∈ C([0,∞);H ×H). Then it follows from (3.27)
that for (y0, z0) ∈D(A) we have
−〈〈RN (y∗(t), z∗(t)), (A+A0)(y∗(t), z∗(t))〉〉− 12
N∑
i=1
〈
R11y
∗ +R12z∗, ϕi
〉2
ω
+ 1
2
∣∣A3/4(y∗(t), z∗(t))∣∣2
H×H = 0, ∀t  0,
which implies (3.21), thereby completing the proof of Lemma 2. ✷
Proof of Theorem 1 (continued). Now let F(y, z) = (f (y, z), g(y, z)) and consider the
closed loop system
(yt , zt )+A(y, z)+ F(y, z)
+B
(
N∑
i=1
〈
R11(y − ye)+R12(z− ze), ϕi
〉
ω
ϕi
)
= 0, t > 0,
(
y(0), z(0)
)= (y0, z0). (3.28)
It is easily seen from general existence theory of nonlinear Cauchy problem (see, e.g., [12,
p. 196]) that under hypotheses (H1) and (H2), for each pair (y0, z0) ∈ W ×W , system
(3.28) has a unique local solution (y, z) ∈ L2(0, T ;V × V ) ∩C([0, T ];H ×H) for some
T > 0. Moreover, t1/2(y, z) ∈L2(0, T ;D(A))∩W 1,2([0, T ];H ×H). We shall prove that
if (y0, z0) ∈ Eρ for ρ small enough, then this local solution is global and exponentially
stabilizes (ye, ze). To this end, we substitute (y, z) by (y + ye, z+ ze) into Eq. (3.28) and
reduce the problem to that of stability of the null solution to system
(yt , zt )+A(y, z)+A0(y, z)+Φ(y, z)
+B
(
N∑
i=1
〈R11y +R12z,ϕi〉ωϕi
)
= 0, t > 0,
(
y(0), z(0)
)= (y0, z0)≡ (y0 − ye, z0 − ze), (3.29)
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Φ(y, z)≡ (Φ1(y, z),Φ2(y, z))
= (f (y + ye, z+ ze)− f (ye, ze), g(y + ye, z+ ze)− g(ye, ze))
−A0(y, z).
By hypotheses (H1) and (H2), we see that
∣∣Φ(y, z)∣∣ C m0∑
i=1
(|y|ri + |z|ri) (3.30)
for some positive integer m0, where ri are such that 1 < r1 < · · ·< rm0 and satisfy condi-
tions (i)–(iii) in hypothesis (H2).
Multiplying (3.29) by RN(y, z) and using Eq. (3.21), we obtain after some calculation
that
d
dt
〈〈
RN(y, z), (y, z)
〉〉+ N∑
i=1
〈R11y +R12z,ϕi〉2ω +
∣∣A3/4(y, z)∣∣2
H×H
 2
∣∣〈〈RN(y, z),Φ(y, z)〉〉∣∣. (3.31)
We claim that there exist C > 0 and λ > 0 independent of y and z, such that∣∣〈〈RN(y, z),Φ(y, z)〉〉∣∣
 C
(|A3/4y|2 + |A3/4z|2)(|A1/4y| + |A1/4z|)λ, ∀(y, z) ∈D(A3/4). (3.32)
By (3.30), it suffices to show that∣∣〈RiN(y, z), |y|r + |z|r 〉∣∣
 C
(|A3/4y|2 + |A3/4z|2)(|A1/4y| + |A1/4z|)λ, i = 1,2, (3.33)
where r > 1 satisfies conditions (i)–(iii) in (H2) and R1N(y, z)=R11y+R12z, R2N(y, z)=
R12y+R22z. We recall that D(As)=H 2s0 (Ω) for s > 1/4 and D(A1/4)⊂H 1/2(Ω). Thus
the norm | · |D(As) and ‖ · ‖2s are equivalent for s > 1/4 (see, e.g., [11]).
By (3.19) and by interpolation inequality we obtain that∣∣〈RiN(y, z), |y|r 〉∣∣
 C
(‖y‖+ ‖z‖)|y|r2r
 C
(|A1/4y|1/2|A3/4y|1/2 + |A1/4z|1/2|A3/4z|1/2)|y|r2r , i = 1,2, (3.34)
while by Sobolev’s imbedding theorem,
|y|2r  C‖y‖α for α  n
(
1
2
− 1
2r
)
.
We assume that 1/2< α < 3/2, i.e.,
1 < n, 1 < r  n , (3.35)
n− 2α
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‖y‖α  C|A1/4y|3/2−α|A3/4y|α−1/2,
which together with (3.34) implies that∣∣〈RiN(y, z), |y|r 〉∣∣
 C
(|A1/4y|1/2+(3/2−α)r|A3/4y|1/2+(α−1/2)r
+ |A1/4z|1/2|A1/4y|(3/2−α)r|A3/4z|1/2|A3/4y|(α−1/2)r), i = 1,2. (3.36)
If besides (3.35) we have also that(
α − 1
2
)
r  3
2
for some α ∈
(
1
2
,
3
2
]
, (3.37)
then
|A1/4y|1/2+(3/2−α)r|A3/4y|1/2+(α−1/2)r  C|A1/4y|r−1|A3/4y|2. (3.38)
If r  3/2, then we have
|A1/4z|1/2|A3/4z|1/2|A1/4y|(3/2−α)r|A3/4y|(α−1/2)r
 C|A1/4z|1/2|A3/4z|1/2|A1/4y|r−3/2|A3/4y|3/2
 C|A1/4z|1/2|A1/4y|r−3/2(|A3/4y|2 + |A3/4z|2). (3.39)
If 1 < r < 3/2, then we have
|A1/4z|1/2|A3/4z|1/2|A1/4y|(3/2−α)r|A3/4y|(α−1/2)r
 C|A1/4z|r−1|A3/4z|2−r |A3/4y|r
 C|A1/4z|r−1(|A3/4y|2 + |A3/4z|2). (3.40)
By (3.34), (3.36), (3.39), and (3.40) we have∣∣〈RiN(y, z), |y|r 〉∣∣ C(|A3/4y|2 + |A3/4z|2)(|A1/4y| + |A1/4z|)λ,
i = 1,2, (3.41)
for some λ > 0, if n, r,α satisfy (3.35) and (3.37). Similarly, we may obtain that∣∣〈RiN(y, z), |z|r 〉∣∣ C(|A3/4y|2 + |A3/4z|2)(|A1/4y| + |A1/4z|)λ,
i = 1,2, (3.42)
for some λ > 0, if n, r,α satisfy (3.35) and (3.37). By (3.41) and (3.42), estimate (3.33)
follows if n, r,α satisfies (3.35) and (3.37). However, it is easily seen that both (3.35) and
(3.37) are satisfied if r and n satisfy conditions (ii) and (iii) of hypothesis (H2).
Consider now the case where n= 1. In this case, D(A1/4)⊂ Lr(Ω) for each r  1 and
so we get as above that for all r > 1,∣∣〈RiN(y, z), |y|r 〉∣∣ C(|A1/4y|r+1/2|A3/4y|1/2 + |A1/4z|1/2|A3/4z|1/2|A1/4y|r),
i = 1,2,
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i = 1,2,
from which we imply (3.33). This completes the proof of (3.32).
Now we come back to (3.31). By (3.20) and (3.32) we see that for ρ small enough, if
(y0, z0) ∈Eρ , we have
d
dt
〈〈
RN
(
y(t), z(t)
)
,
(
y(t), z(t)
)〉〉+ 1
2
∣∣A3/4(y(t), z(t))∣∣2
H×H  0,
a.e. t ∈ (0, T ),
where (0, T ) is the maximum interval of existence of solution. From this it follows that the
solution (y, z) is global and
d
dt
〈〈
RN
(
y(t), z(t)
)
,
(
y(t), z(t)
)〉〉+ γ 〈〈RN (y(t), z(t)), (y(t), z(t))〉〉 0,
a.e. t > 0,
which implies that
∞∫
0
∣∣A3/4(y(t), z(t))∣∣2
H×H dt C
〈〈
RN(y
0, z0), (y0, z0)
〉〉
and ∣∣(y(t), z(t))∣∣2
H×H 
∣∣(y(t), z(t))∣∣2
W×W  C
∣∣(y0, z0)∣∣
W×We
−γ t , ∀t  0.
This completes the proof of Theorem 1. ✷
Remark 2. Theorem 1 remains true if in system (1.1) the Dirichlet boundary conditions
are replaced by
α1
∂y
∂γ
+ α2y = 0, β1 ∂z
∂γ
+ β2z= 0 on Σ,
where α1 + α2 > 0, β1 + β2 > 0, αi  0, βi  0, i = 1,2, are constants. The proof is
exactly the same.
4. Stabilization of the phase-field system
In this section, we shall study, with the methods of Section 3, the stabilization of the
zero steady-state solution to the phase-field system (see [6])
yt + lϕt − k∆y =mu, in Q=Ω ×R+,
ϕt − a∆ϕ− b(ϕ− ϕ3)+ dy = 0, in Q,
y = 0, ϕ = 0, on Σ = ∂Ω ×R+,
y(x,0)= y0(x), ϕ(x,0)= ϕ0(x), in Ω, (4.1)
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tive constants, m is the characteristic function of a nonempty open subset ω ⊂Ω .
This system is relevant in mathematical description of the phase transition of several
physical processes including the melting and solidification. The Stefan problem as well as
other classical mathematical models of phase transition are limiting cases of system (4.1)
(see, e.g., [6]). The local controllability of steady-state solution to (4.1) with internal con-
trollers on both equations was established in [2] via Carleman estimates for the linearized
system. Here we shall assume that
(H4) d = 0.
We notice that hypothesis (H4) alone does not imply the stability of zero steady-state
solution to the phase-field system.
Throughout this section, we set A=−∆ with D(A)=H 2(Ω)∩H 10 (Ω) and let {ψi}∞i=1
be an orthonormal basis of eigenfunctions of A. By λi we denote the corresponding eigen-
values repeated according to their multiplicity. Consider the linearized system
yt + kAy − laAϕ+ lbϕ− ldy =mu, t > 0,
ϕt + aAϕ− bϕ+ dy = 0, t > 0,
y(0)= y0, ϕ(0)= ϕ0. (4.2)
Let XN = span{ψi}Ni=1, PN :L2(Ω)→ XN be the orthonormal projection on XN , and
QN = I − PN . We set yN = PNy , ϕN = PNϕ, zN =QNy , and ζN = QNϕ and rewrite
system (4.2) as
d
dt
y
j
N + (kλj − ld)yjN − (laλj − lb)ϕjN =
〈
PN(mu),ψj
〉
, t > 0, j = 1, . . . ,N,
d
dt
ϕ
j
N + (aλj − b)ϕjN + dyjN = 0, t > 0, j = 1, . . . ,N,
yN(0)= PNy0, ϕN(0)= PNϕ0, (4.3)
and
d
dt
z
j
N + (kλj − ld)zjN − (laλj − lb)ζ jN =
〈
QN(mu),ψj
〉
, t > 0, j =N + 1, . . . ,
d
dt
ζ
j
N + (aλj − b)ζ jN + dzjN = 0, t > 0, j =N + 1, . . . ,
zN (0)=QNy0, ζN (0)=QNϕ0, (4.4)
where
yN =
N∑
j=1
y
j
Nψj , ϕN =
N∑
j=1
ϕ
j
Nψj ,
zN =
∞∑
j=N+1
z
j
Nψj , and ζN =
∞∑
j=N+1
ζ
j
Nψj .
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troller
u(x, t)=
N∑
i=1
ui(t)ψi(x) (4.5)
stabilizes exponentially system (4.2). More precisely, we have
∣∣y(t)∣∣+ ∣∣z(t)∣∣+ N∑
i=1
∣∣ui(t)∣∣ Ce−γ t(|y0| + |ϕ0|), ∀t  0,
where γ and C are positive constants.
Proof. By (H4) and by the same argument as that used in the proof of Lemma 1, it follows
that system (4.3) is null controllable and so there are ui(t), i = 1, . . . ,N , such that the
solution to system (4.3) with u=∑Ni=1 uiψi satisfies the following estimate:
∣∣yjN(t)∣∣+ ∣∣ϕjN(t)∣∣+
N∑
i=1
∣∣ui(t)∣∣Cγ0e−γ0t(|y0| + |ϕ0|), ∀t  0, (4.6)
where γ0 is an arbitrary but fixed positive number and Cγ0 is a positive constant dependent
on γ0.
Multiplying the first equation of (4.4) by zjN and the second equation of (4.4) by βζ jN ,
where β > 0, we get
1
2
d
dt
((
z
j
N
)2 + β(ζ jN )2)+ (kλj − ld)(zjN )2 − (alλj − lb)zjNζ jN
+ βdzjNζ jN + β(aλj − b)
(
ζ
j
N
)2
=
〈
QN
(
m
N∑
i=1
uiψi
)
,ψj
〉
z
j
N , j =N + 1, . . . .
Recalling that λN →∞ as N →∞ it follows for β suitable chosen and N large enough
we have by (4.6) that
∣∣zjN (t)∣∣2 + β∣∣ζ jN(t)∣∣2  e−γN t(∣∣zjN (0)∣∣2 + ∣∣ζ jN(0)∣∣2)+
t∫
0
e−γN(t−s)
N∑
i=1
∣∣ui(s)∣∣2 ds
 Ce−γ t
(|y0|2 + |ϕ0|2), ∀t  0, j =N + 1, . . . ,
where γ > 0. This completes the proof. ✷
Consider the LQ problem
Ψ (y0, ϕ0)= Min
{
1
2
∞∫
0
(|A3/4y|2 + |A3/4z|2 + |u|2)dt; u= N∑
i=1
ui(t)ψi(x),
(y,ϕ,u) satisfies(4.2)
}
, (4.7)
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Ψ (y0, ϕ0) <∞. Indeed, by Lemma 3, there exist N and ui ∈ L2(R+), i = 1, . . . ,N , such
that the corresponding solution (y,ϕ) to system (4.2), where u=∑i=1 uiψi , satisfies
N∑
i=1
∣∣ui(t)∣∣2 + ∣∣y(t)∣∣2 + ∣∣ϕ(t)∣∣2  Ce−γ t , ∀t > 0, (4.8)
where γ > 0 and C > 0 are constants. Multiplying (4.21) by A1/2y , (4.22) by βA1/2ϕ,
respectively, we get after some calculation that
1
2
d
dt
(∣∣A1/4y(t)∣∣2 + ∣∣A1/4ϕ(t)∣∣2)+ k∣∣A3/4y(t)∣∣2
− la∣∣A3/4y(t)∣∣∣∣A3/4ϕ(t)∣∣+ aβ∣∣A3/4ϕ(t)∣∣2
 Cβ
(∣∣ϕ(t)∣∣+ ∣∣y(t)∣∣+ N∑
i=1
∣∣ui(t)∣∣
)(∣∣A3/4y(t)∣∣+ ∣∣A3/4ϕ(t)∣∣), (4.9)
where Cβ > 0 is a constant dependent on β > 0. It is clear that we may choose β suffi-
ciently large such that
k|A3/4y|2 − la|A3/4y||A3/4ϕ| + aβ|A3/4ϕ|2  δ(|A3/4y|2 + |A3/4ϕ|2) (4.10)
for some δ > 0. Then it follows from (4.8)–(4.10) that
∞∫
0
(∣∣A3/4y(t)∣∣2 + ∣∣A3/4ϕ(t)∣∣2)dt <∞
as claimed. Hence Ψ (y0, ϕ0) C as claimed.
Then by the similar arguments to those in the proof of Lemma 2, we obtain that there
exists a linear, positive and self-adjoint operator RN :H ×H → H ×H , with D(RN) =
D(A1/4)×D(A1/4)=W ×W , such that
Ψ (y0, ϕ0)=
〈〈
RN(y0, ϕ0), (y0, ϕ0)
〉〉
.
We set as above
RN =
[
R11 R12
R12 R22
]
.
We have therefore
Lemma 4. Let (y∗, ϕ∗, u∗) be optimal for problem (4.7) corresponding to (y0, ϕ0) ∈
W ×W . Then
u∗(t)=−
N∑
i=1
〈
R11
(
y∗(t)
)+R12ϕ∗(t),ψi 〉ωψi for all t > 0. (4.11)
Moreover, V × V ⊂D(RN), i.e.,∣∣RN(y,ϕ)∣∣2  C(‖y‖2 + ‖ϕ‖2) for all y,ϕ ∈ V, (4.12)H×H
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C1
(|y|2W + |ϕ|2W ) 〈〈RN(y,ϕ), (y,ϕ)〉〉 C2(|y|2W + |ϕ|2W ). (4.13)
The operator RN satisfies the Riccati equation
〈kAy − laAϕ− ldy + lbϕ,R11y +R12ϕ〉
+ 〈aAϕ + dy − bϕ,R12y +R22ϕ〉 + 12
N∑
i=1
∣∣〈R11y +R12ϕ,ψi〉ω∣∣2
= 1
2
(|A3/4y|2 + |A3/4ϕ|2) for each y,ϕ ∈D(A). (4.14)
Now we consider the closed loop system
yt + kAy − laAϕ− ldy + lbϕ − lbϕ3 +m
N∑
i=1
〈R11y +R12z,ψi〉ωψi = 0,
ϕt + aAϕ− bϕ+ dy = 0,
y(0)= y0, ϕ(0)= ϕ0. (4.15)
It is well known and easily seen that for each pair (y0, ϕ0) ∈ H × H and T > 0, sys-
tem (4.15) has a unique solution (y,ϕ) ∈ (L2(0, T ;V ))2 such that t1/2(y,ϕ) ∈ (L2(0, T ;
D(A))∩W 1,2([0, T ];H))2.
We set R1N(y,ϕ) = R11y + R12ϕ and R2N(y,ϕ) = R12y + R22ϕ. Multiplying (4.151)
by R1N(y,ϕ) and (4.152) by R2N(y,ϕ), respectively, and using (4.14) we get after some
calculation that
d
dt
〈〈
RN(y,ϕ), (y,ϕ)
〉〉+ (|A3/4y|2 + |A3/4ϕ|2)+ ∣∣mR1N(y,ϕ)∣∣2
 2lb
∣∣〈R1N(y,ϕ),ϕ3〉∣∣ for all t ∈ (0, T ). (4.16)
By (4.12) and using the same arguments as those in Section 3 (see (3.32)), we obtain that∣∣〈R1N(y,ϕ),ϕ3〉∣∣ C(‖y‖ + ‖ϕ‖)|ϕ|36
 C
(|A1/4y|1/2|A3/4y|1/2|ϕ|36 + |A1/4ϕ|1/2|A3/4ϕ|1/2|ϕ|36)
 C
(|A1/4y|2|A3/4y|2 + |A1/4ϕ|1/2|A1/4y|3/2(|A3/4y|2 + |A3/4ϕ|2))
 C
(|A1/4y|2 + |A1/4ϕ|1/2|A1/4y|3/2)(|A3/4y|2 + |A3/4ϕ|2). (4.17)
Thus for (y0, ϕ0) ∈Eρ = {(y0, ϕ0) ∈W ×W ; 〈〈RN(y0, ϕ0), (y0, ϕ0)〉〉< ρ}, where ρ > 0
is sufficiently small, we have by (4.16) and (4.17) that
d
dt
〈〈
RN(y,ϕ), (y,ϕ)
〉〉+ 1
2
(|A3/4y|2 + |A3/4ϕ|2) 0 for each t > 0,
which together with (4.13) implies that∣∣y(t)∣∣ + ∣∣ϕ(t)∣∣  Ce−γ t for all t > 0, (4.18)
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∞∫
0
(|A3/4y|2 + |A3/4ϕ|2)dt  C. (4.19)
We have obtained therefore the following stabilization result.
Theorem 2. Suppose that (H4) holds. Then there exists a linear positive and self-adjoint
operator RN :H ×H →H ×H with V × V ⊂D(A) ⊂W ×W , such that the feedback
controller
u=−
N∑
i=1
〈R11y +R12ϕ,ψi〉ωψi
exponentially stabilizes zero steady-state solution of phase-field systems (4.1) for (y0, ϕ0)
∈Eρ . Moreover, the operator RN is the solution to the algebraic Riccati equation (4.14).
Remark 3. Theorem 2 is important because it implies that the phase-field system is locally
stabilizable by controlling the temperature field only on an arbitrary small open subset.
However, if one wants to control exactly the system to the same steady state solution, one
must control both equations, i.e., the temperature field as well as the phase field (see [2]).
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