Abstract In ATM networks, the purpose of connection admission control is to decide if allowing a nrw connection into the network violates a quality of service measure of the new connection or the existing connections. Instead of using statistical traffic models, we represent the connection entering the network by the connection traffic descriptors standardized by the ATM Forum and used by the connection admission control algorithms. In this paper, we examine traffic sources described by heterogeneous connection traffic descriptors in order to analyze constant bit rate sources versus variable bit rate sources, as well as different classes of variable bit rate sources. We use Monte Carlo simulation to estimate the cell loss probability of the combined traffic stream, as well as the individual classes using both random buffer filling and priority buffer filling schemes. Importance sampling is used to increase the efficiency of the simulation. For the experimental example considered here, the improvement in simulation efficiency compared to conventional Monte Carlo simulation is inversely proportional t o the estimate.'
Introduction
The forthcoming Broadband-Integrated Services Digital Network (B-ISDN) has provoked great interest in the modeling and performance analysis of Asynchronous Transfer Mode (ATM) switches and networks. One of t,he many problems that faces the designers of ATM networks is how to guarantee that each customer will receive the agreed upon Quality of Service ( Q o S ) . The purpose of Connection Admission Control (CAC) algorithms in ATM networks is to decide in real time whether a new connection can be admitted into the network without violating &OS measures, such as the cell loss probability, for the new connection or the existing connections. The decisions made by the CAC algorithm in implementing a given CAC policy are specific to the ATM switch design, and are also used in the negotiation of the connection traffic descriptors and QoS measures that result in the traffic contract between the user and the network [I] .
Simple, approximate CAC algorithms must be used in actual A'I'M networks to perform, in real time, the negotiation and decision functions. However, some method of testing CAC algorithms is necessary to verify that the resulting CAC decisions are correct, or at least conservative, since the network must guarantee the &os. Closed form solutions for QoS mea- 'This work was support,edin part by the Center for Advanced Computing and Communication, Nort,h Carolina State University. The authors would like to thank Brad Makrucki of BellSouth for suggesting this problem and his helpful feedback while researching this topic.
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Monte Carlo (MC) simulation can be used to obtain accurate estimates of performance measures of complex ATM networks, but is too slow to be used for CAC in real time. Even in nonreal time environments, such as CAC algorithm testing, MC simulation can be too slow for estimating the rare events asso- By carefully choosing the modification or bias of the underlying probability measures, large speed-up factors in simulation run time can be obtained. Most commonly, statistical traffic models have been used in the analysis and simulation of ATM switches and networks. Several generations of statistical traffic models have been developed as more insight has been gained into the burstiness and correlation of ATM traffic. These statistical traffic models have become increasingly accurate, but they have also become more complicated and therefore less tractable to analysis. In addition, it is difficult to establish a relationship between the parameters of the statistical models of the ATM traffic and the connection traffic descriptors used by the CAC algorithm. [5] We overcome this problem by characterizing the traffic entering the ATM network by the connection traffic descriptors standardized by the ATM Forum. Using traffic descriptors in the analysis of a performance measure was first described as the operational approach in [6] . Several studies have attempted to determine the cell loss probability based on various traffic descriptors [7] - [13] . All of these analysis based studies for determining the cell loss probability using the operational approach have drawbacks. Either low cell loss probabilities were not obtained, or restrictions on the system paramet,ers were made in order to arrive at approximations or upper bounds of the cell loss probability, and only [9] considered heterogeneous connection traffic descriptors. Jabbari et a1 in [14] present a simulation method based on the operational approach, but did not provide any results for low cell loss probabilities.
Previously in [15] , we presented a simulation method using the ATM Forum standardized connection traffic descriptors to characterize the traffic entering the network. We used a multinomial formulation for the Monte Carlo simulation to remove the correlation associated with estimating bursty events, and showed how IS is applied, using the method of interval reduction, to the problem of estimating the cell loss probability due to buffer overflow for traffic sources described by homogeneous connection traffic descriptors.
In this paper, we examine traffic sources described by heterogeneous connection traffic descriptors in order to examine the interaction between constant bit rate (CBR) connections and variable bit rate (VBR) connections, as well as the interaction between different classes of VBR connections. We use MC simulation to estimate the cell loss probability of the combined traffic streams, as well as the cell loss probability of the individual classes, in both random buffer filling and priority buffer filling schemes. IS is used to increase the efficiency of the MC simulation based on an adaptation of the method of interval reduction [15] . The improvement in simulation efficiency is a result of dramatically increasing the number of samples drawn from the important region. Compared to the conventional MC simulation used to estimate the cell loss probability, the improvement in simulation efficiency observed is inversely proportional to the estimate.
S y s t e m Description
We first discuss the connection traffic descriptors standardized by the ATM Forum that will be used to characterize the traffic entering the network. We then examine the ATM switch considered and the resulting simulation model.
C o n n e c t i o n Traffic D e s c r i p t o r s
We characterize a connection requesting admission into the ATM network by the following connection traffic descriptors standardized by the ATM Forum UN1 Specification [1]:
A, peak cell rate ( P C R ) in bits per second (bps) (1) 1, sustained (average) cell rate (SCR) in bps (2) B , max. burst length in cells at the peak cell rate (3)
The (i, x,B)-triplet contains optional connection traffic descriptors which can be used to derive the remaining required connection traffic descriptors, specifically the cell delay variation and burst tolerance, that define the traffic contract at the output of the Usage Parameter Control (UPC) device at the User-Network Interface (UNI) [l] . Each connection, which may be an individual source or multiplexed sources, negotiates with the CAC algorithm for admission into the network using the (i, x, A)-triplet to describe the connection traffic.
ATM S w i t c h
The ATM switch considered here is shown in Figure 1 . The ATM switch has N p input ports, and each of the N c connections in the network routed by the non-blocking switch matrix to the output cell buffer of one of the N p output ports is described by a (A, X, B)-triplet. An example of a non-blocking switch matrix is a shared bus architecture where the shared bus operates at a speed of N p f so that all N p input ports are given access to the shared bus. The buffers use a first-in, first-out (FIFO) queueing discipline. Each buffer has a finite size of li cells and cells exit the buffer at a service rate of fi bps.
S i m u l a t i o n Model
As shown in Figure 2 , the CAC algorithm uses knowledge of the (i, 1, k)-triplets of the new connection and the existing N c connections, as well as the switch parameters (,i, I<) to decide if the new connection should be allowed into the network. Our goal is to determine the cell loss probability due to output cell lbuffer overflow resulting from the worst-case UPC compliant traffic pattern for the combined traffic stream, and for each class of connection traffic descriptors in both random buffer filling and priority buffer filling schemes as a function of the number of classes and connections in the network and the switch parameters.
T h e (i, x, B)-triplet defines t h e worst-case traffic that the source can input to the network. ATM policing measures such as the leaky-bu'cket algorithm will insure this is so. The worst-case traffic pattern which is still UPC compliant is when the traffic enters the network at the peak rate, A, such that the maximum burst length of B cells is generated. T h e CAC algorithm must consider the worst-case traflic pattern in determining whether or not a QoS measure for cell loss probability is violated by admitting a new connection into {,he network, and the switch designer must consider this pattern in order to properly dimension the buffer size in the switch. Of course, due to t,he statistical nature of the input traffic, a ;source may a t times input traffic to the network that is less than the worst-case. But the negotiated (i, x, B)-triplet is wha.t the connection is "paying for" and therefore, the network must guarantee the QoS assuming traffic at the worst-case level. Tbus, the key feature of this system model is t h a t the traffic source is derived from the standardized connection t taffic descriptors planned for use in ATM networks [l] , rather than a stochastic model for the traffic source.
In this paper, we examine traffic sources described by one of t,wo classes of connection traffic descriptors. Since peak cell rate allocation can be done for the case of multiple classes of CBR sources, the classes of traffic will be either CBR/VBR or VBR/VBR. 'We also assume that the VBR classes are sufficiently dissimilar so t h a t the diffeirent classes can not be lumped together to form a single homogeneous class, a case which has already been analyzed in [15] .
We operalte with a slotted-time simulation model where an arrival slot is the amount of time that one cell takes to arrive at the maximum peak rate over all the connections routed through the same buffer. Because of the discrete time nature of the simulation, the peak cell rates of the different classes of traffic source must be integer factors of the peak cell rate, thus we examine only combinations of connection traffic descriptors such that the maximum peak cell rate is an integer multiple of all of the peak cell rates, A, , , = nXi, where n is a positive integer and 1 indexes the class of traffic.
The pcriod of the on/off cycle of the l-th of the S classes of arriving traffic, Ti, is the time in arrival slots that the Bi length cell burst at the peak rate 1 1 must be averaged over so that the sustained rate, xi, is not exceeded, thus We assume uniform traffic routing through each of the N p buffers, so that by examining one buffer we obtain the performance characteristic of all of the Np buffers. We also assume that the buffer is initially empty, since the steady-state behavior is equivalent whether it is reached by starting N + 1 connections with an empty buffer, or by adding an additional connection t o the existing N connections and a non-empty buffer.
We let the number of ports on the ATM switch be equal to the number of connections routed through the buffer, Np = N e , since this condition results in an upper bound of the cell loss probability for any size switch, in terms of the number of input and output ports. In the example of the shared bus architecture, the d a t a rate of the shared bus is t h e n Nc c~l l s per arrival slot, so that all N c input, ports have access to the shared bus in each arrival slot, which results in Nc service slots per arrival slot. When N < N c input ports are active, we make the worst-case assumption that the cells of the active ports occupy the first N of N c service slots. In the random buffer filling scheme, we assume that each connection occupies every service slot position with equal probability for each buffer. In the priority buffer filling scheme, the cells of one class enter the buffer before the cells of other classes in each arrival slot. The randomness in the simulation model is found in the starting-slot position. A connection can start in any arrival slot within the T i length period, so we describe the starting-slot position with a uniform probability density. Once the starting-slot positions of the Nc connections are known, the system model behaves deterministically. We need only observe the buffer size for three super-periods to determine whether or not a cell loss occurs. The onset of the steady-state in the system occurs when the buffer behavior is repeated over consecutive super-periods.
Deterministic R e s u l t s
The Since the AAZ case results in the maximum number of cell losses, the minimum number of connections, Nc,
that result in a cell loss requires that
For sets of connections that do not meet this condition, cell losses at the buffer can never occur.
A cell loss is guaranteed to occur at the buffer a przorz for a number of connections, Ne, = E,"=, N c , ~ such that the sum of the average cell rates exceeds the service rate
The performance region we are interested in is over the set In [16] , it was determined that the confidence interval of a weighted sum of a multinomial distribution follows a x2 distribution. stmate the theorem from [16] with the original notation slightly altered for our application:
Theorem [16] : As N D -+ 00, the lower limit of the probability that PcL satisfies is the important region. The joint pdf f v ( t~) we consider here is the product of i.i.d. uniform probability density functions.
T h e key to using IS is knowing how to bias the pdf fv(g). A necessary condition for a good bias scheme is that the number of cell losses that occur must be increased under the biased distribution. The starting-slot has a uniform probability distribution over a period Ti. We use a priori information about how cell losses " x r to arrive at the biased joint pdf by reducing the support of the unbiased joint pdf. The method used is an example of the analytical form of biasing called splitting [17] , which takes its name from how the biased pdf is obtained by splitting the original pdf into two regions, one of which contains the importmt region. We have previously presented how this is done for homogeneous connections traffic descriptors [15] . As presented in [15] , IS is applied by reducing the sampled set of starting-slot vectors from IVI to IV*l < jVI such that This further partioning of VCL allows specific cell loss cases to be targeted by sampling from the set V*(k), The MC simulation estimates the probabilities p z and forms the overall estimate of PcL in (9). Each p , can be written as k=l I . I where p v = 2-is the probability of each connection starting slot vector in V and thus V&. Our IS algorithm biases the probability p~ to a probability p*(g(k)) which is dependent on the starting-slot vector g ( k ) . T h e simulation using IS estimates A similar analysis can also be applied to the case of priority buffer filling.
T h e o

Application
As in [15] , with the system model we consider 
Previously in [15] , we presented the equations used to determine c distances and described the method of interval reduction for the case of homogeneous connection traffic descriptors. As shown in Table 1 Since we are able to target the simulation for a specific number of cell losses, different biased distributions can be used in the simulation of each case, resulting in a more accurate estimate of the variance than the method in [18] . In (18) , we see that the number of draws No (i) is now dependent on i, rather than being equal for all . 1 as with the Monte Carlo experiment in (10).
While this development applies specifically to the cell loss probability of the combined traffic stream, the same IS simulation can be used to estimate the cell loss probability of the individual classes with random buffer filling and priority buffer filling. Consider the set of vectors VcL, that result in cell losses of class 1 for the random buffer filling scheme. We know that VcL, C VcL, If during our IS simulation we obtain estimates of nCLi (i) in each VcL (i), the average number of cell losses for class 1 is fiCLi = ~~=~~x zncL, ( 2 ) . T h e cell loss probability of the I-th class of traffic is then
The average cell loss of the combined traffic stream is composed of the average cell loss of t.he individual classes ncL = E,"=, ncL,. Since cell losses of the individual classes are positively correlated (more cell losses of one class implies more cell losses of another class), the variance of the average number of cell losses of the combined traffic stream is an upper bound for sources described by heterogeneous connection traffic descriptors, we consider cases with only 2 classes. We call the VBR class with the highest peak cell rate the dominant VBR class.
We assume that the super-period is the period of the dominant VBR class.
The C* distances for the CBR/VBR case are increased over the c distances from Table 1 , which are generated using the dominant VBR connection traffic descriptors and the number of dominant VBR connections, according to the amount of CBR cells included in the c distances
The starting slots of the dominant VBR connections are then selected using the method of interval reduction. T h e CBR connections are chosen randomly over [O, Tc,,) , because there is little to be gained, in terms of the improvement in simulation efficiency, by restricting the starting slot of the CBR sources since CBR periods are short relative to the dominant VBR period. For the CBR/VBR case. the number of CBR connections is limited to the condition that Nc, XL < fi.
For the VBR/VBR case where p < 1, the c * distances are The improvement in simulation efficiency is a result of reducing the support interval over which the next connection is randomly drawn. The method of interval reduction guides the selection of the starting slots so that a cell loss occurs while reducing the support over which the next connection startingslot can be randomly drawn. For each 2, the pdf f;(v) changes conditionally as each starting-slot is randomly drawn.
I m p r o v e m e n t In S i m u l a t i o n Efficiency U s i n g IS
The improvement in simulation efficiency for the cell loss probability of the combined traffic stream, R,,,, that results from using IS describes the factor by which the variance of an IS estimator is reduced when compared t o the variance of the conventional MC estimator for a fixed sample size, or, equivalently, how many fewer steady-state periods must be simulated to obtain a given accuracy. T h e value of R,,, is found analytically by taking the ratio of the variances U' (pc.) and U' (P:L) from (10) and (18) In using IS, the pdf must be modified to increase the efficiency of the simulation associated with a particular estimator, in this case the cell loss probability of the combined traffic stream. However, the simulation efficiency for the estimates of the cell loss probability for the individual classes with random buffer filling and priority buffer filling will also be improved, although we are not able to quantify this improvement exactly.
Experimental Examples
We considered the experimental example with the connection traffic descriptors shown in Table 2 in the combination shown in Table 3 . We selected the peak cell rate of the CBR class to be comparable to that required by video traffic. An example of different classes of VBR traffic is not shown due to space considerations. In the algorithm in Figure 4 , we set the minimum loss count equal to 10 cell losses and the maximum loss count equal to 20 cell losses.
For the experimental example, Figure 5 shows the curves of the estimates of the cell loss probability of the combined traffic stream, as well as the estimates of the cell loss probabilities for the individual classes with random buffer filling and priority buffer filling. For each performance curve, the bottom points were obtained by simulation using IS, and the upper points were obtained by conventional M C simulation. The accuracy of the conventional MC estimates is measured using the precision, t, defined as E = b (pcL) / P C L and is typically c 5 0.1 for the experimental example shown.
Two types of discontinuities can occur in the performance curves. In (5), we determined the minimum number of connections, Nc,, needed to cause at the least one cell loss. Thus, for N c < Nc,, PcL = 0 . The downward pointing arrow at the bottom of each performance curve is meant to signify that PcL is zero below N c , connections, thus there is a point on the performance curve where cell losses begin to occur and below this point cell losses do not occur. This is an important result because the CAC algorithm can quickly determine that a new connection can be admitted to the network since no cell losses will occur, thus satisfying any QoS sta.ndard. The guaranteed cell loss condition in (6) also creates a discontinuity in that there is a point on the curve where a 'jump' in the cell loss probability is possible. This point can be seen in For the CBR/VBR case shown in Figure 5 , the cell loss probability initially decreases as a result of increasing the number of cell arrivals while the cell losses do not increase accordingly. However, the cell loss probabilities of the individual classes continue to increase monotonically. In contrast to the performance curves in [15] which are concave down, the performance curves here are concave up in the CBR/VBR case, at least until the point is approached where cell losses are guaranteed to occur. This difference in shape is a result of the CRR-1 traffic being less bursty than the VBR-2 traffic. The difference in burstiness for the CBR/VBR case results in the cell loss probability of the CBR-1 traffic in Figure 5 being one or two orders of magnitude below the cell loss probability of the VBR-2 traffic. There is little difference in the cell loss probability between the random buffer filling scheme and the priority buffer filling scheme.
For the experimental example, the confidence intervals for the estimates of PcL are obtained by running a total of N I~ steady-state periods shown in Table 4 and applying the method from [16] given in (13) . In Table 4 , we give the estimates and confidence intervals of t h e cell loss probability of thc combined traffic stream and the individual classes, with random buffer filling and priority buffer filling, for the Nc, and Nc, + 1 points.
The lower confidence interval of the CBR-1 estimates is zero, which is a result of using the upper bound for the estimate of the variance in (20). The estimate of the improvement in efficiency over conventional MC simulation obtained by simulation using IS, R,,,, for the experimental example is also shown in Table 4 , along with the simulation time required for N D = 100 steadystate periods using MC simulation for Nc, connections on a DECStation 5000/25. T h e improvement that we observed in the simulation using IS is inversely proportional to the estimate, ncL. Ta.ble 4: Estimates of the cell loss probability, confidence intervals and the estimate of the improvement factor obtained by simulation using IS, and the simulation time required for N R = 100 steady-state periods using MC simulation on a DECStation 5000/25 for the experimental example.
overhead to the effort required for conventional Monte Carlo simulation.
Conclusion
In contrast to previous system models which used stochastic models t o dcscribc the traffic entering thc nctwork, we ha.ve utilizcd a system model with a traffic source derived from the ATM Forum standardized connection traffic descriptors which are also used by the connection admission control algorithms. This systern model takes advantage of the deterministic behavior that occurs after the connections starting-slot vector has been randomly drawn to speed-up the simulation without the use of IS.
In this paper, we examined traffic sources described by heterogeneous connection traffic descriptors in order to analyze CBR sources versus VBR sources, as well as different classes of VBR soiirces. We used Monte Carlo simulation to estimate the cell loss probability of the combined traffic stream, as well as the iiidividual classes using both random buffer filling and priority buffer filling schemes, and presented how an adaptation of the mcthod of interval reduction can be used to apply IS. For the Pxpprimental example considered here, the improvement in simulation efficiency compared to conventional Monte Carlo simulation is inversely proportional to the estimate. Utilizing the traffic source derived from the standardized connection traffic descriptors along with the multinomial formulation and an adaptation of the method of interval reduction results in efficient simulation suitable to the design and testing of the switches and CAC dgorithms planned for use in ATM networks.
