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SUMMARY
Maximum regularized likelihood estimators (MRLEs) are arguably the most established class
of estimators in high-dimensional statistics. In this paper, we derive guarantees for MRLEs in
Kullback-Leibler divergence, a general measure of prediction accuracy. We assume only that
the densities have a convex parametrization and that the regularization is definite and positive
homogenous. The results thus apply to a very large variety of models and estimators, such as
tensor regression and graphical models with convex and non-convex regularized methods. A
main conclusion is that MRLEs are broadly consistent in prediction - regardless of whether
restricted eigenvalues or similar conditions hold.
Some key words: Maximum regularized likelihood estimators; Oracle inequalities; Prediction accuracy.
1. INTRODUCTION
1·1. Overview
Maximum regularized likelihood estimators (MRLEs) are widely used in generalized linear
regression, tensor response regression, and graphical modeling with high-dimensional data. It is
thus of major interest to develop theory for this class of estimators.
Our specific goal is a general finite sample theory for prediction. Existing results are typi-
cally derived on a case-by-case basis. Moreover, many of these results also invoke restricted
eigenvalues-type conditions (Bu¨hlmann & van de Geer, 2011, Section 6). Such conditions are
not only stringent and unverifiable in practice but also unsuitable for prediction. For example,
restricted eigenvalue conditions in regression limit the correlations among the covariates. How-
ever, although correlations can affect the identifiability of the parameters, for prediction, even
perfectly collinear covariates do not necessarily have a negative impact; in contrast, collinearity
can even be beneficial (Hebiri & Lederer, 2013; Dalalyan et al., 2017). We are thus interested
in a theory that does not involve additional assumptions and provides bounds for a general class
of MRLEs. Besides its abstract value, such a general theory can also provide support for spe-
cific examples of MRLEs, such as the recently introduced approaches to tensor regression (Zhou
et al., 2013; Li et al., 2013; Sun & Li, 2016), whose prediction properties have not been fully
grasped.
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In this paper, we establish a general oracle inequality in terms of the Kullback-Leibler di-
vergence. Oracle inequalities are a standard way to formulate finite sample bounds in high-
dimensional statistics. The Kullback-Leibler divergence is a standard way to quantify prediction
accuracies; it applies to any model and yet specializes to well-established and interpretable no-
tions of prediction performance. Our proofs invoke only the convexity of the parametrization and
the definiteness and positive homogeneity of the regularizers. This makes the result applicable
to a variety of parametric and non-parametric models and allows for a broad class of convex and
non-convex regularizers.
The remainder of this paper is organized as follows. We introduce the framework and the
general result in Section 2. We then provide examples in Section 3. We finally conclude with
a brief discussion in Section 4. All proofs are deferred to the Appendices in the supplementary
material: proofs for the main result to Appendix A, proofs for the examples to Appendix B, and
proofs for the bounds of the empirical process terms in Appendix C. In addition, Appendix D
contains notation and properties of tensors.
1·2. Related Literature
There are two types of oracle inequalities in the literature: so-called “fast rate bounds” and
so-called “slow rate bounds.” “Fast rate bounds” are proportional to the square of the regular-
ization parameter. Many representatives of this type of bounds are found in the literature, such
as Bunea et al. (2007b); Raskutti et al. (2015) for regression, Ravikumar et al. (2011) for graph-
ical models, and more generally, Bu¨hlmann & van de Geer (2011); van de Geer (2016) and
references therein. For example, the corresponding bounds for lasso prediction are of the form
s log p/(w2n), where s is the number of non-zero elements in the true regression vector, p is
the number of parameters, w is the restricted eigenvalue, and n is the number of observations.
These bounds are typically considered fast, because they can match minimax rates, see Verze-
len (2012) and references therein. However, they rely on sparsity, and more importantly, they
invoke restricted eigenvalue-type conditions or concern computationally challenging estimators
instead (Bunea et al., 2007a; Dalalyan & Tsybakov, 2007; Rigollet & Tsybakov, 2011; Dalalyan
& Tsybakov, 2012a,b). Moreover, these eigenvalue-type assumptions are unverifiable and often
unrealistic in practice, and even if they hold, the additional factors (such as s and 1/w2 for lasso)
can be large.
On the other hand, oracle inequalities for prediction have be derived without sparsity or re-
stricted eigenvalue conditions for lasso-type estimators (Greenshtein & Ritov, 2004; Rigollet &
Tsybakov, 2011; Massart & Meynet, 2011; Koltchinskii et al., 2011; Huang & Zhang, 2012;
Chatterjee, 2013; Bu¨hlmann, 2013; Chatterjee, 2014; Lederer et al., 2016; Dalalyan et al., 2017).
For example, the corresponding bounds for lasso prediction are of the form
√
log p/n||β∗||1,
where β∗ is the true regression vector. Such bounds are typically referred to as “slow rate
bounds,” because on a high level, the rates are 1/
√
n rather than 1/n. However, there are no
questionable assumptions involved, and for regression, it has even been shown that 1/
√
n is the
optimal rate in the absence of further assumptions (Foygel & Srebro, 2011; Zhang et al., 2017;
Dalalyan et al., 2017). Overall, this means that “fast rate bounds” are not necessarily fast and
“slow rate bounds” are not necessarily slow. To correct the misleading nomenclature, Lederer
et al. (2016) suggested replacing the term “fast rate bound” with “sparsity bound’ and “slow rate
bound” with “penalty bound.”
Although some examples of MRLEs have been equipped with assumptionless bounds, many
other examples still lack such guarantees (or any prediction guarantees altogether). More gener-
ally, a broadly applicable prediction theory for MRLEs is still in need.
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1·3. Our Contribution
The contribution of this work is two-fold. First, Theorem 1 provides a general prediction guar-
antee for MRLEs in terms of the Kullback-Leibler loss. Besides being the first assumptionless
bound in such a broad setting, the result specializes correctly to known results, such as for lasso,
where the corresponding rates have been shown to be optimal up to log-factors. Second, we show
that applications of the general theorem to specific examples lead to new guarantees in tensor re-
sponse regression, generalized linear tensor regression, and graphical modeling. The theory thus
also establishes new insights into individual cases of MRLEs.
2. GENERAL THEORY
In this section, we present the general theory comprising the model classes, estimators, and
the main result. The theory applies to an extremely wide range of data and methods; we discuss
many important examples in Section 3. As for the models, we consider random vectorsX ∈ X in
a non-empty set X distributed according to a density f ∈ F in a general class F .We assume that
the densities inF can be parametrized as fΛ with parameter Λ ∈ L that belongs to a convex, non-
empty set L in a real Hilbert spaceH and log fΛ − EΛ′ log fΛ is convex in Λ for fixed Λ′ ∈ L. A
classical example for this setup is the case of exponential families in the natural form (Berk, 1972,
Lemma 2.1), see also Johansen (1979); Brown (1986). In general, however, the parametrization
can be arbitrary as long as the convexity condition is fulfilled, and the parameter space can
well be infinite-dimensional. In view of this very general framework, with the convexity of the
parametrization being the only requirement on the models, the following theory applies to a large
class of models.
The targets of our study are MRLEs in the described setup. Maximum likelihood estimation is
one of the most widely accepted approaches to understand data, and regularization is a standard
technique to incorporate additional structure or information. A contemporary playground for
MRLEs is high-dimensional statistics, where a tremendous amount of research centers around
regularization based on sparsity structures (Bu¨hlmann & van de Geer, 2011; Giraud, 2014; Hastie
et al., 2015). Given data X, we consider MRLEs of the form (assumed to exist)
Λ̂ ∈ argmin
Λ∈L
{− log fΛ(X) + ru(Λ)}, (1)
where r > 0 is a regularization parameter and u : H 7→ [0,∞] is a regularization with properties
u(Λ) = 0 ⇔ Λ = 0, (2)
u(tΛ) = tu(Λ) ∀Λ 6= 0, t ≥ 0. (3)
These two properties allow us to formulate dual functions that generalize the classical notion
of dual norms and the corresponding Ho¨lder-like inequalities, see the definition of u˜ below and
Lemma A.1 in Appendix A. Indeed, one can check readily that the properties are met by norms,
including the weighted norm penalities considered in Zou (2006); van de Geer (2008); Gram-
fort et al. (2012); Bu & Lederer (2017) and others. However, the properties are also satisfied
by the more general concept of gauges, which requires convexity in addition to (2) and (3),
and which has become an increasingly popular subject of optimization theory (Friedlander &
Maceˆdo, 2016; Aravkin et al., 2017). Furthermore, we allow for non-convex functions: for exam-
ple, the category of regularizers covers ℓq-operators, ℓq(Λ) := (
∑p
j=1 |Λj |q)1/q for Λ ∈ Rp, even
in the non-convex case q ∈ (0, 1); we refer to Foucart & Lai (2009) for corresponding optimiza-
tion techniques. More generally, it covers Minkowski functionals u(Λ) := inf{a > 0 : Λ ∈ aK}
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with level set K that is bounded and contains an open set around the origin, but is potentially
non-symmetric and non-convex. Altogether, we consider a very general class of estimators.
A standard measure to assess the accuracy of estimators is the Kullback-Leibler diver-
gence (Huntsberger & Billingsley, 1981). This measure is particularly suited for our theory,
because it can be formulated independently of the model class at hand and yet specifies to estab-
lished measures in applications. For given Λ,Λ′ ∈ L, the Kullback-Leibler divergence from fΛ
to fΛ′ is defined as
d(Λ;Λ′) := EΛ′ log
(fΛ′(X)
fΛ(X)
)
.
Given data X, the empirical version of d(Λ;Λ′) is then
d̂(Λ;Λ′ | X) := log
(fΛ′(X)
fΛ(X)
)
. (4)
For ease of notation, we assume in the following X ∼ fΛ∗ for the “true” parameter Λ∗ ∈ L and
set d(Λ) := d(Λ;Λ∗) and d̂(Λ) := d̂(Λ;Λ∗ | X).
We can now formulate an oracle inequality for the MRLE given in (1). For this, the function u˜
at Λ ∈ H is defined as the dual of u by
u˜(Λ) := sup
{〈Λ, Λ′〉 | Λ′ ∈ H, u(Λ′) ≤ 1},
where 〈·, ·〉 is the inner product on H. Moreover, ∇(d− d̂)
Λ̂
∈ H denotes any subgradient of
d(Λ) − d̂(Λ) at Λ̂. We then find the following.
THEOREM 1 (ORACLE INEQUALITY). For all r ≥ u˜(∇(d− d̂)
Λ̂
)
, it holds that
d(Λ̂) ≤ ru(Λ∗) + ru(−Λ∗).
The bound has three building blocks. First, the Kullback-Leibler loss is used as a measure of
the accuracy of the MRLEs. In many examples, this loss equals a classical prediction loss. Sec-
ond, the “noise term” u˜
(∇(d− d̂)
Λ̂
)
forms a lower bound on the regularization parameter. This
term can typically be controlled by using bounds from empirical process theory. Finally, the
(symmetrized) size of the true model u(Λ∗) + u(−Λ∗) scales the accuracy bounds. The size is
measured in terms of u, which reflects the rationale for choosing u in the first place.
Theorem 1 is in the form of an oracle inequality, which is a standard way to capture the
performance of regularized estimators (Bu¨hlmann & van de Geer, 2011). Importantly, oracle
inequalities provide finite sample guarantees and are thus, as opposed to asymptotic results, of
direct relevance in practice. However, the inequality also entails upper bounds on the rates of
convergence. Note first that the size of the true model can be considered as a basically constant
factor; indeed, in view of the motivation of regularization being that there is a true model with
reasonable size in u, largely inflating values of u(±Λ∗)would indicate an inappropriate choice of
the regularization function. As a conclusion, one can derive bounds for the rates of convergence
essentially by looking at the regularization parameter r.
An immediate question is whether the bounds in Theorem 1 are optimal. To answer this ques-
tion, we first recall that for specific examples that fit our general framework, “fast rate” bounds
proportional to r2 rather than r have been derived, but despite the inaccurate nomenclature, their
rates are not necessarily fast. In particular, bounds proportional to r2 contain additional factors
that can slow down the rates, and more directly for scalable estimators, the known bounds rely
on strong additional assumptions. Instead, it has been shown that bounds proportional to r are
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optimal in lasso-type regression in the absence of further assumptions, which means that the
bounds in Theorem 1 are indeed optimal in the sense that they cannot be improved in general —
see Sections 1·2 and 3·1 for details.
In summary, Theorem 1 provides bounds for a wide range of models and corresponding MR-
LEs. Therefore, the theorem is an umbrella for bounds linear in r that have been derived for spe-
cific examples previously. The proof, however, differs from the previous ones in the way that it
uses convexity arguments, Ho¨lder-type inequalities, and connections between the log-likelihood
and the Kullback-Leibler loss. Furthermore, and more importantly, Theorem 1 also entails guar-
antees for models and estimators that have not yet been equipped with assumptionless bounds -
or any bounds at all.
3. EXAMPLES
We now give explicit bounds for high-dimensional tensor response regression, generalized lin-
ear tensor regression, and graphical models. The bounds are the first ones to provide assumption-
less Kullback-Leibler guarantees for MRLEs in these models. An exception is linear regression
with lasso-type regularization, where assumptionless guarantees have been derived before. We
show that we recover the known bounds in this case.
3·1. Tensor Response Regression
Our first example is tensor response regression. In a standard notation (see Kolda (2006) or
our Appendix D for details), tensor response regression is based on models of the form
Y i = Λ∗ ×1 zi + Ei
(
i ∈ {1, . . . , n}),
where Y i ∈ Rb2×···×bp is a (p − 1)th order tensor response, Λ∗ ∈ L ⊂ Rb1×···×bp is a pth order
tensor coefficient, zi ∈ R1×b1 is a fixed or random row-vector of covariates, and Ei ∈ Rb2×···×bp
is random (p − 1)th order tensor noise. The operation Λ∗ ×1 zi denotes the mode-1 product of
Λ∗ and zi.
Our goal is to estimate the predictive structure of the above model. Assuming that the noise
tensors Ei are mutually independent, the MRLEs in (1) are of the form
Λ̂ ∈ argmin
Λ∈L
{− n∑
i=1
log fΛ(Y
i | zi) + ru(Λ)}.
For computational ease, L is usually chosen as a set of low-rank tensors (Rabusseau & Kadri,
2016; Sun & Li, 2016). In any case, if the conditional density fΛ(Y
i | zi) is parametrized
such that Λ 7→ log fΛ − EΛ∗ log fΛ is convex, we can derive statistical guarantees in con-
ditional Kullback-Leibler loss from Theorem 1. Importantly, we do not impose any addi-
tional restriction on the covariates or the noise; for example, we allow the covariates to be
correlated with the noise. Typical regularizers for third order tensors, for example, include
the sparsity-inducing regularizer at the entry level u(Λ) :=
∑b1
i1=1
· · ·∑b3i3=1 |Λi1i2i3 |, at the
fiber level u(Λ) :=
∑b2
i2=1
∑b3
i3=1
||Λ·i2i3 ||2, and at the slice level u(Λ) :=
∑b3
i3=1
||Λ··i3 ||F :=∑b3
i3=1
√∑b1
i1=1
∑b2
i2=1
|Λi1i2i3 |2 and the low-rank inducing regularizer u(Λ) := ||Λ||∗ with || · ||∗
the tensor nuclear norm defined in Raskutti et al. (2015). Our framework covers all these exam-
ples.
For illustration, we consider tensor response regression with zero-mean array normal
noise (Akdemir & Gupta, 2011; Hoff, 2011), the most widely-used representative of the above
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model class. The conditional Lebesgue density of Y i given by Hoff (2011) is
fΛ(Y
i | zi) = (2π)−b/2( p∏
k=2
|Σk|−b/(2bk)
) · exp (− 1
2
||(Y i − Λ×1 zi)× Σ−1/2||2
)
,
where || · ||2 is the array norm, b := ∏pj=2 bj , Σk = AkA⊤k ∈ Rbk×bk with non-singular real ma-
trix Ak ∈ Rbk×bk , Σ−1/2 = {A−12 , . . . , A−1p }, and × denotes the tensor product. One can check
readily that log fΛ(Y
i | zi)− EΛ∗ log fΛ(Y i | zi) is linear in Λ. Hence our theory applies; in
particular, Theorem 1 specializes to array normal models as follows.
LEMMA 1 (TENSOR RESPONSE REGRESSION WITH ARRAY NORMAL NOISE). For all r ≥
u˜
(∑n
i=1
(
Ei × Σ−1 ×1 (zi)⊤
))
, where Σ−1 = {Σ−12 , . . . ,Σ−1p }, it holds that
d(Λ̂) ≤ ru(Λ∗) + ru(−Λ∗),
with Kullback-Leibler loss
d(Λ̂) =
1
2
n∑
i=1
||(Λ∗ − Λ̂)×1 zi × Σ−1/2||2.
This bound entails that MRLEs for tensor response regression with array normal noise are con-
sistent in average conditional Kullback-Leiber loss under minimal assumptions. Our results thus
complement the known consistency guarantees, which hold for specific tensor regressions with
additional constraints on the covariates (Raskutti et al., 2015; Sun & Li, 2016). In addition,
Lemma 1 elucidates the interpretation of the conditional Kullback-Leibler loss as a prediction
loss.
For an instantiation of the bound, assume
∑n
i=1(z
i)2j/n = 1, j ∈ {1, . . . , b1}, and
(Σ−1k )ikik = h
2
k, hk > 0, k ∈ {2, . . . , p}, ik ∈ {1, . . . , bk}. Consider the sparsity-inducing reg-
ularizer at the entry level u(Λ) :=
∑b1
i1=1
· · ·∑bpip=1 |Λi1,...,ip |. Then, the tuning parameter r can
be calibrated such that with probability at least 1− 2 exp(−t2), it holds that
d(Λ̂) ≤ 2( p∏
k=2
hk
)√√√√2n(t2 + log( p∏
j=1
bj)
) b1∑
i1=1
· · ·
bp∑
ip=1
|Λ∗
i1,...,ip
|.
This concrete bound follows from Lemma C1. That lemma and its proof — as well as all other
technical derivations — are deferred to the Appendix.
While the above results for tensor regression are novel, assumptionless bounds for simple
regression with lasso-type estimators such as lasso (Tibshirani, 1996), group lasso (Yuan & Lin,
2006), sparse group lasso (Simon et al., 2013), and slope estimator (Bogdan et al., 2015) have
been derived before. Simple linear regression is thus an ideal test case to confirm that our results
specialize correctly. To this end, we first observe that for p = 2 and b2 = 1, tensor response
regression with array normal noise reduces to ordinary linear regression of the form
yi = ziβ∗ + εi
(
i ∈ {1, . . . , n}),
where yi ∈ R is a scalar response, zi ∈ R1×b1 is a row-vector of covariates, β∗ ∈ Rb1 is the
regression vector, and εi ∈ R is noise distributed as N (0, σ2). For u(β) := ||β||1 :=
∑b1
i=1 |βi|,
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the MRLE (1) becomes
β̂ ∈ argmin
β∈Rb1
{ 1
2σ2
n∑
i=1
(
yi − ziβ)2 + r||β||1},
which, setting r = r′/(2σ2), can be written in the standard lasso-form
β̂ ∈ argmin
β∈Rb1
{ n∑
i=1
(
yi − ziβ)2 + r′||β||1}.
If r′ ≥ 2||∑ni=1(zi)⊤εi||∞, Lemma 1 now implies the bound
n∑
i=1
(
z
iβ∗ − ziβ̂)2 ≤ 2r′||β∗||1.
This result equals the classical penalty bound for lasso prediction, see Hebiri & Lederer (2013,
Equation 3) for example. It has been shown that these bounds are essentially optimal in the ab-
sence of other assumptions (Foygel & Srebro, 2011; Zhang et al., 2017; Dalalyan et al., 2017).
Along the same lines, one can also show that our bounds specify correctly for the other lasso-
type estimators mentioned above (Lederer et al., 2016, Section 3), and similarly, for trace regres-
sion (Koltchinskii et al., 2011, Theorem 1).
3·2. Generalized Linear Tensor Regression
Our second example is generalized linear tensor regression. The corresponding models consist
of two components (Zhou et al., 2013; Li et al., 2013): an exponential family distribution and a
link function. The exponential family distribution reads
f(yi | θi) = exp (yiθi − b(θi)
α
+ c(yi, α)
) (
i ∈ {1, . . . , n}),
where yi ∈ R is a scalar response, θi ∈ R is the natural parameter, α > 0 is the overdispersion
factor, and b, c are known real-valued functions. The link function g : R 7→ R, assumed strictly
increasing, provides a linear connection between the mean functions E(yi | θi) and tensor pre-
dictors zi ∈ Rb1×···×bp according to
g
(
E(yi | θi)) = 〈Λ∗, zi〉,
where Λ∗ ∈ L ⊂ Rb1×···×bp and 〈·, ·〉 is the tensor inner product. One can check that b′(θi) =
E(yi | θi). With canonical link g := (b′)−1, it holds that θi = 〈Λ∗, zi〉 and the distribution of the
response yi conditioned on zi has density
fΛ∗(y
i | zi) = exp (yi〈Λ∗, zi〉 − b(〈Λ∗, zi〉)
α
+ c(yi, α)
)
.
Further, by introducing basis functions in the mean models, it is straightforward to extend this
parametric setting to non-parametric frameworks. In sum, generalized linear tensor regression
provides very flexible model classes for scalar responses.
We can now turn to the corresponding MRLEs. Given n independent observations (yi, zi) and
considering the canonical link, the MRLEs in (1) become
Λ̂ ∈ argmin
Λ∈L
{ 1
α
n∑
i=1
(− yi〈Λ, zi〉+ b(〈Λ, zi〉))+ ru(Λ)}.
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Similarly to tensor response regression, optimization over the full set Rb1×···×bp is computation-
ally challenging due to high-dimensionality of the problem. Thus, L is typically chosen consid-
erably smaller, with the belief that the true parameter has some additional structure. For example,
a choice proposed in Zhou et al. (2013) is L := {Λ ∈ Rb1×···×bp | Λ =∑mi=1 β(i)1 ◦ · · · ◦ β(i)p },
wherem is a fixed integer, β
(i)
j ∈ Rbj , and ◦ denotes the outer product.
Let us now apply Theorem 1 to equip MRLEs in generalized linear tensor regression with
theoretical guarantees. For this, note that the log-parametrization here is again linear, so that the
main theorem indeed applies and yields the following results.
LEMMA 2 (GENERALIZED LINEAR TENSOR REGRESSION WITH CANONICAL LINK). For
all r ≥ u˜( 1α∑ni=1 (yi − EΛ∗(yi))zi), it holds that
d(Λ̂) ≤ ru(Λ∗) + ru(−Λ∗),
with Kullback-Leibler loss
d(Λ̂) =
1
α
n∑
i=1
(
g−1(〈Λ∗, zi〉) · 〈Λ∗ − Λ̂, zi〉 − b(〈Λ∗, zi〉) + b(〈Λ̂, zi〉)),
and EΛ∗(y
i) denotes the conditional expectation of yi on zi here.
To the best of our knowledge, this is the first oracle inequality for regularized generalized linear
tensor regression.
As a special case, Lemma 2 applies to ordinary logistic regression, where p = 1, the canonical
link is g(x) = log
(
x/(1− x)), and the MRLEs with a general regularizer are in the form of
Λ̂ ∈ argmin
Λ∈Rb1
{ n∑
i=1
(− yi〈Λ, zi〉+ log (1 + e〈Λ, zi〉))+ ru(Λ)}.
Lemma 2 then implies the bound
d(Λ̂) ≤ ru(Λ∗) + ru(−Λ∗)
for r ≥ u˜(∑ni=1 (yi − e〈Λ∗, zi〉/(1 + e〈Λ∗, zi〉))zi). For ℓ1-regularization, the tuning parame-
ter r can be calibrated such that with probability at least 1− 2 exp(−t2), it holds that
d(Λ̂) ≤ 2
√
1 + 2maxi{pi(1− pi)}
3
n(t2 + log b1)
b1∑
j=1
|Λ∗j |,
where pi := EΛ∗(y
i). We refer to Lemma C2 in Appendix C for details. The bound complements
results for (weighted) ℓ1-regularized logistic regression that have been derived under additional
assumptions, see van de Geer (2008) and van de Geer (2016, Chapter 12.4).
3·3. Graphical Models
Our third example is graphical modeling. We consider the exponential trace framework (Led-
erer, 2016), which encompasses standard types of graphical models, such as Gaussian graphical
models (Yuan & Lin, 2007; Friedman et al., 2008), non-paranormal graphical models (Gu et al.,
2015), and Ising models (Lenz, 1920; Brush, 1967); we refer to Lederer (2016, Section 2) for
details.
Exponential trace models are based on densities of the form
fΛ(x) = exp
(− 〈Λ, T (x)〉 − a(Λ)) (Λ ∈ L)
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with respect to some σ-finite measure ν on Rp. Here, the matrix-valued parameter Λ encodes
the dependence structure of the random vectorX ∈ X ⊂ Rp, the matrix-valued function T (·) on
X determines how the data enters the model, a(Λ) is the normalization, and L is a convex set
of matrices Λ with finite normalization. Given independent observations X1, . . . ,Xn of X, the
MRLEs in (1) are of the form
Λ̂ ∈ argmin
Λ∈L
{ n∑
i=1
〈Λ, T (Xi)〉+ na(Λ) + ru(Λ)}.
Because the function log fΛ − EΛ∗ log fΛ is linear in Λ, we can then apply Theorem 1 to derive
the following bound.
LEMMA 3 (GRAPHICAL MODELS). For all r ≥ u˜(∑ni=1 (EΛ∗T (Xi)− T (Xi))), it holds
that
d(Λ̂) ≤ ru(Λ∗) + ru(−Λ∗),
with Kullback-Leibler loss
d(Λ̂) = 〈
n∑
i=1
EΛ∗T (X
i), Λ̂− Λ∗〉 − na(Λ∗) + na(Λ̂).
The Kullback-Leibler loss is a standard predictive risk for graphical models (Yuan & Lin, 2007;
Shevlyakova &Morgenthaler, 2013) and has a geometric interpretation as the difference between
a(Λ̂) and the tangent approximation of a(Λ̂) at Λ∗ (Wainwright & Jordan, 2008, Chapter 5.2.2).
As a special case, Lemma 3 applies to the graphical lasso for multivariate Gaussian data.
Recall that the graphical lasso (Yuan & Lin, 2007; Friedman et al., 2008) is formulated as
Λ̂ ∈ argmin
Λ∈Sp
++
{ 1
n
n∑
i=1
tr
(
Xi(Xi)⊤Λ
)− log detΛ + r′||vec(Λ)||1},
where Sp++ is the set of positive definite p× p matrices and X1, . . . ,Xn are i.i.d. samples from
a centered Gaussian distribution with unknown covariance matrix (Λ∗)−1. The Kullback-Leibler
loss of Λ̂ reads
1
n
d(Λ̂) =
1
2
(〈Λ̂, (Λ∗)−1〉 − log det Λ̂ + log det Λ∗ − p),
which is equivalent (up to the factor 1/2) to Stein’s loss of the centered multivariate Gaussian
distribution with covariance matrix (Λ̂)−1 (James & Stein, 1961). Thus, if r′ ≥ ||vec((Λ∗)−1 −
1
n
∑n
i=1X
i(Xi)⊤
)||∞, Lemma 3 yields
〈Λ̂, (Λ∗)−1〉 − log det Λ̂ + log det Λ∗ − p ≤ 2r′||vec(Λ∗)||1.
Following Lemma C3 in Appendix C, the tuning parameter r′ can be calibrated such that with
probability at least 1− 4 exp(−t2), it holds that
1
n
d(Λ̂) ≤ 160 max
k∈{1,...,p}
(
(Λ∗)−1
)
kk
√
1
n
(
t2 + log
(
p(p− 1))) p∑
i1=1
p∑
i2=1
|Λ∗i1i2 |
for all t such that 0 < t <
√
n/4− log (p(p− 1)). Our theory thus establishes the
rate
√
log p/n for the graphical lasso in the Kullback-Leibler loss. This prediction rate
complements the known estimation rates
√
log p/n in vectorized-matrix ℓ∞-norm and
10 R. ZHUANG AND J. LEDERER√
min{s+ p, d2} log p/n in spectral norm (Ravikumar et al., 2011), where s is the number
of non-zero elements in Λ∗ and d is the maximum node degree. However, those results addition-
ally require the mutual incoherence condition. Our prediction rate also complements the known
estimation rate
√
(s+ p) log p/n in Frobenius norm and spectral norm (Rothman et al., 2008),
which requires only mild assumptions on the population covariance matrix.
4. DISCUSSION
We have established assumptionless oracle inequalities for a general class of maximum regu-
larized likelihood estimators. For regression, the inequalities match known lower bounds up to
log-factors. We conjecture that the same is true more generally; in particular, we believe that
general counter-examples to “fast rates” can be generated similarly as in the regression case.
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A. PROOF OF THEOREM 1
Before proving Theorem 1, we first introduce a lemma about the regularizer. Throughout, we use the
convention 0 · ∞ :=∞.
LEMMA A1 (INNER PRODUCT INEQUALITY). Let Λ,Λ′ ∈ H. It holds that
〈Λ, Λ′〉 ≤ u˜(Λ)u(Λ′). (A1)
Proof of Lemma A1. The proof consists of two steps. First, we show that Inequality (A1) holds in
the case u(Λ′) = 0. Second, we show that Inequality (A1) holds in the case u(Λ′) 6= 0. In view of the
mentioned convention, we can assume that u(Λ′) <∞.
Case 1. If u(Λ′) = 0, we have Λ′ = 0 since u(Λ′) = 0 if and only if Λ′ = 0 by condition (2). Then,
〈Λ, Λ′〉 = u˜(Λ)u(Λ′) = 0.
In particular, 〈Λ, Λ′〉 ≤ u˜(Λ)u(Λ′), as desired.
Case 2. If u(Λ′) 6= 0, we rewrite
〈Λ, Λ′〉 = 〈Λ, Λ′〉 · u(Λ
′)
u(Λ′)
= 〈Λ, Λ
′
u(Λ′)
〉 · u(Λ′).
Next we show that 〈Λ, Λ′u(Λ′) 〉 ≤ u˜(Λ) by two observations. The first observation is that since H is a real
vector space,
Λ′
u(Λ′)
∈ H.
The second observation is that u(Λ′) ∈ (0,∞) in Case 2, and therefore for regularizers that are positive
homogeneous of degree one as specified in condition (3),
u
( Λ′
u(Λ′)
)
=
u(Λ′)
u(Λ′)
= 1.
Combining the two observations, we have
〈Λ, Λ
′
u(Λ′)
〉 ≤ sup{〈Λ, Λ1〉 | Λ1 ∈ H, u(Λ1) ≤ 1} = u˜(Λ).
Since u(Λ′) ∈ (0,∞), it follows that 〈Λ, Λ′〉 ≤ u˜(Λ)u(Λ′). 
We now proceed to the proof of Theorem 1.
Proof of Theorem 1. The proof consists of three steps. First, we link the objective function of MRLEs
with the regularized Kullback-Leibler loss. Second, we use the convexity of Λ 7→ log fΛ − EΛ∗ log fΛ
to obtain an enhanced basic inequality. Third, we use the properties of u and u˜ shown in Lemma A1 to
bound the empirical process and conclude the proof.
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Step 1: (Regularized Kullback-Leibler Loss)We first show that the MRLE Λ̂ defined in (1) satisfies
Λ̂ ∈ argmin
Λ∈L
{
d̂(Λ) + ru(Λ)
}
.
Recall that MRLEs are defined as
Λ̂ ∈ argmin
Λ∈L
{− log fΛ(X) + ru(Λ)}.
Since adding constant terms does not alter the estimator, we rewrite the definition as
Λ̂ ∈ argmin
Λ∈L
{
log fΛ∗(X)− log fΛ(X) + ru(Λ)
}
.
The term log fΛ∗(X)− log fΛ(X) is the empirical version of the Kullback-Leibler loss defined in Equa-
tion (4). Hence we obtain an equivalent definition of MRLE in the form of
Λ̂ ∈ argmin
Λ∈L
{
d̂(Λ) + ru(Λ)
}
.
This concludes Step 1.
Step 2: (Enhanced Basic Inequality)We use Step 1 and the convexity of Λ 7→ log fΛ − EΛ∗ log fΛ to
derive the enhanced basic inequality
d(Λ̂) ≤ ru(Λ∗)− ru(Λ̂) + 〈∇(d− d̂)Λ̂, Λ̂〉+ 〈∇(d− d̂)Λ̂, −Λ∗〉.
The proof of this inequality has two ingredients. The first ingredient is that Λ̂minimizes d̂(Λ) + ru(Λ),
as derived in Step 1. Hence, in particular,
d̂(Λ̂) + ru(Λ̂) ≤ d̂(Λ∗) + ru(Λ∗).
Rearranging the inequality yields
d̂(Λ̂) ≤ d̂(Λ∗) + ru(Λ∗)− ru(Λ̂).
The second ingredient is the convexity of log fΛ − EΛ∗ log fΛ in Λ. Since d(Λ)− d̂(Λ) =
(EΛ∗ log fΛ∗ − log fΛ∗) + (log fΛ − EΛ∗ log fΛ), the convexity implies that the function d(Λ)− d̂(Λ)
is also convex in Λ. Hence, it holds that
d(Λ∗)− d̂(Λ∗) ≥ d(Λ̂)− d̂(Λ̂) + 〈∇(d− d̂)Λ̂, Λ∗ − Λ̂〉,
where∇(d− d̂)Λ̂ is any subgradient of d(Λ)− d̂(Λ) at Λ̂. Rearranging the equality leads to
d(Λ̂)− d̂(Λ̂) ≤ d(Λ∗)− d̂(Λ∗) + 〈∇(d− d̂)Λ̂, Λ̂− Λ∗〉.
Combining the two ingredients and doing some algebra yield
d(Λ̂) ≤ d(Λ∗) + ru(Λ∗)− ru(Λ̂) + 〈∇(d − d̂)Λ̂, Λ̂− Λ∗〉.
By the definition of d(Λ∗), we also find
d(Λ∗) = EΛ∗ log
(fΛ∗(x)
fΛ∗(x)
)
= 0.
We can thus remove d(Λ∗) from the inequality above and find
d(Λ̂) ≤ ru(Λ∗)− ru(Λ̂) + 〈∇(d− d̂)Λ̂, Λ̂− Λ∗〉 = ru(Λ∗)− ru(Λ̂) + 〈∇(d− d̂)Λ̂, Λ̂〉+ 〈∇(d− d̂)Λ̂, −Λ∗〉.
This concludes Step 2.
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Step 3: (Bound for the Empirical Process Term) We show that on the event where r ≥ u˜(∇(d− d̂)Λ̂),
it holds that
d(Λ̂) ≤ ru(Λ∗) + ru(−Λ∗).
To this end, we first apply Lemma A1 to the last two terms on right-hand side of the result in Step 2
and find
d(Λ̂) ≤ ru(Λ∗)− ru(Λ̂) + u˜(∇(d− d̂)Λ̂)u(Λ̂) + u˜(∇(d − d̂)Λ̂)u(−Λ∗).
Rearranging the terms of the right-hand side yields
d(Λ̂) ≤ ru(Λ∗) + u˜(∇(d− d̂)Λ̂)u(−Λ∗) +
(− r + u˜(∇(d− d̂)Λ̂))u(Λ̂).
Because u(·) is non-negative by definition, the inequality r ≥ u˜(∇(d− d̂)Λ̂) implies(− r + u˜(∇(d − d̂)Λ̂))u(Λ̂) ≤ 0,
and
u˜(∇(d − d̂)Λ̂)u(−Λ∗) ≤ ru(−Λ∗).
Combining the last three inequalities, we thus find on the event where r ≥ u˜(∇(d − d̂)Λ̂) the inequality
d(Λ̂) ≤ ru(Λ∗) + ru(−Λ∗).
This concludes the Step 3 and thus completes the proof of Theorem 1. 
B. PROOF OF EXAMPLE RESULTS
Proof of Lemma 1. This lemma is a specification of Theorem 1 to tensor response regression with
array normal noise. The proof consists of three steps. First, we obtain the explicit form of the empirical
and population version of Kullback-Leibler loss, d̂(Λ) and d(Λ). Second, we derive the gradient of
d(Λ)− d̂(Λ) at Λ̂, denoted as∇(d − d̂)Λ̂. At last, we apply Theorem 1 with the derived explicit forms of
d(Λ̂) and∇(d− d̂)Λ̂ to conclude the proof.
Step 1. We first derive the explicit form of the empirical and population version of Kullback-Leibler
loss. Plugging the array normal density into the empirical Kullback-Leibler divergence between condi-
tional densities fΛ and fΛ∗ yields
d̂(Λ) =
1
2
n∑
i=1
(||(Y i − Λ×1 zi)× Σ−1/2||2 − ||(Y i − Λ∗ ×1 zi)× Σ−1/2||2)
=
1
2
n∑
i=1
(||(Y i − Λ∗ ×1 zi + Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2||2−
||(Y i − Λ∗ ×1 zi)× Σ−1/2||2
)
.
LemmaD1 shows that (Y i − Λ∗ ×1 zi + Λ∗ ×1 zi − Λ ×1 zi)× Σ−1/2 = (Y i − Λ∗ ×1 zi)× Σ−1/2 +
(Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2. We can thus reorganize the above equation as
d̂(Λ) =
1
2
n∑
i=1
(||(Y i − Λ∗ ×1 zi)× Σ−1/2 + (Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2||2−
||(Y i − Λ∗ ×1 zi)× Σ−1/2||2
)
.
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We expand the first array norm as shown in Lemma D2 and get
d̂(Λ) =
1
2
n∑
i=1
(||(Y i − Λ∗ ×1 zi)× Σ−1/2||2 + ||(Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2||2
+ 2〈(Y i − Λ∗ ×1 zi)× Σ−1/2, (Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2〉−
||(Y i − Λ∗ ×1 zi)× Σ−1/2||2
)
.
Canceling the first and last term of d̂(Λ) yields
d̂(Λ) =
1
2
n∑
i=1
(||(Λ∗ ×1 zi − Λ ×1 zi)× Σ−1/2||2
+ 2〈(Y i − Λ∗ ×1 zi)× Σ−1/2, (Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2〉
)
.
Taking the expectation of d̂(Λ) with respect to Y i conditioning on zi gives the conditional Kullback-
Leibler divergence
d(Λ) =
1
2
n∑
i=1
EΛ∗
(||(Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2||2
+ 2〈(Y i − Λ∗ ×1 zi)× Σ−1/2, (Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2〉
)
=
1
2
n∑
i=1
||(Λ∗ ×1 zi − Λ ×1 zi)× Σ−1/2||2
+
n∑
i=1
EΛ∗〈(Y i − Λ∗ ×1 zi)× Σ−1/2, (Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2〉,
where EΛ∗ denotes the conditional expectation conditioning on z
i. The expectation of the inner product
term becomes
EΛ∗〈(Y i − Λ∗ ×1 zi)× Σ−1/2, (Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2〉
=
b2∑
i2=1
· · ·
bp∑
ip=1
EΛ∗
(
(Y i − Λ∗ ×1 zi)× Σ−1/2
)
i2,...,ip
· ((Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2)i2,...,ip .
Further, since EΛ∗
(
Y i
)
= Λ∗ ×1 zi,
EΛ∗
(
(Y i − Λ∗ ×1 zi)× Σ−1/2
)
i2,...,ip
=EΛ∗
( b2∑
j2=1
· · ·
bp∑
jp=1
(Y i − Λ∗ ×1 zi)j2,...,jp · σ(2)i2j2 . . . σ
(p)
ipjp
)
=
b2∑
j2=1
· · ·
bp∑
jp=1
EΛ∗(Y
i − Λ∗ ×1 zi)j2,...,jp · σ(2)i2j2 . . . σ
(p)
ipjp
=0,
where σ
(k)
ij denotes the (i, j)th element of A
−1
k . Thus, EΛ∗〈(Y i − Λ∗ ×1 zi)× Σ−1/2, (Λ∗ ×1 zi −
Λ×1 zi)× Σ−1/2〉 = 0. We then find
d(Λ) =
1
2
n∑
i=1
||(Λ∗ ×1 zi − Λ×1 zi)× Σ−1/2||2.
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By the definition of the mode-1 product, we write Λ∗ ×1 zi − Λ ×1 zi = (Λ∗ − Λ)×1 zi and conclude
that the conditional Kullback-Leibler divergence of tensor regression with array normal noise has the
explicit form of
d(Λ) =
1
2
n∑
i=1
||(Λ∗ − Λ)×1 zi × Σ−1/2||2,
which is the prediction error.
Step 2.We derive the explicit form of∇(d − d̂)Λ̂. With d(Λ) and d̂(Λ) derived in Step 1, we obtain
d(Λ̂)− d̂(Λ̂) = 1
2
n∑
i=1
||(Λ∗ − Λ̂)×1 zi × Σ−1/2||2 − 1
2
n∑
i=1
(||(Λ∗ ×1 zi − Λ̂×1 zi)× Σ−1/2||2
+ 2〈(Y i − Λ∗ ×1 zi)× Σ−1/2, (Λ∗ ×1 zi − Λ̂×1 zi)× Σ−1/2〉
)
.
Canceling the first and second term in the above equality yields
d(Λ̂)− d̂(Λ̂) = −
n∑
i=1
〈(Y i − Λ∗ ×1 zi)× Σ−1/2, (Λ∗ ×1 zi − Λ̂×1 zi)× Σ−1/2〉.
Let W i := 〈(Y i − Λ∗ ×1 zi)× Σ−1/2, (Λ∗ ×1 zi − Λ̂ ×1 zi)× Σ−1/2〉. We write d(Λ̂)− d̂(Λ̂) =
−∑ni=1W i and find
∇(d− d̂)Λ̂ = −
n∑
i=1
∇W i(Λ̂),
where∇W i(Λ̂) denotes the gradient ofW i at Λ̂.
Next we derive∇W i(Λ̂). ExpandingW i by the definition of tensor inner product, we get
W i =
b2∑
i2=1
· · ·
bp∑
ip=1
(
(Y i − Λ∗ ×1 zi)× Σ−1/2
)
i2,...,ip
(
(Λ∗ − Λ̂)×1 zi × Σ−1/2
)
i2,...,ip
.
Expanding the tensor operations in the second term yields
W i =
b2∑
i2=1
· · ·
bp∑
ip=1
(
(Y i − Λ∗ ×1 zi)× Σ−1/2
)
i2,...,ip
· ( b1∑
j1=1
· · ·
bp∑
jp=1
(Λ∗ − Λ̂)j1,...,jpzi1j1σ(2)i2j2 . . . σ
(p)
ipjp
)
.
The partial derivative ofW i with regarding to Λ̂m1,...,mp is
∂W i
∂Λ̂m1,...,mp
=
b2∑
i2=1
· · ·
bp∑
ip=1
(
(Y i − Λ∗ ×1 zi)× Σ−1/2
)
i2,...,ip
(−zi1m1σ(2)i2m2 . . . σ
(p)
ipmp
).
Here zi1m1 is the (m1, 1)th entry of (z
i)⊤, σ
(k)
ikmk
is the (mk, ik)th entry of (A
−1
k )
⊤, k ∈ {2, . . . , p}. Let
(Σ−1/2)⊤ := {(A−12 )⊤, . . . , (A−1p )⊤}, we obtain
∂W i
∂Λ̂m1,...,mp
= −((Y i − Λ∗ ×1 zi)× Σ−1/2 × (Σ−1/2)⊤ ×1 (zi)⊤)m1,...,mp .
Hence,∇W i(Λ̂) has the form
∇W i(Λ̂) = −(Y i − Λ∗ ×1 zi)× Σ−1/2 × (Σ−1/2)⊤ ×1 (zi)⊤.
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Plugging the explicit form of∇W i(Λ̂) into the equation of∇(d− d̂)Λ̂ yields
∇(d− d̂)Λ̂ =
n∑
i=1
(Y i − Λ∗ ×1 zi)× Σ−1/2 × (Σ−1/2)⊤ ×1 (zi)⊤.
Under the assumed tensor regression model, Y i − Λ∗ ×1 zi = Ei, so that
∇(d− d̂)Λ̂ =
n∑
i=1
(
Ei × Σ−1/2 × (Σ−1/2)⊤ ×1 (zi)⊤
)
.
Expanding the Tucker product as a sequence of mode products gives
∇(d− d̂)Λ̂ =
n∑
i=1
(
Ei ×1 A−12 ×2 . . .×p−1 A−1p ×1 (A−12 )⊤ ×2 . . .×p−1 (A−1p )⊤ ×1 (zi)⊤
)
.
The properties of the tensor mode product include (T ×i W )×j V = (T ×j V )×i W = T ×i W ×j
V for i 6= j and (T ×i W )×i V = T ×i (VW ) (De Lathauwer et al., 2000). Reorganizing the above
equation yields
∇(d− d̂)Λ̂ =
n∑
i=1
(
Ei ×1
(
(A−12 )
⊤A−12
)×2 . . .×p−1 ((A−1p )⊤A−1p )×1 (zi)⊤).
Since (A−1k )
TA−1k = (AkA
T
k )
−1 = Σ−1k ,
∇(d − d̂)Λ̂ =
n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
.
Step 3. We apply Theorem 1 with the explicit form of d(Λ̂) and ∇(d− d̂)Λ̂, and conclude that for all
r ≥ u˜(∑ni=1 (Ei × Σ−1 ×1 (zi)⊤)), it holds that
1
2
n∑
i=1
||(Λ∗ − Λ̂)×1 zi × Σ−1/2||2 ≤ ru(Λ∗) + ru(−Λ∗).
This completes the proof. 
Proof of Lemma 2. This lemma is a specification of Theorem 1 to generalized linear tensor regression.
The proof consists of three steps. First, we obtain the explicit form of the empirical and population
version of the Kullback-Leibler loss, d̂(Λ) and d(Λ). Second, we derive the gradient of d(Λ)− d̂(Λ)
at Λ̂, denoted as ∇(d− d̂)Λ̂. At last, we apply Theorem 1 with the derived explicit forms of d(Λ̂) and
∇(d− d̂)Λ̂ to conclude the proof.
Step 1.We first derive the explicit form of the empirical and population version of the Kullback-Leibler
loss. Plugging the conditional density of yi | zi into the empirical Kullback-Leibler divergence yields
d̂(Λ) =
n∑
i=1
(yi〈Λ∗, zi〉 − b(〈Λ∗, zi〉)
α
+ c(yi, α)− y
i〈Λ, zi〉 − b(〈Λ, zi〉)
α
− c(yi, α)).
Canceling the term c(yi, α)− c(yi, α) and reorganizing the terms on the right-hand side yields
d̂(Λ) =
1
α
n∑
i=1
(
yi〈Λ∗ − Λ, zi〉 − b(〈Λ∗, zi〉) + b(〈Λ, zi〉)).
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Taking the expectation of d̂(Λ) with respect to yi conditioning on zi, we obtain the conditional Kullback-
Leibler divergence in the form of
d(Λ) =
1
α
n∑
i=1
EΛ∗
(
yi〈Λ∗ − Λ, zi〉 − b(〈Λ∗, zi〉) + b(〈Λ, zi〉)),
where EΛ∗ denotes the conditional expectation conditioning on z
i. As EΛ∗(y
i) = g−1(〈Λ∗, zi〉), we find
that the conditional Kullback-Leibler divergence of the generalized linear tensor regression has the explicit
form of
d(Λ) =
1
α
n∑
i=1
(
g−1(〈Λ∗, zi〉) · 〈Λ∗ − Λ, zi〉 − b(〈Λ∗, zi〉) + b(〈Λ, zi〉)).
Step 2.We derive the explicit form of∇(d − d̂)Λ̂. With d(Λ) and d̂(Λ) derived in Step 1, we obtain
d(Λ̂)− d̂(Λ̂) = 1
α
n∑
i=1
(
g−1(〈Λ∗, zi〉) · 〈Λ∗ − Λ̂, zi〉 − b(〈Λ∗, zi〉) + b(〈Λ̂, zi〉)−
yi〈Λ∗ − Λ̂, zi〉+ b(〈Λ∗, zi〉)− b(〈Λ̂, zi〉)).
Canceling the terms involving b(·) in the above equality yields
d(Λ̂)− d̂(Λ̂) = 1
α
n∑
i=1
(
g−1(〈Λ∗, zi〉) · 〈Λ∗ − Λ̂, zi〉 − yi〈Λ∗ − Λ̂, zi〉)
=
1
α
n∑
i=1
(
g−1(〈Λ∗, zi〉)− yi)〈Λ∗ − Λ̂, zi〉.
Expanding the tensor inner product by definition, we find that the gradient ∇(d− d̂)Λ̂ has the explicit
form
∇(d− d̂)Λ̂ =
1
α
n∑
i=1
(
g−1(〈Λ∗, zi〉)− yi)(−zi)
=
1
α
n∑
i=1
(
yi − g−1(〈Λ∗, zi〉))zi.
Step 3. We apply Theorem 1 with the explicit form of d(Λ̂) and ∇(d− d̂)Λ̂ and conclude that for all
r ≥ u˜( 1α∑ni=1 (yi − g−1(〈Λ∗, zi〉))zi), it holds that
d(Λ̂) ≤ ru(Λ∗) + ru(−Λ∗)
with Kullback-Leibler loss d(Λ̂) = 1α
∑n
i=1
(
g−1(〈Λ∗, zi〉) · 〈Λ∗ − Λ̂, zi〉 − b(〈Λ∗, zi〉) + b(〈Λ̂, zi〉)).
To convey the idea that the choice of the regularization parameter is in the form of noise, we write the
lower bound of the regularization parameter as u˜
(
1
α
∑n
i=1
(
yi − EΛ∗(yi)
)
z
i
)
. 
Proof of Lemma 3. The proof consists of three steps. First, we obtain the explicit form of d̂(Λ) and
d(Λ) in exponential trace models. Second, we derive the gradient of d(Λ)− d̂(Λ) at Λ̂. At last, we apply
Theorem 1 with the derived explicit forms.
Step 1. In the exponential trace model, it holds that
n∑
i=1
log
(
fΛ(X
i)
)
= −
n∑
i=1
〈Λ, T (X i)〉 − na(Λ).
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The definition of inner product implies that 〈Λ, T (X i)〉 = 〈T (X i), Λ〉. Therefore, we write
n∑
i=1
log
(
fΛ(X
i)
)
= −
n∑
i=1
〈T (X i), Λ〉 − na(Λ).
Plugging the log-likelihood into the empirical Kullback-Leibler loss yields
d̂(Λ) = −
n∑
i=1
〈T (X i), Λ∗〉 − na(Λ∗) +
n∑
i=1
〈T (X i), Λ〉+ na(Λ).
Since inner product 〈·, ·〉 is linear, we write
d̂(Λ) = 〈
n∑
i=1
T (X i), Λ− Λ∗〉 − na(Λ∗) + na(Λ).
The population loss d(Λ) is the expectation of the empirical loss d̂(Λ). We thus obtain
d(Λ) = EΛ∗
(〈 n∑
i=1
T (X i), Λ− Λ∗〉 − na(Λ∗) + na(Λ)).
Again, 〈·, ·〉 is linear, and we find
d(Λ) = 〈
n∑
i=1
EΛ∗T (X
i), Λ− Λ∗〉 − na(Λ∗) + na(Λ).
Step 2. We derive the explicit form of ∇(d− d̂)Λ̂ in the exponential trace model. With the forms of
d(Λ) and d̂(Λ) derived in Step 1, we obtain
d(Λ̂)− d̂(Λ̂) = (〈 n∑
i=1
EΛ∗T (X
i), Λ̂− Λ∗〉 − na(Λ∗) + na(Λ̂))− (〈 n∑
i=1
T (X i), Λ̂ − Λ∗〉 − na(Λ∗) + na(Λ̂)).
Applying the linearity of inner product and canceling −na(Λ∗) + na(Λ̂) + na(Λ∗)− na(Λ̂), we obtain
d(Λ)− d̂(Λ) = 〈
n∑
i=1
(
EΛ∗T (X
i)− T (X i)), Λ̂− Λ∗〉.
The definition of inner product implies that
∇(d− d̂)Λ̂ =
n∑
i=1
(
EΛ∗T (X
i)− T (X i)).
Step 3. Plugging the explicit form of ∇(d− d̂)Λ̂ into the lower bound for the regularization parameter
in Theorem 1, we conclude for all r ≥ u˜(∑ni=1 (EΛ∗T (X i)− T (X i))) the inequality
d(Λ̂) ≤ ru(Λ∗) + ru(−Λ∗)
with Kullback-Leibler loss d(Λ̂) = 〈∑ni=1 EΛ∗T (X i), Λ̂− Λ∗〉 − na(Λ∗) + na(Λ̂). 
C. EMPIRICAL PROCESS TERMS
LEMMA C1 (CONTROL OF THE EMPIRICAL TERM FOR TENSOR RESPONSE REGRESSION). Let
zij be the jth entry of row vector z
i. Suppose
∑n
i=1(z
i
j)
2/n = 1, and (Σ−1k )ikik = h
2
k, hk > 0, for
k ∈ {2, . . . , p}, ik ∈ {1, . . . , bk}. Consider the case with zero-mean array normal noise in Section 3.1
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and u(Λ) :=
∑b1
i1=1
· · ·∑bpip=1 |Λi1,...,ip |. For all t > 0 and r0 = (∏pk=2 hk)√2n(t2 + log(∏pj=1 bj)),
it holds that
P
(
u˜
( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)) ≤ r0) ≥ 1− 2 exp(−t2).
Proof of Lemma C1. The proof consists of two steps. First, we plug in u˜(·) and re-express the target
probability in terms of random variables
(∑n
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
. Second, we apply the
Chernoff inequality to bound the tail probabilities.
Step 1. For Λ ∈ Rb1×···×bp , the dual of the regularizer is of the form
u˜(Λ) := sup
{〈Λ, Λ′〉 | Λ′ ∈ Rb1×···×bp , u(Λ′) ≤ 1} = max
i1,...,ip
|Λ
i1,...,ip
|.
Therefore,
P
(
u˜
( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)) ≤ r0)
= P
(
max
i1,...,ip
|( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
| ≤ r0
)
= 1− P ( max
i1,...,ip
|( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
| > r0
)
≥ 1−
b1∑
i1=1
· · ·
bp∑
ip=1
P
(|( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
| > r0
)
.
Step 2.We now work on the distribution of
(∑n
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
to bound its tail prob-
ability. We first observe that
( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
=
( n∑
i=1
(
Ei × Σ−1/2 × (Σ−1/2)⊤ ×1 (zi)⊤
)
i1,...,ip
.
The definition of the array normal distribution in Hoff (2011) shows that
Ei = N i ×A,
where N i is an array of independent standard normal entries in Rb2×···×bp . Then,
Ei × Σ−1/2 = (N i ×A)× Σ−1/2.
Expanding the Tucker product in the above equation yields
Ei × Σ−1/2 = (N i ×1 A2 ×2 . . .×p−1 Ap)×1 A−12 ×2 · · · ×p−1 A−1p .
Further, we apply the properties of mode products on the right-hand side and find
Ei × Σ−1/2 = N i ×1 (A−12 A2)×2 . . .×p−1 (A−1p Ap) = N i ×1 I(2) ×2 . . .×p−1 I(p),
where I(k) is the identity matrix of dimension bk × bk for k ∈ {2, . . . , p}. Hence,
Ei × Σ−1/2 = N i.
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The above equality can be shown by writing out the element-wise form of Ei × Σ−1/2 as
(Ei × Σ−1/2)i2,...,ip =
(
N i ×1 I(2) ×2 . . .×p−1 I(p)
)
i2,...,ip
=
b2∑
j2
· · ·
bp∑
jp
N ij2,...,jpI
(2)
i2j2
. . . I
(p)
ipjp
= N ii2,...,ip .
Plugging the equality between Ei × Σ−1/2 and N i into (∑ni=1 (Ei × Σ−1/2 × (Σ−1/2)⊤ ×1
(zi)⊤
)
i1,...,ip
shows
( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
=
( n∑
i=1
(
N i ×1 (A−12 )⊤ ×2 . . .×p−1 (A−1p )⊤ ×1 (zi)⊤
)
i1,...,ip
=
n∑
i=1
b2∑
j2=1
· · ·
bp∑
jp=1
N ij2,...,jp(A
−1
2 )
⊤
i2j2 . . . (A
−1
p )
⊤
ipjpz
i
i1 .
Since N i is an array of independent standard normal entries, we find
( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
∼ N (0,
n∑
i=1
b2∑
j2=1
· · ·
bp∑
jp=1
(zii1(A
−1
2 )
⊤
i2j2 . . . (A
−1
p )
⊤
ipjp)
2),
where the variance can be re-written as
( n∑
i=1
(zii1)
2
)( b2∑
j2=1
(A−12 )
2
j2i2
)
. . .
( bp∑
jp=1
(A−1p )
2
jpip
)
.
Observe that
∑bk
jk=1
(A−1k )
2
jkik
=
(
(A⊤k )
−1(Ak)
−1
)
ikik
= (Σ−1k )ikik = h
2
k, and
∑n
i=1(z
i
j)
2/n = 1, we
show
( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
∼ N (0, n
p∏
k=2
h2k).
We now apply the Chernoff bound for the normal distribution and control the stochastic term to find
b1∑
i1=1
· · ·
bp∑
ip=1
P
(|( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
| > r0
)
= 2
p∏
m=1
bm · P
(( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
> r0
)
≤ 2
p∏
m=1
bm · exp(− r
2
0
2n
∏p
k=2 h
2
k
)).
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Plugging in r0 yields
b1∑
i1=1
· · ·
bp∑
ip=1
P
(|( n∑
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)
i1,...,ip
| > r0
)
≤ 2
p∏
m=1
bm · exp(−
∏p
k=2 h
2
k · 2n(t2 + log(
∏p
j=1 bj)
2n
∏p
k=2 h
2
k
)
= 2
p∏
m=1
bm · exp(−t2 − log(
p∏
j=1
bj))
= 2 exp(−t2).
We conclude that P (u˜
(∑n
i=1
(
Ei × Σ−1 ×1 (zi)⊤
)) ≤ r0) ≥ 1− 2 exp(−t2) as desired. 
LEMMA C2 (CONTROL OF THE EMPIRICAL TERM FOR LOGISTIC REGRESSION). Let zij be the jth
entry of vector zi. Suppose
∑n
i=1(z
i
j)
2/n = 1 and u(Λ) :=
∑b1
j=1 |Λj |. For all t > 0 and r0 =√
(1 + 2maxi{pi(1− pi)})/3 · n(t2 + log b1), where pi := EΛ∗yi = e〈Λ∗, zi〉/
(
1 + e〈Λ
∗, zi〉
)
, it holds
that
P
(
u˜
( n∑
i=1
(
yi − pi)zi) ≤ r0) ≥ 1− 2 exp(−t2).
Proof of Lemma C2. The proof consists of two steps. First, we plug in u˜(·) and re-express the target
probability in terms of random variables
∑n
i=1
(
yi − pi)zij . Second, we apply the improved Hoeffding’s
inequality (Bercu et al., 2015, Theorem 2.47) to bound the tail probabilities.
Step 1. For Λ ∈ Rb1 , the dual of the regularizer is of the form
u˜(Λ) := sup
{〈Λ, Λ′〉 | Λ′ ∈ Rb1 , u(Λ′) ≤ 1} = max
j∈{1,...,b1}
|Λj|.
Therefore,
P
(
u˜
( n∑
i=1
(
yi − pi)zi) ≤ r0) = P ( max
j∈{1,...,b1}
|
n∑
i=1
(
yi − pi)zij| ≤ r0)
= 1− P ( max
j∈{1,...,b1}
|
n∑
i=1
(
yi − pi)zij| > r0)
≥ 1−
b1∑
j=1
P (|
n∑
i=1
(
yi − pi)zij| > r0).
Step 2. We now bound the tail probability of
∑n
i=1
(
yi − pi)zij . Let Ui := yizij and Sn :=∑ni=1 Ui,
we observe that
n∑
i=1
(
yi − pi)zij = Sn − EΛ∗Sn,
where EΛ∗Sn is the conditional expectation given z
i
j . The random variable Ui is bounded, specifically,
min{0, zij} ≤ Ui ≤ max{0, zij}. Applying the improved Hoeffding’s inequality (Bercu et al., 2015, The-
orem 2.47) yields
P (
n∑
i=1
(
yi − pi)zij > r0) = P (Sn − EΛ∗Sn > r0) ≤ exp (− 3r20Dn + 2Vn
)
,
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where Dn =
∑n
i=1
(
max{0, zij} −min{0, zij}
)2
=
∑n
i=1(z
i
j)
2 = n, and Vn = EΛ∗(Sn − EΛ∗Sn)2 =∑n
i=1(z
i
j)
2pi(1 − pi). Similarly, we find
P (
n∑
i=1
(
yi − pi)zij < −r0) = P (−Sn − EΛ∗(−Sn) > r0) ≤ exp (− 3r20Dn + 2Vn
)
.
We are left with bounding the tail probabilities. To this end, we observe that
b1∑
j=1
P (|
n∑
i=1
(
yi − pi)zij | > r0) ≤ 2b1 exp (− 3r20Dn + 2Vn
)
= 2b1 exp
(− 3r20
n+ 2
∑n
i=1(z
i
j)
2pi(1 − pi)
)
≤ 2b1 exp
(− 3r20
n+ 2nmaxi{pi(1− pi)}
)
.
Plugging in r0 yields
b1∑
j=1
P (|
n∑
i=1
(
yi − pi)zij | > r0)
≤ 2b1 exp
(− (1 + 2maxi{pi(1− pi)}) · n(t2 + log b1)
n+ 2nmaxi{pi(1− pi)}
)
= 2b1 exp
(− t2 − log b1)
= 2 exp
(− t2).
We conclude that P
(
u˜
(∑n
i=1
(
yi − pi)zi) ≤ r0) ≥ 1− 2 exp(−t2) as desired. 
LEMMA C3 (CONTROL OF THE EMPIRICAL TERM FOR GAUSSIAN GRAPHICAL MODEL). Consider
u(Λ) :=
∑p
i1=1
∑p
i2=1
|Λi1i2 | and X i ∼ N (0, (Λ∗)−1). For 0 < t <
√
n/4− log (p(p− 1)), and
r0 = 80maxk
(
(Λ∗)−1
)
kk
√
n
(
t2 + log
(
p(p− 1))), it holds that
P
(
u˜
( n∑
i=1
(
(Λ∗)−1 −X i(X i)⊤)) ≤ r0) ≥ 1− 4 exp(−t2).
Proof of Lemma C3. The proof consists of two steps. First, we plug in u˜(·) and re-express the
target probability in terms of random variables
(
Λ̂−1 − (Λ∗)−1)
i1i2
, where Λ̂−1 :=
∑n
i=1X
i(X i)⊤/n
is the sample covariance matrix. Second, we apply the concentration result for sample covariance
matrix (Ravikumar et al., 2011, Lemma 1) to bound the tail probabilities.
Step 1. For Λ ∈ Rp×p, the dual of the regularizer is of the form
u˜(Λ) := sup
{〈Λ, Λ′〉 | Λ′ ∈ Rp×p, u(Λ′) ≤ 1} = max
i1,i2
|Λi1i2 |.
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Therefore,
P
(
u˜
( n∑
i=1
(
(Λ∗)−1 −X i(X i)⊤)) ≤ r0)
= P
(
max
i1,i2
|n((Λ∗)−1 − 1
n
n∑
i=1
X i(X i)⊤
)
i1i2
| ≤ r0
)
= P
(
max
i1,i2
|((Λ∗)−1 − 1
n
n∑
i=1
X i(X i)⊤
)
i1i2
| ≤ r0
n
)
= 1− P (max
i1,i2
|((Λ∗)−1 − 1
n
n∑
i=1
X i(X i)⊤
)
i1i2
| > r0
n
)
≥ 1−
p∑
i1=1
p∑
i2=1,i2 6=i1
P (|(Λ∗)−1 − 1
n
n∑
i=1
X i(X i)⊤
)
i1i2
| > r0
n
).
Step 2. Ravikumar et al. (2011, Lemma 1) gives the tail bound of sample covariance matrix as
P (|(Λ̂−1 − (Λ∗)−1)
i1i2
| > δ) ≤ 4 exp (− nδ2
802maxk
(
(Λ∗)−1
)2
kk
)
,
for all δ ∈ (0, 40maxk
(
(Λ∗)−1
)
kk
). We are now ready to work on the desired tail bound.
p∑
i1=1
p∑
i2=1,i2 6=i1
P (|(Λ∗)−1 − 1
n
n∑
i=1
X i(X i)⊤
)
i1i2
| > r0
n
) ≤ 4p(p− 1) exp(− n(r0/n)
2
802maxk
(
(Λ∗)−1
)2
kk
).
Plugging in r0 yields
p∑
i1=1
p∑
i2=1,i2 6=i1
P (|(Λ∗)−1 − 1
n
n∑
i=1
X i(X i)⊤
)
i1,i2
| > r0
n
)
≤ 4p(p− 1) exp (− n
(
80maxk
(
(Λ∗)−1
)
kk
√
n(t2 + log
(
p(p− 1)))/n)2
802maxk
(
(Λ∗)−1
)2
kk
)
= 1− p(p− 1) · 4 exp (− t2 − log (p(p− 1)))
= 1− 4 exp (− t2)
for all 0 < r0/n < 40maxk
(
(Λ∗)−1
)
kk
. It can now be readily shown that the desired bound holds for all
0 < t <
√
n/4− log (p(p− 1)). 
D. NOTATION AND PROPERTIES OF TENSOR OPERATIONS
We follow the notation for tensor and tensor operations in Kolda (2006); Kolda & Bader (2009). A
tensor T ∈ Rb1×···×bp can simply be seen as a multi-dimensional array (Ti1,...,ip : ik ∈ {1, . . . bk}; k ∈
{1, . . . , p}). The mode-k fibers of T are vectors obtained by fixing all indices except the kth one; for
example, Ti1,...,ik−1,:,ik+1,...,ip ∈ Rbk . The kth mode matricization of T is the matrix having the mode-
k fibers of T as columns and is represented by T(k) ∈ Rbk×
(
b1...bk−1bk+1...bp
)
. The mode-k product of
tensor T and a matrix C ∈ Rm×bk is a tensor defined by Y = T ×k C ∈ Rb1×···×bk−1×m×bk+1×···×bp .
The resulting array Y is from the inversion of the kth mode matricization operation on the matrix CT(k),
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that is, Y(k) = CT(k). The entries of Y are given by
(T ×k C)i1,...,ik−1,j,ik+1,...,ip =
bk∑
ik=1
Ti1,...,ik−1,ik,ik+1,...,ipcjik
for j ∈ {1, . . . ,m}, k ∈ {2, . . . , p− 1}, il ∈ {1, . . . , bl}, l ∈ {1, . . . , k − 1, k + 1, . . . , p} (the case of
k ∈ {1, p} is similar). The Tucker product is an extension of the mode-k product, which is the prod-
uct of a tensor T and a list of matrices E = {E1, . . . , Ep} in which Ek ∈ Rmk×bk . The (i, j)th element
of Ek is denoted by e
(k)
ij . The tensor product is given by
T × E = T ×1 E1 ×2 . . .×p Ep,
or, elementwise,
(T × E)
j1,...,jp
=
b1∑
i1=1
· · ·
bp∑
ip=1
Ti1,...,ipe
(1)
j1i1
. . . e
(p)
jpip
for jk ∈ {1, . . . ,mk}, k ∈ {1, . . . , p}. The inner product of two same-sized tensorsW ,V ∈ Rb1×···×bp is
the sum of the products of same-index elements, that is,
〈W , V〉 =
b1∑
i1=1
· · ·
bp∑
ip=1
wi1,...,ipvi1,...,ip .
The array norm of tensor T is the inner product of itself and given by ||T ||2 = 〈T , T 〉 =∑
i1
· · ·∑ip t2i1,...,ip .
LEMMA D1. Let tensors W ,V ∈ Rb1×···×bp , list of matrices E = {E1, . . . , Ep} in which Ek ∈
R
mk×bk , k ∈ {1, . . . , p}, it holds that(W + V)× E =W × E + V × E.
Proof of Lemma D1. This lemma can be proved by writing out the Tucker product on the left-hand side
element-wise. For k ∈ {1, . . . p}, and jk ∈ {1, . . . ,mk},
((W + V)× E)
j1,...,jp
=
b1∑
i1=1
· · ·
bp∑
ip=1
(
w + v
)
i1,...,ip
e
(1)
j1i1
. . . e
(p)
jpip
=
( b1∑
i1=1
· · ·
bp∑
ip=1
wi1,...,ipe
(1)
j1i1
. . . e
(p)
jpip
)
+
( b1∑
i1=1
· · ·
bp∑
ip=1
vi1,...,ipe
(1)
j1i1
. . . e
(p)
jpip
)
=
(W × E)
j1,...,jp
+
(V × E)
j1,...,jp
.
This is equivalent to the relationship
(W + V)× E =W × E + V × E. 
LEMMA D2. For two same-sized tensorsW ,V ∈ Rb1×···×bp ,
||W + V||2 = ||W||2 + ||V||2 + 2〈W , V〉.
26 R. ZHUANG AND J. LEDERER
Proof of Lemma D2. By the definition of array norm,
||W + V||2 =
b1∑
i1=1
· · ·
bp∑
ip=1
(W + V)2
i1,...,ip
=
b1∑
i1=1
· · ·
bp∑
ip=1
(
wi1,...,ip + vi1,...,ip
)2
=
b1∑
i1=1
· · ·
bp∑
ip=1
w2i1,...,ip +
b1∑
i1=1
· · ·
bp∑
ip=1
v2i1,...,ip + 2
b1∑
i1=1
· · ·
bp∑
ip=1
wi1,...,ipvi1,...,ip .
That is, ||W + V||2 = ||W||2 + ||V||2 + 2〈W , V〉. 
