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ABSTRACT
We present and release co-added images of the Sloan Digital Sky Survey (SDSS) Stripe 82. Stripe 82 covers an
area of ∼300 deg2 on the celestial equator, and has been repeatedly scanned 70–90 times in the ugriz bands by the
SDSS imaging survey. By making use of all available data in the SDSS archive, our co-added images are optimized
for depth. Input single-epoch frames were properly processed and weighted based on seeing, sky transparency,
and background noise before co-addition. The resultant products are co-added science images and their associated
weight images that record relative weights at individual pixels. The depths of the co-adds, measured as the 5σ
detection limits of the aperture (3.′′2 diameter) magnitudes for point sources, are roughly 23.9, 25.1, 24.6, 24.1, and
22.8 AB magnitudes in the five bands, respectively. They are 1.9–2.2 mag deeper than the best SDSS single-epoch
data. The co-added images have good image quality, with an average point-spread function FWHM of ∼1′′ in the
r, i, and z bands. We also release object catalogs that were made with SExtractor. These co-added products have
many potential uses for studies of galaxies, quasars, and Galactic structure. We further present and release near-IR
J-band images that cover ∼90 deg2 of Stripe 82. These images were obtained using the NEWFIRM camera on the
NOAO 4 m Mayall telescope, and have a depth of about 20.0–20.5 Vega magnitudes (also 5σ detection limits for
point sources).
Key words: atlases – catalogs – surveys
Online-only material: color figures, machine-readable table
1. INTRODUCTION
Large-area multiwavelength surveys have revolutionized our
understanding of the properties of distant galaxies and quasars,
as well as stars in our own Galaxy. The Sloan Digital Sky
Survey (SDSS; York et al. 2000) has been a pioneer among
these surveys in the last decade. The SDSS is an imaging
and spectroscopic survey of the sky using a dedicated wide-
field 2.5 m telescope (Gunn et al. 2006) at the Apache Point
Observatory. So far the SDSS has obtained spectra of more than
1,500,000 galaxies and 160,000 quasars (Ahn et al. 2012, 2014;
Pâris et al. 2012, 2014). While its imaging survey has been
completed, its spectroscopic survey is still going on in the phase
known as SDSS-III (Eisenstein et al. 2011), so these numbers
are growing steadily.
The SDSS imaging survey covered a total of 14,555 deg2 of
unique sky area (Ahn et al. 2012). Imaging was performed in
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drift-scan mode using a 142 mega-pixel camera (Gunn et al.
1998) that gathers data in 5 broad bands, ugriz, on moonless
photometric (Hogg et al. 2001) nights of good seeing. The
effective exposure time was 54.1 s. The five broad bands span
the range from 3000 to 11,000 Å (Fukugita et al. 1996). The
images were processed using specialized software (Lupton et al.
2001; Stoughton et al. 2002), and were photometrically (Tucker
et al. 2006) and astrometrically (Pier et al. 2003) calibrated using
observations of a set of primary standard stars (Smith et al. 2002)
on a neighboring 20 inch telescope. The photometric calibration
is accurate to roughly 2% rms in the g, r, and i bands, and 3%
in u and z, as determined by the constancy of stellar population
colors (Ivezić et al. 2004; Blanton et al. 2005). With the so-
called “ubercalibration” (Padmanabhan et al. 2008), which uses
overlap between imaging scans, the calibration residual errors
are reduced to ∼2% in u and ∼1% in griz.
The majority of the SDSS imaging data are single-epoch
images (except overlap regions between adjacent scans). But
in addition to single-epoch data, the SDSS also conducted a
deep survey by repeatedly imaging a ∼300 deg2 area on the
celestial equator in the south Galactic cap in the Fall (Adelman-
McCarthy et al. 2007; Annis et al. 2011). This deep survey
stripe, or Stripe 82, roughly spans 20h < R.A. < 4h and
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−1.◦26 < Decl. < 1.◦26. Stripe 82 was scanned 70–90 times, de-
pending on R.A. along the stripe, in 1998–2007. In 1998–2004,
roughly 80 SDSS imaging runs were taken on Stripe 82, usu-
ally under optimal observing conditions mentioned above. In
2005–2007, more than 200 additional runs were taken as part
of the SDSS-II supernovae survey project (Frieman et al. 2008).
The observing conditions for many runs in 2005–2007 were
less optimal, with significant moonlight, poor seeing, or non-
photometric transparency, as we will discuss in Section 2.1. The
multi-epoch images of Stripe 82 are suitable for studies of vari-
ability and transient events. For example, they have been used
for high-redshift supernovae survey (Frieman et al. 2008; Sako
et al. 2008) and quasar variability studies (e.g., MacLeod et al.
2012; Schmidt et al. 2012). The multi-epoch data also allow the
construction of deeper co-added images (Abazajian et al. 2009;
Annis et al. 2011; Huff et al. 2011).
The first version of co-added images made from the Stripe 82
images are publicly available in the SDSS database. They were
released in the SDSS Data Release 7 (Abazajian et al. 2009).
The details of the construction of the co-adds are described in
Annis et al. (2011). Briefly, Annis et al. (2011) combined images
taken before 2005 December 1, over −50◦ < R.A. < 60◦ of the
Stripe 82. Each area of sky included data from 20–35 runs. The
co-added images were then run through the SDSS pipeline to
generate catalogs and other standard SDSS products. The total
coverage of the co-added catalog is 275 deg2. The data are about
1–2 mag (depending on R.A. and bands) deeper than SDSS
single-epoch data. Huff et al. (2011) also produced co-added
images from the Stripe 82 data. Their products were mainly
used for studies of galaxy weak lensing, so they only included
images with relatively good seeing. In Jiang et al. (2009), we
made our own co-added images that we used to select high-
redshift (z > 5) quasars (Jiang et al. 2008, 2009; McGreer et al.
2013).
In this paper, we release a new version of the co-added images
and their associated object catalogs. This version includes all
available images that cover Stripe 82. The co-add methodology
is slightly different from that of Annis et al. (2011). The main
difference is that Annis et al. (2011) released catalogs of de-
tected objects with properties measured by the standard SDSS
pipeline, but we did not run the SDSS pipeline. Instead, we
produced object catalogs using SExtractor (Bertin & Arnouts
1996). However, our images include many more SDSS runs
than Annis et al. (2011), so they go considerably deeper. The
additional runs we included were taken in 2006–2007 as part
of the SDSS-II supernovae survey, as mentioned earlier. We
also release near-IR J-band images that cover about 90 deg2 of
Stripe 82. These images were obtained from the NOAO
Kitt Peak 4 m Mayall telescope, using the wide-field near-IR
imager NEWFIRM (Probst et al. 2004). They have a depth of
roughly 20.0–20.5 Vega mag (5σ detection for point sources),
depending on position. This is much shallower than the depth
of the co-added SDSS images, but represents a significant ex-
tension of the wavelength range covered by the SDSS filters.
In Section 2, we present the details of the construction of
our co-added images from SDSS multi-epoch data. We then
describe our image products and quality assessment in Section 3.
In Section 4, we present our NEWFIRM J-band data. We
summarize the paper in Section 5. Throughout the paper all
SDSS magnitudes are on the AB system (not SDSS asinh
magnitudes (Lupton et al. 1999); all asinh magnitudes have
been converted to logarithmic AB magnitudes). The J-band
magnitudes are on the Vega system.
Figure 1. Layout of SDSS Stripe 82. Stripe 82 covers −60◦ < R.A. < 60◦
(20h < R.A. < 4h) and −1.◦26 < Decl. < 1.◦26. It consists of six south (S)
scanlines (red hatch) and six north (N) scanlines (blue backward hatch). The
numbers in the brackets are the scanline numbers used for our co-added images.
(A color version of this figure is available in the online journal.)
2. CONSTRUCTION OF THE CO-ADDED IMAGES
In this section, we present the construction of our co-added
Stripe 82 images. While there is no formal definition of the R.A.
range for Stripe 82, we adopt the range of −60◦ < R.A. < 60◦
(20h < R.A. < 4h) here. This range spans Galactic latitudes
from b = −15◦ to b = −63◦. The fields near R.A. = −60◦
(or R.A. = 300◦) are close to the Galactic plane, so they are
overwhelmed by Galactic stars and dust, and are not suitable
for extragalactic studies. In addition, these fields have less scan
coverage (and thus shallower co-added images), as we will see
in the next section.
We started with all 314 runs that cover (part of) Stripe 82.
An SDSS run (strip) consists of six parallel scanlines, identified
by camera columns or “camcols,” for each of the five ugriz
bands. The scanlines are 13.′5 wide, with gaps of roughly the
same width, so two interleaving strips make a stripe. Figure 1
illustrates the two strips (12 scanlines) of Stripe 82, referred to
as the south (S) and north (N) strips, respectively. In our final
co-added data, the six S scanlines have scanline numbers from
01 to 06, and the six N scanlines have scanline numbers from
07 to 12 (Figure 1). SDSS scanlines are divided into fields. An
SDSS field is the union of five ugriz frames covering the same
region of sky, and a SDSS frame is a single image in a single
band. The size of a field (or a frame) is 1489 × 2048 pixels, or
roughly 9.′8 × 13.′5 (R.A. × Decl.), with a pixel size of 0.′′396.
There is an overlap region with a width of 128 pixels along
the scan direction between any two neighbor frames. The input
images for our co-adds are SDSS calibrated frames, or the fpC
images. These frames have been bias subtracted and flat-fielded,
with bad and saturated pixels interpolated over.
2.1. Run and Field Selection
As the first step, we chose runs and fields for the Stripe 82
co-adds that are not of low quality (due to very poor seeing,
high sky background, low sky transparency, etc.). For each field
in the 314 runs between R.A. = −60◦ and 60◦, we estimated
three parameters from its r-band fpC frame: the FWHM of the
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Figure 2. Run coverage (number of observing runs/scans) as a function of
R.A. for Stripe 82. The north and south strips are indicated by blue and
red, respectively. The solid lines represent the number of runs chosen for our
co-adds. The median coverage is 82 for the N strip, and 71 for the S strip. The
dashed and dotted lines represent the numbers of runs that were actually used
for the co-adds (scanline 2 in N and S) in the i and g bands, respectively. See
Section 2 for details.
(A color version of this figure is available in the online journal.)
point-spread function (PSF), the atmospheric extinction (or sky
transparency), and the sky background. The sky background
is the median value of the frame, after the artificial soft bias
of 1000 DN is subtracted. This value is consistent with the
value provided by the keyword “sky” in the fits image header.
More sophisticated sky subtraction is done later. In order to
measure PSF FWHM and extinction, we ran SExtractor on
the fpC frame, and measured PSF and flux (in units of DN)
for isolated bright point sources. We then matched this object
catalog to the catalog of Stripe 82 standard stars by Ivezić et al.
(2007), and computed a zero point so that the median magnitude
difference between the two catalogs is zero. This is the absolute
zero point for this frame, regardless of whether the condition was
photometric or non-photometric. So the magnitude of an object
in this frame is −2.5 log(DN/texp) + zero point, where texp is the
exposure time of 54 s. This procedure is the same as Annis et al.
(2011) did, except that they used their own standard catalog. We
found that the median zero point for data taken at photometric
nights was 23.9 mag in the r band, the same as the value given by
Annis et al. (2011). Finally, the relative atmospheric extinction
is simply the zero-point offset from the photometric zero point.
For the region that the Ivezić et al. (2007) catalog does not cover
(R.A. = 300◦ −306.◦5), we chose one “good” Stripe 82 run with
good seeing, low sky background, and nearly zero extinction as
a standard run. We only took into account the relative extinction
for the next steps.
Based on these three parameters, we rejected 11 runs in which
most of the fields are of very low quality. The remaining 303
runs were used for our co-adds. They are listed in Table 3 in
the Appendix. Figure 2 shows the number of runs as a function
of R.A. (solid blue and red lines). The median coverages are
82 and 71 for the N and S strips, respectively. We kept runs
even if only a small fraction of the fields are good. Figure 3
is an example, showing the three parameters in the r band for
Run 7106. The frames at R.A. < −40◦ in this run have high
quality, with a PSF of ∼1.′′3, low extinction of ∼0.1 mag, and
low sky background of ∼200 DN. The image quality then gets
worse at R.A. > −40◦, and eventually becomes unacceptable at
Figure 3. Some basic information for Run 7106 in the r band (scanline 6).
From the top to the bottom panels we show PSF, atmospheric extinction, and
sky background for each frame as a function of R.A. The dashed lines indicate
our selection cuts. The image quality at R.A. < −40◦ in this run is good. The
image quality is worse at R.A. > −40◦, and is unacceptable for the majority of
the frames at R.A. > 0◦. Our procedure selected proper frames and weighted
individual frames based on PSF, extinction, and background noise.
R.A. > 0◦. Our further selection criteria will select and weight
individual frames based on the three parameters.
The SDSS CCDs were read out with two amplifiers. In some
runs, the two amplifiers had different gains so that the two halves
of an frame have obviously different background levels. We
identified these runs (and frames) by comparing the background
levels between the two halves and scaling (multiplying) one
side of the frame to match the other side. This has negligible
impact on the determination of extinction and the quality of final
co-adds. The difference between the two halves is usually
several DNs, and the fraction of affected frames is tiny (2%,
depending on scanline and filter).
In the next step we rejected frames with very poor seeing,
high sky background, or high extinction. We required that seeing
should be better than 2.′′3 and extinction should be smaller than
0.75 mag in the r band (Figure 4). Although the cuts on seeing
and extinction were made on the r-band frames, we rejected
all associated data in the other four bands. However, unlike
Annis et al. (2011), our selection cut on sky background was
made on each band separately, rather than on just the r band.
This is because the distributions of sky background for the five
bands are very different, due to the fact that the dependence of
sky background on is much more complex than the dependence
of seeing or extinction on wavelength, especially under non-
photometric observing conditions with significant moonlight or
clouds. Figure 4 shows the distributions of sky background in the
five bands. The difference between the distributions is obvious.
For example, the u- and g-band distributions have very long
tails at the high background end, but the z-band distribution
does not show a long tail. Therefore, we set different cuts on
sky background for different bands. We rejected frames with
background higher than [80, 250, 450, 550, 250] in units of DN
in the five bands. This is the result of a tradeoff between the
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Figure 4. Distributions of PSF, extinction, and sky background. The two upper
panels show the distributions of PSF and extinction measured in the r band.
They have been normalized so that the peak values are 100. The vertical dashed
lines indicate our selection cuts. The lower panel shows the distributions of sky
background in the five bands. They have been normalized so that the peak value
in the g band is 100. The distributions are very different in different bands, so
our selection cuts on sky background were made on the individual bands, i.e.,
we rejected frames with background higher than [80, 250, 450, 550, 250] in the
five bands, respectively.
(A color version of this figure is available in the online journal.)
background brightness and the number of frames to be rejected.
The above cuts roughly correspond to [3.5, 3.5, 3, 2.5, 2.0] times
the median background values in the five bands. The fractions
of the frames rejected by the criteria are about [18%, 21%, 9%,
4%, 1%], respectively. This means that our final co-adds include
more z-band frames than u.
Our selection criteria above are considerably more permissive
than those of Annis et al. (2011), in order to include as many
frames as possible and enhance the depth. The marginal gain (in
terms of the depth of the co-adds) by changing the values in the
criteria (to include more input frames) is negligible.
2.2. Sky Subtraction
The SDSS fpC frames do not have the sky background
removed. We used a simple but efficient method to perform sky
subtraction. Sky subtraction for the frames taken on moonless
photometric nights are relatively easy, because the spatial and
temporal variation across one SDSS field is small. It becomes
more straightforward if a field does not have any large bright
objects. In this case a low-order two dimensional function will
provide a good fit to the background after objects are detected
and masked out. However, a significant number of the runs
were taken with moonlight and non-photometric conditions.
They sometimes show strong background variation along the
drift scan (R.A.) direction. Our background subtraction method
was able to efficiently handle these extreme cases, as we now
describe.
For each fpC frame, we ran SExtractor to detect objects
after the soft bias was subtracted, and made a mask image
accordingly. We set the detection threshold for objects to be
2σ in a minimum of 4 pixels. We divided the frame into 12×16
grid elements, where each element measures 128 pixels at a
side. We calculated a sky value for each grid element from
256 × 256 pixels centered on this element, after the masked
pixels were removed. This sky value was computed based on
the distribution of the pixel values. We first calculated the mean
and standard deviation of the sky pixels, which were then used to
reject outliers. We repeated this process up to 20 iterations. If the
mean was smaller than the median, then the mean was adopted
for the sky value; otherwise the sky value was computed by 3 ×
median − 2 × mean, an estimate for the mode of the distribution.
If more than half of the pixels in a grid element were masked out
(usually due to the presence of very bright/large objects), this
element was flagged as “bad,” and its closest neighbors were
also flagged as “bad.” The “bad” grid elements were not used.
The grid elements that were not flagged as “bad” could still
be affected by “bad” elements. We corrected for this using a
simple method. Although the sky varies along the drift scan
direction (rows, or the R.A. direction), it is usually stable in
the perpendicular direction (columns, or the decl. direction). A
linear fit is a good description of the sky for each column for all
but the worst data (which has already been rejected). However,
if a grid element is affected by a very bright/large object, its sky
value will deviate from the linear relation. We found the best
linear relation for each column of 16 sky values (less than 16 if
we already rejected some “bad” elements) in three iterations. In
the first iteration we fit a simple linear relation to the data points.
In the second iteration we fit a linear relation with a weight at
each point. The weight at point i is proportional to an exponential
function 1/exp(si − s ′i), where si is the measured sky value
and s ′i is the value from the best linear fit in the first iteration.
The exponential function strongly favors low values, which is
consistent with the fact that lower values are almost always
closer to real sky background. The third iteration repeated the
algorithm from the second iteration, where the s ′i value in the
weight was from the second iteration.
Figure 5 shows an example of sky fitting. The left is an
fpC frame in the i band, with three columns (256 pixels wide)
highlighted. The right plot shows the sky values (crosses) and
their best linear fits (dotted and solid lines). In column A there
is a large object, whose 3σ detection area extends more than 2′
in diameter. Three grid elements of the sky have been flagged
as “bad,” and most elements in this column are affected by the
presence of this object, as we can see from the big bump in the
sky distribution. The dotted line is the best linear fit in the first
iteration. The solid line is the best fit from the third iteration,
and provides an excellent estimate of the real background. In
column B, there are two bumps in the sky distribution, obviously
due to the presence of the two bright objects. Although most of
the grid elements in this column are affected by the two objects,
our fitting process provides an excellent estimate of the sky.
Column C in the figure exhibits an ideal case in which there are
no bright stars in the whole column, so its 16 sky values can be
well described by a simple linear fit in the first iteration.
After each grid element was replaced by the best linear fit in
the column direction, the sky image was created by interpolating
all pixels over the frame from the 12 × 16 sky values, using a
minimum curvature spline surface. In order to save computing
time, the spacing of the interpolation is 2 × 2 pixels, i.e., the
resolution in the final sky image is 2 × 2 pixels (0.′′8 × 0.′′8).
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Figure 5. Example of sky fitting. The left is an fpC frame in the i band, and the right panel demonstrates the sky fitting for the three columns highlighted in the left
image. The crosses represent sky values measured in grids of 256 × 256 pixels, after the masked pixels are removed. The dotted lines are the best linear fits from the
first iteration of sky fitting. The solid lines are the best fits from the third or last iteration, and provide excellent estimates of real background. Note that for column C
where there are no bright objects, the dotted and solid lines overlap.
The sky subtraction algorithms used by the SDSS pipeline
PHOTO (Lupton et al. 2001) are similar to the first part of
our method. PHOTO first detects and masks out bright objects,
and computes sky values in grids of 256 × 256 pixels. These
sky values are linearly interpolated to make a sky image,
without further treatment of outliers. This could systematically
underestimate the brightness of large objects. As shown in
Figure 5, the bright object in column A is very extended.
If we simply use the measured sky values (crosses), the sky
around the object will be significantly overestimated, so that the
brightness of the object is underestimated. Our fitting procedure
can properly estimate the sky in the vicinity of this bright object.
Our tests show that we can compute reasonable sky values unless
objects are so large that they affect all sky grid elements in a
column. Even in this case, our algorithm can still minimize the
effect from bright objects.
Annis et al. (2011) used a different method to estimate sky
background. They computed a median value for each column
of pixels, and then fitted a linear relation to these median values
along the row direction with sigma clipping in five iterations.
This approach assumes that the sky is constant along the decl.
direction and varies linearly along the R.A. direction. This
is usually overly simplistic for images taken with significant
moonlight or clouds. Our method is more sophisticated, by
assuming a linear relation along the decl. direction and by
allowing arbitrary sky variation along the R.A. direction.
2.3. Image Weights
Before we co-added the fpC frames, each input frame was
assigned a weight proportional to
T k
FWHMm σn
, (1)
where T is the sky transparency as measured by the extinction
of the frame, FWHM is the FWHM of the PSF, σ is the standard
deviation of the background noise (one constant value for a
frame), and k,m, n are indices to be set for a specific science
goal. In order to maximize the signal-to-noise ratios (S/Ns) of
the sources in the co-added images, we set k = 1 and n = 2. In
the griz bands, the noise in frames is completely dominated by
sky background, so σ 2 is the variance of the sky background. In
some u-band frames with very low sky background, however,
read noise is not negligible. So we added read noise in quadrature
to σ 2 in the u band.
For FWHM, it is difficult to determine an optimal m value
for our co-adds. For point sources in individual frames in which
sky background dominates the noise, the optimal m value is
2 (thus the depth is proportional to 1/FWHM2), because the
area occupied by an unresolved object scales with FWHM2.
However, for a co-added image with a large number of input
frames and a wide range of PSF FWHM, the optimal m is less
obvious. We carried out simulations based on artificial images
and tests based on real Stripe 82 images, which showed that the
S/N of the sources in co-adds is very insensitive to m in the
range 0.5 < m < 2. Considering that the PSF FWHM is less
important for more extended sources, we chose m = 1 for
FWHM instead of m = 2. In summary, the indices we
chose are k = 1, m = 1, and n = 2, thus the weight is
proportional to T/(FWHM σ 2). This is different from the weight
(T/(FWHM2 σ 2)) used by Annis et al. (2011).
For each input frame, we read the list of defective pixels,
i.e., those affected by cosmic rays and bad columns, from
the associated fpM file, and assigned them a near-zero weight
(1.0−10). We also assigned this near-zero weight to the overlap
region (128 pixel wide) between one frame and its following
neighbor frame. After that, a weight image was created for each
input frame.
2.4. Co-addition
We divided each scanline along −60◦ < R.A. < 60◦ into 401
regions each with a size of 2850×2048 pixels. The pixel size is
the same as the native size of 0.′′396. There is also a common area
of 128 pixels between each region and its following neighbor
region. The size of the regions is twice the size of the SDSS fpC
frames when the overlap area is removed. This reduces the total
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number of output co-added images by a factor of two, but still
allows one to easily split one co-added image into two images
with the fpC frame size. As we described in Section 2.1, we
rejected frames based on PSF, extinction, and sky background.
At this stage, we made a final selection cut for each region in
each band, removing any frames with weights below 0.4 times
the median weight of the frames belonging to that region. This
removed 2% of frames.
With the corrected input fpC frames and their weight maps,
the construction of co-adds is straightforward. We scaled the
frames by 1/T , and re-sampled them to a common astrometric
grid using SWARP (Bertin et al. 2002). Note that reliable
astrometric solutions (better than 45 mas rms; Pier et al. 2003)
have been incorporated into SDSS fpC frames. The re-sampling
interpolations for the science and weight images were lanczos3
and bilinear, respectively. We then co-added images using
SWARP. The co-addition is a weighted mean with outlier rejection
(7σ ). The output products include a co-added science image and
its associated weight image for each region. The weight images
record relative weight at each pixel position.
The main differences between our co-adds and those of Annis
et al. (2011) are as follows. First, our co-adds include many
more SDSS runs, but our selection of runs and fields is more
permissive. Second, the sky subtraction algorithms and image
weights are slight different. Finally, Annis et al. (2011) produced
catalogs of objects with the SDSS pipeline, but we produced
object catalogs with SExtractor (Section 3.2).
3. DATA PRODUCTS
Because of our selection cuts on PSF, extinction, and sky
background, the actual number of SDSS frames used in the
co-adds varies from region to region. In Figure 2, the blue (red)
dashed and dotted lines show the number of frames used for the
co-adds of N (S) scanline 2 in the i and g bands, respectively.
The number of frames used for i is 60–70, and for g is 50–60.
These numbers are more than twice larger than those used in
Annis et al. (2011). For each filter, the fraction of frames used
in our co-adds is roughly constant with right ascension. For
example, this fraction is ∼90% in the i band and ∼75% in the g
band. In this section, we will introduce our final data products
and provide some basic statistical information for the co-adds.
3.1. Photometric Calibration
Although atmospheric extinction was measured and corrected
for individual input frames, it was not very accurate for frames
with large extinction and/or high sky background due to the
small numbers of high S/N point sources (especially in the u
and z bands). So we determined photometric calibration on the
co-added images. As we did in Section 2.1, we ran SExtractor
on each co-added image and performed aperture photometry
for point sources within an aperture (diameter) size of 20 pixels
(8′′). Blended objects were rejected. We then matched this object
catalog to the Ivezić et al. (2007) catalog, and computed a zero
point (the median magnitude difference of the matched objects
between the two catalogs is zero). For simplicity, we already
assumed the exposure time of 1 s for the zero points, so the
magnitude of an object is simply −2.5 log(DN) + zero point.
For the region of sky that the Ivezić et al. (2007) catalog does not
cover, we applied an average zero point for each scanline. The
zero points were recorded in the image headers as “magzero.”
In Figure 6 we show the distributions of the magnitude differ-
ences between the aperture magnitudes of the co-added im-
Figure 6. Distributions of the differences between the aperture (4′′ radius)
magnitudes of the co-added images and the PSF magnitudes from the Ivezić
et al. (2007) catalog (R.A. = 300◦–30◦; scanline 08). The distributions have
been normalized so that the peak values are 1. The σ values are from the
best Gaussian fits. The right bottom panel shows the difference between the
aperture (7.′′4 radius) and PSF magnitudes for bright (i < 19) stars from SDSS
single-epoch data.
ages and the PSF magnitudes from the Ivezić et al. (2007)
catalog for a subset of our data (R.A. = 330◦–30◦; scan-
line 08). The σ values are from the best Gaussian fits, and
have a range from 0.012 to 0.020. These magnitude differences
are likely caused by the combination of the different algorithms
use to measure aperture and PSF magnitudes and the photomet-
ric errors or calibration. For comparison, in the right bottom
panel we show the distribution of the difference between the
aperture (7.′′4 radius) and PSF magnitudes for bright (i < 19)
stars from SDSS single-epoch data. Its σ value is 0.031.
3.2. Images and Catalogs
Our final products consist of 24,060 science images (12 scan-
lines × 5 filters × 401 regions) and their associated weight
images and catalogs. The science and weight images are called
“S82_xxy_zzz.fits” and “S82_xxy_zzz.wht.fits,” where “xx” is
the scanline number from 01 to 12 (Figure 1), “y” is the filter,
and “zzz” is the region number from 001 to 401. For example,
“S82_08i_234.fits” and “S82_08i_234.wht.fits” are the co-adds
for scanline 08 (N scanline 2), filter i, and region 234.
We also produced object catalogs from these data. The cat-
alogs are named “S82_xxy_zzz.cat,” and were produced by
SExtractor. The key part of the SExtractor configuration
file is displayed in Table 1. Briefly, we detected objects in a min-
imum of four contiguous pixels (DETECT_MINAREA) with a
detection threshold of 2σ (DETECT_THRESH). SExtractor
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Table 1
SExtractor Configuration File
Keyword Value
CATALOG_TYPE ASCII_HEAD
DETECT_MINAREA 4
DETECT_THRESH 2
DEBLEND_NTHRESH 16
DEBLEND_MINCONT 0.002
WEIGHT_TYPE MAP_WEIGHT
PHOT_APERTURES 6, 8, 10, 12, 20
PHOT_AUTOPARAMS 2.5, 3.5
PHOT_PETROPARAMS 2.0, 3.5
took the weight images produced by SWARP as input weight im-
ages (WEIGHT_TYPE) during its procedure of object detection.
SExtractor deblending is done using a multi-thresholding al-
gorithm. It deblends components of a composite detection at
up to DEBLEND_NTHRESH levels based on local detection
peaks, where DEBLEND_NTHRESH is the number of de-
blending sub-thresholds. At each level, DEBLEND_MINCONT
is the minimum contrast parameter for deblending, i.e., any
new component with flux larger than DEBLEND_MINCONT
(times the total flux of the current “parent” component) is con-
sidered as a new component for the next level of deblend-
ing. We performed aperture photometry within five diame-
ter aperture (PHOT_APERTURES) sizes of [6, 8, 10, 12, 20]
pixels (2.′′4, 3.′′2, 4.′′0, 4.′′8, and 8.′′0). We also computed “AUTO”
magnitudes (Kron-like elliptical aperture magnitudes; the best
for extended sources from SExtractor) and Petrosian magni-
tudes with the default parameters (PHOT_AUTOPARAMS and
PHOT_PETROPARAMS).
The complete list of the quantities computed for the catalogs
is shown in Table 2. Each catalog can be roughly divided into
three parts. The first part shows the positions and coordinates
of detected objects. The second part lists various magnitudes
and errors. The third part provides some basic information
about object structure and morphology, including semimajor
and semiminor axes, ellipticity, FWHM, etc. The last parameter
“FLAGS” is the SExtractor extraction flag, the sum of powers
of 2. For example, “1” (20) means that an object is very close
to bright objects or bad pixels so that its photometry could be
significantly affected. “2” (21) means that an object is blended
with other objects. The detailed explanations for the keywords
and parameters in Tables 1 and 2 can be found in Bertin &
Arnouts (1996) and the SExtractor user’s manual. There are
several caveats on how to use these catalogs.
1. There is overlap between one region and its following
neighbor region, so any object detected in this overlap area
will show up in two catalogs. In addition, any two adjacent
scanlines also slightly overlap, and these are independent
detections.
2. The catalogs are not matched between the bands, resulting
in different object lists for each band within the same region.
The deblending of an object in different bands could also
be different.
3. The object detection threshold is 2σ in a minimum of 4 pix-
els, so objects fainter than this are not included. One exam-
ple is very low surface brightness galaxies. In order to detect
such galaxies, one may convolve the images with a kernel.
4. Users need to apply aperture corrections before aperture
magnitudes can be used across different bands (e.g., for
constructing color–color diagrams). Aperture corrections
are different for different regions in different bands (de-
pending on wavelength and PSF). A good approximation
for point sources within a given aperture is the median dif-
ference between the aperture magnitudes within this aper-
ture and the aperture magnitudes within 20 pixels for bright
isolated point sources from the catalogs (aperture correc-
tions from 20 pixels to infinite are smaller than 0.5%).
5. Measurements of objects that are several pixels away from
image edges are not reliable. Because these objects are
in the overlap area between adjacent regions or scanlines,
better measurements can be found in the adjacent catalog
where the object is less near to the edge.
6. Transient objects and objects with high proper motions
have been eliminated by the use of outlier rejection when
co-adding the images. Also note that many single-band
detections are spurious detections, usually associated with
diffraction and bleed spikes from bright stars. These spikes
can be faint in the co-adds (invisible in input SDSS frames),
but extend across more than one image.
Table 2
SExtractor Parameter File
Parameters Units Description
NUMBER · · · Running object number
X_IMAGE pixel Object position along x
Y_IMAGE pixel Object position along y
ALPHA_J2000 deg R.A. (J2000)
DELTA_J2000 deg Decl. (J2000)
MAG_APER mag Aperture mag
MAGERR_APER mag Error for MAG_APER
MAG_AUTO mag Auto mag (Kron-like elliptical aperture mag)
MAGERR_AUTO mag Error for MAG_AUTO
MAG_PETRO mag Petrosian mag (Petrosian-like elliptical aperture mag)
MAGERR_PETRO mag Error for MAG_PETRO
A_IMAGE pixel Semi-major axis
B_IMAGE pixel Semi-minor axis
THETA_IMAGE deg Position angle
ELLIPTICITY pixel Ellipticity: 1-B_IMAGE/A_IMAGE
KRON_RADIUS · · · Kron radius in units of A_IMAGE
PETRO_RADIUS · · · Petrosian radius in units of A_IMAGE
FWHM_IMAGE pixel FWHM assuming a Gaussian core
FLAGS · · · Internal extraction flags; sum of powers of 2
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Figure 7. 5σ detection limits of the aperture (3.′′2 diameter) magnitudes for
point sources in scanline 08 of the co-adds (solid lines). The dotted lines are the
magnitude limits for the Annis et al. (2011) co-adds, and the dashed lines are
the magnitude limits for single-epoch (Run 4263) data. Run 4263 is one of the
best runs for Stripe 82. Our co-adds are 1.9–2.2 mag deeper than the best SDSS
single-epoch data, and 0.3–0.5 mag deeper than the Annis et al. (2011) co-adds.
7. Our catalogs only included commonly used quantities,
usually with default setup parameters. If users need more
quantities, or quantities with different parameters, they are
advised to run SExtractor (or other tools) on the co-added
images by themselves.
3.3. Depth
We determine the depth of our co-added data based on
the aperture magnitudes within an aperture (diameter) size of
8 pixels (3.′′2). As the photometric uncertainties depend on
aperture size, our choice of 8 pixels, or two to three times
the PSF FWHM, represents a tradeoff between reducing the
aperture correction and reducing background noise. In Figure 7
we show the magnitude limits of the 5σ detection (i.e., pho-
Figure 9. PSF FWHM in the five bands in scanline 08 (N scanline 2) of the
co-adds. The PSF FWHM in the riz bands is roughly 1′′, and in the ug bands is
about 1.′′3–1.′′5.
(A color version of this figure is available in the online journal.)
tometric errors = 0.22) for point sources in scanline 08 (solid
lines). Our co-added images have great depth of roughly 23.9,
25.1, 24.6, 24.1, and 22.8 AB magnitudes in the five bands, re-
spectively. The magnitude limits are compared to the magnitude
limits of the Annis et al. (2011) co-adds (dotted lines) and of the
single-epoch (Run 4263) data (dashed lines). Run 4263 is one
of the best runs for Stripe 82, taken on a photometric dark night
with excellent seeing (PSF ∼ 0.′′8 in the r band). The magnitude
limits for all three different data sets were computed using the
same method, i.e., aperture photometry within an aperture of
8 pixels. Compared to Run 4263, our co-adds are 1.9, 2.1, 2.1,
2.1, and 2.2 mag deeper in the ugriz bands, respectively. Our
co-adds are also 0.3–0.5 mag deeper than the co-adds of Annis
et al. (2011). Figure 8 shows a direct comparison between a
single-epoch frame in the i band (left), the Annis et al. (2011)
co-add (middle), and our co-add (right).
Figure 9 shows the PSF FWHM in the five bands in scan-
line 08 of the co-adds. The PSF FWHM was measured with
SExtractor based on bright point sources. Note that PSF mea-
surements from different methods (such as SDSS, SExtractor,
or IRAF) can be slightly different due to the different algorithms
used. The i-band images in the co-adds have the PSF with the
smallest FWHM, and the u-band images have the worst PSF.
The r- and z- band images have similar PSF sizes. In addition,
Figure 8. Direct comparison between a single-epoch i-band frame (left panel), the Annis et al. (2011) co-add (middle panel), and our co-add (right panel). The PSF
sizes are similar (0.′′8–0.′′9). The image size is 1.′3 × 1.′3 located at 21h29m30s–00d32m20s.
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Figure 10. Star–galaxy separation. The upper panel shows the object size
(FWHM) as a function of the brightness in r (R.A. = 10h–30h; scanline 08).
The narrow strip clearly indicates the location of stars. The lower panel shows
the FWHM distribution. At r < 22 mag, stars are well separated. They start to
mix with galaxies at r > 22 mag, and are completely mixed with galaxies at
r > 23 mag. In this example, we use FWHM < 1.′′12 to separate stars from
galaxies.
(A color version of this figure is available in the online journal.)
the PSF varies across scanlines due to the camera optics. SDSS
scanline 6 (scanlines 06 and 12 in our co-adds) has the worst
PSF in most bands. Figure 9 shows that the PSF FWHM in the
riz bands is roughly 1′′, and in the ug bands is between 1.′′3 and
1.′′5. These numbers are consistent with those of single-epoch
data with the best observing conditions, and are also consistent
with the co-adds of Annis et al. (2011).
3.4. Color–Color Diagrams
SDSS point sources are mostly main sequence stars, which
form a tight stellar locus in color–color diagrams (Ivezić et al.
2004). The width of the stellar locus is almost independent of
magnitude, but is broadened by photometric errors of stars, so
color–color diagrams are a useful tool for photometric quality
assessment. We first separate stars (point sources) from galaxies
(extended sources). The SDSS uses the difference between PSF
magnitude and so called “model” magnitude to do star–galaxy
separation. As we did not run the SDSS pipeline, we did
not measure these magnitudes. Instead, we separate stars and
galaxies based on the distribution of object sizes (FWHM) as
measured by SExtractor. Figure 10 shows an example. The
upper panel shows the object size (FWHM) as the function of
the brightness in r (R.A. = 10◦–30◦; scanline 08). The object
detection and photometry are described in Section 3.3. The
narrow horizontal band in the plot clearly demonstrates the
location of stars. The width of this band is dominated by
the small variation of the PSF across the scanline. The lower
Figure 11. r − i vs. g − r color–color diagram for point objects brighter
than r = 24 mag selected in Figure 10. In the first panel we also define two
principal axes, P1 and P2. P1 is along the blue part of the stellar locus and P2
is perpendicular to P1. They are used to quantify the width of the stellar locus
(see Section 3.4 and Figure 12).
panel shows the distribution of the object sizes. At r < 22 mag,
stars in this example can be well separated using FWHM <
1.′′12. They start to mix with galaxies at r > 22 mag, and are
completely mixed with galaxies at r > 23 mag, as seen in the
both panels. However, we still use FWHM < 1.′′12 to separate
stars from galaxies at r > 23 mag.
In Figure 11 we show the r − i versus g − r color–color
diagram for point objects brighter than r = 24 mag selected in
Figure 10. The objects are grouped into four magnitude bins.
As expected, the stellar locus in the brightest bin (r < 21 mag)
is very tight. It becomes broader in fainter bins, as photometric
errors start to dominate the width. In the third bin (22 < r < 23),
the stellar locus still has a well-defined shape, though it is much
broader. In the faintest bin, the stellar locus is not as obvious as
it appears in the brighter bins, due to large photometric errors
and leakage of a large number of galaxies, since the star–galaxy
separation does not work well at the faintest end (Figure 10).
We quantify the width of the stellar locus in Figure 11
following the method of Helmi et al. (2003) and Ivezić et al.
(2004). We focus on the width of the blue part in the r − i
versus g − r diagram, and define two principal axes, P1 and
P2. As shown in the first panel of Figure 11, P1 is along the
locus and P2 is perpendicular to P1. P2 is further adjusted for
a weak dependence on r. The w color is then defined on P1
and P2 as the distance from a star to P1. The distribution of w
describes the width of the stellar locus. The results are shown
in Figure 12, where the stars brighter than r = 23 mag from
Figure 11 are grouped into four bins. The σ values are from the
best Gaussian fits, and have a range from 0.016 (brightest bin)
to 0.061 (faintest bin). Ivezić et al. (2004) reported that the rms
of w at r < 20 mag is 0.025 mag for SDSS single-epoch data,
and decreases to 0.022 mag for data with observations at several
epochs. We reached σ = 0.019 mag at r < 22 mag, indicating
that our co-adds are indeed at least two mag deeper than single-
epoch data. Ivezić et al. (2007) also reported a rms of w of
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Figure 12. Distributions of the w colors for the stars brighter than r = 23 mag
in Figure 11. The distributions have been normalized so that the peak values
are 1. The σ values are from the best Gaussian fits. The value of σ (0.019 mag)
at r < 22 is smaller than the rms of w at r < 20 for SDSS single-epoch data,
indicating that the co-adds are at least two mag deeper than single-epoch data.
σ = 0.010 mag at r < 20 mag for data with multi-epoch (10)
observations. We achieved 0.016 mag at r < 21 mag and could
not obtain a smaller σ for brighter stars, suggesting the existence
of a calibration floor in the data. This was likely caused by the
difference between the aperture magnitudes of the co-adds and
the PSF magnitudes of the Ivezić et al. (2004) catalog during the
process of photometric calibration (Section 3.1 and Figure 6).
4. NOAO/NEWFIRM J-BAND IMAGING DATA
In addition to the SDSS data in five optical bands, Stripe
82 is also (partially) covered by surveys/observations at many
other wavelengths, such as the UKIRT Infrared Deep Sky
Survey (UKIDSS; Lawrence et al. 2007), the Very Large Array
imaging of Stripe 82 at 1.4 GHz (Hodge et al. 2011), and
the Herschel Stripe 82 Survey (Viero et al. 2014). In this
section we present our near-IR J-band observations with NOAO
NEWFIRM (Probst et al. 2004). NEWFIRM is a wide-field
infrared imager with a field of view of 27′ ×27′ (pixel size 0.′′4),
mounted at the f/8 R-C focus of the NOAO 4 m telescopes.
Our NEWFIRM observations were made with the Kitt Peak 4m
Mayall telescope. They cover ∼90 deg2 of Stripe 82 to a depth
of 20–20.5 Vega mag.
4.1. Observations and Data Reduction
The NEWFIRM observations were made in two runs on
2007 November 10–16 and 2009 January 6–15. The observing
conditions in the two runs were moderate, with mostly clear
skies and a large range of seeing from ∼1′′ to >2.′′5. In the
2007 run, we observed ∼150 fields (NEWFIRM pointings). A
typical observing strategy was a 3×3 dither pattern (dither offset
40′′). The exposure time at each dither position was 30 s or 60 s,
depending on sky background. This pattern was conducted twice
with slightly different central positions for data taken with an
exposure time of 30 s. The total integration time was thus 540 s
per field. In the 2009 run, we observed ∼300 fields. We used
a dither pattern with five positions (dither offset 45′′). At each
dither position we took six short (15 s) exposures. The short
exposures were co-added internally and read out as one image.
The total integration time per field was also 540 s. Note that this
ability to do internal co-addition had not been embedded in the
NEWFIRM observing pipeline during the 2007 run. Adjacent
fields slightly overlapped by 1′–2′. Several fields were observed
twice due to low image quality. We also rejected a small fraction
of images that were taken with very poor observing conditions.
The NEWFIRM data were reduced with the combination
of our IDL routines and the IRAF15 NEWFIRM task by M.
Dickinson and F. Valdes. The basic procedure is summarized
as follows. We first reduced calibration data, and made master
dark and dome flat images for each night. Each science image
was then trimmed and a dark frame was subtracted, followed
by linearity correction and flat fielding. A weight image was
created by assigning a near-zero number (10−10) to defective
pixels, such as bad pixels, saturated pixels, and persistence.
The weight image did not include seeing or sky transparency.
Unlike the Stripe 82 images that were taken under very different
observing conditions, the NEWFIRM images for any single
field were taken under similar conditions within a span of
∼10 minutes. Sky subtraction was done using a similar method
to the one we used for the SDSS images. After sky background
was subtracted, we detected objects using SExtractor, and
calculated astrometric solutions using SCAMP (Bertin 2006) by
matching objects to the SDSS. Finally we used SWARP to re-
sample and stack images, as we did for the SDSS images.
The re-sampling interpolations for science and weight images
were lanczos3 and bilinear, respectively. The co-addition is a
weighted mean with outlier rejection (5σ ). The products are
one co-added science image and its associated weight image
for each field. The weight image records relative weight at each
pixel position.
4.2. Photometric Calibration and Data Products
We performed photometric calibration using the method
that we did for the SDSS co-adds. Briefly, we ran aperture
photometry within an aperture (diameter) size of 20 pixels (8′′).
Blended objects were rejected. We then matched to the Two
Micron All Sky Survey (2MASS; Skrutskie et al. 2006) point
source catalog, and computed a zero point for each image.
For simplicity, we already assumed the exposure time of 1 s
for the zero point, so the magnitude of an object is simply
−2.5 log(DN) + zero point. The zero point was recorded in the
image headers as “magzero.”
Figure 13 compares the calibrated NEWFIRM data and the
2MASS point source catalog (red histogram). The NEWFIRM
data displayed in this figure were taken on one 2007 night and
one 2009 night. The 2MASS objects were chosen to be brighter
than J = 15.5 mag. The rms of the magnitude difference is
σ = 0.054, meaning that our photometric calibration is accurate
to about 5%. We also compared the NEWFIRM data with
the UKIDSS data (blue histogram). The UKIDSS objects were
chosen to be point sources between J = 17 and 18 mag. The
distribution of the magnitude difference is consistent with the
red histogram. Note that UKIDSS is roughly three magnitudes
deeper than 2MASS, and was also calibrated using the 2MASS
catalog.
15 IRAF is distributed by the National Optical Astronomy Observatory, which
is operated by the Association of Universities for Research in Astronomy
(AURA) under cooperative agreement with the National Science Foundation.
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Figure 13. Quality of the photometric calibration for the NEWFIRM data. The
histograms show the comparison of the calibrated NEWFIRM data with 2MASS
(red) and UKIDSS (blue). The 2MASS objects are point sources brighter than
J = 15.5 mag, and the UKIDSS objects are point sources between J = 17
and 18 mag. The σ values (rms of the distributions) are from the best Gaussian
fits. The figure indicates that our photometric calibration is accurate to about
5%–6%.
(A color version of this figure is available in the online journal.)
Figure 14. Layout of the NEWFIRM pointings and the depth of the J-band
images. The depth is the 5σ detection limit for point sources.
The final data products include 450 stacked images and the
associated weight images and catalogs. The image size is 4300
by 4300 pixels, and the pixel size is the same as the native
size of 0.′′4. The area at image edges (∼100 pixels) have much
lower coverage due to the dithering of the observations. When
this is taken into account, the effective area of each image is
about 0.2 deg2. So our final products cover roughly 90 deg2
of Stripe 82, in the range of 10◦ < R.A. < 55◦. Figure 14
shows the layout of the NEWFIRM pointings along with the
image depth (the next subsection). The catalogs were produced
in the same way as we did for the SDSS images (Section 3.2).
The SExtractor configuration and parameter files are also the
same as shown in Tables 1 and 2, except the aperture sizes.
Figure 15. Upper panel: distribution of PSF FWHM in our NEWFIRM J-band
images. Lower panel: distribution of the image depth for point sources. The
grey shaded region shows the UKIDSS J-band depth in Stripe 82 (see details in
Section 4.3). Our NEWFIRM images are about 0.7 mag deeper on average.
We used the five sizes of [8, 10, 12, 14, 20] pixels for aperture
magnitudes.
4.3. Depth and Color–Color Diagrams
We measure the depth of the images in the same way as we
did for the SDSS data. The depth is described as the 5σ detection
limit for point sources. The photometry was measured in one
of four apertures (diameter) [8, 10, 12, 14] pixels (3.′′2–5.′′6),
because of the range of image quality in these data. The upper
panel in Figure 15 shows the distribution of the PSF FWHMs.
Many PSF FWHMs are larger than 2′′ due to poor seeing and
unstable instrument focus in 2007. The lower panel in Figure 15
shows the distribution of the image depth. While the distribution
spans a wide range from 19 to 21 mag, most images have a depth
of 20–20.5 mag. For comparison, the grey shaded region shows
the UKIDSS depth (single epoch) in the J band in Stripe 82. The
depth is also the 5σ detection limit, derived from ∼100,000 point
sources centered at R.A. = 10◦, 20◦, 30◦, and 40◦ (decl. = 0◦).
The left and right boundaries of the shaded region indicate the
1σ range of the detection limit distribution. On average, our
J-band images are ∼0.7 mag deeper than the UKIDSS images.
Compared to the SDSS co-added images, however, the J-band
images are significantly shallower (Figure 16). The depth of the
SDSS co-adds shown in Figure 7 is 24–25 mag in ugri, and
is ∼22.8 mag in z. The J-band depth is 20–20.5 Vega mag, or
21–21.5 AB mag. This is 1.5 ∼ 3 mag shallower.
Figure 17 shows the z − J versus i − z color–color diagram for
point sources brighter than J = 20 mag in the region between
R.A. = 40◦ and 55◦. The point sources are selected using the
distribution of object FWHMs in the J band. Like the stellar
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Figure 16. Direct comparison between the SDSS optical data and the NEWFIRM J-band data. The image size is 2′ × 2′ located at 00h50m01s+00d35m24s. The J-band
image was chosen to have a depth of 20.2 mag (the average depth of our J-band images) with a relatively good PSF of 1.′′5 (see Figure 15). The SDSS co-adds are
deeper than the NEWFIRM images.
Figure 17. z − J vs. i − z color–color diagram for point objects brighter than
J = 20 mag in the region between R.A. = 40◦ and 55◦. There is a distinct
clump of data points at i − z = 0.35 and z − J = 1.45 that are away from the
stellar locus. These sources are compact galaxies that were identified as stars
due to the poor image quality in the J-band data.
locus in the r − i versus g − r diagram, the stellar locus in
the z − J versus i − z diagram is very tight in the brightest
magnitude bin of J < 17 mag. It becomes broader in fainter
bins, as photometric errors increase. Since the i- and z-band data
are much deeper than the J-band data, the photometric errors in
the diagram are dominated by the J-band errors. In the faintest
bin (J > 19 mag), the stellar locus is not obvious any more
due to large photometric errors and leakage of a large number
of galaxies, as we saw in the faintest bin in the r − i versus
g − r diagram. There is also a distinct clump of data points
at i − z = 0.35 and z − J = 1.45 that are away from the
stellar locus. It is not seen in the color–color diagrams of stars
in previous studies (e.g., Finlator et al. 2000). These sources
are compact galaxies. The majority of them are classified as
extended sources by the SDSS. However, they were selected as
stars by the J-band data due to the poor seeing.
5. SUMMARY AND DATA RELEASE
In this paper we have introduced a new version of co-added
images for the SDSS Stripe 82. Stripe 82 covers 300 deg2, and
was repeatedly scanned 70–90 times over roughly 10 years.
These Stripe 82 images, when co-added, reach a much greater
depth than do SDSS single-run data. We have described the de-
tails of the construction of our co-added images. In order to op-
timize the depth of the co-adds, we considered all available data
in the SDSS archive and included as many images as possible,
so that the marginal gain by adding more images is negligible.
Each input image was properly processed and weighted based
on PSF FWHM, sky transparency, and background noise. In
particular, we performed sky subtraction using a simple but ef-
ficient method that can properly deal with the presence of large
objects and strong background variation along the drift scan di-
rection. Our final products consist of 24,060 science images and
their associated weight images and object catalogs. The weight
images record relative weight at each pixel position. The cata-
logs were made with SExtractor. Our co-adds reach more than
two mag deeper than the deepest SDSS single-epoch images,
and 0.3–0.5 mag deeper than the Annis et al. (2011) co-adds.
They have good image quality with an average PSF FWHM of
∼1′′ in the r, i, and z bands. We have also presented J-band
images obtained from NOAO NEWFIRM. These images cover
roughly 90 deg2 of Stripe 82 and have a depth of 20.0–20.5 Vega
magnitudes.
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Our co-added images have many potential uses for studies of
galaxies, quasars, and Galactic structure. The advantage of the
data is the uniform coverage over 300 deg2 of the sky to a great
depth. Annis et al. (2011) has listed many science opportunities,
from Galactic dwarf stars to galaxy clusters. Here we briefly
present two science cases not considered by Annis et al. (2011).
The first science case is high-redshift quasars, including quasars
at z ∼ 6 and z ∼ 5. So far we have found 13 z ∼ 6 quasars
down to z  22 mag (10σ detection) in Stripe 82 (Jiang et al.
2008, 2009). Six of them are fainter than the depth of the Annis
et al. (2011) co-adds. The critical part of the selection of these
quasars is the z − J versus i − z color–color diagram, so J-band
data such as our NEWFIRM data are also important to find z ∼ 6
quasars. Our co-adds have also been used to find z ∼ 5 quasars
(McGreer et al. 2013). These quasars are two magnitudes fainter
than those found in the SDSS single-epoch data, and allow
us to probe the faint end of the quasar luminosity function at
this redshift. The second science case is to find high-redshift
Lyman-break galaxies (LBGs) at z  3 using the dropout
technique. These distant galaxies are usually very faint and only
found in deep small-area (several square degrees or smaller)
surveys. Our co-adds are deep enough to find bright LBGs at
z  3, given that the 5σ depth in the r band (24.6 mag) reaches
the characteristic luminosity L∗ of z = 3 LBGs. In particular,
their sky coverage is large enough to find ultra-luminous LBGs
(more than two magnitudes brighter than L∗) like the one
reported by Bian et al. (2012). Furthermore, the co-adds are
likely more efficient to select bright LBGs at z ∼ 4 based on
the g − r color, because the g band is the deepest SDSS band.
All our data products, including co-added science images and
their associated weight images and object catalogs, are released
on this Web site: http://das.sdss.org/ge/sample/stripe82/. The
“Readme” file on the Web site describes the structure of the
data set and how to download the data. The SDSS co-added
data are under the folder or link “sdss,” and the NEWFIRM data
are under the folder or link “newfirm.” In addition, we will work
on high-level catalogs with functions such as searchable tables
and the cross-match of multiple bands. We will release these
products on the same Web site when they are ready.
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Table 3
SDSS Runs Used for Our Co-adds
Run MJD Fieldstart Fieldend R.A.start R.A.end Strip
125 51081 11 586 −9.45 76.57 S
1033 51464 11 244 −41.30 −6.42 N
1056 51467 12 232 −34.00 −1.05 S
1752 51818 40 372 26.84 76.55 N
1755 51819 74 683 −45.23 45.95 S
(This table is available in its entirety in a machine-readable form in the online
journal. A portion is shown here for guidance regarding its form and content.)
tute for Advanced Study, the Japan Participation Group, Johns
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Facilities: Sloan, Mayall (NEWFIRM)
APPENDIX
SDSS RUNS USED FOR OUR CO-ADDS
Table 3 shows the SDSS runs selected for our co-adds of
Stripe 82. The first two columns are SDSS run numbers and
MJD. Columns 3 and 4 show the starting and ending fields.
Columns 5 and 6 show the starting and ending R.A. in degrees.
The last column indicates that a run consists of south (S) or
north (N) strips for Stripe 82.
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