Sensor scheduling is a well studied problem in signal processing and control with numerous applications.
on this topic has addressed a number of issues ranging from energy constraints [11] , design of optimal eventtriggered scheduling policies [12] , energy-harvesting sensors [13] , [14] , strategic communication [15] , [16] , and performance-complexity trade-offs [17] .
Our problem is based on the Observation-Driven Sensor Scheduling (ODSS) framework introduced in [18] , where the scheduling of sensors making correlated Gaussian observations is considered. The work in [18] uses team decision theory to obtain person-by-person optimal scheduling and estimation policies while seeking to prove the optimality of the so-called max-scheduler proposed in [19] , which consists of letting the sensor with the measurement of largest magnitude transmit over the network. The subsequent work [10] considered a sequential ODSS framework with an energy-harvesting scheduler for sensors making independent observations distributed according to symmetric and unimodal PDFs.
In this work, we study the ODSS framework under minimal assumptions on the probabilistic model. Our goal is to design systems that: 1. could be used for any joint PDF without assumptions on the correlation structure of the sensor observations; 2. provide a learning framework that could guide the designer in choosing a scheduler with performance likely to be close to the optimal in case the PDF is unavailable. Our approach follows the current state of the art in learning for controls and estimation, where models are not fully available to the system designer and must be learned from data [20] [21] [22] . The DoC decompositions of the objective function contained here were observed in [18] for the scheduling of two sensors making correlated Gaussian observations. Here we formally establish the results in full generality and in addition, we show the connection of the resulting CCP with subgradient methods with constant step sizes. Unfortunately, due to the lack of convexity and without knowledge on the probabilistic model, we cannot guarantee that the solutions found by our algorithms are in fact optimal, but we provide a learning framework which provides a systematic way to train and validate the performance of the data-driven design.
B. Notation
We adopt the following notation: random variables and random vectors are represented using upper case letters, such as X. Realizations of random variables and random vectors are represented by the corresponding lower case letter, such as x. The probability density function of a continuous random variable X is denoted by f X . The real line is denoted by R. The probability of an event E is denoted by P(E); the expectation of a random variable Z is denoted by E[Z]. The indicator function of a statement S is defined as follows:
II. PROBLEM FORMULATION
Consider the system depicted in Fig. 1 with n ≥ 2 sensor-estimator pairs communicating via a constrained wireless network. We assume that the data observed at the sensors are realizations of the following continuous random vector X def = (X 1 , X 2 , · · · , X n ), which is distributed according to an arbitrary joint PDF, f X . We also assume that each X i , i ∈ {1, · · · , n} has finite first and second-order moments. These are the only assumptions on the underlying probabilistic model of the problem.
The measurements are communicated by the sensors to a scheduler. Due to bandwidth constraints, we assume that only one sensor measurement can be transmitted at a time and the role of the scheduler is to choose which of the sensor measurements is transmitted over the network to its destination. The scheduling decision, U ∈ {1, · · · , n} is taken according to a policy µ : R n → {1, · · · , n} such that
When a sensor is chosen by the scheduler, a communication packet S containing its measurement and identification number is sent over the network, i.e., if U = j then S = (j, X j ).
In this work, we will consider unicast and broadcast networks. In the case of a unicast network, only the estimator associated with the chosen sensor receives the transmitted measurement. The remaining estimators receive a special erasure symbol ∅. In other words, if U = j then
When the scheduling policy is properly designed, the erasure symbol may convey valuable information about X i to its corresponding estimator. In the case of a broadcast network, whichever packet transmitted by the scheduler is received by all the estimators, i.e., if U = j then
Upon receiving Y i , the i-th estimator uses a function δ i to compute an estimate of the i-th measurement as
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We denote the collection of estimation functions by δ def = (δ 1 , · · · , δ n ).
Problem 1 (Observation-driven sensor scheduling): Given the joint PDF of the sensor data f X and the network operation mode (unicast or broadcast), design the scheduling and estimation policies µ and δ such that the following mean-squared error between observations and estimates:
is minimized.
Remark 1: Notice that here we are assuming that we know f X , which is not a realistic assumption in many practical scenarios. However, we will first derive our results for this case and lift this assumption later to obtain a completely data-driven design approach.
III. UNICAST NETWORK
In this setting, the wireless network behaves as independent links between sensors and their corresponding receivers. However, due to bandwidth constraints, only only link may be active at a time. The scheduler then selects which of the n links to be active, and the remaining links are idle but the observation of a silent symbol still conveys information about the non-transmitted measurements.
Definition 1 (Estimation policies for estimation over unicast networks): An estimation policy for the i-th estimator in the unicast network case is a function parameterized byx i ∈ R such that:
Therefore, the collection of estimation policies δ for Problem 1 is completely characterized by a vectorx ∈ R n ,
where:x def = (x 1 , · · · ,x n ).
Theorem 1 (Difference-of-convex decomposition -unicast case): If the estimators in Problem 1 use policies of the form in Definition 1, the objective function in Eq. (9) admits the following decomposition as a difference of two convex functions:
where µ δ is the optimal scheduler for a fixed collection of estimation policies δ, which is parameterized by the vectorx ∈ R n .
Proof: Using the estimators in Definition 1 and the law of total expectation, the cost function in Eq. (9) can be expressed in integral form as follows:
For a fixed δ, in other words, for a fixedx ∈ R n , the optimal scheduler µ δ is determined by the following set of inequalities:
This scheduler leads to the following objective function as a function of δ:
The objective function in Eq. (15) is non-convex due to the min{·} in the argument of the expectation operator.
However, the identities hold
The result follows from the linearity of the expectation operator.
The fact that the optimization problem admits a DoC decomposition is attractive because it allows the use of global optimization techniques such as branch-and-bound methods, which are guaranteed to converge to a globally optimal solution [23] . However, the convergence of such algorithms is typically very slow for large dimensional optimization problems, which in our case, would be prohibitive in case of a large number of sensors. Therefore, these global optimization techniques would not be suitable for IoT applications. On the other hand, the DoC decomposition also allows for the use of a technique known as the convex-concave procedure (CCP) [7] , [24] , [25] , which is guaranteed to converge to a locally optimal solution [26] and often admits simpler and faster implementation.
A. Convex-concave procedure
The convex-concave procedure is an optimization technique used to find local minima of non-convex cost functions that admit a DoC decomposition. The advantage of using CCP over a subgradient method is that the CCP makes use of the structure of the cost function, which in certain special cases can lead to very efficient algorithms. Herein, we will apply the CCP to the cost in Eq. (12).
Theorem 2: Consider the unconstrained non-convex optimization problem:
where
and
Let g be any subgradient of the function G. The dynamical system described by the recursion:
converges to a local minimum of J(x).
Proof: We will apply the CCP to the optimization problem in Eqs. (18) to (20) . The CCP consists of approximating the non-convex part of J, i.e., G, by its affine approximation at a given pointx (k) ∈ R n :
where g(x (k) ) is any subgradient 1 of the function G at the pointx (k) . Then a new pointx (k+1) is generated according as a solution of a convex optimization problem as follows:
The unconstrained convex optimization problem in Eq. (23) can be solved by using the first order optimality condition:
which in this case has a unique solution. Computing the gradient above atx yields:
Finally, by solving forx , we obtain the following dynamical system:
The sequence of the points generated according to the dynamical system above is guaranteed to converge to one of the local optimizers of J. The proof of this fact can be found in [26] .
B. Relationship with subgradient methods
The dynamical system in Eq. (21) is related to subgradient methods of the form:
where j(x (k) ) is a subgradient of J atx (k) . Notice that convergence results for such algorithms exist under the condition that J is a convex function and the step sequence satisfies certain summability conditions 2 that typically imply a very slow convergence rate to a global minimum. There are no guarantees in general that a subgradient method like the one in Eq. (27) will converge to a local minimum if the the objective function is non-convex.
The dynamical system from the CCP in Eq. (21) is equivalent to:
The constant step size α = 0.5 is highly desirable because it yields a fast convergence to a local minimum despite the fact that the objective function is non-convex. Furthermore, even for convex objectives, the constant step size only guarantees convergence to a point within a fixed gap of the optimal solution [27] .
C. Computing a subgradient
The dynamical system in Eq. (21) relies on the fact that at every time step k, we are able to evaluate a subgradient g of the function G defined in Eq. (20) . The fact that only a subgradient is required is important because the function max inside the expectation G is non-differentiable, which may lead to a non-differentiable G depending on the joint PDF f X . Next, we will use weak subgradient calculus to compute a subgradient g.
For a fixed vector x ∈ R n , define:
Therefore,
The gradient of each G j (x; x) is given by
where e j is the j-th canonical basis vector in R n .
The computation of a subgradient for G(x; x) is done via an algorithmic procedure, which implements simple a linear search. For a fixed pair of arguments (x; x), the subgradient is computed as follows:
where subgrad is given in the algorithmic procedure below:
Finally, weak subgradient calculus states that
belongs to the sub-differential ∂G(x), where the expectation is taken with respect to the random vector X. Thus, Eq. (35) is a subgradient of G atx [28] .
for j ∈ {1, · · · , n} do Linear search 5:
if G ≥ G then g ← ∇G j (x; x) 12: return g The vector g is a subgradient of G at (x; x) 13: end procedure Remark 2: The computational procedure derived from the CCP is simple, but still requires the computation of an n-dimensional integral due to the expectation operator. Two things may occur: 1. we know the PDF of the measurement vector X, and the dimension n is small enough to allow for efficient numerical computation of the expectation; 2. we do not have access to the PDF or the dimension n is prohibitively large, but we have access to a (sufficiently large) data set. The latter scenario will be explored in Section V.
D. An illustrative example
Here we provide an example for the observation-driven scheduling over a unicast network with n = 2 sensorestimator pairs. Each sensor observes a component of a bivariate source X = (X 1 , X 2 ). Let X be distributed according to the following mixture of bivariate Gaussians: Assuming that we did not know the number of local minima, we used the algorithm in Eq. (21) for 1000 random initial conditionsx (0) ∈ R 2 , and kept the resultingx with the best value. In our case, we obtained:
with an associated value of We have used log scale to emphasize the two local minima.
Therefore, the optimal scheduler is given by
the optimal estimators are given by
In order to compare the performance of this observation-driven scheduler, consider a blind-scheduler, µ blind , which gives channel access to the sensor with the largest variance. The corresponding blind-estimators δ blind output the expected value of the unobserved random variable, i.e.,
and In this example, the performance of the blind scheduler is:
Notice that the performance of the observation-driven scheduler in this case is approximately 54% better than the blind-scheduler.
IV. BROADCAST NETWORK
When the wireless network is of the broadcast type, all the estimators, receive the same signal. This signal is then used as side information to estimate the non-received random variables. Given that U = j, the received signals at the estimators are:
In this case, X j serves as side information for the estimatesX i , i = j. This must be the case even if the sensors make mutually independent observations. Proposition 1: Consider Problem 1 over a broadcast network. Let i, j ∈ {1, · · · , n} such that i = j. For a fixed scheduling policy µ, the optimal estimator δ µ,i is of the following form:
where η ij are functions that depend implicitly on µ.
Proof: For a fixed scheduling policy µ, the mean-squared error objective function implies that the optimal estimator is the conditional mean of the measurement given the channel output, i.e., for U = j,
If i = j, then
Remark 3: Without making any assumptions on the probabilistic model or the scheduler there is nothing we can say about the structure of the optimal representation functions η ij . In fact, even if the observations are jointly Gaussian, the optimal representation functions can be nonlinear [18] .
In order to obtain a tractable finite dimensional optimization problem we will constrain the estimators for a broadcast network to the affine class.
Definition 2 (Policies for estimation over boradcast networks): An estimation policy for the i-th estimator in the broadcast network case is a function parameterized by weights w ij ∈ R and biases b ij ∈ R, such that:
We are trading off optimality for tractability by constraining the class of estimators to be affine, and performing the optimization within that class. Also notice that there is a considerable increase in the complexity of the estimators:
The total number of optimization variables in this version of Problem 1 is equal to the number of parameters used to describe all the estimators. In this case, this number is:
Therefore, the number of variables scales quadratically with the number of sensors, as opposed to the the linear number of variables in the unicast case. Nevertheless, the number of variables in our algorithm scales polynomially in the number of sensors, which is still manageable for applications with a large number of sensors, such as IoT.
Therefore, the collection of estimation policies δ for Problem 1 is characterized by θ ∈ R d :
where 
Proof: For a fixed collection of estimation policies of the form given in Definition 2, i.e. for a fixed vector θ ∈ R d , and using the law of total expectation, the cost function in Eq. (9) can be expressed in integral form as follows:
The optimal scheduling policy µ δ (x) = j if and only if the following set of inequalities are satisfied:
i =j
Using this scheduler, we may rewrite the optimization problem as a function of the parameters of the estimators, θ. Thus,
(57)
The following identity holds:
Finally,
Remark 4: Notice that the DoC decomposition in the broadcast case is not as neat as in the unicast case. The reason is that for each X j , the estimator uses a different set of parameters w ij , b ij . However, the decomposition in Theorem 3 is just as useful as the one in Theorem 1.
A. Convex-concave procedure
For the remainder of this section, we will assume that n = 2. The equations for n > 2 are presented in the appendix.
The parameter vector θ which specifies the affine estimators δ 1 and δ 2 is:
Theorem 4: Consider the unconstrained non-convex optimization problem:
Let g be any subgradient of the function G. One such subgradient is given by
Let A and b be defined as:
(66)
The dynamical system described by the recursion:
converges to a local minimum of J(θ).
Remark 5:
Under the assumption that the observations at the sensors X 1 and X 2 are random variables with finite first and second moments, the matrix A is always invertible.
Proof: Using the CCP to the minimization problem in Eqs. (61) to (63), we havê
The unconstrained convex optimization problem in Eq. (68) can be solved by using the first order optimality condition:
Solving for θ gives the dynamical system in Eq. (67). The convergence to a local minimum is guaranteed by the CCP.
Remark 6: The computational bottleneck in our algorithm comes from the fact that in order to compute the subgradient in Eq. (64) we need to compute 2-dimensional integrals of arguments that involve indicator functions.
These are numerically hard to deal with and may lead to slow convergence rates, and oftentimes, the integral may not converge at all, leading to poor performance. The situation is further complicated when the number of sensorestimator pairs is large. However, the most important observation is that the overall structure of the algorithm does not depend on the distribution of the data.
B. Relationship with subgradient methods
The algorithm of Eq. (64) can also be put in a form that resembles a subgradient method as follows:
As opposed to the algorithm obtained for unicast networks, there is not a scalar step size. The subgradient j(θ (k) )
is instead multiplied by the matrix A −1 . Therefore, the step size corresponds to spectral radius of A −1 , and it is still constant. 
and the optimal estimators are given by
Comparing the performance of the optimal scheme obtained for a unicast network with the one obtained here for the broadcast network, we observe an improvement of 34.58%. This is possible due to the additional side information provided by the broadcast channel to all the estimators at every transmission. However, this comes at the price of a more complex optimization problem involving a larger number of optimization variables.
V. DATA-DRIVEN SENSOR SCHEDULING
With the machinery developed in Sections III and IV, we are finally ready to address the case in which the PDF is unknown but a dataset D is available to the designer. The fact that all the theoretical results and associated algorithms hold irrespective of the joint PDF f X is very important. However, since the PDF is not available to us, we cannot compute expectations. Here we propose a heuristics that consists of replacing the expectations by their corresponding empirical means computed based on D. For the remainder of this section, we will assume the design of schedulers and estimators for broadcast networks with n = 2. The design for unicast networks would follow the same steps and is omitted for brevity.
A. Learning framework
Consider a data set of size N > 1:
Define the empirical risk as:
The CCP operates exactly the same as before, but with the advantage that computing a subgradient involves evaluating an empirical mean rather than computing an integral, which can be done far more efficiently and faster than solving an integral, even if we knew the PDF. The (approximate) CCP algorithm becomes:
and g D is any subgradient of G D .
The algorithm above converges to a local minimumθ of the empirical risk J D , and not of the original cost J.
But, if N is sufficiently large, the empirical risk J D will be close to J and to the solution obtained through our algorithmθ that would have been obtained if we had access to the unknown PDF, f X . By assumption, we cannot verify exactly how far the solution obtained from the approximate CCP computed using the (training) dataset D, is from the true solution θ . Instead, we perform out-of-sample validation by evaluating the empirical risk using an independent test dataset T of size M , where M N . If the value of the empirical risk J T (θ ) is approximately equal to J D (θ ), we declare success and that we have learned the parameters that characterize the optimal scheduler and estimators θ with some degree of confidence. If J T (θ ) is not approximately equal to J D (θ ), we declare failure and are forced to increase the size of the training data, and repeat the process. This learning framework is based on [29] and illustrated in the block diagram in Fig. 4 . 
If we could compare them directly, we would be able to decide whether this level of performance is acceptable for our application, and adjust the size of the training dataset accordingly to obtain a better approximation, if one is desired.
Generating an independent test dataset T consisting of M = 100, 000 samples from the same distribution yields a third value of the objective:
J T (θ ) = 0.5250.
If there is a single dataset T to validate the solution, the designer has to make a subjective decision if J T (θ )
is approximately equal to J D (θ ). In this case, the difference is of 0.13%, which effectively means that we have learned the parameters of the optimal scheduler and estimators. If we are allowed to run multiple independent experiments to generate test datasets, a more refined analysis using the empirical distribution of J T (θ ) can be done.
Suppose a number of 1, 000 independent test experiments can be generated, each resulting in a different test dataset T . Computing the value of the objective atθ for each T yields the histogram shown in Fig. 5 . First notice that J D (θ ) is within 0.53% from E[J D (θ )] = 0.5285, which is the mean of all the values for each test dataset T , confirming we are indeed at a solution close to the true optimal θ .
Lastly, from the empirical distribution in Fig. 5 , we may also compute the relative frequency of the distance between J T (θ ) and J D (θ ) being greater than a constant ε. Figure 6 shows that J T (θ ) is indeed concentrated around J D (θ ), and we can say that with a very high degree of confidence thatθ is close to the optimal solution θ .
VI. CONCLUSIONS AND FUTURE WORK
This article aims at establishing the foundations for scheduling and estimation of sensor measurements when information about the probabilistic model of the problem is imprecise, missing or incomplete. We have considered the design of observation-driven schedulers for a remote sensing system for which the random measurements at the sensors are jointly distributed according to an unknown PDF. Such situations occur in many practical applications where the probabilistic model is not known a priori or whose underlying physical processes that generate the data are difficult to obtain. We first derive results and accompanying algorithms that hold for an arbitrary joint PDF, and later we use them in a data-driven framework where training and test datasets are available to design the parameters of a scheduler with performance close to the optimal ones.
The framework proposed herein assumes that the wireless network can be of two types: unicast or broadcast.
For each case, we show that the optimization problem is non-convex, but admits a useful difference-of-convex decomposition, which allows us to use the convex-concave procedure to obtain very efficient descent algorithms that are guaranteed to converge to a local minimum of the objective function. The structure of both algorithms is independent of the measurements' joint PDF and can be approximated using data by replacing expectations with their corresponding empirical means. Moreover, both algorithms can be mapped as subgradient methods with constant step sizes with guaranteed convergence properties, which are not necessarily convergent if used on non-convex objective functions.
There are many opportunities for future research that branch out from this work. One possible problem is to devise an online learning scheme where the data becomes available one sample at a time to the system designer, which adaptively reconfigures the scheduling and estimation decision rules over time, instead of using batches of data as it was done here. Another line of work is to use concentration inequalities to obtain performance guarantees as a function of the size of the datasets used for training. It would also be interesting to assume other classes of parametrizable nonlinear estimators for the optimization problem over broadcast networks. For example, we are interested in the question: can we train neural networks to serve as estimation policies at the estimators?
Moreover, can we find neural network architectures that will preserve a difference-of-convex decomposition and take advantage of the convex-concave procedure? Finally, we suggest an entirely new framework where data is used in a distributionally robust framework, where a set of PDFs consistent with the observed data is constructed and a minimax optimization problem is solved as in [30] .
APPENDIX A VECTORS AND MATRICES FOR THE BROADCAST CASE WITH n > 2
The results in Section IV hold for an arbitrary number of sensors. In this appendix we show the structure of the matrices and vectors that define the CCP algorithm in the general case. Recall that:
with A = 2 · diag(A 1 , · · · , A n ),
and b = vec(b 1 , · · · , b n ),
The subgradient g(θ) is computed by:
where g(θ; X) can be computed using Algorithm 1 as:
substituting ∇xG j (x; x) with:
∇ θ G j (θ; x) = vec(k 1 , · · · , k j−1 , 0, k j+1 , · · · , k n ),
(98)
