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ABSTRACT 
The stability of algorithms in numerical linear algebra is discussed. The concept of 
stability is extended to notions of weak stability and strong stability. Justifications are 
given for these extensions, and the implications of error analyses in terms of these 
definitions are discussed. The concept of weak stability helps to clarify some of the 
controversy which has arisen concerning the stability of algorithms for Toeplitz 
systems. 
1. INTRODUCTION 
The concepts of stability of an algorithm, condition of a matrix, and 
backward error analysis are intimately connected to the works of James H. 
Wilkinson, e.g., in [ 17, 18, 191. Th ese concepts of conditioning, stability, and 
backward error analysis are briefly reviewed in Sections 2, 3, and 4, respec- 
tively. In Sections 5 and 6 the concept of stability is extended to include the 
concepts of weak and strong stability. The need for such definitions is 
discussed, and examples are given. In Section 7 the stability, strong stability, 
and weak stability of algorithms for solving Toeplitz systems are discussed. 
These new concepts should clarify some of the confusion concerning the 
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stability of algorithms for Toeplitz systems and help to settle some of the 
controversy concerning their stability. 
2. PERTURBATION AND CONDITIONING 
It is very common in scientific and engineering computations that the 
data are imprecise, i.e., the data have finite precision. For example, ai j = 
1.234 f 0.001 means that we are taking the value of aij to be 1.234 and we 
guarantee that the true value of aij lies between 1.233 and 1.235. Expressing 
this in terms of a system of linear equations (to choose one numerical linear 
algebra problem for convenience), this says that we have the rz X 72 system 
Ax = b, which is only an approximation to the true problem in nature 
d? = 6. Also, we hope to have some additional information, lGij - (1, jI < g, j 
and 16, - bi I< hi, 1~ i, j < n, giving the accuracy of the data. 
Our first question is: if A is close to A and b is close to 6, is x close to x”, 
whenever A and A” are nonsingular? 
Unfortunately, the answer is that x is not necessarily close to x”. Consider 
EXAMPLE 1 [lo]. Let 
A=A’= 1.00 0.99 
0.99 0.98 
], b= [ ::;;], and 6= [ :::;::I. 
Then 
1 
X= 
[ 1 1 and ‘= [ _,;203]’ 
Thus a change of size lop4 in the system has caused a change of size 2 in 
the solution. 
When can we be guaranteed that x is close to x”? It would be nice to 
answer this in terms of 1fi - xi1 < something, but it is easier to answer it in 
terms of norms. Let 
l/P 
for 1~ p coo, and llxllx = lim Ilrllp. 
P-m 
Then 
I141m = maxhI. 
I 
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The only p-norms that are actually used are the 1, 2, and CO. The l-norm 
and the co-norm are used for linear equations (because they are cheap to 
compute), and the %-norm is used for eigenv&es,singular values, and least 
squares. Now let ]I. (I be any p-norm. Then we have the following 
THEOREM 1 [ 161. If A,x = b and Ax” = 6, where A is nonsingular, und if 
I/A - AlI ]]A-‘]] < 1, then A is nonsingular, and 
lb - fll ll4l IW’II 
-Tc 1 - II* - AlI IW’II 
II* - AlI + I@ - &II 
IIAII I llbll ’ 
This can be read as: “the relative perturbation of the solution is bounded 
by 
II4 II*-‘II 
1 - ll*ll II*-‘II 
II* - AlI 
llAll 
times the relative perturbation of the matrix and the right hand side.” 
The quantity ]]A]] ]]A- ‘I] appears to be quite important; it is called the 
condition number of A (for linear equations or for inversion) and is denoted 
by K(A). (Note: K(A) > 1.) We can restate Theorem 1 as: 
If Ax = b and A? = 6, where A is nonsingular, and if 
II*-AlI 1 
IIAII Yqqp 
then A is non-singular and 
IL-fll ~ 44 
llxll 
~-K(A) 
II* - AlI 
IIAII 
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This says that if the relative perturbations of the matrix A and the right 
hand side b are small, then the relative perturbation of the solution is also 
small as long as A is well conditioned [i.e., K(A) is not too large]. Of course, 
the roles of A and A can be reversed. 
Let’s now quantify this. Suppose that the relative perturbations in A and 
b are lo-‘, i.e., 
IIA - AlI = 1o-‘_ IJb - 41 
II All llbll ’ 
i.e., the relative accuracy of the data is lo-’ (a relative error of about 1 in the 
rth significant decimal digit). Let K(A) = lop. Then Theorem 1 says that if 
r > p then 
thus the relative change in the solution is at mcst (approximately) 2 in the 
(p - r)th significant decimal digit. (We have stated this as if p, r, and 9 
were integers; of course, they need not be integers. We have also assumed 
lop-’ -=z 1.) 
For example, if 
IIA - All = 1op’ _ Ilb - 611 
IIAII llbll 
and if K(A) = lo:‘, then 
11x - 211 lo3 
,lxll < 1 _ 10~4 2x lo-‘= 2x lo-“; 
i 1 
so the relative error in the solution is at most 2 in the fourth significant 
decimal digit. 
Thus, the condition number, K(A) = lo’, gives the number T of significant 
decimal digits that may be lost in the accuracy of the solution in comparison 
with the accuracy of the data, or conversely it gives the number r of 
significant decimal digits that the error in the solution may be increased in 
comparison with the error in the data. 
WEAK AND STRONG STABILITY 53 
How large may K(A) be before we consider A to be ill conditioned? That 
depends on the accuracy of the data and the accuracy desired in the solution. 
If the data have a relative error of 10m7 and the relative error in the solution 
is to be guaranteed to be < 10e4, then K(A) must be < 0.5 X lo3 = 500, but 
if the relative error in the solution is to be guaranteed to be < lo-‘, then 
K(A) must be Q 0.5 X lo5 = 50,000, while if the relative error in the solution 
is to be guaranteed to be < 1O-6, then K(A) must be < 5. 
Thus, whether a matrix is well or ill conditioned depends on the accuracy 
of the data and how much accuracy is required in the solution. In the above, 
A would be considered well conditioned if K(A) < 500 in the first case, 
< 50000 in the second case, and < 5 in the third case. 
Note that since K(A) > 1,the greatest accuracy that can be guaranteed in 
the solution is 2 x 10A7. Thus we cannot be guaranteed more accuracy in the 
solution than in the data. (Of course, we may always be lucky, but we cannot 
be guaranteed it.) 
Now let us look back at Example 1. Here 
K~( A) = 39,601, 
IJb - 611, 1.06 
Ilb,l, = 1.99 XIOP4, and 
lb - x”llca 
IIXIICC 
= 2.0203, 
while Theorem 1 guaranteed that 
lb - fll ~ < 2.1094, 
II4 
which was true. In order to be guaranteed that 
IIX - fll ~ 1op2 
lIdI ’ 
we would need 
Ilb - &II 
llbll 
< 2.53x 10P7. 
3. STABILITY 
The finite precision of computer arithmetic can cause quite disastrous 
results for algorithms when solving mathematical problems on computers. 
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For example Gaussian elimination is quite disastrous in finite precision 
arithmetic. Suppose that we are using 9 decimal digit floating point arith- 
metic; a computation of 1-t 10P , ‘” 10” + lo-“, and 1O’a + 1 would give 1, 
105, and 10 r0 respectively. 
EXAMPLE 2. Let 
and 
h= ; . 
[ 1 
Then 
1 1 1 
X= 
[ l-lo-‘n 1-2x10P10 1 [I z 1 
Using Gaussian elimination, we multiply the first row by 10” and subtract 
from the second; in exact arithmetic we obtain 
[ 
lo-‘O 
0 1-:,,o]x= [2-:,l$ 
but in 9 decimal digit arithmetic we obtain 
[ 
loPro 
0 _:,$= [ _:olo]. 
Backsolving, we obtain as the computed solution, 
x^= 0 
[ 1 1 ’ 
which is a disastrous solution. (Note: K~( A) = 4/(1 - 10P lo) E 4.) 
The numbers in a computer (%X = the computer numbers) are not 
closed under addition, subtraction, multiplication, and division; i.e., if u and 
b are in WJV then a + b, a - b, a x b, or a/b need not necessarily be in 
%?_.K-some good approximation to a + b, a - h, a x b, or u/h will be in 
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%?_.V, but not necessarily a + b, a - b, a x b, or a/b itself. This situation 
has dire consequences. Almost all of the mathematics that we use assumes 
that we are in a closed number system; e.g., the Gaussian elimination 
algorithm assumes a closed number system. Thus, Gaussian elimination 
should not necessarily be expected to work on computers, since FJV’ is not 
closed. 
Should we throw out 2500 years of mathematics and develop algorithms 
for nonclosed number systems such as %?X? In order to avoid throwing out 
the baby with the bath water we shall create a paradigm for working in a 
nonclosed number system %JV which will be in analogy to what we saw in 
Section 2 concerning finite precision data. 
In Section 2 we say that we have a problem Ax = b which is a (small) 
perturbation of the true problem .& = 6 in nature which we actually wanted 
to solve. We shall say that an algorithm for solving Ax = b is stable on our 
computer if the computed solution x^ is the exact solution of a problem 
da = b close to the original problem, i.e., A is ~10s: to A and b is ~10s: to b. 
We would like this to be true elementwise: lAij -- Aijl/lAijl and Ibi - biI,/lbjl 
are small for all i, j; but we usually are satisfied with having it be true in 
norm: ((A - d\l/llAll and ((b - &l(/((b(( are small. 
How small is small enough? Certainly if the perturbations between A and 
A and between & and b are less than the perturbations between /i and A 
and between b and b, respectively, we could not require more of our 
algorithm on the computer. In other words, if the finite precision arithmetic 
of the computer causes the algorithm to solve a perturbed problem which is 
within the accuracy of the data, we should be satisfied with that algorithm. 
Are A and 6 unique? No. Since the problem of finding d and 8 such that 
&? = b consists of n linear equations in the n2 + n unknowns, there will be 
infinitely many solutions. We do not require that all of these be close to A 
and b, but only that there be at least one solution d, 6 which is close to A, b. 
Now, we are usually not interested in solving just one system of linear 
equations but in solving a class of problems, i.e., for all A E -al, where _F? is 
some class of matrices. We shall make all of this formal in the following 
DEFINITION 1. An algorithm for solving linear equations is stable for a 
class of matrices .& if for each A in .& and for each b the computed solution 
x^ to Ax = b satisfies d? = b for some A4 and &, where d is close to A and b 
is close to b. 
We would like A, 6 to be close to A, b elementwise but we will be 
satisfied having it so in norm: [IA - RII/IIAll and Ilb - bll/llbll are small. 
How small is small enough? Once again, that is relative to how much 
accuracy we want in the solution and how large the condition number is, 
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since once again 
llx - 41 ~ 44 
llxll 
~-K(A) 
IIA - AlI i 
IIA - AlI + lib - hII 
IIAII i llbll ’ 
IIAII 
Let us see why Gaussian elimination is unstable. We shall use Example 2 
again. There, 
We seek A and & close to 
A= [Lo,” i] and b= [g], 
respectively, such that & = 6. 
Let 
Thus, ci,,=&, andn6az=&,. Since a,,=l=b,, we can take &,,=1=6, 
and have a^,, and b, close indeed to a ,2 and k1 respectively. But uoo = 1 _U 
and b, = 2, so there are no choices for a^,, and b, so that both will be close 
to ua2 and b,, respectively. The computed solution x^ is the exact solution to 
infinitely many linear systems; for example, 
but none is close to A and b. Thus, Gaussian elimination is unstable for the 
class -01, = { nonsingular matrices}. (However, it is stable for the class JZZ~ = 
{symmetric positive definite matrices} .) 
Definition 1 above for stability is the one used by Wilkinson, and can be 
stated in words as: the computed solution is the exact solution of a slightly 
perturbed problem. Note that it is not required that A be in the class JZ? and 
that x be close to ?. 
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However, this is not the only definition of stability. Stewart [15, p. 761 
says that an algorithm is stable if the computed solution is near the exact 
solution of a slightly perturbed problem belonging to the same class. In our 
notation, Stewart’s definition would be: An algorithm for solving linear 
equations is stable for a class of matrices .& if for each A in .& and for each 
b the computed solution xc to Ax = b is close to ?, where da = b, d is an 
&, d is close to A, and & is close to b. Note that it is not required that x, be 
close to X. 
In Wilkinson’s definition of stability, x, = x^ and d would not need to be 
in J&. The consequences of the differences in these definitions will be 
explored in the latter part of Section 4. 
4. ERROR ANALYSIS 
Wilkinson’s backward error analysis of Gaussian elimination [17] throws 
light on the questions why Gaussian elimination is unstable for ~&‘i and how 
it may be stabilized. In a backwards error analysis one goes step by step 
through the algorithm, using the philosophy discussed in Sections 2 and 3: 
since the computer numbers %?JV are not closed, what perturbed problem 
did we actually solve at this step? 
We may paraphrase Wilkinson’s result [17-191 in our terminology here 
as: 
THEOREM 2. Let Ax = b, where A is nonsingular. Then Gaussian 
elimination on Ax = b in tdigit base /3 arithmetic will yield a computed 
solution 2, which is the exact solution of the perturbed system da = &, where 
IIA - &a Q 
(3+ nU)(n3 +3n2)gu 
2 
2 &=b, 
where 
u = machine precision = 
i 
$-’ if rounding, 
P-’ if truncating, 
and g = maxk maxi, j]u!ij Ack) being the reduced matrix of order k, 1~ k G n. 
Presumably /3-’ is very small, so ]]A - d]]/]]A]] and [lb - Ql/llbll will be 
small as long as the elements in the reduced matrices do not become too 
large. 
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We see in Example 2 that this is exactly what happened. The largest 
element in A is 1, but in the reduced matrix it is - lOlo, and this large 
element wiped out crucial data. 
We see also that we may stabilize Gaussian elimination by keeping down 
element growth. Let us reconsider Example 2. 
If we interchange the two equations in Example 2, we have 
[ l;lo ;]x= [;I. 
Solving this by Gaussian elimination, we multiply the first row by lo- lo and 
subtract from the second; in exact arithmetic we obtain 
[ 0 1 I-IO-‘0 1 1 r= [ I-2xIO-10 2 1 ’ 
but in 9 decimal digit arithmetic we obtain 
Backsolving, we obtain as the computed solution, 
.f= 1 I 1 1 ’ 
which is a very good solution, accurate to 10 ~ lo. 
In order to show that we have solved Ax = b stably, we must find A and 
& close to A ahd b, respectively, such that AZ = &. Let 
Let us take 6=b. Then we have ~?,,+a^,,=2 and a^,,+a^,=l. One 
possible solution (among the infinitely many) is 
A=0 1 
[ 1 1 1’ 
Then, 
Ilff - 4lcc 
ll4lm 
Q 0.5x lo-lo 
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and 
llf - rllcc = 10_‘a 
ll4lm ’ 
while Theorem 1 guaranteed that 
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114 - 4Icc 2x lo-‘O 
ll4lm G 1-3x1o-‘o 
= 2x lo-lo + o(1o-m). 
The above illustrates the two most popular techniques for controlling 
element growth in Gaussian elimination: 
(1) Complete pivoting. Compute the largest element in the reduced 
matrix at each step and interchange rows and columns so that the largest 
element is in the (1,l) position of the reduced matrix. This costs in” + in” 
- $n comparisons for an n X n matrix. 
(2) Partial pivoting. Compute the largest element in the first column of 
the reduced matrix at each step and interchange rows so that the largest 
element is in the (1,l) position of the reduced matrix. This costs in” - in 
comparisons for an n X n matrix. 
Wilkinson [17] showed that 
makmmi, jIar:‘I ~ hf(n) for complete pivoting, 
maxi, jlaijl ( gn-1 for partial pivoting. 
where 
f(n) = ( kjsk11k)1’2 < 1.8nfl”“. 
The bound for complete pivoting is not sharp; in fact, it is conjectured to be 
< n for real matrices (there are complex examples for which growth is > n). 
The bound for partial pivoting is sharp, e.g., 
A= 
1 
-1 1 0 : 
1 
-1 . . . . -1 1 
60 
i.e., 
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1 
1 for j=i,n, 
aij = -1 for j<i, 
0 otherwise. 
One might conclude that complete pivoting should always be used. 
However, large growth with partial pivoting does not occur in practice, and 
the extra comparisons for complete pivoting make it cost about 30% more 
than for partial pivoting. So partial pivoting is actually used for solving 
general systems; for example, LINPACK [8] uses partial pivoting. 
We can conclude that Gaussian elimination with pivoting is stable both 
by Wilkinson’s definition and by Stewart’s definition on the class &i = 
{ nonsingular matrices}. 
Similarly, backward error analyses show that the Cholesky algorithm and 
symmetric Gaussian elimination ( LDLT algorithm) are stable for z/s = 
{symmetric positive definite matrices} [12, 171 and that the symmetric 
indefinite algorithm (diagonal pivoting algorithm) is stable for ~2s = 
(nonsingular symmetric matrices} [3, 51 by both definitions. In fact, back- 
ward error analyses of matrix computations always lead to the result that the 
computed solution is the exact solution of a perturbed system-although not 
necessarily a slight perturbation. The use of “near” in Stewart’s definition 
seems unnecessary, at least for matrix computations. On this point, I prefer 
the simpler Wilkinson definition. 
What about Stewart’s requirement that d also belong to &’ if A is in xZ? 
Often that works fine, as we have seen above, but it can also be too 
restrictive. Let us consider Gaussian elimination with pivoting on the class 
.&s or &a. The backward error analysis yields stability on ~2s and &s by 
Wilkinson’s definition but not by Stewart’s, since the perturbed matrix d 
from the error analysis is not symmetric, so A 4 &s or &s. (This does not 
mean that Gaussian elimination with pivoting on _zYs and &s is unstable by 
Stewart’s definition, but only that we cannot prove stability with Stewart’s 
definition by the standard techniques of backward error analysis.) 
We would want any definition of stability to permit Gaussian elimination 
with pivoting to be stable on &‘s or .EZ’s by a backward error analysis proof. 
Thus, we conclude that, although Stewart’s requirement that d be in ZZZ’ 
whenever A is in .&’ is often useful, it is too restrictive to be used as a 
definition of stability. I prefer Definition 1 as a definition of stability (Golub 
and Van Loan [13] also implicitly use this definition; see pp. 67-69). 
However, in the next section we shall expand these thoughts and incorporate 
this requirement in a new definition. 
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5. STRONG STABILITY 
Our definition of $ability in Section 3 required that for each A E LZ? we 
could find a matrix A such that the computed solution x^ to Ax = b satisfies 
da = b for some b where A and & are close to A and b, respectively. We did 
not require that d E ~4. However, we often get from the error analysis that 
A E zz?, e.g., for Cholesky or LDLr (symmetric Gaussian elimination) on &a 
or for the symmetric indefinite algorithm on &‘a, since we may put the error ,Y 
in computing the decomposition into A and the error in solving the linear 
system into b. Let the computed Cholesky factor j? of A satisfy A + E = LLT, 
so E is symmetric; let the computed solution z^ to Lz = b satisfy & = b + f, 
let the computed solution x^ to LTx = i satisfy iTiZ = n^ + g. Then 
Thus, take 
A=A+E and &=b+f+Lg. 
d will be symmetric and, if E is not too large, also positive definite (with 
appropriate assumptions this will be so). 
Similarly, for LDLT on ~8s and for the symmetric indefinite algorithm on 
&s, we can (with appropriate assumptions) always find A E .&’ and b such 
that d and 6 are close to A and b, respectively. Of course, Gaussian 
elimination with partial or complete pivoting on xZr gives R E &r. 
Thus, the standard backward error analysis gives us an A E LX? in all of 
the above. However, if we use Gaussian elimination with pivoting on .&a or 
&a, then the standard backward analysis does not give us an d which is 
symmetric. 
If d4 = {symmetric positive definite band matrices with bandwidth 
2m + l}, then the error analysis of Cholesky or LDLT on ti gives d E ~8~. 
But if ZZ?~ = {nonsingular band matrices with bandwidth 2m + l}, then the 
error analysis of Gaussian elimination with partial pivoting on ~4s gives an d 
with m diagonals below the main diagonal and between m and 2m above 
the diagonal and so, in general,_ d P zzZ5 (if an interchange ever occurs 
during the elimination, then the A given by the error analysis is not in d5.) 
Why should we care whether A is in .& or not? 
Suppose we want to solve some physical problem P from some class 9. 
Suppose the mathematical reduction (discretization, etc.) of P leads to a 
system of linear equations Ax = b, where A always belongs to some class .z?. 
If d is also in ~4, then we hope that there is some problem @ in 9 such that 
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the mathematical reduction (discretization, etc.) of ? leads to the system of 
linear equations A? = b, where p is close to P. But if A is not in ._&, then no 
problem in 9 could lead to da = &. So our computed 2 need not have 
anything to do with a problem in 9: 
Physical problem Linear system 
Class B + Matrix class d 
Mathematical Computer 
reduction solution 
Instance P E 9 b MatrixAx=b 
A* ,. - Ar=b 
Instance F E 9 4 
May yield if a E .&; 
cannot if L 4 ~8 
Let us state formally what we have been discussing informally above. 
DEFINITION 2. An algorithm for solving linear equations is strongly 
stable for a class of matrices ~2 if for each A in x2 and for each b the 
computed solution x^ to Ax = b satisfies da = 6, where A is also in & and A 
and & are close to A and b, respectively. 
(We could also restrict b and 6 to some class of vectors %9 if we so chose, 
but we will not here.) Note that this corresponds to Stewart’s definition of 
stability with x, = 2 
Clearly, strongly stable implies stable, and we have the following 
THEOREM 3. The following are strongly stable (with appropriate as- 
sumptions): 
(a) Cholesky or LDLT on .E@~ = {symmetric positive definite matrices} or 
~2~ = { symmetric positive definite band matrices }, 
(b) symmetric indefinite algorithm on &a = { nonsingular symmetric 
matrices } , 
(c) Gaussian elimination with partial or complete pivoting on SP’, = 
{ nonsingular matrices } . 
(d) LU decomposition (Gaussian elimination without pivoting) on s’~ = 
{ nonsingular diagonally dominant matrices ([a ii I> C j + i la i jI for all i)} or 
&, = { nonsingular diagonally dominant band matrices } . 
Of course, Gaussian elimination with partial pivoting and Gaussian 
elimination with complete pivoting are stable on d2, ti3, d4, and .zJ5, but 
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it does not follow from their error analyses that they are strongly stable. (This 
does not imply that they are not in fact strongly stable.) 
6. WEAK STABILITY 
Now, most users do not worry whether or not their computed solution 
solved an appropriate perturbed problem. But they do worry whether or not 
their solution is accurate. Of course, as we saw in Section 2, if their matrix is 
ill conditioned they may have difficulties. So we shall only concern ourselves 
with accurate solutions for well-conditioned matrices. 
Perhaps even Definition 1 is too restrictive. Let’s weaken it to the 
following 
DEFINITION 3. An algorithm for solving linear equutions is weakly 
stable for a cluss of matrices sz2 if for each well-conditioned A in ~4 and for 
each b the computed solution x^ to Ax = b is such that 11x - x^ll/llxll is small. 
(Once again, we could restrict b to belong to some class of vectors .% if 
we so desired, but we will not do so here.) 
This says that an algorithm is weakly stable for a class of matrices d if it 
computes a good solution for every well-conditioned matrix in &. For most 
users, this is all they want. Clearly, stable implies weakly stable. 
When we numerical analysts show that an algorithm is unstable, we 
usually exhibit a well-conditioned matrix for which the algorithm obtains a 
bad computed solution, i.e., we show that the algorithm is not weakly stable. 
Since “not weakly stable” implies “not stable,” we are done. Usually we do 
not show that there exists no A and b close to A and b such that Aa = 6 
(although we sometimes do this). 
The ideal for a numerical analyst is to show that an algorithm is strongly 
stable for a class &, but I believe that a proof of weak stability is certainly 
acceptable for giving confidence that an algorithm can be used successfully 
on a computer. Undoubtedly, you are wondering whether I have some 
further ulterior motive in introducing this. And indeed I do. 
7. ALGORITHMS FOR TOEPLITZ SYSTEMS 
Let &‘s = {symmetric positive definite Toeplitz matrices} and &s = 
{ nonsingular Toeplitz matrices}. A matrix T is Toeplitz if all the elements are 
the same on each diagonal i.e., ti j = tj_i. Thus, an n X n Toeplitz matrix 
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would have at most 2n - 1 distinct elements in the general case and at most 
n distinct elements in the symmetric case. We would expect to be able to 
solve Toeplitz systems in an order of magnitude better than 0( n3), say 0( n2) 
or better. In fact, there are several algorithms which will solve a Toeplitz 
system in 0(n2): those of Levinson [14], Durbin [9], Trench [16], Zohar [20], 
and others. All of these algorithms are related, and are unstable if the 
Toeplitz matrix is not symmetric positive definite [4]. 
In [6], Cybenko claims that the Levinson-Durbin (and, hence, the 
Trench-Zohar) algorithm is stable for symmetric positive definite Toeplitz 
matrices. Cybenko did not give a backward error analysis; in fact, he says 
that “there seems to be no way to avoid exponential error bounds using” a 
backward error analysis approach. Some people assert that Cybenko did not 
prove stability of the algorithm, since he did not show that the computed 
solution will be the exact solution of a slightly perturbed problem. 
What did Cybenko actually prove in [6]? He proved that the computed 
solution x^ to TX = b will always have a small residual, r = Ti? - b, for 
well-conditioned symmetric positive definite Toeplitz matrices. Since we have 
[IO, 191 
--<K(T)~ 
Ilf - 41 
llxll llbll ’ 
f will be close to x whenever T is well conditioned. 
Thus, in the terminology of this paper, Cybenko proved the following 
THEOREM 4. The Levinson, Durbin, Trench, and Zohar algorithms are 
weakly stable on .zf8 = {symmetric positive definite Toeplitz matrices}. 
It may be that these algorithms are actually stable on &‘s, but we do not 
seem to be able to prove it using the standard backward error analysis 
techniques. However, proving that an algorithm is strongly stable for Toeplitz 
matrices would be a formidable task indeed; we would have to show that the 
computed solution x^ was the solution to a perturbed Toeplitz system $2 = 8, 
where 2 has only 2n - 1 distinct elements in the case of 5;4,, and only n 
distinct elements in the case of &s, with which to work. 
There are several O(n log2 n) algorithms for solving Toeplitz systems, 
often called fast algorithms [1,2,7]. These algorithms use the Gohberg- 
Sementsul formula [ll], which is unstable when the Toeplitz matrices are not 
symmetric positive definite [4]. Since the Gohberg-Sementsul formula is 
closely connected to Trench’s algorithm, perhaps these fast algorithms can be 
shown to be weakly stable on tis = {symmetric positive definite Toeplitz 
matrices}. This is a topic for future research. 
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8. CONCLUSIONS 
Many error analyses which prove stability prove something 
stronger-strong stability, that the computed solution solves a perturbed 
system close to the original and of the same class as the original. On the 
other hand, most users are willing to accept something weaker than the 
traditional concept of stability-weak stability, that the computed solution is 
close to the original solution for all well-conditioned systems. The concept of 
weak stability is useful for clarifying the confusion that has arisen over the 
stability of algorithms for Toeplitz systems: the Levinson, Durbin, Trench, 
and Zohar algorithms are unstable for general Toeplitz matrices and are 
weakly stable for symmetric positive definite Toeplitz matrices. Whether they 
are stable or strongly stable or not is still an open question for symmetric 
positive definite Toeplitz matrices. 
The concepts of strong and weak stability may be obviously extended to 
other problems in numerical linear algebra. For strong stability the perturbed 
matrix must also belong to the same class of matrices as the original matrix. 
For weak stability the algorithm must obtain a good solution for all well-con- 
ditioned matrices. The meaning of a well-conditioned matrix is, of course, 
dependent on the problem, e.g., eigenproblem, least squares, and so forth. 
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