Abstract. For a process U (t, τ ) : X τ → X t acting on a one-parameter family of normed spaces, we present a notion of time-dependent attractor based only on the minimality with respect to the pullback attraction property. Such an attractor is shown to be invariant whenever U (t, τ ) is T -closed for some T > 0, a much weaker property than continuity (defined in the text). As a byproduct, we generalize the recent theory of attractors in time-dependent spaces developed in [10] . Finally, we exploit the new framework to study the longterm behavior of wave equations with time-dependent speed of propagation.
Introduction
The evolution of systems arising from mechanics and physics is described in many instances by differential equations of the form u t = A(u, t), t > τ, u(τ ) = u τ ∈ X, damped wave equation in a smooth bounded domain Ω ⊂ R 3 (1.1) εu tt (x, t) + u t (x, t) − ∆u(x, t) + f (u(x, t)) = g(x, t), u(x, t)| x∈∂Ω = 0, where ε > 0, f is a nonlinear term and g an external given force. If g is independent of time, the system is autonomous and the problem is completely understood within the framework of semigroups, whereas the dependence of g on time requires further integrability assumptions and the theory of attractors for processes, suitable to deal with nonautonomous situations. On the contrary, the standard theory generally fails to capture the dissipation mechanism involved in evolution problems where the coefficients of the differential operator depend explicitly on time, leading to time-dependent terms at a functional level. This can be seen in the model equation (1.1) , assuming that ε is not a constant, but rather a positive decreasing function of time ε(t) vanishing at infinity. In such a case, the natural (twice the) energy associated to the system reads
which exhibits a structural dependence on time. It is then easy to realize that the vanishing character of ε at infinity alters the dissipativity of the system and prevents the existence of absorbing sets in the usual sense, namely, bounded sets of the phase space
(Ω) absorbing all the trajectories after a certain period of time. The first two authors believe that an essential progress in this direction has been made recently in [10] , where the authors adopt the new point of view of describing the solution operator as a family of maps U(t, τ ) : X τ → X t , t ≥ τ ∈ R, acting on a time-dependent family of spaces X t . For instance, in the model problem (1.1) all the spaces coincide with the linear space X, but the X t -norm is dictated by the time-dependent energy E(t) of the solution at time t. Based on this idea, the paper [10] provides a suitable modification of the notion of pullback attractor, establishing a new theory of pullback flavor for dynamical systems acting on time-dependent spaces.
Plan of the paper. Our aim in this article is twofold: first, in the spirit of [6] (and [10, 11] ), we give new insights on attractors on time-dependent spaces. The main idea is to define the basic objects of the theory (such as pullback absorbing and attracting sets, time-dependent attractors) only in terms of their attraction properties. In particular, the time-dependent attractor will be the smallest (pullback) attracting set, which in turn implies its uniqueness. Quite interestingly, here neither the process is required to be continuous, nor the attractor to be invariant by definition. Indeed, we prove that the invariance property is automatically satisfied by the attractor whenever the process U(t, τ ) is T -closed for some T > 0, a much weaker condition than continuity (see Definition 5.4 below). As a byproduct, we recover and improve the results of [10] . The second goal is to study the longtime dynamics of the model problem (1.1) with a time-dependent coefficient ε(t). This is done in the last part of the paper, where, by handling the system within the new framework, we show the existence of a time-dependent attractor of optimal regularity.
The Abstract Framework
For t ∈ R, let X t be a family of normed spaces without, so far, any other hypotheses on these spaces. We consider a two-parameter family of operators U(t, τ ) : X τ → X t , depending on t ≥ τ ∈ R, and satisfying the following properties:
(i) U(τ, τ ) is the identity map on X τ ; (ii) U(t, τ )U(τ, σ) = U(t, σ) for every σ ∈ R and every t ≥ τ ≥ σ.
The family U(t, τ ) will still be called a process.
Remark 2.1. We stress that the spaces X t can be in principle completely unrelated. Besides, no continuity property is assumed in the definition of the process.
In the next sections we will provide an abstract setting in order to study the asymptotic behavior of the operators U(t, τ ) when t → +∞ and/or τ → −∞. The goal is to define a suitably "thin" object A = {A t } t∈R , where each A t ⊂ X t is able to attract (at time t) all the solutions of the system originating sufficiently far in the past. This will be done in the spirit of [6] , leading to the notion of time-dependent attractor in Definition 4.1 below. Then, in Section 3, we state the main existence result for time-dependent attractors, and in the subsequent Section 5 we discuss the issue of their invariance. Finally, in Section 6, we complete the presentation with some comments and a comparison with the theory of [10] .
Notation. For every t ∈ R, we introduce the R-ball of X t B t (R) = z ∈ X t : z Xt ≤ R .
For any given ε > 0, the ε-neighborhood of a set B ⊂ X t is defined as
We denote the Hausdorff semidistance of two (nonempty) sets B, C ⊂ X t by
Finally, given any set B ⊂ X t , the symbol B stands for the closure of B in X t .
Pullback Attracting Sets
We begin with some definitions. Definition 3.1. A family C = {C t } t∈R of bounded sets C t ⊂ X t is called uniformly bounded if there exists R > 0 such that
Definition 3.2. A family B = {B t } t∈R is called pullback absorbing if it is uniformly bounded and, for every R > 0, there exists t 0 = t 0 (t, R) ≤ t such that
The process U(t, τ ) is called dissipative whenever it admits a pullback absorbing family. 
holds for every uniformly bounded family C = {C t } t∈R and every t ∈ R.
We can describe the pullback attraction in term of sequences. To this aim, let Σ t denote the collection of all possible sequences of the form
where τ n → −∞ and x n ∈ X τn is any uniformly bounded sequence. For any y n ∈ Σ t we denote
It is immediately seen from the definitions that a uniformly bounded family K = {K t } t∈R is pullback attracting if and only if
we have proved 
Proof. Let K = {K t } t∈R be a family of compact sets. If K is pullback attracting, then given y n ∈ Σ t we have
for some ξ n ∈ K t . Since K t is compact, there exists ξ ∈ K t such that (up to a subsequence)
Conversely, if K is not pullback attracting, we deduce from (3.2) that dist Xt (y n , K t ) > ε, for some t ∈ R, ε > 0 and
Time-Dependent Global Attractors
It is clear from the earlier discussion that a pullback attracting family of compact sets is capable of controlling the regime of the system at any time t ∈ R. This leads quite naturally to the definition of an attractor as the smallest set possessing such a property.
To this aim we consider the collection Definition 4.3. A process U(t, τ ) is ε-dissipative if for every t ∈ R there exists a set F t ⊂ X t made of a finite number of points such that the family {O ε t (F t )} t∈R is pullback absorbing (cf. Definition 4 in [6] ). The process is called totally dissipative whenever it is ε-dissipative for every ε > 0. Note that the sets F t need not be the same for all ε.
Theorem 4.4. Assume that X t is a Banach space for all t ∈ R. Then U(t, τ ) is totally dissipative if and only if K = ∅.
Proof. If K = ∅, then U(t, τ ) is totally dissipative. Indeed, if K = {K t } t∈R belongs to K, it follows that any K t can be covered by finitely many ε-balls, and calling F t the union of the centers of those balls, the family {O ε t (F t )} t∈R is pullback absorbing. Conversely, if U(t, τ ) is totally dissipative, for any arbitrarily fixed ε > 0, we can choose a finite set F ε t such that the family {O ε t (F ε t )} t∈R is uniformly bounded and absorbing. If we select any y n ∈ Σ t , then y n eventually falls into
Accordingly, the family K = {K t } t∈R is uniformly bounded. Furthermore, both K t and {y n } are coverable by finitely many balls of arbitrarily small radius, which, in Banach spaces, means precompactness. In particular, K t being closed, it is compact in X t . Since the sequence y n is precompact, then L t (y n ) is nonempty. Also, it is contained in every closed set V ε t and hence in their intersection K t . In other words, dist Xt (y n , K t ) → 0, meaning that K is pullback attracting. Hence K ∈ K.
Collecting Theorem 4.2 and 4.4 we draw a corollary.
Corollary 4.5. If the family U(t, τ ) is totally dissipative, then the time-dependent attractor A exists and coincides with the set A ⋆ . In particular, it is unique and uniformly bounded. Remark 4.6. A less direct characterization of a totally dissipative process is also possible, based on the Kuratowski measure of noncompactness of a bounded set B ⊂ X t (see [14] )
B has a finite covering by balls of X t of diameter less than d .
Indeed, it is easily seen that the family U(t, τ ) is totally dissipative if and only if there exists a pullback absorbing set B = {B t } t∈R for which
Invariance of the Attractor
A further question is the invariance of the time-dependent global attractor.
This property is usually a priori postulated in the literature. In particular, in [10] the time-dependent attractor is by definition a family of compact sets which is at the same time pullback attracting and invariant, and its existence is proved by exploiting the continuity of the process U(t, τ ) (see Theorem 2.1 and Remark 2.4 therein).
Remark 5.2. On the other hand, if we know that K is an invariant pullback attracting family of compact sets, it is clear that K is the smallest element of K, hence it coincides with the time-dependent attractor A.
Our purpose here is to show that the time-dependent global attractor provided by Theorem 4.2 is automatically invariant whenever the process U(t, τ ) is T -closed for some T > 0 in the sense of Definition 5.4 below, a very mild continuity-like assumption. We start with a sufficient condition.
Proposition 5.3. If there exists T > 0 such that
Proof. Let t ∈ R be arbitrarily fixed. For any s ≥ t and any n ∈ N, we have by induction
In particular, (5.1)-(5.2) for s = t entail
Let now τ ≤ t.
Taking n large enough, we infer from (5.2)-(5.3) that
proving the equality U(t, τ )A τ = A t .
In order to establish an invariance criterion, we need one more definition. Recall that, for any pair of fixed times t ≥ τ , the map U(t, τ ) : X τ → X t is said to be closed if
Definition 5.4. The process U(t, τ ) is called
• closed if U(t, τ ) is a closed map for any pair of fixed times t ≥ τ ;
• T -closed for some T > 0 if U(t, t − T ) is a closed map for all t.
Remark 5.5. Of course if the process U(t, τ ) is closed it is T -closed, for any T > 0. Note also that if the process U(t, τ ) is a continuous (or even norm-to-weak continuous) map for all t ≥ τ , then the process is closed.
Theorem 5.6. If U(t, τ ) is a T -closed process for some T > 0, which possesses a timedependent global attractor A, then A is invariant.
Proof. In view of Proposition 5.3, it is enough to prove the inclusion
To this end, select an arbitrary y ∈ A t . By Theorem 4.2,
Define the sequence
On account of Lemma 3.7,
On the other hand,
and since U(t, t − T ) is closed we conclude that
yielding the desired inclusion.
Remark 5.7. In fact, Theorem 5.6 holds under a weaker continuity condition on U(t, τ ). It suffices to require the existence of sequence
with the following property:
If so, we call the process asymptotically closed, in analogy to the semigroup case (see [6] ).
Further Remarks
I. The notion of pullback absorber given in [10] looks apparently different from ours, and is based on the notion of a pullback-bounded family, namely, a family B = {B t } t∈R satisfying (6.1)
Accordingly, B is called a pullback absorber if it is a pullback-bounded family with the following property: for every t ∈ R and every pullback-bounded family C = {C t } t∈R there exists t 0 = t 0 (t, C) ≤ t such that
Since any family of balls {B t (R)} t∈R is pullback-bounded, (3.1) obviously follows from (6.2). As a matter of fact, the two notions of absorbtion are equivalent. Indeed, if C is any pullback-bounded family with maximal size R(t) on (−∞, t], then
Hence, if B is a pullback absorbing family in the sense of Definition 3.2 and t ∈ R is any fixed time, we have
for some t ≥ t 0 = t 0 (t, R(t)), where R(t) depends only on C. But this is exactly the absorbtion property (6.2).
In the present work, we decided to postulate in the definition of absorbing family the stronger property of being uniformly bounded, instead of merely pullback bounded. Such a notion seems to reflect more closely the dissipation mechanism of most equations of mathematical physics, where the dynamics at time t is confined in bounded sets B t (the pullback absorbing family) whose size in the phase space X t remains bounded as t → +∞ (whereas the boundedness as t → −∞ is a consequence of (6.1)). This happens, for instance, for the so-called oscillon equation arising in recent cosmological theories that motivated the authors of [10] to develop this novel theory (see also [11] ), as well as for the wave equation (1.1) studied in this paper. Conversely, having a pullback bounded absorbing family does not prevent the possibility of B t becoming larger and larger as time increases, in contrast with the common intuition of dissipation.
II. Similarly, the notion of pullback attracting set in Definition 3.3 (or Remark 3.4) can be rephrased in the following way: a uniformly bounded family K = {K t } t∈R is pullback attracting if and only if
for every pullback-bounded family C = {C t } t∈R and t ∈ R. Observe that this is exactly the pullback attraction property defined in [10] .
III. An interesting question is whether property (6.3) holds uniformly with respect to intervals of time. This is not true in general. In particular, it cannot happen on unbounded intervals. The next result shows that, if the process is sufficiently smooth, then the attraction exerted by any invariant pullback attracting family (such as the time-dependent attractor) is uniform on compact intervals.
Proposition 6.1. Let K = {K t } t∈R be an invariant pullback attracting family. Assume that
for all t ≥ τ ∈ R and z i Ht ≤ r, where Q is a positive function, increasing in each of its arguments. Then, for all R > 0,
uniformly for t belonging to a compact set.
Proof. Let [a, b] with −∞ < a < b < ∞ be given. Let R 0 > 0 be such that
Since K is pullback attracting, for any given R > 0 there exists
Let now τ < τ 0 be fixed, and select any x ∈ B τ (R). Calling z = U(a, τ )x, choose k ∈ K a for which z − k Xa < ε.
Then, in light of (6.4), for all t ∈ [a, b] we have
Observe that, from the invariance of K,
In conclusion, we proved that for all ̺ > 0 small there exists τ 0 < a such that
Since τ 0 is independent of t ∈ [a, b], the proof is finished.
Wave Equations with Time-Dependent Speed of Propagation
We now want to apply the theory above to the nonautonomous wave equation (7.1)-(7.3) below. Let Ω ⊂ R 3 be a bounded domain with smooth boundary ∂Ω. For any τ ∈ R, we consider the evolution equation for the unknown variable u = u(x, t) : Ω × [τ, ∞) → R (7.1) εu tt + αu t − ∆u + f (u) = g, t > τ, subject to Dirichlet boundary condition (7.2) u |∂Ω = 0, and to the initial conditions
where a, b : Ω → R are assigned data. Here ε = ε(t) is a function of t and we postulate the following assumptions.
7.1. Conditions on ε. We let ε ∈ C 1 (R) be a decreasing bounded function satisfying
In particular, there exists L > 0 such that
7.2. Conditions on f . We let f ∈ C 2 (R) with f (0) = 0 satisfying, for every s ∈ R, the growth bound (7.6) |f ′′ (s)| ≤ c(1 + |s|), for some c ≥ 0, along with the dissipation condition
where λ 1 > 0 is the first eigenvalue of the strictly positive Dirichlet operator
Finally, the damping coefficient α is a positive constant and the time-independent external source g = g(x) is taken in L 2 (Ω). Equation (7.1) can be seen as a nonlinear damped wave equation with time-dependent speed of propagation 1/ε(t). Besides, it can also be interpreted as a model for the thermal evolution in a homogenous isotropic (rigid) heat conductor according to the MaxwellCattaneo law [5] (see also [9, Appendix B]), with ε(t) representing a time-dependent relaxation parameter.
In the case when ε is a positive constant, the asymptotic behavior of solutions to equation (7.1)- (7.3) has been the object of extensive studies since the eighties (see, e.g. [1, 2, 3, 12] ), and it is well-known to generate a strongly continuous semigroup S(t) on the phase space
We refer the reader to the recent reference [17] for a review on the subject and a discussion on the assumptions on f which are suitable to prove the existence of the compact global attractor of optimal regularity.
The aim of the subsequent sections is to study the longtime behavior of the solutions to (7.1)-(7.3) with ε depending on time, according to the abstract framework developed in the first part of this article. Our main result is Theorem 11.1 below, proving the existence of a time-dependent global attractor for the process associated with (7.1) acting on a suitable time-dependent family of spaces. Besides, the attractor turns out to be invariant and of optimal regularity, in a sense explained below.
Preliminaries
8.1. The functional setting. We set H = L 2 (Ω), with inner product ·, · and norm · . For 0 ≤ σ ≤ 2, we define the hierarchy of (compactly) nested Hilbert spaces
Then, for t ∈ R and 0 ≤ σ ≤ 2, we introduce the time-dependent spaces
endowed with the time-dependent product norms {a, b}
The symbol σ is always omitted whenever zero. In particular, the time-dependent phase space where we settle the problem is
Then, we have the compact embeddings
with injection constants independent of t ∈ R. Note that the spaces H t are all the same as linear spaces; besides, since ε(·) is a decreasing function of t, for every z ∈ H 1 × H and t ≥ τ ∈ R there holds
Ht .
Hence the norms · 2
Ht and ·
2
Hτ are equivalent for any fixed t, τ ∈ R, but the equivalence constant blows up when t → +∞.
Along the paper, we will perform a number of formal energy-type estimates, which are rigorously justified in a Galerkin approximation scheme. Moreover, the Hölder, Young and Poincaré inequalities will be tacitly used.
Technical lemmas.
We shall exploit the following Gronwall-type lemma, whose proof can be found in [8] . 
Calling
in light of (7.7) it is a standard matter to verify that Lemma 8.2. The following inequalities hold for some 0 < ν < 1 and c 1 ≥ 0:
8.3. A word of warning. Similarly to the classical damped wave equation with constant coefficients, proving the dissipativity of the system with f (u) satisfying (7.6) and (7.7) is quite technical and requires several steps (see e.g. [1, 3] , see also [4] for a different strategy).
Since the main focus in this paper is the presence of the time-dependent coefficient ε(t), in order to avoid technical complications only due to the nonlinear term f (u), we require the additional assumption
1 − c 1 , that will be used for providing a simple and direct proof of Theorem 10.2 below. Condition (8.3) is ensured by asking, for instance, that
which is slightly less general than (7.7) but still widely used in the literature.
Well-Posedness
For any τ ∈ R, we rewrite problem (7.1)-(7.3) as
Theorem 9.1. Problem (9.1) generates a strongly continuous process U(t, τ ) : H τ → H t , t ≥ τ ∈ R, satisfying the following continuous dependence property: for every pair of initial data z i = {a i , b i } ∈ H τ such that z i Hτ ≤ R, i = 1, 2, the difference of the corresponding solutions satisfies
Global existence of (weak) solutions u to (9.1) is classical, and can be obtained by means of a standard Galerkin scheme, based on the subsequent Lemma 10.3. Such solutions satisfy, on any interval [τ, t] with t ≥ τ ,
see e.g. [19] . Uniqueness of solutions will then follow by the continuous dependence estimate (9.2). As a consequence, the family of maps with t ≥ τ ∈ R U(t, τ ) :
where u is the unique solution to (9.1) with initial time τ and initial condition z = {a, b} ∈ H τ , defines a strongly continuous process on the family {H t } t∈R .
Proof of estimate (9.2). Let z 1 , z 2 ∈ H τ be such that z i Hτ ≤ R, i = 1, 2 and denote by C a generic positive constant depending on R but independent of z i . We first observe that the energy estimate in Lemma 10.3 below ensures
We call {u i (t), ∂ t u i (t)} = U(t, τ )z i and denotez(t) = {ū(t),ū t (t)} = U(t, τ )z 1 − U(t, τ )z 2 . Then, the difference between the two solutions satisfies
with initial datum z(τ ) = z 1 − z 2 . Multiplying by 2ū t we obtain
Estimating the right-hand side in light of (7.6) and (9.3)
we end up with the differential inequality
and an application of the Gronwall lemma on [τ, t] completes the proof.
Absorbing Sets
This section is devoted to studying the dissipation properties of the process U(t, τ ) associated with (9.1). We start with a new notion of absorbtion, which is stronger than the pullback dissipativity of Definition 3.2.
Definition 10.1. A time-dependent absorbing set for the process U(t, τ ) is a uniformly bounded family B = {B t } t∈R with the following property: for every R ≥ 0 there exists θ e = θ e (R) ≥ 0 such that
The existence of a time-dependent absorbing set (hence pullback absorbing) for U(t, τ ) is witnessed by Theorem 10.2. There exists R 0 > 0 such that the family B = {B t (R 0 )} t∈R is a timedependent absorbing set for U(t, τ ). Besides,
for some I 0 ≥ R 0 .
As already discussed, we propose an easy and direct proof of this result, based on the extra assumption (8.3) . The crucial ingredient is the following dissipation estimate.
Lemma 10.3. Let t ≥ τ . For z ∈ H τ , let U(t, τ )z be the solution of (9.1) with initial time τ and datum z = {a, b}.
Proof. Let C ≥ 0 be a generic constant independent of the initial datum z and denote
(double) the energy associated with problem (9.1). Due to (7.5), (7.6) and (8.1), the functional
fulfills, for δ > 0 small and some 0 < ν < 1 provided by Lemma 8.2,
Indeed, in light of (7.5), if δ is small enough we have
Multiplying (7.1) by 2u t + 2δu, we infer d dt
and estimating
for δ small, we arrive at
In light of (8.3) we can reconstruct the functional E, which provides
Therefore, setting δ small enough so that Γ ≥ 0, we end up with
Applying the Gronwall lemma, together with (10.2), we have proved Lemma 10.3.
Proof of Theorem 10.2. Let R 0 = 1 + 2K 1 . An application of Lemma 10.3 for z ∈ B τ (R) yields
where
This concludes the proof of the existence of the time-dependent absorbing set. In order to prove the integral estimate for u t , it is enough to integrate (10.4) with δ = 0 on [τ, ∞).
Remark 10.4. We can assume that the time-dependent absorbing set B t = B t (R 0 ) is positively invariant (namely U(t, τ )B τ ⊂ B t for all t ≥ τ ). Indeed, calling θ e the entering time of B t such that U(t, τ )B τ ⊂ B t , ∀τ ≤ t − θ e , we can substitute B t with the invariant absorbing family
Existence of the Time-Dependent Global Attractor
The main result concerning the asymptotic behavior of problem (9.1) is contained in the following theorem.
Theorem 11.1. The process U(t, τ ) : H τ → H t generated by problem (9.1) admits an invariant time-dependent global attractor A = {A t } t∈R . Besides, A t is bounded in H The existence of the attractor, according to Definition 4.1, will be proved by a direct application of the abstract Theorem 4.2. Precisely, in order to show that the process is asymptotically compact, we shall exhibit a pullback attracting family of (nonvoid) compact sets. To this aim, the strategy classically consists in finding a suitable decomposition of the process in the sum of a decaying part and of a compact one.
11.1. The Decomposition. We write f = f 0 + f 1 , where
This is possible owing to assumptions (7.6) and (7.7) (cf. [1, 13] ).
Let B = {B t (R 0 )} t∈R be a time-dependent absorbing set according to Theorem 10.2 and let τ ∈ R be fixed. Then, for any z ∈ B τ (R 0 ), we split U(t, τ )z into the sum
where U 0 (t, τ )z = {v(t), v t (t)} and U 1 (t, τ )z = {w(t), w t (t)} solve the systems (11.5)
and (11.6) εw tt + αw t + Aw + f (u) − f 0 (v) = g, U 1 (τ, τ ) = 0.
In what follows, the generic constant C ≥ 0 depends only on B.
Lemma 11.2. There exists δ = δ(B) > 0 such that U 0 (t, τ )z Ht ≤ Ce −δ(t−τ ) , ∀t ≥ τ.
Proof.
Repeating word by word the proof of Lemma 10.3 with f 0 instead of f we immediately get the bound (11.7) U 0 (t, τ )z Ht ≤ C.
Then, denoting
E 0 = U 0 (t, τ )z Proof. We choose δ > 0 small and C > 0 large enough such that, calling Λ = U 1 (t, τ )z 11.3. Regularity of the attractor. The minimality of A in K establishes that A t ⊂ K t for all t ∈ R. Therefore, we immediately have the following regularity result.
Corollary 11.5. A t is bounded in H 1/3 t (with a bound independent of t).
To prove that A t is bounded in H 1 t , as claimed in Theorem 11.1, we argue as follows. We fix τ ∈ R and, for z ∈ A τ , we split the solution U(t, τ )z into the sum U 0 (t, τ )z + U 1 (t, τ )z, where U 0 (t, τ )z = {v(t), v t (t)} and U 1 (t, τ )z = {w(t), w t (t)}, instead of (11.5)-(11.6), now solve εv tt + αv t + Av = 0, U 0 (τ, τ ) = z, εw tt + αw t + Aw + f (u) = g, U 1 (τ, τ ) = 0.
As a particular case of Lemma 11.2, we learn that (11.11) U 0 (t, τ )z Ht ≤ Ce −δ(t−τ ) , ∀t ≥ τ.
Lemma 11.6. We have the uniform bound
for some M 1 = M 1 (A) > 0.
Proof. We set
1 + 2δε w t , Aw − 2 g, Aw + c, for δ > 0 small and some c ≥ 0 (depending on g ) large enough to ensure (11.12) 1 4 U 1 (t, τ )z
We finally end up with d dt
and an application of the standard Gronwall lemma, recalling (11.12), provides the uniform boundedness of U 1 (t, τ )z H 1 t , as claimed.
We are now in position to conclude the proof of Theorem 11.1. Indeed, inequality (11.11) and Lemma 11.6 imply that, for all t ∈ R,
Since A is invariant, this means δ t (A t , K
