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CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION II.
C∗-ALGEBRAS
GYULA LAKOS
Abstract. We review and provide simplified proofs related to the Magnus expansion,
and improve convergence estimates. Observations and improvements concerning the
Baker–Campbell–Hausdorff expansion are also made. In this Part II, we prove growth
estimates regarding the Magnus expansion in the setting Hilbert space operators near
the critical cumulative norm pi. We also conduct a detailed geometrical study in the
case of 2 × 2 real matrices, leading to some special normal forms via the Magnus
expansion.
Introduction
This paper is a continuation of Part I, [12]. We assume general familiarity with the
results presented there, although the techniques we use here are quite different. General
sources for algebra, analysis and combinatorics should also be taken from there.
Introduction to the Hilbert space operator setting. Practically, most applica-
tions of the Magnus expansion deal with matrices or Hilbert space operators. A common
feature of these cases is that certain spectral methods apply. In fact, not only the avail-
able tools are more numerous in these cases, but stronger convergence theorems hold.
These are the subjects of this Part II.
Matrices and Hilbert space operators, has always been the principal subjects of in-
vestigations of convergence of the Baker–Campbell–Hausdorff and Magnus expansions
(cf. references in Part I). However, the first one which is truly specific to these classes
seems to be Mityagin [16] (1990), unfortunately unpublished (but already noted by Day,
So, Thompson [10]). It uses the spectral arguments. It is discussed more in Blanes,
Casas [4]; they establish the convergence of BCH series with cumulative norm less than
π. The result was extended to the Magnus expansion by Moan, Niesen [18] (2008) and
Casas [6], ultimately, for Hilbert spaces operators. Divergence was considered earlier by
Wei [20] and Michel [15], then Vinokurov [19] (1991) gave counterexamples for the con-
vergence of the BCH expansion with cumulative norm greater than π in the BCH case.
Moan [17] (2002) (cf. Moan, Niesen [18]) gave a counterexample for the convergence
of the Magnus expansion with cumulative norm π. Here the ultimate counterexamples
are in the setting of 2 × 2 real matrices, that is they belong to the most manageable
case; yielding further counterexamples by extension. Thus, the qualitative convergence
radius π is well-established for Hilbert space operators.
In this paper, we refine the results above. In Section 1 we present the basic idea
of the spectral approach. Section 2 provides an introduction the conformal range of
operators on Hilbert spaces, which is a reduced version (in fact, a projection) of the
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Davis–Wielandt shell. In Section 3 we give explicit growth estimates for the Magnus ex-
pansion in the setting of Hilbert space operators. In Section 4 we consider some carefully
selected examples. These illustrate our earlier estimates but also help to understand the
2× 2 real case better. Section 5 develops an analysis of the 2 × 2 real case. As a main
tool, we introduce some normal forms for 2 × 2 real matrices based on time-ordered
exponentials which are not ordinary exponentials. The conclusion is that, in a certain
sense, those normal forms are better suited to the geometric description of G˜L+2 (R) than
the customary exponentials. In Section 6 we comment on the C∗-algebraic case.
1. The Spectral approach
We say that the A-valued measure is spectrally small, if for any t ∈ D(0, 1), the
spectrum of expR(t ·φ) does not intersect the (−∞, 0]. (The algebra A can be complex,
or it can be real but then complexified.) With this terminology, we can state:
Theorem 1.1. If φ is an A-valued measure, and
∫ |φ| < 2, then φ is spectrally small.
Proof. This is an immediate consequence of the logarithmic form of the Magnus expan-
sion and the estimates for Θk in Part I. 
The spectral smallness is a quite strong property. In the setting of the previous
theorem we already know that that the Magnus expansion is absolutely convergent
(even in time-ordered sense), but we can also derive the absolute convergence from the
spectral smallness itself:
Theorem 1.2 (Essentially, Mityagin [16], Moan, Niesen [18], Casas [6]). If φ is a
spectrally small A-valued measure, then log expR(tφ) is well-defined, and analytic for t
in a disk D˚(0, R), with R > 1. On such a such a disk D˚(0, R) (R can be infinite),
log(expR(tφ)) =
∞∑
k=1
µk,R(φ)t
k
holds. In particular, the convergence radius of the series is larger than 1, and the Magnus
expansion converges absolutely.
Proof. The elements λ + (1 − λ) expR(tφ) are invertible for (λ, t) ∈ [0, 1] × D(0, 1),
and, due to continuity, even in a neighborhood of [0, 1] × D(0, 1). This proves that
f(t) = log expR(tφ) is well-defined, and analytic for t in a neighborhood of D(0, 1). We
know that the power series expansion of f(t) is given by fk = µk,R(φ) around 0. Then,
a standard application of the generalized Cauchy formula shows that the growth of the
coefficients is limited by the analytic radius; which we know to be larger than 1. 
Theorem 1.2 offers a way to deal with the convergence problem using spectral argu-
ments, but controlling spectral behaviour is difficult in general. However, there is a line
arguments due to Mityagin [16], Moan, Niesen [18], Casas [6] that this can be done if
A = B(H), the algebra of bounded operators on a Hilbert space with the usual operator
sup-norm. Their argument is essentially geometric. In Section 3 we present a version
augmented by some spectral and norm estimates. Before that, however, we consider
some technical tools.
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2. The conformal range
This section gives an introduction to the conformal range of Hilbert space operators.
For the general estimates we need very little from this section: essentially Lemma 2.1
and formula (4), and only in the complex case. For the analysis of 2× 2 matrices a bit
more information is needed, which provide here. In that we try to be fairly thorough.
Nevertheless, as we want to avoid the impression that the understanding of Bolyai–
Lobachevsky geometry is needed to the convergence estimates, we refrain from using its
terminology. The experienced reader will surely recognize it, anyway. (However, see [2]
for a standard account of geometry, if interested.)
The conformal range we introduce is a particular aspect (in fact, a projection of)
the so-called Davis–Wielandt shell, cf. Davis [8] (1968), Davis [9] (1970), Wielandt [21]
(1953), cf. Horn, Johnson [11].
In what follows, H will be a real or complex Hilbert space. In order to avoid confusion,
we denote the norm on H by | · |2, and the operator sup-norm by ‖·‖2. For x,y ∈ H\{0}
let ∢(x,y) be denote their angle. This can already be obtained from the underlying real
scalar product 〈·, ··〉real = Re 〈·, ··〉.
For x,y ∈ H, x 6= 0, let
y : x =
〈y,x〉real
|x|22
+ i
∣∣∣∣ y|x|2 − 〈y,x〉real|x|22 x|x|2
∣∣∣∣
2
.
(This is the metric information of the real orthogonal decomposition of y with respect
to x.) Note that
(1) |y : x| = |y|2 : |x|2.
For A ∈ B(H), we define the conformal range as
CR(A) = {Ax : x, (Ax : x) : x ∈ H \ {0}}.
Lemma 2.1. (Conformal invariance.) Suppose that g(x) = ax+bcx+d is a real rational
function, ad− bc 6= 0. Assume A ∈ B(H) and that cA+ d Id is invertible.
(a) If x ∈ H \ 0 and y = (cA+ d Id)−1x, then
g(A)x : x = g(Ay : y)conjugated if ad−bc<0.
(b) In general,
CR(g(A)) = g(CR(A)).
Proof. (a) The elementary rules
αy : x = α · (y : x)conjugated if α<0 (α ∈ R),
(y + βx) : x = y : x+ β (β ∈ R),
γy : γx = y : x (γ ∈ R \ {0}),
y : x = (x : y)
−1
(y 6= 0)
are easy to check. If g is linear (c = 0), then the statement follows from from the first
three rules. If g is not linear (c 6= 0), then g(x) = ac − ad−bcc2
(
x+ dc
)−1
, and
g(A)x : x =
a
c
− ad− bc
c2
(
x :
(
A+
d
c
Id
)−1
x
)−1, conjugated if ad−bc<0
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=
a
c
− ad− bc
c2
((
A+
d
c
Id
)
y : y
)−1, conjugated if ad−bc<0
=
(
a
c
− ad− bc
c2
(
(Ay : y) +
d
c
)−1) conjugated if ad−bc<0
= g (Ay : y) conjugated if ad−bc<0 .
(b) This follows from the previous part and the conjugational symmetry of CR(A). 
The following lemma is not needed for our estimates, but it tells much about the
nature of CR. Let z1, z2 ∈ C such that Im z1, Im z2 ≥ 0. We say that the h-segment
[z1, z2]h is the circular or straight segment connecting z1 and z2, whose circle or line is
perpendicular to the real axis, and lies in the upper half plane C
+
= {z ∈ C : Im z ≥ 0}.
Lemma 2.2. (h-Convexity.) Suppose that A ∈ B(H), and dimR 6= 2. Then CR(A)∩C+
is h-convex, i. e. z1, z2 ∈ CR(A) ∩ C+ implies [z1, z2]h ⊂ CR(A) ∩C+.
Proof. We can suppose that z1 6= z2. Applying linear conformal transformations to
A, we can assume that Re z1 = Re z2 = 0 (lineal case) or |z1| = |z2| = 1 (circular
case). Assume that Ax1 : x1 = z1, Ax2 : x2 = z2. Extend the span of {x1,x2} to a
3-dimensional space V ⊂ H. Consider the quadratic form defined by
q(x) =
{
〈Ax,x〉real (lineal case)
〈Ax, Ax〉real − 〈x,x〉real (circular case).
The nullset Vq of q on V is either V , a plane, or a double cone (cf. x1,x2 ∈ Vq). In any
case,
{(Ax : x) : x ∈ Vq \ {0}}
is a connected set (cf. (Ax : x) = (A(−x) : (−x))), which is contained in
Lh =
{
{z ∈ C+ : Re z = 0} (lineal case)
{z ∈ C+ : |z| = 1} (circular case).
The connectedness implies [z1, z2]h ⊂ Lh. 
Lemma 2.3. (a) Suppose that A1 ∈ B(H1), A2 ∈ B(H2). Let us consider the direct sum
A1 ⊕A2 ∈ B(H1 ⊕ H2). Then
CR(A1 ⊕A2) ∩ C+ =
⋃
{[z1, z2]h : z1 ∈ CR(A1) ∩ C+, z2 ∈ CR(A2) ∩ C+}.
(b) If dimRH 6= 2, then complexification of A does not change CR(A).
Proof. (a) Suppose that x1 ∈ H1, x2 ∈ H2, Axi : xi = zi. Let b be a real number such
that Re z1+ b = Re z2+ b = 0 or |z1+ b| = |z2+ b|. Then (A+ b Id)xi : xi = zi+ b. Now,
it is simple geometry that (A + b Id)(
√
1− t2x1 + tx2) : (
√
1− t2x1 + tx2) runs along
[z1 + b, z2 + b]h for t ∈ [0, 1]. This implies that A(
√
1− t2x1 + tx2) : (
√
1− t2x1 + tx2)
runs along [z1, z2]h.
(b) CR(AC) ∩C+ = CR(A⊕A) ∩ C+, but CR(A) ∩ C+ is already h-convex. 
From (1), it is immediate that
(2) ‖A‖2 = sup{|ω| : ω ∈ CR(A)}.
If dimH <∞, then CR(A) is compact (as it is a continuous image of the compact unit
sphere), and sp(A) ∩ R = CR(A) ∩ R; but not in general (cf. Example 2.6).
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Assume, for now, that H is complex. Then, for λ ∈ C,
(3) |(A− λ Id)x|2 ≥ dist(λ,CR(A))|x|2.
Thus, for λ ∈ C \CR(A), the operator A− λ Id is invertible on its (closed) range. This
range is H if kerA∗ − λ¯ Id = 0. Consequently, for the spectrum,
(4) sp(A) ⊂ CR(A) ∪ CR(A∗).
It, however, might be more practical to use
Lemma 2.4.
(5) sp(A) ⊂ sc(CR(A)),
where sc(CR(A)) denotes the simply connected closure of CR(A), i. e. the complement
of infinite component of C \ CR(A).
Proof. Indeed, indirectly, suppose that C is a polygonal chain from ∞ to ξ in the
complement C \ CR(A). It can be assumed that ξ is the first and (last) element of C
such that A−ξ Id is not invertible. According to (3), the inverse (A−λ Id)−1 is bounded
by dist(C,CR(A))−1 for λ ∈ C \ {ξ}. Hence, its derivative (A − λ Id)−2A is bounded
by dist((−∞, 0],CR(A))−2‖A‖2 for λ ∈ C \ {ξ}. This, however, implies that the inverse
extends to A− ξ Id; which is a contradiction. 
Remark 2.5. In fact,
(6) sp(A) ⊂ CR(A) ∪ CR(A∗) ⊂ sc(CR(A)) = sc(CR(A∗))
holds. This follows from the characterization
(7) sc(CR(A)) = {z ∈ C : |z − λ| ≤ ‖A− λ Id ‖2 for all λ ∈ R; and
|z − λ| ≥ ‖(A − λ Id)−1‖−12 for all λ ∈ R \ ( the convex hull of R ∩ sp(A))}.
This, in turn, follows from the h-convexity of CR(A) ∩ C+.
Also,
(8) CR(A) = CR(A∗) if dimH <∞.
This follows from the characterization
(9) CR(A) = {z ∈ C : |z − λ| ≤ ‖A− λ Id ‖2 for all λ ∈ R; and
|z − λ| ≥ ‖(A− λ Id)−1‖−12 for all λ ∈ R \ sp(A))} if dimH <∞.
Example 2.6. (a) Let H = ℓ2(N;C), and let A be the unilateral shift Aen = en+1.
Then
CR(A) = ∂D(0, 1) \ {−1, 1},
CR(A∗) = D(0, 1) \ {−1, 1},
sp(A) = D(0, 1),
sc(CR(A)) = D(0, 1).
(b) If H = ℓ2(Z;C), and let T be the unilateral shift defined similarly. Then
CR(A) = ∂D(0, 1) \ {−1, 1},
CR(A∗) = ∂ D(0, 1) \ {−1, 1},
sp(A) = ∂D(0, 1),
sc(CR(A)) = D(0, 1).
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The preceding discussions can also be applied in the real case after complexification.
If dimH 6= 2, then complexification does not change the conformal range (nor the
spectrum), all the formulas (3)–(9) remain valid. If dimH = 2, then CR(A) = CR(A∗)
should be replaced CR(AC) = CR((AC)∗), which is already closed. However, this case
is really easy to overview:
Lemma 2.7. Consider the real matrix
(10) A =
[
a b
c d
]
.
(a) For A acting on R2,
CR(AR) = ∂ D
(
a+d
2 +
c−b
2 i,
√(
a−d
2
)2
+
(
b+c
2
)2)∪∂D(a+d2 − c−b2 i,√(a−d2 )2 + ( b+c2 )2) .
(b) For A acting on C2,
CR(AC) =D
(
a+d
2 +
c−b
2 i,
√(
a−d
2
)2
+
(
b+c
2
)2) \ D˚(a+d2 − c−b2 i,√(a−d2 )2 + ( b+c2 )2)
∪D
(
a+d
2 − c−b2 i,
√(
a−d
2
)2
+
(
b+c
2
)2) \ D˚(a+d2 + c−b2 i,√(a−d2 )2 + ( b+c2 )2) .
This is CR(AR) but with the components of C \ CR(AR) disjoint from R filled in.
Proof. (a) R2 can be identified C. One can check that for |w| = 1,
Aw
w
=
(
a+ d
2
+
c− b
2
i
)
+
1
w2
(
a− d
2
+
b+ c
2
i
)
.
The statement is an immediate consequence of this formula.
(b) This is a consequence of CR(AC) ∩ C+ = CR(AR ⊕AR) ∩ C+. 
We see, for R× R, that the information encoded in CR(A) is the same as the one in
the principal disk
PD(A) := D
a+ d
2
+
|c− b|
2
i,
√(
a− d
2
)2
+
(
b+ c
2
)2 .
The principal disk is a point if A has the effect of a complex multiplication. In gen-
eral, matrices A fall into three categories: elliptic, parabolic, hyperbolic; such that the
principal disk are disjoint, tangent or secant to the real axis, respectively.
This is refined by the chiral disk
CD(A) := D
a+ d
2
+
c− b
2
i,
√(
a− d
2
)2
+
(
b+ c
2
)2 .
The additional data in the chiral disk is the chirality, which is the sign of the twisted
trace, sgn(c − b) = sgn tr
[
1
−1
]
A. This chirality is, in fact, understood with respect
to a fixed orientation of R2. It does not change if we conjugate A by a rotation, but it
changes sign if we conjugate A by a reflection.
One can read off many data from the disks. For example, if PD(A) = D((a˜, b˜), r),
then detA = a˜2 + b˜2 − r2. In fact,
CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION II. C∗-ALGEBRAS 7
Lemma 2.8. CD makes a bijective correspondence between possibly degenerated disks
in C and the orbits of M2(R) with respect to conjugacy by special orthogonal matrices
(i. e. rotations).
PD makes a bijective correspondence between possibly degenerated disks with center
in C+ and the orbits of M2(R) with respect to conjugacy by orthogonal matrices.
Proof. One can write A ∈ M2(R) in skew-quaternionic form
A = a˜ Id+b˜I˜ + c˜J˜ + d˜K˜ ≡ a˜
[
1
1
]
+ b˜
[ −1
1
]
+ c˜
[
1
−1
]
+ d˜
[
1
1
]
.
The principal disk of this matrix is D(a˜+ b˜i,
√
c˜2 + d˜2), every possibly degenerated disk
occurs. On the other hand, conjugation by
[
cosα − sinα
sinα cosα
]
takes A into a˜ Id+b˜I˜ +
(c˜ cos 2α− d˜ sin 2α)J˜+(c˜ sin 2α+ d˜ cos 2α)K˜ . This shows that the orbit data is the same
as the principal disk data. Conjugation by
[
1
−1
]
takes A into a˜ Id−b˜I˜ + c˜J˜ − d˜K˜.
This shows the second part. 
The case of complex 2×2 matrices is treatable but much more complicated. Geomet-
rically, apart from A = 02, up to conformal and orthogonal equivalence, it is sufficient
to consider the cases
(11) Sβ =
[
0 cosβ
0 i sin β
]
β ∈
[
0,
π
2
]
and
(12) Lα,t =
[
cosα+ i sinα t
− cosα+ i sinα
]
α ∈
[
0,
π
2
]
, t ≥ 0.
Here the zero matrix and β = 0 correspond to the real parabolic case, α = 0 to the
real hyperbolic case; α = π/2 to the real elliptic case. (Note that in the families above,
changing a single occurrence of i to −i still produces an orthogonally equivalent version.)
For example, in the first case, β = 0 gives a disk (real case), β = π/2 gives a segment
between 0 and i (direct sum case) for CR(Sβ) ∩ C+. They deform into each other as β
changes, but 0 and i are continually elements of the conformal range. In order to have
this kind of behaviour, h-cycles (i. e. lines and circles) are not sufficient anymore. See
Remark 2.10 for further information.
Lemma 2.9. (a) Let A =
[
a b
c d
]
be a real matrix. Then
(13) ‖A‖2 =
√
(a+ d)2 + (c− b)2 +√(a− d)2 + (b+ c)2
2
.
On the other hand,
(14)
∥∥A−1∥∥−1
2
=
∣∣∣∣∣
√
(a+ d)2 + (c− b)2 −√(a− d)2 + (b+ c)2
2
∣∣∣∣∣ ,
where the LHS is considered to be 0 for non-invertible matrices. It is true that
(15) sgn detA = sgn
√
(a+ d)2 + (c− b)2 −√(a− d)2 + (b+ c)2
2
.
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(b) If A were a complex matrix, then
‖A‖2 =
√
tr(A∗A) + |detA|+√tr(A∗A)− |detA|
2
=
√
|a|2 + |b|2 + |c|2 + |d|2 + 2|ad − bc|+
√
|a|2 + |b|2 + |c|2 + |d|2 − 2|ad− bc|
2
;
and ∥∥A−1∥∥−1
2
=
√
tr(A∗A) + |detA| −√tr(A∗A)− |detA|
2
=
√|a|2 + |b|2 + |c|2 + |d|2 + 2|ad − bc| −√|a|2 + |b|2 + |c|2 + |d|2 − 2|ad− bc|
2
.
(Similar 0-convention applies.)
Proof. (a) CR(AR) is constituted of circles. The farthest distance from the origin gives
the norm; and the closest distance from the origin gives the, say, co-norm. These
distances, however, can immediately be read off from the center and the radius. (But
they are also a corollaries of the complex case.) The sign formula is an easy exercise.
(b) This can be computed from ‖A‖22 = max sp(A∗A). 
Motivated by (14)–(15), for a real matrix A =
[
a b
c d
]
, we define its signed co-norm
by
(16) ⌊A⌋2 = sgn(detA)
∥∥A−1∥∥−1
2
=
√
(a+ d)2 + (c− b)2 −√(a− d)2 + (b+ c)2
2
.
Remark 2.10. In theory, we can determine the closure of the conformal range using
norms and co-norms. Let N(·) denote the square of the norm or the co-norm. Then
∂ CR(A) is the enveloping curve of the circles
(x− λ)2 + y2 = N(A+ λ Id).
This curve can be computed as
λ 7→
(
λ− 1
2
dN(A+ λ Id)
dλ
)
+ i
√
N(A+ λ Id)2 −
(
1
2
dN(A+ λ Id)
dλ
)2
.
The norm produces the upper part, the co-norm produces the lower part. (The joins
correspond to λ = ±∞.) The expression is defined almost everywhere, but large discon-
tinuities can occur, which should be supplemented by h-segments. Cf. A =
[
1
−1
]
:
Generally, in the real case, A = a˜ Id+b˜I˜ + c˜J˜ + d˜K˜ gives the norm branch
λ 7→ a˜+ b˜i +
√
c˜2 + d˜2√
(a˜− λ)2 + b˜2
(
(a˜− λ) + b˜i
)
possibly conjugated into C+.
We see that for a˜ = b˜ = d˜ = 0, c˜ = 1 this degenerates to λ 7→ − sgnλ; and almost the
whole conformal range comes from a discontinuity (the co-norm case is not different).
As we can also compute with the complex 2×2 norms, this method can be applied to
the complex case, and especially to the representative types (11) and (12). Nevertheless,
the curves resulted so are quite unwieldy. We can do much better, if we apply the map
CKB
PHP : (u1, u2) 7→
(
2u1
1 + u21 + u
2
2
,−1− u
2
1 − u22
1 + u21 + u
2
2
)
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to CR(A) ∩ C+. (This is a conversion map from the Poincare´ half plane to the Cayley-
Klein-Beltrami disk.) In this way, Sβ yields ellipses with axes[
−
√
2
2
cos β,
√
2
2
cos β
]
×
{
−1
2
}
and {0} × [−1, 0];
and Lα,t yields ellipses with axes[
−
√
4(cosα)2 + t2√
4 + t2
,
√
4(cosα)2 + t2√
4 + t2
]
× {0} and {0} ×
[
− t√
4 + t2
,
t√
4 + t2
]
;
(the ellipses may be degenerate;) the zero matrix yields the point ellipse {(0,−1)}.
From this, one can conclude, in general, that CKBPHP (CR(A)∩C+) yields ellipses in the
unit disk but which do not contain the point (0, 1). Hence, they can be identified as
possibly degenerate h-ellipses. From the norm formula and the enveloping construction,
one can see that these ellipses depend on the ‘five data’ detA (complex), trA (complex),
tr(A∗A) (real), with some minor degeneracy. (These are ‘three data’ in the real case
without chirality.) Actually, due to this dependency, it is sufficient to compute with a
very few Taylor terms of the enveloping curves.
Later we compute much with logarithms of 2×2 matrices. According to the definition
(??), logA is well-defined if and only if the segment (1 − t) Id+tA (t ∈ [0, 1]) contains
only invertible operators; or, equivalently, if sp(A) ∩ (−∞, 0] = 0.
Lemma 2.11. Let A be a log-able real 2× 2 matrix. Then detA > 0; trA
2
√
detA
> −1;
and
(17) logA =
log detA
2
Id+
AC
(
trA
2
√
detA
)
√
detA
(
A− trA
2
Id
)
,
where
AC(x) =

arccos x√
1− x2 if − 1 < x < 1
1 if x = 1
arcosh x√
x2 − 1 if 1 < x.
Proof. detA > 0 is easy, and left to the reader. Due to the nature of the other ex-
pressions, the determinant can be normalized to 1, through multiplication by a positive
number. In general, all expressions involved are also conjugation invariant. Hence,
apart from the identity, it is sufficient to check the statement for the orbit types[
cosα − sinα
sinα cosα
]
(α ∈ (0, π/2]),
[
1 1
1
]
,
[
eβ
e−β
]
(β > 0) of SL2(R); the not log-able
orbit types
[−1
−1
]
,
[−1 1
−1
]
,
[−eβ
−e−β
]
(β > 0) do not play role here. 
As the proof shows, we compute AC by arccos for elliptic matrices, by arcosh for
hyperbolic matrices, and as 1 for parabolic matrices. From the properties of the twisted
trace, it is also easy too see that log respects chirality.
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Lemma 2.12. (a) The function AC extends to C\ (−∞,−1] analytically. AC is mono-
tone decreasing on (−1,∞) with range (0,∞). It also satisfies the functional equation
AC(x)′ =
1− xAC(x)
1− x2 .
(b) The function
AS(x) =
√
AC(x)2 − 1
1− x2
is analytic on (−1,∞). AS is also monotone decreasing on (−1,∞) with range (0,∞).
(c) The function
At(x) =
AC(x)− 1
AS(x)
is analytic on (−1,∞). The function x 7→ x+At(x) is monotone increasing, a bijection
from (−1, 1] to itself.
Proof. Analyticity of AC, and analytic extendibility on the indicated domain is guaran-
teed by the formula
AC(z) =
1
2
tr
([
1
−1
]
log
[
z z − 1
z + 1 z
])
.
Indeed, the eigenvalues of the matrix under the log are z ± √z2 − 1. The equation
z ± √z2 − 1 = r ≤ 0, however, solves to z = r+1/r2 < 0, excluded by assumption. The
rest is simple function calculus. 
Lemma 2.13. Suppose that A is 2 × 2 complex matrix which is log-able. Let √detA
denote that value of the standard branch of the square root of the determinant on log-able
elements. (It can be realized as
√
detA = exp
1
2
∫ 1
t=0
tr
d((1− t) Id+tA)
(1− t) Id+tA ,
or as
√
ε1
√
ε2, where εi are the eigenvalues of A, and the square root is of C \ (−∞, 0].)
Then detA ∈ C \ (∞, 0], trA
2
√
detA
∈ C \ (∞,−1], and formula (17) holds.
Proof. Then εi = e
αi , with −π < Reαi < π. Hence, detA = e
α1+α2
2 , and
∣∣Re α1+α22 ∣∣ < π
is transparent. Indirectly,
trA
2
√
detA
=
e
α1−α2
2 + e−
α1−α2
2
2
= r ≤ −1
solves to
e±
α1−α2
2 = r ±
√
r2 − 1 ≤ 0.
But this contradicts
∣∣Re α1−α22 ∣∣ < π. The logarithm formula extends analytically. 
For finite matrices sp(A)∩R = CR(A)real∩R. Consequently, A is log-able if and only
if CR(A)real ∩ (∞, 0] = ∅. Or, in terms of the principal disk, if and only if PD(A)real ∩
(∞, 0] = ∅. For the sake of the next statements using a˜, b˜ instead of a, b would be more
appropriate, but it is probably better to keep the notation simple.
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Lemma 2.14. Suppose that A is a log-able real 2× 2 matrix with principal disk
PD(A) = D(a+ ib, r).
In that case,
(18) ‖ logA‖2 = fCA(a, b, r) + fRD(a, b, r),
and
(19) ⌊logA⌋2 = fCA(a, b, r)− fRD(a, b, r),
where
fCA(a, b, r) =
√√√√√√√(log√a2 + b2 − r2)2 +
bAC
(
a√
a2 + b2 − r2
)
√
a2 + b2 − r2

2
and
fRD(a, b, r) =
rAC
(
a√
a2 + b2 − r2
)
√
a2 + b2 − r2 .
In particular, if detA = 1, then a2 + b2 − r2 = 1, and fCA(a, b, r) = AC(a)b,
fRD(a, b, r) = AC(a)r.
Proof. This is just the combination of (17) and (13)–(16), computed explicitly. 
Theorem 2.15. Suppose that A1, A2 are log-able real 2× 2 matrices such that
PD(A1) ⊂ PD(A2).
Then
(20) ‖ logA1‖2 ≤ ‖ logA2‖2.
and
(21) ⌊logA1⌋2 ≥ ⌊logA2⌋2.
Remark. The monotonicity of ‖ · ‖2 is strict, except if PD(A1) and PD(A2) are centered
on the real line and sup{| log x| : x ∈ R ∩ PD(A1)} = sup{| log x| : x ∈ R ∩ PD(A2)}.
The monotonicity of ⌊·⌋2 is strict, except if PD(A1) and PD(A2) are centered on the
real line and inf{| log x| : x ∈ R ∩ PD(A1)} = inf{| log x| : x ∈ R ∩ PD(A2)}. 
Proof. Let f(a, b, r) denote the functional expression on the right side of (18). Then it
is a straightforward but long computation to check the identity
(22)
(
∂f(a, b, r)
∂r
)2
−
(
∂f(a, b, r)
∂a
)2
−
(
∂f(a, b, r)
∂b
)2
=
 f(a, b, r)fCA(a, b, r)
bAS
(
a√
a2 + b2 − r2
)
a2 + b2 − r2

2
.
This is valid, except if b = 0 and a =
√
1 + r2, the exceptional configurations. In
particular, if b > 0, then(
∂f(a, b, r)
∂r
)2
−
(
∂f(a, b, r)
∂a
)2
−
(
∂f(a, b, r)
∂b
)2
> 0.
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The principal disks with b > 0 form a connected set, consequently
(23)
∂f(a, b, r)
∂r
>
√(
∂f(a, b, r)
∂a
)2
+
(
∂f(a, b, r)
∂b
)2
or
∂f(a, b, r)
∂r
< −
√(
∂f(a, b, r)
∂a
)2
+
(
∂f(a, b, r)
∂b
)2
should hold globally for b > 0. The question is: which one? It is sufficient to check the
sign ∂f(a,b,r)∂r at a single place. Now, it is not hard to check that
∂f(a, b, r)
∂r
∣∣∣
r=0
=
AC
(
a√
a2+b2
)
√
a2 + b2
(except if a = 1, b = 0), which shows that (23) holds. The meaning of (23) is that
expanding principal disks smoothly with non-real centers leads to growth in the norm
of the logarithm.
Let us return to principal disks Di = PD(Ai) in the statement. If b1, b2 > 0, then we
can expand the smaller one to the bigger one with non-real centers. (Indeed, magnify D2
from its lowest point, until the perimeters touch, and then magnify from the touching
point.) This proves the (20) for b1, b2 > 0. The general statement follows from the
continuity of the norm of the logarithm. Notice that the norm grows if we can expand
through b > 0.
Regarding (21): Let fco(a, b, r) denote the functional expression on the right side of
(19). It satisfies the very same equation (22) but with f(a, b, r) replaced by fco(a, b, r)
throughout. However,
∂fco(a, b, r)
∂r
∣∣∣
r=0
= −
AC
(
a√
a2+b2
)
√
a2 + b2
.
The rest is analogous. 
Lemma 2.16. Suppose that A1, A2 are 2× 2 matrices. Then
PD(A1) ⊂ PD(A2)
holds if and only if
‖A1 + λ Id ‖2 ≤ ‖A2 + λ Id ‖2 for all λ ∈ R
and
⌊A1 + λ Id⌋2 ≥ ⌊A2 + λ Id⌋2 for all λ ∈ R.
Proof. The norms and co-norms can be read off from the principal disk immediately.
Hence the statement is simple geometry. 
Theorem 2.17. Suppose that A1, A2 are log-able 2× 2 matrices. If
PD(A1) ⊂ PD(A2),
then
PD(logA1) ⊂ PD(logA2).
The monotonicity is strict. Similar statement applies to CD.
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Proof. In this case, the matrices eλAi will also be log-able. Moreover, PD(e
λA1) ⊂
PD(eλA2) holds. Now, log(e
λAi) = logAi + λ Id. By the previous theorem, ‖ logA1 +
λ Id ‖2 ≤ ‖ logA2 + λ Id ‖2 and ⌊A1 + λ Id⌋2 ≥ ⌊A2 + λ Id⌋2 holds for every λ ∈ R.
According to the previous lemma, this implies the main statement. The monotonicity
is transparent in this case, as both log and exp are compatible with conjugation by
orthogonal matrices, hence the orbit correspondence is one-to-one. log respects chirality,
hence the statement can also be transferred to chiral disks. 
3. The case of Hilbert space operators
Theorem 3.1. Suppose that z : [a, b]→ H is continuous. Then√(
log
|z(b)|2
|z(a)|2
)2
+ ∢(z(a), z(b))2 ≤
∫
t∈[a,b]
|dz(t)|2
|z(t)|2 .
Proof. (Bala´zs Csiko´s, [7].) The statement is non-vacuous only if the logarithmic vari-
ation
∫
t∈[a,b]
|dz(t)|2
|z(t)|2 is finite. This, however, implies that the (smaller) angular variation∫
t∈[a,b]
∣∣∣d z(t)|z(t)|2 ∣∣∣2 is finite. This allows to define a continuous map z˜ : [a, b]→ C˜ by
z˜(t) =
(
|z(t)|2,
∫
s∈[a,t]
∣∣∣∣d z(s)|z(s)|2
∣∣∣∣
2
)
polar
,
where C˜ is the universal covering space of C \ {0}. The intuitive idea is that one can
consider the cone over z, which is a developable surface, which we unfold to C˜. The
curves z and z˜ look quite different but their (log)variations are the same because the
their (log)radial and angular variations are the same, and the (log)variations can be
assembled from them in the same manner. Then√(
log
|z(b)|2
|z(a)|2
)2
+ ∢(z(a), z(b))2 ≤ | log z˜(b)− log z˜(b)| =
∣∣∣∣∣
∫
t∈[a,b]
dz˜(t)
z˜(t)
∣∣∣∣∣
≤
∫
t∈[a,b]
|dz˜(t)|
|z˜(t)| =
∫
t∈[a,b]
|dz(t)|2
|z(t)|2
shows the statement. 
Theorem 3.2. If φ is B(H)-valued, then
(24) CR(expL φ) ⊂ expD(0,
∫ ‖φ‖2),
and
(25) sp(expL φ) ⊂ expD(0,
∫ ‖φ‖2).
In particular, if
∫ ‖φ‖2 < π, then log expL φ is well-defined, and for its spectral radius
(26) r(log expL φ) ≤
∫ ‖φ‖2.
Proof. Let x ∈ H, |x|2 = 1. Let us define z : [a, b]→ H by
z(t) = expL(φ|[a,t])x.
Apply Theorem 3.1. Due to z(a) = x, z(b) = expL(φ)x, and the estimate∫
t∈[a,b]
|dz(t)|2
|z(t)|2 ≤
∫
‖φ‖2,
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we obtain (24) immediately. If we replace φ by (φ∗)†, i.e. adjoined and order-reversed,
then it yields CR((expL φ)
∗) ⊂ expD(0, ∫ ‖φ‖2). Then (4) implies (25). 
An immediate consequence is
Theorem 3.3. (Moan, Niesen [18], Casas [6].) If φ is a B(H)-valued measure, ∫ ‖φ‖2 <
π, then the Magnus expansion
∑∞
k=1 µk,L(φ) is absolute convergent.
Proof. This follows Theorem 1.2 and the spectral properties established above. 
Next, we give some growth estimates.
Theorem 3.4. If CR(A) ⊂ expD(0, p), 0 < p < π, then
(27) ‖(logA)‖2 ≤ H(p),
where
(28) H(p) = p− 2 log
(
2 cosh
p
2
− 2
p
sinh
p
2
)
+
∫ pi
t=0
HH(p, t) dt
with
(29) HH(p, t) =
(sin(p sin t)− (p sin t) cos(p sin t))(ep cos t + e−p cos t − 2 cos(p sin t))
(sin(p sin t))(2 sin t+ ep cos t sin(−t+ p sin t)− e−p cos t sin(t+ p sin t)) .
H(p) and HH(p, t) are positive and finite for 0 < p < π.
The statement (trivially) extends to p = 0 with H(p) = 0.
Remark. The expression of HH(p, t) looks complicated. However, it can be rewritten
as
(30)
HH(p, t) =
(p2 sin t)
(
1
p3 sin t
∫ p
q=0 q sin(q sin t) dq
)
·
(
1
p2 (cosh(p cos t)− cos(p sin t))
)
(
sin(p sin t)
p sin t
)(
1
p2 sin t
∫ p
q=0 cosh(q cos t) sin(q sin t) dq
) .
From the power series expansion, it is easy to see that the expressions in the big paren-
theses are actually entire functions of p and t. Moreover, one can see that these entire
functions are positive for (p, t) ∈ [0, π) × [0, π]. In fact, what prevents the smooth
extension to (p, t) ∈ [0, π]× [0, π] is only the singularity in sin(p sin t)p sin t .
Proof. Assume that |x|2 = 1. According to the Lemma 2.1,∣∣∣∣ A− IdA− λ Idx
∣∣∣∣
2
∈
{ |ω − 1|
|ω − λ| : ω ∈ CR(A)
}
.
So, we can estimate
∣∣∣ A−IdA−λ Idx∣∣∣2 as follows. Take the Apollonian circles relative to λ and
1, and take the closest one to λ but which still touches D(0, p). Then the characteristic
ratio of this Apollonian circle provides an upper estimate.
This leads to considering circles (and lines) which are tangent to the curve
γp(t) = e
p cos(t) cos(p sin t) + iep cos(t) sin(p sin t))
(t ∈ [0, π]), and their center is on the real axis (or in the infinity). If t ∈ (0, π), then the
normal line at γp(t) intersects the real axis at
Cp(t) =
ep cos t sin t
sin(t+ p sin t)
,
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the center of the circle. This leads to radius
rp(t) =
ep cos t sin(p sin t)
sin(t+ p sin t)
.
(The sign counts the touching orientation to γp.) Taking the inverse of 1, relative to the
circle above, leads to the Apollonian pole
fp(t) = − sin t− e
p cos t sin(t− p sin t)
sin t− e−p cos t sin(t+ p sin t)
conjugate to 1. The functions Cp and rp are singular, but fp is not. This can be seen
from
sin t− ep cos t sin(t− p sin t) =
∫ p
q=0
eq cos t sin(q sin t) dq > 0,
sin t− e−p cos t sin(t+ p sin t) =
∫ p
q=0
e−q cos t sin(q sin t) dq > 0.
In fact, fp is strictly increasing. Indeed,
f ′p(t) =
(sin(p sin t)− (p sin t) cos(p sin t))(ep cos t + e−p cos t − 2 cos(p sin t))
(sin t− e−p cos t sin(t+ p sin t))2 =
=
(sin t)2
(∫ p
q=0 q sin(q sin t) dq
)
· 2(cosh(p cos t)− cos(p sin t))(∫ p
q=0 e
−q cos t sin(q sin t) dq
)2 > 0.
It is easy to see that the range of fp is
(fp(0+), fp(π+)) =
(
− 1− e
p(1− p)
1− e−p(1 + p) ,−
1− e−p(1 + p)
1− ep(1− p)
)
.
The characteristic ratio belonging to the relevant Apollonian circle is
χp(t) =
|γp(1) − 1|
|γp(t)− fp(t)| =
sin t− e−p cos t sin(t+ p sin t)
sin(p sin t)
.
The values t = 0 and t = π exceptional, because tangent circles there always have their
centers on the real axis.
Let s ∈ (−∞, 0]. Consider the Apollonian circles between s and 1, and consider the
one closest to s but still touching γp. From geometrical considerations (the injectivity
of fp) we can devise that closest touching circle touches at
γp(0) if s ∈ (−∞, fp(0+)],
γp(t) if s = fp(t) ∈ (fp(0+), fp(π−)),
γp(π) if s ∈ [fp(π−), 0].
This provides the estimate
|(logA)x|2 ≤
∫ fp(0+)
s=−∞
|γp(0) − 1|
(1− s)|γp(0)− s| ds+
∫ pi
t=0
χp(t)
1− fp(t) dfp(t)+
+
∫ 0
s=fp(pi−)
|γp(π)− 1|
(1− s)|γp(π)− s| ds.
The first and third integrals expands as∫ fp(0+)
s=−∞
ep − 1
(1− s) (ep − s) ds =
[
log
(
ep − s
1− s
)]fp(0+)
s=−∞
= log
p
p− 1 + e−p(p+ 1) ,
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s=fp(pi−)
1− e−p
(1− s) (e−p − s) ds =
[
log
(
1− s
e−p − s
)]0
s=fp(pi−)
= log
p
p− 1 + e−p(p+ 1) .
Note that
log
p
p− 1 + e−p(p+ 1) =
p
2
− log e
p
2 (p− 1) + e− p2 (p + 1)
p
.
The integrand in the second integral expands as indicated in (28). 
The estimate (27) is certainly not sharp. For example, in the proof, we estimated
|A−1x|2 by ep, which belongs to A(A−1x) : A−1x = e−p, i. e. A−1x = epx. But then
|(logA)x|2 = | − px|2 = p < H(p) would hold. In general, there is a penalty or gain
(depending on the viewpoint) for approaching the real axis in CR(A), for which we have
not accounted. Formulating this numerically, we can obtain a stronger estimate than
H(p), but making the argument more technical.
Theorem 3.5. (a) As pց 0,
(31) H(p) = p+
1
4
p2 +
23
864
p4 +O(p6).
(b) As pր π
H(p) =
2π2√
π2 − p2 +Hpi + o(1) =
√
2π3/2√
π − p +Hpi + o(1) = p
√
π + p
π − p +Hpi + o(1),
where
Hpi = π − 2 log
(
2 cosh
π
2
− 2
π
sinh
π
2
)
+
∫ pi
t=0
(
HH(π, t)− 2
cos2 t
)
dt
(and the integrand is actually a smooth function of t). Numerically, Hpi = −2.513 . . .
(c) In general, the crude estimate
H(p) ≤ (1 + o(1)) p
√
π + p
π − p
holds, where o(1) is understood as pց 0 or pր π.
Remark. (1 + o(1)) can be replaced by 1, thus yielding an absolute estimate; but the
computation is tedious.
Proof. Consider (28). One finds
(32) p− 2 log
(
2 cosh
p
2
− 2
p
sinh
p
2
)
= p− 5
12
p2 +
49
1440
p4 +O
(
p6
)
.
Regarding HH(p, t), one can see that
1
p3 sin t
∫ p
q=0
q sin(q sin t) dq =
1
3
− sin
2 t
30
p2 +O(p4),
cosh(p cos t)− cos(p sin t)
p2
=
1
2
+
cos2 t− sin2 t
24
p2 +O(p4),
sin(p sin t)
p sin t
= 1− sin
2 t
6
p2 +O(p4),
1
p2 sin t
∫ p
q=0
cosh(q cos t) sin(q sin t) dq =
1
2
+
3 cos2 t− sin2 t
24
p2 +O(p4).
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Consequently,
HH(p, t) =
sin t
3
p2 +
(2 sin2 t− 5 cos2 t) sin t
90
p4 +O(p6).
Integrating this for t ∈ [0, π], it gives
(33)
∫ pi
t=0
HH(p, t) dt =
2
3
p2 − 1
135
p4 +O(p6).
Adding (32) and (33) yields (31).
(b) Notice that sinx(pi2−x2) is analytic function, which is positive on x ∈ [−π, π]. Conse-
quently, sin(p sin t)
(pi2−p2 sin2 t)p sin t is an entire function of p, t such that it is positive for (p, t) ∈
[0, π]× [0, π]. Hence
HH(p, t) =
1
π2 − p2 sin2 tH˜H(p, t),
where H˜H(p, t) is smooth on (p, t) ∈ [0, π] × [0, π]. Due to symmetry for t ↔ π − t,
H˜H(p, t) − H˜H(p, π/2) not only vanishes at t = π/2 but cos2 t can be factored out.
Thus
ĤH(p, t) =
H˜H(p, t)− H˜H(p, π/2)
π2 cos2 t
can also be considered as a smooth function on (p, t) ∈ [0, π] × [0, π]. Now we have
HH(p, t) =
1
π2 − p2 sin2 tH˜H(p, π/2) +
π2 cos2 t
π2 − p2 sin2 tĤH(p, t).
For a fixed p the first summand integrates to∫ pi
t=0
1
π2 − p2 sin2 tH˜H(p, π/2) dt =
H˜H(p, π/2)√
π2 − p2 =
√
π2 − p2 sin p− p cos p
sin p
=
=
2π2√
π2 − p2 + o(1) =
√
2π3/2√
π − p +Hpi + o(1) = p
√
π + p
π − p +Hpi + o(1).
The function pi
2 cos2 t
pi2−p2 sin2 t =
pi2−pi2 sin2 t
pi2−p2 sin2 t is uniformly bounded by 0 and 1, and, in fact
lim
pրpi
cos2 t
π2 − p2 sin2 t = 1 for t ∈ [0, π] \
{π
2
}
pointwise. Thus, by Lebesgue’s dominated convergence theorem, the integral of the
second summand is ∫ pi
t=0
ĤH(π, t) dt+ o(1).
Notice that ĤH(π, t) is a smooth function. Taking limit with pր π we find that
ĤH(π, t) = HH(π, t)− 2
cos2 t
.
The numerical evaluation of Hpi can be realized by various methods.
(c) This immediately follows from the power series expansion
p
√
π + p
π − p = p+
1
π
p2 +O(p3)
as pց 0; and from the asymptotic behaviour as pր π, what we have seen. 
As a corollary, we obtain
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Theorem 3.6. If φ is B(H)-valued, and ∫ ‖φ‖2 < π, then the following hold:
(a) Regarding the norm of the Magnus expansion,
‖µR(φ)‖2 ≡
∥∥∥∥∥
∞∑
k=1
∫
t1≤...≤tk∈I
φ(t1) · . . . · φ(tk)
∥∥∥∥∥
2
≤ H
(∫
‖φ‖2
)
.
(b) Regarding the kth term of the Magnus expansion,
‖µk,R(φ)‖2 ≡
∥∥∥∥∫
t1≤...≤tk∈I
µk(φ(t1), . . . , φ(tk))
∥∥∥∥
2
≤ (1 + o(1))π−k+12
√
ek
(∫
‖φ‖2
)k
;
where (1 + o(1)) is understood in absolute sense, it does not depend on φ.
Remark. (1 + o(1)) can be replaced by 1.
Proof. (a) This follows from Theorems 3.2 and 3.4. (b)
∫ ‖φ‖2 > 0 can be assumed.
Consider the operator valued function η given by
η(z) = log expR
(
z
∫ ‖φ‖2φ
)
.
This is analytic in D(0, π), moreover,
‖η(z)‖2 ≤ H(|z|).
Applying the generalized Cauchy theorem with ∂ D
(
0, π − 12kπ
)
, we estimate the kth
power series coefficient ηk of η at z = 0, by
‖ηk‖2 ≤
(
π − 1
2k
π
)−k
H
(
π − 1
2k
)
≤
(
π − 1
2k
π
)−k
(1 + o(1))
(
π − 1
2k
π
)√
2π − 12kπ
1
2kπ
= (1 + o(1))π−k+1
(
1− 1
2k
)−k+1
2
√
k − 1
4
≤ (1 + o(1))π−k+12
√
ek.
On the other hand,
ηk =
(∫
‖φ‖2
)−k
µk,R(φ).
This proves the statement. 
4. Some examples from SL2(R)
Example 4.1. (Skew-loxodromic composition.) Consider the matrices
J˜ =
[
1
−1
]
, I˜ =
[
0 −1
1 0
]
.
For α, β ∈ C, let
Υα,β = αJ˜1.βI˜1.
Then ∫
‖Υα,β‖2 = |α| + |β|.
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For |α| + |β| < π, we can consider
µL(Υα,β) = log(expL(Υα,β))
= log(exp(βI˜) exp(αJ˜))
= log
[
eα cos β −e−α sin β
eα sinβ e−α cos β
]
= AC(coshα cosβ)
[
sinhα cos β −e−α sin β
eα sin β − sinhα cos β
]
.
If α, β ≥ 0, then
‖µL(Υα,β)‖2 = AC(coshα cos β) · (sinhα+ coshα sin β).
Now, for p ∈ [0, π), let
α˜(p) = p− π + 3
√
π2(π − p),
β˜(p) = π − 3
√
π2(π − p).
Then α˜(p), β˜(p) ≥ 0, and
α˜(p) + β˜(p) = p.
Thus, ∫
‖Υα˜(p),β˜(p)‖2 = p.
As pր π, we see that α˜(p)ց 0 (eventually) and β˜(p)ր π. Consequently
lim
p→pi cosh α˜(p) cos β˜(p) = −1.
In that (elliptic) domain AC is computed by arccos. Now, elementary function calculus
shows that as pր π,
‖µL(Υα˜(p),β˜(p))‖2
→
=
arccos(cosh α˜(p) cos β˜(p))√
1− cosh2 α˜(p) cos2 β˜(p)
(sinh α˜(p) + cosh α˜(p) sin β˜(p))
=
√
12π8/3
π2 + 6
(π − p)−1/3 +O((π − p)1/3).
We see that in Baker–Campbell–Hausdorff setting we can produce the asymptotics
O((π − p)−1/3), although having exponent −1/3 instead of −1/2 is strange. It is inter-
esting to see that in the setting of the present example, one cannot do much better.
If we try to optimize ‖µL(Υα,β)‖2 for α+β (α, β ≥ 0) , then, after some computation,
it turns out that the best approach is along a well-defined ridge. This ridge starts
hyperbolic, but turns elliptic. Its elliptic part is part is parametrized by x ∈ (−1, 1],
and
αˆ(x) = arcosh
(
AC(x) +
√
AC(x)2 − 4x(1− xAS(x))AS(x)
2(1− xAS(x))
)
;
βˆ(x) = arccos
(
AC(x)−√AC(x)2 − 4x(1− xAS(x))AS(x)
2AS(x)
)
.
Then
cosh αˆ(x) cos βˆ(x) = x.
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Actually, x = 1 gives a parabolic expL(Υαˆ(x),βˆ(x)), but for x ∈ (−1, 1) it is elliptic. Then
αˆ(x), βˆ(x) ≥ 0. As y ց −1, one can see that αց 0 (eventually) and β ր π; and, more
importantly,
αˆ(x) + βˆ(x)ր π.
Now, as xց −1,
arccos x√
1− x2 (sinh αˆ(x) + cosh αˆ(x) sin βˆ(x)) = π2
3/4(x+ 1)−1/4 +O((x+ 1)1/4),
and
π − αˆ(x)− βˆ(x) = 1
3
23/4(x+ 1)3/4 +O((x+ 1)5/4).
Hence, using the notation pˆ(x) = αˆ(x) + βˆ(x), we find
‖µL(Υαˆ(x),βˆ(x))‖2 = 2π3−1/3(π − pˆ(x))−1/3 +O((π − pˆ(x))1/3).
This 2π3−1/3 = 4.356 . . . is just slightly better than
√
12pi8/3
pi2+6
= 4.001 . . ..
Example 4.2 (Skew-loxodromic divergence). Suppose that α > 0. Then∫
‖Υα,pi‖2 = α+ π.
Now, we claim,
∞∑
n=1
µL[n](Υα,pi) is divergent.
Indeed, consider expL(Υtα,tpi) for t ∈ C. For t = 1, expL(Υα,pi) = −
[
coshα sinhα
sinhα coshα
]
,
which has two distinct real roots, −e±α. This implies that expL(Υtα,tpi) is not an ex-
ponential of a real 2 × 2 matrix for t ∈ (1 − ε, 1], with some ε > 0. Consequently, the
convergence radius of the germ of log expL(Υtα,tpi) around t = 0 is at most 1 − ε. But
this implies divergence at t = 1.
More quantitatively, consider the function
t 7→ log(expL(Υαt,pit)) = AC(coshαt cos πt)
[
sinhαt cos πt −e−αt sinπt
eαt sinπt − sinhαt cos πt
]
,
and try to extend it analytically from around t = 0 along [0,+∞). Then we see that it
develops a singularity corresponding to coshαt cos πt = −1 before t = 1.
Example 4.3. (Skew-elliptic composition.) Consider the matrices
P˜ =
[
0 −1
0
]
, I˜ =
[ −1
1
]
.
For α, β ∈ C, let
Υ˜α,β = αP˜1.βI˜1.
Then ∫
‖Υ˜α,β‖2 = |α| + |β|.
For |α| + |β| < π, we can consider
µL(Υ˜α,β) = log(expL(Υ˜α,β))
= log(exp(βI˜) exp(αP˜ ))
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= log
[
cos β −α cos β − sin β
sinβ −α sin β + cos β
]
= AC
(
cos β − α
2
sin β
) [α
2 sin β α cos β − sin β
sin β −α2 sinβ
]
.
If α, β ≥ 0, then
‖µL(Υ˜α,β)‖2 = AC
(
cos β − α
2
sinβ
)
·
(
sin β +
α
2
cos β +
α
2
)
.
For optimal approach, consider x ∈ (−1, 1], and let
αˆ(x) =
2At(x)√
1− (x+At(x))2 ; βˆ(x) = arccos (x+At(x)) .
Then
cos βˆ(x)− αˆ(x)
2
sin β(x) = x.
As xց −1, we have αց 0 (eventually) and β ր π; and, αˆ(x) + βˆ(x)ր π. Now, as
xց −1,
‖µL(Υ˜αˆ(x),βˆ(x))‖2 =
arccos x√
1− x2
(
sin βˆ(x) +
αˆ(x)
2
cos βˆ(x) +
αˆ(x)
2
)
= 21/4π(t+ 1)−1/4 +O((t+ 1)1/4),
and
π − αˆ(x)− βˆ(x) = 2
3
21/4(x+ 1)3/4 +O((x+ 1)5/4).
Hence, using the notation pˆ(x) = αˆ(x) + βˆ(x), we find
‖µL(Υ˜αˆ(x),βˆ(x))‖2 = π(4/3)1/3(π − pˆ(x))−1/3 +O((π − pˆ(x))1/3).
This leading coefficient π(4/3)1/3 = 1.100 . . . is worse than the previous ones.
A similar analysis of divergence can be carried out.
The previous two examples are usual subjects of convergence estimates of the Baker–
Campbell–Hausdorff formula. For example, the latter one already appears in Wei [20]
(without asymptotics). More sophisticated investigations start with Michel [15] (he uses
Frobenius norm). The following two examples (variants of each other), were already
used by Moan [17] in order obtain π as the upper bound for the convergence radius of
the Magnus expansion.
Lemma 4.4. The solution of the ordinary differential equation
dA(θ)
dt
A(θ)−1 = a
[− sin 2bθ cos 2bθ
cos 2bθ sin 2bθ
]
≡ exp(bθI˜)aK˜ exp(−bθI˜),
A(0) =
[
1
1
]
≡ Id2,
is given by
A(θ) =W (aθ, bθ);
where
W (p,w) =
[
cosw − sinw
sinw cosw
] [ 6 Cosh(p2 − w2) (p +w) 6 Sinh(p2 − w2)
(p− w) 6 Sinh(p2 − w2) 6 Cosh(p2 − w2)
]
≡ exp(wI˜)(6 Cosh(p2 − w2) Id+ 6 Sinh(p2 − w2)(−wI˜ + pK˜));
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such that the functions 6 Cosh and 6 Sinh are given by
6 Cosh(x) =

cos
√−x if x < 0
1 if x = 0
cosh
√
x if x > 0,
6 Sinh(x) =

sin
√−x√−x if x < 0
1 if x = 0
sinh
√
x√
x
if x > 0,
on the real domain, but they are, in fact, entire functions on the complex plane.
Proof. This can be checked by direct computation. 
Example 4.5. (Moan’s example / Magnus critical development.) On the interval [0, π],
consider the measure Φ, such that
Φ(θ) =
[− sin 2θ cos 2θ
cos 2θ sin 2θ
]
dθ|[0,pi].
Then, ∫
‖Φ‖2 = π.
For t ∈ D˚(0, π), we can consider
µL(t · Φ) = log expL(t · Φ).
We know that it is analytic on D˚(0, π), but it can also be computed explicitly.
expL(t · Φ) = expL
(
t
[− sin 2θ cos 2θ
cos 2θ sin 2θ
]
dθ|[0,pi]
)
=W (πt, π)
= −
 cos(π√1− t2) sin(pi√1−t2)√1−t2 (t+ 1)
sin(pi
√
1−t2)√
1−t2 (t− 1) cos(π
√
1− t2)
 .
So,
µL(t · Φ) = log expL(t · Φ)
=
AC(cos(−π√1− t2)) sin(π√1− t2)√
1− t2
[ −t− 1
−t+ 1
]
= π
(
1√
1− t2 − 1
)[ −t− 1
−t+ 1
]
.
Consequently, if t ∈ [0, 1], then
‖µL(t · Φ)‖2 = ‖ log expL(t · Φ)‖2
= π
(
1√
1− t2 − 1
)
(1 + t)
=
√
2π(t− 1)−1/2 − 2π −
√
2
4
π(t− 1)1/2 +O(t− 1),
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as tր 1. Or using the notation p = πt, we find∫
‖p/π · Φ‖2 = p
and
(34) µL(p/π · Φ) =
√
2π3/2(π − p)−1/2 − 2π −
√
2
4
π1/2(π − p)1/2 +O(π − p),
as pր π. This is asymptotically the same as the general estimate in Theorems 3.5 and
3.6, which, henceforth, turn out to be not so bad after all.
In terms of the Magnus expansion, we see that
µL[n](Φ) =

0 if n = 1
(−1)⌊n/2⌋(−1/2⌊n/2⌋)πI˜ if n is even, n ≥ 2
(−1)⌊n/2⌋(−1/2⌊n/2⌋)π(−K˜) if n is odd, n ≥ 2
Now, for any integer n,
(−1)n
(−1/2
n
)
=
(2n)!
22n(n!)2
;
and a simple application of Stirling’s formula shows that
‖µL[n](Φ)‖2 =
√
2π
n
+ o(1),
as n→∞. This is smaller by a linear factor than the crude estimate of Theorem 3.6.b,
but, considering essential monotonicity, we cannot expect better.
Nevertheless, in this case we explicitly see that
∑∞
n=1 µL[n](Φ) is divergent.
Example 4.6. (Moan’s example / Magnus parabolic development.) On the interval
[0, π], consider again the measure Φ, such that
Φ(θ) =
[− sin 2θ cos 2θ
cos 2θ sin 2θ
]
dθ|[0,pi].
Then, for p ∈ [0, π), ∫
‖Φ|[0,p]‖2 = p.
Here
expL(Φ|[0,p]) =W (p, p) =
[
cos p 2p cos p− sin p
sin p 2p sin p+ cos p
]
= (cos p Id+ sin pI˜)(Id2−pI˜ + pK˜).
Thus
µL(Φ|[0,p]) = log expL(Φ|[0,p]) = AC(cos p+ p sin p)
[−p sin p 2p cos p− sin p
sin p p sin p
]
.
Consequently,
‖µL(Φ|[0,p])‖2 = AC(cos p+ p sin p) · (sin p− p cos p+ p).
As pր π,
(35) ‖µL(Φ|[0,p])‖2 =
√
2π3/2(π − p)−1/2 − 2π +
√
2π(π2 − 1)
4
(π − p)1/2 +O(π − p).
This is not only better than (34), but it has the advantage that it can be interpreted in
terms of the solution of a differential equation blowing up.
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Example 4.7. (Magnus elliptic development.) Let h ∈ [0, 1] be a parameter. On the
interval [0, π], consider the measure Ψ̂h such that
Ψ̂h = (1− h)
[ −1
1
]
+ h
[− sin 2θ cos 2θ
cos 2θ sin 2θ
]
dθ|[0,pi].
Then, for p ∈ [0, π) ∫
‖Φ̂h|[0,p]‖2 = p.
It is easy to see that
expL(Φ̂h|[0,p]) = E(p, ph),
where
E(p,w) =
[
cos p 2w cos p− sin p
sin p 2w sin p+ cos p
]
= (cos p Id+ sin pI˜)(Id2−wI˜ + wK˜).
Here Φ̂1 = Φ. We find that
‖µL(Φ̂h|[0,p])‖ = ‖ log expL(Φ̂h|[0,p])‖ = AC(cos p+ hp sin p) · (sin p− hp cos p+ hp).
Thus, if h 6= 0, then
lim
pրpi
‖µL(Φ̂h|[0,p])‖2 = +∞.
It is notable that
CD(expL(Φ̂h|[0,p])) = D(eip − ieipph, ph),
which is CD(expL(Φ|[0,p])) contracted from the boundary point eip by factor h.
Example 4.8. (Magnus hyperbolic development.) More generally, let t be a real pa-
rameter. On the interval [0, π] consider the measure Φsin t, such that
Φsin t(θ) =
[− sin 2(θ sin t) cos 2(θ sin t)
cos 2(θ sin t) sin 2(θ sin t)
]
dθ|[0,pi].
Then, for p ∈ [0, π) ∫
‖Φsin t|[0,p]‖2 = p.
Φ1 is the same as Φ, and Φ−1 = K˜ · Φ1 · K˜. If t ∈ (−π/2, π/2), then
expL(Φsin t|[0,p]) = expL
([− sin 2(θ sin t) cos 2(θ sin t)
cos 2(θ sin t) sin 2(θ sin t)
]
dθ|[0,p]
)
=W (p, p sin t)
= (cos(p sin t) Id+ sin(p sin t)I˜) ·
(
cosh(p cos t) Id2+
sinh(p cos t)
cos t
(
− sin tI˜ + K˜
))
.
Consequently,
‖µL(Φsin t|[0,p])‖2 = AC
(
cosh (p cos t) cos (p sin t) +
sinh (p cos t)
cos (t)
sin (p sin t) sin t
)
·
(∣∣∣∣cosh (p cos t) sin (p sin t)− sinh (p cos t)cos t cos (p sin t) sin t
∣∣∣∣+ sinh (p cos t)cos t
)
.
Now, in the special case p/π = sin t, we see that∫
‖Φp/pi|[0,p]‖2 = p,
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and
(36) ‖µL(Φp/pi|[0,p])‖2 =
√
2π3/2(π− p)−1/2− 2π+
√
2π(4π2 − 3)
12
(π− p)1/2+O(π− p).
This shows that (35) is not optimal, either.
In what follows, whenever we use the terms ‘Magnus elliptic development’ and ‘Mag-
nus hyperbolic development’, we understand that they allow the case of the Magnus
parabolic development. If we want to exclude it, we say ‘strictly elliptic’ or ‘strictly
hyperbolic’ development.
5. An analysis of the GL+2 (R) case
Theorem 5.1. Let p ∈ (0, π). Consider the family of disks parameterized by t ∈
[−π/2, π/2], such that the centers and radii are
Ωp(t) = e
ip sin t
(
cosh(p sin t)− i sinh(p cos t) sin t
cos t
)
,
ωp(t) =
sinh(p cos t)
cos t
,
for t 6= ±π/2; and
Ωp(±π/2) = (cos p+ p sin p)± i(sin p− p cos p),
ωp(±π/2) = p.
(a) The circle ∂ D(Ωp(t), ωp(t)) is tangent to ∂ expD(0, p) at
γp(t) = e
p cos t+ip sin t and γp(π − t mod 2π) = e−p cos t+ip sin t.
These points are inverses of each other relative to the unit circle. If the points are equal
(t = ±π/2), then the disk is the osculating disk at γp(t).
The disks themselves are orthogonal to the unit circle. The disks are distinct from
each other. Extending t ∈ [−π, π], we have Ωp(t) = Ωp(π − t mod 2π), ωp(t) = ωp(π − t
mod 2π).
(b)
CD(expL(Φsin t|[0,p]) = CD(W (p, p sin t)) = D(Ωp(t), ωp(t)).
(c) The disks D(Ωp(t), ωp(t)) are the maximal disks in expD(0, p). The maximal disk
D(Ωp(t), ωp(t)) touches ∂ expD(0, p) only at γp(t), γp(π − t mod 2π).
Proof. (a) The disks are distinct because, the centers are distinct: For t ∈ (−π/2, π/2),
argΩp(t)
dt
= Im
d log Ωp(t)
dt
=
(p sin(t) cosh(p sin t)− cosh(p cos t)) cosh(p sin t)
cosh(p sin t)2 − sin2 t > 0.
(Cf.
∫ x
0 y sinh ydy = x cosh x− sinhx.) The rest can easily be checked using the obser-
vation
Ωp(t) = e
p cos t+ip sin t − sinh(p cos t)
cos t
ei(t+p sin t) = e−p cos t+ip sin t +
sinh(p cos t)
cos t
ei(−t+p sin t).
(b) This is direct computation.
(c) In general, maximal disks touch the boundary curve γp, and any such touching
point determines the maximal disk. (But a maximal disk might belong to different
points.) Due to the double tangent / osculating property the given disks are surely
the maximal disks, once we prove that they are indeed contained in expD(0, p). How-
ever, CD(expL(Φsin t|[0,p]) = D(Ωp(t), ωp(t)) together with Theorem 3.2 implies that
26 GYULA LAKOS
D(Ωp(t), ωp(t)) ⊂ expD(0, p). The distinctness of the circles implies that they touch the
boundary only at the indicated points. 
Alternative proof for D(Ωp(t), ωp(t)) ⊂ expD(0, p). Here we give a purely differential
geometric argument.
One can see that the given disks D(Ωp(t), ωp(t)) are characterized by the following
properties:
(α) If γp(t) 6= γp(π − t mod 2π), then the disk is tangent to γp at the these points.
(β) If γp(t) 6= γp(π − t mod 2π), i. e. t = ±π, then the disk is the osculating disk at
γp(±π/2).
Now, we prove that D(Ωp(t), ωp(t)) ⊂ expD(0, p). First, we show that D(Ωp(0), ωp(0)) ⊂
expD(0, p). Indeed,
D(Ωp(0), ωp(0)) = PD
([
ep
e−p
])
;
hence, by Theorem 3.2, the log of any element of D(Ωp(0), ωp(0)) is contained in
PD
(
log
[
ep
e−p
])
= PD
([
p
−p
])
= D(0, p).
Let L be the maximal real number such that D(Ωp(t), ωp(t)) ⊂ expD(0, p) for any
t ∈ [−L,L], and L < π/2. (Due to continuity, there is a maximum.) Indirectly, assume
that L < π/2. Then one of following should happen:
(i) Besides γp(L) and γp(π − L mod 2π) there is another pair (due to inversion sym-
metry) of distinct points γp(L˜) and γp(π − L˜ mod 2π), where D(Ωp(L), ωp(L)) touches
the boundary of expD(0, p).
(ii) D(Ωp(L), ωp(L)) touches the boundary at γp(π/2) or γp(−π/2).
(iii) D(Ωp(L), ωp(L)) is osculating at γp(L) or at γp(π − L mod 2π).
(Symmetry implies that t = ±L are equally bad.) Case (i) is impossible, because
the given circles are distinct and the characterising properties hold. Case (ii) is impos-
sible, because, due to ωp(L) > p, and the extremality of arg γp(±π/2), the situation
would imply that that D(Ωp(L), ωp(L)) strictly contains the osculating disk at γp(π/2)
or γp(−π/2), which is a contradiction to D(Ωp(L), ωp(L)) ⊂ expD(0, p). Case (iii) is
impossible, because for oriented plane curvature of γp,
κγp(t) =
1 + p cos t
pep cos t
<
1
ωp(t)
=
cos t
sinh(p cos t)
if cos t 6= 0. (In general, 1+xex < xsinhx for x 6= 0.) This implies L = π/2, proving the
statement. 
In what follows, we will not make much issue out of expressions like sinh pxx when
x = 0; we just assume that they are equal to p, in the spirit of continuity.
Theorem 5.2. Suppose that p ∈ (0, π). Suppose that D is a disk in expD(0, p), which
touches ∂ expD(0, p) at γp(t) = e
p cos t+ip sin t. Then for an appropriate nonnegative
decomposition p = p1 + p2,
D = CD
(
exp(p1(Id cos t+ I˜ sin t)) ·W (p2, p2 sin t)
)
.
The bigger the p2 is, the bigger the corresponding disk is. p2 = p corresponds to the
maximal disk, p2 = 0 corresponds to the point disk.
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Proof. Let Wp1,p2,t denote the argument of CD. Then its first component is Magnus
exponentiable by norm p1, and its second component is Magnus exponentiable by norm
p2. Thus the principal disk must lie in expD(0, p). One can compute the center and the
radius of the chiral disk (cf. the Remark), and find that that γp(t) is on the boundary of
the disk. So, CD(Wp1,p2,t) must be the maximal CD(W0,p1+p2,t) contracted from γp(t).
One, in particular, finds that the radius of CD(Wp1,p2,t) is
ep1+p2 − ep1−p2
2 cos t
=
ep
cos t
(1− e−2p2).
This shows that bigger p2 leads to bigger disk. 
Remark. It is easy to see that, for p = p1 + p2,
exp(p1(Id cos t+ I˜ sin t)) ·W (p2, p2 sin t) =
= ep1 cos t exp((p1 + p2) sin tI˜) ·
(
cosh(p2 cos t) Id2+
sinh(p2 cos t)
cos t
(
− sin tI˜ + K˜
))
= expL
(
p1
p
[
cos t − sin t
sin t cos t
]
+
p2
p
[− sin(2θ sin t) cos(2θ sin t)
cos(2θ sin t) sin(2θ sin t)
]
dθ|[0,p]
)
= expL
(
p1
[
cos t − sin t
sin t cos t
]
+ p2
[− sin(2pθ sin t) cos(2pθ sin t)
cos(2pθ sin t) sin(2pθ sin t)
]
dθ|[0,1]
)
.
This immediately implies the existence of a certain normal form. For the sake of
compact notation, let
K˜ := {− sin βJ˜ + cos βK˜ : β ∈ [0, 2π)},
which is the set conjugates of K˜ by orthogonal matrices.
Theorem 5.3. Suppose that A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π). Assume
that p is the smallest real number such that CD(A) ⊂ expD(0, p), and CD(A) touches
exp ∂D(0, p) at ep(cos t+i sin t). Then there is an nonnegative decomposition p = p1 + p2,
and a matrix F˜ ∈ K˜, such that
A = ep1 cos t exp(p sin tI˜) ·
(
cosh(p2 cos t) Id2−sinh(p2 cos t)
cos t
sin tI˜
)
+
sinh(p2 cos t)
cos t
F˜
(37)
= expL
(
p1 exp(tI˜) + p2 exp(2pθ sin tI˜) · F˜ dθ|[−1/2,1/2]
)
(38)
= expL(exp(tI˜) dθ|[0,p1]) expL
(
exp((2θ − p1 − p2) sin tI˜)F˜ dθ|[0,p2]
)
(39)
= expL
(
exp((2θ + p1 − p2) sin tI˜)F˜ dθ|[0,p2]
)
expL(exp(tI˜) dθ|[0,p1]).(40)
The case p1 = p2 = 0 corresponds to A = Id2.
The case p1 > 0, p2 = 0 corresponds to point disk case, the expression does not depend
on F˜ .
The case p1 = 0, p2 > 0 corresponds to the maximal disk case, it has degeneracy
t↔ π − t mod 2π.
In the general case p1, p2 > 0, the presentation is unique in terms of p1, p2, t mod 2π, F˜ .
Proof. This is an immediate consequence of the previous statement and the observation
(cosα+ I˜ sinα)K˜(cosα+ I˜ sinα)−1 = (cos 2α+ I˜ sin 2α)K˜ = −J˜ sin 2α+ K˜ cos 2α. 
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In what follows, we use the notation
N(p1, p2, t, F˜ )
to denote the arithmetic expression on the RHS of (37). The statement above offers
three ways to imagine the matrix in question as a left-exponential: (38) is sufficiently
nice and compact with norm density p on an interval of unit length. (39) and (40)
are concatenations of intervals of length p1 and p2 with norm density 1. One part is
essentially a complex exponential, relatively uninteresting; the other part is the Magnus
parabolic or hyperbolic development of Examples 4.6 and 4.8, but up to conjugation by
a special orthogonal matrix, which is the same to say as ‘up to phase’.
Theorem 5.4. Suppose that A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π). Then
M(A) = inf{λ ∈ [0, π) : CD(A) ⊂ expD(0, λ)}.
Or, in other words,
M(A) = sup{| log z| : z ∈ CD(A)}.
Proof. Assume that p is the smallest real number such that CD(A) ⊂ expD(0, p). By
Theorem 3.2,M(A) is at least p, while the left-exponentials of Theorem 5.3 does indeed
Magnus-exponentiate them with norm p. 
Suppose that A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π), A 6= Id2, p = M(A). If
detA = 1, then A can be of the three kinds: Magnus elliptic, when CD(A) touches
exp ∂D(0, p) at eip or e−ip, but it is not an osculating disk; Magnus parabolic, when
CD(A) touches exp ∂D(0, p) at eip or e−ip, and it is an osculating disk; or Magnus
hyperbolic when CD(A) touches exp ∂D(0, p) at two distinct points. If detA 6= 1 then
CD(A) touches exp ∂ D(0, p) at a single point, asymmetrically; we can call these Magnus
loxodromic. We see that Examples 4.6, 4.7, and 4.8, cover all the Magnus parabolic,
hyperbolic and elliptic cases up to conjugation by an orthogonal matrix. In general, if
A is not Magnus hyperbolic, then it determines a unique Magnus direction cos t+ i sin t
(in the notation Theorem 5.3). It is the direction of the farthest point of {log z : z ∈
CD(A)} from the origin. If A is Magnus hyperbolic, then this direction is determined
only up to sign in the real part.
Lemma 5.5. Suppose A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π), A 6= Id2, detA = 1,
CD(A) = D((a, b), r). Then a2 + b2 = r2 + 1 and a+ 1 > 0.
We claim that A is Magnus hyperbolic or parabolic if and only if
2 arctan
r + |b|
a+ 1
≤ r.
If A is Magnus elliptic or parabolic, then
M(A) = 2 arctan r + |b|
a+ 1
.
Proof. ∂D((a, b), r) intersects the unit circle at
(cosϕ±, sinϕ±) :
(
a± br
a2 + b2
,
b∓ ar
a2 + b2
)
,
ϕ± ∈ (−π, π). In particular, a± br
a2 + b2
+1 > 0; multiplying them, we get a+1 > 0. Then
φ± = 2arctan r±ba+1 . If one them is equal to r, then it is a Magnus parabolic case; if
those are smaller than r, then it is Magnus hyperbolic case; if one of them is bigger than
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r, this it must be a Magnus elliptic case. (Cf. the size of the chiral disk in Theorem
5.2.) 
We say that the measure φ is a minimal Magnus presentation for A, if expL(φ) = A
and
∫ ‖φ‖2 =M(A).
Lemma 5.6. Any element A ∈ GL+2 (R) has at least one minimal Magnus presentation.
Proof. GL+2 (R) is connected, which implies that any element A has at least one Magnus
presentation ψ. If
∫ ‖φ‖2 is small enough, then we can divide the supporting interval
of φ into ⌊M(A)/π⌋ many subintervals, such that the variation of φ on any of them is
less than π. Replace φ by a normal form on every such subinterval. By this we have
managed to get a presentation of variation at most
∫ ‖φ‖2 by a data from ([0, π] ×
[0, π]× [0, 2π]×K)⌊M(A)/pi⌋. Conversely, such a data always gives a presentation, whose
expL depends continuously on the data. Then the statement follows from a standard
compactness argument. 
Lemma 5.7. Suppose that Aλ → Id, such that Aλ is Magnus hyperbolic, but Aλ 6= Id
for any λ. Suppose that CD(Aλ) = D((1 + aλ, bλ), rλ).
Then, as the sequence converges,
M(Aλ)2 = 2aλ +O(itself2);
or more precisely,
M(Aλ)2 = 2aλ − 1
3
a2λ +
3
2
b2λ
aλ
+O(itself3).
Proof. We can assume that Aλ = W (pλ, pλ sin tλ). From the formula of W (p, p sin t)
one can see that CD(W (p, p sin t)) is an entire function of x = p cos t, y = p sin t. One
actually finds that the center is
(1 + aˆ(x, y), bˆ(x, y)) =
(
1 +
x2 + y2
2
+
(x2 − y2)(x2 + y2)
24
+
(x4 − 10x2y2 + 5y4)(x2 + y2)
720
+O(x, y)8,
y(x2 + y2)
3
+
y(x2 + y2)(x2 − y2)
30
+O(x, y)7
)
.
(One can check that in the expansion aˆ(x, y), every term is divisible by (x2+ y2); in the
expansion bˆ(x, y), every term is divisible by y(x2 + y2).) Eventually, one finds that
p2 = x2 + y2 = 2aˆ(x, y) +O(x, y)4
and
p2 = x2 + y2 = 2aˆ(x, y)− 1
3
aˆ(x, y)2 +
3
2
bˆ(x, y)2
aˆ(x, y)
+O(x, y)6.

The hyperbolic developments p 7→W (p, p sin t) are uniform motions in the sense that
the incrementsW ((p+ε), (p+ε) sin t)W (p, p sin t)−1 differ from each other by conjugation
by orthogonal matrices as p changes. In fact, they are locally characterized by the speed
sin t, and a phase, i. e. conjugation by rotations.
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Lemma 5.8. Assume that 0 < p1, p2; p1+p2 < π; t1, t2 ∈ [−π/2, π/2]; ε ∈ (−π/2, π/2].
On the interval [−p1, p2], consider the measure φ given by
φ(θ) = η(θ) dθ|[−p1,p2],
where
η(θ) =

[
− sin 2(θ sin t2) cos 2(θ sin t2)
cos 2(θ sin t2) sin 2(θ sin t2)
]
if θ ≥ 0[
cos ε − sin ε
sin ε cos ε
][
− sin 2(θ sin t1) cos 2(θ sin t1)
cos 2(θ sin t1) sin 2(θ sin t1)
][
cos ε sin ε
− sin ε cos ε
]
if θ ≤ 0.
Then
M(expL(φ)) < p1 + p2
unless ε = 0 and v1 = v2.
Proof. It is sufficient to prove this for a small subinterval around 0. So let us take the
choice p1 = p2 = p/2, pց 0. Then
expL(φ|[−p/2,p/2]) =W
(p
2
,
p
2
sin t2
)[
cos ε − sin ε
sin ε cos ε
]
W
(
−p
2
,−p
2
sin t1
)−1 [ cos ε sin ε
− sin ε cos ε
]
.
Let
D((ap, bp), rp) = CD(expL(φ|[−p/2,p/2])).
(i) If ε ∈ (−π/2, 0) ∪ (0, π/2), then
2 arctan
rp ± bp
ap + 1
− rp = ∓1
4
sin(2ε)p2 +O(p3).
This shows that expL(φ|[−p/2,p/2]) gets Magnus elliptic. However,
M(expL(φ|[−p/2,p/2])) = 2 arctan
rp ± br
ap + 1
= p cos(ε) +O(p2)
shows Magnus non-minimality.
(ii) If ε = π/2, sin t1 + sin t2 6= 0, then
2 arctan
rp ± br
ap + 1
− rp = ∓ 1
12
(sin t1 + sin t2)p
3 +O(p4).
This also shows Magnus ellipticity, and
2 arctan
rp ± br
ap + 1
=
1
4
| sin t1 + sin t2|p2 +O(p3)
shows Magnus non-minimality.
(iii) If ε = π/2, sin t1 + sin t2 = 0, then expL(φ|[−p/2,p/2]) = Id2. Hence, full cancella-
tion occurs, this is not Magnus minimal.
(iv) If ε = 0, sin t1 6= sin t2, then sin t1 + sin t2 < 2, and
2 arctan
rp ± bp
ap + 1
− rp = 1
6
(±(sin t1 + sin t2)− 2)p3 +O(p4).
this shows that expL(φ|[−p/2,p/2]) gets Magnus hyperbolic.
Then assuming Magnus minimality and using the previous lemma, we get a contra-
diction by
M(expL(φ|[−p/2,p/2]))2 = p2 −
1
48
p4(sin t2 − sin t1)2 +O(itself3) < p2.
CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION II. C∗-ALGEBRAS 31
This proves the statement. 
Lemma 5.9. Assume that 0 < p1, p2; p1 + p2 < π; t1 ∈ [−π/2, π/2); . On the interval
[−p1, p2], consider the measure φ given by
φ(θ) = η(θ) dθ,
where
η(θ) =

I˜ =
[
−1
1
]
if θ ≥ 0[
− sin 2(θ sin t) cos 2(θ sin t)
cos 2(θ sin t) sin 2(θ sin t)
]
if θ ≤ 0.
Then
M(expL(φ)) < p1 + p2.
Proof. Again, it is sufficient to show it for a small subinterval around 0.
(i) Suppose t ∈ (−π/2, π/2). As pց 0, restrict to the interval
Ip =
[
−p, sinh p cos t
cos t
− p
]
.
Then
expL(φ|Ip) = exp
(
I˜
(
sin
sinh p cos t
cos t
− p
))
W (−p,−p sin t)−1.
Let
D((ap, bp), rp) = CD(expL(φ|Ip)).
If we assume Magnus minimality, then
M(expL(φ|Ip)) =
sinh p cos t
cos t
= rp.
Thus, expL(φ|Ip) is Magnus parabolic. By direct computation, we find
2 arctan
rp + |bp|
ap + 1
= p+
1
3
p3max(cos2 t+ sin t− 1,−1− sin t) +O(p4),
in contradiction to
sinh p cos t
cos t
= p+
1
6
p3(cos2 t) +O(p4),
which is another way to express M(expL(φ|Ip)) from the density. (The coefficients of
p3 differ for t ∈ (−π/2, π/2).)
(ii) Consider now the case t = −π/2.
2 arctan
rp ± bp
ap + 1
= ±1
2
p+O(p2)
shows Magnus ellipticity, and
2 arctan
rp + |bp|
ap + 1
= p− 1
12
p3 +O(p4)
shows non-minimality. 
Now we deal with the unicity of the normal forms as left exponentials. In the context
of Theorem 5.3 we call ell(A) := p1(cos t+ I˜ sin t) the elliptic component of A, and we
call hyp(A) := p2 the hyperbolic length of A.
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Theorem 5.10. Suppose that A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π), and φ is a
minimal Magnus presentation for A supported on [a, b].
Then, restricted to any subinterval I, the value ell(expL(φ|I)) is a multiple of ell(A)
by a nonnegative real number. Furthermore the interval functions
I 7→ M(expL(φ|I)) = ∫ ‖φ|I‖2,
I 7→ ell(expL(φ|I)),
I 7→ hyp(expL(φ|I))
are additive. In particular, if A is Magnus hyperbolic or parabolic, then ell(expL(φ|I))
is always 0.
Proof. Divide supporting interval of φ into smaller intervals I1, . . . ,Is. On these inter-
vals replace φ|Ik by a left-complex normal form. Thus we obtain
φ′ = Φ(1)K1 .(cos t1 + I˜ sin t1)1J1. . . . .Φ
(s)
Ks.(cos ts + I˜ sin ts)1Js ,
where Jj are Kj are some intervals, and Φ(j)Kj are hyperbolic developments (up to conju-
gation). (They can be parabolic but for the sake simplicity let us call them hyperbolic.)
Further, rearrange this as
φ′′ = Φ′(1)K1 . . . . .Φ
′(s)
Ks .(cos t1 + I˜ sin t1)1J1. . . . .(cos ts + I˜ sin ts)1Js ,
where the hyperbolic developments suffer some special orthogonal conjugation but they
remain hyperbolic developments. Now, the elliptic parts
ell(expL(φ|Ij )) = |Jj|(cos tj + I˜ sin tj)
must be nonnegatively proportional to each other, otherwise cancelation would occur
when the elliptic parts are contracted, in contradiction to the minimality of the presen-
tation. By this, we have proved that in a minimal presentation elliptic parts of disjoint
intervals are nonnegatively proportional to each other.
Suppose that in a division |Jj| cos tj 6= 0 occurs. Contract the elliptic parts in φ′′ but
immediately divide them into two equal parts:
φ′′′ = Φ′(1)K1 . . . . .Φ
′(s)
Ks .(cos tj + I˜ sin tj)1J .(cos tj + I˜ sin tj)1J .
Now replace everything but the last term by a normal form
φ′′′′ = Φ′(0)K0 .(cos t0 + I˜ sin t0)1J0.(cos tj + I˜ sin tj)1J .
Taking the determinant of the various left-exponential term we find
e|J0| cos t0+|J | cos tj = e2|J | cos tj .
Thus |J0| cos t0 6= 0, hence, by minimality tj = t0 mod 2π, moreover |J0| = |J |.
However, the φ′′′ constitutes a normal form (prolonged in the elliptic part), which in
this form is unique, thus, eventually
(41) ell(expL(φ)) =
s∑
j=1
ell(expL(φ|Ij ))
must hold.
Suppose now that sin tk = 1 or sin tk = −1 occurs with |Jk| 6= 0. Consider φ′′. By
Magnus minimality and Lemma 5.8, the hyperbolic development must fit into single
hyperbolic development ΨK (without phase or speed change). Furthermore, by Lemma
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5.9, ΨK must be parabolic fitting properly to the elliptic parts. Thus φ′′, in fact, yields
a normal form ΨK.(sin tk)1J . Then (41) holds.
The third possibility in φ′′ is that all the intervals Jj are of zero length. Then the
hyperbolic developments fit into a single development ΨK, but (41) also holds.
Thus (41) is proven. It implies nonnegative proportionality relative to the total
ell(expL(φ)). Now, subintervals of minimal presentations also yield minimal presen-
tations, therefore additivity holds in full generality. Regarding the interval functions,
the additivity of M is trivial, the additivity of ell is just demonstrated, and hyp is just
the M minus the absolute value (norm) of ell. 
Remark 5.11. Suppose that φ : I → B(H) is a measure. Assume that I1 ⊂ I is a
subinterval such that ∫ ‖φ|I1‖2 < π. Let us replace φ|I1 by a Magnus minimal presenta-
tion of expL(φ|I1), in order to obtain an other measure φ1. Then we call φ1 a semilocal
contraction of φ.
We call φ semilocally Magnus minimal, if finitely many application of semilocal con-
tractions does not decrease ∫ ‖φ‖2. (In this case, the semilocal contractions will not
really be contractions, as they are reversible.) We call φ locally Magnus minimal, if any
application of a semilocal contraction does not decrease ∫ ‖φ‖2. It is easy to see that
(Magnus minimal) ⇒(semilocally Magnus minimal) ⇒(locally Magnus minimal).
The arrows do not hold in the other directions. For example, I˜1[0,2pi] is semilocally
minimal, but not Magnus minimal. Also, (−1[0,1]).Ψ0.1[0,1] is locally Magnus minimal
but not semilocally Magnus minimal: Using semilocal contraction we can move (−1[0,1])
and 1[0,1] beside each other, and then there is a proper cancellation.
The proper local generalization of Magnus minimality is semilocal Magnus minimality.
If φ is locally Magnus minimal, the we can define ell(φ) and hyp(φ) by taking a finite
division of {Ij} of I to intervals of variation less than π, and simply adding ell(φj)
and hyp(φj). What semilocality is needed for is to show that ell(φI) is nonnegatively
proportional to ell(φ), and to a proper definition of the Magnus direction of φ.
Having that, semilocally Magnus minimal presentations up to semilocal contractions
behave like Magnus minimal presentations. They can also be classified as Magnus ellip-
tic, parabolic, hyperbolic, or loxodromic. (But they are not elements of GL+2 (R) anymore
but presentations.) In fact, semilocally Magnus minimal presentations up to semilocal
contractions have a very geometrical interpretation, cf. Remark 5.15. (Interpreted as
elements of G˜L+2 (R).)
As Theorem 5.3 suggests, hyperbolic developments are rather rigid, while in other
cases there is some wiggling of elliptic parts.
Theorem 5.12. Suppose that A 6= Id2, p =M(A) < π, and φ is a minimal presentation
to A supported on the interval [a, b].
(a) Suppose that A is Magnus hyperbolic or parabolic. Then there are unique elements
t ∈ [−π/2, π/2] and F˜ ∈ K˜ such that
expL(φ|[a,x]) =W
(
0,
∫
‖φ|[a,x]‖2, t, F˜
)
.
Thus, minimal presentations for Magnus hyperbolic and parabolic matrices are unique,
up to reparametrization of the measure.
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(b) Suppose that CD(A) is point disk. Then there is a unique element t ∈ [0, 2π) such
that
expL(φ|[a,x]) = exp
(
(Id2 cos t+ I˜ sin t)
∫
‖φ|[a,x]‖2
)
.
Thus, minimal presentations for quasicomplex matrices are unique, up to reparametriza-
tion of the measure.
(c) Suppose that A is not of the cases above. Then there are unique elements t ∈
[0, 2π), p1, p2 > 0, F˜ ∈ K˜ and surjective monotone increasing function ̟i : [a, b] →
[0, pi] such that
̟1(x) +̟2(x) = x− a
and
expL(φ|[a,x]) =W
(
̟1
(∫
‖φ|[a,x]‖2
)
,̟2
(∫
‖φ|[a,x]‖2
)
, t, F˜
)
.
Thus, minimal presentations in the general case are unique, up to displacement of elliptic
parts.
Proof. Divide [a, b] to [a, x] and [x, b], and replace the minimal presentation by norma
parts. They must fit in accordance to minimality. 
Remark. The statement can easily be generalized to semilocally Magnus minimal pre-
sentations.
Theorem 5.12 says that certain minimal Magnus presentations are essentially unique.
Theorems 5.13 and 5.14 will give some explanation to the fact that it is not easy to give
examples for the Magnus expansion blowing up in the critical case ∫ ‖φ‖2 = π.
Theorem 5.13. Suppose that A 6= Id2, p =M(A) < π, and φ is a minimal presentation
to A supported on the interval [a, b]. If φ is of shape
expL(φ|[a,x]) = exp
(
S
∫
‖φ|[a,x]‖2
)
with some matrix S (i. e., it is essentially an exponential), then S is of shape Id2 cos t+
I˜ sin t, (i. e. it is the quasicomplex case, Theorem 5.12.b).
Proof. Due to homogeneity, ell(Φ|I) and hyp(Φ|I) must be proportional toM(Φ|I). But
it is easy to see that (up to parametrization) only the homogeneous normal densities
(38) have this property, and they are locally constant only if the Magnus non-elliptic
component vanishes. 
In particular, the Baker-Campbell-Hausdorff setting (for 2× 2 real matrices) is never
Magnus minimal except in the degenerate quasicomplex case.
Theorem 5.14. Suppose that φ is a measure,∫
‖φ‖2 = π,
but log expL(φ) does not exist. Then there are uniquely determined elements t ∈ {−π, π}
and F˜ ∈ K˜, a nonnegative decomposition π = p1 + p2, with p2 > 0, and surjective
monotone increasing functions ̟i : [a, b]→ [0, pi] such that
̟1(x) +̟2(x) = x− a
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and
expL(φ|[a,x]) =W
(
̟1
(∫
‖φ|[a,x]‖2
)
,̟2
(∫
‖φ|[a,x]‖2
)
, t, F˜
)
.
Thus, critical cases with log blowing up are the Magnus elliptic and parabolic (but not
quasicomplex) developments up to reparametrization and rearrangement of elliptic parts.
Proof. The presentation must be Magnus minimal, otherwise the log would be OK.
Divide [a, b] to [a, x] and [x, b], and replace the minimal presentation by normal parts.
They must fit in accordance to minimality. It is easy to see that in the Magnus hyperbolic
/ loxodromic cases CD(expL(φ|[a,x])) has no chance to reach (−∞, 0]. The disks are the
largest in the Magnus hyperbolic cases, and the chiral disks CD(W (π, π sin t)) of Magnus
strictly hyperbolic developments do not reach the negative axis. So the Magnus elliptic
and parabolic cases remain but the quasicomplex is ruled out. 
Thus, even critical cases with
∫ ‖φ‖2 = π are scarce.
Remark 5.15. We started this section by investigating matrices A with CD(A) ⊂
D˚(0, π). It is a natural question to ask whether the treatment extends to matrices A
with, say, CD(A) ∩ (∞, 0] = ∅. The answer is affirmative. However, if we consider this
question, then it is advisable to take an even bolder step:
Extend the statements for A ∈ G˜L+2 (R), the universal cover of GL+2 (R). This of
course, implies that we have to use the covering exponential e˜xp : M2(R) → G˜L+2 (R),
and expL should also be replaced by e˜xpL. Now, the chiral disks of elements of G˜L
+
2 (R)
live in C˜, the universal cover of C \ {0}.
Mutatis mutandis, Theorems 5.1, 5.2, 5.3 extend in a straightforward manner. Re-
markably, Theorems 3.1 and 3.2 have versions in this case, however we do not really need
them that much, because chiral disks can be traced directly to prove a variant of Theo-
rem 5.4. Elements of G˜L+2 (R) also have minimal Magnus presentations. In our previous
terminology, they are semilocally Magnus minimal presentations. In fact, semilocally
Magnus minimal presentations up to semilocal contractions will correspond to elements
of G˜L+2 (R). They classification Magnus hyperbolic, elliptic, parabolic, loxodromic, qua-
sicomplex elements extends to G˜L+2 (R).
This picture of G˜L+2 (R) helps to understand GL
+
2 (R). Indeed, we see that every
element of GL+2 (R) have countably many semilocally Magnus minimal presentations up
to semilocal contractions, and among those one or two (conjugates) are minimal. The
Magnus exponent of an element of GL+2 (R) is the minimal Magnus exponent of its lifts
to G˜L+2 (R).
Example 5.16. Let z = 4.493 . . . be the solution of tan z = z on the interval [π, 2π].
Consider
Z =
[−√1 + z2 − z
−√1 + z2 + z
]
.
The determinant of the matrix is 1, we want to compute its Magnus exponent. The
optimistic suggestion is
√
π2 + log(z +
√
1 + z2)2 = 3.839 . . .. Indeed, in the complex
case, or in the doubled real case, this is realizable from
Z = exp
[
log(z +
√
1 + z2) + πi
− log(z +√1 + z2) + πi
]
.
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However, in the real case, there is ‘not enough space’ to do this. The pessimistic sug-
gestion is π + | log(z +√1 + z2)| = 5.349 . . .. Indeed, we can change sign by an elliptic
exponential, and then continue by a hyperbolic exponential. This, we know, cannot be
optimal. In reality, the answer isM(Z) = z = 4.493 . . .. In fact, Z is Magnus parabolic,
one can check that Z ∼W (z,z). This is easy to from the chiral disk.
In this case there are two Magnus minimal representations, because of the conjuga-
tional symmetry.
6. The C∗-algebraic case
We have developed our estimates for operators on Hilbert spaces. Here we claim that
this situation fits to the more general framework of C∗-algebras, where similar spectral
methods can be used. Recently, there is resurgence in the study of Davis–Wielandt
shell, cf. Li, Poon, Sze [13], Lins, Spitkovsky, Zhong [14], Arambasˇic´, Beric´, Rajic´ [1].
In particular, the C∗-algebraic side of the DW shell is reasonably well-clarified. Now the
critical part is the generalization of Theorem 3.2, which, however, would merit a longer
discussion.
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