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Abstract
We discuss the identiﬁcation problem for current dipoles in a spherically symmetric conductor. This mathematical model is used
for a biomedical inverse problem such as the source current identiﬁcation for the human brain activity. We have already proposed a
direct identiﬁcation method for this inverse source problem using observations of the magnetic ﬁelds outside of the conductor. One
of the difﬁculties of current dipole identiﬁcation using the magnetic ﬁelds is caused by the fact that magnetic ﬁeld does not include
any information about the radial component of dipole moments. In this paper, we consider an improvement of the direct method
to identify both radial and tangential components of current dipole moments by combining electric and magnetic observation data.
Furthermore, our approach is effective in the case where the number of dipoles is unknown.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In science and engineering ﬁelds, there exist many important problems that can be formulated as inverse source
problems for partial differential equations. In most numerical studies of inverse source problems, the source term is
usually parameterized and then identiﬁed as the minimizer of the difference between solution of the forward problem
and observation data [1,9,13]. Such approaches are applicable to various problems since they require only the solution of
the forward problem. However, the reliability of solutions highly depends on the initial setting of unknown parameters.
In many practical applications, there is not so much information a priori about unknown sources. Recently, several
effective algorithms have been presented so as to address this situation [3,4,7,10,11]. These ideas have common features
such as the direct solver of the inverse problem, i.e., they identify unknown sources directly from the observation data
without solving the forward problem. Our goal is to develop a direct solver of practical inverse source problems without
using a priori information.
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The identiﬁcation of human brain activity is one of the most important inverse source problems. The electrical
activity in the human brain causes electric and magnetic ﬁelds around the head. Many researchers have discussed the
identiﬁcation problem of electrical activity in the brain from the observations of the electromagnetic ﬁelds that are
so-called electroencephalogram (EEG) and magnetoencephalogram (MEG). In general cases, spherically symmetric
conductor model is used as a simple modeling of the head, and electric current dipole model is used for the elec-
trical activity of the brain [5,14]. For these identiﬁcation problems, some results based on the boundary integral are
already published [3,4,10]. We also present a direct identiﬁcation method of electric current dipoles in a spherically
symmetric conductor from the magnetic induction outside of the conductor [6,15]. Our idea is to probe electric current
dipoles in the conductor using an indicator function. However, these methods identify only the tangential components
of current dipole moments. This constraint is caused by the fact that only the magnetic induction is used for the
identiﬁcation [2].
In this paper, we propose an identiﬁcation method of the radial components of current dipole moments as well as
tangential components by using the observations of both magnetic induction and electric potential. Our method can give
the reasonable solution even if the number of dipoles is unknown at the initial setting of the problem. In other words,
our method does not require a priori information about source current dipoles. This is important since the number of
parameters is essentially unknown in many practical cases.
2. Mathematical formulation
We apply the following quasi-static approximation of the Maxwell equation for the electric and magnetic ﬁelds arisen
from source current in the human brain [8,14]:
∇ × B(x) = 0I(x),
∇ · B(x) = 0,
∇ × ∇V (x) = 0,
I(x) = J(x) − (x)∇V (x). (1)
Here, I(x) is the total current distribution, V (x) is the electric potential, B(x) is the magnetic induction, J(x) is the
source current, (x) is the electric conductivity, and 0 is the magnetic permeability in vacuum.As a model of the head,
we use a spherically symmetric conductor model given by
= {x ∈ R3| |x|<R}, (x) =
⎧⎪⎨⎪⎩
b, |x|Rb,
s, Rb < |x|Rs,
c, Rs < |x|<R,
whereb,s, andc are given positive constants. Note that(x) vanishes outside of. Three domainsb={x| |x|<Rb},
s = {x|Rb < |x|<Rs}, and c = {x|Rs < |x|<R} correspond to the brain, the skull, and the scalp, respectively.
Furthermore, the source current J(x) is assumed to be a sum of dipolar sources:
J(x) =
N∑
i=1
(x − pi )mi , 0 < |pi |<Rb, pi = pj (i = j),
where (·) denotes the three-dimensional Dirac’s delta distribution, N denotes the number of dipoles, pi and mi are the
location and moment of the ith dipole, and 0 is a given positive constant. We consider the identiﬁcation of pi , mi , and
N from B(x) and V (x) outside of .
Let mir = (mi · ei )ei and mit =mi −mir, where ei =pi/|pi |. We call mir the radial component and mit the tangential
component, respectively. Using mir and mit , the dipolar source current J(x) is rewritten as
J(x) = Jr(x) + Jt(x) =
N∑
i=1
(x − pi )mir +
N∑
i=1
(x − pi )mit . (2)
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We have already proposed an identiﬁcation method for the tangential component Jt from the magnetic induction
B(x) [6,15]. As concerning the identiﬁcation of radial component Jr, we need additional information since B(x) does
not include any information about the radial component Jr for the spherically symmetric case [2]. Then, we add the
observation of electric potential V (x) and consider the problem to identify Jr.
Let , s, and b be the three boundaries, such that
= {x| |x| = R}, s = {x | |x| = Rs}, b = {x | |x| = Rb}.
The electric potential V (x) caused by the dipolar sources J satisﬁes
V (x) = 0, x ∈ s,c,
V (x) = (1/b)∇ · J(x), x ∈ b,
r−V (x) = 0, x ∈ 
with continuity conditions
lim
x′→x
x′∈s
V (x′) = lim
x′→x
x′∈c
V (x′) = V (x), sr−V (x) = cr+V (x), x ∈ s,
lim
x′→x
x′∈b
V (x′) = lim
x′→x
x′∈s
V (x′) = V (x), br−V (x) = sr+V (x), x ∈ b, (3)
where
r−V (x) := lim
t→+0
V (x) − V (x − tx)
t |x| ,
r+V (x) := lim
t→+0
V (x + tx) − V (x)
t |x| .
Let Vt(x) be the solution of
Vt(x) = 0, x ∈ s,c,
Vt(x) = (1/b)∇ · Jt(x), x ∈ b,
r−Vt(x) = 0, x ∈ ,
Vt(x0) = 0
with continuity conditions corresponding to (3), where x0 is a ﬁxed point on . The above problem has a unique
solution and we can calculate the function Vt(x) from the tangential component Jt . It is obvious that the residual
Vr(x) := V (x) − Vt(x) satisﬁes
Vr(x) = 0, x ∈ s,c,
Vr(x) = (1/b)∇ · Jr(x), x ∈ b,
r−Vr(x) = 0, x ∈ 
with continuity conditions
lim
x′→x
x′∈s
Vr(x
′) = lim
x′→x
x′∈c
Vr(x
′) = Vr(x), sr−Vr(x) = cr+Vr(x), x ∈ s,
lim
x′→x
x′∈b
Vr(x
′) = lim
x′→x
x′∈s
Vr(x
′) = Vr(x), br−Vr(x) = sr+Vr(x), x ∈ b. (4)
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3. Indicator function
Let u() be the fundamental solution to the Laplace equation:
u(; x) = − 1
4| − x| , u(; x) = ( − x),  ∈ R
3
. (5)
We consider the following function as an indicator of Jr:
v(x) = 1
b
∫
b
u(; x)∇ · Jr() d =
∫
b
u(; x)Vr() d, x ∈ . (6)
Applying Green’s theorem to (6), v(x) is rewritten as
v(x) =
∫
b
(u(; x)r−Vr() − Vr()r−u(; x)) d +
∫
b
Vr()u(; x) d
=
∫
b
(u(; x)r−Vr() − Vr()r−u(; x)) d + cx Vr(x), (7)
where cx = 1 if |x|<Rb, cx = 1/2 if |x| = Rb, else cx = 0. Let D be an open ball of radius  (Rb) with the center
at the origin, and let S be the surface of D. Suppose that Jr = 0 outside of D. Then, we have
Vr(x) = 0, x ∈ c,s,b\(D ∪ S),
Vr(x) = V (x) − Vt(x), r−Vr(x) = 0, x ∈  (8)
with continuity conditions (4). Therefore, the function Vr(x) for x ∈ \(D ∪ S) is determined, according to (8) and
(4), by Vr(x) on the boundary. This means that we can calculate the indicator function v(x) outside of D using Vr(x)
[6,12]. That is, the function Vr for \(D ∪ S) is the solution of the Cauchy problem. Since the condition r−Vr = 0
on  is speciﬁed a priori, Vr is determined only from the observations of V and Vt on , and we can calculate the
indicator function v(x) outside of D using (7) [6,12].
4. Identiﬁcation method
Without loss of generality, Jr can be rewritten as
Jr(x) =
Nr∑
j=1
(x − pj )mj r =
Nr∑
j=1
(x − qj ej )aj ej , (9)
where ej = pj /|pj |, qj = |pj |, aj = mj r · ej (= 0), and Nr (N) denotes the number of dipoles whose moments have
non-zero radial components. We suppose that all dipoles are located in the ball D.
Let us consider the behavior of indicator function v(x) on the sphere S. Substituting (5) and (9) into (6), we have
v(x) = 1
b
∫
b
u(; x)∇ · Jr() d =
Nr∑
j=1
vj (x), x ∈ S,
where
vj (x) = aj ej · (x − qj ej )4b|x − qj ej |3 , j = 1, 2, . . . , Nr.
First, we consider the case where qk >maxj =k qj . Then |vk(x)| has a maximum at xk := ek , and
|vk(x)|< |vk(xk)| = |ak|4b(− qk)2
, x ∈ S\{xk}. (10)
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For j = k, since qk − qj > 0, we have the bound
|vj (x)| |aj |4b|x − qj ej |2 <
|aj |
4b(qk − qj )2
, x ∈ S. (11)
At the maximum point xk , the following estimate is obtained from (10) and (11):∣∣∣∣ v(xk)vk(xk)
∣∣∣∣=
∣∣∣∣∣∣1 +
∑
j =k
vj (xk)
vk(xk)
∣∣∣∣∣∣= 1 + O((− qk)2),  → qk + 0. (12)
The above estimatemeans that |vk(xk)| becomes dominant in |v(xk)| as  → qk+0. On the other hand, for x ∈ S\{xk},
v(x) is bounded by∣∣∣∣ v(x)vk(xk)
∣∣∣∣  ∣∣∣∣ vk(x)vk(xk)
∣∣∣∣+∑
j =k
∣∣∣∣ vj (x)vk(xk)
∣∣∣∣
=
∣∣∣∣akek · (x − qkek)4b|x − qkek|3
/
ak
4b(− qk)2
∣∣∣∣+∑
j =k
∣∣∣∣ vj (x)vk(xk)
∣∣∣∣
<
∣∣∣∣ ak|x − (qk/)xk|2
/
ak
(− qk)2
∣∣∣∣ +∑
j =k
∣∣∣∣∣ aj(qk − qj )2
/
ak
(− qk)2
∣∣∣∣∣∣
= (− qk)
2
|x − (qk/)xk|2 +
aj (− qk)2
ak
(
qk − qj
)2
= O((− qk)2). (13)
Then as  → qk + 0, we obtain∣∣∣∣ v(x)v(xk)
∣∣∣∣= ∣∣∣∣ v(x)vk(xk)
∣∣∣∣/ ∣∣∣∣ v(xk)vk(xk)
∣∣∣∣= O((− qk)2), x ∈ S\{xk}. (14)
Next, we consider the case where the number of the outermost dipoles is not only one. Set q = maxj qj and
M = {j | qj = q}. We divide S into the following subsets:
Sk =
{
x ∈ S
∣∣∣∣ |x − qek| minj =k, j∈M |x − qej |
}
, k ∈ M .
For x ∈ Sk and j ∈ M\{k},
|vj (x)|< |aj |4b(q|ek − ej |/2)2
.
For j /∈M , the bound (11) still holds. Therefore, similarly to the estimate (14), we have∣∣∣∣ v(x)v(xk)
∣∣∣∣= O((− qk)2), x ∈ Sk\{xk}.
At the maximum point xk , vk(x) and its radial derivative rvk(x) are
vk(xk) = ak4b(− qk)2
, rvk(xk) = −
ak
2b(− qk)3
.
Hence, the location and moment of the kth dipole are expressed as
pk = qkek =
(
+ 2 vk(xk)
rvk(xk)
)
xk

,
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mkr = akek =
(
16b
(vk(xk))
3
(rvk(xk))
2
)
xk

.
From (14), we can estimate xk as the maximizer of |v(x)| when − qk becomes sufﬁciently small. Then, we identify
pk and mkr by
p̂k =
(
+ 2 v(̂xk)
rv(̂xk)
)
x̂k

, m̂kr =
(
16b
(v(̂xk))
3
(rv(̂xk))
2
)
x̂k

, (15)
where x̂k denotes the maximizer for |v(x)|.
By eliminating the dipoles that are already identiﬁed, the identiﬁcation of remaining dipoles can be carried out in
the same way [15].
5. Algorithm
We propose an algorithm to identify dipolar sources based on the discussion in previous sections. Our idea is probing
dipolar sources by using the indicator function v(x) that is calculable from Vr(x).
From the practical point of view, we have to calculate Vr(x) from observations at discrete points on the boundary .
Let y1, y2, . . . , y be the observation points of the electric potential on , and discretize (8) and (4) as follows:
Vr(x) = 0, x ∈ c,s,b\(D ∪ S),
Vr(x) = V (x) − Vt(x), r−Vr(x) = 0, x ∈ Y , (16)
sr−Vr(x) = cr+Vr(x), x ∈ Ys,
br−Vr(x) = sr+Vr(x), x ∈ Yb, (17)
where Y = {y1, . . . , y}, Ys = {ksy1, . . . , ksy}, Yb = {kby1, . . . , kby}, ks = Rs/R, and kb = Rb/R (see Fig. 1).
In order to solve (16) and (17), we apply an idea derived from the charge simulation method described in [12]. The
process of computing Vr(x) consists of three steps. At ﬁrst we consider the following approximation of Vr(x) in c:
V (c)r (x) =
∑
j=1
hcj 	
(c)
j (x),
Fig. 1. A rough sketch of observation points y1, y2, . . . , y on  and collocation points on s and b where continuity conditions are imposed.
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where
	(c)j (x) =
yj · (x − 
cyj )
|x − 
cyj |3
−
(
1

c
)3 yj · (x − yj /
c)
|x − yj /
c|3
, j = 1, 2, . . . , ,
and 
c is a given constant such as 0< 
c <ks. To avoid numerical instabilities, the constant 
c must not be too close to
0 or ks. Then 	(c)j (x) satisﬁes
	(c)j (x) = 0, x ∈ c,
r−	
(c)
j (x) = 0, x ∈ Y .
The coefﬁcients hc1, hc2, . . . , hc are determined to satisfy the condition
V (c)r (x) = Vr(x) = V (x) − Vt(x), x ∈ Y .
We note that
V (c)r (x) = 0, x ∈ c,
r−V (c)r (x) = 0, x ∈ Y .
In the next step, we approximate Vr(x) in the middle layer s by
V (s)r (x) =
∑
j=1
hsj 	
(s)
j (x) +
∑
j=1
h′sj 
(s)
j (x),
where
	(s)j (x) =
yj · (x − 
syj )
|x − 
syj |3
−
(
ks

s
)3 yj · (x − k2s yj /
s)
|x − k2s yj /
s|3
,
(s)j (x) =
yj · (x − k2s yj /
s)
|x − k2s yj /
s|3
.
We set 
s as 0< 
s <kb so that 	
(s)
j (x) and 
(s)
j (x) satisfy
	(s)j (x) = (s)j (x) = 0, x ∈ s,
r−	
(s)
j (x) = 0, x ∈ Ys.
Since r−	
(s)
j vanishes on Ys, the continuity condition (17) becomes
s
∑
j=1
h′sj r−
(s)
j (x) = cr+V (c)r (x), x ∈ Ys.
Therefore we can determine the coefﬁcients h′s1, h′s2, . . . , h′s satisfying the above condition. And after that, the coef-
ﬁcients hs1, hs2, . . . , hs are determined by
V (s)r (x) = V (c)r (x), x ∈ Ys.
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In the third step for x ∈ b\(D ∪ S), we use
V (b)r (x) =
∑
j=1
hbj
{
yj · (x − 
byj )
|x − 
byj |3
−
(
kb

b
)3 yj · (x − k2byj /
b)
|x − k2byj /
b|3
}
+
∑
j=1
h′bj
yj · (x − k2byj /
b)
|x − k2byj /
b|3
with 0< 
b0/R. The coefﬁcients hbj and h′bj are determined by the continuity conditions on Yb.
Substituting Vr(x) with V (b)r (x) in (7), v(x) is approximated by
v(x) 	 v˜(x)
:=
∫
b
(u()r−V (b)r () − V (b)r ()r−u()) d + V (b)r (x), x ∈ b\D.
We identify pk and mkr by
p˜k =
(
+ 2 v˜(˜xk)
r v˜(˜xk)
)
x˜k

, m˜kr =
(
16b
(˜v(˜xk))
3
(r v˜(˜xk))
2
)
x˜k

(18)
instead of (15), where x˜k denotes the maximizer of v˜ on S.
The skeleton of an algorithm for our method is shown below:
Algorithm. Step 1: Identify Jt from observations of magnetic induction. Compute Vt .
Step 2: Input observations of V , and Vr ← V − Vt on .
Step 3: Set 
c, 
s, and 
b.
Step 4: Compute v := ‖˜v‖2 , where ‖ · ‖2 denotes the 2-norm on Yb.
Step 5: Initialize k = 1 and n = 0.
Step 6: Set (n) = Rb − n, where  is a given positive constant.
Step 7: Find x˜k at = (n), and compute p˜(n)k and m˜(n)kr by (18).
Step 8: If |˜p(n)k |0 or |˜p(n)k |(n), then k ← k − 1 and stop.
Step 9: If |˜p(n)k − p˜(n−1)k |< |˜p(n−1)k − p˜(n−2)k | and |˜p(n)k − p˜(n−1)k |< |˜p(n+1)k − p˜(n)k |, then go to Step 11.
Step 10: If (n) − 0, then k ← k − 1 and stop. Else, update n ← n + 1 and go to Step 6.
Step 11: Compute v˜k := {m˜(n)kr ·(x− p˜(n)k )}/{4b|x− p˜(n)k |3}. If ‖˜v− v˜k‖2 < v , then stop. Else, update v˜ ← v˜− v˜k ,
k ← k + 1, reset n = 0, and go to Step 6.
6. Numerical examples
Let us consider the following spherically symmetric conductor as an example of the human head model:
= {x ∈ R3| |x|< 0.1}, (x) =
⎧⎨⎩
1, |x|0.085,
0.02, 0.085< |x|0.09,
1, 0.09< |x|< 0.1.
The arrangement of observation points y1, . . . , y is approximately uniform on the whole surface of  for  = 328 or
 = 510. The observation data V (y1), . . . , V (y) were generated numerically, by using the charge simulation method
with a sufﬁciently large number of ﬁctitious charges (2002 charges). In Algorithm, we set constants as 0 = 0.05,
= 0.0035, = 0.1, and the values of 
c, 
s, 
b were set experimentally to be 0.5.
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Table 1
The identiﬁcation results of Example 1
  Ne |˜p1 − p1| |˜p2 − p2| |m˜1r − m1| |m˜2r − m2|
328 /3 2 0.00138 0.00088 0.01325 0.00491
/4 2 0.00099 0.00107 0.00714 0.00695
/6 2 0.00069 0.00116 0.00978 0.00309
510 /3 2 0.00071 0.00039 0.00786 0.00225
/4 2 0.00035 0.00027 0.00202 0.00173
/6 2 0.00104 0.00043 0.01414 0.00478
Table 2
The errors of tangential components used for the computation of Vt in Example 2
  Ne |˜p′1 − p1| |˜p′2 − p2| |m˜1t − m1t | |m˜2t − m2t|
328 /3 2 0.00025 0.00030 0.00213 0.00168
/4 2 0.00046 0.00052 0.00460 0.00525
/6 2 0.00106 0.00423 0.00944 0.02701
510 /3 2 0.00015 0.00014 0.00138 0.00075
/4 2 0.00016 0.00010 0.00192 0.00104
/6 2 0.00024 0.00036 0.00379 0.00149
First, we consider a special case of Jt = 0. Now, we give true dipoles in Cartesian coordinates as follows:
Example 1.
p1 = (0, 0, 0.065), m1 = m1r = (0, 0, −0.1),
p2 = (0.06 sin , 0, 0.06 cos ), m2 = m2r = (0.1 sin , 0, 0.1 cos ).
Table 1 gives the results for Example 1. In Table 1, Ne denotes the number of the identiﬁed dipoles.
Next, we show the examples including non-zero tangential components such as
Example 2.
p1, p2,m1r,m2r : same as Example 1,
m1t = (0, 0.1, 0), m2t = (0.1 cos , 0, −0.1 sin ).
We identify the tangential components from the magnetic induction at y1, . . . , y using the method proposed in [6,15].
Table 2 gives the estimation errors for  = /3, /4, /6, where p˜′k and m˜kt denote the identiﬁcation results of pk
and mkt , respectively. In Table 2, we also shows the relative errors of Vt , where V˜t is the estimated result of Vt and
‖ · ‖L2 denotes the L2-norm on . We apply Algorithm to the identiﬁcation of the radial components using the same
observation points y1, . . ., y, and Table 3 shows the identiﬁcation errors. Three dipoles are obtained in an example
where =/6 for =328. However, we can distinguish two dipoles corresponding to the true dipoles since the moment
of the third dipole is relatively small such that
|m˜3r| = 0.00951>min(|m˜1r|, |m˜2r|) = 0.10439.
Table 4 shows the difference of identiﬁed dipole locations p˜k and p˜′k .
Finally, we applyAlgorithm for noisy cases. We use the same dipoles as Example 2. We add uniform random noise
to V since the main difﬁculty in Algorithm is to solve the Cauchy problem (16). The noise levels are 1% and 3%
relative to ‖V ‖L2 . Table 5 gives the identiﬁcation results of the noisy cases for  = 328. In noisy cases, we identify
dipoles more than two. However, we can distinguish true dipoles, since the moments of the other dipoles are relatively
small as shown in Table 6.
K. Yamatani et al. / Journal of Computational and Applied Mathematics 201 (2007) 164–174 173
Table 3
The identiﬁcation results of the radial components in Example 2
  Ne |˜p1 − p1| |˜p2 − p2| |m˜1r − m1r | |m˜2r − m2r |
328 /3 2 0.00132 0.00083 0.01405 0.00447
/4 2 0.00094 0.00079 0.00988 0.00601
/6 3 0.00106 0.00365 0.00451 0.01604
510 /3 2 0.00065 0.00037 0.00820 0.00195
/4 2 0.00026 0.00024 0.00258 0.00100
/6 2 0.00095 0.00075 0.01303 0.00611
Table 4
The difference of p˜k and p˜′k in Example 2
  |˜p1 − p˜′1| |˜p2 − p˜′2|
328 /3 0.00134 0.00094
/4 0.00123 0.00097
/6 0.00155 0.00329
510 /3 0.00066 0.00041
/4 0.00027 0.00021
/6 0.00093 0.00091
Table 5
The identiﬁcation results of the noisy cases for  = 328
 Noise levels (%) |˜p1 − p1| |˜p2 − p2| |m˜1r − m1r | |m˜2r − m2r |
/3 1 0.00112 0.00152 0.01387 0.00301
3 0.00141 0.00772 0.00418 0.03438
/4 1 0.00120 0.00218 0.01030 0.00362
3 0.00082 0.00479 0.00880 0.02202
/6 1 0.00122 0.00404 0.00501 0.00719
3 0.00062 0.00704 0.00231 0.04426
Table 6
The magnitudes of the identiﬁed dipole moments corresponding to the true dipoles and the others for the noisy cases
 Noise levels (%) min (|m˜1r |, |m˜2r |) maxk 3|m˜kr |
/3 1 0.10162 0.00430
3 0.06654 0.01374
/4 1 0.10019 0.00217
3 0.07813 0.01080
/6 1 0.10345 0.00694
3 0.09786 0.00900
7. Conclusions
A direct identiﬁcation method has been proposed for the dipolar source current in a spherically symmetric conductor.
Thismodel is used as a simplemodel for themathematical analysis of electrical activity in the human brain. Our problem
is the identiﬁcation of the locations and moments of current dipoles from the observations of the electromagnetic ﬁelds.
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We identify the tangential components of dipole moments from the observation of magnetic induction, and after that
we identify the radial components based on the asymptotic property of an indicator function obtained from the electric
potential. Particularly, our method is applicable to the case where the number of current dipoles is unknown. Numerical
examples demonstrate the effectiveness of the proposed method for the identiﬁcation of current dipoles in a spherically
symmetric conductor.
Acknowledgements
This work was supported in part by a Grant-in-Aid for Scientiﬁc Research (No. 14550059) from Japan Society for
the Promotion of Scientiﬁc Research. The authors thank Mr. H. Inui in Osaka University for providing his experimental
data. Also, the authors thank the reviewers of this paper and the Associate Editor for their valuable comments and
suggestions for improvements of the presentation of the paper.
References
[1] B.N. Cufﬁn, A comparison of moving dipole inverse solutions using EEG’s and MEG’s, IEEE Trans. Biomed. Eng. 32 (1985) 905–910.
[2] B.N. Cufﬁn, D. Cohen, Magnetic ﬁelds of a dipole in special volume conductor shapes, IEEE Trans. Biomed. Eng. 24 (1977) 372–381.
[3] A. El Badia, T. Ha-Duong, An inverse source problem in potential analysis, Inverse Problems 16 (2000) 651–663.
[4] S. He, V.G. Romanov, Identiﬁcation of dipole sources in a bounded domain for Maxwell’s equations, Wave Motion 28 (1998) 25–40.
[5] M. Hoke, S.N. Erné,Y.C. Okada, G.L. Romani (Eds.), Biomagnetism: Clinical Aspects, Proceedings of the Eighth International Conference on
Biomagnetism, Excerpta Medica, Amsterdam, 1992.
[6] H. Inui, K. Yamatani, K. Ohnaka, A reliable identiﬁcation of electric current dipoles using harmonic functions, J. Comput. Appl. Math. 157
(2003) 107–123.
[7] S. Kubo, K. Ohnaka, K. Ohji, Identiﬁcation of heat-source and force using boundary integrals, Trans. Japan Soc. Mech. Eng. Ser. A 54 (1988)
1329–1334 (in Japanese).
[8] J. Malmivuo, R. Plonsey, Bioelectromagnetism, Oxford University Press, NewYork, 1995.
[9] J.C. Mosher, R.M. Leahy, P.S. Lewis, EEG and MEG: forward solutions for inverse methods, IEEE Trans. Biomed. Eng. 46 (1999) 245–259.
[10] T. Nara, S. Ando, A projective method for an inverse source problem of the Poisson equation, Inverse Problems 19 (2003) 355–369.
[11] T. Ohe, K. Ohnaka, Determination of locations of point-like masses in an inverse source problem of the Poisson equation, J. Comput. Appl.
Math. 54 (1994) 251–261.
[12] T. Ohe, K. Ohnaka, Uniqueness and convergence of numerical solution of the Cauchy problem for the Laplace equation by charge simulation
method, Japan J. Indust. Appl. Math. 21 (2004) 339–359.
[13] K. Ohnaka, K. Uosaki, Identiﬁcation of the external input of distributed-parameter systems by the boundary-element approach, Internat.
J. Control 43 (1986) 1125–1133.
[14] J. Sarvas, Basic mathematical and electromagnetic concepts of the biomagnetic inverse problem, Phys. Med. Biol. 32 (1987) 11–22.
[15] K. Yamatani, T. Ohe, K. Ohnaka, An identiﬁcation method of electric current dipoles in spherically symmetric conductor, J. Comput. Appl.
Math. 143 (2002) 189–200.
