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ABSTRACT In graph signal processing signals are defined over a graph, and filters are designed to
manipulate the variation of signals over the graph. On the other hand, time domain signal processing treats
signals as time series, and digital filters are designed to manipulate the variation of signals in time. This
study focuses on the notion of vertex-time filters, which manipulates the variation of a time-dependent graph
signal both in the time domain and graph domain simultaneously. The key aspects of the proposed filtering
operations are due to the random and asynchronous behavior of the nodes, in which they follow a collect-
compute-broadcast scheme. For the analysis of the randomized vertex-time filtering operations, this study
first considers the random asynchronous variant of linear discrete-time state-space models, in which each
state variable gets updated randomly and independently (and asynchronously) in every iteration. Unlike
previous studies that analyzed similar models under certain assumptions on the input signal, this study
considers the model in the most general setting with arbitrary time-dependent input signals, which lay the
foundations for the vertex-time graph filtering operations. This analysis shows that exponentials continue to
be eigenfunctions in a statistical sense in spite of the random asynchronous nature of the model. This study
also presents the necessary and sufficient condition for the mean-squared stability and shows that stability of
the underlying state transition matrix is neither necessary nor sufficient for the mean-squared stability of the
randomized asynchronous recursions. Then, the proposed filtering operations are proven to be mean-square
stable if and only if the filter, the graph operator and the update probabilities satisfy a certain condition.
The results show that some unstable vertex-time graph filters (in the synchronous case) can be implemented
in a stable manner in the presence of randomized asynchronicity, which is also demonstrated by numerical
examples.
INDEX TERMS Autonomous networks, asynchronous updates, randomized iterations, vertex-time filters.
I. INTRODUCTION
Linear time-invariant discrete-time systems are well studied
mathematical models that find applications in wide range of
different areas ranging from mathematical finance to imple-
mentation of digital filters [1], [2]. Although such models are
especially useful for analyzing (and controlling) dynamical
systems that evolve in time, the mathematical models are use-
ful in numerical linear algebra problems as well. An example
is the ‘‘power method’’ that can extract the dominant eigen-
vector of the transition matrix, whose notable application is
The associate editor coordinating the review of this manuscript and
approving it for publication was Emre Koyuncu .
the PageRank algorithm used in search engines for ranking
web pages [3].
State-space models are studied also in the field of graph
signal processing [4], [5], in which the state transition matrix
is assumed to model the underlying graph structure and
state variables are interpreted as signals held by the nodes
of the graph. In this setting an iteration of the state-space
model is equivalent to the nodes communicating with their
neighbors. With this formalism, state recursions are utilized
for distributed implementation of polynomial (FIR) graph
filters [6]–[11] as well as rational (IIR) ones [12]–[15].
Despite their distributed implementation on graphs, the use
of standard state-spacemodels requires the nodes to exchange
data simultaneously, or wait for each other, before starting
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the next round of communication. This type of implementa-
tion clearly requires a synchronization over the whole net-
work, which becomes an important limitation when the size
of the network is large, e.g. distributed large-scale graph
processing frameworks [16]–[18], or when the network has
autonomous behavior without a centralized control. In order
to eliminate the need for such a synchronization, the recent
studies [19]–[25] considered randomized asynchronous vari-
ants of the state recursions. These studies guaranteed the con-
vergence of the randomized updates on graphs under various
assumptions on the underlying state transition matrix (e.g.
graph operator), the input signal, and the update probabilities.
The paper has several new contributions, in addition to its
tutorial and review value. All derivations are presented in
detail. The main novelty, in the context of other recent work,
is described below.
• The recent work in [19]–[25] considered only input
signals that are constant in time although they depend
on the vertex of the graph. This paper extends this to
the case of time-dependent signals. Thus, we propose a
random asynchronous method that achieves filtering of
time-dependent graph signals both in time and over a
graph simultaneously.
• The paper shows that even in the presence of randomized
asynchronicity, exponentials remain eigenfunctions of
linear systems in a statistical sense. Therefore, the notion
of frequency response remains valid, and it can be uti-
lized to manipulate time-dependent input signals.
• Although joint graph (vertex)-time filters are well-
studied problems in graph signal processing [26]–[31],
the main advantage of the filtering method proposed in
this study is due to its flexibility to allow the nodes
of a graph to behave randomly and asynchronously in
a collect-compute-broadcast scheme without requiring
any centralized control.
• This study analyzes the mean behavior and the
mean-squared stability of the proposed filtering method
rigorously from the view-point of Markov-jump switch-
ing systems [32] and shows that randomized asyn-
chronicity can be utilized to induce stability into a
system.
Technical contributions of this study will be detailed in the
next section.
A. OUTLINE AND CONTRIBUTIONS OF THE PAPER
This study consists of two main parts. The first part
(Sections II - IV) explores the behavior of random asyn-
chronous linear state-space models with time-dependent
inputs. In particular, Section II investigates the notion of
‘‘frequency response’’ by showing that, in spite of the random
asynchronous nature of the iterations, exponentials continue
to be eigenfunctions of these systems in a statistical average
sense (Proposition 1). So, a random asynchronous system
can be treated as a time-invariant system in an average
sense. Section III focuses on the second order statistics of a
randomized system and provides the necessary and sufficient
condition for the mean-squared stability of the randomized
recursions (Corollary 1 to Theorem 1). This result shows
also that an unstable system (in the synchronous world)
may get stable with randomized asynchronicity. Although
similar conclusions were observed in the special cases of
zero input [19] and time-independent input [23], Section III
of this study analyzes this phenomena in its full generality
and precisely characterizes the error in the state variables
due to randomization and time variation in the input signal.
Section IV shows that stability conditions in the synchronous
and asynchronous settings do not imply each other in general
(Lemma 4). The main motivation of the first part is to provide
a mathematical framework for the analysis of the proposed
vertex-time filtering operations in later sections. A prelimi-
nary version of these results was presented in [33], and some
of these results appeared partially in the thesis [34].
The second part of this study (Sections V-VIII) focuses on
vertex-time filters with node-asynchronous updates. In par-
ticular, Section V introduces the node-asynchronous joint
vertex-time filtering operations and describes how they can
be modeled as random asynchronous state recursions. Based
on the analysis done in the first part, Section V-A presents the
necessary and sufficient condition for the mean-squared sta-
bility of the filtering operations. Section VI visits the notion
of discrete-time graph Fourier transform, which represents a
given time-varying graph signal in terms of eigenvectors of
the graph operator, and the complex exponential. Based on
this notion SectionVII presents the graph-frequency response
of a filter in the presence of randomized node asynchronicity.
Section VIII presents the simulation results of the proposed
filtering operations and verifies the theoretical developments.
B. NOTATION
We will use P[·] and E[·] to denote the probability and
expectation, respectively. For a matrix X , we will use X∗
and XH to denote its conjugate and conjugate transpose,
respectively, and ρ(X ) to denote its spectral radius (the largest
eigenvalue in magnitude). For a matrix X ∈ CN×M we will
use vec(X ) ∈ CNM to denote a vector obtained by cascading
the columns of X , and we will use vec−1(·) for the inverse
vectorization operation such that vec−1(vec(X )) = X holds
true for any matrix X . We will use ≺ and  to denote posi-
tive definite and positive semi-definite ordering, respectively.
We will use  to denote the Hadamard product, and ⊗ to
denote the Kronecker product.
We will use T to denote a subset of {1, · · · ,N }, and
PT ∈ RN×N to denote a diagonal matrix that has value 1 only






i and tr(PT ) = |T |, (1)
where ei ∈ RN is the ith standard vector that has 1 at the ith
index and 0 elsewhere. We will use IM to denote the identity
matrix of sizeM .
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II. RANDOMIZED LINEAR SYSTEMS WITH EXPONENTIAL
INPUTS
Consider a discrete time-invariant system with R inputs, P
outputs, and N state variables, whose state-space description
is given as follows:
x[k + 1] = A x[k]+ B u[k]+ w[k], (2)
y[k] = C x[k]+ Du[k], (3)
where x[0] ∈ CN is the initial state vector (initial condition),










where 0 is allowed to be non-diagonal. We also assume that
noise is white, i.e., E[w[k] wH[s] ] = 0 when k 6= s.
The matrices in the state-space model in (2) have the
following dimensions:
A ∈ CN×N , B ∈ CN×R, C ∈ CP×N , D ∈ CP×R, (5)
where A is referred to as the state-transition matrix, and the
columns of the matrices B and D will be denoted as follows:
B = [B1 · · · BR], D = [D1 · · · DR]. (6)
We further assume that the input signal u[k] consists of R
exponential signals in the following form:
u[k] =
[





where αi’s are assumed to be distinct without loss of general-
ity. Furthermore, we always assume that
|αi| ≤ 1, ∀ 1 ≤ i ≤ R, (8)
so that u[k] stays bounded throughout the iterations. While
exponential inputs may seem restrictive, they form the basis
for more general practical signals, making this section useful.
Later in Section VI, we will discuss how we can represent an
arbitrary time-varying graph signal in terms of eigenvectors
of the graph operator and complex exponentials.
In the noise free case, i.e., 0 = 0, it is well-known from
linear system theory that the output vector y[k] ∈ CP in (3)
can be written as follows:
y[k] = yss[k]+ ytr[k], (9)
where yss[k] denotes the steady-state component, and ytr[k]










where H i(z) ∈ CP denotes the transfer function that relates
the ith input to the output, which is given as follows:
H i(z) = Di + C
(
z I − A
)−1 Bi. (11)





αi I − A
)−1 Bi. (12)
It is clear from (10) that when the state-transition matrix A
is a stable matrix, i.e., the following holds true:
ρ(A) < 1, (13)
then the transient component ytr[k] converges to zero as the
iterations progress leaving only the steady-state component
yss[k] in the output signal. In fact, stability of A is also
necessary for the transient part to converge to zero, which is
a well-known result from linear system theory [2].
A. THE RANDOM ASYNCHRONOUS MODEL
Distributed processing of data over networks has been studied
extensively, and they find applications in different prob-
lem formulations ranging from distributed sensor localiza-
tion [35]–[38] and controlling network of agents [39], [40]
to opinion dynamics [41] and PageRank computations [42],
[43]. One particular purpose of distributed algorithms is
to obtain a consensus among the agents of the underly-
ing network, and the value of the consensus is designed
to be the optimal solution of the objective function of
interest [44]–[46]. These algorithms generally have robust
behavior against the changes in the network topology, com-
munication failures, delays, asynchronous behavior of the
agents, and so on [47]. The literature on distributed algo-
rithms is vast, and we refer to [48] for a comprehensive
introduction to the topic.
In this study, we will consider the state recursions in (2)
in the context of graph signal processing, where the matrix
A will represent a graph (connectivity structure) and state
variables are associated with the nodes of the graph. As a
result, recursions in the form (2) correspond to a synchronous
data exchange between the neighboring nodes, and they lay a
foundation for polynomial and rational graph filters [6]–[15].
As one goal of this study is to provide a mathematical frame-
work for the node-asynchronous graph filtering operations
(see Section V), this section will elaborate on the following
randomized asynchronous variant of the state-space model:
xi[k + 1] =
{(
A x[k]+ B u[k]+ w[k]
)
i, w.p. pi,
xi[k], w.p. 1− pi,
(14)
y[k] = C x[k]+ Du[k], (15)
where pi denotes the update probability of the ith state
variable. The model (14) is very similar to the standard
state-space model in (3) except the fact that a state variable
only a random subset of indices are updated in every iteration,
and the remaining indices stay the same. We will use P to




[p1 p2 · · · pN ]
)
∈ RN×N . (16)
It is assumed that P satisfies 0 ≺ P  I , where the positive
definiteness follows from the fact that no index should be left
out permanently during the updates of (14). See Section IV
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for further details. Additionally, we note that tr(P) denotes the
number of indices updated per iteration on average.
We note that themodel (14) appears as a pull-like algorithm
when the state-transition matrix A is interpreted as a graph,
in which a node retrieves data from its incoming neighbors.
Since the model requires the node to collect data from all
of its neighbors, it can be argued that the model is not truly
asynchronous. However, in practical implementations wewill
assume that nodes hold a buffer and they communicate with
each other asynchronously in a collect-compute-broadcast
scheme. These details will be discussed later in Section V.
B. FREQUENCY RESPONSE IN THE MEAN
Due to the random updates of the state variables it is clear
from (14) that the state vector x[k] is a random vector. So,
the state vector will not have an exponential behavior exactly
even when the input is a simple exponential (R = 1 in (7)).
Nevertheless, we will show that x[k] still behaves like a sum
of exponential signals in a statistical averaged sense:
Proposition 1: Assume that the randomized asynchronous
state recursions in (14) are initialized independently and











(αi I −SA)−1SBi αki , (18)










SA = I + P (A− I ), SBi = P Bi. (20)
Proof: See Appendix B.
Here, SA will be referred to as the average state-transition
matrix, andSB the average input matrix. We can also represent








i [0] = (αi I −SA)
−1 SBi,
(21)
which will be useful later in the paper.
As an immediate corollary to Proposition 1, the expectation






















Regarding the form in (22) we first note that the terms
yss[k] and ytr[k] are deterministic quantities, and the expec-
tation is with respect to the random selection of the indices,
the input noise, and the random selection of the initial condi-
tion. Furthermore, (22) shows that the random output vec-
tor y[k] behaves the same as its deterministic counterpart
(9) in expectation. That is, E[y[k]] can be decomposed into
steady-state and transient parts similar to (9). Therefore,
the quantity SH i(z) given in (24) can be regarded as the ‘‘trans-
fer function’’ from the ith input to the output in the expectation
sense.
It is clear from (23) that as long as the average state
transition matrixSA is stable, i.e., the following holds true:
ρ(SA) < 1, (25)
the component ytr[k] converges to zero irrespective of the
observation matrixC and the statistics of the initial condition.
Thus, the condition (25) is both necessary and sufficient for








This shows that when (25) is satisfied an exponential input
results in an exponential output in expectation even with the
randomized asynchronous state recursions.
C. A NUMERICAL EXAMPLE
In order to demonstrate the behavior of the random vector
y[k], we consider the following state-spacemodel withN = 4





−4 −1 2 −6
4 −6 −5 3
2 −2 7 2
















where we point out that the matrix A is not stable since
ρ(A) ≈ 1.0441. As we shall discuss later in Section III, sta-
bility of the randomized asynchronous state recursions does
not require stability of the state-transition matrix in general.
In the following numerical example we assume that
P = p I , i.e., all nodes have the update probability p and
assume that 0 = 0. Furthermore, we assume that the input
signal has the following complex exponential form:
α = ej2π/100 H⇒ u[k] = ej2πk/100. (28)
In Figure 1 we visualize a realization of the output signal
y[k] together with the steady-state component yss[k] as well
as the input signal u[k] for three different update probabilities,
namely, p ∈ {0.1, 0.3, 0.6}. The figure shows only the real
part of the signals for convenience.
From Figure 1 it is clear that the random vector y[k] is not
a complex exponential in a strict sense, yet it ‘‘behaves like’’
one. We also note that y[k] has the same ‘‘frequency’’ (in an
average sense) as the input signal irrespective of the update
probabilities.
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FIGURE 1. A realization of the output signal with the state-space model
in (27), the frequency in (28), and the probabilities (a) p=0.1, (b) p=0.3,
(c) p=0.6.
Figure 1 shows also that the response of the random
asynchronous system depends on the update probabilities,
which is also apparent from the expression in (24). In fact,
the response of the random asynchronous updates running
on a system denoted with (A,B,C,D) can be represented in
an average sense as the response of a synchronous system
(SA,SB,C,D). As a result, different update probabilities result
in different ‘‘frequency responses’’ while leaving the output
frequency unchanged.
III. SECOND ORDER STABILITY OF THE STATE
VARIABLES
Results in Section II-B together with Figure 1 show that
the random vector y[k] behaves like yss[k] in expectation.
However, in order to interpret the response of the randomized
asynchronous system meaningfully, the random variable y[k]
must be ensured to have a ‘‘finite amount of deviation’’ from
yss[k]. In this regard we consider the following quantities:
r[k] = y[k]− yss[k], q[k] = x[k]− xss[k], (29)
where r[k] will be referred to as the error in the output, and
q[k] will be referred to as the error in the state variables. It is
readily verified that the error terms in (29) are related with
each other through the output matrix C as follows:
r[k] = C q[k]. (30)
In the rest of this section we will focus on the term q[k],
i.e., study the internal stability of the random asynchronous
system. More precisely, we consider the error (auto) correla-





∈ CN×N . (31)
At this point it is very important to emphasize that the error
correlation matrix Q[k] does not converge to zero in general
even when no noise present in the system. More interestingly,
Q[k] may not converge to a point at all; rather, it may show
an oscillatory behavior. This is an inherent side effect of the
randomized asynchronicity, which will be discussed in detail.
As a result, we will consider the conditions under whichQ[k]
stays bounded (or, equivalently q[k] stays bounded in the
mean-squared sense). In this paper ‘‘second order stability’’
is synonymous to ‘‘boundedness of the matrix Q[k].’’
We also note that stability of the matrix SA merely ensures
the first order stability of the error term. That is,







On the other hand, stability of SA is not sufficient to
ensure the second order stability of q[k]. (See Lemma 3 in
Section IV-A).
In what follows, we will first study how the error corre-
lation matrix Q[k] evolves throughout the iterations (Theo-
rem 1). Based on this result, we will consider the necessary
and sufficient condition for the boundedness of the error
correlation matrix (Corollary 1). Later, we will provide a suf-
ficiency condition for the second order stability (Corollary 2).
We would like to note that the mean and mean-squared
behavior of random graph processes have been of interest in
recent years. For example, the study [49] considers the case
of time varying graphs and considers the mean controllability
of graph processes while providing mean-squared error anal-
ysis. Similarly, the study [50] studies graph processes from
tracking viewpoint and provides mean and mean-squared
analysis of Kalman filtering over graphs. Although the ran-
domized model in (14) can be interpreted as a time-varying
graph, we would like to note that time-varying graph frame-
work is not directly applicable to the model here. Since the
analysis of vertex-time filtering operations (to be described
in Section V) will be based on the model in (14), this section
will provide a mean-squared analysis tailored for the model.
We would like to also note that convergence (and sta-
bility) of product of matrices are well-studied problems in
literature [51]–[57], and stability of the randomized model
(14) can be analyzed from the viewpoint of these results.
However, these frameworks often times either impose addi-
tional constraints on the matrix A (such as [51] requiring A
to be nonnegative, or [56] requiring A to be positive definite),
or they are too restrictive (involving the joint spectral radius)
to explain the effect of randomization observed in Figure 1.
In this study, we focus on the second order statistics of
the randomized model, and the analysis will be based on
the Markov jump system viewpoint [32]. We will elaborate
further on this in Section III-C.
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A. EVOLUTION OF THE ERROR CORRELATION MATRIX
We start by consider the following matrix valued function:
ϕ(X ) =SAXSAH+
(







whereSA is as in (20), and  denotes the Hadamard product.
Note that the function ϕ(·) is defined through the average
state-transition matrix SA as well as the update probabili-
ties P. Derivation of the function ϕ(·) will be described in
Section III-C.
The importance of the function ϕ(·) follows from the fact
that it governs the evolution of the error correlation matrix
through the iterations. This is presented precisely as follows:
Theorem 1: The error correlation matrix of the state vari-
ables evolves according to the following recursion:
















where <{·} denotes the real part of its argument, and the
deterministic vector δ[k] ∈ CN is defined as follows:
δ[k] = xss[k + 1]−xss[k] =
R∑
i=1
(αi I −SA)−1 SBi αki (αi−1).
(35)
Proof: See Appendix C.
In order to study the behavior of the recursion in (34),
we first represent the linear map ϕ(·) as a matrix-vector
product by vectorizing (33). That is,





and the matrix S ∈ CN 2×N 2 is as follows:
S =SA∗ ⊗SA+
(








where A∗ denotes the element-wise conjugate (not conjugate






i )⊗ (ei e
H
i ) ∈ R
N 2×N 2 . (38)
Since the error correlation matrix evolves according to ϕ(·)
and S is the matrix representation of the linear map, spectral
properties of the matrix S are very important in the behavior
of the error correlation matrix Q[k]. In this regard, we first
note that S has complex eigenvalues in general. Secondly,
the matrix S always has a real nonnegative eigenvalue that is
equal to its spectral radius, and the corresponding eigenvector
is the vectorized version of a positive semi-define matrix.
More precisely, it is always possible to find a nonzero X  0
such that the following holds true:
ϕ(X ) = ρ(S)X , (39)
which follows from the extensions of the Perron-Frobenius
theorem to positive maps in more general settings.We refer to
[58, Theorem 5], or [59, Theorem 2.5] for the precise details.
B. THE NECESSARY AND SUFFICIENT CONDITION
As a corollary to Theorem 1, we present the following result
regarding the long term behavior of the error correlation
matrix:
Corollary 1: If the following holds true:
ρ(S) < 1, (40)
where the matrix S is as in (37), then the following holds true




Q[k] − Qn − Qr[k]
)
= 0, (41)
where the matrices Qn, Qr[k] ∈ CN×N are given as the solu-
tion of the following linear matrix equations:


















Conversely, if the condition (40) is violated, then Q[k]
increases unboundedly as k goes to infinity. The matrix 0 in
(42) refers to the noise correlation matrix as defined in (4).
Proof: See Appendix D.
Regarding the limit in (41) it is important to note that the
error correlation matrix Q[k] does not converge to a point in
general. So, limk→∞Q[k] may not exist. However, as long as
the stability condition (40) ismet, Corollary 1 shows thatQ[k]
approaches the sum Qn + Qr[k], where Qn is the error due to
the input noise and Qr[k] is the error due to the randomized
asynchronicity. In what follows we will discuss these terms.
1) ERROR DUE TO THE NOISE
The input noise affects the error correlation matrix through
the termQn defined by the equation (42). By vectorizing both





)−1 vec (P0 P+ 0  (P− P2)). (44)
We point out that Qn satisfies Qn  0 as long as 0  0
(see Corollary 2 in Section III-C), and it does not have any
dependency on the iteration index k . So, the effect of the input
noise remains the same throughout the iterations (which is not
the case for Qr[k]). Furthermore, it is clear from (44) that Qn
depends linearly on the noise covariance matrix 0. However,
the error due to the noise is always larger than the noise itself,
which is stated more precisely in the following lemma:
Lemma 1: For any given A and P satisfying the stability
condition (40), the following holds true:
(Qn)i,i ≥ (0)i,i ∀ 1 ≤ i ≤ N , (45)
where Qn is the solution of the linear matrix equation in (42).
Proof: See Appendix E.
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In words, Lemma 1 states that the error variance due to the
noise in a state variable is always larger than the variance of
the noise at the input term of the state recursion. The relation
between Qn and the matrices A and P are quiet intricate.
In fact, one can search for a set of probabilities that minimize
tr(Qn) for a given A and 0. However, the optimal choice for
P is not known at this time.
2) RANDOMIZATION ERROR
Due to the randomized nature of the updates in (14) there is
an inherent error in the state vector that is given precisely by
the termQr[k] in (43). An important observation is thatQr[k]
does depend on the iteration index k in general (unlike the
error due to the noise). More precisely, the solution to (43)













where αi’s denote the base of the exponential input signals as
in (7), and the matrices Qi,j’s are as follows:








)−1vec((xssi [0] (xssj [0])H)(P-1−I )),
(47)
and xssi [0] is as in (21).
The solution in (46) shows that decaying components
of the input signal, i.e.,|αi| < 1, affect the error correlation
matrix initially only. Their effect fade away as the iterations
progress. On the other hand, the components with |αi| = 1
(i.e., complex sinusoids) have a sustaining effect on the error
correlation.
C. MARKOV JUMP LINEAR SYSTEM VIEWPOINT
We would like to point out that the random asynchronous
model in (14) can be viewed as a particular instance of a
Markov jump linear system, which has the following model:
x[k + 1] = Aik x[k]+ Bik u[k], (48)
where ik denotes the state of the underlying Markov chain
at the iteration k , and the Markov chain has finite number of
states. So, the state vector x[k] is updatedwith a different state
transition matrix in every iteration (as determined by the state
of the Markov chain). This is a well-studied model, and we
refer to [32] for a rigorous treatment of the topic.
It is possible to represent the random asynchronous model
(14) as a Markov jump system with the underlying Markov
chain having 2N states since there are 2N different ways of
selecting an update set in every iteration of the model. More
precisely, the jth transition matrix can be written as follows:
Aj = I + PTj (A− I ), Bj = PTj B, (49)
where Tj is the jth subset of {1, · · · ,N } (assuming all 2N
possible update sets are enumerated). As the model (14)
assumes that each state variable is updated independently in
every iteration, we getP[ik = j] = γj for all k in the switching
network viewpoint of (48). Namely, the state variables are
updated with the pair (Aj, Bj) with probability γj in every








In fact, the function ϕ(·) defined in (33) is closely related
to the set of transition matrices and their corresponding selec-




γj Aj X A
H
j , S =
2N∑
j=1
γj A∗j ⊗ Aj. (51)
Furthermore, a direct application of [32, Corollary 3.26]
to the random asynchronous model (14) gives the following
result:
Lemma 2 (See [34, Lemma 4.2]): The following state-
ments are equivalent:
• Random asynchronous model in (14) is stable in the
mean-squared sense,
• ρ(S) < 1,
• There exists X  0 such that X  ϕ(X ),
• For any given Y  0, there exists a unique X  0 such
that X = ϕ(X )+ Y ,
where ϕ(·) is as in (33), and the matrix S is as in (37).
Although Lemma 2 endorses the importance of the matrix
S in the stability of the random asynchronous model, it is
important to note that the viewpoint of switching systems
provides a more general framework for randomized linear
techniques [34, Chapter V]. In the case of random asyn-
chronous updates, underlying state transition matrices (i.e.,
states of the Markov chain) are related to the matrix A in a
very specific way. So, the analysis presented in this study is
tailored for the model in (14), and its mean-squared stability
is shown to be determined precisely by the spectral radius of
the matrix S.
D. A SUFFICIENT CONDITION
In addition to the necessary and sufficient condition given by
Corollary 1, it is also possible to ensure the stability of the
recursions with a stronger condition based on a simple linear
matrix inequality. In this regard, we present the following
result as a corollary to Theorem 1:
Corollary 2: If the state-transition matrix A and the
update probabilities P satisfy the following:
AH PA ≺ P, (52)
then, the trace of the error correlation matrix of the state








tr(P0)+12 ‖P−1 − I‖2
λmin(P− AH PA)
, (53)
where 1 is an arbitrary number satisfying the following:∥∥δ[k]∥∥2 ≤ 1 ∀ k. (54)
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Proof: See [34, Section 4.8.7].
A number of remarks regarding Corollary 2 are in order:
1) Convergence of the error correlation: When the input
signal consists of multiple exponential signal, i.e., R > 1,
the error correlation matrix shows an oscillatory behavior as
described in (46). As a result, tr(Q[k]) does not converge in
general. Nevertheless, (53) provides an upper bound on the
error term as the iterations progress (k goes to infinity).
2) Difference in the state variables: As long as the state
variables have a finite steady-state component, it is always
possible to select a finite value for 1. Generally speaking,
when the input signal u[k] varies slowly, the vector δ[k] tends
to be smaller. So, the upper bound (as well as the error term
itself) gets smaller.
3) Equal probabilities: When all the indices are updated
with equal probabilities, i.e., P = p I for some p, the condi-
tion (52) reduces to ‖A‖2 < 1. So, the error correlationmatrix
stays boundedwhen the state variables are updated with equal
probabilities (no matter what the probability is) and A has a
bounded spectral norm. However, the probability does affect
the actual value of the error correlation matrix.
E. THE CONSTANT INPUT: FIXED-POINT ITERATIONS
When the input signal is time-invariant, i.e., u[k] = u for all
k , it suffices to consider the case of R = 1 with α = 1 in the




)−1 SB = (I − A)−1 B = x?, (55)
which shows that the steady-state component xss[k] depends
neither on the update probabilities nor on the iteration index
k . In fact, xss[k] = x? corresponds to the fixed-point of the
asynchronous iterations in (7), i.e., x? = A x? + B.
Asynchronous (non-random) fixed-point iterations are
well studied problems in the literature. Theoretical analysis
of the linear case can be traced back to the studies in [60],
[61], which showed that the following condition is both nec-
essary and sufficient for the convergence of the asynchronous
updates:
ρ(|A|) < 1, (56)
where |A| is the matrix obtained by replacing the elements of
A by their absolute values.
It was shown in [23, Lemma 1] that the sufficiency con-
dition in (52) is more relaxed than the condition in (56).
Although these results appear to be contradictory, the dif-
ference is the notion of convergence: the condition (56) is
necessary and sufficient for the convergence of any index
sequence (as in sure convergence), whereas the condition (40)
is necessary and sufficient for themean-squared convergence.
In addition, the result in [32, Corollary 3.46] implies that the
condition (40) is sufficient for almost sure convergence as
well.
As a result, we conclude that the asynchronous case is more
restrictive than the synchronous case when the worst case
behavior is considered. On the other hand, the asynchronous
case may be less restrictive than the synchronous case when
the statistical behavior is considered.
IV. SYNCHRONOUS vs. ASYNCHRONOUS STABILITY:
CONNECTIONS AND COMPARISONS
In previous sections we studied stability of the random-
ized state recursions from two different perspectives, namely
expected behavior and the second order statistics of the error
term. In this section, we will discuss the relations between
stability of the state-transition matrix A and the matrices
SA and S. In particular, we will show that stability in the
synchronous world and stability in the random asynchronous
world do not imply each other in general. This is contrary to
non-random asynchronicity, which is indeed more restrictive
than the synchronous case [60]. Furthermore, stability in the
random asynchronous world depends on the update probabil-
ities P as well as the eigenvector structure of the matrix A.
Recall from Section III that when a randomized asyn-
chronous system is said to be stable, it means that the error
correlation matrix Q[k] stays bounded as the randomized
iterations progress. In general, the error correlation matrix
does not converge to zero even when no noise is present in the
system. In fact, the amount of error depends on the amount of
variation in the input signal as well as the update probabilities.
Two remarks are in order:
1) THE SYNCHRONOUS CASE
Results given by Proposition 1 and Corollary 1 are consistent
with the synchronous case. That is,
P = I H⇒ SA = A, S = A∗ ⊗ A, (57)
which shows that stability of A,SA and S are equivalent to each
other in the case of synchronous updates. In this case we also
note that the randomization error (43) becomes Qr[k] = 0.
So, as long as A is a stable matrix, the error correlation
matrix converges to Qn whose value depends only on the
noise statistics 0 and the matrix A.
2) STRICT POSITIVITY OF THE UPDATE PROBABILITIES
Stability of the matrix S implicitly requires the strict positiv-
ity of the update probabilities. More precisely,
ρ(S) < 1 H⇒ P  0, (58)
which can be verified by observing that when there exists an
index i such that pi = 0 the matrix S has a left eigenvector
ei ⊗ ei with eigenvalue 1. So, the stability condition requires
no state variable to be left out permanently during the updates.
A. MEAN vs. MEAN-SQUARE ERROR
Since having a finite variance is more restrictive than having
a finite mean for a random variable, it is reasonable to expect
that stability of the matrix S is more restrictive than stability
of the matrixSA. This is, indeed, the case:
Lemma 3: Stability of the matrix S implies stability of the
matrixSA, that is,
ρ(S) < 1 H⇒ ρ(SA) < 1. (59)
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FIGURE 2. The set of probabilities that ensures the stability of the
randomized asynchronous updates for the matrices (a) A1, (b) A2 defined
in (61). The top-right corner indicates P = I , which corresponds to the
synchronous case.
Proof: From the definition of ϕ(·) in (33), we have
ϕ(X ) SAXSAH for any X  0.
From Lemma 2, the condition ρ(S) < 1 implies that there
exist X  0 such that the following holds true:
X  ϕ(X )  SAXSAH H⇒ X SAXSAH, (60)
which implies that ρ(SA) < 1 due to the stability properties of
the discrete Lyapunov equation.
The importance of Lemma 3 follows from the fact that
there is no need to consider matrices SA and S separately.
As long as S is stable, it is guaranteed that E[q[k]] converges
to zero and E[‖q[k]‖22] remains bounded as the iterations
progress. Since the converse of (59) does not hold true in
general (see Figure 2), we will focus on stability of S in the
rest of this section.
B. STABILITY IN SYNCHRONOUS vs. ASYNCHRONOUS
CASE
The most important observation regarding stability of the
randomized asynchronous state recursions is that a stable
synchronous system may get unstable with randomized asyn-
chronicity, and conversely an unstable system (in the syn-
chronous world) may be stabilized simply by the use of
randomized asynchronicity. This is a remarkable property
of the randomized asynchronous updates, which is observed
also in [19], [21] for the case of A being a normal matrix.
We state this observation formally with the following lemma:
Lemma 4: In general, stability of A is neither necessary
nor sufficient for stability ofSA and stability of S.












which can be verified to satisfy ρ(A1) > 1 and ρ(A2) = 0.
Then, we construct the matricesSA and S as in (20) and (37),
respectively for both A1 and A2 for all possible values of
P = diag([p1 p2]). Figure 2 presents the regions of P for
whichSA is stable, or S is stable. This proves the claim.
We would like to note that the sufficiency condition given
by Corollary 2 does require A to be a stable matrix. So,
Corollary 2 fails to explain why unstable synchronous sys-
tems may get stable with the randomized asynchronicity. The
importance of Corollary 2 follows from the fact that condition
(52) is easy to check, or satisfy, in practical applications [23,
Theorem 3].
C. THE SET OF PROBABILITIES ENSURING STABILITY
Although Figure 2(a) shows that some unstable systems (in
the synchronous world) can get stable with the use of ran-
domized asynchronicity, it should be noted that not every
unstable synchronous system can get stable with randomized
asynchronicity. Therefore, it is important to check whether or
not there exists a set of update probabilities for which ran-
domized asynchronous recursions are stable. In this regard,
we consider the following definition:
Definition 1 (The stability set): For a given matrix A,
we will use S(A) to denote the set of probabilities such that
the matrix S is stable. More precisely,
S(A) =
{
P | ρ(S) < 1, 0  P  I }, (62)
where P is diagonal, and the matrix S is as in (37).
As a numerical example, consider the matrices A1 and A2
in (61). The blue regions in Figures 2(a) and 2(b) denote the
stability sets S(A1) and S(A2), respectively.
Some remarks are in order regarding Definition 1:
1) If the set S(A) is empty for a given matrix A, then the
system cannot be stable whether the updates are synchronous,
or asynchronous.
2) When the matrix A itself is stable, i.e., ρ(A) < 1, the sta-
bility set S(A) is not empty since I ∈ S(A).
3) The stability set S(A) is not convex in general. That is,
a random asynchronous system can be stable with probabili-
ties P1 or P2, but it may get unstable with τ P1 + (1− τ )P2
where 0 < τ < 1. See Figure 2(a) as an example, in which the
stability set (indicated with color blue) is visibly non-convex.
4) The sufficiency condition given by Corollary 2 describes
a convex subset of the stability set. More precisely,
AH P A ≺ P H⇒ P ∈ S(A), (63)
and it is readily verified that the set of probabilities satisfying
the condition (52) is convex. However, it should be noted that
whenA is not a stablematrix, the set of probabilities described
by the condition AH PA ≺ P is empty, whereas the stability
set S(A) may or may not be empty.
V. JOINT GRAPH-TIME FILTERING ON GRAPHS
This section considers joint vertex-time filtering on graphs,
in which nodes are assumed to communicate with each other
randomly and asynchronously. We will show that the pro-
posed communication scheme executes the time domain fil-
tering of classical signal processing and the spatial filtering
of graph signal processing simultaneously. We would like to
note that joint graph (vertex) - time filtering is a well-studied
topic in the field of graph signal processing [26]–[31]. The
main advantage of the implementation presented in this study
is due to its ability to handle random asynchronous behavior
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of the nodes. We also note that this section does not consider
the design of such filters (for which we refer to [26]–[31] and
references therein); rather, we will study the behavior of the
proposed random asynchronous communication scheme for
a filter specified as follows:
h(x) = p(x) / q(x), (64)
where p(x) and q(x) are polynomials of degree (at most) L,








The coefficients are allowed to be complex in gen-
eral, i.e., pn, qn ∈ C. In particular, polynomial filters, which
corresponds to the case of q1 = · · · = qL = 0, are not
excluded. In addition, let the quadruple (F, b, c, d) be an
L-dimensional state-space realization such that the rational
function (64) has the following infinite order polynomial
representation:
h(x) = d +
∞∑
n=1
c Fn−1 b xn, (66)
where (F, b, c, d) have the following dimensions:
F ∈ CL×L , b ∈ CL , cT ∈ CL , d ∈ C. (67)
In the following we will use G ∈ CN×N to denote a graph
operator for the graph with N nodes. Here Gi,j denotes the
weight of the edge from node j to node i. In particular,
Gi,j = 0 when nodes i and j are not neighbors. Examples of
such local graph operators include the adjacency matrix,
the graph Laplacian, etc. We will use Nin(i) and Nout(i) to
denote the incoming and outgoing neighbors of the node i.
More precisely we have:
Nin(i) = {j | Gi,j 6= 0}, Nout(i) = {j | Gj,i 6= 0}. (68)
In the graph setting considered here nodes are assumed
to operate in discrete-time. In particular, let ui[k] denote the
input signal at the ith node at the k th time step, and let u[k] be
the input graph signal at time k:
u[k] =
[
u1[k] u2[k] · · · uN [k]
]T
∈ CN . (69)
Similarly, let yi[k] denote the output signal at the ith node,
and let y[k] be the output graph signal at time k:
y[k] =
[
y1[k] y2[k] · · · yN [k]
]T
∈ CN . (70)
In short, subscripts are graph-node indices, and arguments
as in [k] are time indices.
We will consider the setting where the output graph sig-
nal is related to the input signal via the node-asynchronous
filtering operation described in [23]. Namely, the ith node
is assumed to have a state vector x i ∈ CL , and a buffer of
size L · |Nin(i)| so that the node stores the state vectors of its
incoming neighbors. At time k , the node i either stays inactive
with probability 1−pi, or it gets activated with probability pi




Gi,j x j, (71)
yi[k] ← c x ′i + d ui[k], (72)
x i ← F x ′i + b ui[k], (73)
where (F, b, c, d) is a state-space representation of the filter
as in (66), andG is the corresponding graph operator. We will
also use P to denote the diagonal matrix with the ith entry
being the update probability of the ith node pi.
Once the filtering stage is completed, the node i broadcasts
its most recent state vector x i to its outgoing neighbors, who
can use its value to update themselves in future iterations,
in a similar manner. We refer to [23, Section III] for a
detailed explanation of the described asynchronous filtering
procedure.
The study [23] showed also that the filtering operation
described in (71)-(73) can be equivalently represented as a
random asynchronous variant of the following NL dimen-
sional augmented state-space model:
x[k + 1] = A x[k]+ b⊗ u[k], (74)
y[k] = (c⊗ G) x[k]+ d ⊗ u[k], (75)
where the state-transition matrix of the augmented model, A,
is given as follows:
A = F ⊗ G ∈ CNL×NL . (76)
In the following, we will use the theoretical developments
presented in Sections II and III in order to study the behavior
of the node-asynchronous filtering operations.
A. MEAN-SQUARED STABILITY OF THE RANDOMIZED
FILTERING
Due to the randomized behavior of the nodes, it is clear that
the output graph signal y[k] is a stochastic quantity evenwhen
the input signal u[k] is deterministic. So, it is necessary to
make sure that y[k] has a finite variance in order to interpret
the filtering operations meaningfully.
For the mean-squared analysis of the filtering, we will
use random switching system viewpoint summarized in
Section III-C. As the graph has N independently behaving
nodes, random asynchronous variant of (74) can be consid-
ered to be switching between 2N different transition matrices,
where the jth transition matrix has the following form:
Aj = INL + (IL ⊗ PTj ) (F ⊗ G− INL) (77)
with the selection probability γj given in (50). By substituting
Aj from (77) into the expression (51), the function that con-
trols the evolution of the error correlation matrix in the graph
filtering operations can be written as follows:
ϕ(X ) =SAXSAH +
(




1L ⊗ (P−1 − IN )
)
, (78)
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where 1L denotes the all-ones matrix of size L × L, and the
average state transition matrix of the augmented model, SA,
is given as follows:
SA = INL + (IL ⊗ P) (F ⊗ G− INL). (79)
Spectral properties of the linear map ϕ(·) in (78) is crucial
in determining the mean-squared stability of the filtering
operations. In this regard, we first obtain the following matrix
















IL ⊗ (ei e
H
i )⊗ IL ⊗ (ei e
H
i ) ∈ R
(NL)2×(NL)2 . (81)
In light of Lemma 2 and Corollary 1, stability of the
matrix S in (80) determines the mean-squared stability of the
filtering operations. More precisely, if the following holds
true
ρ(S) < 1, (82)
then the output graph signal y[k] can be decomposed as
follows (for sufficiently large k):
y[k] = yss[k]+ r[k], (83)
where yss[k] is a deterministic quantity representing the
expected steady-state behavior of the output vector, and r[k]






[∥∥r[k]∥∥22] <∞ ∀k. (84)
We note that (83) holds true for sufficiently large values
of k , as the transient-part of the output converges to zero
throughout the iterations. As a result, yss[k] can be considered
as the expected output of the filtering operations when the
input signal is u[k]. In the following subsections, we will
describe the input-output relation of these operations.
We also note that the following condition was shown to
be sufficient for the mean-squared stability of the filtering
operations in the case of time-invariant input signals [23,
Theorem 3]:
‖F‖22 G
H P G ≺ P. (85)
As the mean-squared stability of random asynchronous
recursions does not depend on the input signal (see Corol-
laries 1 and 2), we can argue that the condition (85) is
also sufficient for the mean-squared stability of the filtering
operations in the case of time-varying input signals.
B. RESPONSE TO A SINGLE EXPONENTIAL INPUT
In Section II we showed that complex exponentials remain
to be eigenfunctions of the randomized asynchronous state
recursions in an expected sense, despite the randomized sys-
tem having time-varying characteristics. We now show that
a similar result holds true for the graph filtering operations,
which is presented in the following lemma:
Lemma 5: When the input graph signal is as follows:
u[k] = u ejωk (86)
for an arbitrary vector u ∈ CN , the steady-state component





u ejωk , (87)
where h(·) is the filter described in (64), and the diagonal
matrix Z (ejω) is as follows:
Z (ejω) = P
(
P+ (ejω − 1) IN
)−1
. (88)
Proof: See Appendix F.
We note that (87) describes the temporal response of
the randomized filtering operation over the network, which
depends on the filter h(·), the graph operator G, tem-
poral frequency of the input ω as well as the update
probabilities P.
Notice also that when the input signal is time-invariant,
i.e., ω = 0, the steady-state output becomes yss[k] = h(G) u,
which is the ordinary graph filtering studied extensively in
the field of graph signal processing [4], [5]. In this case,
the study [23] further showed that the stochastic output signal
y[k] indeed converges to h(G) u in the mean-squared sense
under the assumption that (85) is satisfied. The stability of
S in (80) is, in fact, both necessary and sufficient for the
convergence.
C. VERTEX-TIME EIGENFUNCTIONS
Lemma 5 shows that complex exponentials are tempo-
ral eigenfunctions of the filtering operations described in
(71)-(73). However, an arbitrary exponential input signal may
not remain invariant over the graph. In this section we will
discuss vertex-time eigenfunctions, which remain invariant
under the filtering operations both in time and over the graph..
Inspired by the expression in (87), we now consider an
eigenpair of the matrix GZ (ejω) as follows:
GZ (ejω) v(ejω) = ξ (ejω) v(ejω), (89)
where we explicitly indicate the dependency of both the
eigenvector v(ejω) and the eigenvalue ξ (ejω) on the temporal
frequency ejω. When the input graph signal is as follows:
u[k] = v(ejω) ejωk , (90)
the use of Lemma 5 with the input signal as in (90) gives the










Thus, signals in the form (90) are eigenfunctions of the
randomized filtering operations both in time and over the
VOLUME 9, 2021 122811
O. Teke, P. P. Vaidyanathan: Joint Vertex-Time Filtering on Graphs With Random Node-Asynchronous Updates
graph in an expected sense. Furthermore, the filter h(·) still
determines the response of the overall filtering operation.
Although vertex-time eigenfunctions of the filtering oper-
ations are given precisely in (90), they do not provide a
practical tool since the eigenvectors v(ejω) are coupled with
the temporal frequency ejω in general. This poses a limitation,
as the eigenvectors in (89) needs to be computed for each
temporal frequency. Interestingly, Eigen-elements in time and
over graph get decoupled in the case of all nodes having the
same update probability, as we shall elaborate next.
D. GRAPH-TIME EIGENFUNCTIONS FOR UNIFORM
PROBABILITIES
In this section we will assume that all the nodes have the
same update probability, that is, P = p I for some 0 < p ≤ 1.
So, the matrix GZ (ejω) appearing in Lemma 5 reduces to the
following form:
G Z (ejω) =
p
p+ ejω − 1
G. (92)
Thus, eigenvectors of the graph operator G serve as spatial
eigenvectors irrespective of the temporal frequency. More
precisely, assume that the input signal has the following form:
u[k] = v ejωk , (93)
where v is an eigenvector of the graph operator G with the





p+ ejω − 1
)
v ejωk , (94)
where p denotes the update probability of the nodes, and λ is
the corresponding eigenvalue of the eigenvector v.
The main convenience of uniform node update probabil-
ities follows from the fact that only the eigenvectors of the
graph operatorG are needed in order to construct vertex-time
elements of the filtering operations. This is also consistent
with the fact that graph Fourier basis is defined via eigenvec-
tors of the graph operator [5]. So, vertex-time element in (93)
is the product of graph and time elements. This observation
will lead to the notion of discrete-time graph Fourier trans-
form, as we shall elaborate in the next section.
VI. DISCRETE-TIME GRAPH FOURIER TRANSFORM
The previous section showed that signals in the form of v ejωk
(where v is an eigenvector of the graph G) are eigenfunctions
of the randomized filtering operations described in (71)-(73)
in the case of all nodes having the same update probability.
In this section, we will show than an arbitrary time-varying
graph signal x[k] can be decomposed in terms of these func-
tions. This decomposition will be referred to as discrete-time
graph Fourier transform (DTGFT).
We note that the notion of discrete-time graph Fourier
transform was introduced first in [26] under the name ‘‘joint
time-vertex Fourier transform (JFT),’’ and then studied in
detail later in [27] within a vertex-time signal process-
ing framework. This section is intended to provide a brief
overview of this concept, as it is crucial for us to quantify
the response of the randomized filtering operations in the
vertex-time domain when all nodes have the same update
probability (see Section VII).
In order to discuss DTGFT, we start by assuming that
the graph operator G is diagonalizable, which is a common
assumption in the field of graph signal processing, and it
is readily satisfied for graphs with undirected edges. Then,
we write its eigenvalue decomposition as follows [4], [5]:
G = V 3V−1. (95)
We note that for a vector x ∈ CN , its graph Fourier trans-






where vi is the ith eigenvector of the graph operator G.
On the other hand, a discrete-time signal x[k] ∈ CN can be






x̂(ejω) ejωk dω, (97)
where x̂(ejω) is known as the discrete-time Fourier transform
of the signal x[k], and we assume that x̂(ejω) exists.
Combining the representations in (96) (graph domain) and
in (97) (time domain), we consider the following vertex-time








x̂(λi, ejω) vi e
jωk dω, (98)
where the coefficient x̂(λi, ejω) is obtained as follows:




x[k] e−jωk . (99)
The coefficient computed as in (99) will be referred to
as discrete-time graph Fourier transform of the signal x[k]
corresponding to the ith graph Fourier element (in spatial
domain) and frequency ω (in time domain). We note that
x̂(λi, ejω) can also be considered as the graph Fourier trans-
form of the discrete-time Fourier transform of x[k].
VII. GRAPH-FREQUENCY RESPONSE OF A FILTER
In Section V we introduced a random node-asynchronous
filtering operation, in which each node holds a state vector
and they broadcast their state vectors to their neighbors asyn-
chronously at random (discrete) time instances. The precise
details of the filtering is presented in (71)-(73).
In Sections V-C and V-D, we presented vertex-time eigen-
functions of the filtering operations, and in Section VI we
showed that a time-varying graph signal can be written
as a linear combinations of these vertex-time eigenfunc-
tions. By combining these two results, the following lemma
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presents the graph-frequency response of a filter over a
graph:
Lemma 6: Let û(λi, ejω) and ŷ(λi, ejω) be the discrete-time
graph Fourier transform of the input and the expected
steady-state output graph signals of the filtering operations
in (71)-(73). When all the nodes have the same update prob-
ability p, the following relation holds true:
ŷ(λi, ejω) = h
(
p λi
p+ ejω − 1
)
û(λi, ejω), (100)
where λi is the ith eigenvalue of the graph operator G.








û(λi, ejω) vi e
jωk dω. (101)
Using linearity and the result in (94), we find that the
















which proves the desired result.
Lemma VII shows that the response of random
node-asynchronous filtering operations is determined by h(·).
Unlike ordinary graph filters where the spatial response (over
the graph) is defined via the eigenvalue of the graph as h(λ)
and classical digital filters where the frequency response is
defined via the frequency as h(e−jω), the graph-frequency
response depends on the graph eigenvalue and temporal fre-
quency jointly. Furthermore, the update probability p is also
crucial in determining the response of the filtering operations,
and the response changes when the nodes have a different
update probability.
As a final remark, we note that this study does not consider
the design of vertex-time filters, as they require a dedicated
attention. This follows from the fact that the expression
pλ/(p + ejω − 1) defines a circle on the complex plane
centered at λ(1− p)/(2− p) with radius |λ|/(2− p). Since
the underlying graph has (at most) N eigenvalues, graph-
frequency response of a filter is determined by the value of
h(·) around such N circles. As a result, design of filters with
desired graph-frequency characteristics is not trivial, and we
leave the design problem as a future research direction.
VIII. NUMERICAL SIMULATIONS
In this section we will simulate the behavior of pro-
posed filtering operations in the presence of random
node-asynchronicity and illustrate its effect on the graph-
frequency response. For more practical applications of
vertex-time filtering on graphs, the interested reader can refer
to the studies in [26]–[31] (and references therein).
In what follows, we will study the graph visual-
ized in Figure 3. This is a random geometric graph on
N = 150 nodes, in which nodes are distributed over the
FIGURE 3. Visualization of the signals on the graph. Colors black and pink
represent positive and negative values, respectively. Intensity of a color
represents the magnitude. The input signal u[k] at (a) k = 133,
(b) k = 134. A realization of the output signal y [k] at (c) k = 133,
(d) k = 134.
region [0 1]× [0 1] uniformly at random. Two nodes are
connected to each other if the distance between them is less
than 0.15, and the graph is undirected. The graph operator,
the matrix G ∈ RN×N , is selected as the Laplacian matrix
whose eigenvalues can be sorted as follows:
0=λ1<λ2 ≤ · · · ≤ λN =ρ(G)=‖G‖2=16.8891, (103)
where the spectral norm of G is computed numerically, and
the equality between the spectral radius and the spectral norm
follows from the fact that G is a real symmetric matrix.
In order to simulate the filtering operations, we will con-
sider a rational filter h(x) = p(x)/q(x) constructed with the
following polynomials of order L = 3, and the parameter
γ = 0.065:
p(x) = (1− γ x)3, q(x) = 1+
3∑
n=1
γ n xn. (104)
Regarding the implementation of (104) in the filtering
operations described in (71)-(73), we will use the direct form
realization and select the quadruple (F, b, c, d) as follows:
F =
 0 1 00 0 1







, d = 1.
(105)
Regarding the filter matrix F in (105) and the graph opera-
tor G, we first note that the augmented state-transition matrix
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FIGURE 4. Spectral radius of the matrix S ∈ C(N2L2)×(N2L2) defined in
(80) for the filter matrix F in (105) and the graph operator of G.
FIGURE 5. Graph-frequency magnitude response of the filter in (104),
which is given precisely as |h(pλ/(p+ ejω − 1))|, for the fixed value of
p = 0.4.
in (74) is unstable. More precisely, we have ρ(F ⊗ G) > 1.
Thus, the filtering operations described in (71)-(73) are not
stable in the synchronous case. Nevertheless, the filtering
operations can be made stable (in the mean-squared sense)
with the randomized asynchronicity in this particular exam-
ple. In this regard, we consider the matrix S defined in (80)
whose stability determines the mean-squared stability of the
randomized updates for a particular set of node update prob-
abilities (see Section V-A). In the rest of this section, we will
assume that all the nodes have the same update probability,
i.e, P = p I . Figure 4 presents the spectral radius of S as
a function of the probability p, and the figure shows that
the filtering operations remain stable as long as the update
probability satisfies 0 < p ≤ 0.4162. So, we use p = 0.4 in
the rest of the simulations.
The graph-frequency response of the filter in h(·) in (104)
is visualized in Figure 5 for the node update probability of
p = 0.4. Figure 5 shows that h(·) behaves like a low-pass
graph filter on the graph at low temporal frequencies, whereas
it behaves like a high-pass graph filter at higher temporal fre-
quencies. Thus, filtering characteristics on the graph change
with the temporal frequency.
In order to demonstrate the graph-frequency behavior
in Figure 5, we will consider the following input graph signal:
u[k] = u1 + u2[k], (106)
where u1 denotes a time-invariant component that is localized
on the graph, and u2[k] is a rapidly time-varying signal.
Figures 3(a) and 3(b) visualize the input signal u[k] on the
graph at time indices k = 133 and k = 134, respectively.
FIGURE 6. (a) The input signal u[k] with a rapidly time-varying
component. (b) A realization of the random output signal y [k], where the
filter is as in (105), and the nodes get updated with probability p = 0.4.
FIGURE 7. (a) The input signal u[k] with a slowly time-varying
component. (b) A realization of the random output signal y [k], where the
filter is as in (105), and nodes get updated with probability p = 0.4.
We note that u1 is a 5-sparse signal localized on the
top-right portion of the graph, and u2[k] ‘‘moves’’ around
the bottom-left portion of the graph. Figure 6(a) visualizes
u[k] for 1 ≤ k ≤ 150, in which the nodes of the graph are
enumerated according to their vertical positions in Figure 3.
Due to its randomized behavior, the output of the filtering
operations is a random quantity, and Figures 3(c) and 3(d)
visualize a realization of the output signal y[k] on the graph
at time indices k = 133 and k = 134, respectively. It is clear
from the figure that h(·) behaves like a low-pass graph filter
for the time-invariant component. Namely, the signal located
on the top-right portion of the graph gets smoothed out over
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the graph. On the contrary, h(·) behaves like a high-pass
graph filter for the component u2[k]. The signal located on
the bottom-left portion of the graph has a higher amount of
variation over the graph. Figure 6(b) visualizes a realization
of y[k] for 1 ≤ k ≤ 150, which clearly shows the increased
variation over the graph for the time-varying component and
the decreased variation for the time-invariant component.
We repeat the same experiment with the input signal as in
(106), but we now select u2[k] to be a slowly time-varying
signal. This input signal is visualized in Figure 7(a) for
1 ≤ k ≤ 1000, and a realization of the corresponding random
output signal is presented in Figure 7(b). Due to the temporal
low-pass characteristics of the input signal, the filter h(·)
behaves a like a low-pass graph filter (see Figure 5 for the
graph-frequency response) on the graph. As a result, the out-
put graph signal has a lower variation over the graph.
IX. CONCLUDING REMARKS
In this paper, we proposed novel graph filtering operations
that can manipulate the variation of time-varying graph
signals both in time and over a graph. In order to ana-
lyze the behavior of such randomized operations we first
studied a randomized asynchronous variant of the discrete
time-invariant state-space models, in which a state variable
is updated with some probability independently and asyn-
chronously (with respect to the others) in each iteration.
We showed that the randomized model can be treated as a
linear time-invariant system (with a frequency response in the
expectation sense) despite its randomly time-varying behav-
ior. We presented the necessary and sufficient condition for
the mean-squared stability of the randomized state recursions
and showed that stability of the underlying state transition
matrix is neither necessary nor sufficient for the mean-
squared stability. Based on this analysis we provided the
necessary and sufficient condition for the mean-square sta-
bility of randomized vertex-time filtering operations. We pre-
sented eigenfunctions of these graph filtering operations
(in the expected sense), based on which we re-visited the
notion of discrete-time graph Fourier transform. Based on
discrete-time graph Fourier transform of input and out-
put graph signals, we also presented the graph-frequency
response of a graph filter in the presence of randomized node-
asynchronicity.
For future studies, it is also interesting to study the asyn-
chronous update probabilities that are optimal in terms of
minimizing the effect of the randomization error, the input
noise, or the rate of convergence. In addition, design of filters
with desired graph-frequency characteristics is also left as a
future problem.
APPENDIX A
A RESULT ON THE RANDOM INDEX SELECTIONS
Lemma 7: For an arbitrary matrix X ∈ CN×N , the follow-















where the expectations are taken with respect to the random
subset T , to which the ith node belongs with probability pi.
Proof: The identity in (107) follows directly from the
linearity of the expectation and the definition of P in (16).






Xi,j, i ∈ T , j ∈ T ,
0, otherwise.
(109)
Thus, we can write the following due to the binary nature







= Xi,j P[i ∈ T , j ∈ T ]. (110)
Regarding the probabilities in (110), we have the following
for the non-diagonal (i 6= j) entries:
P[i ∈ T , j ∈ T ] = P[i ∈ T ] P[j ∈ T ] = pi pj, (111)
which follows from the fact that indices get updated inde-
pendently from each other. On the other hand, we have the
following for the diagonal (i = j) entries:
P[i ∈ T , j ∈ T ] = P[i ∈ T ] = pi, (112)
which follows simply from the fact that i ∈ T if and only if
j ∈ T when i = j.








pi pj Xi,j i 6= j,
pi Xi,i, i = j,
(113)
which is equivalent to the identity (108).
APPENDIX B
PROOF OF PROPOSITION 1
Due to asynchronous updates described in (14), state vector
xk can be written as follows:
x[k] = (I − PTk ) x[k − 1]
+PTk
(


















i + w[k − 1]
)
. (114)
Taking expectation of (114) and using the facts that
updated indices are selected independently, the input noise
has zero mean, and the noise is uncorrelated with the index
selections, we have the following:















VOLUME 9, 2021 122815

















= xss[k]+ x tr[k]
(116)
whereSA andSB are as in (20).
APPENDIX C
PROOF OF THEOREM 1
Using the definition of the error term in (29) and substituting
x[k] = q[k]+ xss[k] into (114), we have the following:
q[k + 1]+ xss[k + 1] =
(
I + PTk+1 (A− I )
)
(q[k]+ xss[k])




SBi αki . (117)
which can be written as follows by rearranging the terms:
q[k + 1] =
(










where the deterministic vector δ[k] is defined as in (35).
Using (118), we can express the outer product
q[k + 1] qH[k + 1] recursively as follows:
q[k + 1] qH[k + 1]








































where the cross terms includingw[k] are left-out intentionally
because these terms will disappear when we take the expec-
tation since w[k] has a zero mean and it is uncorrelated with
the index selections.
We now take the expectation of both sides of (119) and
use the identities given by Lemma 7, and the independence
assumption regarding the index selections, input noise and
the initial condition. Then, we obtain the following:
Q[k + 1] = ϕ(Q[k])





























where the function ϕ(·) is defined in (33). We also note that
E[q[k]] = x tr[k] as given in (34).
Although X + XH 6= 2<{X} in general, we note that the
















where<{·} denotes the real part of its argument. So, using the
identity (121) in (120) gives the result in (34).
APPENDIX D
PROOF OF COROLLARY 1
We first define the following:
Z [k] = Q[k]− Qr[k]− Qn (122)
where Qr[k] and Qn are given as the solutions of (43) and
(42), respectively. Substituting (122) into the recursion (34),
we get:
Z [k + 1]+ Qr[k + 1]+ Qn
= ϕ(Z [k])+ ϕ(Qr[k])+ ϕ(Qn)





















which can be simplified as follows due to the defining equa-
tions in (43) and (42):
Z [k + 1] = ϕ(Z [k])+<
{








Due to the stability assumption (40) and Lemma 3 we have
ρ(SA) < 1, so limk→∞ x tr[k] = 0. As a result,
lim
k→∞
Z [k] = 0, (125)
which gives the desired result.
Necessity of the condition (40) follows from (39). That is,
when ρ(S) ≥ 1 there exists a nonzero positive semi-definite
matrix X that cannot be reduced by the function ϕ(·).
APPENDIX E
PROOF OF LEMMA 1
Assume that the stability condition (40) is met, and solution
to (42) exists. Let ei denote the ith standard basis vector. It is
readily verified that the following identity holds true for any
X ∈ CN×N and any index 1 ≤ i ≤ N :
eHi ϕ(X ) ei = (1− pi) e
H




Furthermore, we have the following:
eHi
(




ei = pi eHi 0 ei (127)
So, by left and right multiplying (42) with eHi and ei respec-





ei pi = pi eHi AQ
n AH ei ≥ 0, (128)
where the inequality follows from Qn  0, and the desired
result follows from the fact that pi > 0 for all i.
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APPENDIX F
PROOF OF LEMMA 5
Using Proposition 1, the expected steady-state value of the
output graph signal can be written as follows:




)−1(I ⊗ P)(b⊗ u) ejωk , (129)
where SA is the average augmented state-transition matrix as
in (79). Then, we present the following identity, which can be
verified via elementary manipulations:(
ejωk INL −SA
)−1 (I ⊗ P)
=
(




INL − F ⊗ Z (ejω)G
)−1 (

















































u ejωk , (133)
where the last identity follows from the representation in (66).
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