We consider a Poisson process η on an arbitrary measurable space with an arbitrary sigma-finite intensity measure. We establish an explicit Fock space representation of square integrable functions of η. As a consequence we identify explicitly, in terms of iterated difference operators, the integrands in the Wiener-Itô chaos expansion. We apply these results to extend well-known variance inequalities for homogeneous Poisson processes on the line to the general Poisson case. The Poincaré inequality is a special case. Further applications are covariance identities for Poisson processes on (strictly) ordered spaces and Harris-FKG-inequalities for monotone functions of η.
Introduction
The aim of this paper is to develop and to exploit the basic Fock space structure of a Poisson process η on a measurable space (Y, Y) with σ-finite intensity measure λ. In contrast to the literature we do not make any restrictions of generality, neither imposing a topological structure on the phase space (Y, Y), nor assuming the measure λ to be continuous. Moreover, our results are more explicit than what was available previously. We use a probabilistic and non-technical approach that is based on only a few basic properties of a Poisson process.
We now describe the contents of this paper in more detail. The underlying probability space is denoted by (Ω, F , P). We interpret the Poisson process η as a random element in the space N := N(Y) of integer-valued σ-finite measures µ on Y equipped with the smallest σ-field N making the mappings µ → µ(B) measurable for all B ∈ Y. For y ∈ Y the difference operator D y (also known as the add one cost operator) is given as follows. and we set T 0 f := Ef (η), whenever these expectations are defined. By ·, · n we denote the scalar product in L 2 (λ n ) and by · n the associated norm. Let P η denote the distribution of η. Then L 2 (P η ) is the space of all measurable f : N → R satisfying Ef (η) 2 < ∞. For n ∈ N let H n be the space of symmetric functions in L 2 (λ n ), and let H 0 := R. Our first result says that the mapping f → (T n (f )) n≥0 is an isometry from L 2 (P η ) to the Fock space given by the direct sum of the spaces H n , n ≥ 0, with L 2 norms scaled by n! −1/2 , as we describe in more detail in Section 2.
If also g ∈ L 2 (P η ), then more generally, Ef (η)g(η) = (Ef (η))(Eg(η)) + ∞ n=1 1 n! T n f, T n g n .
(1.5)
We shall use Theorem 1.1 to provide a new proof of the following family of inequalities for the variance of Poisson functionals, which were previously given by Houdré and PerezAbreu [12] (but with proof only for a Gaussian analogue) and by Privault [38] for the case of normal martingales (including the homogeneous Poisson process on the line). These estimates involve alternating sums with similar terms to those in (1.4) , except that we take the expectation outside the inner product. Accordingly, let D n f (η) denote the mapping (y 1 , . . . , y n ) → D n y 1 ,...,yn f (η). Theorem 1.2. Let f ∈ L 2 (P η ) and k ∈ N be such that
n < ∞, n = 1, . . . , 2k.
(1.6)
The first inequality of (1.7) is an equality if and only if D 2k+1 y 1 ,...,y 2k+1
f (η) = 0 almost surely, for λ 2k+1 -almost all (y 1 , . . . , y 2k+1 ) ∈ Y 2k+1 . The second inequality of (1.7) is an equality if and only if D 2k y 1 ,...,y 2k f (η) = 0 almost surely, for λ 2k -almost all (y 1 , . . . , y 2k ) ∈ Y 2k .
The case k = 1 of the right hand inequality in (1.7) says that
Var f (η) ≤ E (f (η + δ y ) − f (η)) 2 λ(dy), (1.8) and is known as the Poincaré inequality for the variance of Poisson functionals. In the present generality (1.8) was previously derived by [43] using an explicit martingale representation. The same method was used earlier in [5] to establish the result for infinitely divisible random vectors with independent components. Again our proof is different. In our opinion the Poincaré inequality is a fundamental property of Poisson processes; for an example of its application see [10] . It is related to the well-known Efron-Stein inequality [8] for the variance of a symmetric function of n independent Y-valued random variables.
In Section 3 we consider for n ∈ N the multiple Wiener-Itô integral I n (g) of a symmetric function g ∈ L 2 (λ n ) with respect to the compensated Poisson processη (see [41, 16, 30] ). In fact we shall follow Liebscher [22] in defining this integral in the general case, that is without assuming that λ is continuous as in [16, 30] . For c ∈ R we set I 0 (c) := c. Itô's [16] and Wiener's [41] famous chaos expansion of square integrable random variables says that every function f ∈ L 2 (P η ) can be decomposed uniquely as a sum of variables of the form I n (f n ) with (f n ) n≥0 in our Fock space. The following result identifies each function f n as 1/n! times the image of f under the mean iterated difference operator T n .
where the series converges in
In the case Y = R, Theorem 1.3 has been obtained by Y. Ito ([17] , see eqn (7.5) there). A less explicit version for the special case of Lévy processes (without Gaussian component) can be found as Theorem 4 in [23] . (The proof in [23] does not seem to justify its usage of iterated stochastic integrals, see e.g. Theorem 18.13 in [21] for the Brownian case.) Our proof is different from these, and applies to arbitrary σ-finite intensity measures. Theorem 1.3 and the isometry properties of stochastic integrals (see (3.5) ) show that the isometry f → (T n (f )) n≥0 is in fact a bijection from L 2 (P η ) onto the Fock space. They could also be used to deduce Theorem 1.1, but we shall proceed in the other direction, starting with Theorem 1.1 which is more fundamental. Neither its formulation nor its proof requires stochastic integration. For finite Poisson processes the operators T n had been previously used in [28, 29] to approximate the expectation of a Poisson functional, while [3] used (in a similar context) a closely related operator for more general point processes on the line.
Additional results in Section 3 are concerned with certain derivative and integral operators which are important in Malliavin calculus on Poisson spaces (see for example [32] ). In Theorem 3.3, we provide a generalization to arbitrary σ-finite intensity measure (and new proof) of a result in [17] (see also [30] ) identifying the difference operator with a stochastic linear derivative operator from
We also consider the stochastic Kabanov-Skorohod integral [11, 18, 19] which is a linear operator from
that is dual to the derivative operator. In Theorem 3.5 we provide a new proof of this duality for our more general setting, and a pathwise interpretation of the Kabanov-Skorohod integral, using a classical Campbell-type formula due to Mecke [25] for general Poisson processes.
In Section 5 we prove some results on covariances, including the following Harris-FKG inequality; see also [26] , [4] (treating special Poisson processes) [43] , and [9] for more general point processes. Given B ∈ Y, a function f : N(Y) → R is increasing on B if f (µ+δ y ) ≥ f (µ) for all µ ∈ N(Y) and all y ∈ B. It is decreasing on B if (−f ) is increasing on B. The formulation we give allows for functions which are increasing on some parts of Y and decreasing on others, which has occasionally been useful; see Lemma 14 on page 278 of [4] , or page 878 of [34] .
(1.10)
We shall derive Theorem 1.4 from the following result. For this result only, we make the extra assumption that Y is equipped with a transitive binary relation < such that (i) {(y, z) : y < z} is a measurable subset of Y 2 and (ii) for any y, z ∈ Y at most one of the relations y < z and z < y can be satisfied, and (iii) < strictly orders the points of Y λ-a.e., that is λ(Y \ {z ∈ Y : z < y or y < z}) = 0, y ∈ Y.
(1.11)
For any µ ∈ N let µ y denote the restriction of µ to y ↓ := {z ∈ Y : z < y}. Our final assumption on < is that (iv) (µ, y) → µ y is a measurable mapping from N × Y to N.
In Section 5 we shall use Theorem 1.1 to derive the following identity for the covariance between two functions of η. The theorem requires a version of the conditional expectation E[D y f (η)|η y ] that is jointly measurable in all arguments. Thanks to the independence properties of a Poisson process we can and will work with 12) where Π y is the distribution of the restriction of η to Y \ y ↓ . By assumption (iv) and Fubini's theorem it follows that Π y (·) is a kernel, that is y → Π y (A) is measurable for all measurable A ⊂ N. Theorem 1.5. Assume that Y is equipped with a transitive binary relation < satisfying 13) and for any f, g ∈ L 2 (P η ),
When λ is the product of Lebesgue measure on [0, 1] and a σ-finite measure on some space X, formula (1.14) is proved in [5] for special functions f , mentioned in [43] (under an additional assumption on f ) and derived (in case of a finite and absolutely continuous intensity measure) in [35] . For normal martingales the result is stated in [14] . The version for infinitely divisible random vectors can be found in [5] and [13] .
In Section 6 we shall discuss the Poincaré and Harris-FKG inequalities for infinitely divisible random measures. In Section 7 we describe some of the implications of our results in the case where Y is a finite set.
As has been discussed, some of our results already appear in the literature for special cases such as when the intensity measure is Lebesgue measure on R + . It may be possible to extend these existing results to the case where Y is a Borel space (a space that is Borel isomorphic to a Borel subset of [0, 1]), by considering λ as the image of Lebesgue measure under a measurable mapping from R + to Y (see Lemma 3.22 of [21] ) and making an appropriate change of variables in the integrals. Nevertheless, we think our direct approach is worthwhile; as well as being applicable to an arbitrary intensity measure without any Borel condition, it provides a natural approach which relies only on basic properties of Poisson processes, avoiding the technicalities of stochastic calculus seen in previous work.
Fock space representation
For any n ∈ N let H n denote the space of all measurable functions g : Y n → R that are square-integrable with respect to λ n and symmetric λ n -a.e., equipped with the L 2 (λ n ) inner product ·, · n and corresponding norm norm · n as in Section 1. Define H 0 := R. Consider the vector space H of all sequences f = (f n ) n≥0 satisfying f n ∈ H n , n ≥ 0, and
where f 0 0 := |f 0 |. Equipped with the scalar product
H becomes a Hilbert space; this is the Fock space that we consider in this paper. Meyer [27] gives an introduction into stochastic calculus on these spaces. For any f ∈ L 2 (P η ) we define T f := (T n f ) n≥0 , where T n f is given at (1.3). Theorem 1.1 asserts that T f ∈ H for f ∈ L 2 (P η ) and
We prove these assertions in stages. Note first that 
where n ∈ N, a 1 , . . . , a n ∈ R and v 1 , . . . , v n ∈ F + 0 .
Proof: By linearity it suffices to consider functions f and g of the form
where (e
. From (2.5) we obtain that
Since v ∈ F + 0 it follows that T n f ∈ H n , n ≥ 0. Using (2.5), we obtain that
On the other hand we have from (2.7) (putting λ 0 (1) := 1) that
This equals the right-hand side of (2.8).
To extend (2.3) to general f, g ∈ L 2 (P η ) we need two lemmas.
Proof: Let W be the space of all bounded measurable g : N → R that can be approximated in L 2 (P η ) by functions in G. This space is closed under monotone and uniformly bounded convergence and contains the constant functions. The space G is stable under multiplication and we denote by N ′ the smallest σ-field on N such that µ → h(µ) is measurable for all h ∈ G. A well-known functional version of the monotone class theorem (see e.g. Theorem I.21 in [7] ) implies that W contains any bounded N ′ -measurable g. On the other hand we have that
Hence N ′ = N and it follows that W contains all bounded measurable functions. But then W is clearly dense in L 2 (P η ) and the proof of the lemma is complete.
In proving the next lemma, and repeatedly later, we need to consider factorial moment measures. For µ ∈ N(Y) and for m ∈ N, define the measure
If we can write µ = i≥1 δ x i , then µ (m) (B) counts the number of n-tuples of distinct indices (i 1 , . . . , i m ) such that (x i 1 , . . . , x i k ) is in B, and Eη (m) (·) is known as the mth factorial moment measure of the Poisson process η. A standard tool in the analysis of Poisson driven stochastic systems is the formula
, ∞] for which one (and then also the other) side makes sense. When m = 1, (2.10) simplifies to the following classical formula by Mecke [25] :
In the special case where λ is a finite, absolutely continuous measure on R d , a proof of (2.10) is given in e.g. Theorem 1.6 of [33] , and the argument there can be extended to the general case. Here, and again later on, we use the fact that for arbitrary σ-finite λ, the standard proof of existence of a Poisson process η with σ-finite intensity measure λ (see e.g. Theorem 12.7 of [21] ) shows that there is a version of this Poisson process process taking the form
Proof: By (2.4), the relation (2.12) is implied by the convergence
for all m ∈ {0, . . . , n}. For m = 0 this is obvious. Assume m ∈ {1, . . . , n}. Then the integral in (2.13) equals
where we have used (2.10) to get the equality. By the Cauchy-Schwarz inequality the last expression is bounded above by
Since any Poisson variable has moments of all orders, we obtain (2.13) and hence the lemma.
Later we will also need the following direct consequence of (2.11).
Lemma 2.4. Let f, g : N → R be measurable functions that coincide P η -a.e. Then
Proof of Theorem 1.1: By linearity and the polarization identity
Taking the limit in the identity Ef
14) implies thatf 0 = Ef (η) = T 0 f . It remains to show that for any n ≥ 1,
Let C ∈ Y 0 and B := C n . Let λ n | B be the restriction of the measure λ n to B. By (2.14)
) tof n , while by the definition (1.3) of T n , and the case h ≡ 1 of (2.13),
limits must be the same almost everywhere, so thatf n = T n f λ n -a.e. on B. Since λ is assumed σ-finite, this implies (2.15) and hence the theorem.
Chaos expansion
Given functions g i : Y → R for i = 1, 2, . . . , n, define the tensor product function ⊗ n i=1 g i to be the function from Y n to R which maps each (y 1 , . . . , y n ) to n i=1 g i (y i ). When the functions g 1 , . . . , g n are all the same function g, we write g ⊗n for this tensor product function. This is consistent with notation used in the proof of Lemma 2.1.
For n ∈ N 0 and g ∈ L 2 (λ n ) we define the multiple Wiener-Itô integral I n (g) of g with respect to the compensated Poisson processη := η − λ as follows. Set I 0 (c) := c for c ∈ R. When n ≥ 1, consider first the case where g is of product form, by which we mean g = ⊗ n i=1 g i , with each of the g i bounded and vanishing outside B for some B ∈ Y 0 . For such g, set
where [n] := {1, . . . , n}, and |J| denotes the number of elements of J, and η (m) (·) denotes integration with respect to the measure η (m) defined by (2.9), while η (0) (⊗ j∈∅ g j ) := 1 and λ 0 (⊗ j∈∅ g j ) := 1. In the special case where the functions g i are all the same function h, the formula (3.1) simplifies to
Recall [31, 17, 2] that the Charlier polynomials C n (λ; ·), n ∈ N 0 , are a family of orthogonal polynomials for the Poisson distribution with parameter λ ≥ 0 defined by
where (x) j is the descending factorial x(x − 1) · . . . · (x − j + 1) with (x) 0 interpreted as 1. Assume that the function g in (3.1) is of the form g = 1
, where
This can be written as
at least if η(B i ) < ∞ for i = 1, . . . , k, an event with probability 1. Ogura [31] used this formula to define the Wiener-Itô integral for a homogeneous Poisson process on the line. Liebscher [22] generalized this approach to Poisson processes on a complete separable metric space with locally finite intensity measure. We extend the definition of I n (g) by linearity to those functions g which can be expressed as a finite sum of functions of product form; we shall say that such g are of sum-product form. The extension is well defined because each term of the sum in the right hand side of (3.1) is ±1 times the integral of g with respect to a certain measure on Y m , and hence is linear in g. Let Σ n denote the set of all permutations of [n], and for g ∈ L 2 (λ n ) define the symmetrizationg of g byg (y 1 , . . . , y n ) := 1 n! π∈Σn g(y π(1) , . . . , y π(n) ). (3.4)
By (3.1), for g of product form I n (g) is invariant under permutations of the functions g i in the tensor product. Hence I n (g) = I n (g) for all g of sum-product form.
We shall show in Lemma 3.1 below that if g and h are functions of sum-product form on Y n and on Y m respectively, we have the isometry relation
Since functions of sum-product form are dense in L 2 (λ n ), we can (and do) extend the definition of I n (g) to general g ∈ L 2 (λ n ) by isometry. It follows from the isometry that
, and that I m (g) is linear in g, and that (3.5) holds for all g ∈ L 2 (λ m ) and h ∈ L 2 (λ n ), since all these properties were already established for functions of sum-product form.
The proofs of (3.5) in the literature (see [16] , [39] ) assume further structure on the measure space (Y, Y, λ), typically including diffuseness or continuity of λ, and in some cases, topological assumptions on Y. We are not making such assumptions here, so we provide a new proof of (3.5), as follows. An alternative proof can be based on (3.3) and the orthogonality properties of the Charlier polynomials, see [22] . 
Suppose, in each term of the preceding sum, we were to replace the expectation by
. Then the modified sum would come to zero, because by (2.10), the modified expectation comes to ( j∈J λ(η j ))( k∈K λ(η k )), so in the modified sum each term is of the form (−1) m+n−|J|−|K| ( m j=1 λ(g j ))( n k=1 λ(h j )) (this also shows that (3.5) holds when one of m and n is 0.) Therefore,
Suppose we write the restriction of η to B as N i=1 δ X i (for any Poisson process this is possible, as remarked earlier). Then η (|J|) ( j∈J g j ) is the sum, over all |J|-tuples of distinct points X i , i ∈ [N], of the product of the values of g j at those points. Similarly, η (|K|) (⊗ k∈K h k ) is the sum, over all |K|-tuples of distinct points X i , of the product of the values of h j at those points. When multiplied together, the j-tuple and the k-tuple need to have at least one element in common for this product to be different from the corresponding term in
where the product g i h j is defined pointwise, that is g i h j (y) := g i (y)h j (y) for y ∈ Y. In general, for each matching (bijection) ϕ of a nonempty subset {j 1 , . . . , j α } of J to a subset of K, writing k i for ϕ(j i ) we get a contribution to the expression inside the expectation in the (J, K)th term of (3.6) which is of the form
..,kα} h k )) so that when one takes the expectation using (2.10), and multiplies by the remaining factors of λ(g j ′ )λ(h k ′ ) appearing in this term of the right hand side of (3.6), one ends up with a contribution of (−1)
which depends on J and K only through the sign factor. Writing J = {j 1 , . . . , j α } ∪ J ′ and K = {k 1 , . . . , k α } ∪ K ′ , we have that the total contribution to the right hand side of (3.6) from a given matching ϕ is given by
and this comes to zero, except in the case where α = m = n.
Hence, all matchings contribute zero to (3.6) unless m = n, and for this case there are n! matchings ϕ having α = n, namely the permutations of [n], so that
With the symmetrizationg defined at (3.4), we have by linearity that
so that (3.5) holds for this case. We can then extend by linearity to all f and g of sum-product form.
The proof of Theorem 1.3 requires the following key lemma.
, where v : Y → R + is a measurable function vanishing outside a set B ∈ Y 0 . Then (1.9) holds P-a.s. and in L 2 (P).
Proof: By (2.5) and (2.7) the right-hand side of (1.9) equals the formal sum
The function (e −v −1) ⊗n is of product form. Using the pathwise definition (3.2) we obtain that almost surely 8) where N := η(B). Writing δ X 1 + . . . + δ X N for the restriction of η to B, we have almost surely that
and hence (1.9) holds with almost sure convergence of the series. To demonstrate that convergence also holds in L 2 (P), let the partial sum I(m) be given by the right hand side (3.7) with the series terminated at n = m. Then since λ(1 − e −v ) is nonnegative and |1 − e −v(y) | ≤ 1 for all y, a similar argument to (3.8) yields
Since 2 N has finite moments of all orders, by dominated convergence the series (3.7) (and hence (1.9)) converges in L 2 (P).
Proof of Theorem 1.3: Let f ∈ L 2 (P η ) and define T n f for n ∈ N 0 by (1.3). By (3.5) and Theorem 1.1,
Hence the infinite series of orthogonal terms
converges in L 2 (P). Let h ∈ G, where G was defined at (2.6). By Lemma 3.2 and linearity of I n (·) the sum
. Using (3.5) followed by Theorem 1.1 yields
Hence if
To prove the uniqueness, suppose that also g n ∈ H n for n ∈ N 0 are such that
. By taking expectations we must have g 0 = Ef (η) = T 0 f . For n ≥ 1 and h ∈ H n , by (3.5) and (1.9) we have Ef (η)I n (h) = EI n (T n f )I n (h) = n! T n f, h n and similarly with T n f replaced by g n , so that T n f − g n , h n = 0. Putting h = T n f − g n gives T n f − g n n = 0 for each n, completing the proof of the theorem.
We proceed with proving that the pathwise defined difference operator D y coincides with a derivative operator acting on square integrable σ(η)-measurable random variables. For n ∈ N, f ∈ H n , and y ∈ Y we define f y : Y n−1 → R by f y (y 1 , . . . , y n−1 ) := f (y 1 , . . . , y n−1 , y). Whenever f y ∈ L 2 (λ n−1 ) (which is the case for λ-a.e. y) we define I n−1 f (y) := I n−1 (f y ). Otherwise we set I n−1 f (y) := 0. We choose a version of I n−1 f (y) that is jointly measurable in ω and y. Strictly speaking, we claim that there is a h ∈ L 2 (P ⊗ λ n ) and a B ∈ Y such that λ(Y \ B) = 0 and I n−1 f (y) = h(·, y) P-a.s. for any y ∈ B. If f was a function of sum-product form then by using (3.1) one could see directly that I n−1 f was jointly measurable. In general we approximate f in L 2 (λ n ) by symmetric functions f k , k ∈ N, of sum-product form. Since by (3.5)
we can take h as the L 2 -limit of the Cauchy sequence I n−1 f k (y). Next we can choose B 1 ∈ Y and a subsequence J ⊂ N such that λ(Y \ B 1 ) = 0 and E|I n−1 f k (y) − h(·, y)| 2 → 0 as k → ∞ along J for all y ∈ B 1 . On the other hand we may also choose B 2 ∈ Y and a subsequence J ′ ⊂ J such that λ(Y \ B 2 ) = 0 and f
is the chaotic expansion of f (with L 2 (P) convergence). We then define
In this case, by (3.5),
Therefore we can interpret
, see e.g. [30] . The following result generalizes Theorem 6.5 in [17] (see also Theorem 6.2 in [30] ).
Before proving Theorem 3.3, it is convenient to introduce the dual operator of
(3.13)
From Theorem 1.1 we obtain thath n ∈ H n+1 and we can define the Kabanov-Skorohod integral [11, 18, 40, 19] of h, denoted δ(h), by
which converges in L 2 (P) provided that
The following duality relation is a special case of Proposition 4.2 in [30] applying to general Fock spaces. We give the short proof for completeness.
Proof: For y ∈ Y with h(·, y) ∈ L 2 (P η ), the function T n h(·, y) ∈ H n is defined, and by Theorem 1.3 the sum h(η, y) . Also, by the explicit formula (2.4), the function (y 1 , . . . , y n , y) → 1 n! T n h(·, y)(y 1 , . . . , y n ) is measurable. Moreoverh n , given by (3.13) , is the symmetrization of this function, as defined at (3.4). By (3.5),
where we have used the fact that f n is a symmetric function. By definition (3.14) and (3.5), the last series coincides with Ef (η)δ(h).
Proof of Theorem 3.3: First consider the case with f (µ) = e −µ(v) with v ∈ F + 0 . Then n!f n = T n f is given by (2.7). Given n ∈ N,
n which is summable in n, so (3.11) holds in this case. Also, in this case, D y f (η) = (e v(y) − 1)f (η) by (1.1), while (f n ) y = (e −v(y) − 1)n −1 f n−1 so that by (3.10),
where the last inequality is from Lemma 3.2 again. Thus (3.12) holds for f of this form. By linearity this extends to all elements of G. Let us now consider the general case. Choose
, where h ′ is as in Lemma 3.2 and B ∈ Y 0 . From Lemma 3.2 it is easy to see that (3.15) holds. Therefore we obtain from Proposition 3.4 and the linearity of the operator
On the other hand,
and by the case n = 1 of Lemma 2.3, this tends to zero as
s. for λ-a.e. y we obtain from (3.17) that
By Lemma 2.2, the linear combinations of the functions h considered above are dense in L 2 (P η ⊗ λ), and by linearity (3.18) carries through to h in this dense class of functions too, so we may conclude that the assertion (3.12) holds.
Next we derive a pathwise interpretation of the Kabanov-Skorohod integral. For h ∈ L 1 (P η ⊗ λ) we define
It turns out that the Kabanov-Skorohod integral and the operator δ ′ coincide on the intersection of their domains:
Proof: The Mecke equation (2.11) shows that E |h(η − δ y , y)|η(dy) < ∞ as well as 20) whenever f : N → R is measurable and bounded. Therefore we obtain from Theorem 3.3 and Proposition 3.4 that Ef (η)δ ′ (h) = Ef (η)δ(h) provided that f satisfies (3.11). By Lemma 2.2 the space of such bounded functions is dense in L 2 (P η ), so we may conclude that the assertion holds.
The duality relation (3.20) was observed in [37] , at least in case λ is diffuse. Therefore Theorem 3.5 is implicit in this work.
Variance inequalities
In this section we prove Theorem 1.2, and also give a further set of variance inequalities in Theorem 4.2. To help us identify the cases where these equalities are strict, we first give a criterion, in terms of the difference operator, for the chaotic expansion (3.9) of a function f ∈ L 2 (P η ) to terminate after k steps.
f (η) = 0 almost surely for λ k+1 -a.e. (y 1 , . . . , y k+1 ), in which case f 0 = Ef (η) and f j and T j f are equal λ j -a.e. for j = 1, . . . , k.
Proof: First suppose D 
Since Jensen's inequality EX 2 ≥ (EX) 2 is an equality iff X is a.s. constant, we obtain that
By Lemma 2.4 and Fubini's theorem we get (x 1 , . . . , x k+1 ). For the final part, assume (4.1) is true. By the uniqueness part of Theorem 1.3 we have (λ j -a.e.) that T j f = f j for j ≤ k, as asserted.
Next we use Theorem 1.1 to prove a series of lower and upper variance bounds associated with the truncated series (1.4). The first of these upper bounds, i.e. the case k = 1 of (4.2) below, is the Poincaré inequality (1.8) and, as remarked earlier, is also a special case of Theorem 1.2.
with an empty sum interpreted as zero. Both inequalities are strict unless D k+1 y 1 ,...,y k+1
f (η) = 0 almost surely for λ k+1 -a.e. (y 1 , . . . , y k+1 ), in which case both inequalities are equalities.
Proof: The first inequality follows directly from (1.4). To prove the second, write (1.4) as
By relabelling n − k as m for n > k and y ℓ as x ℓ−k for ℓ > k, it follows that
Assuming without loss of generality that
. . , y k )) < ∞ (else the right hand side of (4.2) is infinite), we can apply (1.4) 
which yields (4.2). Assume now that one of the inequalities in (4.2) is an equality. Then T n f n = 0 for all n > k. Therefore we obtain from (1.9) and (3.5) that (4.1) holds for some f j ∈ H j , j = 1, . . . , k. Hence, by Proposition 4.1, D f (η) = 0 almost surely for λ k+1 -a.e. (y 1 , . . . , y k+1 ). Then by Proposition 4.1, (4.1) holds for some f j ∈ H j , j = 1, . . . , k. Therefore, by the uniqueness part of Theorem 1.3 we have (λ j -a.e.) that T j f = 0 for j > k, so that T n f n = 0 for n > k and hence we have equalities in (4.2).
Proof of Theorem 1.2: For any n ∈ N we abbreviate a n := ED n f (η) 
Hence, using (1.4) again, we have that (1.7) is equivalent to
Interchanging the order of summation shows that these inequalities are implied by
where (2k)∧m denotes the minimum of 2k and m. Since the latter equalities are equivalent to the elementary inequalities
this concludes the proof of (1.7). Moreover, the first inequality in (4.3) is strict unless m ≤ 2k, so that the first inequality of (1. 
Covariance identities
In this section we shall prove Theorem 1.5 but first we give some of its consequences. 
and
Proof: Apply Theorem 1.5 toη with the relation < onỸ given by (s, x) < (t, y) if and only if s < t. We proceed with proving Theorem 1.5. For the rest of this section we assume that η is a Poisson process on Y = R + × X with an intensity measure satisfying (1.11). We need the following lemma.
holds for λ n+1 -a.e. (x 1 , . . . , x n , y).
Proof: For any n ∈ N, and any C ∈ Y 0 , arguing as in the proof of Lemma 2.3 yields
hold for P η -a.e. µ and λ m+1 -a.e. (y 1 , . . . , y m , y), since integrating the left hand side of (5.4) over µ (with respect to the measure P η ) yields E|f (η + δ y + m i=1 δ y i )| and integrating the left hand side of (5.5) over µ yields E|f (η + m i=1 δ y i )|. Let x i ∈ Y for 1 ≤ i ≤ n. First suppose for some i that x i < y does not hold. Then since f y (µ) depends on µ only through µ y , and since (µ + δ x i ) y = µ y , it follows that D x i f y (µ) = 0 for any µ. Since D y 1 ,...,yn f (µ) is symmetric in y 1 , . . . , y n it follows that in this case (5.3) holds with both sides equal to zero. Now suppose that x i < y for each i, and that (5.4) and (5.5) hold for every subset {y 1 , . . . , y m } of {x 1 , . . . , x n }. Then by (2.4)
Integrating over µ (with respect to the measure P η ) yields (5.3) for this case.
Proof of Theorem 1.5: Let us first assume that f, g are bounded. Then f y and g y are trivially in L 2 (P η ) for all y ∈ Y and we have by (1.12) that
where the use of Fubini's theorem will be justified below. By Theorem 1.1 and Lemma 5.3 this equals
where J n+1 := {(y 1 , . . . , y n+1 ) : y 1 < y n+1 , . . . , y n < y n+1 } and where the interchange of summation and integration will be justified below. By (1.11) the measure λ n+1 is concentrated on ∪ π∈Σ n+1 {(y 1 , . . . , y n+1 ) : y π(1) < . . . < y π(n+1) } where the union is over all permutations. Using the symmetry of T n+1 f and T n+1 g this gives
Using Theorem 1.1 again, yields the asserted identity (1.14). Repeating the above calculation with f = g shows that (1.13) holds. This also justifies our use of Fubini's theorem. Finally we consider the case of general f, g ∈ L 2 (P η ). The previous arguments carry through once we have shown that (1.13) holds for f ∈ L 2 (P η ). Let f k , k ∈ N, be a sequence of bounded measurable functions on
On the other hand it follows from Lemma 2.3 that for any C ∈ Y 0
(ω, y) ∈ Ω × C and hence also for P ⊗ λ-a.e. (ω, y) ∈ Ω × Y. Therefore the fact that h ∈ L 2 (P η ⊗ λ) implies (1.13).
Infinitely divisible random measures
In this section we consider an infinitely divisible random measure ξ on a complete separable metric space X equipped with the Borel σ-field X , see [24, 6] and [20] for the the special case of a locally compact phase space X. The distribution of such a random measure can be most conveniently described by its Laplace functional as follows. Let M denote the space of all locally finite measure on X, that is, the set of all measures that are finite on metrically bounded sets. We equip M with the smallest σ-field of subsets of M such that the mappings µ → µ(B) are measurable for all B ∈ X . Let v : X → R + be measurable. Then Here X 0 ⊂ X denotes the ring of (metrically) bounded Borel subsets of X. Proof: Let C n , n ∈ N, be a sequence of closed balls with fixed centre and radius n. We define a measurable mapping H : N(M) → M as follows. Let ν ∈ N(M) and define H(ν)(B) := α(B) + µ(B)ν(dµ), B ∈ X , whenever the right hand side is finite for all B = C n , n ∈ N. Otherwise we define H(ν) := 0. Now let η be a Poisson process on M with intensity measure Q. It is wellknown [20, 24, 6 ] that ξ and H(η) have the same distribution. Because of this Poisson cluster representation of ξ we can assume ξ = H(η) without restricting generality. Now we apply Theorem 1.2 to the function f •H. Since H(ν +δ µ ) = H(ν)+µ for all ν ∈ N(M) and all µ ∈ M we obtain the assertion.
In case α = 0 and Q = 1{δ x ∈ ·}λ ′ (dx) for some λ ′ ∈ M the random measure ξ is a Poisson process with intensity measure λ ′ . Then the inequality (6.3) simplifies to the Poincaré inequality (1.8) .
By means of the Poisson cluster representation of ξ we could also rewrite the other results of this paper. We restrict ourselves to the following version of the Harris-FKG inequality. We call a measurable function f : M → R increasing almost everywhere if f (ξ + µ) ≥ f (ξ) P-a.s. and for Q-a.e. µ. The next proposition follows from Theorem 1.4. (to see this, use (7.1) and (3.5) in the case with k = 1 and h = g = 1). Hence by taking inner products with k i=1 C m i (λ i ; η i ) in (7.2) and using orthogonality of the Charlier polynomials, we obtain
In the case k = 1 this has previously been obtained as Lemma 9.1.4 of [2] .
