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Let S ∈ Mn benonsingular.We setψS(A) = S−1A−1S for all nonsin-
gular A ∈ Mn; a matrix A is called ψS symmetric if ψS(A) = A, it is
calledψS orthogonal ifψS(A) = A−1, and it is calledψS antiorthog-
onal ifψS(A) = −A−1. We show that the following are equivalent:
(1) A is ψS symmetric, (2) there exists a ψS antiorthogonal Z ∈ Mn
such that A = eZ , (3) there exists a ψS orthogonal X ∈ Mn such
that A = eiX , and (4) there exists aψS symmetric B ∈ Mn such that
A = B2 . When S is coninvolutory (SS = I) or skew-coninvolutory
(SS = −I), we show that every nonsingular matrix has a ψS polar
decomposition, that is, every nonsingular matrix may be written
as A = RE, where R is ψS orthogonal and E is ψS symmetric. If A is
possibly singular, we deﬁne A to beψS orthogonal if S
−1AS = A and
determinewhich singularmatrices have aψS polar decomposition.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We let Mn,k denote the set of n-by-k complex matrices, set Mn ≡ Mn,n, and let GLn be the set of
nonsingular matrices in Mn. We also denote by Cn the set of coninvolutory (AA = I) matrices in GLn;
we denote by Dn the set of skew-coninvolutory (AA = −I) matrices in GLn; and we set En = Cn ∪ Dn.
Note thatbecausedet(AA) 0 foranyA ∈ Mn, the setDn is emptywhenn is odd; in factDn isnon-empty
if and only if n is a positive even integer. When n = 2k is a positive even integer, we set
J ≡
[
0 Ik−Ik 0
]
.
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Let S ∈ GLn be given. We deﬁne the function ψS: GLn → GLn by
ψS (A) = S−1A−1S for all A ∈ GLn.
In [1], it was shown that there exists an X ∈ En such that ψS = ψX (that is, ψS(A) = ψX(A) for all
A ∈ GLn) if and only if ψ2S is the identity map (that is, ψS(ψS(A)) = A for all A ∈ GLn). One may think
of ψS as an analog of the function φZ : Mn → Mn given by
φZ (A) = Z−1ATZ for all A ∈ Mn,
in which Z is nonsingular and is either symmetric or skew-symmetric (see [5]). Note that bothψS and
φZ are nonsingular, that is, bothψS(A) and φZ(A) are nonsingular whenever A is nonsingular. Also, we
note the following analogous factorizations for A ∈ GLn: there exists a B ∈ GLn such that A = BBT if
and only if A = AT (that is, A is symmetric); there exists a B ∈ GLn such that A = BB−1 if and only if
A = A−1(that is, A is coninvolutory). Moreover, there exists a B ∈ GLn such that A = BJBT if and only
if A = −AT (that is, A is skew-symmetric); and there exists a B ∈ GLn such that A = BJB−1 if and only
if A = −A−1(that is, A is skew-coninvolutory).
Deﬁnition 1. Let S ∈ GLn be given. Then A ∈ GLn is called ψS symmetric if ψS(A) = A; A is called ψS
orthogonal if ψS(A) = A−1; and A is called ψS antiorthogonal if ψS(A) = −A−1.
Let S ∈ GLn begiven.Weare interested in analogsof thepolar decomposition in this setting:A = RE,
where R is ψS orthogonal and E is ψS symmetric. When S = I, R is real, and E is coninvolutory; this is
the RE decomposition [4]. In general, the set ofψS orthogonalmatrices forms a group (sinceψS(AB) =
ψS(B)ψS(A) and ψS(I) = I, so that ψS(A−1) = (ψS(A))−1). In the case of the RE decomposition, it is
the factor R that becomes singular for a singular A. Thus, for (a not necessarily nonsingular) A ∈ Mn
we also call AψS orthogonal if S
−1AS = A, and for (a not necessarily nonsingular) A ∈ Mn we call AψS
antiorthogonal if S−1AS = −A. Note that when A ∈ GLn, these deﬁnitions are equivalent to the ones in
Deﬁnition 1 (just take the inverse).
When S = I, the set of ψS symmetric matrices is the set of coninvolutory matrices. The set of ψS
orthogonalmatrices is the set of nonsingular realmatrices, while the set ofψS antiorthogonalmatrices
is the set of nonsingular matrices with purely imaginary entries.
When S = J, A ∈ GL2n is ψJ symmetric if and only if J−1A−1J = A, or equivalently, J−1A−1 =
AJ−1 = −AJ. Notice that (AJ)(AJ) = (AJ)(−J−1A−1) = −I. Thus, A ∈ GL2n isψJ symmetric if and only
if AJ ∈ D2n, that is, AJ is skew-coninvolutory. Now, a ψJ orthogonal A ∈ GL2n has the form
A =
[
B C
−C B
]
, B, C ∈ Mn, (1)
that is, a partitioned matrix that is a complex representation of a quaternion matrix [6]. A ψJ anti-
orthogonal A ∈ GL2n has the form
A =
[
B C
C −B
]
, B, C ∈ Mn. (2)
2. ψS Polar decomposition
Let S, A ∈ GLn be given and suppose that A = RE is a ψS polar decomposition of A, that is, R is ψS
orthogonal and E is ψS symmetric. Then ψS(A)A = ψS(RE)RE = (ER−1)(RE) = E2, that is, ψS(A)A is
ψS symmetric and E is a ψS symmetric square root of ψS(A)A. Therefore, one question we may ask is
whether every ψS symmetric A has a ψS symmetric square root.
Suppose that A is ψS symmetric. Then A is similar to A
−1
. Theorem 19 of [1] guarantees that there
exist E, F ∈ Cn such that A = FEF−1. Notice that A−1 = (FEF−1)−1 = F−1EF . Now, Theorem 1.4 of [4]
ensures that there exists a polynomial p(t) such that G = p(E) ∈ Cn and G2 = E. Notice that for such
a polynomial, B ≡ p(A) = FGF−1 is a square root of A. Moreover,
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p
(
A
−1) = p (F−1EF) = F−1GF = (FGF−1)−1 = (p (A))−1 = B−1.
Thus,
ψS (B) = S−1B−1S = S−1p
(
A
−1)
S = p
(
S−1A−1S
)
= p (A) = B,
that is, B is a ψS symmetric square root of A, which is a polynomial in A.
Lemma 2. Let S ∈ GLn be given. Suppose that A ∈ GLn is ψS symmetric. Then there exists a polynomial
p(t) such that B = p(A) isψS symmetric and B2 = A.Moreover, we also have p(A−1) = (p(A))−1 = B−1.
If B is a square root of A and if B is ψS symmetric, then ψS(A) = ψS(B2) = (ψS(B))2 = B2 = A,
that is, A is necessarily ψS symmetric. Thus, if A is not ψS symmetric, then no square root of A is ψS
symmetric.
2.1. ψS Orthogonal matrices
Notice that ψS is an antihomomorphism on GLn, so that the set of ψS orthogonal matrices forms a
group under multiplication. Denote byH0 the set of ψS orthogonal matrices in GLn, denote byH1 the
set ofψS antiorthogonal matrices in GLn, and let G ≡ H0 ∪ H1. We show that G is a group that hasH0
as a normal subgroup. Note that I ∈ G since I ∈ H0, so that G is non-empty.
Proposition 3. Let S ∈ GLn be given. If A, B ∈ GLn are ψS antiorthogonal matrices, then AB is ψS ortho-
gonal. If A ∈ GLn isψS antiorthogonal andB ∈ GLn isψS orthogonal, thenABandBAareψS antiorthogonal.
Proof. If A, B ∈ GLn are ψS antiorthogonal matrices, then ψS(AB) = (−B−1)(−A−1) = (AB)−1. Sim-
ilarly, if A ∈ GLn is ψS antiorthogonal and B ∈ GLn is ψS orthogonal, then ψS(AB) = (B−1)(−A−1) =−(AB)−1 and ψS(BA) = −(BA)−1. 
Let S ∈ GLn be given, and notice that ψS(±iI) = ±iI = −(±iI)−1, so that both iI and −iI are ψS
antiorthogonal.
Proposition 4. Let S ∈ GLn be given. Then G is a group under multiplication and H0 is a normal sub-
group of G with index two. Moreover, if A ∈ GLn is given, then A is ψS orthogonal if and only if iA is ψS
antiorthogonal.
Proof. Proposition 3 shows that G is closed under multiplication, and since ψS(A−1) = ψS(A)−1,
then G is a group. Moreover, if A and B are ψS antiorthogonal, then AB−1 is ψS orthogonal. Thus,
H0A = H0B for all ψS antiorthogonal matrices A and B. This means that G = H0 ∪ H0A for any ψS
antiorthogonal A. In particular, iI isψS antiorthogonal, and so A isψS orthogonal if and only if iA isψS
antiorthogonal. 
Let A ∈ Cn be given. Then there exists a real R ∈ Mn such that A = eiR. Moreover, Rmay be taken to
be a polynomial in A ([3, Theorem 6.4.22] and [4]). In general, notice that if S ∈ GLn and if X ∈ Mn is
ψS orthogonal, then ψS(e
iX) = S−1(eiX)−1S = S−1(e−iX)−1S = S−1(eiX)S = eiS−1XS = eiX . Thus, eiX
is ψS symmetric.
Lemma 5. Let S ∈ GLn be given. The following are equivalent.
1. A ∈ GLn is ψS symmetric.
2. There exists a ψS antiorthogonal Z ∈ Mn such that A = eZ .
3. There exists a ψS orthogonal X ∈ Mn such that A = eiX .
The matrices Z and X may be taken to be polynomials in A and may each be taken to be nonsingular.
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Proof. Suppose that A is ψS symmetric. Then A is similar to A
−1, so there exist E, F ∈ Cn such that
A = FEF−1. Let R ∈ Mn be real, E = eiR, and R = p(E) for some polynomial p(x) . Note that eiR =
E = ei(R+2kπ I) for any integer k. Moreover, R + 2kπ I = p(E) + 2kπ I is still a polynomial in E. Thus,
we may assume that R is nonsingular and is a polynomial in E . Notice that A = FeiRF−1 = eiFRF−1 .
Let B = iFRF−1, and note that B is nonsingular and is a polynomial in A. Now compute: S−1BS =
−iS−1F−1RFS = −iS−1F−1p(E)FS = −ip(S−1(F−1EF)S) = −ip(FEF−1) = −iFRF−1 = −B; the fourth
equality is due to the fact that A = FEF−1 isψS symmetric. Taking the inverse of S−1BS = −B, we see
that B is ψS antiorthogonal and A = eB.
Suppose that there exists a ψS antiorthogonal Z ∈ Mn such that A = eZ . Then one checks that
X ≡ −iZ is ψS orthogonal and eiX = eZ = A.
We have already shown that the third assertion implies the ﬁrst.
Finally, notice that once we have chosen Z in the second assertion as nonsingular and a polynomial
in A, then the choice X ≡ −iZ is nonsingular and ψS orthogonal, and eiX = eZ = A. 
We now summarize the results of Lemmata 2 and 5.
Theorem 6. Let S ∈ GLn be given. Then the following are equivalent.
1. A ∈ GLn is ψS symmetric.
2. There exists a ψS antiorthogonal Z ∈ Mn such that A = eZ .
3. There exists a ψS orthogonal X ∈ Mn such that A = eiX .
4. There exists a ψS symmetric B ∈ Mn such that A = B2.
The matrices Z and X may be taken to be nonsingular. Moreover, the matrices Z, X, and B may each be
taken to be a polynomial in A.
2.2. The nonsingular case
Let S ∈ En and let A ∈ GLn be given. Then ψS(A)A is ψS symmetric. Lemma 2 guarantees that
there exists a polynomial p(t) such that E ≡ p(ψS(A)A) is ψS symmetric and E2 = ψS(A)A. Because
ψS(B
−1) = (ψS(B))−1 for all B ∈ GLn, E−1 is also ψS symmetric. Now, I = E−1ψS(A)AE−1 =
ψS(AE
−1)(AE−1), so that R ≡ AE−1 is ψS orthogonal. Moreover, A = RE is a ψS polar decomposition
of A.
Theorem 7. Let S ∈ En and let A ∈ GLn be given. There exist aψS symmetric E ∈ GLn and aψS orthogonal
R ∈ GLn such that A = RE. Moreover, E2 = ψS(A)A and the ψS symmetric matrix E may be chosen to be
a polynomial in ψS(A)A.
LetA ∈ GLn begiven and suppose thatA = RE is aψS polar decompositionofA. ThenA = (RER−1)R.
Write F ≡ RER−1. Now, ψS(F) = ψS(RER−1) = ψS(R−1)ψS(E)ψS(R) = RER−1 = F . That is, F is ψS
symmetric. Thus, A also has a polar decomposition in which the ﬁrst factor is ψS symmetric and the
second factor is ψS orthogonal.
To determine the uniqueness of the factorization in Theorem 7, notice that if R0 is ψS orthogonal,
R20 = I, and R0 commutes with E (two such matrices are ±I), then RR0 is ψS orthogonal (as it is a
product of two ψS orthogonal matrices) and ψS(R0E) = ψS(E)ψS(R0) = ER−10 = ER0 = R0E, so that
R0E is ψS symmetric. Moreover, A = RE = (RR0)(R0E) is another ψS polar decomposition of A.
Theorem 8. Let S ∈ En and let A ∈ GLn be given. Suppose that A = RE, inwhich R isψS orthogonal and E is
aψS symmetric matrix that is also a polynomial square root ofψS(A)A = E2. Suppose that R0 ∈ GLn isψS
orthogonal and R20 = I, and suppose that R0 commutes with E. Then R1 ≡ RR0 isψS orthogonal, E1 ≡ R0E
is ψS symmetric, and A = R1E1. Conversely, if A = TF is a factorization of A for which T is ψS orthogonal
and F is ψS symmetric, then there exists a ψS orthogonal U ∈ GLn such that U2 = I,U commutes with
E, T = RU, and F = UE.
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Proof. We need to show only the last assertion. First, note that if A = TF , then F2 = ψS(A)A.
Set U ≡ T−1R and notice that U is ψS orthogonal. Because TF = A = RE, we have F = UE. Hence,
UE = F = ψS(F) = EU−1. Thus (UE)(EU−1) = (EU−1)(UE), so that UE2U−1 = E2 and U commutes
with E2. Since E is a polynomial square root of E2, thematrices U and E also commute. Now notice that
F2 = (UE)2 = U2E2 and since F2 = ψS(A)A = E2 , we have U2 = I. Thus, TU = R, so that T = RU, as
desired. 
For a general S ∈ GLn, ψS(ψS(A)) need not be equal to A. However, when S ∈ En, we have
ψS(ψS(A)) = A for all A ∈ GLn. Moreover, ψS(A)A is always ψS symmetric. For S ∈ En, we now
show that every ψS symmetric X can be written as X = ψS(A)A for some nonsingular A. Recall that
S ∈ En if and only if there exists a P ∈ GLn such that S = PKP−1, in which K = I (if S ∈ Cn) or K = J
(if S ∈ Dn).
Lemma 9. Let S ∈ En be given and let P ∈ GLn be any matrix such that S = PKP−1, in which K = I or J.
1. Then A ∈ GLn is ψS symmetric if and only if P−1AP is ψK symmetric.
2. Let U, V ∈ GL2n be such that UV = J. Then X ∈ GL2n is ψJ symmetric if and only if VXU is skew-
coninvolutory.
3. There exists a B ∈ GLn such that X = ψK(B)B if and only if X is ψK symmetric.
4. There exists a B ∈ GLn such that X = ψS(B)B if and only if X is ψS symmetric.
Proof. For the ﬁrst assertion, notice that A ∈ GL2n is ψS symmetric if and only if S−1A−1S = A, that
is, if and only if PK−1P−1A−1PKP−1 = A, or equivalently, ψK(P−1AP) = P−1AP.
For the second assertion, suppose that UV = J. Then UV = J = −J−1 = −V−1U−1. Notice that X
is ψJ symmetric if and only if X = J−1X−1J, that is, if and only if JX = X−1J, or equivalently, UVX =
−X−1V−1U−1. Therefore, X is ψJ symmetric if and only if VXU = −U−1X−1V−1 = −(VXU)−1, that
is, VXU is skew-coninvolutory.
For the third assertion, notice that the forward assertion has been dealt with. Moreover, the state-
ment is true when K = I, that is, every coninvolutory X can be written as X = BB−1 for some B ∈ GLn.
Now, suppose that K = J. Let X be ψJ symmetric. The second assertion ensures that if UV = J, then
VXU is skew-coninvolutory. It follows that VXU = PJP−1 for some nonsingular P. Hence,
X = V−1PJP−1U−1 = J−1JV−1PJP−1U−1 = J−1(UP)J(P−1U−1). Setting B ≡ P−1U−1, we have X =
J−1B−1JB = ψJ(B)B.
For the fourth assertion, suppose that A is ψS symmetric. The ﬁrst assertion ensures that P
−1
AP is
ψK symmetric so that the third assertion guarantees that there exists a C ∈ GLn such that P−1AP =
ψK(C)C = K−1C−1KC. Thus, A = PK−1C−1KCP−1. Setting B ≡ PCP−1, we have A = ψS(B)B. 
In the second assertion of Lemma 9, notice that if we take U = I, then necessarily, V = J, so that
X ∈ M2n isψJ symmetric if and only if JX is skew-coninvolutory. Moreover, the choice V = I andU = J
shows that X ∈ M2n is ψJ symmetric if and only if XJ is skew-coninvolutory.
2.3. The singular case
Let S ∈ GLn be given. Recall that (a not necessarily nonsingular) A ∈ Mn is called ψS orthogonal
if S−1AS = A. Suppose now that S ∈ Cn and let P ∈ GLn be any matrix that satisﬁes S = PP−1. Then
A ∈ Mn is ψS orthogonal if and only if PP−1APP−1 = A, or equivalently, P−1AP = P−1AP ≡ R is real.
Note that A = PRP−1 is similar to a real matrix.
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Theorem 10. Let S ∈ Cn be given and let P ∈ GLn be any matrix that satisﬁes S = PP−1. Then
1. A ∈ Mn is ψS orthogonal if and only if P−1AP is real.
2. A ∈ GLn is ψS symmetric if and only if P−1AP is coninvolutory.
3. The following are equivalent.
(a) A ∈ Mn has a factorization A = TF , in which T is ψS orthogonal and F is ψS symmetric.
(b) B ≡ P−1AP has a factorization B = RE in which R is real and E is coninvolutory.
(c) B and B have the same range.
(d) There exists a Z ∈ GLn such that B = BZ.
Proof. The second assertion is the ﬁrst assertion in Lemma 9.
For the third assertion, suppose that A ∈ Mn has a factorization A = TF , inwhich T isψS orthogonal
and F is ψS symmetric. Then B ≡ P−1AP = (P−1TP)(P−1FP). Using the ﬁrst assertion, we ﬁnd that
P
−1
TP is real and the second assertion ensures that P
−1
FP is coninvolutory. Other equivalent condi-
tions are in [3, Theorem 6.4.24] and in [4]. For the converse, suppose that B = P−1AP = RE, in which
R ∈ Mn is real and E ∈ Cn. Then A = (PRP−1)(PEP−1). Using the ﬁrst assertion, we have PRP−1 is ψS
orthogonal and using the second assertion, we see that PEP
−1
is ψS symmetric. 
We now look at the case S ∈ Dn. In this case, there exists a P ∈ GLn such that S = PJP−1. First, we
look at the case S = J.
Suppose that A ∈ M2n has a factorization A = CB, in which C is a possibly singular ψJ orthogonal
matrix (J−1CJ = C) and B is ψJ symmetric (J−1B−1J = B). Then rank(A) = rank(C), which is even [6,
Corollary 6.3].We also haveA = CB = (JCJ−1)(JB−1J−1) = JCB−1J−1 = J(CB)B−2J−1 = JAP, inwhich
P ≡ B−2J−1 is nonsingular. Therefore, range(A) = range(JA).
Now suppose that Q is nonsingular, so that AQ = C(BQ). By Theorem 7, the nonsingular matrix
BQ can be written as C1B1, in which C1 is ψJ orthogonal and B1 is ψJ symmetric. We now have AQ =
(CC1)B1, and CC1 is ψJ orthogonal. Thus, if A has a ψJ polar factorization, then so does AQ . Moreover,
if AQ has a ψJ polar factorization, then so does A = (AQ)Q−1.
We show that the necessary conditions on the rank and range of A are sufﬁcient to obtain such a
factorization for A.
Theorem 11. Let A ∈ M2n. Then there exist a ψJ orthogonal C ∈ M2n and a ψJ symmetric B ∈ M2n such
that A = CB if and only if rank(A) is even and range(A) = range(JA).
Proof. We must show sufﬁciency. Let A ∈ M2n have rank 2r and suppose that range(A) = range(JA).
Note that if Q is nonsingular, then rank(AQ) = rank(A), and range(AQ) = range(JAQ), that is, the
asserted conditions are invariant under multiplication by a nonsingular matrix on the right. Now,
there exists a permutation matrix P ∈ M2n such that AP = [B1 B2] and B1 ∈ M2n,2r has rank 2r. Then
there exists a matrix B such that B1B = B2. Thus
AP = [B1 0]
[
I B
0 I
]
,
so wemay assume that A = [B1 0], in which B1 has full rank 2r. Let Q be a permutationmatrix such
that AQ = [A1 0 A2 0], inwhich each Ai ∈ M2n,r has rank r. Hence, wemay further assume that
A = [A1 0 A2 0], in which each Ai has full rank r.
Since range(A) = range(JA), there is a nonsingular S such that A = JAS. Partition S = [Sij]4i,j=1 so
that S11, S33 ∈ Mr and S22, S44 ∈ Mn−r . Then we have
A1 = JA1S11 + JA2S31,
A2 = JA1S13 + JA2S33,
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which can be written as[
A1 A2
]
= J [A1 A2]
[
S11 S13
S31 S33
]
.
Let
S0 ≡
[
S11 S13
S31 S33
]
and let D ≡ [A1 A2]. Then D = JDS0 and D = J(JDS0)S0 = −DS0S0. Hence, D(S0S0 + I) = 0. Since
D has full rank, we must have S0S0 + I = 0. Therefore, S0 is skew-coninvolutory. Lemma 9 guarantees
that S0J isψJ symmetric, with J ∈ M2r . Lemma 2 guarantees that there exists aψJ symmetric X ∈ M2r
such that X2 = S0J. Partition X = [Xij]2i,j=1, conformal to S0. Then XJ is skew-coninvolutory. That is,[
X12X12 − X11X22 −X12X11 + X11X21
X22X12 − X21X22 −X22X11 + X21X21
]
=
[−Ir 0
0 −Ir
]
. (3)
Set
S1 ≡
⎡
⎢⎢⎣
S11 0 S13 0
0 0 0 I
S31 0 S33 0
0 −I 0 0
⎤
⎥⎥⎦ and X1 ≡
⎡
⎢⎢⎣
X11 0 X12 0
0 iI 0 0
X21 0 X22 0
0 0 0 iI
⎤
⎥⎥⎦ .
One checks that X1 is ψJ symmetric (J ∈ M2n this time) by showing that X1J is skew-coninvolutory
using (3) and that X21 = S1J, so that S1J is also ψJ symmetric.
Now notice that JAS1 = A. Let C = AX1. Then
J−1CJ = (J−1A)(X1J)
= (AS1)(X1J)
= A(S1X1J)
= A(X21 J−1)(X1J)
= A(X21)(X−11 )
= AX1
= C,
that is, C is ψJ orthogonal. Since the inverse of a ψJ symmetric matrix is ψJ symmetric, we have the
desired factorization A = CX−11 . 
The following corollary can be viewed as a skew-coninvolutory analog of Theorem 2.3 in [4], which
characterizes matrices that can be expressed as a product of real and coninvolutory factors.
Corollary 12. Let A ∈ M2n. Then A = CE for some ψJ orthogonal C and skew-coninvolutory E if and only
if rank(A) is even and range(A) = range(JA).
Proof. Note that the set ofψJ orthogonal matrices is closed under multiplication, and that, by Lemma
9, X is ψJ symmetric if and only if JX is skew-coninvolutory. Thus A = CB, where C is ψJ orthogonal
and B is ψJ symmetric, if and only if A = (CJ−1)(JB), in which CJ−1 is ψJ orthogonal and JB is skew-
coninvolutory. 
Weare now ready to handle the case S ∈ D2n. Let P ∈ GL2n be anymatrix such that S = PJP−1. Then
(a not necessarily nonsingular) A ∈ M2n is ψS orthogonal if and only if S−1AS = A, or equivalently,
J−1BJ = B, in which B ≡ P−1AP, that is, B is ψJ orthogonal.
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Theorem 13. Let S ∈ D2n be given and let P ∈ GL2n be any matrix that satisﬁes S = PJP−1. Then
1. A ∈ M2n is ψS orthogonal if and only if P−1AP is ψJ orthogonal.
2. A ∈ GL2n is ψS symmetric if and only if P−1AP is ψJ symmetric.
3. A ∈ M2n has a factorization A = TF , in which T isψS orthogonal and F isψS symmetric, if and only
if rank(A) is even, and range(A) = range(JA).
Let K1, K2 ∈ D2n and a ψJ orthogonal matrix C ∈ M2n be given. Then A = K1CK2 has even rank,
since a ψJ orthogonal matrix always has even rank.
Theorem 14. Let A ∈ M2n be given. Then rank(A) is even if and only if there exist K1, K2 ∈ D2n and a ψJ
orthogonal C ∈ M2n such that A = K1CK2.
Proof. Suppose thatA ∈ M2n has even rank2k. By the singular valuedecomposition [2, Theorem7.3.5],
there exist unitaryU, V ∈ M2n andanon-negativediagonalΣ ∈ M2n such thatA = UΣV .Without loss
of generality, we may assume that Σ = D1 ⊕ 0 ⊕ D2 ⊕ 0, in which D1,D2 ∈ Mk are nonsingular and
diagonal. Thuswe canwriteΣ = DC3D, inwhichD = D1/21 ⊕ I ⊕ D1/22 ⊕ I and C3 = Ik ⊕ 0 ⊕ Ik ⊕ 0,
so that A = (UD)C3(DV). By Corollary 12, we can write UD = E1C1 and DV = C2E2, in which each Ei
is skew-coninvolutory and each Ci is ψJ orthogonal. Set K1 ≡ E1, C ≡ C1C3C2, and K2 ≡ E2. 
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