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Re´sume´
Soit (M, g) une varie´te´ riemannienne compacte de dimension n . Pour k ∈ {0, ..., n}, notons Grk(M)
l’ensemble des sous-varie´te´s compactes, connexes, oriente´es de M et de dimension k. Cet ensemble est
appele´ la Grassmannienne non-line´aire. Dans cet article, nous munissons Grk(M) d’une structure de
varie´te´ fre´che´tique et de´veloppons les proprie´te´s les plus imme´diates de cette varie´te´. Notamment, si
Σ ∈ Grk(M), nous montrons que Emb(Σ,M), l’espace des plongements de Σ dans M , est l’espace
total d’un fibre´ principal ayant pour base la re´union de certaines composantes connexes de Grk(M) .
Nous montrons aussi que les composantes connexes de Grk(M) sont homoge`nes sous l’action naturelle
du groupe des diffe´omorphismes de M .
Introduction
Pour une varie´te´ M donne´e, l’e´tude des sous-varie´te´s de M , du point de vue de la ge´ome´trie de
dimension infinie, ame`ne tre`s naturellement a` conside´rer l’ensemble des sous-varie´te´s compactes, connexes
et oriente´es de M comme une varie´te´ fre´che´tique. Cet ensemble est appele´ la Grassmannienne non-line´aire
et est note´e Grk(M) (k e´tant la dimension des sous-varie´te´s conside´re´es) . Il y a essentiellement deux fac¸ons
d’appre´hender Grk(M) :
• la premie`re, qui est amplement de´veloppe´e dans [KM97], consiste a` prendre Σ ∈ Grk(M) et a`
conside´rer l’espace des plongements Emb (Σ,M) . On peut alors identifier Grk(M) (ou plutoˆt la
re´union de certaines composantes connexes de Grk(M)) comme e´tant le quotient de Emb (Σ,M) par
rapport a` l’action naturelle du groupe Diff+(Σ) des diffe´omorphismes de Σ qui pre´servent une forme
de volume donne´e, sur Emb (Σ,M) . Par construction meˆme, on obtient ainsi une structure lisse de
fibre´ principal Diff+(Σ) →֒ Emb(Σ,M) → Emb(Σ,M)/Diff+(Σ) (voir Theorem 44.1., page 474 de
[KM97]).
• La deuxie`me approche, plus intuitive, consiste a` modeler directement Grk(M) sur des espaces de
sections ΓC∞(Σ, NΣ) ou` Σ ∈ Grk(M) et NΣ de´signe le fibre´ normal de Σ dans M . Cette approche
est esquisse´e dans [Ham82] .
La premie`re partie de cet article s’attache a` de´crire tre`s explicitement la construction e´bauche´e par Hamil-
ton dans la cate´gorie des varie´te´s fre´che´tiques mode´re´es (“tame” en anglais, voir [Ham82]). La deuxie`me
partie fait le lien entre les deux points de vue cite´s. Nous y montrons notamment un the´ore`me analogue au
Theorem 44.1. de [KM97] , c’est-a`-dire, nous montrons que l’espace des plongements Emb (Σ,M) est un
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fibre´ principal, de groupe de structure Diff+(Σ) et dont la base est une re´union de certaines composantes
connexes de Grk(M) . Enfin dans la troisie`me partie, nous montrons que les composantes connexes de
Grk(M) sont homoge`nes sous l’action naturelle (et lisse) de Diff
0(M), la composante connexe en l’e´le´ment
neutre du groupe des diffe´omorphismes de M . Cette homoge´ne´ite´ est de´ja` mentionne´e, mais admise sans
preuve, dans [Ism96] . En revanche, en adoptant le point de vue de [KM97] qui de´finit la Grassmannienne
non-line´aire comme le quotient de Emb (Σ,M) par l’action de Diff+(Σ) , l’homoge´ne´ite´ des composantes
connexes de Emb (Σ,M) sous Diff 0(M) (homoge´ne´ite´ qui est une conse´quence directe d’un re´sultat clas-
sique de topologie diffe´rentielle sur les extensions des isotopies en diffe´otopies, voir [Hir94], theorem 1.3.
page 180) implique automatiquement l’homoge´ne´ite´ des composantes connexes correspondantes du quo-
tient Emb (Σ,M)/Diff+(Σ) . C’est cette approche qui est utilise´e dans [HV04] . Ici encore, et contraire-
ment a` cette dernie`re, nous utilisons l’approche de [Ham82] et regardons Grk(M) comme une collection
de sous-varie´te´s dont la structure diffe´rentielle est celle explique´e dans la section 1. Ce faisant, un travail
supple´mentaire est ne´cessaire pour montrer l’homoge´ne´ite´ des composantes de Grk(M) .
La notion de calcul diffe´rentiel sur un espace de Fre´chet n’e´tant pas “canonique”, nous joignons un
tre`s court appendice traitant des deux notions de calcul diffe´rentiel les plus courantes sur un espace
de Fre´chet (celle de´veloppe´e par exemple dans [Ham82], et celle utilisant la notion de courbes lisses qui est
de´veloppe´e dans [KM97]). Ces deux notions e´tant identiques (sur un espace de Fre´chet), nous utiliserons
indiffe´remment l’une ou l’autre dans ce texte.
1 La structure de varie´te´ de Grk(M)
Pour munir Grk(M) d’une structure de varie´te´, nous allons construire explicitement un atlas sur
Grk(M) . Pour ce faire, prenons Σ ∈ Grk(M) et introduisons les notations et objets suivants :
• ΘΣ un ouvert contenant la section nulle du fibre´ normal NΣ de Σ dans M , convexe fibre par fibre et
tel que l’application
τΣ : ΘΣ →M , v ∈ NΣx 7→ expx(v)
soit un diffe´omorphisme de ΘΣ sur son image ;
• UΣ := {s ∈ ΓC∞(Σ, NΣ) | s(Σ) ⊆ ΘΣ} ;
• ϕΣ : UΣ → Grk(M) , application de´finie par ϕΣ(s) = τΣ
(
s(Σ)
)
, cette dernie`re sous-varie´te´ e´tant munie
de l’orientation induite par le diffe´omor-
phisme Σ→ τΣ
(
s(Σ)
)
, x 7→ τΣ
(
s(x)
)
.
Montrons que {(ϕΣ(UΣ), ϕ
−1
Σ ) |Σ ∈ Grk(M)} est un atlas diffe´rentiable de Grk(M) au moyen des deux
lemmes suivants.
Lemme 1.1 Pour Σ1,Σ2 ∈ Grk(M), l’ensemble ϕ
−1
Σ1
(
ϕΣ1(UΣ1)∩ϕΣ2 (UΣ2 )
)
est un ouvert de ΓC∞(Σ1, NΣ1) .
De´monstration. Montrons le par l’absurde en supposant que ϕ−1Σ1
(
ϕΣ1 (UΣ1) ∩ ϕΣ2(UΣ2)
)
ne soit pas
un ouvert de l’espace me´trique ΓC∞(Σ1, NΣ1) . On peut alors trouver une section s ∈ ϕ
−1
Σ1
(
ϕΣ1(UΣ1) ∩
ϕΣ2(UΣ2)
)
et une suite de sections (sn)n∈N telles que sn → s dans ΓC∞(Σ1, NΣ1) et sn 6∈ ϕ
−1
Σ1
(
ϕΣ1 (UΣ1)∩
ϕΣ2(UΣ2)
)
pour tout n ∈ N .
Prenons aussi U un voisinage ouvert de Σ := ϕΣ1(s) inclu dans τΣ1(ΘΣ1) ∩ τΣ2 (ΘΣ2) . L’ouvert U peut
eˆtre vu simultane´ment comme une fibration (non-line´aire) au-dessus de Σ1 et de Σ2 munie des projections
π1 et π2 :
πi : U → Σi .
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Remarquons que πi|Σ : Σ→ Σi est un diffe´omorphisme et que pour x ∈ U on a :
πi(x) = πNΣi
(
τ−1Σi (x)
)
,
ou` πNΣi : NΣi → Σi est la projection canonique. Nous allons montrer que l’application
Σ1 → Σ2, m 7→ (π2 ◦ τΣ1 ◦ sn)(m)
est un diffe´omorphisme pour n assez grand.
Remarquons de´ja` que puisque sn → s dans ΓC∞(Σ1, NΣ1), τΣ1
(
sn(Σ1)
)
⊆ U pour n assez grand, et
donc l’application ci-dessus a un sens. Nous allons travailler localement, prenons x ∈ Σ1 . Puisque sn → s
dans ΓC∞(Σ1, NΣ1), il existe y ∈ Σ2 tel que (π2 ◦τΣ1 ◦sn)(x)→ y . Prenons alors des cartes trivialisantes :
π−1NΣ1 (W ) W × R
n−k
W
✲
ΨW
◗
◗◗sπNΣ1
✑
✑
✑✰ pr1
π−1NΣ2(Ω) Ω× R
n−k
Ω
✲
ΨΩ
◗
◗sπNΣ2
✑
✑✑✰ pr1
avec x ∈W ⊆ Σ1 , y ∈ Ω ⊆ Σ2 et telle que (π2 ◦ τΣ1 ◦ sn)(W ) ⊆ Ω a` partir d’un certain rang.
Nous avons alors :
(π2 ◦ τΣ1 ◦ sn)(x) =
(
πNΣ2 ◦Ψ
−1
Ω︸ ︷︷ ︸
(z,w) 7→z
◦ΨΩ ◦ τ
−1
Σ2
◦ τΣ1 ◦Ψ
−1
W︸ ︷︷ ︸
(y,v) 7→(τ1(y,v),τ2(y,v))
◦ ΨW ◦ sn︸ ︷︷ ︸
x 7→(x,s˜n(x))
)
(x) .
Cette application a pour diffe´rentielle :
(Id 0)


∂ τ1
∂ x
∂ τ1
∂ y
∂ τ2
∂ x
∂ τ2
∂ y


(
Id
(s˜n)∗x
)
= (Id 0)


∂ τ1
∂ x
+
∂ τ1
∂ y
(s˜n)∗x
∂ τ2
∂ x
+
∂ τ2
∂ y
(s˜n)∗x


=
∂ τ1
∂ x
+
∂ τ1
∂ y
(s˜n)∗x
→
∂ τ1
∂ x
+
∂ τ1
∂ y
(s˜)∗x .
La fle`che ci-dessus signifie uniquement que nous avons convergence dans un espace de matrices vers la ma-
trice ∂ τ
1
∂ x
+ ∂ τ
1
∂ y
(s˜)∗x qui est inversible puisque cette matrice repre´sente la diffe´rentielle du diffe´omorphisme(
π2|Σ
)
◦
(
π1|Σ
)−1
: Σ1 → Σ2 . On en de´duit qu’a` partir d’un certain rang, l’application Σ1 → Σ2, m 7→
(π2◦τΣ1 ◦sn)(m) est partout un diffe´omorphisme local. Pour montrer que c’est un diffe´omorphisme globale,
il suffit de montrer que cette application est injective. Si ce n’e´tait jamais le cas, pour tout n ∈ N, on
pourrait trouver xn, yn ∈ Σ1, xn 6= yn tels que :
(π2 ◦ τΣ1 ◦ sn)(xn) = (π2 ◦ τΣ1 ◦ sn)(yn)
pour tout n ∈ N. Par compacite´, nous pouvons supposer que xn → x ∈ Σ1 et yn → y ∈ Σ1 . En utilisant
les semi-normes qui de´finissent la topologie de ΓC∞(Σ1, NΣ1) (voir par exemple [Die72], page 236), on
constate facilement que :
sn(xn)→ s(x) et sn(yn)→ s(y)
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et donc
(π2 ◦ τΣ1 ◦ sn)(xn) = (π2 ◦ τΣ1 ◦ sn)(yn)
↓ ↓(
π2 ◦ τΣ1
)(
s(x)
)
=
(
π2 ◦ τΣ1
)(
s(y)
)
⇒
(
π2|Σ ◦ τΣ1
)(
s(x)
)
=
(
π2|Σ ◦ τΣ1
)(
s(y)
)
⇒ s(x) = s(y)
⇒ x = y .
Ici on a utilise´ le fait que π2|Σ : Σ→ Σ2 et τΣ1 sont des diffe´omorphismes.
De plus, nous pouvons supposer (voir Appendice, Proposition 3.11), qu’il existe une courbe lisse σ :
R→ ΘΣ1 ⊆ ΓC∞(Σ1, NΣ1) de ΓC∞(Σ1, NΣ1) telle que σ 1
n
= sn et σ0 = s .
Conside´rons alors l’application suivante :
Λ : R× Σ1 → R× Σ2 , (t, x) 7→
(
t, (π2 ◦ τΣ1 ◦ σt)(x)
)
.
On a que
Λ∗(0,x) =
(
Id 0
∗ (π2 ◦ τΣ1 ◦ s)∗x
)
est un isomorphisme puisque l’application π2 ◦ τΣ1 ◦ s =
(
π2|Σ
)
◦
(
π1|Σ
)−1
est un diffe´omorphisme. On en
de´duit que Λ est un diffe´omorphisme local en (0, x) . Mais alors, de part l’e´quivalence suivante :
(π2 ◦ τΣ1 ◦ sn)(xn) = (π2 ◦ τΣ1 ◦ sn)(yn) ⇔ Λ
(
1
n
, xn
)
= Λ
(
1
n
, yn
)
,
il en re´sulte que pour n assez grand, xn = yn, Λ devenant injective au voisinage de (0, x) = (0, y), d’ou` une
contradiction. On en de´duit donc que pour n assez grand, π2 ◦ τΣ1 ◦ sn : Σ1 → Σ2 est un diffe´omorphisme.
Ce dernier re´sultat entraine que ϕ−1Σ1
(
ϕΣ1 (UΣ1) ∩ ϕΣ2(UΣ2 )
)
est un ouvert de ΓC∞(Σ1, NΣ1) car
ϕΣ1(sn) = ϕΣ2
(
τ−1Σ2 ◦ τΣ1 ◦ (π2 ◦ τΣ1 ◦ sn)
−1
)
∈ ϕΣ2
(
UΣ2
)
⇒ sn ∈ ϕ
−1
Σ1
(
ϕΣ1(UΣ1 ) ∩ ϕΣ2(UΣ2 )
)
ce qui est une contradiction avec notre hypothe`se. 
Lemme 1.2 L’application
ϕ−1Σ2 ◦ ϕΣ2 : ϕ
−1
Σ1
(
ϕΣ1 (UΣ1) ∩ ϕΣ2 (UΣ2)
)
→ ϕ−1Σ2
(
ϕΣ1(UΣ1) ∩ ϕΣ2(UΣ2)
)
est lisse mode´re´e (“tame” en anglais, voir par exemple [Ham82]).
De´monstration. Prenons Σ1,Σ2,Σ := ϕΣ1 (s) et U comme dans le Lemme 1.1 . Nous allons montrer
que l’application ci-dessus est lisse mode´re´e sur un voisinage de s dans ΓC∞(Σ1, NΣ1) . En fait, nous
avons de´ja` vu qu’il existe un voisinage W de s dans ΓC∞(Σ1, NΣ1) tel que l’application σ ∈ W 7→
π2 ◦ τΣ1 ◦ σ ∈ C
∞(Σ1,Σ2) soit a` valeurs dans Diff(Σ1,Σ2) et forme ainsi une application lisse mode´re´e
de W ⊆ ΓC∞(Σ1, NΣ1) dans Diff(Σ1,Σ2) . Il en re´sulte que l’application W → ΓC∞(Σ2, NΣ2), σ 7→
τ−1Σ2 ◦ τΣ1 ◦ (π2 ◦ τΣ1 ◦ σ)
−1 est bien de´finie et est lisse mode´re´e puisque l’inversion et la composition sont
des applications lisses mode´re´es dans le contexte fre´che´tique. On en de´duit que l’application que nous
conside´rons est bien lisse mode´re´e. 
Ainsi {(ϕΣ(UΣ), ϕ
−1
Σ ) |Σ ∈ Grk(M)} est un atlas diffe´rentiable de Grk(M) et induit canoniquement une
topologie T sur Grk(M) . Montrons que cette topologie est de Hausdorff.
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Lemme 1.3 La topologie T de Grk(M) est de Hausdorff.
De´monstration. Prenons Σ1,Σ2 ∈ Grk(M) tels que Σ1 6= Σ2 . Si ces deux sous-varie´te´s oriente´es
se confondent en tant que sous-varie´te´s, mais posse`dent une orientation diffe´rente, alors ϕΣ1(UΣ1 ) ∩
ϕΣ2(UΣ2) = ∅ . En effet, supposons que Σ appartienne a` cette intersection. Alors Σ serait munie de l’orienta-
tion induite par le diffe´omorphisme Σ1 → Σ, x 7→ τΣ1(s(x)) ou` s est une certaine section du fibre´ normal de
Σ1 . De plus, Σ serait aussi munie de l’orientation induite par le diffe´omorphisme Σ2 → Σ, x 7→ τΣ2(s(x)),
avec Σ1 et Σ2 e´tant les meˆmes sous-varie´te´s mais oriente´es diffe´remment et τΣ1 = τΣ2 , d’ou` la contradiction.
Si Σ1 6= Σ2 en tant que sous-varie´te´, il existe x1 ∈ Σ1\Σ2 et ε > 0 tels que
expx1(B(x1, ε)) ∩ τΣ2(ΘΣ2) = ∅ ,
ou` ΘΣ2 ⊆ {v ∈ NΣ2 | ‖x‖ < ε} . De`s lors, si l’on choisit ΘΣ1 tel que ΘΣ1 ⊆ {v ∈ NΣ1 | ‖x‖ < ε}, alors on
peut constater que ϕΣ1 (UΣ1) ∩ ϕΣ2 (UΣ2) = ∅ . 
En re´sume´,
Proposition 1.4 (Hamilton, [Ham82]) L’ensemble Grk(M) est une varie´te´ fre´che´tique lisse mode´re´e
et pour Σ ∈ Grk(M), on a un isomorphisme canonique :
TΣGrk(M) ∼= ΓC∞(Σ, NΣ) .
Remarque 1.5 Tout comme la structure de varie´te´ de C∞(N,M) ne de´pend pas de la me´trique que l’on
utilise sur M , la structure de varie´te´ de Grk(M) ne de´pend pas non plus de la me´trique g .
Remarque 1.6 Notons Gr∨k (M) l’ensemble des sous-varie´te´s connexes, compactes, orientables et de di-
mension k de M . Alors, exactement de la meˆme manie`re que pour Grk(M), on montre que cet ensemble
est muni d’une structure de varie´te´ mode´re´e et il est clair que Grk(M) est un reveˆtement a` deux feuillets
de Gr∨k (M) .
2 L’espace des plongements dans M comme fibre´ principal sur
la Grassmannienne non-line´aire
Prenons Σ ∈ Grk(M) et notons Emb(Σ,M) l’espace des plongements de Σ dans M . Notons aussi
p : Emb(Σ,M)→ Grk(M) ,
l’application qui est de´finie pour f ∈ Emb(Σ,M) par p(f) := f(Σ), cette dernie`re sous-varie´te´ de M e´tant
munie de l’orientation naturellement induite par le diffe´omorphisme f : Σ→ f(Σ) . Graˆce a` la proposition
suivante et a` ses corollaires, nous allons montrer que Emb(Σ,M) est une varie´te´ fre´che´tique lisse mode´re´e
et que l’application p : Emb(Σ,M) → Grk(M) est lisse. Nous utiliserons pour cela le calcul convenable
de Kriegl et Michor (voir [KM97]), car entre des varie´te´s fre´che´tiques, une application est lisse au sens de
Kriegl-Michor si et seulement si elle est lisse au sens de Hamilton (voir notre succinct appendice) . Cela
nous ame`nera a` montrer dans un deuxie`me temps que Emb(Σ,M) est l’espace total d’un fibre´ principal
ayant pour base la re´union de certaines composantes connexes de Grk(M) .
Proposition 2.1 Soit E
pi
→M un fibre´ vectoriel de rang fini au-dessus de M et f ∈ C∞
(
(−ε, ε)×M,E
)
une application telle que f0 : M → E, x 7→ f(0, x) soit la section nulle de E . Alors il existe η > 0 et
ϕ : (−η, η)→ Diff(M) un chemin lisse de Diff(M) tel que :
(i) ft ◦ ϕt ∈ ΓC∞(M,E) pour tout t ∈ (−η, η) (ici ft(x) := f(t, x)) ;
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(ii) ϕ0 = Id .
De´monstration. Posons ψ : (−ε, ε)×M → M, (t, x) 7→ π
(
f(t, x)
)
et ψ∨ : (−ε, ε) → C∞(M,M), t 7→
{M ∋ x 7→ π
(
f(t, x)
)
∈M} . Etant donne´ que ψ = π ◦ f , l’application ψ est lisse, ce qui veut exactement
dire que ψ∨ est une courbe lisse de C∞(M,M) (Voir Appendice, Proposition 3.8). Or, le groupe de Lie
Diff (M) e´tant ouvert dans C∞(M,M) , (voir [KM97], Theorem 43.1.), et puisque ψ∨(0) = Id , on en
de´duit qu’il existe η > 0 tel que ψ∨ restreint a` (−η, η) soit une courbe lisse de Diff (M) .
Conside´rons alors le chemin lisse ϕ : (−η, η) → Diff (M), t 7→
(
ψ∨(t)
)−1
. Pour x =
(
ψ∨(t)
)
(y) ∈ M , on
constate que :
π
(
(ft ◦ ϕt)(x)
)
= π
(
ft
(
(ψ∨t )
−1(ψ∨t (y))
))
= π
(
ft(y)
)
= ψ∨t (y) = x .
Donc π ◦ (ft ◦ ϕt) = Id ce qui signifie que ft ◦ ϕt est une section de E .

Remarquons que comme corollaire de cette proposition, on retrouve le re´sultat classique suivant (voir
par exemple [Hir94], Theorem 1.4, page 37) :
Corollaire 2.2 L’ensemble Emb(Σ,M) est ouvert dans C∞(Σ,M) . En particulier, Emb(Σ,M) est natu-
rellement une varie´te´ fre´che´tique lisse mode´re´e.
De´monstration. Supposons que Emb(Σ,M) ne soit pas ouvert dans C∞(Σ,M) . On peut donc trouver
une suite (fn)n∈N de C
∞(Σ,M)\Emb(Σ,M) telle que fn → f pour un certain f ∈ Emb(Σ,M) . Soit alors
(Uf , ϕf ) une carte de C∞(Σ,M) centre´e en f et telle que ϕf (Uf ) soit convexe. Rappelons que l’on peut
construire la carte (Uf , ϕf ) en prenons ϕf (Uf ) un voisinage de 0 suffisamment petit de l’espace des sections
ΓC∞(Σ, f
∗TM) et ϕ−1f : ϕf (Uf ) → Uf ⊆ C
∞(Σ,M) , l’application qui est de´finie par ϕ−1f (X)(x) :=
expf(x) (Xx) pour X ∈ ΓC∞(Σ, f
∗TM) et x ∈ Σ . Puisque fn → f , nous pouvons supposer que fn ∈ Uf
pour tout n ∈ N, et ainsi conside´rer la suite de sections
(
ϕf (fn)
)
n∈N
de ϕf (Uf ) ⊆ ΓC∞(Σ, f∗TM) . Or,
ΓC∞(Σ, f
∗TM) e´tant un espace de Fre´chet, nous pouvons supposer (voir Appendice, Proposition 3.11)
qu’il existe une courbe lisse de sections s : R→ ΓC∞(Σ, f∗TM) telle que :
s0 = s(0) = ϕf (f) et s
(
1
n
)
= ϕf (fn)
pour tout n ∈ N . Si l’on construit s de la meˆme manie`re que dans le “special curve lemma” de [KM97],
on constate que s est a` valeurs dans ϕf (Uf ) . En effet, s(Σ) est le polygone d’arreˆtes les ϕf (fn) et l’on a
choisit ϕf (Uf ) convexe. Notons alors
g : R× Σ→M, (t, x) 7→ ϕ−1f (st)(x) .
Par construction on a pour tout n ∈ N :
g0 = f et g 1
n
= fn .
Notons W := f(Σ) = g0(Σ) . Pour t assez petit, gt(Σ) ⊆ τW (ΘW ) et nous pouvons de`s lors conside´rer
l’application W ∋ x → (τ−1W ◦ gt ◦ g
−1
0 )(x) ∈ NW . Cette dernie`re application ve´rifie les hypothe`ses de la
Proposition 2.1, il existe donc une courbe ϕt de Diff(W ) telle que :
σt : x ∈W 7→ (τ
−1
W ◦ gt ◦ g
−1
0 ◦ ϕt)(x) ∈ NW
soit une section du fibre´ normal de W . Mais alors, pour n assez grand,
fn = g 1
n
= τW ◦ σ 1
n
◦ ϕ−11
n
◦ g0
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est un plongement de Σ dans M ce qui est une contradiction. Ainsi, Emb(Σ,M) est bien un ouvert de
C∞(Σ,M) . 
Corollaire 2.3 L’application p : Emb(Σ,M)→ Grk(M) est lisse et pour un chemin lisse ft de Emb(Σ,M),
on a la formule :
d
dt
∣∣∣∣
t0
p(ft) =
(
∂f
∂t
(t0)
)⊥
ou`
(
∂f
∂t
(t0)
)⊥
est la section de ΓC∞(ft0(Σ), Nft0(Σ)) qui est de´finie pour x ∈ Σ par
(∂f
∂t
(t0)
)⊥
ft0 (x)
:=
pr
(
∂f
∂t
(t0, x)
)
, pr e´tant la projection orthogonale sur le fibre´ normal de ft0(Σ) .
De´monstration. Prenons ft un chemin lisse de Emb(Σ,M) . Nous devons montrer que p(ft) est un chemin
lisse deGrk(M) afin de ve´rifier la lissite´ de p au sens de Kriegl-Michor. Fixons t0 ∈ R et notonsW := p(ft0) .
Pour ε > 0 suffisamment petit, l’application (t, x) ∈ (t0 − ε, t0 + ε) ×W 7→ (τ
−1
W ◦ ft ◦ f
−1
t0
)(x) ∈ NW ,
satisfait les hypothe`ses de la Proposition 2.1 . Il existe donc un chemin lisse ϕt de diffe´omorphismes de W
tel que
x ∈W 7→ (τ−1W ◦ ft ◦ f
−1
t0
◦ ϕt)(x) ∈ NW
soit une section de ΓC∞(W,NW ) de`s que t est suffisamment petit. Mais ceci nous donne justement la
possibilite´ d’exprimer p(ft) au voisinage de t0 dans la carte
(
ϕW (UW ), ϕ
−1
W
)
:
ϕ−1W
(
p(ft)
)
= τ−1W ◦ ft ◦ f
−1
t0
◦ ϕt ∈ ΓC∞(W,NW ) .
Cette dernie`re courbe de sections e´tant lisse, il en re´sulte que p est lisse.
Pour la formule de la diffe´rentielle de p, notons W := ft0(Σ) . En identifiant TWGrk(M) a` ΓC∞(W,NW ),
on a :
d
dt
∣∣∣∣
t0
p(ft) =
d
dt
∣∣∣∣
t0
ϕ−1W
(
p(ft)
)
=
d
dt
∣∣∣∣
t0
(
τ−1W ◦ ft ◦ f
−1
t0
◦ ϕt
)
et pour x ∈W,
d
dt
∣∣∣∣
t0
(
τ−1W ◦ ft ◦ f
−1
t0
◦ ϕt
)
(x) = (τ−1W )∗x
d
dt
∣∣∣∣
t0
(
ft ◦ f
−1
t0
◦ ϕt
)
(x)
= (τ−1W )∗x
[
∂f
∂t
(t0, f
−1
t0
(x))︸ ︷︷ ︸
∈TxM
+
∂ϕ
∂t
(t0, x)︸ ︷︷ ︸
∈TxW
]
.
Par construction de ϕt, il vient :
∂f
∂t
(t0, f
−1
t0
(x)) +
∂ϕ
∂t
(t0, x) ∈ NxW
ce qui implique, puisque
∂ϕ
∂t
(t0, x) ∈ TxW , que
∂f
∂t
(t0, f
−1
t0
(x)) +
∂ϕ
∂t
(t0, x) =
(
∂f
∂t
(t0)
)⊥
x
.
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Ainsi,
d
dt
∣∣∣∣
t0
(
τ−1W ◦ ft ◦ f
−1
t0
◦ ϕt
)
(x) = (τ−1W )∗x
(
∂f
∂t
(t0)
)⊥
x
=
d
du
∣∣∣∣
0
τ−1W
[
expx
(
u
(
∂f
∂t
(t0)
)⊥
x
)]
=
d
du
∣∣∣∣
0
(τ−1W ◦ τW )
(
x, u
(
∂f
∂t
(t0)
)⊥
x
)
=
d
du
∣∣∣∣
0
(
x, u
(
∂f
∂t
(t0)
)⊥
x
)
=
(
∂f
∂t
(t0)
)⊥
x
.
Par suite,
d
dt
∣∣∣∣
t0
p(ft) =
(
∂f
∂t
(t0)
)⊥
.

Remarque 2.4 Au vu de la formule de la diffe´rentielle de p, il semblerait que cette dernie`re application
de´pende “plus” que de la structure diffe´rentiable de Grk(M) puisque la me´trique utilise´e apparait dans
la formule de la diffe´rentielle de p . En fait, il ne faut pas oublier que pour W ∈ Grk(M), TWGrk(M)
n’est pas e´gal a` l’espace ΓC∞(W,NW ) mais lui est seulement isomorphe via une re´alisation ne´cessitant la
me´trique g .
A pre´sent, afin de pouvoir conside´rer certains fibre´s principaux, introduisons, pour Σ ∈ Grk(M), les
notations suivantes :
(i) p : Emb(Σ,M) → Grk(M), f 7→ p(f) la projection canonique ;
(ii) pΣ : Emb(Σ,M) → Gr(Σ,M) := p(Emb(Σ,M)), f 7→ p(f) ;
(iii) λ : Emb(Σ,M)×Diff+(Σ)→ Emb(Σ,M), (f, ϕ) 7→ f ◦ϕ l’action naturelle a` droite de Diff+(Σ) sur
Emb(Σ,M) .
Nous allons montrer par une se´rie de lemmes que Emb(Σ,M) est un Diff+(Σ)-fibre´ principal au-dessus de
Gr(Σ,M) .
Lemme 2.5 Soient U, V deux ouverts de M d’intersection non nulle et Σ0,Σ1,W trois sous-varie´te´s de
M telles que :
Σ0 ⊆ U, Σ1 ⊆ V et W ⊆ U ∩ V .
Soient aussi β un chemin continu de Emb(Σ0, U) et β˜ un chemin continu de Emb(W,V ) tels que :
β(0) = jΣ0 , β(1)(Σ0) =W, β˜(0) = jW et β˜(1)(W ) = Σ1
ou` jΣ0 : Σ0 →֒ M et jW : W →֒ M sont les inclusions canoniques. Alors, l’application γ : [0, 2] →
Emb(Σ0, U ∪ V ) de´finie par :
γ(t) =
{
β(t) pour t ∈ [0, 1] ;
β˜(t− 1) ◦ β(1) pour t ∈ [1, 2],
est un chemin continu de Emb(Σ0, U ∪ V ) .
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De´monstration. Conside´rons l’application
ϑ : Emb(W,V )→ Emb(Σ0, U ∪ V ), ρ 7→ ρ ◦ β(1) .
En utilisant les courbes lisses de Emb(W,V ), il est imme´diat que ϑ est une application lisse, en particulier,
ϑ est continue. Mais alors :
(i) γ est clairement continue sur [0, 1] ;
(ii) γ(t) = (ϑ ◦ β˜)(t− 1) pour t ∈ [1, 2] et donc γ est continue sur [1,2].
Il en re´sulte que γ : [0, 2]→ Emb(Σ0, U ∪ V ) est bien un chemin continu de Emb(Σ0, U ∪ V ) . 
Lemme 2.6 Soient Σ0,Σ1 deux e´le´ments de Grk(M) et α : [0, 1]→ Grk(M) un chemin continu tel que
α(0) = Σ0 et α(1) = Σ1 . Alors il existe β : [0, 1]→ Emb(Σ0,M), un chemin continu de Emb(Σ0,M) tel
que :
β(0) = jΣ0 , (p ◦ β)(0) = α(0) = Σ0 et (p ◦ β)(1) = α(1) = Σ1
ou` p : Emb(Σ0,M)→ Grk(M) est la projection canonique et jΣ0 : Σ0 →֒M l’inclusion canonique.
De´monstration. Puisque α est continu, l’ensemble α([0, 1]) est compact et peut donc eˆtre recouvert par
un nombre fini de carte. Pour simplifier, supposons que
α([0, 1]) ⊆ ϕΣ0(UΣ0) ∪ ϕΣ1(UΣ1) ,
les notations e´tant celles pre´ce´dement introduites. PrenonsW un e´le´ment de ϕΣ0(UΣ0)∩ϕΣ1 (UΣ1) . On a :
W = ϕΣ0(s0) et W = ϕΣ1(s1)
pour un certain s0 ∈ UΣ0 et un certain s1 ∈ UΣ1 . On peut alors conside´rer les applications :
β : [0, 1]→ Emb(Σ0, τΣ0(ΘΣ0)), t 7→ {x ∈ Σ0 7→ expx(ts0(x))}
et
β˜ : [0, 1]→ Emb(W, τΣ1 (ΘΣ1)), t 7→ {x ∈W 7→ expp˜(x)((1− t)s1(p˜(x)))} .
ou` p˜ : τΣ1(ΘΣ1) → Σ1, τΣ1
(
(x, v)
)
7→ x pour (x, v) ∈ NΣ1 est la projection canonique. Ces deux
applications, β et β˜ , sont manifestement continues puisque l’on peut les e´tendre en des courbes lisses.
Il en re´sulte par le Lemme 2.5 (et apre`s reparame´trage), qu’il existe une courbe continue γ : [0, 1] →
Emb(Σ0, τΣ0(ΘΣ0) ∪ τΣ1 (ΘΣ1)) ⊆ Emb(Σ0,M) telle que γ(0) = β(0) = jΣ0 et γ(1) = β˜(1) ◦ β(1) . D’ou` :
(p ◦ γ)(0) = p
(
γ(0)
)
= p(jΣ0) = Σ0 .
De plus, puisque
γ(1)(Σ0) =
(
β˜(1) ◦ β(1)
)
(Σ0) = β˜(1)(W ) = Σ1 ,
il suffit pour montrer que p(γ(1)) = Σ1, de ve´rifier que [γ(1)
∗µ1] = [µ0] ou` [µi] est l’orientation de Σi
(i=0,1). Mais cela de´coule de la de´finition meˆme des cartes ϕΣi(UΣi) . En effet, d’apre`s cette de´finition,
l’orientation de W est donne´e a` la fois par [(β(1)−1)∗µ0] et par [β˜(1)
∗µ1] , et comme γ(1) = β˜(1) ◦ β(1) ,
on en de´duit que p(γ(1)) = (Σ1, [µ1]) = Σ1 . 
Corollaire 2.7 L’ensemble Gr(Σ,M) est une re´union de composantes connexes de Grk(M) . En particu-
lier, Gr(Σ,M) est une varie´te´ mode´re´e.
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De´monstration. Soient f ∈ Emb(Σ,M) et Σ1 ∈ Grk(M) un e´le´ment appartenant a` la meˆme composante
connexe dans Grk(M) que pΣ(f) =: Σ0 . Pour montrer le lemme, il suffit de montrer que Σ1 ∈ Gr(Σ,M) .
Prenons α : [0, 1]→ Grk(M), un chemin continu de Grk(M) tel que :
α(0) = pΣ(f) = Σ0 et α(1) = Σ1 .
D’apre`s le Lemme 2.6, il existe un chemin β : [0, 1]→ Emb(Σ0,M) tel que :
β(0) = jΣ0 , (pΣ0 ◦ β)(0) = α(0) = Σ0 et (pΣ0 ◦ β)(1) = α(1) = Σ1 .
Si l’on regarde f comme une application a` valeurs dans Σ0 = pΣ(f), alors on constate que
pΣ(β(1) ◦ f) = Σ1 avec β(1) ◦ f ∈ Emb(Σ,M) .
Ainsi, Σ1 ∈ Gr(Σ,M) . 
Lemme 2.8 L’application pΣ : Emb(Σ,M)→ Gr(Σ,M) admet des sections locales.
De´monstration. Soit W ∈ Gr(Σ,M) et soit f ∈ Emb(Σ,M) tel que pΣ(f) =W . On peut constater que
l’application σ : ϕW (UW )→ Emb(Σ,M) de´finie par
σ(ϕW (s))(x) := expf(x) s(f(x))
est une section locale de pΣ . 
Lemme 2.9 L’action λ : Emb(Σ,M)×Diff+(M)→ Emb(Σ,M) est libre. De plus, pour W ∈ Gr(Σ,M)
et f ∈ Emb(Σ,M) telle que pΣ(f) = W , on a p
−1
Σ (W ) = Of ou` Of est l’orbite de f pour l’action λ .
De´monstration. La liberte´ de λ est e´vidente. Montrons que p−1Σ (W ) = Of . Notons [µ] l’orientation de
Σ . Par la suite, nous noterons f−1 l’unique application lisse de W dans Σ ve´rifiant f−1 ◦ f = idΣ (et de
meˆme pour g) . On a :
g ∈ p−1Σ (W ) ⇔ g(Σ) = f(Σ) et [(g
−1)∗µ] = [(f−1)∗µ]
⇔ g = f ◦ ϕ avec ϕ = f−1 ◦ g ∈ Diff(Σ)
et [(g−1)∗µ] = [(f−1)∗µ]
⇔ g = f ◦ ϕ avec ϕ ∈ Diff+(Σ)
⇔ g = λ(f, ϕ) avec ϕ ∈ Diff+(Σ) .
Ainsi, p−1Σ (pΣ(f)) = Of . 
Lemme 2.10 Pour W ∈ Gr(Σ,M) et f ∈ Emb(Σ,M) telle que pΣ(f) = Σ , l’application
Λ : p−1Σ (ϕW (UW )) −→ Diff
+(Σ), g 7→ σ
(
pΣ(g)
)−1
◦ g
est lisse mode´re´e (ici σ correspond a` la section construite dans le Lemme 2.8).
De´monstration.Remarquons que Λ est bien de´finie et est l’unique application ve´rifiant λ
(
σ
(
pΣ(g)
)
, Λ(g)
)
=
g pour tout g ∈ p−1Σ (ϕW (UW )) .
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Montrons que Λ est lisse mode´re´e. Pour g ∈ p−1Σ (ϕW (UW )) et x ∈ Σ on a :
Λ(g)(x) =
((
σ
(
pΣ(g)
))−1
◦ g
)
(x) ⇒ σ
(
pΣ(g)
)(
Λ(g)(x)
)
= g(x) .
Notons s ∈ ΓC∞(W,NW ) l’unique section de ΓC∞(W,NW ) ve´rifiant pΣ(g) = ϕW (s) . On a alors :
σ
(
ϕW (s)
)(
Λ(g)(x)
)
= g(x) ⇒ exp(f◦Λ(g))(x)
((
s ◦ f ◦ Λ(g)
)
(x)
)
= g(x)
⇒
(
s ◦ f ◦ Λ(g)
)
(x) = τ−1W
(
g(x)
)
⇒
(
f ◦ Λ(g)
)
(x) =
(
πNW ◦ τ
−1
W ◦ g
)
(x)
⇒ Λ(g)(x) =
(
f−1 ◦ πNW ◦ τ
−1
W ◦ g
)
(x) .
Ainsi, Λ(g) = f−1 ◦ πNW ◦ τ
−1
W ◦ g , et l’on peut remarquer que l’application f e´tant fixe´e, f
−1 est une
application lisse inde´pendante de g ∈ p−1Σ (ϕW (UW )) . On en de´duit que Λ est bien une application lisse
mode´re´e.

De cette succession de lemmes, on en de´duit :
The´ore`me 2.11 L’application pΣ : Emb(Σ,M)→ Gr(Σ,M) est un Diff
+(Σ)-fibre´ principal mode´re´ pour
l’action λ .
De´monstration. Prenons W ∈ Gr(Σ, M) et choisissons f ∈ Emb(Σ,M) telle que pΣ(f) = W . On peut
conside´rer le diagramme commutatif suivant :
p−1Σ
(
ϕW (UW )
)
ϕW (UW )×Diff
+(Σ)
ϕW (UW )
✲Ψ
❍
❍
❍
❍❍❥
pΣ
✟
✟
✟
✟✟✙
pr1
ou` Ψ(g) := (pΣ(g), Λ(g)) .
D’apre`s le Lemme 2.10, Ψ est une application lisse mode´re´e. Cette application est de plus Diff+(Σ)-
e´quivariante, d’inverse lisse mode´re´e Ψ−1
(
ϕW (s), ϕ
)
= σ
(
ϕW (s)
)
◦ϕ . On construit ainsi des trivialisations
de Emb(Σ, M) faisant de Emb(Σ, M) un Diff+(Σ)-fibre´ principal au-dessus de Gr(Σ, M) . 
3 Homoge´ne´ite´ des composantes connexes de Grk(M) sous l’ac-
tion des diffe´omorphismes de M
Pour Σ ∈ Grk(M), nous savons que la composante connexe
(
Grk(M)
)
Σ
de Grk(M) contenant Σ est
connexe et localement connexe par arcs (l’espace mode`le e´tant de Fre´chet) et donc,
(
Grk(M)
)
Σ
est aussi
connexe par arcs. On a alors, tout comme en dimension finie :
Proposition 3.1 La composante connexe
(
Grk(M)
)
Σ
est connexe par arcs pour des arcs lisses.
Pour montrer ce re´sultat, nous avons besoin d’un lemme que l’on peut de´duire de [Hir94] (voir exercice
3.b, section 8.1, page 182 de [Hir94]).
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Lemme 3.2 Si β : [0, 1] → Emb(Σ,M) est un chemin continu, alors il existe une application lisse
F : [0, 1]× Σ→M telle que :
(i) l’application Ft : Σ→M, x 7→ F (t, x) soit un plongement pour tout t ∈ [0, 1] ;
(ii) F0(Σ) = β(0)(Σ) et F1(Σ) = β(1)(Σ) .
De´monstration de la Proposition 3.1. Prenons α : [0, 1] →
(
Grk(M)
)
Σ
un chemin continu de(
Grk(M)
)
Σ
. Notons Σ0 := α(0) et Σ1 := α(1) . D’apre`s le Lemme 2.6, il existe β : [0, 1]→ Emb(Σ0,M)
un chemin continu de Emb(Σ0,M) tel que :
(p ◦ β)(0) = α(0) et (p ◦ β)(1) = α(1) .
Mais alors, d’apre`s le Lemme 3.2, nous pouvons trouver ε > 0 et une application lisse F : ]−ε, 1+ε[×Σ0 →
M telle que :
(i) l’application Ft : Σ0 →M, x 7→ F (t, x) soit un plongement pour tout t ∈ [0, 1] ;
(ii) F0(Σ0) = β(0)(Σ0) et F1(Σ0) = β(1)(Σ0) .
Il en re´sulte que l’application t ∈]− ε, 1 + ε[→ Emb(Σ0,M), t 7→ Ft est une courbe lisse de Emb(Σ0,M)
pour ε suffisamment petit (car Emb(Σ0,M) est ouvert dans C
∞(Σ0,M)).
Par suite, p ◦ Ft est une courbe lisse de
(
Grk(M)
)
Σ
ve´rifiant :
p ◦ F0 = F0(Σ0) = β(0)(Σ0) = α(0) = Σ0
et p ◦ F1 = F1(Σ0) = β(1)(Σ0) = α(1) = Σ1
ce qui montre la proposition. 
A pre´sent, conside´rons Diff 0(M), la composante connexe de Diff(M) contenant l’e´le´ment neutre IdM
ainsi que son action naturelle sur
(
Grk(M)
)
Σ
:
ϑ : Diff 0(M)×
(
Grk(M)
)
Σ
→
(
Grk(M)
)
Σ
, (ϕ,W )→ ϕ(W ) .
On a alors le re´sultat d’homoge´ne´ite´ suivant :
The´ore`me 3.3 L’action de Diff 0(M) sur
(
Grk(M)
)
Σ
est transitive.
De´monstration. Soient Σ0 et Σ1 deux e´le´ments de
(
Grk(M)
)
Σ
et α : [0, 1]→
(
Grk(M)
)
Σ
une courbe
continue joignant Σ0 et Σ1 . Tout comme dans la de´monstration de la Proposition 3.1, nous pouvons
trouver une application lisse F : [0, 1]× Σ0 →M telle que :
F0(Σ0) = Σ0 et F1(Σ0) = Σ1
et telle que Ft soit un plongement pour tout t ∈ [0, 1] .Mais alors, d’apre`s un re´sultat classique de topologie
diffe´rentielle (voir The´ore`me 1.3, chapitre 8, page 180 de [Hir94]), nous pouvons trouver une application
lisse F˜ : [0, 1]×M →M ve´rifiant pour tout t ∈ [0, 1] :
(i) F˜t ∈ Diff(M) ;
(ii) F˜0 = Id et Ft = F˜t|Σ0 .
D’apre`s la caracte´risation des courbes lisses de Diff(M), on en de´duit que F˜t est une courbe lisse de Diff(M)
joignant IdM et F˜1 ce qui implique en particulier que F˜1 ∈ Diff
0(M) . De plus, ϑ(F˜1,Σ0) = F˜1(Σ0) =
F1(Σ0) = Σ1 ce qui prouve le the´ore`me. 
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Remarque 3.4 On pourrait montrer le The´ore`me 3.3 en utilisant le The´ore`me de Nash-Moser via le
The´ore`me 2.4.1 de [Ham82].
Remarque 3.5 A partir du The´ore`me 3.3 , on peut montrer que la composante connexe
(
Grk(M)
)
Σ
de
la Grassmannienne est aussi homoge`me sous l’action du groupe SDiff(M,µ) des diffe´omorphimes de M
qui pre´servent une forme volume donne´e µ (voir [HV04]) .
Appendice
Dans cet appendice, on donne – sans de´monstrations – quelques re´sultats techniques utiles pour la
ge´ome´trie en dimension infinie, plus particulie`rement pour l’e´tude des varie´te´s modele´es sur des espaces
de Fre´chet (pour une introduction aux espaces de Fre´chet, on pourra consulter [BB03] ou [Jar81], pour les
varie´te´s modele´es sur des espaces de Fre´chet, [Ham82], [KM97], etc.).
De´finition 3.6 Soit F un espace de Fre´chet, I un ouvert de R et c : I → F une application. On dit que
c est de´rivable sur I si pour tout x ∈ I , le quotient
(
c(x + h)− c(x)
)
/h converge lorsque h → 0 , on note
alors c′ sa de´rive´e. On dit qu’une courbe c : I → F est lisse si elle admet des de´rive´es a` tous les ordres.
La proposition “folklorique” suivante (voir [Mol]) relie deux notions de calcul diffe´rentiel sur les espaces
de Fre´chet. L’une utilise la notion de courbes lisses et est de´veloppe´e dans [KM97], l’autre, plus classique,
utilise la diffe´rentielle de Gaˆteaux et est de´veloppe´e, par exemple, dans [Ham82], [Mil84], etc.
Proposition 3.7 Si U ⊆ E est un ouvert d’un espace de Fre´chet E et f : U → F une application de U
dans un autre espace de Fre´chet F , alors f est lisse (au sens de [Ham82]) si et seulement si f ◦ c est une
courbe lisse de F pour toute courbe lisse c : I → U .
Pour rendre cette dernie`re proposition utile , nous avons besoin d’une bonne description (que l’on peut
trouver dans [KM97]) des courbes lisses de ΓC∞(M, E) ou`M est une varie´te´ compacte et E →M un fibre´
vectoriel de rang fini (pour une description de la topologie de ΓC∞(M, E) , on pourra consulter [Die72],
Proposition 17.2.2, page 238).
Proposition 3.8 Si s : I → ΓC∞(M, E) est une courbe lisse de ΓC∞(M, E) , alors l’application s∧ :
I ×M → E, (t, x) 7→ st(x) est une application lisse.
Re´ciproquement, si f : I ×M → E est une application lisse telle que f(t, x) ∈ Ex pour tout (t, x) ∈
I ×M , alors l’application f∨ : I → ΓC∞(M, E) de´finie par f∨(t)(x) := f(t, x) est une courbe lisse de
ΓC∞(M, E) .
De cette proposition, on peut en de´duire facilement une caracte´risation naturelle des courbes lisses des
sous-varie´te´s de C∞(M,N) pour laquelle on renvoie le lecteur a` [KM97], Lemme 42.5, page 442.
De´finition 3.9 Une suite (xn)n∈N d’un espace de Fre´chet F “converge rapidement” vers x ∈ F si pour
tout k ∈ N , la suite nk(xn − x) est borne´e (borne´e au sens des espaces topologiques localement convexes,
voir [Jar81] ou [KM97]).
Lemme 3.10 Si (xn)n∈N , est une suite d’un espace de Fre´chet F qui converge vers x ∈ F , alors on peut
trouver une sous-suite de (xn)n∈N qui converge rapidement vers x.
De ce lemme ainsi que du “special curve lemma” de [KM97], page 16, on en de´duit
Proposition 3.11 Si (xn)n∈N est une suite d’un espace de Fre´chet F qui converge vers x ∈ F , alors (a`
sous-suite pre`s) on peut trouver une courbe lisse c : R→ F telle que c( 1
n
) = xn et c(0) = x .
Remerciements. Je tiens a` remercier Tilmann Wurzbacher qui m’a encourage´ a` faire cet article et
qui m’a chaleureusement accompagne´ durant sa re´daction.
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