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We show a purity assumption which seems to be implicit in the theory of the 
geometry of diagrams (developed by F. Buekenhout in: Geom. Dedicata 8 (1979), 
253-257; 296-298; J. Combin. Theory Ser. A 27, (1979), 121-151); charac- 
terizations of those structures on which this assumption holds are given (pure 
structures), and a suffrcent condition on a structure to be pure is also presented. 
Let us recall the definition of incidence structure, given in [3-5). We shall 
start by considering quadruples 9 = (S, @, A, r), where S and A, respec- 
tively, the set of the varieties and the set of the types of Y, are nonempty 
sets; r is a mapping from S onto A; and @ is a reflexive and symmetric 
relation on S. 
Here, @ is said to be the incidence relation; given two subsets F and G of 
S, we say that F is incident to G, and write F@G, if F x G s @. Trivially, 
the empty set is incident to every subset of S. A flag is a (possibly empty) 
subset of S incident to itself. Henceforth, we shall never distinguish between 
the variety x and the flag {x}. 
Given x E S, r(x) is the type of the variety x; and, given i E A, a variety of 
type i is said to be an i-variety. Given a flag F, t(F) is the type of F, and the 
cardinal number of t(F) is the rank of F. the cotype t*(F) of a flag F is the 
set A - T(F), and the corank of F is the cardinal number of z*(F). The rank 
of 9 is the cardinal number of A, and is denoted by rank(Y). 
The following constructions are needed in defining incidence structure: 
(1) The relation @ trivially defines a graph F(9) on the set of the 
varieties of 9’. Given Xs A, .Fjj(Y) is the subgraph of F?(Y) whose 
vertices are the varieties which have the elements of X as types. 
(2) Given a flag F, R(F) is the set of the varieties incident to F whose 
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types belong to r*(F). Because there is no danger of ambiguity, we shall still 
denote by @ and r the restrictions of @ and t to R(F); the quadruple 
9(F) = (W), @, r*(F), r) is said to be the residue of F. Trivially, 
2% = z@(0). 
(3) Given a type i and a flag F of Y, o”(F) is the set of the i-varieties 
of 9 incident to F, and it is said to be the i-shadow of F in 9; when it will 
be unambiguous, we shall write a,(F) or o(F) instead of a”(F); and when we 
work on the residue 9(G) of a flag G we shall always write a:(F) instead of 
q’“‘(F) (obviously, here F is a flag of 9(G)). A flag F is said to be i- 
reduced in Y if there is no proper subflag H of F so that criY(Z-I) = qY(F). 
By Si we mean the set of the i-varieties of Y; trivially, a variety x of Y is i- 
reduced iff u”(x) # Si (=a”@)); an d a nonempty flag F is i-reduced only if 
c(F) # Si* 
A quadruple Y = (S, @, A, r), where S, @, A, and r are defined as above, 
is an incidence structure if: 
(i) For every flag F of type different from A there are at least two 
flags of type A which contain F. 
(ii) For every type i, the graph qiI(Y) has no edge. 
(iii) For every flag F and for every choice of the distinct types i and j 
in z*(F), the graph qi,,,(9(F)) is connected. 
(iv) For every flag G and for every type i in r*(G), for every flag F of 
9(G) and for every variety x of 9’(G), if 0 # up(F) n up(x), then there is a 
flag H of 9(G) such that F@H@x and up(H) = u:(F) n up(x). 
Henceforth we shall always suppose that 9 = (S, @, A, z) is an incidence 
structure offinite rank. Then we have (see [3, Sect. 6, Proposition 31): 
PROPOSITION A. For every type i, let Zi be the set of the i-shadows of 
flags of 9, and ZT = C,U {O}; then CT is a semilattice under the set- 
theoretic meet. 
Let 2 = rank(Y); then 9 is said to be a generalized digon if Y(Y) is a 
complete bipartite graph, and it is said to be a partial linear space if Y(9) 
does not contain 4-cycles. By [3, Sect. 6, Proposition 21 it easily follows 
that: 
PROPOSITION B. For every 9, if 2 = rank(Y), then 9 is either a 
generalized digon or a partial linear space. 
Then we may state an equivalence relation E between the incidence 
structures of rank 2, by setting 9, = 9, when either Sq and Y2 are both 
generalized digons or are both partial linear spaces. 
188 ANTONIO PASINI 
In this paper we do not need the definition of diagram, given in [3-51; the 
following notion of residual class will be suffticent. 
Given an incidence structure 9, and an unordered pair {i, j} of distinct 
types of Y, the class of the residues of flags of Y of cotype {i, j} is said to 
be the residual class of (rank 2 and) type {i, j}. We have no need of residual 
classes of rank other than 2, in this paper; so, henceforth, when we deal with 
residual classes, the phrase of rank 2 will always be omitted. We may now 
define a graph Y(d) on the set A of the types of 9, by setting i joined to j if 
the residual class of type {i, j} contains at least one partial linear space. 
Proposition B above justifies the following definitions: a residual class is 
said to be mixed if it contains both generalized digons and partial linear 
spaces; it is said to be pure if otherwise. An incidence structure is said to be 
pure if all its residual classes are pure, mixed if otherwise. 
The theory developed by Buekenhout (in [3,4]) seems to assume 
implicitly that only pure structures are considered. We shall see the 
following: 
There are mixed structures; Theorem 4 of [3, Sect. 61 and the results of 
[4] fail on these. We shall characterize pure structures. 
Nevertheless, Theorem 5 of [3, Sect. 61 does not suffer by these gaps; we 
shall prove, indeed, that 9 is pure when F(A) has no 3-cycle; hence the 
theory developed at [3] bears no weighty damage by these gaps. 
EXAMPLES OF MIXED STRUCTURES 
In this section we shall freely adopt informal locutions, usual in 
combinatorial topology, such as to colour a triangulation by black and white, 
opposite colours, and so on. 
(1) Let T be a triangulation of an (orientable closed) surface. Let T’ 
be the barycentric subdivision of T, and let us colour the triangles of T’ by 
black or white so that adjacent triangles have opposite colours (it is easily 
seen that this is possible iff the surface is orientable). Let us consider an 
incidence structure which has the vertices and the triangles of T’ as 
varieties, so that a vertex and a triangle are said to be incident if the vertex 
belongs to the triangle, and two triangles are said to be incident if they are 
adjacent; the set of the types is given by the words vertex, black, and white, 
assigned to the varieties by an obvious manner. A straightforward 
verification shows that this is indeed an incidence structure; and it is easily 
seen that the residual class of type {black, white} is mixed. If we put black 
and white into the roles which Theorem 4 of [ 3, Sect. 61 states of 1 and 0, 
respectively, we get a counterexample to this theorem: consider two black 
triangles of T’ adjacent to the same edge of T. Finally, if we consider one of 
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these two triangles and their common vertex, we get a counterexample to [4, 
Theorem 11. 
(2) Let T be a triangulation of a projective plane, coloured by black 
and white so that adjacent triangles have opposite colours; let us define an 
incidence structure on T, just as before. An easy computation shows that this 
incidence structure is mixed, because the projective plane has Euler charac- 
teristic equal to 1. Similarly, if we work upon a sphere, we get pure 
structures only if T has just 8 triangles. If this is the case, the graph Y(d) is 
not a cycle (here: A = {black, white, vertex}). 
Remark. By these methods we may construct pure incidence structures 
with cyclic diagrams (i.e., c’F(A) is a cycle) upon triangulations of any closed 
surface other than a sphere or a projective plane. Indeed, the usual 18 
triangles triangulations of a torus or of a Klein bottle may be coloured by 
black and white so that they give rise to pure incidence structures with cyclic 
diagrams. And if we have two triangulations which, coloured by black and 
white, give rise to pure incidence structures with cyclic diagrams, then we get 
another such triangulation by glueing the previous two triangulations on a 
triangle which is black in one of them and white in the other. But every 
closed surface other than a sphere or a projective plane may be got by 
connected sums of tori and/or Klein bottles. So, the above assertion is true. 
NECESSARY AND SUFFICENT CONDITIONS ON A 
STRUCTURE TO BE PURE 
Henceforth Y = (S, @, A, r) will always be an incidence structure offinite 
rank. 
Let us consider the following conditions: 
(*) For every. type i and for every choice of the i-reduced flags A 
and B, if A@B and ai(A) = ai( then A = B. 
(**) For every type i and for every choice of the i-reduced varieties a 
and b, if a@b and a,(a) = a,(b), then a = b. 
Trivially, (*) implies (**). 
Moreover, if (*) holds on 9, then, given a flag F, there is just one i- 
reduced subflag F of F so that cr@) = oi(F); hence we may use the phrase 
the i-reduction of a flag F. 
We have: 
LEMMA 1. If (*) holds on 9, then (*) holds on the residue of every flag 
of .Y. 
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Let (*) hold on 9 and F be a flag of 9. Let i E r*(F) and A and B be i- 
reduced flags on S(F), as in the hypothesis of (*). Let x and B be the i- 
reductions in Y’ of A U F and B U F, respectively. A and B are i-reduced in 
9(F), so there are suitable subflags FA and F1! of F such that A= A U FA 
andB=BUF,;moreover,by (*)onY,A=B. HenceA=B. Q.E.D. 
LEMMA 2. Let (**) hold on S?(F),for everyjlag F of 9; then (*) holds 
on .Y. 
By induction on rank(.Y’). If rank(Y) = 2, there is nothing to be proved. Let 
rank(Y) > 2, and let A and B be as in the hypothesis of (*). Let A f7 B # 0; 
then, on .%(A n B), we have A -B = B -A = 0, by inductive hypothesis; 
hence A = B. Now let A f7 B = 0. If both A and B are varieties, there is 
nothing to be proved. Let us suppose that A is not a variety, and let 
a,, a2 E A, a, # a*. On 9(al) and S(aJ we get, by inductive hypothesis, 
A - {a,} = B and A - (a*} = B: a contradiction. Q.E.D. 
LEMMA 3. Let (*) hold on 9. Then: 
(i) For every type i and for every choice of the jlags A and B, if 
o,(A) 5 oi(B) and A is i-reduced, then A@B. 
(ii) For every type i and for every choice of the i-reduced flags A and 
B, if a,(A) = ai then A = B. 
Condition (ii) trivially follows by (i) and (*). Let us prove (i). Let A and B 
be as in the hypothesis of (i); for every b E B there is an i-reduced flag G, 
such that A@G,@b and ui(Gb) = oi(A). Hence A = G,, by (*). Finally, 
A@B. ’ Q.E.D. 
The following lemma, together with Lemma 3, allows us to save most of 
the statement ‘of [4, Theorem 11. 
LEMMA 4. Condition, (* *) holds on every incidence structure of finite 
rank. 
By induction on rank(Y). If rank(P) = 2 there is nothing to be proved. Let 
rank(Y) > 2. Let i, a, and b be as in the hypothesis of (* *). Let us assume 
a # b. Then neither a nor b are i-varieties; let h and k be the types of a and 
b, respectively; for every k-variety b’ incident to a, a,(b’) 2 ai( Indeed, 
otherwise, on 9(a) we get b = b’ by inductive hypothesis and by Lemmas 2 
and 3. Similarly, a,(a’) 2 o,(a), for every h-variety a’ incident to b. Let b’ 
and a’ be, respectively, a k-variety and an h-variety different from b and a, 
and incident to a and b, respectively. We have a,({b’, a}) n u,(a’) = ai( 
Let G be an i-reduced flag such that {b’, a}@G@a’ and u,(G) = a,(a). It is 
trivially seen that G does not contain h-varieties; moreover, G does not 
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contain i-varieties, and G # 0, because a and b are i-reduced. Let 
a,(~‘) # ~~(a). Then, on .%‘(a’), by inductive hypothesis and by Lemma 3, we 
have G = b; so b@b’: a contradiction. Therefore ~,(a’) = ~~(a). Similarly, 
o,(b’) = oi(b). Now let a be an h-variety so that o,(G) @ u,(u); such a variety 
there exists, because a is i-reduced. And let uO, b,,,..., a,, b, the vertices of a 
path in q,JY), so that a, = 5 and 6, @a. We may now easily see that 
oi(b,)= ai( Ui(U) (t = 0, l,..., n); and we get a contradiction. So a must 
be equal to b. Q.E.D. 
COROLLARY 1. Condition (*) holds on every incidence structure offlnite 
rank. 
The proof is trivial by the,previous lemmas. 
COROLLARY 2. For every choice of the types i and j, if there are i- 
reduced j-varieties, then every j-variety is i-reduced. 
Let b be an i-unreduced j-variety; if a is any other j-variety, we have 
u,(a) c Si = ai( And a cannot be i-reduced, by Corollary 1 and Lemma 3. 
Q.E.D. 
A type j is said to be i-reduced if there are i-reduced j-varieties (then all 
the j-varieties are i-reduced, by Corollary 1). By Lemma 3, we get that, given 
two varieties x and y, such that r(x) and r(y) are i-reduced, x@y if ui(x) c 
ai and, moreover, Ui(X) = ai iff x = y; and that every i-reduced variety 
is incident to every i-unreduced variety. Finally we have 
COROLLARY 3. The set Ai of the i-reduced types is the connected 
component of Y(A) which contains i. 
By Theorem 2 of [3, Sect. 51, Ai is contained in the connected component of 
Y(d) which contains i. Conversely, the previous remarks show that no i- 
reduced type can be joined in Y(A) to some i-unreduced type: this sufftces to 
prove the reverse inclusion. Q.E.D. 
COROLLARY 4. For every choice of thejlugs A and B and for every type 
i, if0 # u,(A) n u,(B), then there is aflag G such that A@G@B and u,(G) = 
o,(A) n o,(B). 
By Proposition A, there is a flag G such that ai = ui(A) n ai( We may 
assume that G is i-reduced. Then A@G@B, by Corollary 1 and Lemma 3. 
Q.E.D. 
Henceforth, given a set X, by 1x1 we mean the cardinal number of X, and, 
given two cardinal numbers a and /?, by max(a, /3) we mean their maximum. 
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LEMMA 5. For every choice of the distinct types i and j and for every 
choice of the flags F and F’ of cotype {i, j}, if 
then 9(F) E 9P(F’). 
By induction on rank(Y). If rank(Y) = 2 there is nothing to be proved. Let 
rank(P) > 2. And let F and F’ be as in the hypothesis of the lemma. Let 
F f7 F’ # 0; 9(F) = .%?(F’) follows by the inductive hypothesis, which holds 
on .R(F n F’). Now let F n F’ = 0 and 9(F) be a generalized digon. By 
Corollary 4 there is a j-reduced flag G so that u,(G) = uj(F) n uj(F’) and 
F@G@F’. We have r(G) c {i, j}, because 0 = F n F’. We may assume that 
1 uj(F) n uj(F’)I > 2. Th en r(G) c {i}. If G is an i-variety, we have uj(F) = 
u,(G) s ai( because S(F) is a generalized digon; and uj(F) # Sj, because 
G is j-reduced. Then, if F is the j-reduction of F, 0 #@F’, by the previous 
lemmas. Therefore Fc F’; and this contradicts the assumption that 
F n F’ = 0; so G must be empty; hence uj(F) = u,(F’) = Sj. But S’(F) is a 
generalized digon. Then there is some i-variety a such that uj(a) = Sj; 
therefore i is not j-reduced; finally, 9’(F’) is a generalized digon. Q.E.D. 
THEOREM 1. The following statements are equivalent: 
(i) .ip is pure. 
(ii) For every choice of the distinct types i and j and for every choice 
of theflags F and F’ of cotype {i, j}, if 
max(l u,(F) n ui(F’)I, 1 u,(F) n uj(F’)I) = 1, 
then 9(F) E .%‘(F’). 
Trivially, (i) implies (ii). Let us prove that (ii) implies (i). By induction on 
rank(Y). If rank(Y) = 2, there is nothing to be proved. Let rank(Y) > 2 
(and (ii) hold). Let i and j be distinct types and F and F’ be flags of cotype 
{i, j}. Let k E r(F) and a and a’ be the k-varieties of F and F’, respectively, 
and (b, , a, ,..., b,, a,) be the sequence of the vertices of a path of qj,k)(Y) 
such that a@b, and a’ = a,,; let (F1, G,,..., F,, G,) be a sequence of flags of 
cotype {i, j} such that a,-, E F,, a, E G, and G,@b,@F, (t = l,..., n; and 
a,, = a). Then we may limit ourselves to consider the case when a = a’, or 
Fob@;‘, where b is some j-variety. In the first case, 9(F) = S’(F’) follows 
by the inductive hypothesis, which holds on S’(a). In the second case we 
have max(l uj(F) n uj(F’)I, I at(F) n u,(F’)I) > 1, and 9(F) = 9(F’) follows, 
by (ii) or by Lemma 5. Q.E.D. 
THEOREM 2. 9 is pure tf P(Y) contains no 3-cycle. 
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By induction on rank(Y). If rank(P) = 2, there is nothing to be proved. Let 
rank(Y) = 3, and U, U, and w  be the types of 9, and Y(d) be not a 3-cycle; 
we may assume, then, that A+!(X) is a generalized digon, for every w-variety 
x. Let a be a u-variety and A’(a) be a generalized digon. Let a’ be any other 
v-variety, and a,, x0, a i, x i ,..., a,, , x, be the vertices of a path of q;,,,,(Y) 
such that a = a, and x,&z’. We have a,(~,) = a,(~,), because 9(x,,) and 
s(a,,) are generalized digons. But l~,(b,, x01)1 > 2 and o,(kl x0\> c 
cU(x,,) = ~,(a~). Then ]a,(~,) n cr,(uJ] > 2. So s(a,) = &?(a,), by Lemma 5. 
By iteration of this argument, ,%‘(a) = ,%‘(a’). 
Now let rank(Y) > 3, and F and F’ be flags of cotype {i, j}, and 9(F) be 
a generalized digon; let Y(d) have no 3-cycle, and y and x be, respectively, 
the k-variety and the h-variety of F, where h, k E z(F), and x’ and y’ are the 
h-variety and the k-variety of F’; let x,,, y,,, x,, y, ,..., x,, y, be the vertices of 
a path of $;h,kr(Y) such that x0 = x, yO = y, x, = x’, and yn = y’. For every 
t = 0, l,..., n, let F, and G, be flags of cotype {i, j} and containing {xt, y,} 
and {xt+ , , y,}, respectively, and so that F, = F and F, = F’. By the inductive 
hypothesis, which holds on 2(y,) and 9(x,), we get A?(G,) = 9(F,) = 
%‘(G,- J. Finally, 9(F) = S’(F’). Q.E.D. 
Therefore, Theorem 5 of [3, Sect. 61 is safe: indeed its hypothesis requires 
that Y(d) is a tree; hence 9 is pure, by the previous theorem. 
The Theorem 3 extends to the mixed structures part of the results of [4]. 
Recall that, given Xc_ A and i, j E A, X is said to separate i from j in Y(A) if 
there is no path of Y(A) from i to j with vertices in A - X. We have 
THEOREM 3. Let H be a jlag and j a type; the j-reduction of H is 
contained in the set of the varieties x of H such that z(H) - T(X) does not 
separate j from 5(x). 
Let fi be the j-reduction of H, r(H) is contained in the connected component 
of j in r(d). Let us assume, by contradiction, that r(H) - r(x) separates j 
from r(x), for some x E fi. Let K be the subflag of H given by the varieties 
whose types belong to paths from j to r(x) and are different from r(x); x is 
not j-reduced in 2(K); then u,(x) 2 o,(c); hen_ce ui(H - {x}) = U,(H); and 
this contradicts the assumption that x E H and H isj-reduced. Q.E.D. 
COROLLARY 5. Let Y be pure, H be a jlag and j be a type of 9. The j- 
reduction of H is the set of the varieties x of H such that r(H) - t(x) does 
not separate j from 5(x). 
Let x E H and r(H) - r(x) not separate j from r(x), and H be the j-reduction 
of H. If, by contradiction, x $Z fi, x is not j-reduced in s(n); hence r(H) 
separates j from r(x), because Y is pure; this is a contradiction. Q.E.D. 
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Corollary 5 and Lemma 3 give [4, Theorem 11, provided that we are 
dealing with pure structures; conversely, [2, Theorem] and [4, Theorem 11, if 
it is referred to pure structures, give the previous corollary. 
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