In this paper, we investigate whether U.S. bank holding companies (BHCs) with strong and independent risk management functions had lower enterprise-wide risk. We hand-collect information on the organizational structure of the risk management function at the 74 largest publicly-listed BHCs, and use this information to construct a Risk Management Index (RMI) that measures the strength of organizational risk controls at these institutions. We find that BHCs with a high RMI in the year 2006 (i.e., before the onset of the financial crisis) had lower exposure to private-label mortgage-backed securities, were less active in trading off-balance sheet derivatives, had a smaller fraction of non-performing loans, and had lower downside risk during the crisis years (2007 and 2008). In a panel spanning the 9 year period 2000-2008, we find that BHCs with higher RMIs had lower enterprise-wide risk, after controlling for size, profitability, a variety of risk characteristics, corporate governance, executive compensation, and BHC fixed effects. This result holds even after controlling for any dynamic endogeneity between risk and RMI. Overall, these results suggest that strong internal risk controls are effective in restraining risk-taking behavior at banking institutions. * We would like to thank
Introduction
There is wide-spread agreement on the proximate causes of the current financial crisis: banks had substantial exposure to subprime risk on their balance sheets, and these risky assets were funded mostly by short-term market borrowing (Kashyap et al. (2008) , ). As a result, what began as a housing crisis in the United States soon turned into a full-blown global financial crisis. Among the explanations for why banks exposed themselves to such risks, a prominent explanation that has been advanced by policymakers, bank supervisors and academics is that there was a failure of risk management at banks. 2 The argument seems to be that traders and other bank executives with high-powered payfor-performance schemes were exploiting deficiencies in the internal control systems, and risk managers were unable or powerless to restrain them (Senior Supervisors Group (2008) , Kashyap et al. (2008) ).
In this paper, we focus on the organizational structure of the risk management function at bank holding companies (BHCs) in the United States. The key question we examine is whether BHCs that had strong internal risk controls in place had lower enterprise-wide risk, after controlling for the underlying risk of the BHCs' business activities. To this end, we construct an innovative risk management index that measures the importance attached to the risk management function within the organization, and how well information on risk from the different business segments is conveyed to the BHC's board of directors.
We gauge the importance attached to the risk management function by examining if the BHC has a designated Chief Risk Officer (CRO) and how powerful the CRO is within the organization; specifically, whether the CRO is among the top five highly paid executives, and how the CRO's pay compares with that of the Chief Executive Officer (CEO). Similarly, 1 Comments from his special address delivered at the 44 th annual Conference on Bank Structure and Competition, held at the Federal Reserve of Chicago in May 2008.
2 Stulz (2008) characterizes a failure of risk management as one of the following: failure to identify or correctly measure risks, failure to communicate risk exposures to the top management, and failure to monitor or manage risks adequately.
to gauge how well quantitative and qualitative information on risk is shared between the top management and business segments, we examine whether the directors serving on the BHC's designated board committee to oversee risk have prior banking experience, the frequency of the meetings held by the BHC's designated board risk committee, and the banking and financial industry experience of the directors serving on the board of directors.
Our research question is motivated by the idea that a strong and independent risk management function is necessary to effectively manage risk in modern-day banking institutions. This is because deposit insurance protection and implicit too-big-to-fail guarantees weaken the incentives of debtholders to impose market discipline, while the ever increasing complexity of modern-day banking institutions and the ease with which their risk profiles can be altered by traders and security desks makes it difficult for supervisors to regulate risks ). The increasing complexity of modern-day banking institutions also makes it difficult to measure risk and to communicate risk objectives to business segments in easily quantifiable terms. As Stulz (2008) notes, once risk management moves away from established quantitative models, it becomes easily embroiled in intra-firm politics; e.g., traders whose bonuses depend on the risks they take, may be at cross-purposes with the risk officer. Therefore, the outcome for the institution depends on how strong and independent the risk management function is.
Policymakers and supervisors seem to echo this view. Based on its discussions with the largest financial institutions, the Senior Supervisors Group (2008) has concluded that what distinguished well-managed institutions that fared well during the crisis was that they had strong and independent risk management functions, and that there was a robust dialogue between their senior management team and business segments regarding organization-wide risk preferences. 3 In particular, the SSG report highlights specific weaknesses in risk management practices that contributed to heavy losses at institutions that performed poorly during the crisis: excessive reliance on external credit rating agencies and backward-looking measures of risk, and failure to conduct forward-looking stress tests; 4 failure to identify correlation risk; 5 and underestimation of liquidity risk.
Our specific focus on BHCs is motivated by three important considerations. First, a typical BHC is comprised of several independent subsidiaries, each with its own management and board of directors, involved in a wide variety of financial activities. This kind of an 3 The Senior Supervisors Group (SSG) is a group of supervisory agencies from France, Germany, Switzerland, the United Kingdom, and the United States.
4 Some institutions tended to assume that they could apply the low historical return volatility of corporate credits rated 'Aaa' to super-senior tranches of CDOs, a more novel instrument that rating agencies had likewise rated 'Aaa'.
5 For example, several institutions assigned zero net risk to negative basis trades, where they held long position in a corporate bond combined with a protection in the form of a credit default swap (CDS), under the assumption that correlation between bond prices and CDS prices would follow historical relationships.
organizational structure enhances the importance of an enterprise-wide risk management mechanism that can identify and manage risks on a consolidated basis. Second, most BHCs are publicly listed on stock exchanges and file periodic reports (such as 10-K statements, proxy statements) with the Securities and Exchange Commission (SEC), from which we are able to collect information on their risk management structure. Third, because they are regulated by the Federal Reserve and the FDIC, BHCs are required to report detailed financial information on a quarterly basis. Apart from information on the balance sheet and income statement items, we are also able to obtain detailed information on usage of derivatives and off-balance sheet activities.
We obtain our data from several sources. We hand-collect data on the organization structure of risk management of BHCs from their 10-K statements, proxy statements, and annual reports. Given the effort involved in hand-collection and validation of information, we restrict ourselves to the 74 largest publicly-listed BHCs, in terms of the book value of their assets, at the end of 2007 (which accounted for 78% of the total assets of the banking system). We hand-collect this information for the nine year period, 1999-2007. Financial information on BHCs is obtained from the FR Y-9C reports that they file with the Federal Reserve System. We use three different measures of enterprise-wide risk: aggregate risk, downside risk and tail risk. We use the standard deviation of a BHC's excess weekly return (i.e., weekly return on the BHC's stock less the weekly return on the S&P500) over the calendar year as a proxy for its aggregate risk during the year (see and Laeven and Levine (2009) ). 6 We proxy for downside risk using the mean implied volatility estimated using put options written on the BHC's stock (Bali and Hovakimian (2009) , Cremers and Weinbaum (2008) and Xing et al. (2008) ). We proxy for tail risk using the marginal expected shortfall (MES) measure proposed by , which is defined as the negative of the average return on the BHC's stock over the 5% worst days for the S&P500 during the year. We obtain data on stock returns from CRSP, and data on option prices and implied volatilities from the OptionMetrics database.
As a preamble to our analysis, and in keeping with the motivation of our paper, we begin by examining whether BHCs that had strong internal risk controls in place before the onset to offload holdings of mortgage-backed securities and CDOs, and was relatively cheaper to hedge risks. Consistent with the idea that BHCs with stronger internal risk controls were more judicious in their risk taking behavior, we find that BHCs with a high 2006 RMI had lower exposure to private-label mortgage-backed securities and risky trading assets, were less active in trading off-balance sheet derivative securities, and had a smaller fraction of non-performing loans during the crisis years. Moreover, BHCs with a high 2006 RMI fared (weakly) better in terms of stock return performance, and had lower implied volatilities during the crisis years.
Next, we examine a panel spanning the 9 year period from 2000-2008 to investigate whether BHCs with stronger risk controls had lower enterprise-wide risk, after controlling for the underlying risk profile of the BHC's business activities. In these panel regressions, we are better able to control for unobserved BHC characteristics by including BHC fixed effects.
After controlling for various BHC characteristics like size, profitability, asset and liability composition including capital ratios, other risk characteristics, executive compensation and corporate governance, we find that BHCs with stronger risk controls (i.e., higher values of RMI) in the previous year had lower downside risk, lower tail risk, and lower aggregate risk in the current year. In terms of economic significance, a one standard deviation increase in RMI is associated with 0.43 standard deviation decrease in downside risk, a 0.62 standard deviation decrease in tail risk, and a 0.6 standard deviation decrease in aggregate risk. We must emphasize that our panel regression includes year fixed effects as well as BHC fixed effects. Thus, we are controlling for time-invariant unobserved heterogeneity across BHCs.
Our results reflect a within-BHC decrease in enterprise-wide risk from a strengthening of the risk management function.
One concern with the fixed effects panel regression model is that the negative association between risk and RMI may be driven by some unobserved time-varying omitted variable that jointly determines both risk and the choice of risk controls, or by the dynamic endogeneity between risk and RMI; i.e., causation between risk and RMI could run both ways such that past risk determines both current risk and choice of internal risk controls. This can bias our inferences depending on how causation affects the choice of RMI. It is possible that BHCs exposed to greater risk choose stronger risk management systems, which should bias against us finding a negative association between BHC Risk and RMI. 7 Alternatively, it is possible that the underlying risk culture of the BHC determines both the choice of the risk and the strength of the risk management system; i.e., conservative BHCs take lower risks and put in place stronger risk management systems, while aggressive BHCs take higher risks and 7 The hypothesis follows from theories which suggest that firms that are more likely to experience financial distress should also be more aggressive in managing their risks (Smith and Stulz (1985) , Froot et al. (1993) ). For empirical evidence on this in the banking sector, see Purnanandam (2007) , who shows that banks with higher probability of financial distress manage their interest rate risk more aggressively.
also have weaker internal risk controls. If the risk-culture hypothesis is correct, it will tend to exaggerate the positive association between BHC risk and RMI.
To deal with the dynamic endogeneity problem and the omitted variable bias, we use a dynamic panel GMM estimator developed by Arellano and Bond (1991) , that enables us to use the information from the BHC's history, in the form of lags of risk and other BHC characteristics, to provide instruments for identifying the relationship between RMI and risk.
We choose a specification in which historical risk measures and other BHC characteristics that are lagged three periods or more are available for use as exogenous instruments for the current RMI. Our estimation results confirm the validity of instruments. More importantly, they show that BHCs with strong internal risk controls have lower enterprise-wide risk, even after controlling for the dynamic endogeneity between risk and RMI.
Finally, we also examine if the stock market rewards or penalizes BHCs that have strong internal risk controls. If strong internal risk controls cause the BHC to forgo profitable but risky activities like asset management or derivatives trading, then it is possible that the stock returns are lower for BHCs with high RMI. On the other hand, if strong risk controls can help a BHC avoid taking on excessive idiosyncratic risk, then the stock market should reward BHCs with high RMI. To test these hypotheses, we estimate our panel regressions with the annual return on the BHC's stock as the dependent variable. Our analysis indicates that, all else equal, stock returns are higher for BHCs with high RMI; i.e., the stock market rewards BHCs with strong internal risk controls. This result continues to hold even after we correct for any dynamic endogeneity between return and RMI, using the dynamic panel GMM estimator.
To summarize, our results support the idea that strong and independent risk controls lower enterprise-wide risk in banking institutions. BHCs with strong risk management functions in place before the onset of the financial crisis were more judicious in their exposure to risky financial instruments, and generally fared better during the crisis period. In a panel spanning 9 years, we find that BHCs with stronger internal risk controls had lower downside risk, lower tail risk, and lower aggregate risk, after controlling for size, profitability, asset and liability composition, governance, executive compensation, and unobserved heterogeneity using BHC fixed effects. This result is robust to controlling for any dynamic endogeneity between risk and strength of internal risk controls.
Our paper makes three important contributions. First, it highlights that weakening risk management at financial institutions may have contributed to the excessive risk-taking behavior that brought about the financial crisis. To the best of our knowledge, we are the first to show that banks with strong internal risk controls in place before the onset of the financial crisis were more judicious in exposing themselves to private-label mortgage-backed securities, risky trading assets and off-balance sheet derivative trading activity. Moreover, they also generally fared better during the crisis years. Another prominent argument that has been advanced to explain the risk-taking behavior of banks leading up to the financial crisis is that executives at banks had poor incentives. However, Fahlenbrach and Stulz (2009) find no evidence in support of this argument. In fact, they find that banks with CEOs whose incentives were better aligned with the interests of their shareholders actually performed worse during the credit crisis. Further, option compensation did not have an adverse impact on bank performance during the crisis. Second, our paper contributes to the large literature that examines risk-taking by banks.
Past research has examined the impact of deposit insurance and competition (Keeley (1990) , Hellmann et al. (2000) , Demirgüç-Kunt and Detragiache (2002) ), ownership structure and banking regulations (Laeven and Levine (2009) ), size ), and franchise value ) on risk-taking by banks. Our paper contributes to this literature by examining how the strength and independence of the risk management function affects risk-taking.
Finally, our paper also contributes to the small but growing literature on the corporate governance of financial institutions. Macey and O'Hara (2003) argue that the fiduciary duties of bank officers and directors should be expanded beyond shareholders to include creditors. Adams and Mehran (2003) highlight key differences in internal governance structures and ownership structure between bank holding companies and non-financial firms.
Examining 306 global financial institutions that were at the center of the financial crisis, Erkens et al. (2009) find that CEO turnover is more sensitive to shareholder losses among firms with greater board independence, larger institutional ownership, and smaller insider ownership. In contrast to papers on corporate governance that mainly focus on the bank's ability to take corrective action (e.g., firing the CEO) following poor performance, our focus is on internal risk controls that can restrain risk-taking behavior ex ante.
The rest of the paper is organized as follows. We outline our key hypotheses in Section 1. We describe our data sources and construction of variables in Section 2, and provide descriptive statistics and preliminary results in Section 3. Our main empirical results are presented in Section 4. Section 5 concludes the paper.
Hypotheses
The key hypothesis which we aim to test is that banking institutions with strong and independent risk management functions have lower enterprise-wide risk, all else equal. Our hypothesis recognizes that strong internal risk controls are necessary to rein in the risk-taking tendencies of bank executives. The following paragraph from summarizes the risk-taking tendencies that arise within modern-day financial institutions, and why these cannot be checked through traditional monitoring by their debtholders, supervisory action of regulators, or external market discipline:
"Large, complex financial institutions are highly levered entities with over 90 percent leverage, many with access to explicit deposit insurance protection and most with implicit too big to fail guarantees. Together, these features have created several important problems. First, they have induced excessive leverage-and risk-taking tendencies. Second, the presence of implicit or explicit government guarantees -often underpriced and at best mispriced -has blunted the instrument of debt monitoring that would otherwise impose market discipline on risk taking by these firms. Third, the size of these institutions has shielded them from the disciplinary forces of the otherwise vibrant market for takeovers and shareholder activism.
Finally, their ever-increasing complexity has diminished the power of governance from existing shareholders and non-executive board members. Unlike in industrial firms, it has become increasingly difficult for infrequently meeting boards to fully grasp the swiftness and forms by which risk profiles of these institutions can be altered by traders and security desks. "
One mechanism that can check the risk-taking tendencies of bank executives and traders is the presence of a strong and independent risk management function (see Kashyap et al. (2008) , Landier et al. (2008) ). Note that for risks to be successfully managed, they must first be identified and measured. This is particularly challenging for banking institutions given the multitude of risks that they are exposed to. Apart from credit risk, banks are also exposed to interest rate risk and liquidity risk given that they finance illiquid assets with liquid liabilities such as deposits (Diamond (1984) , Diamond and Rajan (2001) ). Trading and underwriting activities of their subsidiaries not only increase the risk exposures of individual banks, but also increase the risk of broad systemic failure, because the failure of one segment of a large institution (e.g., the derivatives desk at AIG) can trigger a broader systemic failure through depositor panics, counter-party failures, and systemic liquidity shortages (Diamond and Rajan (2005) ).
Past research has highlighted that organizational structure influences the effectiveness of information sharing between business segments and the top management (Stein (2002) , Liberti (2005) ). Therefore, the organizational structure of the risk management function is likely to be important in determining how effectively qualitative and quantitative information on risk is shared between the top management and the individual business segments.
Accordingly, we collect information on how the risk management function is organized at each bank holding company in our sample. However, measuring risk by itself may not be enough to restrain bank executives and traders, whose bonuses depend on the risks that they take. As Kashyap et al. (2008) note (also see Stulz (2008) ), ". . . high powered pay-for-performance schemes create an incentive to exploit deficiencies in internal measurement systems. . . this is not to say that risk managers in a bank are unaware of such incentives. However, they may be unable to fully control them. " Therefore, it is important that the risk management function be strong and independent. Accordingly, we collect information on not just whether a BHC has a designated officer tasked with managing enterprise-wide risk, but also how important such an official is within the organization.
In our empirical analysis, we test our hypothesis against the null hypothesis that internal risk controls do not have any meaningful effect on enterprise-wide risk. This could be because even the most sophisticated organizational structure may not be able to grasp the swiftness with which traders and security desks can alter the risk profile of the BHC.
Importantly, the compensation packages of traders may be so convex that they cannot be restrained by internal risk controls (Landier et al. (2008) ).
We also recognize that the causation between the strength of the risk management function and enterprise-wide risk can run in both directions; i.e., BHC risk characteristics might determine the choice of the risk management function, and the risk management function in turn affects risk. There are two possible ways in which risk characteristics may affect the organizational structure of the risk management function.
It is possible that BHCs exposed to greater risk choose stronger risk management systems. We refer to this as the endogenous choice hypothesis. This hypothesis follows from theories of hedging, which suggest that firms that are more likely to experience financial distress should also be more aggressive in managing their risks (Smith and Stulz (1985) , Froot et al. (1993) ). Consistent with hedging theories, Purnanandam (2007) shows that banks that face a higher probability of financial distress manage their interest rate risk more aggressively, both by using derivatives and by adopting conservative asset-liability management policies.
Alternatively, it is possible that the underlying risk culture of the BHC determines both the choice of the risk and the strength of the risk management system; i.e., conservative BHCs take lower risks and put in place stronger risk management systems, while aggressive BHCs take higher risks and also have weaker internal risk controls. We refer to this as the risk culture hypothesis.
The above discussion highlights the need for an empirical methodology that can account for the dynamically endogenous relationship between a BHC's risk and its risk management function.
2 Sample collection and construction of variables
Data Sources
Our data comes from several sources. From the Edgar system, we hand-collect data on the organization structure of the risk management function at BHCs from the annual 10-K statements and proxy statements filed by the BHCs with the Securities and Exchange Commission (SEC). Whenever the data is not available from these documents we use the BHCs' annual reports. We use this information to create a unique Risk Management Index We obtain data on stock returns from CRSP, and use these to compute our measure of a BHC's Aggregate Risk, which is defined as the standard deviation of the BHC's weekly excess return (i.e., weekly return on the BHC's stock less the weekly return on the S&P500) over the calendar year. We also use the CRSP data to compute a measure of Tail Risk proposed by , which they refer to as the marginal expected shortfall (MES). In a given year, the MES is defined as the negative of the average return on the BHC's stock during the 5% worst days for the S&P500. We obtain implied volatilities estimated from option prices from the OptionMetrics database, and use these to compute our measure of a BHC's Downside Risk, which is defined as the mean implied volatility estimated using put options written on the BHC's stock.
We obtain data on CEO compensation from the Execucomp database, and use these to compute the sensitivity of the CEO's compensation to stock price (CEO's Delta) and stock return volatility (CEO's Vega). We obtain data on institutional ownership from the 13-F forms filed by each institutional investor with the SEC, and the Gompers et al. (2003) G-Index from the IRRC database.
The Risk Management Index
We hand-collect information on various aspects of the organization structure of the risk management function at each BHC, and use this information to create a Risk Management Index to measure the strength and independence of the organizational strength of the risk management function. We obtain the RMI for each BHC and each year in our sample. In total we have 673 BHC-year observations for the RMI over the period 1999-2007. Our first set of variables are aimed at capturing whether the BHC has a designated officer charged exclusively with managing enterprise-wide risk across all business segments, and how important this official is within the organization. Specifically, we create the following variables: CRO Present, which is a dummy variable that identifies if the BHC has a designated Chief Risk Officer (CRO) or not; CRO Executive, a dummy variable that identifies if the CRO is an executive officer of the BHC or not; CRO-Top5, a dummy variable that identifies if the CRO is among the five highest paid executives at the BHC or not; and CRO Centrality, defined as the ratio of the CRO's total compensation to the CEO's total compensation. 8 We must point out that reporting issues may cause the CRO Present variable to be biased downwards. In some of the smaller BHCs that are mainly oriented towards retail banking, the Chief Lending Officer or the Chief Credit Officer may be the official in charge of risk management. To ensure that we are not missing out on these alternative designations, we treat them on par with Chief Risk Officer while coding the CRO Present variable, although this may introduce noise into our definition. More seriously, however, it is possible that a BHC has a Chief Risk Officer (or a Chief Lending Officer or a Chief Credit Officer) but simply fails to report this in its 10-K statement, proxy statement and annual report, because it is not required to report this information. This will clearly introduce a downward bias in the CRO Present variable. Indeed, as we discuss below, we find that a Chief Risk Officer (or an equivalent designation) is present only in a little over 60% of all the BHC-year observations. Given that this variable may be noisy because of reporting issues, we do not include CRO Present in our RMI measure. However, to test the robustness of our results, we create an alternative RMI measure that also includes CRO Present.
Note that the CRO Executive variable is likely to be less noisy than CRO Present because firms are more likely to report the names and designations of their executive officers in their proxy statements or annual reports. Also, the CRO-Top5 variable does not suffer from reporting issues because all firms are required to reveal the names and designations of their five highest paid executives in their 10-k statements.
Reporting issues also complicate the definition of the CRO Centrality variable, because publicly-listed firms are only required to disclose the compensation packages of their five highest paid executives. Thus, we have information on the CRO's compensation only when he/ she is among the five highest paid executives. We overcome this difficulty as follows:
When the BHC has a CRO (or an equivalent designation) who does not figure among the five highest paid executives, we calculate CRO Centrality based on the compensation of the fifth highest-paid executive, and subtract a percentage point from the resultant ratio;
i.e., we implicitly set the CRO's compensation just below that of the fifth-highest paid executive. In case of BHCs that do not report having a CRO, we define CRO Centrality based on the total compensation of the Chief Financial Officer if that is available (which happens only if the CFO is among the five highest paid executives); 9 if CFO compensation is not available, then we compute CRO Centrality based on the compensation of the fifth highest-paid executive, and subtract a percentage point from the resultant ratio. To the extent that the CRO's true compensation is much lower, these methods only bias against us, and should make it more difficult for us to find a negative relationship between RMI and risk. Another alternative is to code CRO Centrality=0 when the BHC does not have or does not report to have a designated CRO. Not surprisingly, in unreported tests, we find that our results become stronger when we use this more stringent definition of CRO Centrality.
Our next set of variables are intended to capture the quality of risk oversight provided by the BHC's board of directors. In this regard, we examine the characteristics of the board committee designated with overseeing and managing risk, which is usually either the Risk Management Committee or the Audit and Risk Management Committee. We do not distinguish between whether the board risk committee exclusively deals with risk management or combines it with another function such as auditing. Risk Committee Experience is a dummy variable that identifies whether at least one of the grey or independent directors serving on the board's risk committee has banking experience. 10 We also measure the banking and financial industry experience of all the grey and independent directors serving on the BHC's board of directors. We define the dummy variable Experienced Board to take the value of 1 if the BHC's board has a larger proportion of its independent and grey directors with banking or financial industry experience compared to the average board across all BHCs each year. We measure the activity of the board risk committee in terms of the frequency with which it meets during the year. The dummy variable Active Risk Committee then identifies if the BHC's board risk committee met more frequently during the year compared to the average board risk committee across all BHCs.
To capture how well risk information is shared between business units and the board, we define the dummy variable Reports to Board to identify whether the key management-level risk committee (usually called the "Asset and Liability Committee") reports directly to the BHC's board of directors, instead of to the CEO. Here again, we want to point out that the variable Reports to Board may suffer from reporting biases, because in slightly over 25% of the BHC-year observations, we find no information on the reporting channel of the management-level risk committee. In such cases, we set Reports to Board equal to zero; i.e., we assume that the key management-level risk committee reports to the CEO instead of to the Board. Due to these possible reporting biases, we do not include the Reports to Board variable our RMI. However, it is included in our alternative RMI measure, Alt. RMI, which we create to test the robustness of our results. Principal component analysis effectively performs a singular value decomposition of the correlation matrix of risk management categories measured over time. The single factor selected in this study is the eigenvector in the decomposition with the highest eigenvalue. The main advantage of using principal component analysis is that we do not have to subjectively eliminate any categories, or make subjective judgements regarding the relative importance of these categories. In each of the three RMI specifications, we find that the most important component is the CRO Centrality. 12 11 In unreported tests, we verify that our results are also robust to a third measure, Alt. RMI 2, which we obtain by taking the first principal component of the following six risk management variables: CRO Executive, CRO-Top5, CRO Centrality, Risk Committee Experience, Active Risk Committee, and Experienced Board.
12 CRO Centrality is the single factor identified by the principal components methodology that captures the maximum variation of all the variables used, whether we use five, six or seven variables. The principal components analysis performs a singular value decomposition of the correlation matrix of the variables 3 Descriptive Statistics and Preliminary Results
Descriptive Statistics
We present summary statistics of the key risk management variables and financial variables for the BHCs in our panel in Table I . The overall panel includes 100 BHCs and spans the time period 2000-08; each observation corresponds to a BHC-year combination. However, information on risk management characteristics and standard deviation of stock returns is only available for the 74 BHCs that are publicly listed.
[Insert Table I here]
The summary statistics on Downside Risk indicate that the mean implied volatility estimated from put options written on BHC stocks has a sample average of 0.397, and a median of 0.350. The mean of 0.025 on Tail Risk indicates that the mean return on the average BHC stock on the 5% worst days for the S&P500 during the year is -2.5%. The mean of 0.038 on Aggregate Risk indicates that the standard deviation of weekly excess return on the average BHC's stock during the year is 3.8%. As can be seen, the average annual return on a BHC stock during our sample period is 4.6%. However, this variable is highly variable: the BHC at the 25 th percentile cutoff had an annual return of -12.1%, while the BHC at the 75 th percentile cutoff had an annual return of 21.5%.
The summary statistics on RMI indicate that our index is not highly skewed, and does not suffer from the presence of outliers. The mean and median values of RMI are 0.451 and 0.410, respectively, and the standard deviation is modest in comparison to the mean.
Examining the descriptive statistics regarding the components of RMI, we find that a designated Chief Risk Officer (or an equivalent designation) was present in only 61.8% of the BHC-year observations in our sample. While this number may seem surprisingly low, it could arise because of teh reporting issues we highlighted above in Section 2.2. Therefore, we choose not to include this measure in our RMI.
As can be seen from the summary statistics on CRO Executive and CRO Top5, the designated CRO had an executive rank in 51.9% of BHC-year observations, and was among the top five highly-paid executives in only 19.5% of BHC-year observations. As we explained in Section 2.2, these variables are less subject to reporting bias when compared with the CRO Present variable. The summary statistics on the CRO Centrality variable indicate that, on average, the CRO's total compensation was 32.4% that of the CEO's total compensation. measured over the period of time in our analysis. CRO Centrality is the eigenvector in the decomposition with the highest eigenvalue (with a value of 0.52).
The mean value of 0.232 on Risk Committee Experience indicates that, in around 77% of BHC-year observations, not even one of the grey or independent directors on the board's risk committee had any prior banking experience. As the summary statistics on the Freq.
Meetings: Risk Committee variable indicate, the board risk committee meets 5.052 times each year on average, although a number of banks have risk committees that meet much more frequently, some even twice or more every quarter (the 75 th percentile cutoff for this variable is 8). We classify a BHC as having an Active Risk Committee during a given year if the frequency with which its board risk committee met during the year was higher than the average frequency across all BHCs during the year. By this classification, 46.2% of BHCs in our sample had active board risk committees.
We also examine the banking/ financial industry experience of all the grey or independent directors on the BHC's board of directors. As can be seen from the summary statistics on Frac. Experienced Directors, in the average BHC in our sample, only 22.5% of the non- The size distribution of BHCs, in terms of the book value of their assets, is highly skewed. Total assets vary from $387 million at the lower end to over $2 trillion at the higher end. The median BHC had assets with book value of $12.4 billion, while the average BHC had assets with book value of $86 billion. Given the skewness of the size distribution we use the logarithm of the book value of assets, denoted Size, as a proxy for BHC size in all our empirical specifications.
On average, deposits constitute 66% of liabilities plus equity, and loans constitute 61% of the assets. In terms of the health of the loan portfolio, the average BHC has 0.7% of its assets in 'bad' or non-perfoming loans, i.e., non-accrual loans and loans that are 90 days past due and still accruing. As can be seen from the summary statistics on UW Assets/Assets and Ins. Assets/Assets, subsidiaries engaged in underwriting or dealing securities, on average, constitute 1.3% of the total assets of the BHC, while subsidiaries engaged in insurance, on average, constitute 0.8% of the total assets of the BHC.
As can be seen from the summary statistics on Deriv. Hedging/Assets and Deriv. Trading/Assets, there is a great deal of variation among BHCs in terms of their use of derivatives for hedging purposes, and their trading of derivatives. The median BHC uses derivatives for hedging that amount to only 3% of its assets, and does not hold any derivatives for trading purposes. However, there are a few BHCs that have very large exposures to derivatives, especially for purposes other than hedging.
In terms of governance characteristics, the average BHC had 46.8% of its shares held by institutional investors, and had a G-index of 9.62. We must note that there is a clear time-trend in these two variables, with the institutional ownership increasing through our sample period, and the G-index improving over the same period.
Correlations among key variables
In Table II , we list the correlations among the key variables used in our analysis.
[Insert Table II here]
Panel A lists the pair-wise correlations between our risk measures, RMI and BHC financial characteristics. All three risk measures are negatively correlated with RMI t−1 , although the correlation is strongest for Downside Risk. All three risk measures are negatively correlated with the profitability measure, ROA, and with the Tier-1 capital ratio, which is consistent with the idea that profitable banks and well-capitalized banks take lower risks. The correlation between the risk measures and Bad Loans/Assets t−1 is strongly positive, which indicates that BHCs with a high proportion of non-performing loans are more risky. On the other hand, the negative correlation between the risk measures and (Non-int income/Income) t−1 indicates that BHCs with more diversified sources of income are less risky.
Consistent with the idea that, in the presence of deposit insurance, institutional investors have incentives to take on higher risks (Saunders et al. (1990) ), we find a strong positive correlation between the risk measures and Inst. Ownership. The correlation between the risk measures and the CEO's Delta is also positive, which is surprising because greater exposure to the bank's equity should make the CEO more risk averse. Not surprisingly, we find a positive correlation between CEO's Vega and the risk measures.
We must, however, caution against over-interpreting the results from Panel A because these are simple pair-wise correlations that do not take into account other BHC characteristics.
Panel B lists the correlations between our risk measures and the various components of the RMI. As can be seen, the correlations between our risk measures and the index components are mostly negative. The negative correlations are the strongest in case of Downside Risk. It should also be noted that, among all the RMI components, CRO Centrality has the strongest negative correlation with Tail Risk and Aggregate Risk, and has the second strongest negative correlation with Downside Risk.
We now proceed to our multivariate analysis where we examine the relationship between BHC risk measures and RMI after controlling for important BHC characteristics.
Empirical Results

RMI and performance during crisis years
In motivating our paper, we cited the Senior Supervisors Group (2008) report which suggested that institutions with stronger risk management functions fared better in the early months of the crisis. So it is natural to begin our analysis by asking whether BHCs that had stronger internal risk controls in place before the onset of the financial crisis were more judicious in their exposure to risky investments and fared better during the crisis years, [Insert Table III In Columns (6), we examine whether BHCs with strong internal risk controls experienced better stock return performance during the crisis years. The dependent variable in this regression is the annual return on the BHC's stock. As can be seen, while the coefficient on RMI 2006 is positive, it is not statistically significant.
In Columns (7) and (8), we examine two measures of enterprise-wide risk. The dependent variable in Column (7) is Aggregate Risk, which is estimated as the standard deviation of weekly excess return on the BHC's stock during the calendar year. The dependent variable in Column (8) is Downside Risk, which is the mean implied volatility estimated using put options written on the BHC's stock. Accordingly, the sample for the regression in Column (8) is smaller because it only includes those BHCs with tradable put options. The negative and significant coefficient on RMI 2006 in Column (8) indicates that BHCs with strong internal risk controls had lower downside risk during the crisis years. As opposed to this, the coefficient on RMI 2006 in Column (7) while negative is not statistically significant.
Overall, the results in Table III are broadly supportive of the argument in the Senior Supervisors Group (2008) report that BHCs with strong and independent risk management functions in place before the onset of the financial crisis, were more judicious in their risk exposures, and fared better during the crisis years. We must reiterate that the regressions in Table III are simple cross-sectional regressions that are confined to the crisis years, and do not control for unobserved heterogeneities across BHCs. However, these results do indicate that internal risk controls could have an impact on the risk taking behavior of BHCs. It is natural to ask whether the results hold more generally even during non-crisis years, and whether they are robust to controlling for unobserved heterogeneity across BHCs. To address these questions, we next proceed to panel regressions where we examine a longer time span, and are able to control for unobserved heterogeneity using BHC fixed effects.
Impact of RMI on BHC Risk
In this section, we examine whether BHCs that had strong and independent risk management functions in place had lower aggregate risk and lower downside risk, after controlling for the underlying risk of the BHC's business activities. Accordingly, we estimate panel regressions that are variants of the following form:
We estimate this regression on a panel that has one observation for each BHC-year combination, includes the BHCs listed in Appendix A, and spans the time period 2000-2008. In the above equation, subscript 'j' denotes the BHC and 't' denotes the year.
The dependent variable is a measure of the BHC's enterprise-wide risk, while the main independent variable is its lagged RMI. We use three different measures of risk: Downside Risk, Tail Risk and Aggregate Risk. We include year fixed effects, as well as BHC fixed effects to control for any time-invariant unobserved BHC characteristics that might affect risk; e.g., the BHC's risk culture. The results of our estimation are presented in Table IV .
In all specifications, the standard errors are robust to heterogeneity and are clustered at the individual BHC level.
We control these regressions for important BHC financial characteristics from the previous year (X j,t−1 ). The definitions of all the variables we use in our analysis are listed in Appendix B. We control for the BHC's size using the natural logarithm of the book value of total assets (Size), for profitability using the ratio of income before extraordinary items to assets (ROA), and for past performance using its Annual Stock Return. We control for balance sheet composition using the ratios Deposits/Assets, Tier-1 Cap/Assets and Loans/Assets, and for the quality of loan portfolio using the ratio Bad Loans/Assets, where Bad Loans include non-accrual loans and loans past due 90 days or more. We also include controls for the BHC's overall business portfolio. We proxy for the BHC's reliance on off-balance sheet activity using the ratio Non-Int. Income/Income (see Boyd and Gertler (1994) 
Impact on Downside Risk
In Panel A, we report the results of regressions with Downside Risk, which denotes the mean implied volatility estimated from put options written on the BHC's stock, as the dependent variable. Accordingly, the sample for this regression only includes BHCs that have tradable put options which we can use to estimate implied volatility.
[Insert Table IV here] As can be seen, the coefficient on RMI t−1 in Column (1) is negative and statistically significant at the 5% level, which indicates that BHCs that had strong internal risk controls in place in the previous year have lower downside risk in the current year. In terms of economic significance, the coefficient of -0.359 on RMI j,t−1 indicates that a one standard deviation increase in RMI is associated with a decrease of 0.074 in downside risk, which is equivalent to a 0.43 standard deviation decrease in downside risk.
In terms of the coefficients on the control variables, we fail to detect any relationship between BHC size and downside risk. The negative coefficient on Return t−1 indicates that well-performing BHCs have lower downside risk; in a similar vein, the coefficient on ROA t−1 is negative, but is not statistically significant. The coefficient on (Deposits/Assets) t−1 is positive and significant, which is consistent with the argument that moral hazard induced by deposit insurance causes BHCs to take higher risks. One variable that has a strong positive relationship with downside risk is (Bad Loans/Assets) t−1 , which indicates that implied volatilities are higher for BHCs that have a larger fraction of non-performing loans.
Finally, the negative and significant coefficients on (UW Assets/Assets) t−1 and (Ins. Assets/Assets) t−1 suggest that BHCs with a more diversified business portfolio have lower downside risk.
Even though we include year fixed effects, and BHC fixed effects to control for the effect of time-invariant omitted variables, it is possible that the negative association between Downside Risk and RMI t−1 in Column (1) is being driven by some time-varying omitted variable that affects both the RMI and the BHC's risk in the subsequent year. In the remaining specifications in Panel A, we attempt to rule out this explanation by explicitly controlling for other BHC characteristics that the existing literature has shown to be related to risk.
Past research has highlighted that, in the presence of deposit insurance, diversified stockholders such as institutional investors may have incentives to take on higher risk (Saunders et al. (1990) , , Laeven and Levine (2009) ). Therefore, in Column (2), we estimate the regression after including Inst. Ownership t−1 , the fraction of stock owned by institutional investors, as an additional control. We also control for the BHC's overall corporate governance, using the lagged value of its G-Index. As can be seen, the coefficient on Inst. Ownership t−1 is indeed positive and significant, while there is no relationship between risk and the G-index. More importantly, the coefficient on RMI t−1 not only remains negative and significant, but actually becomes larger in magnitude when compared with Column (1).
In Column (3), we attempt to proxy for the time-varying omitted risk characteristics by including two new ratios, Deriv Hedging/Assets t−1 and Deriv Trading/Assets t−1 , which measure the BHC's reliance on derivatives for hedging purposes and trading, respectively.
The idea here is that if a BHC changes its risk exposure or the way it manages risk, it should be captured by these two additional ratios. As can be seen, the coefficient on Deriv Hedging/Assets t−1 is negative and significant, which indicates that BHCs that rely more on derivatives for hedging have lower downside risk. More importantly, the coefficient on RMI t−1 continues to be negative and significant.
It is commonly argued in the popular press that bank CEO compensation packages have contributed to higher risk taking. 16 In Column (4), we repeat our regression after controlling 16 However, the findings in the empirical literature in this regard are somewhat mixed. Examining bank behavior during the period 1992-2002, Mehran and Rosenberg (2007) find that equity volatility and asset volatility of banks increase as their CEO stock option holdings increase. However, examining the behavior for the following characteristics of CEO compensation: CEO Delta, which is the sensitivity of the CEO's compensation to stock price; and CEO Vega, which is the sensitivity of compensation to stock return volatility (see Core and Guay (1999) ). This lowers our sample size significantly, because the ExecuComp database, from which we obtain information on CEO compensation, does not cover all the BHCs in our sample. As can be seen, while the coefficient on CEO Delta t−1 is negative, suggesting that a large equity component in the CEO's compensation is associated with lower risk, it is not statistically significant.
More importantly, the inclusion of CEO compensation characteristics only strengthens the negative coefficient on RMI t−1 .
In Column (5), we repeat our estimation in Column (4) with an alternative index of the strength of risk management, Alt. RMI t−1 . The negative and significant on Alt. RMI t−1 highlights that our result is robust to our definition of RMI.
Overall, the results in all the columns of Panel A indicate that BHCs with strong internal risk controls in place in the previous year have lower downside risk in the current year.
Impact on Tail Risk
In Panel B, we present the results of regressions aimed at understanding how the BHC's tail risk varies with its RMI. We do this by using a measure of tail risk proposed by , MES, as our dependent variable. Recall that, in any calendar year, the MES is defined as the negative of the average return on the BHC's stock over the 5% worst days for the S&P500. Thus, it is a measure of the BHC's Tail-β. The empirical specification and control variables are exactly the same as in Panel A. The negative and significant coefficient on RMI j,t−1 in Column (1) indicates that BHCs that had strong and independent risk management functions in place in the previous year have lower tail risk in the current year. In terms of economic significance, a one standard deviation increase in RMI j,t−1 is associated with a decrease of 0.015 in tail risk, which is equivalent to a 0.62 standard deviation decrease in tail risk.
The coefficients on the control variables are somewhat different from those in Panel A.
In particular, the coefficient on Size t−1 is negative, which indicates that larger BHCs were exposed to greater tail risk. On the other hand, the coefficient on (Bad Loans/Assets) t−1 is insignificant, which means that tail risk is not related to the fraction of non-performing loans on the BHC's balance sheet. The tail risk also does not seem to depend on institutional ownership or derivative usage for hedging, factors which were significantly related to downside risk.
of banks during the crisis period, Fahlenbrach and Stulz (2009) find that option compensation did not have an adverse impact on bank performance.
As in Panel A, the negative association between RMI j, t − 1 and tail risk is robust to controlling for institutional ownership, governance and derivative usage. However, the negative coefficient on RMI j, t − 1 becomes statistically insignificant at conventional levels of significance (the p-value is 0.19) once we condition on the CEO's compensation characteristics. As can be seen from Column (4), there is a strong negative association between tail risk and CEO's Delta; i.e., banks whose CEO's have a high equity component in their compensation package have lower tail risk. When we repeat our estimation with an alternative index of the strength of risk management, Alt. RMI t−1 , we find that the negative association between RMI and tail risk is also robust to controlling for the CEO's compensation characteristics (see Column (5)).
Impact on Aggregate Risk
In Panel C, we present the results of regressions aimed at understanding how the BHC's aggregate risk varies with its RMI. The dependent variable in these regressions is Std. Dev. the earlier panels is the negative and significant coefficient on CEO Vega t−1 , which suggests that banks whose CEO compensation is highly sensitive to stock volatility have lower aggregate risk.
The negative association between RMI t−1 and Aggregate Risk t is robust to controlling for institutional ownership, CEO's compensation characteristics, and the BHC's G-Index.
The negative association is also robust to alternative definitions of the index (Column (5).
Overall, the findings in Panel C indicate that BHCs with strong internal risk controls in place have lower aggregate risk. In terms of economic significance, the coefficient of -0.071 on RMI t−1 in Column (4) indicates that a one standard deviation increase in RMI is associated with a decrease of 0.015 in aggregate risk, which is equivalent to a 0.6 standard deviation decrease in aggregate risk.
How does the impact of RMI on risk vary with BHC characteristics?
In our next set of tests, we interact the RMI variable with key BHC characteristics, such as size and profitability, to understand how the impact of RMI on risk varies with these BHC characteristics. The empirical specification and control variables we employ are exactly the same as in Column (1) of Table IV . However, to conserve space, we do not report the coefficients on control variables all over again. We also restrict our analysis to downside risk and aggregate risk only. The results of our estimation are presented in Table V .
[Insert Table V here]
In Columns (1) and (2), we examine how the effect of RMI on downside risk and aggregate risk varies with the size of the BHC. The idea is to see if a strong and independent risk management function matters more in large BHCs that are more likely to have multiple subsidiaries and multiple business segments. Given the highly skewed size distribution of BHCs that we highlighted in Table I , we define the dummy variable Large BHC to identify, in each year, the BHCs that are in the top decile in terms of their book value of assets. We then estimate the panel regression (2) after including Large BHC t−1 and Large BHC t−1 *RMI t−1 as additional regressors. The negative and significant coefficients on Large BHC t−1 *RMI t−1 in
Columns (1) and (2) indicate that the effect of RMI in lowering downside risk and aggregate risk is stronger in large BHCs.
In Columns (3) and (4), we examine how the impact of RMI varies with the profitability of the BHC. We define the dummy variable Low ROA BHC to identify, in each year, BHCs that are in the lowest quartile in terms of their ROA. The positive and significant coefficient on Low ROA BHC t−1 *RMI t−1 in Column (3) indicates that the effect of RMI in lowering downside risk is weaker in BHCs with low profitability. We do not detect a similar effect with respect to aggregate risk, as the coefficient on the interaction term in Column (4) is not statistically significant.
In Columns (5) and (6), we examine how the impact of RMI varies with the BHC's reliance on deposits to fund itself. There are two possible ways in which the effect might vary. On the one hand, BHCs that have a low deposits to assets ratio tend to be those with a presence in a wide variety of financial activities apart from traditional banking, such as asset management, underwriting, and insurance. Hence, the effect of RMI in lowering risk should be stronger at such institutions. On the other hand, if deposit insurance induces BHCs to take on more risks, then the impact of RMI should be felt more strongly at BHCs that rely heavily on deposits. To test these hypotheses, we define the dummy variable Low Deposits BHC to identify, in each year, BHCs that are in the lowest quartile in terms of their deposits to assets ratio. Consistent with the former interpretation, the coefficient on Low Deposits BHC t−1 *RMI t−1 in Column (6) is negative and significant, which suggests that the impact of RMI in lowering aggregate risk is stronger at institutions that rely relatively less on deposits for their funding. The coefficient on the interaction term in the downside risk regression in Column (5), while negative, is not significant.
In Columns (7) and (8), we examine whether the impact of RMI in lowering risk is stronger in BHCs that are more active in trading derivatives off-balance sheet. Accordingly, we define the dummy variable High Deriv. Trading BHC to identify, in each year, BHCs that are in the top quartile in terms of the Deriv. Trading/Assets ratio. While the coefficient on High Deriv. Trading BHC t−1 *RMI t−1 in Column (7) is negative, which is consistent with our hypothesis, it is not statistically significant at conventional levels of significance.
We also find no evidence that the impact of RMI on aggregate risk varies with the BHC's derivative trading activity.
Adjusting for Dynamic Endogeneity
As we noted earlier, the identifying assumption behind the panel regression model (2) is that RMI t−1 is exogenous, after controlling for the BHC's financial characteristics, ownership, governance, executive compensation, BHC and year fixed effects. This allows us to interpret the coefficient on RMI t−1 as signifying the impact of RMI t−1 on Risk t . However, our identifying assumption may not be valid if some unobserved time-varying omitted variable jointly affects both RMI and risk, or if the relationship between RMI and risk is dynamically endogenous; i.e., causation runs both ways, such that a BHC's past risk determines both current RMI and current risk (see Wintoki et al. (2010) for a discussion of dynamic endogeneity in a corporate finance setting).
In the context of our paper, dynamic endogeneity could arise in two different ways. The first possibility, which we refer to as the endogenous choice hypothesis is that BHCs exposed to greater risk endogenously choose stronger internal risk controls. If this hypothesis is true, it should bias against us finding a negative association between BHC Risk and RMI.
Alternatively, it could be that the BHC's underlying risk culture determines both the choice of the risk and the strength of the risk management system; i.e., conservative BHCs take lower risks and put in place stronger risk management systems, while aggressive BHCs take higher risks and also have weaker internal risk controls. In this case, dynamic endogeneity will arise because past risk will itself be a proxy for the unobserved risk culture that affects both RMI and future risk. If the risk-culture hypothesis is correct, it will tend to exaggerate the positive association between BHC risk and RMI.
The difficulty in dealing with dynamic endogeneity is that we do not have any exogenous instruments that we can use to consistently identify the impact of RMI on risk, because any observable variable that affects RMI also affects risk. In this section, we use a dynamic panel GMM estimator developed by Arellano and Bond (1991) , that enables us to use the information from the BHC's history, in the form of lags of risk and other BHC characteristics, to provide instruments for identifying the relationship between RMI and risk. Specifically, we estimate the following dynamic model:
Observe that model (3) [Insert Table VI here]
The results of our estimation are presented in Table VI . The dependent variable in
Columns (1) and (2) is Downside Risk. In Column (2), we employ the full set of control variables that we employed in Column (4) of Table IV , while in Column (1), we employ all the control variables with the exception of the CEO's Delta and Vega. As can be seen, the coefficient on RMI t−1 continues to be negative and significant. In each column, we also present the results of the Sargan test for the validity of instruments employed in the model. The Sargan test yields a statistic which is distributed χ 2 under the null hypothesis of the validity of our instruments. The p-values of 0.142 and 0.607 in Columns (1) and (2) indicate that we cannot reject the null hypothesis that our instruments are valid.
In Columns (3) and (4), we repeat the estimation with Tail Risk and Aggregate Risk as the dependent variable, respectively. The empirical specification is the same as in Column (2). The negative coefficients on RMI t−1 in both columns indicates that BHCs with strong internal risk controls have lower risk, even after controlling for the dynamic endogeneity between risk and RMI. The Sargan p-values of 0.432 and 0.474 in Columns (3) and (4) indicate that we cannot reject the null hypothesis that our instruments are valid.
Impact of RMI on BHC stock returns
So far, we have shown that BHCs with strong internal risk controls have lower enterprisewide risk, regardless of the risk measure employed. In this section, we examine if the stock market rewards or penalizes BHCs that have strong internal risk controls. If strong internal risk controls cause the BHC to forgo profitable but risky activities like asset management or derivatives trading, then it is possible that the stock returns are lower for BHCs with high RMI. On the other hand, if strong risk controls can help a BHC avoid taking on excessive idiosyncratic risk, then the stock market should reward BHCs with high RMI. To test these hypotheses, we estimate the panel regression (2), with the annual return on the BHC's stock as the dependent variable, and the lagged value of RMI as the main independent variable.
The empirical specification and control variables are exactly the same as in Table IV . The results of our estimation are presented in Table VII .
[Insert Table VII here]
The positive and statistically significant coefficient on RMI t−1 in Column (1) indicates that BHCs with strong internal risk controls in place in the previous year had higher stock returns in the current year. In terms of economic significance, the coefficient estimate indicates that a one standard deviation increase in RMI is associated with a 19.6% increase in annual stock return. While the magnitude of this increase in annual returns seems very large, we must note that annual returns are highly variable in our sample, so that the 19.6% increase corresponds to a 0.7 standard deviation increase in annual stock return.
The positive association between RMI t−1 and Annual Return t is robust to controlling for the BHC's institutional ownership and corporate governance. However, the coefficient on RMI t−1 loses statistical significance once we control for the CEO's compensation characteristics in Column (3). In this specification, we find that CEO's Delta becomes strongly positively significant, indicating that the annual returns are higher for BHCs whose CEOs have a large equity component in their compensation.
In Column (4), we estimate the Arellano-Bond specification to adjust for any dynamic endogeneity between stock return performance and strength of internal risk controls. The empirical specification is similar to what we employed in Table VI . As can be seen, the coefficient on RMI t−1 in Column (4) is positive and significant. Moreover, the Sargan p-value of 0.269 means that we cannot reject the hypothesis of validity of our instruments.
Conclusion
A prominent explanation for why many banks took excessive risks in the lead up to the financial crisis is that there was a failure of risk management functions at these banks. It is suggested that risk managers at banks either failed to identify or correctly measure risks, or failed to communicate risk exposures to their top management, or failed to monitor or manage risks adequately. As a result, they could not restrain traders and bank executives who, given their high-powered pay-for-performance schemes, had incentives to take excessive risks.
In this paper, we examine the organizational structure of the risk management function at bank holding companies (BHCs) in the United States, and the effect it had on BHC risk.
The question we ask is whether BHCs with strong and independent risk controls in place had lower enterprise-wide risk. To this end, we construct an innovative risk management index that measures the strength and independence of the risk management function at each BHC, among the 74 largest publicly-listed BHCs.
We first show that BHCs with stronger risk controls in place before the onset of the financial crisis (i.e., higher levels of RMI in 2006) were more judicious in their risk taking, and fared relatively better during the crisis years. Specifically, such BHCs had lower exposure to private-label mortgage-backed securities and trading assets, were less active in trading off-balance sheet derivative securities, had a smaller fraction of non-performing loans, and had lower downside risk during the crisis years, 2007 and 2008.
We then show that the relationship between the strength of internal risk controls and enterprise-wide risk is not just confined to the crisis period, but also holds more generally during normal times. Examining a panel spanning the 9 year period from 2000-2008, we find that BHCs with stronger internal risk controls in the previous year have lower downside risk, lower tail risk, and lower aggregate risk in the current year. These results are obtained after controlling for various BHC characteristics like size, profitability, asset and liability composition including capital ratios, other risk characteristics, executive compensation, corporate governance, and BHC fixed effects. The results are also robust to controlling for any dynamic endogeneity between risk and internal risk controls.
Taken together, our results support the view that strong internal risk controls do matter, and play an important role in lowering enterprise-wide risk at banking institutions. One important policy recommendation that follows from our analysis is that bank supervisors should more closely monitor the effectiveness of internal risk controls at banking institutions. • Aggregate Risk : Standard deviation of the BHC's weekly excess return (i.e., weekly return on BHC stock less weekly return on the S&P500) over the year.
• Downside Risk : Mean implied volatility estimated from put options written on the BHC's stock.
• Tail Risk : This is the marginal expected shortfall (MES) measure proposed by .
In a given year, the MES is defined as the negative of the average return on the BHC's stock during the 5% worst days for the S&P500.
BHC risk management measures:
• CRO Present: A dummy variable that identifies if the BHC reports that it has a designated Chief
Risk Officer (or a Chief Credit Officer or a Chief Lending Officer).
• CRO Executive: A dummy variable that identifies if the Chief Rrisk Officer (or Chief Lending Officer or Chief Credit Officer) is an executive officer.
• CRO-Top5 : A dummy variable that identifies if the Chief Risk Officer (or Chief Lending Officer or Chief Credit Officer) is among the five highest paid executives.
• CRO Centrality: Ratio of the CRO's total compensation to the CEO's total compensation. When the BHC has a CRO who does not figure among the five highest paid executives, we calculate CRO Centrality based on the compensation of the fifth highest-paid executive, and subtract a percentage point from the resultant ratio. In case of BHCs that do not report having a CRO, we define CRO Centrality based on the total compensation of the Chief Financial Officer if that is available; if CFO compensation is not available, then we compute CRO Centrality based on the compensation of the fifth highest-paid executive, and subtract a percentage point from the resultant ratio.
• Risk Committee Experience: A dummy variable that takes the value of 1 if at least one of the directors serving on the board's risk committee has prior banking experience, and 0 otherwise.
• Freq. Meetings of Risk Committee: The number of times the BHC's board risk committee met during the year.
• Active Risk Committee: A dummy variable that the value of 1 if the frequency with which the BHC's board risk committee met during the year is higher than the average frequency across all BHCs during the year, and 0 otherwise.
• Frac. Experienced Directors: The fraction of non-inside directors on the BHC's board of directors that have prior banking or financial industry experience.
• Experienced Board : A dummy variable that takes the value of 1 if Frac. Experienced Directors for the BHC is higher than the average value across all BHCs during the year, and 0 otherwise.
• Reports to Board : A dummy variable that identifies whether the key management-level risk committee (usually called the "Asset and Liability Committee") reports directly to the BHC's board of directors, instead of to the CEO.
• • Size: Natural logarithm of the book value of total assets (BHCK2170).
• ROA: Ratio of the income before extraordinary items (BHCK4300) to assets.
• Deposits/Assets: Ratio of total deposits (BHDM6631+BHDM6636+BHFN6631+BHFN6636) to assets.
• Tier-1 Cap/Assets: Ratio of Tier1 capital (BHCK8274) to assets.
• Loans/Assets: Ratio of total loans (BHCK2122) to assets.
• Real Estate Loans/Assets: Ratio of loans secured by real estate (BHCK1410) to assets.
• C&I Loans/Assets: Ratio of commercial and industrial loans (BHDM1766) to assets.
• Consumer Loans/Assets: Ratio of consumer loans (BHDM1975) to assets.
• Agri. Loans/Assets: Ratio of agricultural loans (BHCK1590) to assets.
• Other Loans/Assets: Ratio of all other loans to assets.
• Loan Concentration: Measures the concentration of the BHC's loan portfolio among the five loan segments defined above. It is computed as the sum of squares of each segment's share in the total loan portfolio.
• Bad Loans/Assets: Ratio of the sum of loans past due 90 days or more (BHCK5525) and non-accrual loans (BHCK5526) to assets.
• Non-Int. Income/Income: Ratio of non-interest income (BHCK4079) to the sum of interest income (BHCK4107) and non-interest income (BHCK4079).
• UW Assets/Assets: The ratio of the assets of subsidiaries engaged in underwriting or dealing securities (BHCKC252) to the total assets of the BHC.
• Ins. Assets/Assets: The ratio of the assets of subsidiaries engaged in insurance and reinsurance (BHCKC253) to the total assets of the BHC.
• Private MBS : The total value of private-label mortgage backed securities held in both trading and investment portfolios; i.e., this excludes mortgage-backed securities that are either issued or guaranteed by government sponsored enterprises. This measure is computed as summing the following variables:
BHCK1709, BHCK1733, BHCK1713, BHCK1736 and BHCK3536.
• • Deriv. Trading: Total gross notional amount of derivative contracts held for trading, obtained by adding amounts on interest rate contracts (BHCKA126), foreign exchange contracts (BHCKA127), equity derivative contracts (BHCK8723), and commodity and other contracts (BHCK8724).
• Deriv. Hedging: Value of derivatives used for hedging purposes. Obtained by adding the following variables: BHCK8725, BHCK8726, BHCK8727 and BHCK8728.
Other BHC variables:
• Inst. Ownership: Percentage of shares owned by institutional investors.
• G-Index : Gompers, Ishii and Metrick (2003) governance index.
• CEO's Delta: Sensitivity of CEO compensation to share price, expressed in $ '000.
• CEO's Vega: Sensitivity of CEO compensation to stock return volatility, expressed in $ '000. The dependent variable in Panel C is Aggregate Risk, which is defined as the standard deviation of the weekly excess return on the BHC's stock (over the S&P500) during the year. All other variables are defined in Appendix B. We include BHC fixed effects and year fixed effects in all specifications. Standard errors (reported in parentheses) are robust to heteroskedasticity and are clustered at the BHC level. Asterisks denote statistical significance at the 1% (***), 5%(**) and 10% (*) levels. Arellano and Bond (1991) applied to the dynamic model (3), which seeks to understand the impact of lagged RMI on risk. Downside Risk is defined as the mean implied volatility estimated from put options written on the BHC's stock. Tail Risk is defined as the negative of the average return on the BHC's stock over the 5% worst days for the S&P500 during the year. Aggregate Risk is the standard deviation of the BHC's weekly excess return (over S&P500), computed over the year. All other variables are defined in Appendix B. Asterisks denote statistical significance at the 1% (***), 5% (**) and 10% (*) levels. 
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