Abstract In this paper we study the security of the Advanced Encryption Standard (AES) and AES-like block ciphers against differential cryptanalysis. Differential cryptanalysis is one of the most powerful methods for analyzing the security of block ciphers. Even though no formal proofs for the security of AES against differential cryptanalysis have been provided to date, some attempts to compute the maximum expected differential probability (MEDP) for two and four rounds of AES have been presented recently. In this paper, we will improve upon existing approaches in order to derive better bounds on the EDP for two and four rounds of AES based on a slightly simplified S-box. More precisely, we are able to provide the complete distribution of the EDP for two rounds of this AES variant with five active S-boxes and methods to improve the estimates for the EDP in the case of six active S-boxes.
Introduction
Although symmetric key primitives such as block ciphers are ubiquitously deployed throughout all cryptosystems, they do not come with a formal proof of security. In modern designs the resistance against differential [2] and linear [14] cryptanalysis is always a design objective. An important class of block ciphers are the so-called substitution-permutation networks (SPNs) of which the Advanced Encryption Standard (AES) [4] is the most prominent example.
In this paper, we want to study the distribution of the probability of differentials over two rounds of the AES. Our objective is to use this close study of the two round probabilities to obtain tighter bounds for the probability of differentials over four rounds of the AES. Bounds on the expected differential probability of 4-round differentials have earlier been investigated in [9, 10, 16, 17] .
Tight bounds on the probability of differentials over four rounds of AES are relevant in practice because there are several constructions which use four rounds of AES as a building block: the message authentication codes Pelican MAC [5] , PC-MAC [15] and the stream cipher LEX [3] .
Our detailed study of the full distribution of the expected differential probability of differentials over two rounds of a simplified variant of AES results in a better understanding of the interaction between the different components of the AES.
The paper is organized as follows. Sections 2 and 3 give an overview of the terminology used and of basic differential properties of the AES S-box. Section 4 introduces the main object of our study, the super box, and Sect. 5 gives an even more general structure. Sections 6-8 then systematically derive results on the distribution properties of the super box based on a simplified S-Box and in Sect. 9, we conclude.
Characteristics, differentials and probabilities

Notation
Let us denote by F 2 the finite field with two elements. In all of the following we will make extensive use of the correspondence between the set {0, 1} n , the vector space F n 2 and the finite field F 2 n . Therefore, we will denote the bit-wise XOR between two elements simply by the addition "+".
The finite field F 2 8 will play a crucial role in our discussion because it lies at the core of the AES substitution box [4] . We use the representation F 2 8 F 2 [θ ]/(θ 8 + θ 4 + θ 3 + θ + 1). Whenever we use a finite field inversion in this paper, we implicitly mean inversion in F 2 8 with respect to the above irreducible polynomial.
In our discussion we will encounter a superstructure that works on 32-bit values. Due to this superstructure, it will be convenient to consider these 32-bit values as elements of the vector space V = (F 2 8 ) 4 .
Terminology
A differential [12] of a function f :
We call a the input difference and b the output
The difference table of a function f is the matrix containing all the differential probabilities
Where it is clear from the context which function f is meant, we will often drop it from the notation.
If f is a function parameterized by a key k, we can also define the parameterized differential probability DP[k](a, b) in a straightforward way. Then, the expected differential probability (EDP) of a differential (a, b) is defined as the mean value of DP[k](a, b):
Here, k is assumed to be a uniformly distributed random variable taking values in K. So for a function parameterized by a key, the difference table consists of the values
If we now consider the following set of equations
then the parameterized differential probability
It is well-known [12] that for Markov ciphers we have
3 The AES S-box
Definition
The AES S-box operates on F 2 8 and can be described as
Here x −1 denotes the multiplicative inverse of x in F 2 8 , extended by 0 being mapped to 0. L is a linear transformation over F 2 and q a constant. Note that L is not linear over F 2 8 and can be expressed as a so-called linearized polynomial (cf. [13] ). In this paper, we will study in detail the differential properties of an AES variant where the S-box is simplified to S(x) = x −1 [with S(0) = 0]. We will call this the naive S-box S n .
Properties
Since S(x) and S n (x) are invertible, we trivially obtain for both maps that DP(0, 0) = 1 and DP(a, 0) = DP(0, b) = 0 for all a, b ∈ F * 2 8 . For each nonzero input difference a the corresponding row of the difference tables of S(x) and S n (x) contains one time 2 −6 , 126 times 2 −7 and 129 times 0. The same holds true for each nonzero output difference and the corresponding columns of the difference tables.
From [6] (see also [1] ) we have the following neat result how to characterize the distribution of DP S n (a, b) when a and b are different from 0: If ab = 1, it is easy to see that the equation x −1 + (a + x) −1 = a −1 has the four solutions {0, a, aν, aν 2 } with ν ∈ F 2 2 \F 2 since such a ν satisfies ν 2 + ν = 1. Summarizing, we have:
As an easy consequence it follows that for all c ∈ F * 2 8 , DP S n (a, b) is equal to DP S n (ac, bc −1 ). Because a differential (a, b) with a = b −1 has two times the DP of the other differentials (having D P > 0), we also call it a double differential. If we consider two AES rounds, swap the steps ShiftRows and SubBytes in the first round, and remove the linear transformations before the first SubBytes transformation and after the second SubBytes transformation, then we obtain a map that can also be described as 4 parallel instances of the AES super box. It is well-known that this map has the same differential properties as two rounds of AES. Similarly, we define the naive super box by using in both Substitution steps S n instead of S.
The matrix M in the Mixing step is given by:
where θ was the element used to define 
It can be shown that the branch number of the Mixing map defined by M equals the minimum distance of the associated linear code. Since the code associated to M has maximal distance, the Mixing step has the highest possible branch number B = 5 (cf. [4] ).
The MEDP of the AES Super Box
For differentials (a, e) over a super box, we write EDP super box (a, e) := EDP 32 (a, e).
The maximum expected differential probability (MEDP) of a super box is defined as
Park et al. [17] give a bound on the MEDP of generalized super box structures. They consider super boxes with Substitution layers constructed from an arbitrary number of parallel S-boxes, which don't need to be all the same, and a Mixing layer using an arbitrary matrix. We state here their theorem for the less general case where each Substitution layer consists of 4 applications of the same S-box, and where the Mixing layer has branch number 5. We introduce the following notation:
Observe that the first quantity is the running sum of the fifth powers of all the entries in a row of the difference table, whereas the second quantity is obtained by summing the fifth powers of all the entries in a column. Now we can state the simplified form of [17, Theorem 1] as follows:
Theorem 1 The MEDP of a differential over a super box is bounded by
As stated already in Section 3.2, both for the AES S-box and the naive S-box, the rows and the columns of the difference tables are all equal up to a reordering of the values. Hence, the bound of Theorem 1 reduces to:
For a naive super box, this bound is tight. It is reached for instance in the differential
For an AES super box, this bound is not tight. Keliher and Sui [11] computed that MEDP 32 ≈ 1.656 × 2 −29 .
Already earlier, Hong et al. [8] proved the bound
This bound can be easily derived as a corollary of Theorem 1 since for all x we have y DP(x, y) = 1.
Hence, we get for all x:
Filling out max y DP(x, y) = 2 −6 in (9) gives MEDP 32 ≤ 2 −24 . The results given in this section motivate the following conjecture:
Conjecture 1 For any number of rounds s, the MEDP of the AES reduced to s rounds is smaller than the MEDP of the AES variant using the naive S-box S n , reduced to s rounds.
This is equivalent to stating that the real AES is more resistant against differential cryptanalysis than the variant using the naive S-box. Therefore, we focus on the naive S-box S n .
Mega boxes
Definition
A mega box takes as input an array consisting of four elements of V. Each element is called a column. A mega box produces an output of the same dimensions and takes as key three arrays k 1 , k 2 , k 3 , each consisting of 4 columns. The AES mega box consists of the sequence of four transformations: Substitution: each of the 4 columns of the input is substituted by applying the AES super box parameterized by the key k 1 Mixing:
the linear AES transformations ShiftRows, MixColumns and again ShiftRows are applied Key addition: key k 2 is added by means of the binary XOR operation Substitution: each column is substituted by applying the AES super box parameterized by the key k 3
If we consider four AES rounds, swap the steps ShiftRows and SubBytes in the first and the third round, remove the linear transformations before the first SubBytes transformation and after the fourth SubBytes transformation, then we obtain the same map as the AES mega box. Again, this map has the same differential properties as four rounds of AES. (This is in fact the basis for the proof that characteristics over four rounds of AES have at least 25 active S-boxes [4] .) Similarly, we define the naive mega box by using in both substitution steps the naive super box.
The MEDP of the AES mega box
The currently used bound for differentials over AES reduced to four rounds is the one that follows from applying the Hong et al. bound (9) to the mega box (cf. [11] ):
If the naive S-box is used, then this bound increases to 1.16 × 2 −111 . The contribution of this paper is that we make progress towards a tighter bound for the case of the naive S-box by using the the same strategy that Park et al. used for two rounds, namely we compute E 5r and E 5c for the super box to derive tighter bounds on MEDP 128 . In order to compute these values, we need to determine the entries of the difference table of the super box. The entries will be computed, or bounded, by extending the observations made in [6] . In fact, it is sufficient to determine the distribution of the entries over the rows and columns of the difference table. We will use this fact to reduce the computational complexity.
Characteristics and bundles
Applying (3), we get
Since the Mixing step is linear, 
For a super box, the characteristics in a differential (a, e) are defined uniquely by a, e and the value of b. Further, if a i = 0 then DP(a i , 0) = 1 and DP(a i , b i ) = 0, ∀b i = 0. We say that position i in a is active if a i = 0. The activity pattern of a has a single bit for each position in a. The bit is 1 when the position is active, and 0 when it is not active. The activity pattern of the differential (a, e) is the pair of the activity patterns of a and e. The weight w(a, e) of a differential (a, e) is defined as w(a) + w(e).
In order to compute EDP 32 (a, e) of a differential (a, e) we need to consider only the characteristics defined by values b such that the activity pattern of (b, Mb) equals the activity pattern of (a, e). Observe that scalar multiplication doesn't change the activity pattern of a vector. Furthermore, MixColumns is linear over F some differential (a, e) , is the set of 255 characteristics defined as follows:
For any differential (a, e), the set of characteristics in (a, e) can be partitioned into a number of bundles of characteristics. A characteristic in a bundle B(b) of the differential (a, e) is uniquely identified by the value of γ . The number of bundles in (a, e) depends on w(a, e), see Table 1 .
Counting characteristics
S-box
We define N 8 (a, b) as:
Then we have for both S and S n that
Approximation (12) is exact in 255 out of 256 cases. In the remaining cases we have N 8 (a, b) = 2 6 · DP(a, b) due to the double differentials. Furthermore, because of (5) we have the following nice description for the quantity N 8 (a, b) in the case of the naive S-box:
Super box
Let us define the number of characteristics Q ∈ (a, e) having EDP 32 (Q) > 0 by:
Similarly as in the derivation of (11) we obtain that 
where (a, e) is a correction term that compensates for the error made in (12) due to the characteristics with one or more double differentials.
The difference table for the super box based on the naive S-box
General observations
For all non-zero c we have [4] :
In fact, for any differential over AES reduced to r rounds and using the naive S-box, we have
8.2 The case w(a) = 1
Computing N 32 (a, e)
Due to the properties of M we know that EDP 32 (a, e) > 0 only if w(e) = 4. Hence, a row in the difference table with w(a) = 1 contains at most 255 4 entries different from zero. Further, because of the rotational symmetry of MixColumns and because of (15) , all the rows with w(a) = 1 have the same distribution of entries. Without loss of generality we can assume that a 2 = a 3 = a 4 = 0. Then,
The characteristics in (a, e) form one bundle. Hence, we are allowed to choose
and write:
This is equivalent to stating that N 32 (a, e) equals the number of non-zero solutions for the following set of equations in γ −1 :
The non-zero solutions γ −1 to (17) can be described as the trace-orthogonal elements lying in the vector space spanned by the vectors in the (multi-)set
In the following, let V denote the span of V as a F 2 vector space. Therefore, the number of such non-zero γ −1 is exactly 2 8 Let E(m, n, d ) be the number of m × n matrices (m ≤ n) with rank d over F 2 . We have
denotes the q-binomial coefficient with q = 2 (see for example [7, 13] ). Except for the fact that a −1 1 is fixed and that the e i cannot be zero, this is almost what we want. We therefore have to employ an inclusion-exclusion principle to arrive at:
The values of Z (d) for all possible dimensions d are given in Table 2 .
Computing (a, e)
The correction term (a, e) for a differential ([a 1 , 0, 0, 0]; [e 1 , e 2 , e 3 , e 4 ]) can be computed by the following reasoning. If we consider the 255 characteristics in one bundle, then we see that for each of the active S-boxes either the input difference or the output difference is fixed, while the other difference takes all nonzero values once. In terms of the difference table, we can say that all the values of a row, respectively column occur exactly once. Hence, for every active S-box there are 129 entries equal to zero, 126 entries equal to 2 −7 and one entry equal to 2 6 . The last one is the double differential.
From (5) and (17) we obtain that the double differentials occur in the characteristics corresponding to the values γ ∈ V. If dim( V ) = 1, then a 1 = θ e 1 = e 2 = e 3 = (1 + θ)e 4 , and therefore the double differentials of the 5 active S-boxes occur for the same value of γ . Hence, in this case (a, e) equals 2 5 − 1 = 31. If dim( V ) = 2, then the set V contains 2 or 3 different values, which we denote by A, B and C = A + B, since the third must be linearly dependent from A and B. Now the 5 double differentials Table 3 The values of (a, e) of characteristics when dim( V ) = 2
Tr (B/A)
Tr ( 
If the trace condition is satisfied, then this characteristic results in (a, e) = 2 3 − 1. Similarly, the characteristics corresponding to γ = B and γ = C may also result in (a, e) > 0. Table 3 summarizes all the possibilities for the case dim( V ) = 2.
The previous computations have to be repeated for all possible values for (a, e) and for all possible dimensions of V . The computations for dim( V ) > 2 require tables similar to Table 3 , which are too bulky to include in this paper. We have computed the full distribution both of the N 32 (a, e) entries in Table 2 and the (a, e) values in Table 4 . Together, they completely determine the distribution of EDP 32 in the difference table for the naive super box for w(a) = 1 based on Eq. (13) which is also illustrated in Fig. 1. 
The case w(a) = 2
We know then that EDP 32 (a, e) > 0 only if w(e) ≥ 3. Because of the rotational symmetry of MixColumns and because of (15) , there are 2 × 255 = 510 different cases. Without loss of generality we can assume that a 1 = 1. We discuss here the 255 
The difference table contains now two types of entries, depending on w(e):
w(e) = 3: There are 4 × 255 3 values for e with w(e) = 3. 
Hence, N 32 (a, e) is now the sum of 251 terms which can be computed as before:
where the sets V (t) are given by
We will now compute bounds for the values
for all values of a 2 and use them as estimates for E 5r (a) = e EDP 32 (a, e) 5 .
Bounding M
The basic idea in order to bound M is to split the set V(t) to facilitate the computation. A straightforward approach would be
where
From this we have
Since dim( S 1 (t) ) = 2 except when t = a −1 2 we derive the following upper and lower bounds:
From (20) 4 ] for λ = 0. This is exactly the definition of projective space, so we can choose a representative of these tuples by taking e 1 = 1 and multiply the contribution by 255.
Proposition 2 Using the above approach, we can compute the bounds U and L to be
In order to arrive at a closer approximation we also computed the following alternative bounds U and L by splitting V (t) into S 1 (t) ∪ S 2 (t) with
Note, that these bounds have the advantage of being independent of a 2 . Nevertheless, we cannot use the trick of Proposition 1 anymore, since S 2 (t) always contains 1 which makes the computation more difficult by a factor 2 8 . We arrive at the following 
where the sum runs over 64015 values of (s, t) (see Table 1 ) and we consider the vector space spanned by the elements of 
Conclusions and outlook
In this paper, we determined the distribution of the EDP 32 (a, e) values for all differentials with w(a, b) = 5 over the super box using the naive S-box. Observe that for the matrix M used in MixColumns, we only used the fact it is an MDS matrix. Hence, these results apply for any MDS matrix, in particular also for M −1 . From these partial results, we can already draw some conclusions on the EDP 128 of a fraction of the differentials over the mega box. Consider a differential This bound is quite close to the theoretically optimal bound of 2 × 2 −128 . It holds for all mega box differentials where five super boxes are active and each active super box has exactly 5 active S-boxes. Furthermore, Theorem 1 can be generalized to hold for a mega box, which implies that that the above bound also holds for all mega box differentials with more than five active super boxes where each active super box has exactly five active S-boxes. (a, e) ) 5 .
The first term is upper bounded by 4 times the E 5r (a ) where a is any difference with w(a ) = 1. We estimated the second term by bounding M = (N 32 ) 5 for all differences a with activity pattern (1, 1, 0, 0 
