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A COMBINATORIAL MODEL FOR EXCEPTIONAL SEQUENCES IN TYPE A
ALEXANDER GARVER AND JACOB P. MATHERNE
Abstract. Exceptional sequences are certain ordered sequences of quiver representations. We use noncrossing
edge-labeled trees in a disk with boundary vertices (expanding on T. Araya’s work) to classify exceptional sequences
of representations of Q, the linearly-ordered quiver with n vertices. We also show how to use variations of this
model to classify c-matrices of Q, to interpret exceptional sequences as linear extensions, and to give a simple
bijection between exceptional sequences and certain chains in the lattice of noncrossing partitions. In the case of
c-matrices, we also give an interpretation of c-matrix mutation in terms of our noncrossing trees with directed
edges.
Contents
1. Introduction 1
2. Exceptional sequences 2
2.1. Quiver mutation 2
2.2. Representations of quivers 3
3. Chord diagrams and exceptional sequences 4
4. Mutation of oriented chord diagrams 6
5. Reachable CECs and classification of c-matrices 9
6. Exceptional sequences and linear extensions 11
7. Permutations and exceptional sequences 13
7.1. Permutations via linear extensions 14
8. Applications 14
8.1. Labeled trees 15
8.2. Reddening sequences 15
8.3. Noncrossing partitions and exceptional sequences 15
9. Future directions 17
References 17
1. Introduction
Exceptional sequences are certain ordered sequences of quiver representations introduced in [GR87] to study
exceptional vector bundles on P2. Maximal such sequences called complete exceptional sequences also have
connections with combinatorics as they are in bijection with maximal chains in the lattice of noncrossing partitions
by the work of [IT09] and [HK13]. More recently, complete exceptional sequences were shown to be intrinsically
related to acyclic cluster algebras with principal coefficients via the work of Speyer and Thomas [ST13]. They
appear as certain orderings of the c-vectors of a c-matrix in such a cluster algebra.
We take a combinatorial approach to the study of exceptional sequences. In [Ara13], Araya establishes a
bijection between the set of complete exceptional collections in type A and the collection of certain noncrossing
spanning trees called chord diagrams. It is this simple combinatorial model that serves as the vehicle to our
results.
In Section 3, we decorate Araya’s diagrams with edge-labelings and oriented edges so that they can keep track
of both the ordering of the representations in a complete exceptional sequence as well as the signs of the rows in
the c-matrix it came from. While Araya’s diagrams classify complete exceptional collections, we show that the
new decorated diagrams classify more complicated objects called exceptional sequences (Theorem 3.2). In this
language, we give a rule for mutation of oriented diagrams arising from c-matrices in Section 4. We remark that
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our work is connected to that of Goulden and Yong [GY02] who used edge-labeled noncrossing spanning trees in
a disk to study factorizations of the long cycle p1, 2, . . . , n` 1q P Sn`1 by a specified collection of transpositions.
The work of Speyer and Thomas (see [ST13]) allows complete exceptional sequences to be obtained from
c-matrices. In [ONA`13], the number of complete exceptional sequences in type An is given, and there are more
of these than there are c-matrices. Thus, it is natural to ask exactly which c-matrices appear as Araya’s diagrams.
We give an answer to this question in Section 5 (Theorem 5.2).
In Section 6, we ask how many complete exceptional sequences can be formed using the representations in a
complete exceptional collection. It turns out that two complete exceptional sequences can be formed in this way
if they have the same underlying chord diagram without chord labels. We interpret this number as the number
of linear extensions of the poset determined by the chord diagram of the complete exceptional collection. This
also gives an interpretation of complete exceptional sequences as linear extensions.
With this interpretation in mind, we investigate the question of which permutations of the c-vectors of a c-
matrix lead to CESs by regarding the absolute value of the c-vectors as the dimension vectors of indecomposable
representations. In Section 7, we give an explicit combinatorial description of these permutations.
In Section 8, we give several applications of the theory in type A, including combinatorial proofs that two
reddening sequences produce isomorphic ice quivers (see [Kel12] for a general proof in all types using deep
category-theoretic techniques) and that there is a bijection between exceptional sequences and certain chains in
the lattice of noncrossing partitions.
Acknowledgements. Helpful insight was given during conversations with E. Barnard, J. Geiger, M.
Kulkarni, G. Muller, G. Musiker, D. Rupel, D. Speyer, and G. Todorov. We thank G. Muller and G. Musiker for
their helpful comments on drafts of our paper and S. A. Csar whose PhD thesis defense inspired us to see the
connections between exceptional sequences and linear extensions. We also thank the 2014 Mathematics Research
Communities program for giving us an opportunity to work on this exciting problem as well as for giving us a
stimulating (and beautiful) place to work.
2. Exceptional sequences
We begin by defining quivers and exchange matrices, which serve as the starting point in our study of
exceptional sequences.
2.1. Quiver mutation. A quiver Q is a directed graph without loops or 2-cycles. In other words, Q is a 4-tuple
pQ0, Q1, s, tq, where Q0 “ rms :“ t1, 2, . . . ,mu is a set of vertices, Q1 is a set of arrows, and two functions
s, t : Q1 Ñ Q0 defined so that for every α P Q1, we have spαq αÝÑ tpαq. An ice quiver is a pair pQ,F q with
Q a quiver and F Ă Q0 frozen vertices with the additional restriction that any i, j P F have no arrows of Q
connecting them. We refer to the elements of Q0zF as mutable vertices. By convention, we assume Q0zF “ rns
and F “ rn`1,ms :“ tn`1, n`2, . . . ,mu. Any quiver Q can be regarded as an ice quiver by setting Q “ pQ,Hq.
The mutation of an ice quiver pQ,F q at mutable vertex k, denoted µk, produces a new ice quiver pµkQ,F q
by the three step process:
(1) For every 2-path iÑ k Ñ j in Q, adjoin a new arrow iÑ j.
(2) Reverse the direction of all arrows incident to k in Q.
(3) Delete any 2-cycles created during the first two steps.
We show an example of mutation below depicting the mutable (resp. frozen) vertices in black (resp. blue).
pQ,F q =
1
2
3
4
µ2ÞÝÑ
1
2
3
4
= pµ2Q,F q
The information of an ice quiver can be equivalently described by its (skew-symmetric) exchange matrix.
Given pQ,F q, we define B “ BpQ,F q “ pbijq P Znˆm :“ tnˆm integer matricesu by bij :“ #ti αÑ j P Q1u´#tj αÑ
i P Q1u. Furthermore, ice quiver mutation can equivalently be defined as matrix mutation of the corresponding
exchange matrix. Given an exchange matrix B P Znˆm, the mutation of B at k P rns, also denoted µk, produces
a new exchange matrix µkpBq “ pb1ijq with entries
b1ij :“
" ´bij : if i “ k or j “ k
bij ` |bik|bkj`bik|bkj |2 : otherwise.
2
For example, the mutation of the ice quiver above (here m “ 4 and n “ 3) translates into the following matrix
mutation. Note that mutation of matrices (or of ice quivers) is an involution (i.e. µkµkpBq “ B).
BpQ,F q “
»– 0 2 0 0´2 0 1 0
0 ´1 0 ´1
fifl µ2ÞÝÑ
»– 0 ´2 2 02 0 ´1 0
´2 1 0 ´1
fifl “ Bpµ2Q,F q.
Given a quiver Q, we define its framed (resp. coframed) quiver to be the ice quiver pQ (resp. qQ) wherepQ0 p“ qQ0q :“ Q0 \ rn` 1, 2ns, F “ rn` 1, 2ns, and pQ1 :“ Q1 \ tiÑ n` i : i P rnsu (resp. qQ1 :“ Q1 \ tn` iÑ
i : i P rnsu). Now given pQ we define the exchange tree of pQ, denoted ET p pQq, to be the (a priori infinite) graph
whose vertices are quivers obtained from pQ by a finite sequence of mutations and with two vertices connected by
an edge if and only if the corresponding quivers are obtained from each other by a single mutation. Similarly,
define the exchange graph of pQ, denoted EGp pQq, to be the quotient of ET p pQq where two vertices are identified
if and only if there is a frozen isomorphism of the corresponding quivers (i.e. an isomorphism that fixes the
frozen vertices). Such an isomorphism is equivalent to a simultaneous permutation of the rows and columns of
the corresponding exchange matrices.
Given pQ, we define the c-matrix Cpnq “ CRpnq (resp. C “ CR) of R P ET p pQq (resp. R P EGp pQq) to
be the submatrix of BR where Cpnq :“ pbijqiPrns,jPrn`1,2ns (resp. C :“ pbijqiPrns,jPrn`1,2ns). We let c-mat(Q)
:“ tCR : R P EGp pQqu. By definition, BR (resp. C) is only defined up to simultaneous permutations of its rows
and columns (resp. up to permutations of its rows) for any R P EGp pQq.
A row vector of a c-matrix, ÝÑc , is known as a c-vector. The celebrated theorem of Derksen, Weyman, and
Zelevinsky [DWZ10, Theorem 1.7], known as the sign-coherence of c-vectors, states that for any R P ET p pQq and
i P rns the c-vector ÝÑci is a nonzero element of Zně0 or Znď0. Thus we say a c-vector is either positive or negative.
For the purposes of this paper, we will only be concerned with the linearly-ordered An quiver Q shown below
with its framed quiver pQ.
Q “ 1 2 ¨ ¨ ¨ nn´ 1oo oo oo oo pQ “
1 2 ¨ ¨ ¨ n´ 1 n
n` 1 n` 2 2n´ 1 2n
oo
OO
oo
OO
oo oo
OO OO
2.2. Representations of quivers. A representation V “ ppViqiPQ0 , pϕαqαPQ1q of a quiver Q is an assignment
of a k-vector space Vi to each vertex i and a k-linear map ϕα : Vspαq Ñ Vtpαq to each arrow α where k is a field.
The dimension vector of V is the vector dimpV q :“ pdimViqiPQ0 . Here is an example of a representation, with
dimpV q “ p3, 3, 2q, of the mutable part of the quiver depicted in Section 2.1.[
1 3 2
2 0 1
3 8 0
]
k3
k3
k2[
0 1 7
2 1 5
3 0 0
]
[
3 12 4
22 1 0
]
Let V “ ppViqiPQ0 , pϕαqαPQ1q and W “ ppWiqiPQ0 , p%αqαPQ1q be two representations of a quiver Q. A morphism
θ : V Ñ W consists of a collection of linear maps θi : Vi Ñ Wi that are compatible with each of the linear maps
in V and W . That is, for each arrow α P Q1, we have θtpαq ˝ ϕα “ %α ˝ θspαq. An isomorphism of quiver
representations is a morphism θ : V Ñ W where θi is a k-vector space isomorphism for all i P Q0. We define
V ‘W :“ ppVi‘WiqiPQ0 , pϕα‘%αqαPQ1q to be the direct sum of V and W . We say that a nonzero representation
V is indecomposable if it is not isomorphic to a direct sum of two nonzero representations.
For the linearly-ordered An quiver, it is a standard exercise to show that its indecomposable representations
up to isomorphism are exactly the representations Xi,j with 0 ď i ă j ď n defined as
1 i j n
Xi,j :“ 0 0ÐÝ ¨ ¨ ¨ 0ÐÝ 0 0ÐÝ k 1ÐÝ ¨ ¨ ¨ 1ÐÝ k 0ÐÝ 0 0ÐÝ ¨ ¨ ¨ 0ÐÝ 0.
We remark that representations of Q can equivalently be regarded as modules over the path algebra kQ.
As such, one can define ExtskQpV,W q (s ě 0) and HomkQpV,W q for any representations V and W . We refer the
reader to [ASS06] for more details on representations of quivers.
An exceptional sequence ξ “ pV1, . . . , Vkq (k ď n :“ #Q0) is an ordered list of exceptional representa-
tions Vj of Q (i.e. Ext
s
kQpVj , Vjq “ 0 for all s ě 1) satisfying HomkQpVj , Viq “ 0 and ExtskQpVj , Viq “ 0 if i ă j
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for all s ě 1. We define an exceptional collection ξ “ tV1, . . . , Vku to be a set of exceptional representations
Vj of Q that can be ordered in such a way that they define an exceptional sequence. When k “ n, we say ξ
(resp. ξ) is a complete exceptional sequence (CES) (resp. complete exceptional collection (CEC)). For
the linearly-ordered quiver, a representation is exceptional if and only if it is indecomposable.
The following result of Speyer and Thomas gives a beautiful connection between c-matrices of an acyclic
quiver Q and CESs. It serves as motivation for our work. Before stating it we remark that for any R P ET p pQq
and any i P rns where Q is an acyclic quiver, the c-vector ÝÑci “ ÝÑci pRq “ ˘dimpViq for some indecomposable
representation of Q (see [Cha12]).
Notation 2.1. Let ÝÑc be a c-vector of an acyclic quiver Q. Define
|ÝÑc | :“
" ÝÑc : if ÝÑc is positive
´ÝÑc : if ÝÑc is negative.
Theorem 2.2. [ST13] Let C P c-matpQq, let tÝÑci uiPrns denote the c-vectors of C, and let |ÝÑci | “ dimpViq for some
indecomposable representation of Q. There exists a permutation σ P Sn such that pVσp1q, ..., Vσpnqq is a CES with
the property that if there exist positive c-vectors in C, then there exists k P rns such that ÝÝÑcσpiq is positive if and
only if i P rk, ns, and HomkQpVi, Vjq “ 0 if ÝÑci ,ÝÑcj have the same sign. Conversely, any set of n vectors having
these properties defines a c-matrix whose rows are tÝÑci uiPrns.
3. Chord diagrams and exceptional sequences
We henceforth fix n P N and use Q to denote the linearly-ordered An quiver.
A chord diagram d “ tcpi`, j`qu`Prks with k P rns is a graph embedded in a disk with n ` 1 vertices,
called marked points, on the boundary of the disk. The marked points are labeled 0, 1, ..., n counterclockwise
starting from the top of the disk. We let cpi, jq denote the chord connecting the marked points labeled i and
j. Furthermore, we require that the chords are pairwise non-intersecting in the interior of the disk, that the
underlying graph of d is a forest, and that each pair of distinct marked points has at most one chord connecting
them. We similarly define a labeled (resp. oriented) chord diagram, denoted dpkq “ tpcpi`, j`q, s`qu`Prks (resp.ÝÑ
d “ tÝÑc pi`, j`qu`Prks), to be a chord diagram each of whose chords are labeled by an integer s` P rks bijectively
(resp. whose chords ÝÑc pi`, j`q are oriented from i` to j`). We give examples of each type of chord diagram of type
A3 below.
0
1
2
3
0
1
2
3
0
1
2
3
2
1 3
Theorem 3.1. [Ara13, Thm. 1.1] Let E :“ tcomplete exceptional collectionsu, D :“ tdiagrams d “ tcpi`, j`qu`Prnsu.
The map Φ : E Ñ D defined by ξ “ tXi1,j1 , . . . , Xin,jnu ÞÑ tcpi`, j`qu`Prns is a bijection.
Let dpkq be a labeled diagram, let i be any marked point, and let ppcpi, jj1q, s1q, . . . , pcpi, jjr q, srqq be the
complete list of chords in dpkq involving i ordered so that chords appearing later in the list are clockwise from
those earlier in the list in dpkq. We say the chord-labeling of dpkq is good if for each marked point i one has
s1 ă ¨ ¨ ¨ ă sr. The labeling of the diagram in the previous example is not good.
We now state our first main result. Let Dpkq denote the set of diagrams with k chords and with good labelings
and let Epkq :“ texceptional sequences ξ “ pV1, . . . , Vkqu.
Theorem 3.2. Let k P rns. One has a bijection rΦ : Epkq Ñ Dpkq given by
ξ “ pXi1,j1 , . . . , Xik,jkq ÞÑ tpcpi`, j`q, k ` 1´ `qu`Prks.
Before giving the proof of Theorem 3.2, we present several technical lemmas. We first mention an obvious
lemma followed by a nontrivial result from representation theory of finite dimensional algebras.
Lemma 3.3. A sequence of representations pV1, . . . , Vkq is exceptional if and only if pVi, Vjq is an exceptional
pair (i.e. an exceptional sequence of length 2) for all i, j P rks with i ă j.
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Theorem 3.4. [ASS06, Cor. 2.14] Let A be a k-algebra and M,N be two A-modules. If pdM ď 1 and N is
arbitrary, then there exists a k-linear isomorphism
Ext1ApM,Nq – DHomApN, τMq
where τ denotes the Auslander-Reiten translation and Dp´q :“ Homkp´, kq denotes the standard duality
functor on the category of k-vector spaces.
Remark 3.5. The path algebra kQ is a hereditary algebra so pdpMq ď 1 for any kQ-module M . Furthermore,
we have that
τXi,j “
"
Xi´1,j´1 : if i ą 0
0 : if i “ 0.
The next three lemmas are a crucial part of the proof of Theorem 3.2. They are needed to prove that
the chord-labeling of rΦpξq, the labeled diagram determined by an exceptional sequence, is good. The proof of
Lemma 3.8 is similar to that of Lemma 3.6 so we only prove the latter.
Lemma 3.6. Let 0 ď i ă j ă j1 ď n. Then pXi,j , Xi,j1q is the unique exceptional pair defined by Xi,j and Xi,j1 .
Proof. Observe that HomkQpXi,j , Xi,j1q ‰ 0 so pXi,j1 , Xi,jq is not an exceptional pair. Note that an indecompos-
able representation Xk,` is projective if and only if k “ 0. On the other hand, one checks that HomkQpXi,j1 , Xi,jq “
0. Similarly, by Theorem 3.4 one has
Ext1kQpXi,j1 , Xi,jq – DHomkQpXi,j , τXi,j1q
“
"
DHomkQpXi,j , Xi´1,j1´1q : if i ą 0
DHomkQpXi,j , 0q : if i “ 0
“ 0.
Thus pXi,j , Xi,j1q is the unique exceptional pair defined by Xi,j and Xi,j1 . 
Lemma 3.7. Let 0 ď i ă j ă j1 ď n. Then pXj,j1 , Xi,jq is the unique exceptional pair defined by Xi,j and Xj,j1 .
Proof. Observe that by Theorem 3.4, one has
Ext1kQpXj,j1 , Xi,jq – DHomkQpXi,j , τXj,j1q
“ DHomkQpXi,j , Xj´1,j1´1q
‰ 0.
Thus pXi,j , Xj,j1q is not an exceptional pair.
On the other hand, one checks that HomkQpXi,j , Xj,j1q “ 0. Similarly, by Theorem 3.4 one has
Ext1kQpXi,j , Xj,j1q – DHomkQpXj,j1 , τXi,jq
“
"
DHomkQpXj,j1 , Xi´1,j´1q : if i ą 0
DHomkQpXj,j1 , 0q : if i “ 0
“ 0.
Thus pXj,j1 , Xi,jq is the unique exceptional pair defined by Xi,j and Xj,j1 . 
Lemma 3.8. Let 0 ď i ă i1 ă j ď n. Then pXi,j , Xi1,jq is the unique exceptional pair defined by Xi,j and Xi1,j .
The next lemma characterizes indecomposable representations that determine exactly two exceptional pairs.
Lemma 3.9. The representations Xi,j and Xk,` define two distinct exceptional pairs if and only if cpi, jq and
cpk, `q have no interior point and no marked points in common.
Proof. Without loss of generality, we can assume that there are the following two cases.
aq 0 ď i ă j ă k ă ` ď n or
bq 0 ď k ă i ă j ă ` ď n.
The proof of the statement in Case b) is similar to that of Case a) so we omit it.
Case a) Clearly, HomkQpXi,j , Xk,`q “ 0 and HomkQpXk,`, Xi,jq “ 0. Now observe that from Theorem 3.4,
we have
Ext1kQpXi,j , Xk,`q – DHomkQpXk,`, τXi,jq
“
"
DHomkQpXk,`, Xi´1,j´1q : if i ą 0
DHomkQpXk,`, 0q : if i “ 0
“ 0.
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Using Theorem 3.4 again, we obtain
Ext1kQpXk,`, Xi,jq – DHomkQpXi,j , τXk,`q
“ DHomkQpXi,j , Xk´1,`´1q
“ 0.
Thus both pXi,j , Xk,`q and pXk,`, Xi,jq are exceptional pairs. 
The next lemma shows that rΦpξq has no crossing chords.
Lemma 3.10. The representations Xi,j and Xk,` do not define an exceptional pair if and only if cpi, jq and cpk, `q
intersect in the interior of the disk.
Proof. Without loss of generality, we can assume that 0 ď i ă k ă j ă ` ď n. Observe that HomkQpXi,j , Xk,`q ‰ 0
so pXk,`, Xi,jq is not an exceptional pair. By Theorem 3.4, one has
Ext1kQpXk,`, Xi,jq – DHomkQpXi,j , τXk,`q
“ DHomkQpXi,j , Xk´1,`´1q
‰ 0.
Thus pXi,j , Xk,`q is not an exceptional pair. 
Remark 3.11. Lemmas 3.6, 3.7, 3.8, 3.9, and 3.10 can be deduced from [Ara13, Lemma 3.2].
Proof of Theorem 3.2. Let ξ P Epkq. By Lemma 3.10, rΦpξq has no crossing chords. Let pV1, V2q be an exceptional
pair appearing in ξ with Vi corresponding to chord ci in rΦpξq for i “ 1, 2 where c1 and c2 intersect only at a marked
point. Note that by the definition of rΦpξq, the chord label of c1 is bigger than that of c2. From Lemmas 3.6, 3.7,
and 3.8, chord c1 appears clockwise from c2 in rΦpξq. Thus the chord-labeling of rΦpξq is good so rΦpξq P Dpkq for
any ξ P Epkq.
Let rΨ : Dpkq Ñ Epkq be defined by tpcpi`, j`q, `qu`Prks ÞÑ pXik,jk , Xik´1,jk´1 , . . . , Xi1,j1q. We will show thatrΨpdpkqq P Epkq for any dpkq P Dpkq and that rΨ “ rΦ´1. Let rΨptpcpi`, j`q, `qu`Prksq “ pXik,jk , Xik´1,jk´1 , . . . , Xi1,j1q.
Consider the pair pXis,js , Xis1 ,js1 q with s ą s1. We will show that pXis,js , Xis1 ,js1 q is an exceptional pair and thus
conclude that rΨptpcpi`, j`q, `qu`Prksq P Epkq for any dpkq P Dpkq. Clearly, cpis, jsq and cpis1 , js1q are noncrossing. If
cpis, jsq and cpis1 , js1q do not intersect at a marked point, then by Lemma 3.9 pXis,js , Xis1 ,js1 q is exceptional. Now
suppose cpis, jsq and cpis1 , js1q intersect at a marked point. Because the chord-labeling of tpcpi`, j`q, `qu`Prks is good,
cpis, jsq is clockwise from cpis1 , js1q. By Lemmas 3.6, 3.7, and 3.8, we have that pXis,js , Xis1 ,js1 q is exceptional.
To see that rΨ “ rΦ´1, observe thatrΦ´rΨptpcpi`, j`q, `qu`Prksq¯ “ rΦ `pXik,jk , Xik´1,jk´1 , . . . , Xi1,j1q˘
“ tpcpi`, j`q, k ` 1´ pk ` 1´ `qqu`Prks
“ tpcpi`, j`q, `qu`Prks.
Thus rΦ ˝ rΨ “ 1Dpkq. Similarly, one shows that rΨ ˝ rΦ “ 1Epkq. Thus rΦ is a bijection. 
4. Mutation of oriented chord diagrams
In this section, we will develop a process of mutation for oriented diagrams that is analogous to the previously
defined mutation for quivers and exchange matrices. The following lemma gives a way to associate an oriented
diagram to any given c-matrix.
Lemma 4.1. Let C P c-matpQq with tÝÑci uiPrns its c-vectors. Let ÝÑci “ ˘dimpXi1,i2q where the sign of ÝÑci is
determined by C. There is an injective map c-matpQq Ñ ÝÑD :“ toriented diagrams ÝÑd “ tÝÑc pi`, j`qu`Prnsu given
by
ÝÑci ÞÑ
" ÝÑc pi1, i2q : ÝÑci is positiveÝÑc pi2, i1q : ÝÑci is negative.
Thus each c-matrix C determines a unique oriented diagram denoted
ÝÑ
d C with n oriented chords.
Proof. By Theorem 2.2, any c-matrix C defines a unique CEC ξ and therefore by Theorem 3.1 defines a unique
chord diagram dC :“ tcpj`, k`qu`Prns “ Φpξq. Observe that for any ` P rns there exists a c-vector ÝÑci in C such that
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cpj`, k`q “ cpi1, i2q where ÝÑci “ ˘dimpXi1,i2q where the sign of ÝÑci is determined by C. Orient the chords of dC
according to the rule
cpi1, i2q ÞÑ
" ÝÑc pi1, i2q : ÝÑci is positiveÝÑc pi2, i1q : ÝÑci is negative.
Define
ÝÑ
d C to be the resulting oriented chord diagram. This clearly defines the desired injective map. 
Remark 4.2. There is a natural map
ÝÑD |¨|ÝÑ DÝÑ
d “ tÝÑc pi`, j`qu`Prns ÞÝÑ |ÝÑd | :“ tcpi`, j`qu`Prns.
The next lemma will be helpful in describing mutation of oriented diagrams in this section.
Lemma 4.3. Let R P EGp pQq, let B “ pbijq denote its exchange matrix with c-matrix C, and let ÝÑd C denote
the oriented diagram associated to C. If bkj ‰ 0 for some k, j P rns, then the oriented chords ÝÑckpi1pkq, i2pkqq andÝÑcj pi1pjq, i2pjqq of ÝÑd C corresponding to k and j share an endpoint.
Lemma 4.4. [BV08, Prop. 2.4] A quiver R (without frozen vertices) is mutation equivalent to Q if and only if
R satisfies the following:
i) All non-trivial cycles in the underlying graph of R are oriented and of
length 3.
ii) Any vertex has at most four neighbors.
iii) If a vertex has four neighbors, then two of its adjacent arrows belong to
one 3-cycle, and the other two belong to another 3-cycle.
iv) If a vertex has exactly three neighbors, then two of its adjacent arrows
belong to a 3-cycle, and the third arrow does not belong to any 3-cycle.
Corollary 4.5. If R is mutation equivalent to Q, then any two mutable vertices of R have at most one arrow
connecting them.
Proof of Lemma 4.3. As B is skew-symmetric, it is enough to assume that bkj “ 1 (using Corollary 4.5) with
k ă j. We can also assume that ÝÑcj pRq is positive where R is the ice quiver whose exchange matrix is B. The
proof when ÝÑcj pRq is negative is very similar.
Suppose that ÝÑckpRq “ dimpXi1pkq,i2pkqq and ÝÑcj pRq “ dimpXi1pjq,i2pjqq. Then
ÝÑckpµjRq “ dimpXi1pkq,i2pkqq ` dimpXi1pjq,i2pjqq.
In order to have ÝÑckpµjRq “ dimpXs,tq for some s, t P rns with s ă t, we must have i1pkq “ i2pjq or i2pkq “ i1pjq.
Thus the oriented chords ÝÑckpi1pkq, i2pkqq and ÝÑcj pi1pjq, i2pjqq of ÝÑd C share an endpoint.
Now suppose that ÝÑckpRq “ ´dimpXi1pkq,i2pkqq and ÝÑcj pRq “ dimpXi1pjq,i2pjqq. Then we have
ÝÑcj pµkRq “ ´dimpXi1pkq,i2pkqq ` dimpXi1pjq,i2pjqq.
In order to have ÝÑcj pµkRq “ ˘dimpXs,tq for some s, t P rns with s ă t, we must have i1pkq “ i1pjq so that
ÝÑcj pµkRq “
"
dimpXi2pkq,i2pjqq : if i2pkq ă i2pjq´dimpXi2pjq,i2pkqq : if i2pjq ă i2pkq
or i2pkq “ i2pjq so that
ÝÑcj pµkRq “
" ´dimpXi1pkq,i1pjqq : if i1pkq ă i1pjq
dimpXi1pjq,i1pkqq : if i1pjq ă i1pkq.
In either case, the oriented chords ÝÑckpi1pkq, i2pkqq and ÝÑcj pi1pjq, i2pjqq of ÝÑd C share an endpoint. 
We have found that oriented diagrams arising from c-matrices via Lemma 4.1 have certain chords which share
an endpoint via Lemma 4.3. We now keep track of how oriented diagrams are affected when their corresponding
c-matrices are mutated (via the mutation of exchange matrices in Section 2.1). Just as for quivers, mutation of
diagrams is a local property–that is, the chords which do not share an endpoint with the mutating chord are
not affected by mutation. The way that intersecting chords are affected depends on exactly which endpoint they
share. In the theorem below, we give one of our main results–a mutation formula for oriented diagrams arising
from c-matrices.
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Theorem 4.6. Let R P EGp pQq, let B “ pbijq denote its exchange matrix with c-matrix C, and let ÝÑd C denote
the oriented diagram associated to C. Then for any k P rns, ÝÑd µkC is obtained from ÝÑd C by the following two-step
process
iq if j P rns, bkj ‰ 0, and sgnpbkjq ‰ sgnpÝÑckpRqq, replace ÝÑcj pi1pjq, i2pjqq with ÝÑcj ppi1pjqq1, pi2pjqq1q
where
aq pi1pjqq1 “ i2pkq, pi2pjqq1 “ i2pjq if i1pkq “ i1pjq,
bq pi1pjqq1 “ i1pjq, pi2pjqq1 “ i1pkq if i2pkq “ i2pjq,
cq pi1pjqq1 “ i1pkq, pi2pjqq1 “ i2pjq if i2pkq “ i1pjq,
dq pi1pjqq1 “ i1pjq, pi2pjqq1 “ i2pkq if i1pkq “ i2pjq.
iiq replace ÝÑckpi1pkq, i2pkqq with ÝÑckpi2pkq, i1pkqq.
Proof. As B is skew-symmetric, it is enough to assume that bkj “ 1 (using Corollary 4.5) with k ă j. Since we
need to prove that
ÝÑ
d µkC is obtained from
ÝÑ
d C using the operation described in iq, we further assume that ÝÑckpRq
is negative where R is the ice quiver whose exchange matrix is B. Without loss of generality, we assume thatÝÑckpRq “ ´dimpXi1pkq,i2pkqq and ÝÑcj pRq “ sgnpÝÑcj pRqqdimpXi1pjq,i2pjqq so i1pkq ă i2pkq and i1pjq ă i2pjq. Note that
by Lemma 4.3, we know that the oriented chord determined by ÝÑckpRq, namely ÝÑckpi2pkq, i1pkqq, and the oriented
chord determined by ÝÑcj pRq share an endpoint in ÝÑd C . We have
ÝÑcj pµkRq “ sgnpÝÑcj pRqqÝÑcj pRq ´ ÝÑckpRq
“ sgnpÝÑcj pRqqdimpXi1pjq,i2pjqq ´ dimpXi1pkq,i2pkqq
“
"
dimpXi1pjq,i2pjqq ´ dimpXi1pkq,i2pkqq : ÝÑcj pRq is positive´dimpXi1pjq,i2pjqq ´ dimpXi1pkq,i2pkqq : ÝÑcj pRq is negative.
Assume ÝÑcj pRq is positive. Thus the oriented chord determined by ÝÑcj pRq is ÝÑcj pi1pjq, i2pjqq. In order to haveÝÑcj pµkRq “ ˘dimpXs,tq for some s, t P rns with s ă t, we must have either i1pjq “ i1pkq or i2pjq “ i2pkq. Now
observe that we have
ÝÑcj pµkRq “
$’’&’’%
´dimpXi2pjq,i2pkqq : if i1pjq “ i1pkq and i2pjq ă i2pkq
dimpXi2pkq,i2pjqq : if i1pjq “ i1pkq and i2pkq ă i2pjq
dimpXi1pjq,i1pkqq : if i2pjq “ i2pkq and i1pjq ă i1pkq´dimpXi1pkq,i1pjqq : if i2pjq “ i2pkq and i1pkq ă i1pjq.
We see that the oriented chord determined by ÝÑcj pµkRq in ÝÑd µkC is ÝÑcj pi2pkq, i2pjqq if i1pjq “ i1pkq or ÝÑcj pi1pjq, i1pkqq
if i2pjq “ i2pkq as desired.
Now assume that ÝÑcj pRq is negative. Then the oriented chord determined by ÝÑcj pRq is ÝÑcj pi2pjq, i1pjqq. In order
to have ÝÑcj pµkRq “ ˘dimpXs,tq for some s, t P rns with s ă t, we must have either i1pjq “ i2pkq or i2pjq “ i1pkq.
Now observe that we have
ÝÑcj pµkRq “
" ´dimpXi1pkq,i2pjqq : if i1pjq “ i2pkq´dimpXi1pjq,i2pkqq : if i2pjq “ i1pkq
We see that the oriented chord determined by ÝÑcj pµkRq in ÝÑd µkC is ÝÑcj pi2pjq, i1pkqq if i1pjq “ i2pkq or ÝÑcj pi2pkq, i1pjqq
if i2pjq “ i1pkq as desired.
It is clear that to obtain
ÝÑ
d µkC from
ÝÑ
d C one replaces ÝÑckpi2pkq, i1pkqq with ÝÑckpi1pkq, i2pkqq as ÝÑckpµkRq “
´ÝÑckpRq “ dimpXi1pkq,i2pkqq. Thus ÝÑd µkC is obtained from ÝÑd C by the process described in the statement of the
theorem. 
Remark 4.7. Our notion of mutation expands on Araya’s notion of mutation of exceptional pairs, which is an
operation on unoriented chord diagrams (see [Ara13, Lemma 5.2]).
Remark 4.8. The process of oriented diagram mutation requires the information of the mutable part of the ice
quiver R.
Example 4.9. We conclude this section with an example of mutation of oriented chord diagrams associated to
c-matrices in type A3. Letting R “ pQ with exchange matrix B, we first apply µ1. We use both iq and iiq in
Theorem 4.6 to obtain
ÝÑ
d µ1C . Note that the chord
ÝÑc p2, 3q corresponding to ÝÑc3pRq was not affected. Next, we
apply µ3 to B
1 “ µ1B. Since sgnpb132q “ 1 “ sgnpÝÑc3pµ1Rqq, we only use iiq from Theorem 4.6 to obtain ÝÑd µ3µ1C .
Notice that the chord ÝÑc p0, 1q corresponding to ÝÑc1pµ1Rq was not affected.
1 2 3
4 5 6
oo
OO
oo
OO OO
µ1ÞÝÑ
1 2 3
4 5 6
//

oo
OO OO__
µ3ÞÝÑ
1 2 3
4 5 6
//

//
OO

__
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2
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5. Reachable CECs and classification of c-matrices
The bijection in Theorem 3.1 associates to every CEC ξ a corresponding chord diagram d. We note that in
A3, oriented versions of the following three diagrams are not obtainable by diagram mutation.
0
1
2
3
0
1
2
3
0
1
2
3
This behavior occurs in type An for every n ě 3. In this section, we classify exactly which CECs appear by
classifying diagrams instead. Along the way, we obtain a diagrammatic classification of c-matrices.
A CEC ξ is said to be reachable if there exists an orientation of the diagram d of ξ (see Theorem 3.1),
denoted
ÝÑ
d , such that
ÝÑ
d “ ÝÑd C for some C P c-matpQq. Let ÝÑd P ÝÑD and let k P r0, ns denote a marked point on
the disk. Define the following subsets of the vertices of the disk
outpÝÑd , kq :“ ti P r0, ns : ÝÑc pk, iq P ÝÑd u and inpÝÑd , kq :“ tj P r0, ns : ÝÑc pj, kq P ÝÑd u.
Lemma 5.1. Let C P c-matpQq, let k P r0, ns be any marked point of the disk, and let I :“ ti1 ă i2 ă ¨ ¨ ¨ ă
imu Ă r0, ns denote the vertices of the disk that are connected to k in ÝÑd C . Then ÝÑd C is weakly separated at
k in the sense that there exists s, t P rms such that inpÝÑd C , kq “ tis ă is`1 ă ¨ ¨ ¨ ă it´1 ă itu and outpÝÑd C , kq “
IzinpÝÑd C , kq or one of outpÝÑd C , kq or inpÝÑd C , kq is empty.
Proof. Assume that both outpÝÑd C , kq and inpÝÑd C , kq are nonempty. Let k P r0, ns be a marked point of the disk.
Observe that
inpÝÑd C , kq “ ti P inpÝÑd C , kq : i ă ku
“:B1
\ti P inpÝÑd C , kq : i ą ku
“:B2
.
The oriented chords of
ÝÑ
d C that begin at elements of outpÝÑd C , kq and B1 correspond to positive c-vectors in C
while the oriented chords of that begin at elements of B2 correspond to negative c-vectors in C.
By Theorem 2.2, there exists a positive integer j and a complete exceptional sequence
ξC “ pEn, En´1, . . . , En´j , En´j´1, . . . , E1q
such that the c-vectors corresponding to each of En, . . . , En´j (resp. En´j´1, . . . , E1) are negative (resp. positive).
Since both outpÝÑd C , kq and inpÝÑd C , kq are nonempty, we must have j P rn´ 2s. Let dpnq :“ rΦpξCq P Dpnq denote
the labeled chord diagram corresponding to ξC . Note that dpnq and ÝÑd C have the same underlying (unoriented,
unlabeled) chord diagrams so we can form the labeled, oriented diagram
ÝÑ
d pnqC by adding the edge labels of dpnq
to the chords of
ÝÑ
d C . By Theorem 3.2, the maximum length sequence t`tutPrms of edge labels obtained by reading
counterclockwise around k in the interior of the disk is decreasing. Thus there exists t1 P rms such that all chords
connected to k with label `t for t ď t1 correspond to negative c-vectors in C and all chords connected to k with
label `t for t ě t1 ` 1 correspond to positive c-vectors in C.
To see that inpÝÑd C , kq “ tis ă is`1 ă ¨ ¨ ¨ ă it´1 ă itu for some s, t P rms, it is enough to show that there
does not exist ir P outpÝÑd C , kq such that ir´1, ir`1 P inpÝÑd C , kq. Suppose that such an ir exists. The following
diagram appears as a subdiagram of
ÝÑ
d C where 0 ď ir´1 ă ir ă ir`1 ď n.
ir−1
ir
ir+1
k
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However, this contradicts the existence of t1 P rms such that all chords connected to k with label `t for t ď t1
correspond to negative c-vectors in C and all chords connected to k with label `t for t ě t1 ` 1 correspond to
positive c-vectors in C. The result follows. 
Lemma 5.1 gives some slight restrictions on the orientation of chords in oriented diagrams arising from
c-matrices. The following theorem greatly reduces the number of possible configurations.
Theorem 5.2. A CEC ξ is reachable if and only if there exists an orientation of the chords of its associated
diagram d, denoted
ÝÑ
d , so that
ÝÑ
d is weakly separated at each marked point and
ÝÑ
d has no subdiagram of any of
the following forms where we assume 0 ď i ă j ă t ď n and 0 ď s ă i ă j ď n:
i
j
0
t
j
t
j
s
0 0
i
i
j
s
0
i
Remark 5.3. Each of the oriented diagrams of the form appearing in the statement of the theorem satisfies
the conditions of Lemma 3.6 and Lemma 3.8. In each case, it is easy to see that the representations E1 and E2
corresponding to the two chords have the property that either HomkQpE1, E2q ‰ 0 or HomkQpE2, E1q ‰ 0.
Proof of Theorem 5.2. Let ξ be a reachable CEC. Let
ÝÑ
d C denote the oriented diagram associated to ξ. By
Lemma 5.1, it is clear that
ÝÑ
d C is weakly separated at each marked point. By Remark 5.3 and Theorem 2.2, it
is clear that
ÝÑ
d C contains none of the oriented diagrams of the form shown above as subdiagrams.
Conversely, suppose ξ is a CEC with the properties in the statement of the theorem. Let
ÝÑ
d “ tÝÑc pj`, k`qu`Prns
denote the oriented diagram corresponding to ξ whose orientation of chords has the properties in the statement
of the Theorem. Note that each oriented chord ÝÑc pj`, k`q determines a vector ˘dimpXip`q1,ip`q2q. We say a chordÝÑc pj`, k`q of ÝÑd is positive (resp. negative) if j` ă k` (resp. k` ă j`). Let C :“
`˘dimpXip`q1,ip`q2q˘`Prns P Znˆn
be the matrix whose row vectors are signed dimension vectors of representations corresponding to chords inÝÑ
d . The sign of any row ˘dimpXip`q1,ip`q2q of C is positive (resp. negative) if the corresponding oriented chordÝÑc pj`, k`q is positive (resp. negative) in ÝÑd . We say a representation Xip`q1,ip`q2 is positive (resp. negative) if
the sign of ˘dimpXip`q1,ip`q2q is positive (resp. negative).
To show that ξ is reachable, it is enough to show that C P c-matpQq as this will imply that ÝÑd “ ÝÑd C . By
assumption, there are no subdiagrams of
ÝÑ
d of the form in the statement of the theorem. Thus, by Remark 5.3,
there is no pair of representations Xip`q1,ip`q2 and Xip`1q1,ip`1q2 such that ˘dimpXip`q1,ip`q2q and ˘dimpXip`1q1,ip`1q2q
have the same sign and satisfy HomkQpXip`q1,ip`q2 , Xip`1q1,ip`1q2q ‰ 0 or HomkQpXip`1q1,ip`1q2 , Xip`q1,ip`q2q ‰ 0.
Next, we show that there exists a CES ξC using exactly the representations tXip`q1,ip`q2u`Prns so that all of
the negative representations appear before all of the positive representations in ξC . The result will then follow
from Theorem 2.2. To show that such a CES ξC exists, Theorem 3.2 implies it is enough to define a good chord
labeling of |ÝÑd | (see Remark 4.2) with the property that any positive chord of ÝÑd has a smaller chord label in
|ÝÑd | than the label of any negative chord in |ÝÑd |. If ÝÑd has either no positive chords or no negative chords, then
clearly any good chord labeling of |ÝÑd | has the desired property. Thus we can assume that ÝÑd has both positive
and negative chords.
Suppose
ÝÑ
d has both positive and negative chords. Clearly,
ÝÑ
d “ pospÝÑd q \ negpÝÑd q where pospÝÑd q (resp.
negpÝÑd q) denotes the set of positive (resp. negative) chords of ÝÑd . To define the desired good labeling it is enough
to show how to label the positive chords. Then any good labeling of the remaining negative chords will produce
an element |ÝÑd |pnq P Dpnq whose underlying diagram is |ÝÑd |.
We proceed by induction on the size of pospÝÑd q. If #pospÝÑd q “ 1, then denote the unique positive chord
of
ÝÑ
d by ÝÑc pjp1q, kp1qq. By uniqueness and the fact that ÝÑd is weakly separated at jp1q and kp1q, the chord
ÝÑc pjp1q, kp1qq P ÝÑd is counterclockwise from all other chords connected to jp1q and all other chords connected to
kp1q. Label cpjp1q, kp1qq P |ÝÑd | by 1.
Now suppose that #pospÝÑd q “ k and that a desired labeling of the positive chords exists for any oriented
diagrams with fewer positive chords. Suppose there exists ÝÑc pj, kq P pospÝÑd q such that degpjq “ 1 where
degpjq :“ #tchords connected to j in ÝÑd u.
In this case, label cpj, kq P |ÝÑd | by 1. Now suppose there does not exist ÝÑc pj, kq P pospÝÑd q where degpjq “ 1. Then
any chord ÝÑc pj, kq P pospÝÑd q has degpjq ě 2.
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We claim that there exists ÝÑc pj, kq P pospÝÑd q that is counterclockwise from all chords connected to j and
k. Suppose that no such oriented chord exists. Then any ÝÑc pj, kq P pospÝÑd q is clockwise from an oriented chord
connected to j or one connected to k. Any oriented chord of
ÝÑ
d connected to k that is counterclockwise fromÝÑc pj, kq must be positive by the weakly separated property. The existence of such a chord means that ÝÑd has a
subdiagram of one of the forbidden forms. Thus no such oriented chord of
ÝÑ
d connected to k exists.
Now let ÝÑc pj, kq P pospÝÑd q. If ÝÑc pj, kq is counterclockwise from any chord connected to j, label cpj, kq P |ÝÑd | by
1. If not, then ÝÑc pj, kq is clockwise from an oriented chord of ÝÑd that is connected to j. By the weakly separated
property, the chord must be positive. Since
ÝÑ
d has no subdiagrams of the form appearing in the statement of the
theorem, such an oriented chord must be of the form ÝÑc pk1, jq. If ÝÑc pk1, jq is counterclockwise from any chord
connected to k1, label cpk1, jq P |ÝÑd | by 1. Since there are only finitely many oriented chords of ÝÑd , this process
will terminate. Thus we can find ÝÑc pj, kq P ÝÑd that is counterclockwise from all oriented chords of ÝÑd connected
to j and k. Label cpj, kq P |ÝÑd | by 1.
Thus by induction we obtain a labeling of the positive chords with the desired property. The result follows. 
The corollary below gives a complete classification of c-matrices in terms of oriented chord diagrams. This
shows exactly which oriented diagrams are reachable via diagram mutation.
Corollary 5.4. The injective image of the map c-matpQq Ñ ÝÑD defined in Lemma 4.1 consists of exactly the
oriented diagrams that are weakly separated at each marked point and which contain none of the configurations
of Theorem 5.2 as subdiagrams.
Remark 5.5. Our work is related to that of Igusa and Ostroff (see [IO13]) where they develop the basic cluster
theory using mixed cobinary trees.
6. Exceptional sequences and linear extensions
In this section, we consider the problem of counting the number of CESs arising from a given CEC. It turns
out this problem can be restated as the problem of counting the number of linear extensions of certain posets.
Let n` 1 be the number of marked points on the boundary of the disk. Let cpi, jq be a chord inside the disk.
We define a clockwise (resp. counterclockwise) rotation of cpi, jq about i to be cpi, j´1q (resp. cpi, j`1q) where
j ´ 1 (resp. j ` 1) denotes the congruence class of j ´ 1 (resp j ` 1) mod n` 1.
Notation 6.1. Let cpi, jq be a chord in a disk with n ` 1 marked points. Define τcpi, jq :“ cpi ´ 1, j ´ 1q and
τ´1cpi, jq :“ cpi` 1, j ` 1q where we consider i˘ 1 and j ˘ 1 mod n` 1. We also define ρcpi, jq :“ cpi, j ´ 1q and
ρ´1cpi, jq :“ cpi, j ` 1q where we consider j ˘ 1 mod n` 1.
Remark 6.2. The maps τ and τ´1 agree with the Auslander-Reiten translation and its inverse, respectively.
The maps ρ and ρ´1 encode the notion of clockwise and counterclockwise rotation of chords, respectively.
Let d P D. Define the poset of d, denoted Pd, to be the partially ordered set whose underlying set is the
set of chords of d with the relations x ď y if x and y intersect at a marked point i P r0, ns and y is the first
chord obtained from x by a sequence of clockwise rotations of x about i. Note that cpi, j1q P Pd is covered by
cpi, j2q P Pd (equivalently, cpi, j2q covers cpi, j1q) if and only cpi, j2q is obtained by single clockwise rotation of
cpi, j1q about i. We write cpi, j1q Ì cpi, j2q to indicate that cpi, j2q covers cpi, j1q.
This construction defines a poset because any oriented cycle in the Hasse diagram of Pd arises from a cycle
in d. Since d is a tree, the diagram has no cycles. In Figure 1, we show a diagram d P D and its poset Pd.
−→P(−)
Figure 1. A diagram and
its poset.
Figure 2. Two diagrams
with the same poset.
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In general, the map D Ñ PpDq :“ tPd : d P Du is not injective. For instance, each of the two diagrams in
Figure 2 have Pd “ 4 where 4 denotes the linearly-ordered poset with 4 elements. Our next result describes the
posets arising from diagrams in D.
Theorem 6.3. A poset P PPpDq if and only if
iq each x P P has at most two covers and covers at most two elements
iiq the underlying graph of the Hasse diagram of P has no cycles
iiiq the Hasse diagram of P is connected.
Proof. Let Pd P PpDq. By definition, Pd satisfies iq. It is also clear that the Hasse diagram of Pd is connected
since d is a connected graph. To see that Pd satisfies iiq, observe that if Pd had a cycle C in its underlying
graph, then C must have an acyclic orientation. Note that we can assume that C is a minimal cycle (i.e. the
underlying graph of C does not contain a proper subgraph that is a cycle). Thus there exists xC P Pd such that
xC P C is covered by two distinct elements y, z P C. Observe that the cycle C in the underlying graph of Pd is
equivalent to a sequence of chords tciu`i“0 of d in which y and z appear exactly once and where for all i P r0, `s ci
and ci`1 (we consider the indices mod `` 1) share a marked point j and no chord adjacent to j appears between
ci and ci`1. Since the chords of d are noncrossing, such a sequence cannot exist. Thus Pd has no cycles.
To prove the converse, we proceed by induction on the number of elements of P where P is a poset satisfying
conditions iq, iiq, iiiq. If #P “ 1, then P is the unique poset with one element and P “ Pd where d is the unique
chord diagram associated to the disk with two marked points that is a spanning tree. Assume that for any poset
P satisfying conditions iq, iiq, iiiq with #P “ n for some positive integer n there exists a chord diagram d such
that P “ Pd. Let Q be a poset satisfying the above conditions and assume #Q “ n` 1. Let x P Q be a maximal
element.
If the poset Q´txu has a disconnected Hasse diagram, then Q´txu “ Q1`Q2 where Qi satisfies iq, iiq, iiiq
for i P r2s. By induction, there exists positive integers k1, k2 satisfying k1 ` k2 “ n and diagrams
di P Dki :“ tdiagrams tcipi`, j`qu`Prkis in a disk with ki ` 1 marked pointsu
where Qi “ Pdi for i P r2s. Define d1 \ d2 :“ tc1pi1` , j 1`qu`Prns to be the diagram in the disk with n ` 2 marked
points as follows (we give an example of this operation below with k1 “ 3 and k2 “ 2 so that n “ k1 ` k2 “ 5)
c1pi1` , j 1`q :“
"
c1pi`, j`q : if ` P rk1s
τ´pk1`1qc2pi`´k1 , j`´k1q : if ` P rk1 ` 1, ns.
\ “
Define c1pi1n`1, j1n`1q :“ cpk1, n` 1q and then d :“ tc1pi1` , j 1`qu`Prn`1s satisfies iq, iiq, iiiq, and Q “ Pd.
If the Hasse diagram of Q ´ txu is connected, then by induction the poset Q ´ txu “ Pd for some diagram
d “ tcpi`, j`qu`Prns P Dn where we assume i` ă j`. Since the Hasse diagram of Q ´ txu is connected, it follows
that x covers a unique element in Q. Let y “ cpipyq, jpyqq P Q ´ txu (ipyq ă jpyq) denote the unique element
that is covered by x in Q. This means that either y “ cpipyq, ipyq ` 1q or there are no chords in d obtained by a
clockwise rotation of cpipyq, jpyqq about jpyq. We assume y “ cpipyq, ipyq ` 1q. The proof is similar in the case
where there are no chords in d obtained by a clockwise rotation of cpipyq, jpyqq about jpyq.
Regard d as an element of Dn`1 by replacing it with rd :“ tc1pi1` , j 1`qu`Prns defined by (we give an example of
this operation below with n “ 6)
c1pi1` , j 1`q :“
$&% ρ
´1cpi`, j`q : if i` ď ipyq and jpyq ď j`,
τ´1cpi`, j`q : if jpyq ď i`,
cpi`, j`q : otherwise.
d “ ÝÑ rd “
12
Define c1pi1n`1, j1n`1q :“ cpipyq, ipyq ` 1q and put d1 :“ tc1pi1` , j 1`qu`Prn`1s. As Q´ txu satisfies iq, iiq, and iiiq, it is
clear that the resulting chord diagram d1 satisfies P “ Pd1 . 
Let P be a finite poset with m “ #P. Let f : P Ñ m be an injective, order-preserving map (i.e. x ď y
implies fpxq ď fpyq for all x, y P P) where m is the linearly-ordered poset with m elements. We call f a linear
extension of P. We denote the set of linear extensions of P by L pPq. Note that since f is an injective map
between sets of the same cardinality, f is a bijective map between those sets.
Theorem 6.4. Let d “ tcpi`, j`qu`Prns P D and let ξ denote the corresponding complete exceptional collection. Let
CESpξq denote the set of CESs that can be formed using only the representations appearing in ξ. Then the map
χ : CESpξq Ñ L pPdq defined by pXi1,j1 , . . . , Xin,jnq χ2ÞÝÑ tpcpi`, j`q, n` 1´ `qu`Prns χ1ÞÝÑ pfpcpi`, j`qq :“ n` 1´ `q
is a bijection.
Proof. The map χ2 “ rΦ : CESpξq Ñ Dpnq is a bijection by Theorem 3.2. Thus it is enough to prove that
χ1 : Dpnq Ñ L pPdq is a bijection.
First, we show that χ1pdpnqq P L pPdq for any dpnq P Dpnq. Let dpnq P Dpnq and let f :“ χ1pdpnqq. Since
the chord-labeling of dpnq is good, if pc1, `1q, pc2, `2q are two labeled chords of dpnq satisfying c1 ď c2, then
fpc1q “ `1 ď `2 “ fpc2q. Thus f is order-preserving. As the chords of dpnq are bijectively labeled by rns, we have
that f is bijective so f P L pPdq.
Next, define a map
L pPdq ϕÝÑ Dpnq
f ÞÝÑ tpcpi`, j`q, fpcpi`, j`qqqu`Prns.
To see that ϕpfq P Dpnq for any f P L pPdq, consider two labeled chords pc1, fpc1qq and pc2, fpc2qq belonging
to ϕpfq where c1 ď c2. Since f is order-preserving, fpc1q ď fpc2q. Thus the chord-labeling of ϕpfq is good so
ϕpfq P L pPdq.
Lastly, we have that
χ1pϕpfqq “ χ1ptpcpi`, j`q, fpcpi`, j`qqqu`Prnsq “ f
and
ϕpχ1ptpcpi`, j`q, `qu`Prnsqq “ ϕpfpcpi`, j`qq :“ `q “ tpcpi`, j`q, `qu`Prns
so ϕ “ χ´1. Thus χ1 is a bijection. 
7. Permutations and exceptional sequences
The authors’ initial reason for starting this project was to investigate the problem below posed by D. Rupel
and G. Todorov during the 2014 MRC program on cluster algebras. To state this problem, we momentarily allow
Q to be any acyclic quiver.
Let cpnq-mat(Q) :“ tCRpnq : R P ET p pQqu. Let Cpnq P cpnq-mat(Q) and let tÝÑci uiPrns denote its c-vectors.
Recall that it follows from the work of Chavez (see [Cha12]) that any c-vector ÝÑci of Q satisfies |ÝÑci | “ dimpViq for
some indecomposable representation Vi of Q.
Problem 7.1. Let pQ be the framed quiver of an acyclic quiver Q. Let µik ˝ ¨ ¨ ¨µi1p pQq P ET p pQq and let
Cpnq P cpnq-mat(Q) be the corresponding c-matrix with an ordering pÝÑcn, . . . ,ÝÑc1q on the c-vectors, where ÝÑci
denotes the ith row of Cpnq. Let Vi denote the indecomposable representation of Q satisfying |ÝÑci | “ dimpViq.
By Theorem 2.2, there exists a permutation of the c-vectors of Cpnq, denoted by σ, where pVσpnq, . . . , Vσp1qq is a
CES with the property that if there exist positive c-vectors in Cpnq, then there exists k P rns such that ÝÝÑcσpiq is
positive if and only if i P rks. Describe these permutations.
We use the results of this paper to provide a solution to Problem 7.1 where Q is the linearly-ordered An
quiver. Our solution goes beyond the statement of this problem in that we describe all permutations σ for which
pVσpnq, . . . , Vσp1qq is a CES.
Remark 7.2. It is hoped that these permutations can be described for any framed quiver pQ where Q is an
acyclic quiver, but the techniques of the current paper are only applicable for the linearly-ordered type An quiver.
Extending our results to other types will be the subject of future work.
13
7.1. Permutations via linear extensions. Let Drns be the set of all chord diagrams with n chords labeled
bijectively by the elements of rns (not necessarily with a good labeling). Recall that for every c-vector ÝÑc` , we
have ÝÑc` “ ˘dimpXi`,j`q for some 0 ď i` ă j` ď n (see [Cha12]). There is a natural map κ : cpnq-mat(Q) Ñ Drns
defined by
tÝÑc` u`Prns ÞÑ tpcpi`, j`q, `qu`Prns.
For convenience, we set c` :“ cpi`, j`q and V` :“ Xi`,j` .
Let R :“ µik ˝ ¨ ¨ ¨ ˝ µi1p pQq and let Cpnq :“ CRpnq P cpnq-mat(Q), and let dCpnq :“ κpCpnqq. We write dCpnq
for the underlying unlabeled diagram. As in Section 6, dCpnq defines a poset PdCpnq . One can write down all linear
extensions tfkupk“1 of this poset, where we have set p :“ #L pPdCpnqq. Each fk will give a permutation ςk P Sn
in the following way. By definition, fk defines a total ordering on the chords tc`u`Prns which preserves the order
coming from PdCpnq . Define ςk by ` ÞÑ fkpc`q. This process gives a collection of permutations tςkupk“1. Now, set
σk :“ ς´1k .
Theorem 7.3. Let tσkupk“1 be defined as above. For every k P rps, the ordered list of representationspVσkpnq, . . . , Vσkp1qq is a CES.
Before proving the theorem, we present an example illustrating the method for finding the permutations
tσkupk“1.
Example 7.4. Let pQ be the framed linearly-ordered type A4 quiver. Perform the mutation sequence µ3 ˝ µ2.
We obtain the following c-matrix, labeled diagram, and labeled poset.
»——–
1 0 0 0
0 0 1 0
0 ´1 ´1 0
0 1 1 1
fiffiffifl
1
4
3
2
0
1
2 3
4
1
4
3
2
We list the linear extensions of the underlying poset and give, for each linear extension, the permutation gotten
by mapping the label on each element of the poset above to its label in the posets below.
1
4
3
2 1
4
3
2 1
4
3
2
ς1 “ p423q ς2 “ p12qp43q ς3 “ p43q
Taking inverses, we have σ1 “ p324q, σ2 “ p12qp43q, and σ3 “ p43q. Thus, we have the three CESs
pV3, V2, V4, V1q pV3, V4, V1, V2q pV3, V4, V2, V1q.
In other words, we have the CESs pX1,3, X2,3, X1,4, X0,1q, pX1,3, X1,4, X0,1, X2,3q, and pX1,3, X1,4, X2,3, X0,1q.
Proof of Theorem 7.3. By the definition of ςk, we have tpc`, ςkp`qqu`Prns “ tpc`, fkpc`qqu`Prns. Recall the map
L pPdq ϕÝÑ Dpnq
f ÞÝÑ tpc`, fpc`qqu`Prns
defined in the proof of Theorem 6.4. Notice that ϕpfkq “ tpc`, fkpc`qqu`Prns; thus, as tpc`, fkpc`qqu`Prns is in the
image of ϕ, it is a diagram with a good labeling.
Now consider the map
Dpnq rΨÝÑ Epnq
tpc`, `qu`Prns ÞÝÑ pVn, . . . , V1q
defined in the proof of Theorem 3.2. Notice that, rΨptpc`, ςkp`qqu`Prnsq “ pVς´1k pnq, . . . , Vς´1k p1qq “ pVσkpnq, . . . , Vσkp1qq
since ς´1k “ σk. Being in the image of rΨ guarantees that pVσkpnq, . . . , Vσkp1qq is a CES, as desired. 
8. Applications
Here we showcase some interesting results that follow easily from our main theorems.
14
8.1. Labeled trees. In [SW86, p. 67], Stanton and White gave a nonpositive formula for the number of vertex-
labeled trees with a fixed number of leaves. By connecting our work with that of Goulden and Yong [GY02], we
obtain a positive expression for this number.
Theorem 8.1. Let Tn`1prq :“ ttrees on rn` 1s with r leavesu and D :“ tdiagrams d “ tcpi`, j`qu`Prnsu. Then
#Tn`1prq “
ÿ
d P D : d has r chords cpij , ij ` 1q
#L pPdq.
Proof. Observe that ÿ
d P D : d has r
chords cpij , ij ` 1q
#L pPdq “
ÿ
d P D : d has r
chords cpij , ij ` 1q
#tgood labelings of du
“ #
"
dpnq P Dpnq : dpnq has r chords cpij , ij ` 1q
for some i1, . . . , ir P r0, ns
*
where we consider ij ` 1 mod n` 1. By [GY02, Theorem 1.1], we have a bijection between diagrams d P D with
r chords of the form cpij , ij ` 1q for some i1, . . . , ir P r0, ns with good labelings and elements of Tn`1prq. 
Corollary 8.2. We have pn` 1qn´1 “ řdPD #L pPdq.
Proof. Let Tn`1 :“ ttrees on [n+1]u. One has that
pn` 1qn´1 “ #Tn`1
“
ÿ
rě0
#Tn`1prq
“
ÿ
rě0
ÿ
d P D : d has r
chords cpij , ij ` 1q
#L pPdq (by Theorem 8.1)
“
ÿ
dPD
#L pPdq.

Remark 8.3. It is natural to consider the connection between our work and parking functions of type A. This
connection is investigated in [GG13].
8.2. Reddening sequences. In [Kel12], Keller proves that for any quiver Q, any two reddening mutation se-
quences applied to pQ produce isomorphic ice quivers. As mentioned in [Kel13], his proof is highly dependent on
representation theory and geometry, but the statement is purely combinatorial–we give a combinatorial proof of
this result for the linearly-ordered quiver Q.
Let R P EGp pQq. A mutable vertex i of pQ is called green in R if there are no arrows j Ñ i with j P rn`1,ms.
Otherwise, i is called red. A sequence of mutations µir ˝ ¨ ¨ ¨ ˝ µi1 is reddening if all vertices of the mutated
quiver µir ˝ ¨ ¨ ¨ ˝ µi1p pQq are red. Recall that an isomorphism of quivers that fixes the frozen vertices is called a
frozen isomorphism. We now state the theorem.
Theorem 8.4. If µir ˝ ¨ ¨ ¨ ˝ µi1 and µjs ˝ ¨ ¨ ¨ ˝ µj1 are two reddening sequences of pQ, then there is a frozen
isomorphism µir ˝ ¨ ¨ ¨ ˝ µi1p pQq – µjs ˝ ¨ ¨ ¨ ˝ µj1p pQq.
Proof. Let µir ˝¨ ¨ ¨˝µi1 be any reddening sequence. Denote by C the c-matrix of the final quiver. By Corollary 5.4,
C corresponds to an oriented diagram
ÝÑ
d C with all chords of the form ÝÑc pj, iq for some i and j satisfying i ă j.
As
ÝÑ
d C avoids the configurations of Theorem 5.2, we conclude that
ÝÑ
d C “ tÝÑc pi, i´ 1quiPrns and C “ ´In. Since
c-matrices are in bijection with ice quivers in EGp pQq (see [BY14]) and since qQ is an ice quiver in EGp pQq whose
c-matrix is ´In, we obtain the desired result. 
8.3. Noncrossing partitions and exceptional sequences. A partition of rns is a collection pi “ tBαuαPI P
2rns of subsets of rns called blocks that are nonempty, pairwise disjoint, and whose union is rns. We denote
the lattice of set partitions of rns by Πn. A set partition pi “ tBαuαPI P Πn is called noncrossing if for any
i ă j ă k ă ` where i, k P Bα1 and j, ` P Bα2 , one has Bα1 “ Bα2 . We denote the lattice of noncrossing partitions
of rns by NCApnq.
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Label the vertices of a convex n-gon S with elements of rns so that reading the vertices of S counterclockwise
determines an increasing sequence mod n. We can thus regard pi “ tBαuαPI P NCApnq as a collection of convex
hulls Bα of vertices of S where Bα has empty intersection with any other block Bα1 .
Let n “ 5. The following partitions all belong to Π5, but only pi1, pi2, pi3 P NCAp5q.
pi1 “ tt1u, t2, 4, 5u, t3uu, pi2 “ tt1, 4u, t2, 3u, t5uu, pi3 “ tt1, 2, 3u, t4, 5uu, pi4 “ tt1, 3, 4u, t2, 5uu
Below we represent the partitions pi1, . . . , pi4 as convex hulls of sets of vertices of a convex pentagon. We see from
this representation that pi4 R NCAp5q.
2
1
5
43
2
1
5
43
2
1
5
43
2
1
5
43
Theorem 8.5. Let k P rns. There is a bijection between Dpkq and the following chains in NCApn` 1q"
ttiuuiPrn`1s ă pi1 ă ¨ ¨ ¨ ă pik P pNCApn` 1qqk`1 : pij “ ppij´1ztBα, Bβuq \ tBα \Bβufor some Bα ‰ Bβ in pij´1
*
.
In particular, when k “ n, there is a bijection between Dpkq and maximal chains in NCApn` 1q.
Proof. Let dpkq “ tpcpi`, j`q, `qu`Prks P Dpkq. Define pidpkq,1 :“ ttiuuiPrn`1s P Πn`1. Next, define pidpkq,2 :“`
pidpkq,1ztti1 ` 1u, tj1 ` 1uu
˘\ ti1 ` 1, j1 ` 1u. Now assume that pidpkq,s has been defined for some s P rks. Define
pidpkq,s`1 to be the partition obtained by merging the blocks of pidpkq,s containing is ` 1 and js ` 1. Now define
fpdpkqq :“ tpidpkq,s : s P rk ` 1su.
It is clear that fpdpkqq is a chain in Πn`1 with the desired property as pi1 Ì pi2 in Πn`1 if and only if pi2
is obtained from pi1 by merging exactly two distinct blocks of pi1. To see that each pidpkq,s P NCApn ` 1q for all
s P rk`1s, suppose a crossing of two blocks occurs in a partition appearing in fpdpkqq. Let pidpkq,s be the smallest
partition of fpdpkqq (with respect to the partial order on set partitions) with two blocks crossing blocks B1 and
B2. Without loss of generality, we assume that B2 P pidpkq,s is obtained by merging the blocks Bα1 , Bα2 P pidpkq,s´1
containing is´1` 1 and js´1` 1, respectively. This means that dpkq has a chord cpis´1, js´1q that crosses at least
one other chord of dpkq. This contradicts that dpkq P Dpkq. Thus fpdpkqq is a chain in NCApn ` 1q with the
desired property.
Next, we define a map g that is the inverse of f . Let C “ ppi1 “ ttiuuiPrn`1s ă pi2 ă ¨ ¨ ¨ ă pik`1q P
pNCApn ` 1qqk`1 be a chain where each partition in C satisfies pij “ ppij´1ztBα, Bβuq \ tBα \ Bβu for some
Bα ‰ Bβ in pij´1. As pi2 “ ppi1ztts1u, tt1uuq\ ts1, t1u, define cpi1, j1q :“ cps1´ 1, t1´ 1q where we consider s1´ 1
and t1´1 mod n`1. Assume s1 ă t1. If t1 is in a block of size 3 in pi3, let t denote the element of this block where
t ‰ s1, t1. If t satisfies s1 ă t ă t1, define cpi2, j2q :“ cps1 ´ 1, t´ 1q. Otherwise, define cpi2, j2q :“ cpt1 ´ 1, t´ 1q.
If there is no block of size 3 in pi3, define cpi2, j2q :“ cps2 ´ 1, t2 ´ 1q where ts2u and tt2u were singleton blocks in
pi2 and ts2, t2u is a block in pi3.
Now suppose we have defined cpir, jrq. Let B denote the block of pir`2 obtained by merging two blocks of pir`1.
If B is obtained by merging two singleton blocks tsr`1u, ttr`1u P pir`1, define cpir`1, jr`1q :“ cpsr`1´1, tr`1´1q.
Otherwise, B “ B1\B2 where B1, B2 P pir`1. Now note that, up to rotation and up to adding or deleting elements
of rn` 1s for B1 and B2, B1 \B2 appears in pir`2 as follows.
B1
B2
s1
s2
t1
t2
Thus define cpir`1, jr`1q :“ cps1 ´ 1, t2 ´ 1q. Finally, put gpCq :“ tpcpi`, j`q, `q : ` P rksu.
We claim that gpCq has no crossing chords. Suppose pcpsi, tiq, iq and pcpsj , tjq, jq are crossing chords in gpCq
with i ă j and i, j P rks. We further assume that
j “ mintj1 P ri` 1, ks : pcpsj1 , tj1q, j1q crosses pcpsi, tiq, iq in gpCqu.
We observe that si ` 1, ti ` 1 P B1 for some block B1 P pij and that sj ` 1, tj ` 1 P B2 for some block B2 P pij`1.
We further observe that sj ` 1, tj ` 1 R B1 otherwise, by the definition of the map g, the chords pcpsi, tiq, iq and
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pcpsj , tjq, jq would be noncrossing. Thus B1, B2 P pij`1 are distinct blocks that cross so pij`1 R NCApn` 1q. We
conclude that gpCq has no crossing chords so gpCq P Dpkq.
To complete the proof, we show that g ˝ f “ 1Dpkq. The proof that f ˝ g is the identity map is similar. Let
dpkq P Dpkq. Then fpdpkqq “ ttiuuiPrn`1s ă pi1 ă ¨ ¨ ¨ ă pik where for any s P rks we have
pis “ ppis´1ztBα, Bβuq \ tBα, Bβu
where is´1 ` 1 P Bα and js´1 ` 1 P Bβ . Then we have
gpfpdpkqqq “ tcppi` ` 1q ´ 1, pj` ` 1q ´ 1q, `qu`Prks “ tpcpi`, j`q, `qu`Prks.

Example 8.6. Here we give examples of the bijection from the previous theorem with k “ 4.
4
1 2 3 ÞÝÑ 2
1
43
5 ≤ 2
1
43
5 ≤ 2
1
43
5 ≤ 2
1
43
5 ≤ 2
1
43
5
1
2
3 4
1 3
4
2 ÞÝÑ 2
1
43
5 ≤ 2
1
43
5 ≤ 2
1
43
5 ≤ 2
1
43
5 ≤ 2
1
43
5
1 2 3 4
9. Future directions
In this work, we have only worked out the combinatorics of exceptional sequences associated to the linearly-
ordered An Dynkin diagram. However, exceptional sequences are defined for any acyclic quiver. We have made
progress in extending our work to the following quiver of type Dn and would like to extend our results to all
acyclic orientations of simply-laced Dynkin diagrams.
¨ ¨ ¨21 n´ 2
n
n´ 1
oooooo
ww
ii
We have characterized the posets Pd that arise from diagrams d P D and have shown that the number
of linear extensions of Pd equals the number of complete exceptional sequences that can be formed from the
CEC ξ corresponding to d. In forthcoming work (see [GM]), we will present a method for enumerating the
linear extensions of the posets Pd and explain the connections between such linear extensions and the theory of
factorizations of the long cycle p1, 2, . . . , n` 1q P Sn`1 by a set of transpositions (see [GY02]).
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