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SysGpr: Sistema de generación de señales sintéticas pseudo-realistas
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Resumen
Las sen˜ales obtenidas desde sensores son ampliamente utilizadas en diferentes campos cientı´ficos. Sin embargo, no siempre se
dispone de los recursos necesarios para obtener dichos datos, debido a limitaciones estructurales, fı´sicas, econo´micas, ambientales,
fallos en la recoleccio´n de los datos, etc. Es en este escenario limitante, donde se erige la generacio´n de datos sinte´ticos. La
generacio´n de datos sinte´ticos tiene la caracterı´stica de reducir tiempos de espera frente a los largos periodos temporales que
necesitan algunos sensores para obtener grandes volu´menes de muestras. Adema´s, los datos generados pueden llegar a ser todo
lo robustos que los usuarios necesiten. Por ello este trabajo presenta un sistema de generacio´n de sen˜ales sinte´ticas con cara´cter
pseudo-realista para su uso aplicado a la validacio´n de me´todos y disen˜o de experimentos. El me´todo de la generacio´n de sen˜ales
propuesto, hace uso de modelos estadı´sticos y el comportamiento del gradiente de la sen˜al para ir generando nuevos datos. El
sistema desarrollado se encuentra disponible pu´blicamente como herramienta web.
Palabras Clave:
Ana´lisis y tratamiento de sen˜ales, Disen˜o de experimentos, Modelado de sen˜ales, Datos sinte´ticos, Distribuciones estadı´sticas.
SysGpr: System of Generation of Pseudo-realistic Synthetic Signals.
Abstract
Signals obtained from sensors are widely used in different scientific fields. However, the resources to obtain the data are not
always available due to structural constraints, physical, economic, environmental, and data collection failures, etc. It is in this
scenario that the generation of synthetic data is established. The generation of synthetic data has several benefits, such as, reducing
waiting times compared to the long periods required by some sensors to obtain large volumes of samples. In addition, the generated
data can be as robust as users need it to be. For this reason, this paper presents a pseudo-realistic synthetic signal generation system
for use in the validation of methods and design of experiments. The proposed signal generation method makes use of statistical
models and the gradient of the signal to generate new data. The developed system is open for the public, available as a web tool.
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Signal analysis and treatment, Design of experiments, Signal modelling, Synthetic data, Statistical distributions.
1. Introduccio´n
En las u´ltima de´cadas se ha podido observar un gran avance
de la tecnologı´a y un aumento de la capacidad de co´mputo ası´
como la miniaturizacio´n de los sensores (Chen et al., 2016; Alee
et al., 2016; Castrillo´n-Santan et al., 2014; Ollero et al., 2012).
Todo esto ha dado como resultado el nacimiento del paradigma
del Internet de las Cosas (IoT) (A. Biru and Rotondi, 2015). El
gran auge del IoT ha hecho posible que hoy dı´a se desplieguen
redes de sensores donde antes era inviable (Kamila, 2017).
Sin embargo, el hecho de que hoy dı´a se disponga de enor-
mes cantidades de sensores y datos asociados a los mismos,
no supone una ventaja en determinadas situaciones. En espe-
cial, los investigadores encuentran limitaciones a la hora de tes-
tear sus me´todos debido a que en muchas ocasiones necesitan
datos para validar sus experimentos. Y aunque se disponga de
informacio´n procedente de sensores o redes de sensores, e´stas
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pueden no ser accesibles por motivos de legalidad como ley de
proteccio´n de datos al estar asociadas a usuarios, ser propiedad
de empresas privadas, etc.
Adema´s, obtener datos de una red de sensores lleva asocia-
do un doble coste, debido a que desplegar una red de sensores
puede ser costosa en te´rminos econo´micos, y en te´rminos tem-
porales, dado que los sensores necesitan realizar un muestreo
que en determinados casos conllevan una prolongacio´n tempo-
ral de semanas o incluso meses, para poder disponer de datos y
llevar a cabo una experimentacio´n.
Como solucio´n a los problemas comentados anteriormen-
te, se dispone de diversos repositorios de datos tanto pu´blicos
como privados. Sin embargo, no siempre se adaptan a las nece-
sidades del problema que se pretende tratar.
La solucio´n a todas estas limitaciones es la generacio´n de
datos o sen˜ales sinte´ticas que emulen el comportamiento de la
realidad del problema que se pretende abordar. Este tipo de
sen˜ales tiene mu´ltiples ventajas que ayudan a solventar las li-
mitaciones citadas anteriormente (Hoag, 2008). Por un lado
destaca la robustez, debido a que los sensores del mundo real
que componen las redes de sensores, pueden proporcionar da-
tos erro´neos en determinados casos. Los datos obtenidos por un
generador de datos sinte´ticos carecen de este problema.
Otra caracterı´stica destacable es la seguridad, puesto que
los datos sinte´ticos pueden generarse con un nivel de detalle y
realismo tal, que no es necesario asumir ningu´n tipo de ries-
go, frente a lo que puede suceder en algunas disciplinas de la
ciencia como en medicina.
Los datos sinte´ticos como herramienta para poner a prueba
me´todos y modelos desarrollados se utilizan en diversos cam-
pos cientı´ficos, tales como reconocimiento y generacio´n de pa-
trones (Jiang et al., 2009), minerı´a de datos (Peng and Hanke,
2016), en aprendizaje automa´tico (Ekbatani et al., 2017), etc.
Este trabajo presenta un me´todo para la generacio´n de
sen˜ales sinte´ticas basado en funciones de distribuciones es-
tadı´sticas. Este trabajo se enmarca dentro del Proyecto AL-
COR (F. Espinosa, 2018) para proporcionar conjuntos de datos
con suficiente amplitud para poder realizar experimentaciones
con un volumen elevado de datos. Al generar dichas sen˜ales
de datos en base a distribuciones estadı´sticas se pueden conse-
guir datos que tengan un comportamiento similar al resultado
que pueden proporcionar diversos sensores que existen en la
actualidad tales como sensores con el fin de comprobar me´to-
dos y modelos como los trabajos realizados por (Dormido et al.,
2008; Garcia-Alvarez and Fuente, 2011).
Una generacio´n de sen˜ales de cara´cter pseudo-realistas, no
puede consistir en obtener muestras aleatorias de distribucio´n
de probabilidad uniforme, pues el resultado serı´a una sucesio´n
de valores carentes de toda coherencia. Debido a esto, se nece-
sitan diferentes mecanismos para modificar la sen˜al.
Junto con el modelo de generacio´n de datos sinte´ticos con
cara´cter pseudo-realistas que se propone en el presente trabajo,
se proporciona una herramienta web disponible en (Leon et al.,
2018) que implementa el modelo propuesto. Los datos gene-
rados pueden ser almacenados en el formato ma´s usual de las
bases de datos para experimentacio´n (comma–separated values
“CSV”).
El presente documento se organiza de la siguiente forma: En
la seccio´n. 2 se muestran las propuestas de otros autores en la
generacio´n de sen˜ales sinte´ticas. La seccio´n. 3 describe las res-
tricciones de las sen˜ales que generara´ el modelo y el me´todo de
generacio´n de sen˜ales propuesto. Los resultados y su ana´lisis se
muestran en la seccio´n. 4. Finalmente, en la seccio´n. 5 se mues-
tran las conclusiones obtenidas de los experimentos realizados
y en la seccio´n. 6 se muestran las posibles mejoras aplicables al
me´todo desarrollado.
2. Trabajos relacionados
La generacio´n de sen˜ales sinte´ticas ha sido utilizadas en
muchos campos de la ciencia. Por ejemplo en (Kuchar, 2004),
los autores proponen un modelo llamado WGENK para la ge-
neracio´n de datos sinte´ticos orientados a agricultura. WGENK
es una variacio´n del modelo WGEN (CW and DA, 1984). En el
trabajo de Kuchar et al. se generan datos tales como la radiacio´n
solar diaria, temperaturas mı´nimas y ma´ximas precipitaciones,
etc. Los autores logran alcanzar un modelo de generacio´n que se
aproxima a la realidad y realizan un contraste con datos reales
para validar sus resultados.
En (Ayala-Rivera et al., 2013) los autores realizan una
modificacio´n de la herramienta open-source Benerator (Berg-
mann, 2013) y hacen uso de una base de datos que contiene
el censo poblacional de Irlanda. Los autores logran demostrar
en sus experimentos que haciendo uso de herramientas de ge-
neracio´n de datos sinte´ticos, y con las restricciones adecuadas
se pueden conseguir datos que contengan las mismas me´tricas
estadı´sticas que los datos del mundo real.
Observando las propuestas de los diferentes autores, se ob-
serva que existe cierta tendencia en la literatura cientı´fica de
usar lenguajes especı´ficos para etiquetar los datos (Hoag, 2008).
En (Hoag and Thompson, 2007) los autores proponen un me´to-
do para la generacio´n de grandes conjuntos de datos de for-
ma paralela. Utilizan el lenguaje SDDL (Synthetic Data Des-
cription Language) dado que los datos tienen que ser genera-
dos con diferentes restricciones. Este lenguaje esta´ basado en
XML(Extensible Markup Language) y es utilizado por muchos
generadores de datos sinte´ticos cuando se necesita etiquetar da-
tos y agregar restricciones a la generacio´n.
Otro ejemplo del uso de lenguajes de etiquetado, lo encon-
tramos en (Anderson et al., 2014), donde los autores desarrollan
un framework que hace uso de estructuras basadas en XML para
generar grandes volu´menes de datos. El modelo de generacio´n
de los datos sinte´ticos propuestos por los autores se compone
de dos fases. La primera es la generacio´n de los ficheros XML
junto con la extraccio´n de caracterı´sticas de los datos. Y la se-
gunda fase es la generacio´n de los datos basa´ndose en diferentes
distribuciones estadı´sticas tales como distribuciones de Poison,
normales y geome´tricas. De los resultados experimentales los
autores concluyen que los datos generados tienen un comporta-
miento similar a los datos reales bajo un coeficiente de confian-
za del 95 %.
En (Josh Eno, 2008) los autores realizan la generacio´n
sinte´tica de datos haciendo uso del esta´ndar abierto PMML
(Predictive Model Markup Language) como puente entre la ba-
se de datos original y el fichero SDDL generado. Una vez han
conseguido el fichero SDDL utilizan un me´todo PSDG (Para-
llel synthetic data generation) para obtener el nuevo conjunto
de datos. En la experimentacio´n llevada a cabo demuestran que
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utilizando la base de datos Iris (Fisher, 2011), los datos sinte´ti-
cos comparten las mismas caracterı´sticas que los datos origina-
les y que no existen diferencias significativas entre ellos.
Donde ha tenido una gran acogida la generacio´n de datos
sinte´ticos ha sido en minerı´a de datos, en reconocimiento de
patrones y en aprendizaje automa´tico. Por ejemplo en (Frasch
et al., 2011) los autores utilizan la generacio´n de datos sinte´ticos
para validar me´todos de aprendizaje automa´tico y de minerı´a de
datos. En el trabajo de los autores se emplea un me´todo denomi-
nado WGKS (White Gaussians on k-simplex), que genera datos
mediante distribuciones gaussianas. Al estar enfocado a genera-
cio´n de datos para aprendizaje automa´tico se controlan factores
como el nu´mero de clases y el error bayesiano.
En (Peng and Hanke, 2016) los autores generan nuevos con-
juntos de datos sinte´ticos por medio de a´rboles de decisio´n me-
diante una modificacio´n del algoritmo ID3 (Iterative Dichoto-
miser 3). Mediante el uso de los a´rboles de decisio´n los autores
consiguen crear interdependencia entre los datos de los conjun-
tos de datos generados con la intencio´n de obtener conjuntos
de datos gene´ricos con los que testear cualquier aplicacio´n de
aprendizaje automa´tico.
En me´todos de minerı´a de datos tales como agrupamiento y
deteccio´n de outliers no existen en ocasiones conjuntos de datos
que sean u´tiles para probar la eficacia de dichos me´todos (Pei
and Zaı¨ane, 2006). Este es el hecho que motiva a los autores
a crear un me´todo que genera datos de forma sinte´tica en ba-
se a diferentes distribuciones estadı´sticas, con un determinado
nu´mero de clusters, un nivel de dificultad concreto y la capaci-
dad de incorporar un determinado ruido en la generacio´n, para
simular aquellos patrones que sera´n outliers.
En el estudio de series espacio-temporales encontramos que
en (Theodoridis et al., 1999), los autores proponen el uso del al-
goritmo GSTD (Generate Spatio Temporal Data). Este me´todo
ha sido desarrollado por los autores para la generacio´n sinte´tica
de datos con cara´cter espacio-temporal en dos dimensiones. Di-
cho algoritmo es capaz de modificar los para´metros asociados
a un objeto y modificar su posicio´n y taman˜o a lo largo de un
determinado intervalo de tiempo. Los atributos asociados al ob-
jeto como el intervalo, pueden generarse mediante una funcio´n
de probabilidad estadı´stica normal o sesgada.
Con un objetivo similar al propuesto en el trabajo ante-
rior, (Girod et al., 2004) proponen una generacio´n de conjuntos
de datos de series espacio-temporales centrada en la generacio´n
de datos sinte´ticos de topologı´as de redes de sensores irregula-
res. Mediante los experimentos realizados y los casos de estudio
en los que se ha utilizando el sistema DIMENSIONS (Ganesan
et al., 2003), los autores demuestran que los datos sinte´ticos
poseen caracterı´sticas similares a los datos reales.
Tras analizar los trabajos propuestos por otros autores, se
detecta que en general no existe un sistema de generacio´n de
sen˜ales sinte´ticas de propo´sito general, sino que se centran en
proporcionar soluciones para problemas especı´ficos. Aunque en
el presente trabajo se compartan aspectos en comu´n con los tra-
bajos analizados, como el uso de distribuciones estadı´sticas, la
principal ventaja del me´todo de generacio´n propuesto es que
consigue realizar la generacio´n mediante el uso del gradiente
de la sen˜al y la combinacio´n de diferentes niveles modificado-
res permitiendo controlar el comportamiento de la sen˜al.
3. Me´todo
El me´todo propuesto utiliza funciones de generacio´n de
nu´meros aleatorios para construir una sen˜al con un nu´mero de-
terminado de muestras a partir de un rango acotado. Es nece-
sario que el me´todo de generacio´n de sen˜ales sinte´ticas sea ca-
paz de generar muestras digitales que sean verosı´miles desde un
punto de vista cualitativo. Adema´s, las sen˜ales resultantes de-
ben cumplir el teorema de (Nyquist, 1928) y (Shannon, 1949).
Como para´metros de entrada al modelo se consideran el
nu´mero de muestras N, y el rango de valores posibles, repre-
sentados por los valores frontera mı´nimo y ma´ximo: sm, sM .
De acuerdo con (1) y (2), una sen˜al de N muestras puede
expresarse mediante la primera muestra y la sen˜al correspon-
diente a los incrementos muestra a muestra de la sen˜al original.
∀ s ∈ Rn ∃ s′ ∈ Rn−1 / s′ [i] = s [i + 1] − s [i] (1)
s [i] = s [0] +
i−1∑
j=0
s′
[
j
]
(2)
Se introduce tambie´n un conjunto de distribuciones de pro-
babilidad, cada una de ellas definida mediante un conjunto de
para´metros reales cuya instanciacio´n da lugar a una distribucio´n
de probabilidad concreta, Gamma y Gaussiana (Normal).
La distribucio´n de probabilidad gamma consta de dos
para´metros siempre positivos, α y β El primer para´metro, es
el que representa la ma´xima intensidad de probabilidad y por
tanto la forma de la distribucio´n. Y el valor de β representa el
alcance de la asimetrı´a positiva hacia la derecha. Esta distribu-
cio´n dada sus caracterı´sticas, permite moldear en determinados
casos (Mun˜oz, 2014) otros tipos de distribuciones.
La distribucio´n de probabilidad normal cuenta con los
para´metros media (µ) y desviacio´n tı´pica (σ), y cada par de
estos para´metros da lugar a una distribucio´n de probabilidad di-
ferente.
De manera general, la generacio´n de N muestras acotadas
entre sm y sM es un proceso que consta de las siguientes fases:
1. Se genera el valor inicial de la sen˜al de manera aleatoria
siguiendo una distribucio´n de probabilidad uniforme.
2. Del conjunto de distribuciones de probabilidad, se escoge
una aleatoriamente.
3. Cada para´metro que caracteriza la distribucio´n de pro-
babilidad resultante se genera aleatoriamente dentro de
unos ma´rgenes preconfigurados y, de nuevo, mediante
una distribucio´n de probabilidad uniforme.
4. Utilizando la distribucio´n de probabilidad ya generada, se
extraen N-1 muestras aleatorias, y se construye la sen˜al
con (2).
Con este me´todo se obtiene una sen˜al con coherencia (ya
que sus incrementos siguen una distribucio´n de probabilidad
concreta) pero mono´tona. La naturaleza presenta variaciones
que difı´cilmente se van a modelar satisfactoriamente utilizan-
do una distribucio´n de probabilidad constante. Para obtener
sen˜ales cualitativamente ma´s reales, la propuesta que se pre-
senta es utilizar el procedimiento expuesto anteriormente para
generar no solo variaciones en la sen˜al, sino variaciones de los
para´metros de la distribucio´n de probabilidad que genera esta
sen˜al.
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Figura 1: Diagrama de flujo del me´todo propuesto
Este concepto da lugar a un procedimiento recursivo que se
puede visualizar como un sistema de generacio´n de sen˜ales por
niveles, en el que el nivel 0 corresponde al nivel de la sen˜al (el
fin u´ltimo del proceso), el nivel 1 corresponde a las distribucio-
nes de probabilidad que generara´n los incrementos de la sen˜al,
el nivel 2 corresponde a las distribuciones de probabilidad que
generara´n los incrementos que hara´n cambiar los para´metros de
la distribucio´n de probabilidad del nivel anterior, etc.
De manera gene´rica, el nivel de generacio´n x es invocado
para generar una sen˜al aleatoria en el nivel anterior, para lo cual
genera aleatoriamente la configuracio´n inicial de una distribu-
cio´n de probabilidad escogida al azar y solicita al nivel de ge-
neracio´n x +1 (si lo hubiere) que genere los cambios dina´micos
de sus propios para´metros.
Un aspecto importante a tener en cuenta es la configuracio´n
necesaria a la hora de generar la sen˜al. Como se ha mencionado
anteriormente, cada tipo de distribucio´n de probabilidad nece-
sita unos para´metros de configuracio´n que deben ser acotados
uno a uno y cada nivel. Esta configuracio´n permite controlar
la aleatoriedad del comportamiento de la sen˜al sin que se los
sucesivos incrementos generados se descontrolen.
Por ilustrar este aspecto, conside´rese que se desea generar
una sen˜al cuyas muestras este´n acotadas entre sm y sM; lo lo´gico
es disen˜ar el primer nivel con unos para´metros de configuracio´n
para generar cambios que este´n proporcionados con el margen
dina´mico sM− sm. Este procedimiento debe extrapolarse a todos
los niveles, para que cada nivel aporte variaciones en una escala
controlada al nivel anterior. Para una compresio´n ma´s detallada
sobre el funcionamiento del me´todo, la Figura 1 muestra el dia-
grama de flujo del mismo. Adema´s, en el Ape´ndice A se pro-
porciona un ejemplo simplificado del co´digo del me´todo pro-
puesto. Adicionalmente en el Ape´ndice B en las Figura B.8 y
Figura B.9 se encuentran un diagrama de las clases de la imple-
mentacio´n del me´todo desarrollado y un diagrama de instancias
que muestran un ejemplo de como son distribuidos los para´me-
tros por las clases y las funciones utilizadas en el caso de dos
niveles de generacio´n.
4. Resultados experimentales
4.1. Herramienta de generacio´n de sen˜ales
Con el fin de comprobar la utilidad del me´todo, se ha rea-
lizado la implementacio´n del mismo en una herramienta web
llamada “SysGpr” la cual permite configurar y generar sen˜ales,
disponible en (Leon et al., 2018).
En la Figura 2 se puede observar la pantalla principal de la
aplicacio´n. En la parte izquierda, la cabecera “Configuration”
permite realizar la configuracio´n ba´sica de la sen˜al modificando
para´metros como el rango de valores y el nu´mero de muestras.
Las cabeceras “Level 0 y “Level 1” permiten configurar los
diferentes niveles (la barra de herramientas “Levels” permite
an˜adir o eliminar niveles) de distribuciones estadı´sticas y habi-
litar o deshabilitar las distribuciones. En caso de tener seleccio-
nadas dos distribuciones, para cada sen˜al nueva que se genere
se escoge una de las dos de forma aleatoria.
Figura 2: Interfaz para la generacio´n de sen˜ales
Una vez establecidos los para´metros deseados para generar
una sen˜al, se puede tal y como se muestra en la Figura 3, ge-
nerar tantas sen˜ales como se desee en una sola ejecucio´n (esta
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caracterı´stica se encuentra dentro de “Random” en la barra de
herramientas). Esta caracterı´stica agiliza enormemente la tarea
en caso de necesitar un gran nu´mero de sen˜ales para trabajar
con ellas posteriormente.
Figura 3: Generador de repositorios de sen˜ales
4.2. Muestras generadas
Para mostrar el funcionamiento del modelo, se han llevado
a cabo cuatro generaciones de conjuntos de sen˜ales para que se
puedan apreciar visualmente los resultados.
En el primer conjunto de sen˜ales sinte´ticas (T ′) se generan
datos similares a los obtenidos por un sensor de temperatura
DHT22 (T ). Los resultados de la generacio´n de dichos datos
se pueden observar en la Figura 4. La primera sen˜al de esta
figura se corresponde con los datos obtenidos desde el sensor
de temperatura durante 200 min en un recinto climatizado y
con fluctuaciones de aire que modificaban la temperatura. Los
para´metros de generacio´n para obtener datos similares a los ob-
tenidos por dicho sensor, corresponden a un nivel de distribu-
ciones gausianas con valores comprendidos entre 20◦C y 22◦C
con un total de 200 muestras y µ = [0− 0,1] y σ = [0,01− 0,1].
Dichos valores han sido escogidos analizando la naturaleza de
las sen˜ales de temperatura debido a que los cambios en tempe-
ratura en las condiciones del experimento son moderados.
El segundo conjunto (V ′) de experimentos se corresponde
con la Figura 5. En dicha figura se representa en la gra´fica de
la izquierda la sen˜al de velocidad obtenida por un anemo´metro
NRG40 (V). En este caso las sen˜ales sinte´ticas se han generado
con una funcio´n de distribucio´n de nivel 0 gamma con un rango
de valores entre 0 km/h y 1,5 km/h y un total de 200 muestras.
Dado que la velocidad del viento puede cambiar dra´sticamente
y tener un comportamiento muy pronunciado en algunos instan-
tes la sen˜al se ha generado con unos valores de α = [0,1 − 0,5]
y β = [0,1 − 0,5].
Para demostrar el uso de diferentes niveles de modificacio´n
en la Figura 6 se muestran el conjunto (P′) generado con un
nivel modificador de distribucio´n gamma y un nivel inicial gau-
siano. Al igual que sucede con los casos anteriores, en la parte
izquierda de la figura se encuentra la sen˜al original, procedente
de un sensor de presio´n atmosfe´rica BMP180 (P). El resto de
figuras corresponden con algunas sen˜ales extraı´das del conjun-
to de sen˜ales generadas con para´metros µL0 = [0,01 − 0,05],
σL0 = [0,01 − 0,03] y αL1 = [0,01 − 0,03], βL1 = [0,01 − 0,05].
La sen˜al sinte´tica tiene un rango de valores entre 1015 hPA y
1016 hPA y un total de 200 muestras. Estos para´metros han si-
do seleccionados debido a que la presio´n atmosfe´rica raramente
suele cambiar dependiendo del periodo de muestreo muy brus-
camente. El segundo nivel an˜ade un control de grado fino para
ajustar el comportamiento de la sen˜al.
La Figura 7 representa el u´ltimo conjunto de sen˜ales sinte´ti-
cas (I′), dedicado en esta ocasio´n a la generacio´n de datos de
irradiacio´n solar. La gra´fica de la izquierda corresponde con los
datos reales obtenidos de un piro´metro SP-215 (I) durante el
mediodı´a en el mes de febrero con presencia de nubes en la
azotea de uno de los edificios de la Universidad de Co´rdoba,
Espan˜a. Para modelar sen˜ales con un cara´cter realista que re-
presenten datos similares a los que proporciona el sensor, se ha
propuesto utilizar dos niveles modificadores de la sen˜al. Am-
bos niveles corresponden con sen˜ales gausiannas y tienen co-
mo valores de sus para´metros caracterı´sticos: µL0 = [0 − 5],
σL0 = [1 − 2,5] y µL1 = [0 − 2], σL1 = [0,5 − 1,5]. El rango
de valores de la sen˜al esta´ comprendido entre 200 w/m2 y 300
w/m2 con un total de 200 muestras.
4.3. Validacio´n
La validacio´n de los resultados del me´todo propuesto se ha
llevado a cabo mediante tres me´tricas diferentes.
4.3.1. Validacio´n mediante algoritmo de aprendizaje C4.5
La primera validacio´n se ha llevado a cabo utilizando el
algoritmo de aprendizaje automa´tico de a´rboles de decisio´n
C4.5 (Quinlan, 1993). Se han realizado cuatro pruebas diferen-
tes que corresponden a los diferentes conjuntos de datos genera-
dos en el apartado anterior (T ′,V ′, P′, I′). Dado que se emplea
un algoritmo de aprendizaje automa´tico, es necesario entrenar
el modelo para posteriormente llevar a cabo una validacio´n o
etapa de test. Los datos de entrenamiento para cada modelo in-
corporan 200 sen˜ales reales procedentes de cada sensor (T,V, P
o I) y 200 sen˜ales procedentes de los otros sensores para que el
modelo aprenda que tipo de sen˜ales no corresponden a los datos
sensor que se pretende clasificar.
Para el conjunto de test se han utilizado 30 sen˜ales catalo-
gadas como T,V, P e I, pero que realmente se tratan de sen˜ales
pseudo-naturales de los conjuntos T ′,V ′, P′ e I′. Por otro lado
se han escogido otras 30 sen˜ales catalogadas como T , V , P, I
que tambie´n son sen˜ales pseudo-naturales que emulan el resto
de sensores.
El motivo de utilizar 400 (200 + 200) y 60 (30 + 30) sen˜ales
en las fases de entrenamiento y test, es que tal y como estipu-
la el teorema central del lı´mite, estas cifras se consideran sufi-
cientes y representativas de las poblaciones de datos de las que
proceden.
De este modo, el primer modelo de clasificacio´n dispondra´
para su entrenamiento de un total de 400 sen˜ales. La mitad de
ellas sen˜ales procedentes del sensor de temperatura (T ) y el res-
to que forman el conjunto de entrenamiento etiquetadas como
T son sen˜ales procedentes de V, P o I, que corresponden con
los sensores restantes. En la fase de test, el conjunto estara´ for-
mado por 30 sen˜ales de temperatura generadas con el me´todo
propuesto T ′ pero etiquetadas como T y 30 sen˜ales sinte´ticas
de tipo V ′, P′ o I′ catalogadas como clase T .
Hay que destacar que todas las sen˜ales, que se han utilizado
para la fase de aprendizaje y Test, han sido normalizadas a va-
lores en el rango [0− 1] para eliminar el efecto de sesgo aditivo
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Figura 4: Sen˜al original y sen˜ales generadas aleatoriamente utilizando solo el nivel 0 con distribucio´n gaussiana
Figura 5: Sen˜al original y sen˜ales generadas aleatoriamente utilizando solo el nivel 0 con distribucio´n gamma
Figura 6: Sen˜al original y sen˜ales generadas con distribucio´n gaussiana de nivel 0 y nivel 1 de tipo gamma
Figura 7: Sen˜al original y sen˜ales generadas con distribuciones gaussiana en nivel 0 y en nivel 1
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o cambios de escala, dado que el objetivo es comprobar que las
sen˜ales tienen un comportamiento similar.
La siguiente lista detalla el tipo de sen˜ales que componen
los conjuntos de entrenamiento y test para los diferentes mode-
los y casos estudiados:
Modelo para sen˜ales de temperatura:
• Datos para etapa de aprendizaje:
◦ T : 200 sen˜ales obtenidas del sensor de tempe-
ratura DHT22.
◦ T : 200 sen˜ales procedentes de V , P e I.
• Datos para etapa de Test:
◦ T : 30 sen˜ales pseudo-naturales del conjunto
T ′.
◦ T : 30 sen˜ales pseudo-naturales procedentes de
V ′, P′ e I′.
Modelo para sen˜ales de velocidad:
• Datos para etapa de aprendizaje:
◦ V: 200 sen˜ales obtenidas del anemo´metro
NRG40.
◦ V: 200 sen˜ales procedentes de T , P e I.
• Datos para etapa de Test:
◦ V: 30 sen˜ales sinte´ticas del conjunto V ′.
◦ V: 30 sen˜ales pseudo-naturales procedentes de
T ′, P′ e I′.
Modelo para sen˜ales de presio´n:
• Datos para etapa de aprendizaje:
◦ P: 200 sen˜ales obtenidas del sensor de presio´n
atmosfe´rica BMP180.
◦ P: 200 sen˜ales procedentes de T , V e I.
• Datos para etapa de Test:
◦ P: 30 sen˜ales pseudo-naturales del conjunto P′.
◦ P: 30 sen˜ales pseudo-naturales procedentes de
T ′, V ′ e I′.
Modelo para sen˜ales de irradiancia solar:
• Datos para etapa de aprendizaje:
◦ I: 200 sen˜ales obtenidas del piro´metro SP-215.
◦ I: 200 sen˜ales procedentes de T , V y P.
• Datos para etapa de Test:
◦ I: 30 sen˜ales pseudo-naturales del conjunto I′.
◦ I: 30 sen˜ales pseudo-naturales procedentes de
T ′, V ′ y P′.
En la Tabla 1 se pueden observar los resultados del algorit-
mo de clasificacio´n C4.5. En dicha tabla se muestra resumida
toda la informacio´n de los datos obtenidos en la etapa de test del
clasificador. En la parte de la izquierda se muestra la tabla de
contingencia de cada uno de los modelos estudiados. Adema´s,
a la izquierda de cada tabla de contingencia, se proporcionan
me´tricas como son el ratio de verdaderos positivos (TP) y Fal-
sos Positivos (FP) y el a´rea bajo la curva ROC.
Tabla 1: Resultado algoritmo clasificacio´n C4.5 para las diferentes sen˜ales
T T TP FP ROC
T 22 8 0,733 0,167 0,783
T 5 25 0,833 0,267 0,783
V V
V 22 8 0,733 0,367 0,693
V 11 19 0,633 0,267 0,693
P P
P 25 5 0,833 0,233 0,789
P 7 23 0,767 0,167 0,789
I I
I 23 7 0,767 0,233 0,802
I 7 23 0,767 0,233 0,802
4.3.2. Validacio´n mediante autocorrelaciones y correlaciones
cruzadas
En segundo lugar se han realizado pruebas de autocorre-
laciones cruzadas y correlaciones cruzadas entre las diferentes
sen˜ales. Los resultados de las autocorrelaciones y correlaciones
medias, pueden observarse en la Tabla 2.
Las autocorrelaciones cruzadas se han llevado a cabo to-
mando u´nicamente una muestra de 30 sen˜ales de un tipo en
concreto de sen˜ales reales de temperatura (T ), velocidad (V),
presio´n (P) o Irradiancia (I), y se han calculado las correlacio-
nes sen˜al a sen˜al con ellas mismas para comprobar el grado de
similitud entre las sen˜ales originales.
Para las correlaciones cruzadas se han tomado un total de
30 muestras de sen˜ales aleatorias de cada conjunto T ′,V ′, P′ o
I′, y se han comparado una a una con las sen˜ales escogidas para
las autocorrelaciones de la misma naturaleza. Por ejemplo en
el caso de las sen˜ales de temperatura se ha obtenido la correla-
cio´n media entre T y T ′ para observar la similitud de las sen˜ales
generadas con las sen˜ales reales.
En ambos casos se han escogido muestras aleatorias sim-
ples cumpliendo el teorema central del lı´mite obteniendo ası´
un nu´mero de muestras suficiente para que sean representativas
de las poblaciones de los diferentes conjuntos. Adema´s al igual
que ocurrı´a en la validacio´n mediante el algoritmo de clasifica-
cio´n, las sen˜ales se han normalizado al rango [0 − 1], para mi-
tigar el efecto cambios de escala y poder comparar las sen˜ales
en forma.
Puede observarse de los resultados obtenidos en la Tabla 2,
que las sen˜ales pseudo-naturales guardan en media una simi-
litud en torno al 80 % con las sen˜ales obtenidas de sensores
reales, y que el 20 % se debe a la propia variacio´n entre las
sen˜ales originales. Debido a estas variaciones, en el caso de las
sen˜ales pseudo-naturales de temperaturas se obtiene una corre-
lacio´n mayor que las propias autocorrelaciones cruzadas de las
sen˜ales reales, lo que significa que hay ma´s cantidad de sen˜ales
generadas con una forma similar, existiendo una mayor homo-
geneidad que en las sen˜ales obtenidas de los sensores reales.
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Tabla 2: Resultado de ana´lisis de autocorrelaciones cruzadas y correlaciones
cruzadas.
Tipo de sen˜ales Autocorrelaciones Correlaciones
Temperatura T/T : 0,84056 T/T ′ : 0,84565
Velocidad V/V : 0,81264 V/V ′ : 0,80436
Presio´n P/P : 0,83740 P/P′ : 0,83284
Irradiancia I/I : 0,86898 I/I′ : 0,85313
4.3.3. Validacio´n mediante MOS (Mean Opinion Score)
Adicionalmente, se ha utilizado Mean Opinion Score
(MOS) (ITU–T, 1996), para realizar una evaluacio´n de calidad
subjetiva de las sen˜ales pseudo-realistas con el fin de contrastar
los resultados proporcionados por el generador de sen˜ales con
sen˜ales reales proporcionadas por sensores.
Para llevar a cabo la validacio´n mediante MOS, se han reali-
zado una serie de encuestas a diferentes usuarios. Las encuestas
pretenden evaluar de manera empı´rica la calidad de las sen˜ales
generadas, e´stas fueron realizadas por seis investigadores los
cuales tienen conocimientos relacionados con el tratamiento de
sen˜ales (el nu´mero de expertos escogidos, cumple los requisitos
mı´nimos exigidos por MOS (Streijl et al., 2014) para obtener re-
sultados concluyentes). En dichas encuestas, a los expertos se
les pedı´a que clasificasen las diferentes sen˜ales que se les mos-
traban para comprobar si los cientı´ficos eran capaces de diferen-
ciar las sen˜ales reales y las generadas por el me´todo propuesto.
A cada investigador se le mostraron dos bloques de noventa
preguntas con cuatro ima´genes de sen˜ales. Cada bloque corres-
pondı´a con un tipo de sen˜al generada: sen˜ales pseudo–naturales
de un nivel modificador y sen˜ales pseudo–naturales de dos ni-
veles modificadores. Dentro de las cuatro sen˜ales se encontra-
ba una sen˜al original y tres sen˜ales pseudo–naturales en orden
aleatorio (dentro de cada uno de los grupos anteriormente des-
critos). A cada sen˜al mostrada, cada experto debı´a etiquetarla
como “real” o “sinte´tica”, aunque podrı´a dejarla sin responder
en caso de no ser capaz de decidirse. Un ejemplo de los dife-
rentes grupos de sen˜ales que analizaron los expertos, se pueden
observar en las Figuras 4, 5, 6 y 7. Hay que notar, que en el pre-
sente documento las sen˜ales aparecen etiquetadas como Origi-
nal signal (sen˜ales rojas) y Generated signal (sen˜ales azules),
para que el lector pueda observar las diferencias entre sen˜ales
generadas y originales. Sin embargo, los expertos no disponı´an
de dicha informacio´n, ni de colores que las diferenciasen, para
evitar dar informacio´n de la naturaleza de los datos que analiza-
ban. Los u´nicos datos que los expertos conocı´an, eran la sen˜al
con la informacio´n de los ejes X e Y , que mostraba el tipo de
sen˜al, temperatura, velocidad del viento, presio´n atmosfe´rica y
radiacio´n solar.
En la Tabla 3 se pueden observar los resultados obtenidos
mediante MOS. Estos resultados han sido obtenidos comparan-
do las respuestas de los diferentes expertos al clasificar los di-
ferentes conjuntos de datos. Se han comprobado las etiquetas
determinadas por los expertos, con las etiquetas reales que de-
ben de tener cada sen˜al pseudo–natural. El resultado fue que los
expertos identificaron erro´neamente o no pudieron distinguir en
un 71,25 % de los casos si una sen˜al procedı´a de una captu-
ra de datos real o de las proporcionadas por el generador de
datos pseudo–naturales. Se observo´ que el 30 % de las sen˜ales
pseudo–naturales de un u´nico nivel modificador fueron clasifi-
cadas correctamente por los expertos. Asimismo, en el caso de
las sen˜ales pseudo–naturales con dos niveles de modificadores,
el 72,5 % sen˜ales pasaban desapercibidas a ojos de los expertos.
En la Tabla 4 se pueden observar los resultados acumulados de
las respuestas de la evaluacio´n MOS. En dicha tabla, se pue-
den ver, por filas, el tipo de sen˜ales presentadas a los expertos,
mientras que por columnas se puede ver la clasificacio´n de ca-
da sen˜al por parte de los expertos. Se consideran aciertos aque-
llas sen˜ales reales identificadas como reales y aquellas sen˜ales
sinte´ticas identificadas como sinte´ticas. Todas las dema´s com-
binaciones (incluidas todas aquellas sen˜ales que los expertos no
sabı´an si eran reales o sinte´ticas y por tanto no contestaron) se
consideran fallos.
Tabla 3: Tabla de resultados extraı´dos de MOS. Un nivel modificador (L1), Dos
niveles modificadores (L2).
Fallos y No Sabe Aciertos
Tipo de sen˜ales Sen˜ales % Sen˜ales %
L1 1512 70 % 648 30 %
L2 1566 72,5 % 594 27,5 %
Media (L1,L2) 71,25 % 28,75 %
Tabla 4: Tablas de contingencia de MOS. Un nivel modificador (L1), Dos nive-
les modificadores (L2). En filas, tipo de sen˜ales presentadas a los expertos. En
columnas, nu´mero de sen˜ales segu´n la respuesta de los expertos para cada tipo.
Tipo de sen˜ales Reales Sinte´ticas No sabe
L1
Reales 48 66 426
Sinte´ticas 282 708 738
L2
Reales 66 114 360
Sinte´ticas 306 528 786
5. Conclusiones
En el presente trabajo se ha propuesto un me´todo para ge-
nerar sen˜ales sinte´ticas que tengan cierta similitud a las que
podrı´an obtenerse desde un sensor. Dicho me´todo tiene la capa-
cidad de generar datos en los que el comportamiento de la sen˜al
es capaz de seguir un comportamiento basado en distribuciones
gaussianas y gamma, proporcionando un cara´cter realista.
El me´todo propuesto aporta un enfoque distinto en el cam-
po de generacio´n de sen˜ales mediante la aleatorizacio´n y de-
terminacio´n del comportamiento del gradiente de la sen˜al que
se pretende generar. Esta caracterı´stica permite an˜adir niveles
para modificar la sen˜al de forma que al an˜adir sucesivos nive-
les de modificacio´n se puede controlar el comportamiento de la
sen˜al de una forma concreta para ajustarla a las caracterı´sticas
deseadas.
Adema´s se ha desarrollado una interfaz visual que hace
uso del me´todo propuesto y proporciona a los cientı´ficos una
manera simple de poder generar grandes repositorios de datos
pseudo–naturales para que puedan testear sus propios me´todos
en los diferentes campos cientı´ficos, sin que tengan que esperar
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para obtener los datos desde sensores reales o realizar etapas
previas de tratamiento de datos para eliminar datos erro´neos o
incompletos.
Respecto a los resultados obtenidos se han realizado vali-
daciones mediante tres enfoques distintos a diferentes conjunto
de datos procedentes de sensores y a sen˜ales pseudo–naturales
generadas con el me´todo propuesto.
Para la primera validacio´n se ha empleado el algoritmo de
aprendizaje C4.5. Dicho algoritmo ha utilizado sen˜ales reales
en la fase de entrenamiento, pero en la fase de test las sen˜ales
han sido sustituidas por sen˜ales pseudo–naturales para compro-
bar la similitud de los datos generados. De los resultados se
puede concluir que las sen˜ales sinte´ticas pseudo–naturales han
sido clasificadas en media como sen˜ales reales en ma´s de un
75 % (tomando los resultados de patrones bien clasificados) de
los casos y que u´nicamente en aproximadamente un 25 % de
los casos son detectadas como sen˜ales sinte´ticas. En cuando a
las me´tricas para evaluar la calidad de los clasificadores se ha
escogido el a´rea bajo la curva ROC que en media es superior a
76 %.
Para la segunda validacio´n se han calculado las correlacio-
nes cruzadas para los cuatro conjuntos de datos detallados en
la seccio´n 4.2. Por un lado se han obtenido las autocorrelacio-
nes cruzadas de los datos procedentes de los sensores reales
obteniendo un 20 % de diferencia en media, que se debe princi-
palmente a la variabilidad de las propias sen˜ales. Al calcular las
correlaciones cruzadas entre los datos reales y los generados
por el me´todo propuesto, se observa que la relacio´n en media
entre ambas poblaciones es mayor al 80 %.
Por u´ltimo se ha realizado una validacio´n mediante MOS
para determinar con ayuda de expertos en el campo de trata-
miento de sen˜ales la eficacia del me´todo propuesto. Dichos ex-
pertos han etiquetado los diferentes conjuntos de sen˜ales sin in-
formacio´n previa que delatasen a las sen˜ales pseudo–naturales,
como reales o sinte´ticas. De los resultados medios de dichas
pruebas se ha obtenido que los expertos so´lo son capaces de di-
ferenciar las sen˜ales pseudo–naturales de las originales en un
28,75 % de los casos.
6. Trabajo futuro
Una de las principales mejoras consiste en an˜adir una va-
riedad de distribuciones estadı´sticas nuevas a la aplicacio´n y la
posibilidad de crear sen˜ales con componentes perio´dicos, con
lo que se ampliarı´a el abanico de posibilidades de la aplicacio´n.
Por otro lado, la inclusio´n de me´todos metaheurı´sticos y de
aprendizaje automa´tico permitirı´a obtener los para´metros es-
tadı´sticos caracterı´sticos de una sen˜al o conjunto de sen˜ales da-
dos, para generar nuevos conjuntos de datos sinte´ticos de forma
automa´tica, preservando la misma naturaleza de los datos de
entrada (Alzantot et al., 2017).
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Ape´ndice A. Co´digo simplificado del me´todo propuesto
Ape´ndice A.1. Funcio´n generateSignal()
1 G e n e r a t o r : : g e n e r a t e S i g n a l ( )
2 Begin
3
4 s i g n a l = [ ]
5 i n c r e m e n t s = f i r s t l e v e l .
g e n e r a t e I n c r e m e n t s ( samples −1)
6
7 p r e v i o u s s a m p l e = random number (max =
maximum , min = minimum )
8 s i g n a l . append ( p r e v i o u s s a m p l e )
9
10 f o r i n c in i n c r e m e n t s :
11 sample = p r e v i o u s s a m p l e +
r a n d o m c h o i c e ( −1 ,1 ) ∗ i n c
12 i f sample > maximum : sample −= 2∗ i n c
13 e l i f sample < minimum : sample += 2∗
i n c
14 s i g n a l . append ( sample )
15 p r e v i o u s s a m p l e = sample
16 re turn s i g n a l
17
18 End
Ape´ndice A.2. Funcio´n generateIncrements()
1 G e n e r a t o r L e v e l : : g e n e r a t e I n c r e m e n t s (N)
2 Begin
3
4 s t d i s t r i b u t i o n = r a n d o m c h o i c e (
G e t D i s t r i b u t i o n s ( ) )
5
6 f o r p a r a m e t e r in s t d i s t r i b u t i o n .
G e t P a r a m e t e r s ( ) :
7 p a r a m e t e r . SetRandomValue ( )
8
9 s i g n a l = [ ]
10 i f n e x t l e v e l == Nul l :
11 whi le l e n ( s i g n a l ) < N:
12 s i g n a l . append ( s t d i s t r i b u t i o n .
g e n e r a t e S a m p l e ( ) )
13
14 e l s e :
15 i n c r e m e n t s = [ ]
16 p a r a m e t e r s = s t d i s t r i b u t i o n .
G e t P a r a m e t e r s ( )
17
18 f o r i in l e n ( p a r a m e t e r s )
19 i n c r e m e n t s . append ( n e x t l e v e l .
g e n e r a t e I n c r e m e n t s (N−1) )
20 j = 0
21 s i g n a l . append ( s t d i s t r i b u t i o n .
Genera t eSample ( ) )
22
23 whi le l e n ( s i g n a l ) < N:
24 f o r i in l e n ( p a r a m e t e r s ) :
25 p a r a m e t e r = p a r a m e t e r s [ i ]
26 i n c = i n c r e m e n t s [ i ] [ j ]
27 p r e v i o u s v a l u e = p a r a m e t e r .
v a l u e
28 p a r a m e t e r . v a l u e = p r e v i o u s
p r e v i o u s + r a n d o m c h o i c e
( −1 ,1 ) ∗ i n c
29 i f p a r a m e t e r . v a l u e > p a r a m e t e r .
maximum : p a r a m e t e r . v a l u e −=
2∗ i n c
30 e l i f p a r a m e t e r . v a l u e <
p a r a m e t e r . minimum :
p a r a m e t e r . v a l u e += 2∗ i n c
31
32 s i g n a l . append ( s t d i s t r i b u t i o n .
Genera t eSample ( ) )
33 j ++
34 re turn s i g n a l
35
36 End
378 F. León et al. / Revista Iberoamericana de Automática e Informática Industrial 16 (2019) 369-379
Figura B.8: Diagrama de clases. Figura B.9: Diagrama de instancias para dos niveles de generacio´n.
Apéndice B. Diagramas de clases e instancias
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