Significance Statement {#s1}
======================

Recent findings suggest that striatal activity is organized in spatially compact neuron clusters. Here, we show that striatal projection neurons should have a nonmonotonically changing distance-dependent connectivity to obtain spatially localized activity patterns in striatum. Among the different states a striatal network can show, asynchronous-irregular and transition activity states closely resemble striatal activity in the healthy state. In contrast, strong cortical inputs as observed in Parkinson's disease drive the network into a winner-take-all state, in which the striatum loses its stimulus sensitivity. Thus, our model makes specific predictions about the spatial network connectivity in the striatum and provides new insights about how the striatum might make a transition from a healthy state to a Parkinson's disease state.

Introduction {#s2}
============

The basal ganglia (BG) are a collection of nuclei located at the base of the forebrain. BG are crucial for critical functions such as voluntary movement control, decision-making, procedural learning, and a variety of cognitive functions. The striatum as the main input stage of the BG plays a major role in BG-related brain function and dysfunction. Like many other subcortical structures, the striatum is a network of inhibitory neurons driven by excitatory inputs from multiple regions of the neocortex ([@B41]), thalamus ([@B36]), and hippocampus. The output of the striatum directly projects to the globus pallidus (GP) and forms two major functional pathways in the BG, the "go and "no-go" pathways. The interaction of these pathways forms the basis of functions such as action selection, initiation, and execution ([@B3]).

Experimental data suggest that striatal firing rates in ongoing activity are quite low (≤1 Hz; [@B27]; [@B18]), and ≈30% of striatal projection neurons respond with a markedly increased firing rate (≈10--20 Hz; [@B23]; [@B18]; [@B2]). However, it remains unclear how the sparse and low-firing-rate task-related activity of the striatum is organized in space and time to shape the activity of the GP to initiate action selection.

Recent observations of temporal ([@B1]) and spatial ([@B6]) clustering of spiking activity in the striatum suggest that striatal activity may be organized in transient coactivations of groups of neurons. Such coactivated neuron groups can be termed neuronal assemblies (NAs). Such NAs can effectively increase the inhibitory influence of striatal neurons on downstream networks. However, conditions under which NAs appear in the striatum are not well understood.

Within the framework of dynamical systems, the NA-type activity state could be an outcome of a "winnerless competition" (WLC; [@B32]) or a noise driven transition state between the asynchronous-irregular (AI) activity state and the "winner-take-all" (WTA) state. Although the mechanisms underlying the emergence of such transient NAs are not well understood, heterogeneity in both the external input and the recurrent connectivity among striatal projection neurons is a common feature of the existing models of transient NAs ([@B20]; [@B31]; [@B4]).

Here, we investigate the existence of NAs in a large-scale network model of the striatum in which neurons are connected in a distance-dependent manner. We address two key questions: (1) How does the structure of the network connectivity define the repertoire of the ongoing activity dynamics? and (2) Under which conditions can task-related inputs modify these ongoing activity dynamics?

Specifically, we considered two qualitatively different spatial connectivity profiles in which the connection probability between any two neurons varied as a function of the distance between the neurons: decreased monotonically (according to a Gaussian distribution) or changed nonmonotonically (according to a gamma distribution; [@B33]). Using network simulations and mathematical analysis, we show that spatially structured activity in the network can emerge only for a nonmonotonically shaped connectivity kernel. In inhibitory networks with a monotonically changing connectivity kernel, network activity remains AI. Only networks with a nonmonotonically changing connectivity kernel can exhibit different activity regimes. Weak background inputs or high input variance induced unstructured AI activity, whereas stronger background inputs or low input variance induced stable dynamics (e.g., WTA). For moderately strong inputs, the network activity organized into unstable spatial bumps \[transition activity (TA)\] resembling the experimentally observed NAs ([@B1]; [@B6]). Finally, we describe how stimulus response characteristics are affected by the ongoing activity state of the network. We show that only AI and TA states support a reliable stimulus response and that stimulus-induced changes in pairwise correlations are maximal in the TA state, especially for weak stimuli.

These results help us to better understand information processing in the striatum and other primarily inhibitory subcortical networks as in the amygdala and the cerebellum. Moreover, our model provides new insights into neuronal mechanisms underlying brain diseases such as Parkinson's disease (PD). For instance, the strong resemblance between the properties of the WTA state and the activity observed in PD ([@B13]) leads to the hypothesis that PD may be a transition from AI or TA to a WTA state.

Materials and Methods {#s3}
=====================

Neuron model {#s3A}
------------

Neurons in the network were modeled as "leaky-integrate-and-fire" (LIF) neurons. We intentionally chose this simple neuron model to ensure that the observed network dynamics would be the result of the connectivity profiles studied and not the intrinsic dynamics of a more complex neuron model. The subthreshold membrane potential dynamics of LIF neurons are given by $$C_{m} \times \frac{dv}{dt} = - g_{L} \times \lbrack v(t) - E_{L}\rbrack + I(t).$$

Synapses were modeled as conductance transients. The temporal profile of the transient conductance change in response to a single presynaptic spike was modeled as an alpha function. The recurrent connectivity within an inhibitory network such as the striatum is weak and sparse ([@B39]; [@B38]; [@B30]). We adjusted the synaptic conductances to obtain weak synapses such that a unitary inhibitory postsynaptic potential (IPSP) had an amplitude of 0.8 mV at a holding potential of --44.0 mV and an excitatory postsynaptic potential (EPSP) had an amplitude of 1.6 mV at a holding potential of --70.0 mV. The various neuron and synapse parameters are summarized in [Table 1](#T1){ref-type="table"}. Whenever possible, we used parameters corresponding to the striatal network ([@B43]).

###### 

Parameter values for the neuron and synapse model

  Name             Value    Description   
  ---------------- -------- ------------- -----------------------------------------
  **C*~*m*~*       200.0    pF            Membrane capacitance
  **g*~*L*~*       12.5     nS            Leak conductance
  **E*~*L*~*       --80.0   mV            Leak reversal potential
  **V*~*th*~*      --45.0   mV            Spike threshold
  **V*~*reset*~*   --80.0   mV            Resting membrane potential
  **t*~*ref*~*     2.0      ms            Refractory period
  **E*~*exc*~*     0.0      mV            Excitatory reversal potential
  **E*~*inh*~*     --64.0   mV            Inhibitory reversal potential
  *τ~*exc*~*       5.0      ms            Time constant of excitatory conductance
  *τ~*inh*~*       10.0     ms            Time constant of inhibitory conductance

Network architecture {#s3B}
--------------------

We considered a population of 10,000 inhibitory neurons. The neurons were placed on a 100 × 100 grid and folded as a torus to avoid boundary effects. The distance between neighboring nodes in the grid network amounted to 10 µm. Each neuron sent 1000 inhibitory recurrent inputs to other neurons within the network (i.e., 10% total connection probability), mimicking the sparse connectivity in most biological inhibitory networks. We implemented no self-connections within the network, and neurons were allowed to form multiple connections between them.

To implement a distance-dependent connectivity, we chose two qualitatively different spatial profiles ([@B33]). For the first type of connectivity, we assumed that the distance-dependent connection probability decreased monotonically as a function of distance. To implement such connectivity, we used the Gaussian distribution to model the distance-dependent decrease in connectivity ([Fig. 1*a*](#F1){ref-type="fig"}, top). We will refer to this network type as a Gaussian network.

![Spiking activity of the network with gamma-distributed (top) and Gaussian-distributed (bottom) connectivity. (a) Connection probability between neurons as a function of the distance between neurons normalized to the full size of the network. (b) Examples of the spiking activity of 200 of 10,000 neurons for different average firing rates ($\overline{\lambda}$) of the network. With increasing background activity, the spiking activity of the Gaussian networks remained irregular and the bursting behavior increased. In contrast, the gamma networks showed transient or persistent bursting behavior and local synchronization of spiking activities.](enu0041723830001){#F1}

For the second type of connectivity, we assumed that the distance-dependent connection probability varied nonmonotonically as a function of distance. Recent experimental data suggest that the connectivity between pairs of medium spiny neurons (MSNs) in the striatum may indeed change nonmonotonically as a function of distance ([@B17]; [@B26]). To implement such connectivity, we used a gamma distribution to model the distance dependent variation in connectivity ([Fig. 1*a*](#F1){ref-type="fig"}, bottom). We will refer to this network type as a gamma network.

The out-degree of individual neurons was fixed to 1000 neurons. In our network, target neurons were located on a uniformly spaced grid (100 × 100), and each neuron index can be calculated by its coordinate on the grid map. Moreover, each target neuron could also be identified by an angle and radius in polar coordinates: $$\begin{matrix}
{x = r \times sin(\phi)} \\
{y = r \times cos(\phi)} \\
{idx = x \times ncol + y} \\
\end{matrix}$$where *x* and *y* are the coordinates of the grid locations, *idx* is the index of the target neurons, and *ncol* = 100 is the size of the network in one of two dimensions. To identify 1000 targets, we drew ϕ from a uniform distribution $\mathbb{U}( - \pi,\pi)$ and *r* from either Gaussian or gamma distribution. This approach is much faster than deciding connectivity based on pairwise distances, but can be used only when neurons are arranged on a grid.

To appropriately compare these different network types, we ensured that the connection weights and the degree distributions were identical in the two network types.

Ongoing/background excitatory drive {#s3C}
-----------------------------------

All neurons received background excitatory inputs mimicking the global ongoing activity in striatum. The external drive was modeled by uncorrelated homogeneous Poisson-type spike trains with fixed firing rate. Each neuron received an independent realization of such spike train, obtained from the same underlying Poisson process. The rate of the Poisson-type spike trains was varied systematically to study the different dynamical states of the inhibitory networks.

Stimulus {#s3D}
--------

To measure the impact of the an external stimulus on network activity in each dynamic state, we stimulated the network with an external stimulus, on top of the background inputs described above. The stimulus was provided to a subset of ≈45 neurons. To distribute the stimulated neurons in a spatial manner, we defined a region of interest (ROI) of size 30 × 30 neurons. In the ROI, we defined a location as center for stimulated neurons chosen according to a two-dimensional (2D) Gaussian profile (σ: 2 grid points). The external stimulus was modeled as an injection of direct current to the selected neurons. The stimulus presentation lasted for 1 s, and its amplitude was systematically varied between 0 and 150 pA. To collect sufficient data for further statistical analysis, each stimulus was presented 20 times to its assigned subset of neurons.

To estimate how the response magnitude and trial-by-trial variability changes when one stimulus is immediately followed by another, we extended the simulation of the network with two different external stimuli. Each of these two external stimuli was provided to two nonoverlapping subsets of ≈45 neurons. In the ROI, as described above, we defined two locations that were 10 grid points apart. Using these two locations as centers, stimulated neurons were chosen according to a 2D Gaussian profile (σ: 2 grid points). The two stimuli were presented in alternating fashion, and each stimulus presentation lasted for 1 s, separated by a pause of 2 s. Thus, the two stimuli differed only in terms of their target neurons; other properties (strength, duration) were identical.

Characterization of the network dynamics {#s3E}
----------------------------------------

The network activity states were characterized on the basis of the spiking activity using standard descriptors: firing rates and the coefficient of variation of interspike intervals (*CV~ISI~*), the latter used to measure the degree of irregularity of the spiking of individual neurons [@B25].

Count and duration of activity bumps {#s3F}
------------------------------------

We constructed a series of binary matrices representing the 2D map (100 × 100 neurons) of the network activity over disjunct time windows of 100 ms each from the spike train recordings of all neurons. To enhance the spatial contrast, these matrices were convolved with the 2D "Mexican hat"--shaped kernel (Ricker wavelet). The size of the hat was taken from the estimation of the bump size ([Figs. 4*b*](#F4){ref-type="fig"} and [5](#F5){ref-type="fig"}). The integral of the Mexican hat kernel was set to zero to ensure that the filtered activity was comparable for different inputs. Additionally, the integrals of the positive and the negative part of the convolution kernel were set to 1 and --1, respectively. After convolving the spatial activity of the network (measured in a 100 ms window) with the Mexican hat kernel, we thresholded the resulting image to identify patches of high activity. The center of each patch was taken as the position of individual bumps. The positions of individual bumps were then used to compute the number of bumps and determine the affiliation of neurons to individual bumps. Finally, trackers of time-merged bumps were used to analyze the lifespan of the bumps, determined by finding similar positions of bump centroids over subsequent time frames.

Characterization of the stimulus response {#s3G}
-----------------------------------------

To estimate the influence of the external stimuli on striatal ongoing activity, we analyzed the activity of stimulated neurons in the ROI (of size 30 × 30 grid). To characterize the impact of the external stimulus on the network activity dynamics, we measured the average firing rate, the trial-by-trial variability of the network response, and the spectrum of pairwise correlations of the network spiking activity. To estimate whether the evoked response of the stimulated neurons was discernible from the background, we measured $$\Delta\text{response} = \frac{\text{evoked}\,\text{firing}\,\text{rate}}{\text{background}\,\text{firing}\,\text{rate}}$$for each stimulus. The trial-by-trial variability was quantified using the Fano factor (FF), defined as the ratio of the variance and the mean of the response of the stimulated neurons.

The correlation spectrum was estimated for the activity of individual neurons. Neuronal spiking activity was binned using a rectangular bin of 100 ms. We measured the correlation spectrum for the trial-by-trial average of both ongoing and stimulus-evoked activity.

Simulation tools {#s3H}
----------------

All simulations of the networks of spiking neurons were performed using NEST simulation software ([@B19]). The dynamical equations were integrated at a fixed temporal resolution of 0.1 ms. Simulation data were analyzed with Python using the scientific libraries SciPy (<http://www.scipy.org>) and NumPy (<http://www.numpy.org>) and visualized using the plotting library Matplotlib (<http://matplotlib.org>).

Results {#s6}
=======

Neuronal activity in the striatum is maintained by thalamic and cortical excitatory inputs. In a randomly connected inhibitory network model of the striatum, the recurrent inhibition and the level of external excitatory inputs define the dynamical states and stimulus response properties of the network ([@B9]; [@B31]; [@B43]; [@B4]). Here, we extend this earlier work by investigating the effects of spatial connectivity on the dynamical states and the stimulus-response properties of the striatal network activity. To this end, we used both analytical calculations using neural field equations and numerical simulations of biologically realistic, large-scale inhibitory networks models with 10,000 spiking neurons.

In our network models, the profile of the spatial connection probability between any two neurons could vary either monotonically or nonmonotonically as a function of the distance between the neurons. For this, we used two different kernels for the spatial connectivity: In Gamma networks, the nonmonotonic distance-dependent change in connection probability was modeled as a Gamma distribution \[off-center inhibition ([@B33]); [Fig. 1*a*](#F1){ref-type="fig"}, top\], whereas in Gaussian networks, the connection probability decreased monotonically in a Gaussian manner as a function of distance between neurons \[on-center inhibition ([@B33]); [Fig. 1*a*](#F1){ref-type="fig"}, bottom\].

Firing rates and spike train irregularity {#s6A}
-----------------------------------------

First, we determined the firing rate and the degree of irregularity of the spiking activities in the networks connected according to the Gaussian-shaped ([Figs. 1*a*, *b*](#F1){ref-type="fig"}, top) and gamma-shaped ([Figs. 1*a*, *b*](#F1){ref-type="fig"}, bottom) connectivity profiles. As expected, the average firing rates in both network types increased as a function of the background excitatory input (*ν~ext~*; [Fig. 1*b*](#F1){ref-type="fig"}). However, comparing the network activity at similar average output rate ($\overline{\lambda}$), the activity pattern of network differed in connectivity profiles ([Fig. 1*b*](#F1){ref-type="fig"}). Gamma networks were clearly more sensitive to a change in the background input rate (*ν~ext~*) than Gaussian networks ([Fig. 2*a*](#F2){ref-type="fig"}, black trace). Thus, the same range of average firing rates as in Gaussian networks was achieved in gamma networks already for a much lower range of external inputs (*ν~ext~*; [Fig. 2*a*](#F2){ref-type="fig"}, black trace). This suggests that a gamma-shaped spatial connectivity kernel increased the sensitivity of the network activity to changes in the background input.

![Analysis of the spike patterns in networks with different connectivity profiles. ***a***, Distribution of average firing rates ($\overline{\lambda}$; top) and coefficient of variation (*CV~ISI~*; bottom) as a function of background input strength (*ν~ext~*) for Gaussian (left) and gamma (right) networks. In Gaussian networks, increasing *ν~ext~* resulted in a steadily widening distribution of $\overline{\lambda}$ and *CV~ISI~*, which for a large fraction of neurons tended to the value 3. In contrast, in gamma networks, the distribution of $\overline{\lambda}$ and *CV~ISI~* was rapidly widely distributed from a relatively low *ν~ext~* (1.5 kHz) upward. Gamma networks were clearly more excitable than Gaussian networks. Green trace indicates the skewness of the firing rate in both networks. Black and blue traces refer to the average firing rate ($\overline{\lambda}$) and standard deviation (σ~λ~) of the firing rate distribution, respectively. ***b***, Relationship between the irregularity of the spiking pattern (*CV~ISI~*) and the average firing rate ($\overline{\lambda}$). The color of the traces represents the background input rate (*ν~ext~*). In Gaussian networks (top), neurons with higher $\overline{\lambda}$ tended to exhibit a higher *CV~ISI~*, whereas in gamma networks (bottom), they tended to exhibit a lower *CV~ISI~*.](enu0041723830002){#F2}

Moreover, these two network types differed considerably in the distribution of firing rates over neurons ([Fig. 2*a*](#F2){ref-type="fig"}, top row) and spike timing irregularity (*CV~ISI~*; [Fig. 2*a*](#F2){ref-type="fig"}, bottom row). We compared the output firing rate distributions for a range of external inputs that resulted in the same range of output firing rates. The recurrent inhibition in the network ensured that even for very strong background input, only few neurons could spike at a high rate, and a major fraction of neurons spiked at relatively low rates, resulting in a positively skewed distribution of firing rates. For Gaussian networks, the average firing rate ($\overline{\lambda}$) and the standard deviation (σ~λ~) and skewness (κ~λ~) of the neuronal firing rate distribution monotonically increased as background input was increased ([Fig. 2*a*](#F2){ref-type="fig"}, top right). In contrast, in Gamma networks, both $\overline{\lambda}$ and σ~λ~ increased nonmonotonically, but the skewness of the firing rate distribution changed in a nonmonotonic fashion as a function of background input rate ([Fig. 2*a*](#F2){ref-type="fig"}, top right). This suggests that a nonmonotonically changing connectivity profile results in a larger diversity of firing rates in the network and that the diversity of firing rates is maximized for a moderate amount of background input.

Interestingly, in Gaussian networks, the neurons' *CV~ISI~* monotonically increased with an increase in their firing rate. An average *CV~ISI~* \> 1 indicates that most high-firing-rate neurons spiked in bursts ([Fig. 2*b*](#F2){ref-type="fig"}, top). Because we used LIF neurons, the bursting in the network activity was caused by the recurrent inhibition and not intrinsic neuron properties. In the Gaussian networks, the connection probability peaked over only a small range in the vicinity of a given neuron, thereby reducing the effective recurrent inhibition and allowing the neuron to maintain its high firing rate for some time. However, fluctuations in the external input (modeled as Poisson spike trains) could rapidly switch the high-rate activity from any one neuron to another, thereby creating a spike pattern consisting of short-lived bursts and pauses.

In contrast, in the Gamma networks, only neurons with moderate output firing rates showed a *CV~ISI~* \> 1 ([Fig. 2*b*](#F2){ref-type="fig"}, top). Neurons with very high firing rates ($\overline{\lambda}$ ≥100 Hz) spiked in a regular manner (*CV~ISI~* ≤0.5). Such a small *CV~ISI~* implies that the network was operating in the so-called mean-driven regime ([@B8]), in which the background input is strong enough to keep the free-membrane potential of the neurons above spiking threshold. Within the physiologic range of output firing rates ($\overline{\lambda}$ ≤50 Hz), neurons in both network types elicited spike bursts, but the *CV~ISI~* in Gaussian networks was nearly twice as high as that in Gamma networks.

Spatial structure of the network activity {#s6B}
-----------------------------------------

Next, we included spatial information about neurons in our analysis and characterized the spatial activity patterns in both network types. Visual inspection of the spike rasters ([Fig. 1*b*](#F1){ref-type="fig"}) suggested that in Gaussian networks, the structure of the network activity remained spatially homogeneous, even for very high background input rates (*ν~ext~*). In contrast, when increasing the background input rate in gamma networks, the activity got confined into local clusters, resulting in spatially periodic activity bumps. The spatial structure became more apparent when we rendered the neuronal activity as a 2D surface ([Figs. 3](#F3){ref-type="fig"} and [4*a*](#F4){ref-type="fig"}). Depending on the strength of the background input, three qualitatively different network activity states were observed. In the AI state, neurons spiked at a low rate and the activity was more or less homogeneously distributed across the network ([Fig. 3](#F3){ref-type="fig"}, top row). For very strong background inputs, the network activity organized into a spatially periodic and temporally stable bump structure ([Fig. 3](#F3){ref-type="fig"}, bottom row). This state resembles the *k*-WTA state ([@B22]). In between, for moderate inputs, the bump structure was aperiodic and unstable ([Fig. 3](#F3){ref-type="fig"}, middle row). We refer to this state as transition activity (TA).

![Characterization of the bump activity states for the gamma network. Time series snapshots of the 2D pattern (100 × 100 neurons) of bump activity, contrast-enhanced by Mexican hat filtering. Each frame was measured by summing the neuronal activity over 100 ms. Three snapshots (columns) of activity were taken 1 s apart. Three representative gamma network states for three different amounts of external inputs are shown in each row. AI: external input = 1 kHz; no bump activity is observed and the network activity remains noisy. TA: external input = 1.5 kHz; the network is in an unstable state, with several bumps appearing transiently, in the company of noisy activity. WTA: external input = 3 kHz; the network forms mostly persistent bumps throughout the entire network.](enu0041723830003){#F3}

To better characterize the emergence of activity bumps and these three dynamic states in gamma networks, we measured the numbers, sizes, and lifespans of activity bumps. To reliably identify bumps, we designed a bump detection algorithm (see Methods). First, we measured the average firing rate as a function of distance from the center of a bump. For weak inputs, the average network activity decayed and reached a baseline level with increasing distance from the center of the bump. However, for stronger inputs, not only did the firing rate in the bump increase, but the spatially periodic nature of the activity also became more apparent ([Fig. 4*a*](#F4){ref-type="fig"}).

![Quantification of bump activities in gamma networks. ***a***, Spatial autocorrelation of the network spiking activity, showing the mean firing rate ($\overline{\lambda}$) of each bump as a function of the distance from the cluster centroid normalized to the full size of the network. Different colors represent the strength of the background excitation. ***b***, Distance between bumps in various gamma distributions and its comparison between numerical simulations and mean field equations. The background color is measured bump distance from the network simulation data. Solid traces show results from analytical estimation of bump distance; dashed traces represent the estimation of bump distance from network simulations. The parameter for the gamma-distributed connection is used for the spiking network model (red circle). Spatial representations of activity bumps are also observed in [Fig. 5 (*c--e*)](#F5){ref-type="fig"}. These subfigures display the bump count and their relative lifespan during the entire simulation as a function of the background external excitation (*ν~ext~*), which modulates the nature of the bump activity. ***c***, With increasing *ν~ext~*, the number of bumps increases in a sigmoidal fashion. For higher *ν~ext~*, the number of bumps saturates, owing to the limited capacity of the finite spatial map. The error bars for the bump counts indicate the standard deviation of bump counts over the simulation time. ***d***, The lifespan of bumps reflects the dynamic state of the bumps: a shorter lifespan reflects TA dynamics, whereas a larger lifespan indicates stable bump activity reflecting WTA dynamics. By increasing *ν~ext~*, the distribution of lifespans shifts from short to long term. The ordinate indicates lifespan, normalized to the duration of the entire simulation (10 s), of individual bumps. Because the average bump counts are different in each dynamical state (TA, WTA), we normalized the color bar of bump count to the average bump count in individual states. ***e***, The lifespan distribution is split into three groups (dashed lines in ***d***). The long (red trace) appearance of bumps reflects the WTA state of bump activity, whereas the short (blue trace) appearance of bumps reflects the TA state of bump activity. Between these two states, the network is in a highly unstable state, characterized by a wider distribution of lifespans (light blue trace).](enu0041723830004){#F4}

The number of bumps increased in a sigmoidal fashion with the background input rate ([Fig. 4*c*](#F4){ref-type="fig"}). For strong inputs (*ν~ext~* ≥1.7 Kspikes/s), the bumps were stable: neurons that started to spike at the beginning of the simulation remained active for the entire simulation ([Fig. 4*d*, *e*](#F4){ref-type="fig"}, red trace). For weak inputs (*ν~ext~* ≤1.2 Kspikes/s), the few bumps that appeared lasted only for short durations ([Fig. 4*d*, *e*](#F4){ref-type="fig"}, blue trace). For the medium range of input rates (1.2 ≤ *ν~ext~* ≤ 1.7 Kspikes/s), the bumps showed a wide range of lifespans ([Fig. 4*d*, *e*](#F4){ref-type="fig"}, light blue trace).

This analysis of the network activity showed that gamma networks exhibited random unstructured activity for weak background inputs and stable periodic bump activity for strong background inputs. The stable bump activity was similar to the periodic bump activity observed in networks of excitatory and inhibitory neurons interconnected according to a spatial Gaussian connectivity profile ([@B29]; [@B35]; [@B24]). This raises the question of why inhibitory networks with a gamma-type connectivity profile exhibit spatial bump activity patterns and why networks with Gaussian-distributed connectivity profile do not.

Necessary conditions for the emergence of bump states {#s6C}
-----------------------------------------------------

To understand why a gamma-type connectivity profile exhibits spatial bump activity and a Gaussian connectivity profile does not, we investigated the dynamical states of spatially interconnected inhibitory neurons using neural field equations ([@B15]; [@B22]). For simplicity, we started by formulating the neural field equation for a one-dimensional network with circular boundary conditions. The results hold also for a 2D network with torus-folded boundary conditions because we are considering a homogeneous and isotropic scenario. The mean membrane potential *v*(*x*,*t*) in the continuum limit is given by $$\frac{\partial v\left( {x,t} \right)}{\partial t} = - v\left( {x,t} \right) - {\int_{- \infty}^{\infty}f}\left( {v\left( {y,t} \right)} \right)W\left( {x - y} \right)dy + I\left( {x,t} \right),$$

where *W*(*x*) denotes the spatial connectivity profile and *f*(*v*) the neuron transfer function, mapping the mean membrane potential to the output firing rate ($\overline{\lambda}$). Without loss of generality, we used normalized connectivity profiles *W*(*x*), and the scaling parameter was chosen such that the absolute connection strength was absorbed into *f*(*v*). The background input to the neurons is denoted by *I*(*x*,*t*). For the network, the stationary and spatially homogeneous solution *v*(*x*,*t*) = *v*~0~ = constant is a solution to [Eq. (2)](#E4){ref-type="disp-formula"} for a constant background input *I*(*x*,*t*) = *I*~0~. Here, *v*~0~ is given by the implicit equation $$\frac{\partial v_{0}}{\partial t} = - v_{0} - f(v_{0}) + I_{0} = 0.$$

To investigate the stability of this homogeneous solution, we considered small perturbations $v\left( {x,t} \right) = v_{0} + \varepsilon\nu\left( {x,t} \right)$ around *v*~0~ and linearized the transfer function in [Eq. (2)](#E4){ref-type="disp-formula"}. After subtracting [Eq. (3)](#E5){ref-type="disp-formula"}, this yields $$\frac{\partial\nu\left( {x,t} \right)}{\partial t} \approx - \nu\left( {x,t} \right) - {\int_{- \infty}^{\infty}f}\prime\left( v_{0} \right)\nu\left( {x,t} \right)W\left( {x - y} \right)dy.$$

Here and in the remainder $f\prime\left( v_{0} \right)$ is used as shorthand notation for $\left. \frac{\partial f\left( v \right)}{\partial v} \right|_{v = v_{0}}$. In the Fourier domain, this expression simplifies to $$\frac{\partial\widetilde{\nu}\left( {k,t} \right)}{\partial t} \approx - \widetilde{v}\left( {k,t} \right) - f\prime\left( v_{0} \right)\widetilde{\nu}\left( {k,t} \right)\overset{˜}{\mathit{W}}\left( k \right),$$with $\widetilde{\nu}$ denoting the Fourier transform of ν with respect to space. We can now obtain the eigenvalues: $$\zeta = - 1 - f\prime\left( v_{0} \right)\widetilde{W}\left( k \right).$$

When the eigenvalues are positive, small perturbations do not die out, indicating unstable dynamics. Assuming that the slope of the transfer function $f\prime\left( v_{0} \right)$ is always nonnegative, negative values in $\widetilde{W}\left( k \right)$ are a necessary condition for positive eigenvalues ζ and, hence, for spatially periodic activity bumps. In purely inhibitory networks, this condition can be fulfilled by off-center inhibition kernels, such as the gamma-kernel under investigation, or, e.g., a mixture of two Gaussian distributions arranged symmetrically around zero. Although for biologically plausible connection kernels, off-center inhibition (i.e., a nonmonotonic kernel) fulfills this condition, it should be noted that this is not a necessary condition. For instance, the Fourier transform of a box-shaped kernel around zero takes negative values at nonzero frequencies and therefore could, in principle, generate bump states.

For the gamma distribution--shaped connectivity kernel, $$W\left( x \right) = \frac{x^{n - 1}e^{\frac{- |x|}{\Theta}}}{2\Gamma\left( n \right)\Theta^{n}},$$with shape parameter *n* and scale parameter Θ, this condition of positive eigenvalue ζ \> 0 can be fulfilled for *n* \> 1, when the Fourier transform $\widetilde{W}\left( k \right)$ takes negative values ([Fig. 6](#F6){ref-type="fig"}, right). In contrast, the Gaussian kernel Fourier-transforms into another Gaussian, which never takes negative values ([Fig. 6](#F6){ref-type="fig"}, right), and therefore, purely inhibitory networks with a Gaussian-type connectivity profile do not show any spatially periodic bump activity. When the eigenvalues *ζ* are negative, the network activity remains spatially homogeneous, similar to the AI state observed in both the Gaussian networks and the gamma networks ([Fig. 1*c*](#F1){ref-type="fig"}).

[Eq. (6)](#E8){ref-type="disp-formula"} also revealed that the slope of the transfer function at stationary rate $f\prime\left( v_{0} \right)$ is an important factor controlling the eigenvalues. For positive eigenvalues, it needs to be sufficiently large. That is, the following condition needs to be fulfilled: $$f\prime\left( v_{0} \right) > \left\lbrack {\min\limits_{{}_{k}}\widetilde{W}\left( k \right)} \right\rbrack^{- 1}.$$Here, $f\prime\left( v_{0} \right)$ is controlled by a number of factors. For instance, an increase in the synaptic weights (e.g., cortico-striatal, MSNs to MSNs, and fast spiking interneurons to MSNs) increases $f\prime\left( v_{0} \right)$ and can make the network cross the bifurcation. Similarly, increasing the background input rate will also increase the slope $f\prime\left( v_{0} \right)$, because the transfer function of LIF neurons in the simulated network is convex for low firing rates ([@B10]). That is, both an increase in the strength of recurrent synapses and an increase in the background input rate can cause the transition from spatially homogeneous firing to periodically organized bump solutions.

This analysis shows that the activity of an inhibitory network driven by constant input *I*(*x*) has two stable solutions: for weak inputs, the stationary state is spatially homogeneous (AI state; [Fig. 3](#F3){ref-type="fig"}, top row), whereas for strong inputs, the stationary state is spatially periodic (WTA state; [Fig. 3](#F3){ref-type="fig"}, bottom row). When the network is driven with noisy inputs or the neurons have unequal numbers of synapses (owing to random connectivity), the transition between the two stable solutions is smoothened (TA state; [Fig. 3](#F3){ref-type="fig"}, middle row). This result of the analytical calculations is consistent with the numerical network simulations ([Figs. 1](#F1){ref-type="fig"} and [4](#F4){ref-type="fig"}) where noise was introduced into the network by the connectivity and the Poisson type spike trains as external background input.

In addition to stating the condition for spatially periodic bump solutions to arise, [Eq. (6)](#E8){ref-type="disp-formula"} enables us to estimate the distance between bumps. The wave number of the emerging spatially periodic solution is approximately given by the wavenumber *k~c~* minimizing the Fourier transform of the gamma kernel (7). This critical wavenumber *k~c~* is given by $$k_{c} = \arg\min\limits_{{}_{k}}\widetilde{W}\left( k \right) = \frac{\tan\frac{\pi}{n + 1}}{\Theta}.$$

This means that the spacing between bumps will increase as the shape (*n*) and scale parameter (Θ) of the gamma function are increased ([Fig. 4*b*](#F4){ref-type="fig"}, dashed traces). We confirmed this in numerical simulations by systematically varying the two parameters of the connectivity kernel ([Fig. 5](#F5){ref-type="fig"}). We found that, indeed, the analytical approximation closely matched the estimates of the interbump distance measured in network simulations ([Fig. 4*b*](#F4){ref-type="fig"}).

![Spatial map of bump activity patterns for different gamma distributions. A snapshot, contrast-enhanced by Mexican hat filtering, of the 2D pattern (100 × 100 neurons) of bump activity for different parameters (shape, scale) of gamma connection profile defines the size of bumps and the distance between bumps. The rate of the external Poisson excitation (*ν~ext~*) was set to 5 kHz to obtain WTA states in networks with different gamma distributions.](enu0041723830005){#F5}

Impact of the ongoing activity state on the stimulus response {#s6D}
-------------------------------------------------------------

The three different networks states we identified were obtained by changing the global input to the network, and therefore, these states can be thought as possible ongoing states of the network activity, i.e., when the animal is not engaged in a specific task. To understand how a task-related activity may be represented in the striatum when it operates in one of these three ongoing activity states, we selectively stimulated two different subsets of neurons located in spatially nonoverlapping regions in the network alternately (stimulus *A* and *B*; [Fig. 7*a*](#F7){ref-type="fig"}; see Methods) and measured the stimulus response.

In the AI state, the network instantaneously responded to the stimulus and switched to a different spatial pattern as the input was changed ([Fig. 7*a*](#F7){ref-type="fig"}, top row). In this state, there were no bumps in the ongoing activity; therefore the stimulus created new bumps. In the TA as the ongoing state ([Fig. 7*a*](#F7){ref-type="fig"}, middle row), external stimuli modified the already existing bump pattern. The resulting patterns were different for the two stimuli. By contrast, in the WTA state, the ongoing activity already showed strong stable bumps and the external stimuli proved insufficient to alter the ongoing bump pattern ([Fig. 7*a*](#F7){ref-type="fig"}, bottom row), unless it overlapped with an existing bump (e.g., the stimulus *B* in [Fig. 7*a*](#F7){ref-type="fig"}, bottom row).

To quantify the striatal response in different ongoing activity states, we measured the change in the average firing rate of the stimulated neurons (Δresponse, [Fig. 7*b*](#F7){ref-type="fig"}) and the trial-by-trial variability (measured over 20 trials) for the two stimuli ([Fig. 7*c*](#F7){ref-type="fig"}). In AI and TA states, the external input elicited a strong response, well discernible from the background activity. As expected, the response magnitude increased with an increase in the stimulus strength ([Fig. 7*b*](#F7){ref-type="fig"}). The variance of the evoked response (Δresponse measured across trials for the whole duration of the stimulus) in the TA state was higher than in the AI state, but for stronger stimuli both average response and trial-by-trial variability were similar ([Fig. 7*b*](#F7){ref-type="fig"}). The time-resolved trial-by-trial variability of the evoked response (measured as FF) of the network response was maximal at stimulus onset ([Fig. 7*c*](#F7){ref-type="fig"}). However, the trial-by-trial variability of the response in the steady state (in the presence of the stimulus) was smaller than that observed in the ongoing state. By contrast, in the WTA state, not only the Δresponse was smallest among the three states, it was also more variable across trials (depending on the location of the stimulus). For strong input it was possible to elicit a strong reliable response even in the WTA state, but that response depended strongly on the location of the stimulus, e.g., among the two stimuli we tested, only stimulus *B* resulted in a high Δresponse ([Fig. 7*b*](#F7){ref-type="fig"}, bottom row). Besides, in the WTA state, trial-by-trial variability also depended on the stimulus location. For the stimulus A, FF in the WTA state was highest of the three states ([Fig. 7*c*](#F7){ref-type="fig"}). Although average FF of stimulus B was much lower (≈7) than that of the stimulus A (≈25) in the WTA state, it was still higher than that measured in AI and TA states. These observations suggest that evoked responses are far more variable across trials in the WTA state than in both AI and TA states.

Taken together, the stimulus response properties of the three ongoing network activity states in gamma networks showed that only AI and TA states provide a suitable substrate to reliably encode different external stimuli. In contrast, in the WTA state, the response depends not only on the stimulus amplitude but also on the spatial location of the input. When the input coincides with an existing bump, the response is reliable and discernible from the background, but otherwise the response is weak and unreliable (e.g., stimulus *B*).

Modulation of pairwise correlations is maximal in the TA state {#s6E}
--------------------------------------------------------------

AI and TA states are similar in terms of stimulus sensitivity and response reliability ([Fig. 7](#F7){ref-type="fig"}). Further analysis of the evoked activity, however, revealed a crucial difference between these two network states that renders the TA state as a more suitable ongoing activity state for stimulus encoding. In the AI state, a weak external stimulus affects only the rate of stimulated neurons and, thereby, induces only a small effect on neighboring neurons. Therefore, the correlation spectrum during the evoked activity is slightly positively skewed ([Fig. 8](#F8){ref-type="fig"}, left, light blue trace). That is, although weak stimuli can evoke activity responses in the AI state, the spectrum of correlations remains largely unaffected ([Fig. 8](#F8){ref-type="fig"}).

In contrast, in the TA state, even a weak external stimulus can create new activity bumps and, thereby, introduce both positive and negative correlations ([Fig. 8](#F8){ref-type="fig"}, middle, light blue trace). The resulting distribution of correlations in the evoked activity is much wider than observed in both AI and WTA states. That is, in the TA state even weak stimuli are able to induce large changes in the structure of pairwise correlations ([Fig. 8](#F8){ref-type="fig"}, middle, light blue trace). These correlations may be effective in carving out the selected action not only in the striatum, but also downstream in external and internal GP, both of which have high baseline activity and require coordinated striatal inhibition to be suppressed. Moreover, the change in the pairwise correlation distribution can also be useful in distinguishing stimulus-evoked bumps from spontaneously generated bumps, which otherwise cannot be distinguished based on firing rates alone.

For strong external stimuli, the correlation spectra are similar in both AI and TA states. In the WTA state, however, a weak stimulus did not induce any visible modulation in the correlation spectrum ([Fig. 8](#F8){ref-type="fig"}, right, blue and light blue traces), and only very strong inputs could trigger a small change in the correlation structure ([Fig. 8](#F8){ref-type="fig"}, right, red and orange traces). These results suggest that although both AI and TA states allow for reliable and discernible stimulus responses, the TA state may be more suitable to process weaker stimuli than the AI state, because in the TA state the correlation spectrum can already be modulated by very weak stimuli.

Discussion {#s7}
==========

Here, we investigated the activity dynamics and stimulus response properties of the striatum as a purely inhibitory network with different spatial connectivity profiles. We showed that a nonmonotonically changing spatial connectivity profile can lead to the emergence of spatially structured activity in purely inhibitory networks. In contrast, when the connectivity changes monotonically as a function of distance between neurons, the network activity is uniformly distributed over the network, respective of the background input. Specifically, we have shown that with a nonmonotonically shaped connectivity profile, the striatal network can exhibit three qualitatively different activity states: AI, TA, and WTA dynamics. Importantly, among these three different dynamical network states, both AI and TA states have the necessary properties for reliably encoding external stimuli. Between the AI and TA states, the average stimulus response is similar; however, the TA state has several interesting properties that make it a dynamically richer and more responsive state: (1) the overall firing rate distribution in the TA state is more skewed than in the other two states ([Fig. 2*a*](#F2){ref-type="fig"}); (2) the lifespan of NAs in the TA state is more widely distributed that in the other two states ([Fig. 4*d*](#F4){ref-type="fig"}); and (3) in the TA state, even weak stimuli are able to alter the spectrum of pairwise correlations ([Fig. 8](#F8){ref-type="fig"}).

Transient NAs in striatum-like purely inhibitory networks with spatial connectivity structure ([@B20]) or without any spatial connectivity structure ([@B31]) have been defined as groups of neurons showing a conspicuous correlation in their temporal firing rate profiles. Such NAs and their member neurons were identified by offline analysis of the spiking activities of neurons in sparsely connected, random recurrent inhibitory network models with weak synapses. In such networks, NAs were found to be randomly distributed over the entire network and appeared to involve mutually unconnected neurons ([@B4]). However, such assemblies may not influence the downstream network, unless they are specifically wired to share their downstream targets. Moreover, experimental data showed that transient NAs exist as spatially compact clusters ([@B6]). Here, we extend the previous work and show that the existence of spatially compact NAs in a striatum-like network requires that the connection probability between striatal neurons changes in a nonmonotonic fashion as a function of their distance.

Previously, a few studies have investigated the dynamics of the striatal network with distance-dependent connectivity ([@B42]; [@B21]), albeit without focusing on the role of the connectivity structure and the external input. [@B42] showed that when the connectivity of striatal neurons is confined to a small neighborhood, the network can exhibit multiple spatially localized, persistent bumps (akin to the WTA state). Such multiple bump--state activity required that the connections were symmetric. Any heterogeneity and asymmetry in connections led to traveling waves or AI-type activity. However, that network was very small, and the connection probability was fixed over a finite distance. [@B21] developed a more realistic model of the striatum using distance-dependent connectivity estimated from the 3D morphology of MSNs. Structurally, that network is similar to the gamma network we investigated here. However, [@B21] investigated neither the dynamics of the network as a function of the input nor the relationship between network structure and dynamics. Our work complements and extends these previous studies and, importantly, explains how external input and the structure of spatial connectivity profiles (Gaussian and gamma) interact to shape the dynamics of spatially compact activity clusters in the striatum.

Relevance for striatal network activity dynamics {#s7A}
------------------------------------------------

In the ongoing network activity state, striatal neurons are relatively silent, and task-related activity can increase up to 20 Hz ([@B18]). Recently, advances in recording methods have enabled recording 10--100 neurons simultaneously, using calcium imaging in behaving animals. Analyses of such high-density sampling of striatal neurons showed that striatal activity is organized as spatially compact clusters of coactivated neurons (or NAs; [@B6]; R. Costa, personal communication). Similar observations were made earlier in *in vitro* ([@B11]) and in task-related activity in behaving monkeys ([@B1]). In an unhealthy low-dopamine state (as in Parkinson's disease), D2 type dopamine receptor expressing striatal projection neurons increase their firing rates ([@B28]), and in general, striatal neuronal activity loses its diversity and ability to switch neuronal activity in a task-dependent fashion ([@B13]; [@B12]).

It is conceivable that the spatially compact clusters (or NAs) are a simple consequence of spatially localized cortico-thalamic inputs to the striatum. However, this is a trivial solution and indicates that the striatum acts as a simple transmitter of cortico-thalamic activity to downstream targets. Instead here we argue that intrinsic dynamics of striatum-like inhibitory networks are able to generate NAs even when cortico-thalamic inputs are not spatially compact.

The three network states that we identified in our study capture different aspects of the ongoing and evoked activity of the striatum in normal and in low-dopamine states. Both AI and TA states in our network models match some properties of the ongoing activity measured *in vivo*. In data from experiments in which animals wait for a cue to initiate a task (e.g., [@B18]; [@B2]), the ongoing activity in the striatum appears be similar to the AI state. When the animal engages in the task, after the cue presentation, the AI activity is transformed into a TA-like state ([@B18]; [@B2]). On the other hand, in data from freely moving animals, although the animals are not performing any goal-directed behavior, striatal activity shows spatially compact clusters of coactivated neurons, similar to the TA state ([@B6]). Whether the striatal activity recorded in freely moving animals can be treated as an ongoing activity, a goal-directed activity, or a combination of both is an open question. We hypothesize that because animals were not engaged in specific goal-directed behavior, the data reported in [@B6] represent an ongoing activity state in the sense that any task-related cue or reward was absent. It will be interesting to explore whether these spatial activity clusters also emerge in a goal/cue-directed task, thereby possibly hinting at differences in the contextual input received by the striatum during ongoing and goal-directed states.

Thus, in our opinion, depending on the context (e.g., freely moving or cued goal-directed behavior), the ongoing activity of the striatum can be in an AI or TA state. As stated earlier, both states allow for a reliable and discernible response in the striatum. A subtle, but important, difference between the AI and TA states is that in TA-type ongoing activity, even weak stimuli can induce a large change in stimulus-induced correlations. Assuming that neuronal correlations form the basis of modification of synaptic strengths, we speculate that when an animal operates in a TA state, even weak stimuli can drive learning.

In the WTA state, neurons have higher firing rates and the spatial bumps are stable ([Figs. 3](#F3){ref-type="fig"} and [4](#F4){ref-type="fig"}). In this state, the ongoing activity shows only a very small diversity, and only very strong inputs, arriving in specific locations, can induce any discernible and reliable response. With these properties, the WTA state resembles the striatum dynamics in Parkinson's disease ([@B13]; [@B12]). Moreover, the WTA state is observed when neurons are spiking at a high rate ([Fig. 4](#F4){ref-type="fig"}), which could be achieved either by increasing the ongoing external excitation or by increasing the excitability of the neurons. This is also consistent with the fact that in Parkinson's disease the cortical drive to the striatum is increased due to the potentiation of cortico-striatal synapses ([@B37]; [@B16]), and the lateral inhibition among MSNs is decreased or even disrupted ([@B38]).

Here, we estimated the stimulus response for one particular size of the external stimulation (i.e., the number of stimulated neurons and their spatial distribution) and varied only the magnitude of the stimulation current. The size of the external stimulus may also influence the stimulus-response magnitude and reliability. We expect that increasing the number of neurons in a fixed region will increase the response reliability and magnitude. However, increasing the stimulated region with a fixed number of neurons may have a nonmonotonic effect on the response magnitude and reliability. As long as the stimulated region is smaller than the size of an individual bump, the response magnitude and reliability will increase. Increasing the size of the stimulated region beyond the single bump will recruit surrounding neurons, which should be inhibited by the bump itself, and hence, the stimulus response may decrease. In another scenario, distributing the stimulated neurons in small islands may have nonlinear effects on the response dynamics. A detailed analysis of the relationship between stimulus size and response dynamics is a complex topic and should be addressed in a separate study.

Despite the similarities and interesting insights we noted regarding the striatal activity in the healthy and in Parkinson's disease states, we note that our model is highly simplified and ignores several key features of the striatal network. Specifically, it would be necessary to study how other components of the striatal network \[e.g., interneurons, separation of the striatal network into D1- and D2-type medium spiny neuron populations ([@B38]; [@B5]), neuromodulators\] affect the stability and stimulus responses in the AI and TA states. In addition, we have used only simple LIF model neurons in our networks. Voltage-dependent ion channels may introduce nonlinear effects and change the network dynamics qualitatively ([@B42]; [@B33]). Hence, in future work, it will be important to understand how the three dynamical states identified in our study are possibly altered when neurons are endowed with voltage-dependent ionic currents or larger heterogeneity in neuron/synapse properties.

Model validation {#s7B}
----------------

Recent experimental data show that the ongoing activity of the striatum can be either in an AI state or a TA state, depending on the experimental conditions ([@B18]; [@B2]; [@B6]). Furthermore, these data also suggest that the striatum exhibits a TA-like state as animals get engaged in a task. In addition to direct measurement of NAs using modern imaging tools ([@B6]), our model suggests that even the relationship between the firing rate and spike time irregularity ([Fig. 2](#F2){ref-type="fig"}) can provide further indirect evidence for the existence of NAs in the striatum.

The key to the emergence of spatially compact transient NAs in the TA state is the nonmonotonically shaped connection probability. Indirect estimates of the anatomic (from neuron morphologies) and functional connectivity both indicate that MSNs do not inhibit their nearest neighbors and that the connection probability peaks at a distance of ≈80 µm and then decays to zero beyond ≈200 µm ([@B17]; [@B26]). Similar estimates regarding the distance-dependent connectivity between MSNs have been drawn from computational analysis of the 3D morphologies of MSN axons and dendrites ([@B21]). However, more experimental work is required to measure the spatial profile of not just the functional, but also the structural, connectivity within the striatum, in particular to measure the spatial connection profile and spatially compact neural clusters that would support our network model. In addition, our model predicts that neurons participating in the NAs should have a low connection probability and share their inputs. In addition, our model predicts that the *CV~ISI~* values of MSNs should increase as their firing rate increases ([Fig. 2*b*](#F2){ref-type="fig"}). Finally, we predict that the pairwise correlation spectrum should be more susceptible to weak inputs in the TA state than in the AI state ([Fig. 6](#F6){ref-type="fig"}). High-density sampling of striatal neurons, when available, would be sufficient to check these predictions.

![Analytical description of connectivity profiles. The graphs show the spatial connectivity profile (left) and its Fourier transform (right) as a function of the distance between neurons and wave numbers, respectively, for both gamma (red) and Gaussian (blue) connectivity kernels. Note that the spatial connectivity profile remains positive for both connectivity kernels. However, their Fourier transforms behave differently: the Gaussian kernel remains positive, whereas the gamma kernel takes negative values for larger (absolute) wave numbers.](enu0041723830006){#F6}

![Impact of the network dynamics on the stimulus response. ***a***, Spatial distribution of the spiking activity displayed in time series for different dynamic states (rows). Each frame shows a spatial map of 30 × 30 neurons from the ROI (black squares) in a time window of 100 ms, with 500-ms intervals between successive frames. The gradient background is the probability area for stimulated neurons, and its color refers to a stimulus phase. ***b***, The change of response activity of the stimulated neurons to their corresponding stimuli A (red) or B (orange) in different ongoing bump states (AI, TA, and WTA). Each row represents the strength of the stimuli (50--150 pA). A lower Δresponse indicates a weaker impact of the external stimuli on the network activity, and lower variance of activity reflects a higher reliability of the response. For each subpanel, the white lines are the median value of the data. The colored boxes extend from the 25% to 75% of the data, i.e., the box contains ≈50% of the data. Whiskers extend from minimum to maximum values of the data. ***c***, The temporal variability (FF) of the response of the stimulated neurons as a function of time. A lower FF indicates a higher reliability of the stimulus response. A higher FF is observed at each stimulus onset, in both the AI and TA states. In contrast, in the WTA state, the network is not able to reliably respond to external stimuli. Both stimulus phases are displayed at the bottom of each subpanel.](enu0041723830007){#F7}

![Impact of the network dynamics on the modulation of the spectrum of pairwise correlations. Different subfigures show the pairwise correlation spectrum of the network activity in three dynamic network states (AI, TA, and WTA). Different colored traces represent different stimulus strengths on the selected neurons. Compared with the correlation spectrum in ongoing activity (blue), a higher excitation is required to modulate correlations in the AI state than in the TA state. With a stronger external excitation, the correlations are more widely distributed in the network activity in both AI and TA states.](enu0041723830008){#F8}

Relationship with models of cortical networks {#s7C}
---------------------------------------------

Recurrent networks with both excitatory and inhibitory (E-I) neurons, interconnected according to a monotonically decaying (e.g., Gaussian) connectivity profile for excitation and inhibition, can be tuned to exhibit spatially clustered or stationary bump type activity ([@B7]; [@B35]). A key feature of E-I networks that show spatial clusters is that the excitatory connectivity decays more rapidly with distance than the inhibitory connectivity. In such networks, the summation of excitatory and inhibitory connectivity kernels or excitatory and inhibitory synaptic strengths yield the well-known Mexican hat profile as the effective connectivity kernel with its characteristic, nonmonotonic shape. With such a connectivity profile, local recurrent excitation activates neighboring neurons which, in turn, inhibit the surrounding region because of the stronger distal inhibition. That is, in such E-I networks, a coactivated local group of neurons is brought together by their mutual, predominantly excitatory, connections and by their common field of surround inhibition. Examples of such behavior have been reported in the experimental literature, e.g., in the monkey prefrontal cortex ([@B40]). In contrast, we found that for purely inhibitory networks, using both network simulations and neural field equations, a nonmonotonic spatial connectivity kernel (such as the gamma distribution) generates spatially clustered bump type activity for high background input. As shown by our mean field analysis, purely inhibitory networks with a Gaussian spatial connectivity profile cannot possibly support any spatially periodic bump activity. Intuitively, that is because coactivation of neighboring neurons requires that these neurons do not inhibit each other while creating an inhibitory surround. Thus, in purely inhibitory networks, a coactivated local group of neurons is defined by the lack of mutual connectivity and the presence of a common range of surround inhibition. Mathematically, as we have shown, the key condition to have spatial clusters of activity is that the effective connectivity kernel has a nonmonotonic shape as a function of distance in the network ([Fig. 6](#F6){ref-type="fig"} and "Necessary conditions for the emergence of bump states"). Both the Mexican hat--shaped effective connectivity kernel of E-I networks and the gamma distribution shaped connectivity kernel of purely inhibitory networks fulfill that condition. We note that the stable bump state (WTA) observed in our network models closely resembles the grid patterns observed in the medial entorhinal cortex of rodents and that computational models of grid cells also use a nonmonotonic kernel to form connections between inhibitory neurons ([@B14]; [@B34]).

In summary, we have shown how the shape of the distance-dependent recurrent connectivity profile and the strength of ongoing external background excitation together determine the state of the ongoing network activity as well as the stimulus-response properties in a purely inhibitory network, such as the striatum. These results, when properly adapted to the specific inhibitory network of interest, could provide important new insights into the functional characterization of the activity dynamics in inhibitory brain networks such as the striatum, globus pallidus, and central amygdala.
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Reviewer 1:

This paper use an inhibitory network model, likened to the striatum, to address two main questions: 1. how do different forms of distance-dependent connectivity shape the spontaneous network activity? 2. how do task-related stimuli modify this ongoing activity? To answer these questions, the authors compare monotonic (Gaussian) and non-monotonic (Gamma) distance-dependent probabilities of connections between neurons. The main result is that a Gamma distance-dependent connectivity profile exhibits three main states (AI,TA,WTA) characterized by irregular, transiently stable and stable dynamics, respectively. Consequently, task-related inputs can easily modify the irregular (AI) state, but not the WTA state. In contrast, a Gaussian connectivity profile only results in irregular activity over the network (AI state).

The questions addressed are intrinsically interesting ones from the perspective of exploring the potential repertoire of dynamics in the striatum. And some of the results certainly advance our knowledge of this repertoire. At its core, there is a solid piece of computational modelling work here, which deserves publication. However, not in the current manuscript, which has a range of serious flaws. The interpretation of which dynamical states are relevant to the striatum is confused. Some of the authors\' strongest claims are demonstrably wrong from their own results. And there is extensive speculation based on little evidence from the modelling. We elaborate on these points below.

Major comments:

\(1\) A major claim of the paper (in the abstract, Author Summary, and elsewhere) is that the Transition Activity (TA) state, of transient spatially localised activity bumps, most closely resembles the activity in striatum. It clearly does not. The model is explored under conditions of uniform (in rate and number) background input to every single neuron. The TA state appears in a particular range of this uniform input. The paper then compares these transient bumps - now called assemblies - to the evidence of striatal assemblies in the papers of Adler et al (2013) and Barbera et al (2016). But these are assemblies evoked by tasks, and time-locked to behaviour. They are, by definition, not spontaneous activity.

Indeed, the experimentally-observed assemblies are perfectly well explained as the recruitment of small groups of striatal neurons by task-related cortical input. This is exactly the case in the paper\'s own Fig 7A, where clustered groups are recruited by external input for the AI state.

Indeed, even by the authors\' own criterion - of understanding what the downstream GP nucleus is reading out from striatum - it makes no sense that the TA state is the default state of the striatum. For if spontaneous assemblies form, how can the downstream nucleus tell the difference between those and the evoked assemblies? Why would spontaneous assemblies not then cause aberrant action selection by disinhibiting the GP\'s targets?

Consequently, we would argue that the paper\'s results are stronger evidence for the exact opposite conclusion: the AI state is the spontaneous state of the striatum, within which assemblies can be recruited by task-specific input. Both these fit the existing data on in vivo striatal activity during rest and task episodes. And anything that causes increased excitability of the striatum, pushing it into the TA or in extremis the WTA state, is then deleterious.

\(2\) A major claim of the paper is that the WTA state is deleterious because in this state external inputs cannot affect the ongoing activity (e.g pg 7:"in the WTA state\... the external stimuli proved insufficient to alter the ongoing bump pattern"). The authors\' own results show this is not true.

The bottom row of Fig 7a shows very clearly that the external inputs do change the network\'s activity. Input A does not, because it overlaps with an existing bump. Input B does (snapshot 6): it causes a new bump (upper right corner), which is then a new stable state of the network.

The PC analysis (Fig 7b,c) does not address this claim. Fig 7b shows a plot of time-averaged PC1 vs PC2 for all baselines and inputs superimposed: we observe that those dots cannot be separated by eye into clusters for the WTA state. The text claims therefore that the inputs do not affect the network. But this analysis does not address that issue: it merely shows that the phase-space of the network is widely sampled by both baseline and input-driven activity. Rather, for the inputs to have no effect, then for each single run of the inputs (Fig 7a), the 3 dots (yellow,red,blue) should be in the same place. But as we\'ve just discussed for Fig 7a, they patently will not be.

Similarly the stimulus-averaged PCs in Fig 7c merely show a different view that there is wide variation in the response of the network, that is obscured by averaging over PC1 for all stimuli.

The authors need to appropriately re-analyse all results from Figure 7, to quantify: when inputs do in fact change the state of the WTA network; under what conditions those changes occur in response to each input; and in which they cause a change showing effects beyond the lifetime of the input itself. They then need to draw appropriate conclusions in the Results and Discussion.

They also need to discuss how their results for the inputs will depend on the size of the input relative to the size of the bumps: as Fig 5 makes clear, the bumps will of course have different spacing according to the connectivity distribution\'s parameters. So the effect of the inputs will depend on whether they overlap 0,1,2,\... bumps.

\(3\) The exact same problem can be seen in Figure 8. The authors claim that "the response in the WTA state was not repeatable." While Figure 8 in its current state is difficult to understand (see below), this also appears to be false from the authors\' own results. Figure 8c shows the correlations between activity upon repeated inputs. Tracing along either the diagonal or up the columns, we can see that, after the first input pair, (i) each input causes strong correlation within the same group of neurons and (ii) each input causes orthogonal correlation to the other group of neurons. Consequently, the WTA-state network seems to repeat its response just fine.

The authors need to appropriately re-analyse the results in Figure 8, and draw more accurate conclusions in the Results and Discussion. They also need to explain accurately what Figure 8 is showing (a problem not restricted to this figure - see list below).

\(4\) There are many places where there are claims of results or speculation of relevance that are far beyond what is established in the paper. Moreover, the Results are full of speculation best left to the Discussion at best, or, preferably, omitted. We name a few:

\(i\) Abstract and elsewhere: "the TA shows maximal variability and stimulus sensitivity". Nowhere are these properties addressed in the paper

\(ii\) Abstract and elsewhere: the claim that PD is related to an increase in cortical input, so loss of dopamine causes a shift to the WTA state. What evidence is there that PD causes an increase in cortical firing rate? Even if it does, this is not evidence that the loss of dopamine causes a shift to the WTA state. The model does not consider dopamine, whose actions are, to say the least, complicated. pg 21 asserts that "the WTA state closely resembles the striatum dynamics in Parkinson\'s disease", which is far too strong.

\(iii\) Results pg 16 and elsewhere: switching between stimulus responses is slower in the TA network, which is claimed as good because "such short-term memory of the previous stimulus could be used to encode temporal associations". How?

\(iv\) Discussion pg19 and elsewhere: "\...we showed the TA state\... provides the necessary correlation structure to learn such NAs". There is no evidence in the paper for how correlations in striatal activity lead to learning, let alone that these are "necessary" correlations.

Minor comments:

\* pg 10-11: the paper claims here that the entropy of the population coincident spike rate (Hs) tells us something about the spatial arrangement of the activity. It does not. Indeed, the authors own Fig 4A shows that the entropy and the number of bumps do not have a monotonic relationship. Either explain what the change in entropy actually tells us, or remove entirely.

\* All simulations (apart from Figure 5) seem to be from 1 Gaussian and 1 Gamma network. How then can the authors simply assert (i) the behaviour of the firing rate and regularity distributions (Fig 2), and (ii) the input rates that cause the transitions between states? (Fig 3 and middle of page 11).

\* The work lacks context. There is no comparison with the most directly relevant models, which is concerning. Especially:

\(i\) Wickens and colleagues 1995 model (Synapse, 20, p281): simulation and analysis of a similar model of inhibitory neurons, which also uses a 2D network in a torus, showing conditions of stable bump formation when using homogenous connection patterns (uniform in all directions). Their work also goes beyond the present manuscript to show that inhomogenous connectivity would result in travelling waves, because of the torus.

\(ii\) Zilmer, Brunel & Hansel 2009 (Phys Rev E, 79, 031909): an extensive study of the dynamical states of an inhibitory network of LIF neurons, including the transitions between stable periodic and irregular dynamics.

\(iii\) Humphries et al 2010 (PLoS Comput Biol, 6, e1001011): a full model of the striatum\'s distance-dependent anatomy, and the influence of that connectivity on dynamics

\* Limitations of the work are barely touched on. The study\'s relevance to the striatum, or otherwise, is not discussed. Make clear the limitations, including:

\(i\) The use of LIF neurons, which are far from a model of striatum medium spiny neurons: e.g. no hyperpolarisation by KIR

\(ii\) The lack of interneurons. Their feed-forward dynamics mean their effect on the activity states of the MSNs will clearly depend on the relative overlaps of connectivity distributions

Text comments:

\* Methods:

\(i\) Why use only an ROI? (of 30x30). Are all measurements of bumps (e.g. Pg 11) done within a ROI?

\(ii\) "we measured the average of the first two PCs". As these are plotted as points, we infer here the average over time was taken. Make this precise

\* pg 9: the paragraph beginning "In Gaussian networks the firing rate distribution" repeats the previous paragraph, and could be excised without issue.

\* pg9-10: the text continually refers to the Gamma network firing rate distribution as "widening" and being "wider" than the Gaussian one. Not true: the distributions are equally wide; the Gamma network\'s firing rate distribution is more skewed. Correct throughout

\* pg 14 The section "Properties of the ongoing network activity, required to represent external stimuli" is (a) for the Discussion, not the Results; (b) superfluous anyway as of the two main properties, "flexible" is wrong (see point 2 of the main comments) and "elastic" - the return to baseline - is not tested at all. In addition, it is not clear why one should favour "flexible" and "elastic" as suitable for an unknown and unspecified computation. The following section on "Impact of the ongoing activity\..." is simply motivated by the need to understand how inputs from external stimuli interact with the spontaneous dynamics. Removing all the references to "elastic" and "flexible" here would actually make it more powerful, easier to read, and not confuse results (the simulations) with the interpretation.

\* pg 19. "whether MSN-MSN synapses exhibit\... STDP (Fino and Venance 2010)". There is no work on MSN-MSN STDP. The cited review, and all of the work by Venance, Fino and colleagues is on cortico-striatal STDP.

\* pg. 19 "what feature of basal ganglia performs such an off-line clustering of spiking activity into assemblies\..." This statement does not follow from the preceding discussion. The prior models observed correlated activity of small groups of neurons, in small networks representing a tiny speck of the striatum. So all neurons in that speck would project to a small, overlapping set of neurons in the target structures. The quoted problem would only be a problem if someone had built a network the size of the whole striatum, and found assemblies formed by cells across the entire thing, which could not then plausibly project to the same target neurons.

\* pg 23. A long discussion of EI networks, which is of little relevance here. Cut.

\* Many issues with the Figures and their legends:

Fig 1: what are the numbers (1K\...) above each raster plot?

Figure 4:

(i)panel a: why is distance a percentage? What is the mean taken over: all neurons in 1 network at this distance, or an average over networks?

\(ii\) panel b: not mentioned in the text

\(iii\) panel c: what are the error bars for the bump count taken over?

\(iv\) panel d: what does (rel) mean? Proportion?

\(v\) panel e: how are they three classes of bumps (transient, unstable, persistent) defined?

Figure 7:

panel b: how are the solid lines defined?

Legend: "population activity in PCA" makes no sense

Figure 8:

Our reading was that: (i) the columns show correlations for repeats of the same stimulus pair; (ii) each column is a different stimulus pair. Each block of correlations is between neurons. The questions here include:

\(i\) What neurons are being correlated? Just those directly receiving input A (labelled A on the x-axis) and those receiving input B (labelled B on the x-axis)?

\(ii\) What are the correlations shown between inputs - why are they not also blocks of the same size if they are between the same groups of neurons?

\(iii\) What are the matrices II-IV showing? The legend mentions on-diagonal and off-diagonal averages, but these are labelled "within" and "between": we instead thought "within" was the column-average, and "between" the row-average.

\-\--

Reviewer 2:

In the present article, the authors present a modeling study assessing how the pattern of spontaneous activity and response to external inputs vary within a single population of inhibitory neurons depending on the spatial profile of synaptic connection between neurons. They interpret their results in the specific context of the striatal projection neurons, the medium spiny neurons (MSN). They find that connectivity profiles that display a non-monotonic dependence on distance, with a probability of connection peeking at non-zero distance, allow the emergence of spatially inhomogeneous activity profiles with local activity bumps. Depending on the strength of the initial background input, the bumps can be barely emergent, transient and driven by external input, or strongly persistent and independent of input profile. They interpret their results in light of striatal activity pattern observed experimentally.

General comments:

The modeling study appears sound the main result of this modeling study may be interesting to interpret current and future experimental results. However, the presentation lacks clarity (in particular some figures) and the bibliography appears quite partial. Also, the previous theoretical attempting to answer similar (or maybe the same) general question on the conditions required for the emergence of an activity bump in a network including lateral inhibition are only very partially discussed and cited. Finally, the sensitivity of the model to changes in parameters is not evaluated at all, making the results potentially not so general.

Concerning the clarity of figures and results:

\- Figure 2: it is difficult to compare Gaussian and Gamma networks on this figure, as the color plot of distribution are plotted against different X-axis. It\'s not easy to see that one is more skewed than the other, as the authors claim.

\- Figure 3: the (short) legend does not allow the reader to understand how this figure was generated, and in particular the parameter that was varied to go from AI to TA to WTA. This is obviously crucial here, but we have to infer from the text that external input was varied, and we don\'t know by how much.

\- There is apparently no ref to Figure 5 in the text\... If this figure is not part of the results, it\'s not clear why it\'s shown.

\- Figure 7 is very hard to read. What are the dots in a? Spikes? The text refers to a minimal current Iminstim, but it\'s never defined so its relation to the figure is unclear. Is it state dependent? Legends for 7b and 7c also could be easier to read and interpret. Fig 7c is supposed to show that WTA is slowest. I don\'t see why. It\'s not clear, especially if you compare TA for 100pA to WTA for 150pA\.... The result therefore does not seem supported by the figure in my opinion.

\- Figure 8 is not clear either: Each \'stimulus trial\' seems to consist in 2 sequential stim. Is that true? And is there spontaneous activity before and after like in Fig 7 (that would explain the light ares)? It should be specified in the legend, if it\'s the same stimulation pattern as in 7, as no stimulation pattern is shown here, unless I missed it.

Concerning the experimental bibliography:

\- The studies looking at connectivity between MSNs are only very partially cited I believe. One important study for example was Chuhma, Tanaka, Hen and Rayport (2011) reporting high connection probability between MSN using optogenetics (and contrasting with previous in vitro studies cited here). A short but more exhaustive review of the existing literature need to be done to provide estimates of connection proba and any evidence for spatial pattern of connectivity. It would help to clarify the relationship between distance and number of connected neighbours in the model and literature, to better compare the model and anatomical data.

\- In the introduction, references to papers concerning the function and dysfunction of GB (go and no-go paths for ex) are extremely partial: an extensive literature exists on this topic and citing a single computational study is surprising.

\- Discussion about healthy and DA-depleted has almost no experimental ref.

Concerning the theoretical literature on the topic, the authors cite Roxin et al, 20005 and some other recent papers. But the conditions underlying the appearance of an activity bump in a neuronal population including inhibition traces back at least to BenYishai, Hansel and Sompolinski, 1997. Actually, a book chapter before that (not sure where though) also explored the case of purely inhibitory networks. Again here, the literature must be adequately cited. A paragraph discussing general conditions for the emergence of an activity bump with or without excitation would be welcome in the discussion\...

As the difference between IA and TA appears to be only a difference in external input, it is not really surprising that IA with strong stimulation has the same behaviors as TA with lower stimulation, no?

In general, no specific prediction is made. It would be nice to propose experimentally testable predictions of the model.

Specific comments:

INTRO

BG is plural

Striatal spontaneous activity is not 1-3, most MSNs are quite at rest (0)

"Neuronal assemblies" are not defined

It\'s unclear why NA should emerge necessarily from WTA or WLC

"PS state" is not defined

METHODS

Is there any heterogeneities in the network?

What is the size of simulated subset: 45 neurons?

RESULTS

P14 which synaptic weights can increase f\'(nu0)??

P15: why is "elastic" better than "plastic" for function? Doesn\'t it depend on the network function? For working memory for example, plastic is required.

End of page 17: \'therefore, the WTA state is not suitable to encode incoming stimuli\': Quite vague, as \'encoding\' is not really defined\....

DISCUSSION:

It is proposed that the model is "consistent with the high CV of striatal neurons". But it is not specific to MSN: pyramidal neurons in the cortex also show very high CVs

More generally, the relation between firing rate and CV in the model seems quite unspecific. Is there a specific prediction here?
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