Traditionally, practical clique algorithms have been compared based on their performance on various random graphs. We propose a new testing methodology which permits testing to be completed in a fraction of the time required by previous methods. In addition, the range of testing can be extended to include problems that could not be attempted in the past because of being too time consuming. We accomplish this by applying the approach that makes dynamic programming a very e ective algorithmic technique: we use tabulated estimates for the time required to solve subproblems rather than timing each exactly. Our computational experiments validate this approach.
Introduction
An undirected graph G consists of a set V of vertices and a set E of unordered pairs of vertices called edges. The number of vertices is called the order of the graph, and the number of edges is the size. Given a graph G = (V; E ), a clique in the graph G is a set of pairwise adjacent vertices. A maximum clique in G is the largest such set of vertices. This well-known problem has been shown to be N P -complete 10]. In spite of this inherent di culty there are many algorithms which perform well in practice, even on fairly large graphs.
One of the earliest published results concerning practical clique algorithms is the 1970 paper by Auguston Babel 2] . Balas and Yu use a greedy colouring scheme together with properties of a maximally triangulated induced subgraph (MTIS) to achieve tighter bounds on the maximum clique size. Their algorithm was one of the fastest until 1990, when Babel devised an algorithm which also employs a colouring, this time the DSATUR colouring method due to Brelaz 7] .
Various actions can radically a ect performance of clique algorithms. For example, sorting vertices by degree before applying some algorithms can have a big e ect. However, there are times when it is faster not to sort. Ideally, authors would try various combinations of options for their algorithms and then would indicate the best choices depending on the graph order and edge density. This has not been common practice however, likely because of the huge amount of computation time it would require to test all combinations.
Instead of timing the algorithms exactly (which would take too long), we applied the techniques of dynamic programming to quickly obtain an estimate for the running time of our recursive algorithms as follows. The objective is to build a table of estimated average running times for xed density and varying numbers of vertices. For small problems we run the actual algorithms on several random graphs and store the average running times in a table. Then for larger problems, we run and time the work done at the top level of recursion, but instead of making recursive calls for various subgraphs of the graph we look up their times in the table, summing them with the time for the preprocessing. In this way the times are built from the bottom up, giving accurate estimates for a wide variety of problems in a fraction of the time it would take to run the algorithms to completion. For each subproblem, the time estimate is looked up in constant time whereas it would take exponential time to compute the time exactly.
Our new dynamic programming methodology allows extensive testing to be completed very quickly. Furthermore, it allows for the selection of an appropriate algorithm in the case when you have a big problem for which you have available perhaps many days cpu time, but not many years. This is important because the estimated times can di er very dramatically. For example, on a 250 vertex random graph with edge density 90%, we have the algorithm GREEDY (algorithms are de ned in Section 2) with decreasing sort requiring only an estimated 19 days and 9 hours, while DFMAX with no sorting requires around 1,360 years (see Table 1 ).
A pure recursive clique algorithm applies the same approach at all levels of recursion. A mixed strategy varies the tactics employed. Mixed algorithms which use one strategy at the top level of recursion and one other strategy everywhere else have been employed by previous authors. For example, Balas and Yu 5] compute a MTIS to aid in clique nding but only at the top level of recursion. Further, it is common to presort vertices by degree at the top level only. There has been no systematic attempt so far to automate the process of developing the best mixed algorithm for a class of problems. The second step of our research is to use the dynamic programming approach for estimating clique times to automate the process of creating a table driven mixed algorithm which applies the best mixed strategy to each subproblem.
To validate this work, we developed mixed algorithms for random graphs with particular densities and compared the running times to Babel's algorithm 2]. Although our nal algorithms are extremely simple, they are signi cantly faster for all the cases considered.
Section 2 describes the clique algorithms used. Then, a brief summary of the computational results is given in Section 3. We conclude with suggestions for extending our work.
Template for the Clique Algorithms
All the algorithms we tested t into the framework described below. The ordering and restriction strategies are described underneath. All of these ideas have appeared earlier in papers by previous authors.
Clique (G, k) Input: Graph G and integer k.
Output: yes if G has a clique of order k, and no otherwise. GREEDY: Colour the vertices using the greedy colouring algorithm (this algorithm assigns to each vertex the rst available colour which does not appear on some neighbour of the vertex). Then set S to be the vertices not coloured by one of the rst k ? 1 colours.
The correctness of these approaches is based rst on the observation that if G has a k-clique, then for a xed vertex v, either v is in a k-clique or it is not. If v is in a k-clique, then a (k ? 1)-clique is found when searching the neighbourhood of v. Otherwise, there is a k-clique in G ? v. The second important point is that for each of these restriction rules, every k-clique is guaranteed to contain at least one vertex from the set S .
Computational Results
Due to space limitations, it is impossible to completely describe our computational results. A summary of the main points is given in this section.
The dynamic programming approach to timing the clique algorithms was compared to actual average times. While the results were not perfect, they did provide an accurate indicator of the best algorithm to choose. Some estimated times are given in Table 1 . A sample comparison of estimated average times to actual average times is given in Figure 1 .
The best pure and mixed strategies are indicated in Figure 2 . For testing purposes, random graphs were generated by selecting p and then including each possible edge with probability p. The results given are for p equal to 0. The new mixed algorithms were timed and the performance was compared to an implementation of Babel's algorithm obtained from Babel on random graphs having p (the probability that an edge is included) equal to 0.30 0.50, and 0.70 ( Figure 3) . We chose Babel's algorithm 2] for comparison purposes as it appears to be the fastest published algorithm to date. Both programs were compiled and run on the same machine (a Sun running at 166 MHz). For each order tested, the running times presented in these gures re ect the average over ve random trials. For comparison purposes, the benchmarking algorithm of Applegate and Johnson and the mixed algorithm for random graphs of 50% edge density were run on the DIMACS standard random graphs and these times are given in Table 2 . Because Babel's algorithm was signi cantly slower, the timing experiments could not be completed in a reasonable amount of time for some of the larger orders and higher densities. In all cases, the new mixed algorithms indicate a substantial improvement over Babel's algorithm in spite of their simplicity. We have shown that our automated process for developing a clique algorithm is an e ective means for developing faster clique algorithms. It is unique in that it makes use of any number of strategies and combines them in what (at least by our estimates) is the most e ective way. Attempts to create mixed algorithms in the past have not used such extensive testing and validation mainly because without our estimation process it was prohibitively time consuming.
Some obvious bounding techniques such as nding a MTIS 5], or fractional colouring 4], or the DSATUR colouring due to Brelaz 7] and used by Babel 2 ] have yet to be considered. Further, there is room for some new ideas as well.
Only very limited testing has been done so far on graphs which are not random. For certain classes with predictable structures, we can proceed as for random graphs. Otherwise, taking random samples from the subproblems encountered could provide an e ective alternative.
Finally, it would be interesting to apply these ideas to create recursive algorithms for other NP-complete questions. We expect that there are other such problems where these ideas will improve on the fastest algorithms currently available.
