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Abstract 
The continuous growth of the users pool of modern online Social Networking web 
sites such as Facebook and MySpace, and their incessant augmentation of services 
and capabilities will, in the very near future, meet and compare in contrast with 
today’s services. These services range from Content distribution Networks (CDN) , 
Peer-to-Peer network models through a variety of new Security threats followed of 
course, by new paradigms to enforce security in ways which seem far from standard 
security as we know it. As networks become more human, and social characters 
inarguably start influencing online services, new theories that go beyond the classic 
computing world need to be taken into consideration, implement many aspects that 
heavily rely on other literatures, such as literature from social sciences and human 
behavioural studies. We will address concerns of social behaviour on online social 
networks, identify specific services and detail how this information can create new 
services or augment already existing ones. 
We explore key concepts and novel theorems, such as the link community, which 
identifies and provides trust and worthiness of a given relationship not based on a 
node to node relationship, but on the link itself which may join a number of 
communities, hence solving the multi community ownership of a number of nodes, 
in a similar style, we introduce these factors in viral network propagation and also in 
node per node trust evaluation, we conclude by providing an insight on current 
technologies which can be used to better serve the ever growing need for fast data 
analysis, as social data keeps growing at dangerously increasing peaks, leaving prior 
methods, old and obsolete. 
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CHAPTER I Introduction  
 
In this chapter we will outline the major research topics that will be covered in 
this thesis. All topics follow one main theme, which is the influence of Online Social 
Networks on our everyday IT related life, ranging from models, services to how 
networks influence security. We describe the major contribution of this research and 
the methodology used to create it. Finally we describe the organization of this thesis. 
1.1 Research Topics 
This thesis will cover a number of topics all related to one same greater theme; 
the fundamental influence of Online Social Networks in modern online services. 
The important factors are the services that receive a great deal of influence or are 
greatly influenced. In this context, we examine how content distribution networks, in 
a special case, Ip Television, receive a direct contribution from the social aspect of 
user behaviour and profiling. Another important example is the use of these very 
social characters to augment already well-structured algorithms for Human Delay 
Tolerant Networks, to demonstrate how social characters can proactively be utilized 
in our life.  
Yet another important factor is the theoretical modelling to redefine community 
standards in a behavioural context in order to better understand how the online 
communities act and how this can improve aspects such as communications, security 
and already present hierarchical structures. 
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The final factor is the propagation of information within the social network and 
how security is important to guarantee a safe environment when using commodity 
parallel computing and social analytics. 
 
1.1.1 Trust Evaluation Models 
Online social networks (OSN) have gained considerable popularity. People use 
OSN to share their interests and make friends and also use the OSN to overcome the 
geographical barriers. With the development of OSN, there is a problem users have 
to face; that is trust evaluation. Before a user becomes friend with a stranger, the 
user needs to consider the following issues: Can a stranger be trusted? How much 
can the stranger be trusted? How to measure the trust of a stranger? In this chapter, 
we take into consideration important factors, such as the Degree and Contacts 
Interval, which produce a new trust evaluation model (T-OSN). T-OSN aims to 
solve how to evaluate the trust value of an OSN user. This chapter will also look at 
which is more efficient, more reliable and easier to implement. Based on our 
research, this model can be used in a wide range of situations, such as online social 
network (OSN) trust evaluations, mobile network message forwarding, ad hoc 
wireless networking, routing a message on the Internet and peer-to-peer file sharing 
on a network. The T-OSN model has a number of obvious advantages compared to 
other trust evaluation methods. First of all, it is not based on the features of 
traditional social networks, such as distance and shortest path. We choose the special 
features of OSN to build up the model based on more personal characteristics, 
including numbers of friends (Degree) and contact frequency (Contact Interval). 
 
 
3 
 
These features make our model more suited to evaluate OSN users’ trust value. 
Second, the formulations of our model are quite simple but effective. This means, to 
achieve our results by using our formulations, it will not be too expensive in terms 
of resources. Last but not least, our model is easy to implement for an OSN website, 
due to the features that we use in our model, such as numbers of friends and contact 
frequency. To sum up, our model is using a few resources to obtain a valuable trust 
value that can help OSN users solve an important security problem. We believe this 
will be big step for development of OSN. 
Following these trust models, inspired by recent empirical research on link 
communities, we borrow some important ideas and concepts for our research to 
provide a more reasonable computation model of transitive trust. The key advantage 
to using link community methodology is to reflect on the nature of the social 
network features of Hierarchy and Overlap. Our research mainly resolves the 
computation of trust transitivity in which two nodes do not have any direct links to 
any link community. In this research, we discover a new direction to analysing trust 
transitivity. By using a social network game, we found the link community 
methodology is a natural way to analyse trust in social networks. We also discovered 
that even in a small social network, trust has certain community features. 
Finally we propose another methodology, using the notion of Trustfulness and 
Worthiness of an online relationship. By employing trustfulness we assume that the 
person we are interacting with is a “good” person, someone who will not try to use 
our “friendship” to his advantage or harm other people.  
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By empirically defining the value of a person’s “online worth” we can improve 
our networks from a technological point of view, by allocating and increasing 
resources between trusted actors or to a trusted person and the system, we can 
decrease malicious activity by isolating those “unworthy” ones. 
We will address the problem of Social Security and File Sharing with an overlay 
level of trust based on social activity and transactions. This can be an answer to 
creating an improved model enabling users to increase the reliability of their online 
social life and also enhancing the content distribution and create a better file sharing 
example. The aim of this research is to lower the risk of malicious activity on a 
given Social Network by applying a correlated trust model, to guarantee the validity 
of someone’s identity, in addition to guaranteeing privacy and trustfulness in sharing 
content.  
Our motivation is for us to create a trust model that does not depend on any 
authority, except from the interactions of the users’ themselves, we define these 
interactions as Online Social Transactions (OST), with the value of these OST 
defining the level of trust and trustworthiness of a given user. 
 
1.1.2 Viral Propagation Through Social Networks 
Online social networks have not only become a point of aggregation and 
exchange of information, they have also become a significant part of our everyday 
behaviours that  have become the target of important network attacks. We have seen 
an increasing trend in Sybil based activity, such as impersonation, fake profiling and 
 
 
5 
 
attempts to maliciously subvert community stability in order to illegally create 
benefits for certain individuals, such as online voting or reviewing. In the latest 
months, we have seen an increase in spam activities on social networks such as 
Facebook and RenRen, and most importantly, the first attempts at propagating real 
worms within these communities. What differentiates these attacks from normal 
network attacks is that compared to anonymous and stealthy activities, or commonly 
untrusted emails, social networks regain the ability to propagate within consentient 
users, who willingly accept to participate without knowing. In this chapter, we will 
demonstrate the effects of influential nodes against non-influential nodes through 
simulated scenarios and provide an overview and analysis of the outcomes.  
 
1.1.3 Prediction Services Using Social Data  
With internet services to end users becoming more homogenous, thus providing 
high bandwidth for all users, multimedia services such as IPTV accessible to the 
public will finally become a reality. However, even with the more abundant 
resources, IPTV architecture is far from being highly available due to technical 
limitations. We aim to provide a meaningful optimization in the P2P distribution 
model, which is currently based on a random structure bounded by high delays and 
low performance. To optimize the management of peers, which is one of the key 
aspects of IPTV, and to directly reflect on resources and the quality of experience 
for users, channel probability, plus studies on users' habits and their similarity will 
be used. 
 
 
6 
 
Furthermore, we propose the use of K-Clique in community HDTNs. Human 
associated delay-tolerant networks (HDTNs) are new networks where mobile 
devices are associated with humans and can be viewed from both their geographic 
and social dimension. The combination of these different dimensions enables us to 
more accurately comprehend a delay-tolerant network and consequently use this 
multi-dimensional information to improve overall network efficiency. Alongside the 
geographic dimension of the network, which is concerned with the geographic 
topology of routing, social dimensions such as a social hierarchy can be used to 
guide the message routing to improve not only the routing efficiency for individual 
nodes, but also the efficiency for the entire network. To this extent, we apply the 
concept of the K-Clique community to further improve a previously developed 
algorithm and also provide results and observations. 
 
1.1.4 Parallel Programming for OSN 
One of the certainties in Information Technology is that Internet access will keep 
on continually increase. What started as a few kilobits transmission twenty years ago 
now results in speeds of hundreds of megabits to the everyday consumer. In 
conjunction with the Internet, threats and malicious behaviour not only keep 
increasing, but is becoming more tenacious and sophisticated. 
In contrast with this, single core chips are unable to increase performance by 
shrinking and increasing the number of transistors. Manufacturers have been forced 
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to move from an era of virtualized multitasking environment to a new environment 
of true parallel execution through the use of Multi Core technologies.  
The advent of a 10 Gigahertz microprocessor as anticipated my Moore’s Law 
many years ago, might be postponed to an uncertain future, we can employ multi 
core technologies to improve our general use applications. These create a better and 
more secure network environment by using the full resources and processing 
capabilities of current multi-processing architectures. In this overview, we have 
discussed how the enormous amount of information provided by the Online Social 
Networks require a high level of computational power which only true parallel 
computing can provide. 
 
1.2 Contribution of this Thesis 
In this thesis, we develop several models based on the use of Online Social 
Networks. Some are novel in their entire life cycle, others help improve already 
known models and therefore, work as supportive models.  
We investigated ways a Social Network and in particular, a person’s behaviour, 
influences related services. We investigated how social characters can be used in 
order to enhance security, and provide models that can be used  
We take into consideration the use of link community findings to analyse trust 
transitivity and community features, which can be applied to both Online Social 
Networks and Mobile Social Networks. To reveal the significance of our research, 
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we provide a case study to explain how a link community can reveal the nature of a 
social network (online or mobile) and why such a discovery is significant to help 
understand the trust research of these social networks by providing a detailed 
computational model to evaluate trust transitivity.  
Furthermore, we propose a model based on well-known concepts of network 
propagations augmented by our social analysis findings, it is in our aim to provide a 
solution to find those nodes that can become highly infective according to a set of 
rules that can be easily reproduced in a real life environment. We run experiments 
on well-known datasets such as the infoCom social network. 
To continue our investigation, we use our findings and provide a real service, 
such is IP television, which greatly benefits from the use of Social characters to 
augment its services, not only to provide a higher level of satisfaction for the 
customer, because they can be provided with an almost ready to push content, 
eliminating delay, but also make a better use of the bandwidth in a global network, 
thus providing telecommunications providers with lower expenditure of resources 
that can be utilized in different ways to create more profit .  
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1.3  Thesis Approach 
In this thesis, we use multiple approaches in our research, which are listed below.  
Social Analysis – We make use of these theories in order to find correlations 
between the social characters of people and their position within the community and 
the network.  
Information Theory -  We make use of  concepts and metrics of information 
entropy to determine the values and weights of the nodes’ social characters. Because 
many attributes form a node’s complete character, not all of these attributes 
contribute with the same weight; hence, entropy studies have provided us with more 
accurate values to work with. 
Statistics and Probability Theory - In order to evaluate outcomes, we have built 
scenarios based on statistical data and probability calculations. This part is the most 
true during the viral propagation experiments and in the IPTV scenarios. 
Simulation - We provide a number of simulated environments in both pure 
software, either developed or provided (such as NS2 for Network Simulations), to 
mathematical simulations created in Math Lab.  
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1.4  Organization 
Chapter One provides an introduction. 
Chapter Two is a general survey identifying the common issues and related 
work to all of the chapters in the thesis. The first important part of this literature 
review includes notions of social analytics and graph theory which are consistently 
used throughout this work. 
The second part of the literature review is dedicated to review relevant 
information of the current models and systems, which are now standards and state of 
the art in the context of trust models and propagations theories. 
Chapter Three explores Trust and its uses in the online social networks, 
questions are asked, such as : what is trust? why do we need trust? 
Trust is a human factor that determines the reliability of a relationship; we 
explore two models, including a novel way of determining such value using the Link 
Community information. This information is then used to evaluate and quantify trust 
on multiple levels. Experiments using both game theory and statistical approach are 
made in order to present the reader with a quantifiable discrete model of trust, 
indirect and transitive trust, and also the notion of trust degradation over time.  
Chapter Four Discusses the nature of viral propagation from different 
perspectives. An important question is, given a certain amount of resources, how 
many nodes can be infected. It describes the current models and the overall accepted 
beliefs that viral propagation is probabilistic without putting into consideration 
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social Characters. The study proposed and the experiments prove that targeted 
“attribute” and “relationship” based viral propagation can greatly enhance a viral 
campaign; hence the model improves the overall number of infections decreasing 
the number of resources used. 
Chapter Five Describes the use of prediction algorithms based on social 
networks to improve deliverables. This concept is used in two scenarios, an Ip 
Television network, where the delay in connecting to a certain video stream is 
greatly improved using similarity theories. We develop our own algorithm based on 
Zipf Distribution models and backed up by probability models. The second scenario 
is to promote the use of Community understanding to improve our own developed 
algorithm to route information within a wireless delay tolerant network heavily 
influenced by social characters, and present the results.  
Chapter Six presents the problem of how to enable security given the new 
problems that arise from social network perspectives. How to defend against attacks 
that we normally and unknowingly welcome into our system. Unfortunately, a new 
layer of protection is required that goes beyond the initial layer. Data not only needs 
to be analysed, but also understood, especially from where it comes from. We need 
to know whether or not a person can be trusted. In order to do this, computational 
requirements grow much quicker, hence more performance is required. This 
performance can be achieved through parallel programming seamlessly to the user, 
hence enabling a high level of security without degrading the usability experience. 
Chapter Seven and Eight present the conclusion and future work. We review 
the contributions and the research outcome. We also provide an elaboration of the 
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overall understanding and knowledge gained from this research and provide 
directions for future developments. 
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CHAPTER II Literature Review 
This chapter is a general literature review which identifies the common issues and 
related work to all of the chapters in the Thesis.  
 
2.1 Concepts of Social Networks 
2.1.1 History  
What is a social network? When individuals alike congregate, they form a 
community. They may come together because of similar interests or social activity.  
In some case it could be real life relationships. However what makes a community is 
a number of individuals that share some identifiable bonds. 
At a technical level, we can define a social network as a social structure of 
correlated nodes (individuals). 
The public release of the WWW promoted and accentuated these social 
structures, by virtually eliminating the distance between users, emails and bulletin 
boards created the era of online communities, with the web becoming more and 
more accessible, soon everybody was able to not only become a passive member of 
a community, but also promote himself and became an active member, with self-
made blogs and online forums. [1] describes a social network as a set of people or 
agents related in pairs by a set of peer-to-peer relationship, that can help in 
visualizing the network graphically [2]. 
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An online social network is one where a user can freely create a profile and 
become part of a community or group within a technologically limited system (such 
profile exist on the given social network). This becoming more and more an integral 
part of our life, counting that the main social networks such as MySpace, Facebook 
and RenRen (more known as the Chinese Facebook) account for millions of users. 
By creating a profile, the user deliberately decides to make some private information 
available to other people in the community, with more or less security, depending on 
the site or by the user’s knowledge or fears of security. 
Such users then move onto creating connections with other people that may 
reflect real life connections, or other kinds of relationships, such as sharing the same 
affection for a given sports team. 
The main purpose of Social Networks is not to emphasize meeting new people, 
but to electronically recreate their real life social networks and make it visible to 
others.  The main reason to do this is to publicize ourselves; most sites are 
specifically made so a user can better show himself to the world, by using a blog 
style feature and make information about himself freely viewable by certain users. 
What can be seen and what cannot depends on the user or the sites preferences. For 
example, by default, Facebook users can only see the profiles of other Facebook 
users if they have a “friend” connection or unless specified. In addition, websites 
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depend on a bidirectional relationship that must be authenticated by both users. For 
example, Alice will not be able to view Bob’s profile unless Bob has accepted 
Alice’s friend request. This ensures a first level of security towards anonymous 
users acquiring our personal information. Another important feature is being able to 
comment or leave messages for other users. This enhances the ability of the 
community to have greater interactivity compared to other forms of blogging 
previously. 
 
2.1.2 Developments of Online Social Networks 
Millions of users now use Social Network sites such as Facebook, MySpace and 
LinkedIn make their online counterparts an integrant part of their life. Such websites 
help people become closer to other people. For example fans of a given team, or a 
certain religious group or political point of view, what makes them come together is 
the focus of continuing research of alike attributes that naturally converges people 
into communities. While some sites are oriented in a determined path, for example, 
sport, or arts or any other topic, others, like Facebook do not cater for anyone in 
particular, people are free to say or share as they like. The continuous growth of 
such audiences led to these websites becoming extremely popular and continuously 
evolving. This is particularly so in a technological sense as more and more services 
every day, for example photos, videos, files, or other types of advanced features. 
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FIGURE 2 Launch of major online social networks 
In the early years of 2000, many new social networks were launched, with more 
or less success. Most took the form of profile-centric sites by trying to replicate the 
early success of Friendster or by targeting specific demographics. While socially-
organized SNSs solicited broad audiences, professional sites such as LinkedIn, 
Visible Path, and Xing (formerly openBC) focused on business people. "Passion-
centric" SNSs like Dogster (T. Rheingold, personal communication, August 2, 2007) 
help strangers connect based on shared interests. Care2 helped activists meet, 
Couchsurfing connected travellers to people with couches, and MyChurch joins 
Christian churches and their members. Furthermore, as social media and the user 
generated content phenomena grew, websites focused on media sharing 
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implementing SNS features and becoming SNSs themselves. Flickr (photo sharing), 
Last.FM (music listening habits), and YouTube (video sharing).  
MySpace was launched in 2003 to compete with sites like Friendster, Xanga, and 
AsianAvenue. After rumours emerged that Friendster would adopt a fee-based 
system, users posted Friendster messages encouraging people to join alternate SNSs, 
including Tribe.net and MySpace (T. Anderson, personal communication, August 2, 
2007). As a result, MySpace was able to grow rapidly by capitalizing on Friendster's 
alienation of its early adopters. One particularly notable group that encouraged 
others to switch were indie-rock bands who were expelled from Friendster for 
failing to comply with profile regulations. 
While MySpace was not launched with bands in mind, they were welcomed. 
Indie-rock bands from the Los Angeles region began creating profiles, and local 
promoters used MySpace to advertise VIP passes for popular clubs. Intrigued, 
MySpace contacted local musicians to see how they could support them. Bands were 
not the sole source of MySpace growth, but the symbiotic relationship between 
bands and fans helped MySpace expand beyond former Friendster users. The bands-
and-fans dynamic was mutually beneficial; Bands wanted to be able to contact fans, 
while fans desired attention from their favourite bands and used friend connections 
to signal identity and affiliation.  
Furthermore, MySpace differentiated itself by regularly adding features based on 
user demand and by allowing users to personalize their pages. This "feature" 
emerged because MySpace did not restrict users from adding HTML into the forms 
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that framed their profiles. Because of this, copy/paste code culture emerged on the 
web to support users in generating unique MySpace backgrounds and layouts. 
Teenagers joined en masse in 2004 and in July 2005, News Corporation 
purchased MySpace for $580 million, attracted massive media attention. Afterwards, 
safety issues plagued MySpace. The site was implicated in a series of sexual 
interactions between adults and minors, prompting legal action (Consumer Affairs, 
2006). A moral panic concerning sexual predators quickly spread [3], although 
research suggests that concerns were exaggerated. 
 
2.1.3 Social Networks and Trust – a Social Science Perspective 
This section looks at a selection of important concepts in current literature 
pertaining to social networking and social interaction from a purely social sciences 
perspective. Understanding these concepts will allow us to design a more robust 
Trust Model against security issues mentioned earlier. 
We look at centrality – the measurement of individual importance in a group, 
homophile – the 'similarity breeds connection' principle. We also explore game 
theory and how it relates to trust in transactions. Finally, a conclusion brings these 
concepts together and suggests how they may help in our research. 
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2.1.3.1  Centrality 
Social Network Analysis (SNA) makes use of many methods to analyse the 
nature of a network. One of these is centrality – the measure of the importance of a 
node within a network. In the case of SNA, a node is often an individual within a 
network or group of individuals [4, 5]. 
By measuring centrality of an individual within a given social network, we not 
only a better understanding of the role of individuals in the network but also the 
characteristics of the network itself [4].This means being able to identify that 
individuals are connectors or isolates, where clusters or subgroups are, how 
centralised a network [4]. 
There are many different measures of centrality, some stemming more from 
mathematical concepts, while others are more 'ad hoc' [6], the following three 
measures are most common: 
Degree Centrality – measured by the number of direct links or ties a node has to 
other nodes. Furthermore, if the direction of communication between nodes is 
important. We would have two separate measures – in degree measuring traffic 
towards a given node, and out degree measuring traffic away from it. [7] describes 
this as “One quantifies the tendency of actors (i.e. individuals or nodes) to make 
“choices”; the other quantifies the tendency to receive “choices”. 
Betweenness Centrality – measuring the position of the node by assessing its 
location between different subgroups of clusters. A node itself may not have many 
direct connections (degree centrality) but the connections it does have may be very 
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important to the network in that the node connects different clusters together. A 
node with high betweenness centrality has a lot of  influence over what information 
travels from one cluster to another. Severing this node from the network may sever 
the connection between whole clusters of nodes in that network [8]. 
Closeness Centrality – measuring the proximity of a node to other nodes by 
comparing the number of shortest paths it has to the other nodes. It is the sum of 
geodesic (shortest path) distances from the node to all other nodes. In terms of 
information flow, a node with good closeness centrality has the shortest paths to 
other nodes, so it is closest to everyone else. Such a node (individual) is in a good 
position to quickly detect a new information flow and will be 'in the know' in the 
social network.  
Many authors do suggest there is no one perfect, well-defined measure of 
centrality that can be used from network to network. Choosing that centrality 
measures to use in a given network is recommended for more accurate SNA results. 
 
2.1.3.2 The Centralised Network 
A centralised network is one that has a set of central nodes, that is, one where all 
or most actors are connected to a small number of hub actors (actors that are closely 
connected to everyone) in the network. Hubs have high centrality but the network 
can suffer greatly should that actor disappear from the network or sever ties that 
many other actors rely upon. This can disconnect or isolate clusters from each other 
and the network can fail. Therefore, a less centralised network is – although possibly 
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slower in communication flow - more resilient as the communication flow relies on 
much more than a few paths. Should one node fail, the flow continues and clusters 
are still connected. As [8] states, “ it is resilient in the face of many international 
attacks or random failures.” Therefore, we could say that, in the event of malicious 
activity intent on disrupting flow and severing connections, social networks of low 
centralisation are much less likely to fail. 
 
2.1.3.3 Key Paths, Strong Ties 
Centrality can measure the importance of an actor in a social network, and 
according to [2], direct paths signify direct communication, that in turn suggests a 
stronger path or tie between two actors. Some paths between actors are stronger than 
others and these can be identified by measuring centrality. It is suggested that the 
key paths – the most used, important ones - are those that take one or two steps, 
sometimes three. In other words the paths that are important - or used most often - to 
a social network are only up to three steps away from the initial node. The stronger a 
relationship tie, the more traffic, the more direct the connection. Severing a 
relationship tie would naturally stop traffic going down a direct path between the 
two respective nodes (actors) and create a new path, often increasing the number of 
steps for information to flow from one node to the other, since other nodes quickly 
become carriers. 
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In addition to the concept of key paths, further understanding a strong tie between 
two actors requires monitoring the level of traffic or information (and ideally its 
contexts) flowing through the path over time, particularly because social networks 
and the relationship ties within them are not static but constantly evolving [9]. Such 
analysis with the combination of centrality measurement can help determine the 
strength of a relationship tie and furthermore, understand the level of trust involved. 
 
2.1.3.3  Homophile 
In social science, the 'similarity breeds connection' principle is known as the 
homophile principle; homophile structures are network ties of any type such as 
marriage, friendship. If a person's social networks are “homogeneous with regard to 
many socio demographic, behavioural, and intrapersonal characteristics” [10] that 
means they share such characteristics. Similarities connect individuals, 
strengthening the relationship between them and increasing the level and amount of 
communication between them over time. A lack of similarities generally has an 
opposite result - “Ties between non similar individuals also dissolve at a higher rate, 
that sets the stage for the formation on niches (localised positions) within social 
space.” In other words, cliques or clusters in a network. 
At the same time, while the 'flocking together' can increase traffic within such 
clusters, it can also limit the information individuals receive, what attitudes they 
have, their ideas, their beliefs [10] able to isolate them in tightly knit groups. 
Research shows that homophile connections in race and religion (demographic 
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characteristics) creates the biggest divides, as does 'age, religion, education, 
occupation and gender' [10]. 
The similarity of two nodes or actors in a network, and the probability of a 
connection being formed between them as a result of their similarities has been 
noted before. Social Networking tools such as Facebook allow people to share their 
'Likes' (e.g. favourite films, books, hobbies, food) with other people they are directly 
connected to in the network, noting their own characteristics and thus paving a way 
for possibly stronger connections.  
 
2.1.3.4  Strong Ties, Strong Trust 
Over time, studies have measured homophile based on multiple characteristics at 
the same time [10],instead of the earlier studies that focused on smaller groups and 
individual divides (e.g. race, education etc.). McPherson et al. further explains that  
“the few studies that measured multiple forms of relationship show that the patterns 
of homophile tend to get stronger as more types of relationships exist between two 
people, indicating that homophile on each type of relation cumulates to generate 
greater homophile for multiplex than simplex ties.” In other words, people who 
share more than one relationship type have their usual homophile adding together to 
form greater homophile. The result of this is a stronger connection – stronger tie – 
and a higher level of trust.  
However another factor that affects this connection is the size and nature of the 
social network itself. The patterns of homophile are affected by the size of the social 
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network, group or clique; sometimes you cannot pick and choose but must settle for 
connections that are available even if similarities are few. [10] looks at an example 
of this:  
“In classrooms, where children have fewer options for moving outside the 
organizational bounds, being in a numerically small racial category makes cross-
race friendships more likely to grow close over the course of a school year[11], 
probably because there are fewer same-race alternatives in the setting.” 
This and other related research [5-6] suggests that an individual will establish 
connections first based on their preferences, but will adapt and connect with those 
who are not as similar if there are few options in the network to choose from. 
Furthermore, the individual's position in the network, particularly if they belong to a 
minority, will affect who they decide to connect with.  
 
2.1.3.5  Triadic Closure 
The concept of triadic closure ties in with the previous ideas. Triadic closure 
means choosing new acquaintances who are friends of their friends, and 
consequently increasing one's reach to other clusters or networks [9]. In other words, 
reaching out to nodes who already have a level of trustworthiness (at least better 
than strangers) and are only two steps away that means setting the scene for a 
possible key path. 
Homophile plays a part when it comes to connecting in such a way. Similarities 
between two friends will affect the way in that the friends of a friend will be 
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perceived. For example, actor A and actor B have a strong tie and strong trust. If 
actor A feels the need to reach out to actors two steps away, they will judge actor B's 
friends for suitability based on the trust between actor A and B, and based on the 
apparent trust between actor B and actor C – a given friend of actor B. Judging actor 
C's trustworthiness and potential as an acquaintance is therefore measured, and as 
mentioned previously, the size of the social network and the role actor A plays in 
that network, as well as whether or not they are in a minority and have a strong need 
to reach out to other apparently similar actors, are all factors that can be used to 
measure the probability of a connection between two nodes. This should be taken 
into account when we come to discouraging malicious activity on a social 
networking platform such as Facebook. 
 
2.1.4 Game Theory and Trustworthiness 
The following section looks at trust in game theory and covered concepts that can 
be used to better understand and quantify trust between actors in a social network 
and thus help build our Trust Model.  
 
2.1.4.1  Trust Relations 
Often in interdependent transactions there is an element of risk because, as [12] 
states, the outcome depends on the actions of others and 'In trust relations (a type of 
interdependent relations), (just) one actor takes a risk.' In a trust relation, behaviour 
of the actors 'can be influenced by the 'social context' of that trust relation. [12]refers 
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to the actors involved as either the trustee or trustor; the trustor decides whether or 
not to trust the trustee who can then honour or abuse that trust. 
In a transaction, problems may arise. The trustor may not deliver, for example, a 
product on time or of good quality. However this may not always be because of 
untrustworthy behaviour but because of events outside the control of the actors. 
The trustor can rely on the trustee's trustworthiness from  previous transactions 
(note here the connection to triadic closure) even if she knows of possible trustee's 
incentives to abuse her trust. Note that previous transactions play a part, and 
understanding a trustee's motivations and likelihood of trust abuse is also part of the 
process. In addition to this last point, the trustor may realise the trustee can have 
both short-term incentives to abuse trust, but also long-term incentives to honour it 
with seen and unforseen incentives in the future. In this situation, it is important to 
weigh the long-term against the short-term incentives. 
In one of his examples, Buskens illustrates how consequences of untrustworthy 
behaviour in a business transaction can extend to the social, personal platform. He 
explains that “the social context of the trustor provides them with the information' 
they can use to conclude if the trustee is trustworthy. He adds  that it is this social 
context that gives the trustor the “possibility of controlling an untrustworthy trustee 
through her own sanctions or third-party sanctions”. 
Functions of trust can be defined as  : social order [13] and reduction of 
complexity [14]. Reduction of complexity is a good incentive to be trustworthy in a 
social network – we “need [to] trust because of the growing complexity of modern 
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society and because the consequences of decisions are becoming more uncertain”. 
The “time lag” is also noted - the time it takes from the trustor's act of trusting, to 
the trustee's act of honouring or abusing that trust. 
Buskens illustrates the nature of trust in game theory in a simple diagram, where 
payoffs for making no decision, for honouring trust and abusing trust are shown. In 
this Trust Game, he assumes the payoffs are utilities, and he quantifies them (it's 
easier to do with money). 
 
FIGURE 3 Game theory trustor-trustee 
Double lines signify likely paths. P1 is the payoff of trustor and P2 is the payoff 
of trustee if no trust is given.  
The greatest payoff for both actors is if the trustor places trust and the trustee 
honours it (R1>P1, R2>P2). But if the trustor places trust and the trustee abuses it, 
the trustor will get no payoff while the trustee will get a greater one (S1<P1, 
T2>R2). In other words, there is an incentive for the trustee to abuse the trust and 
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gain a greater payoff, but if the trustor knows this, she may likely choose not to 
place trust and  neither will achieve a a zero-sum payoff or gain more than the other.  
 
2.1.4.2 Trustfulness and Trustworthiness 
[12] notes that trustworthiness decreases with the temptation to abuse a trustor's 
trust. "The larger the incentive, the smaller the probability that the trustee honours 
trust." He goes on further to explain that trustfulness - the trust that the trustor has 
for the trustee -  
"...depends mainly on the payoffs of the game, in particular the 'monetary' risk 
((P1 - S1)/(R1 - S1)) of the trustor and on temptation for the trustee. The monetary 
risk is the ratio of what the trustor can lose if trust is abused compared to not placing 
trust (P1 - S1) and what she can gain by placing trust and taking the risk of trust 
being abused (R1 - S1). The main finding is that trustfulness decreases with the 
monetary risk of the trustor as well as with the temptation of the trustee." 
 
2.1.4.3 Learning and Control in Transactions 
Therefore, the more at stake, the more reluctant the trustor is to risk the 
transaction. In the context of social networks, such transactions cannot be analysed 
as isolated cases between two actors. It is more likely that actors will have more than 
one transaction between them and that third parties may be involved or aware of the 
transactions. 
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Buskens notes two types of effects that impact the behaviour of the trustor in the 
case of repeated transactions [12]. These are: 
- Learning: learning the characteristics of the trustee and changing expectations 
over time 
- Control: the level of influence the trustor can place on the trustee's 
behaviour/decisions 
Learning means discovering information about the trustee from previous 
transactions, and changing expectations as a result of these transactions and the 
result of the current transaction. Buskens refers to this as “learning through temporal 
Embedeness”. Given  there is likely to be more than one transaction between two 
actors over time, measuring trust would need to be an ongoing process.  
Furthermore, control through temporal Embedeness looks at the control the 
trustor has over the trustee's behaviour over time. So a trustee knows if transactions 
with the trustor and other trustors in the future are positive as a result of honouring 
trust, the result of honouring trust will provide long-term gains in the future. 
Knowing this, the trustor can place trust on the trustee since the long term gains 
outweigh the short-term trustee gains that resulted from any abuse of trust. 
Additionally, Gautschi's results [15] from Trust Game experiments showed that 
where more than one transaction takes place, trust decreases or increases based on 
whether past experiences were positive or negative, and that recent experiences hold 
more importance when learning for the new transaction than older experiences. 
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2.1.4.4 Nash Equilibrium 
In Game Theory, Nash Equilibrium is a set of strategies the actors have each 
chosen where no actor gains a better payoff by changing his strategy unless another 
actor changes theirs. The result is a Nash Equilibrium. Where every actor involved 
makes their choice based on the best possible decisions of others at the same time.  
 
2.1.4.5  Prisoners’ Dilemma 
In game theory, the prisoners’ dilemma refers to examples where two or more 
actors may abuse trust even if there is greater incentive to honour it. This is 
illustrated in the original prisoner's dilemma example below: 
 
 Prisoner B honours trust Prisoner B abuses trust 
Prisoner A honours 
trust 
A and B serve 6 months A serves 10 years, B is free 
Prisoner A abuses trust A is free, B serves 10 years A and B serve 5 years 
Table 1 Prisoners' dilemma 
Both prisoners have the choice of honouring trust and staying silent or abusing 
trust and betraying the other. Prisoner A can honour B's trust but risks the harshest 
penalty should B decide to abuse A's trust, and vice versa. There is more incentive to 
abuse trust and risk the best payoff (going free, or play it safe by serving 5 years) 
than to take greater risk that could mean a worse payoff or a minimum (6 months) 
payoff  [16]. There is not enough incentive to reach the best payoff. 
 
 
31 
 
2.2 Trust Evaluation Models 
2.2.1 Basic Trust Evaluation Models (TOSN) 
Trust evaluation is becoming an increasingly important issue for OSN users. In 
modern society, people make friends and share their interests with others by using 
OSN. However, the question is how do we measure whether a stranger is 
trustworthy or not? To answer this question, we investigated people who are OSN 
users. The most popular answer is that if people want to make friends with a stranger 
but  do not know this person at all, they will find some traits that the stranger has, 
and these traits will be close to people’s own traits. For example, they might have 
studied at the same school or, they worked in the same organization, share similar 
interests or common friends. If the stranger has one or more traits similar to theirs, 
then people will think this stranger is trustworthy. In general, an OSN user needs to 
submit some personal information when he or she registers in an OSN because other 
users rely on this information in order to find similar traits. However, if a stranger 
has a different purpose or a hidden agenda, such as acquiring information for 
illegitimate use, he or she may provide little or minimal information, or in some 
case, fake information, thus it is difficult for  OSN users to measure the trust level of 
a stranger by using registration information only. Hence, a fraudulent user may 
acquire a person’s trust by accepting him regardless, providing the malicious user 
with important information such as usernames or list of friends, in some cases even 
personal details such as bank accounts or important data. This can lead to further 
crimes, such as identity theft or even physical attacks. To find an easy way for 
normal OSN users to recognize other OSN users who can be trusted or not.  Before 
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we start to build our model, we did initiated a research to evaluate the state of the 
current events, our survey included [1, 17-19] as they have included similar work on 
degree concepts, researchers built a new method (EVN) to solve the problem of 
message directing of distributed systems. This method was based on homophile and 
degree concepts. In their research, homophile represents the tendency for attributes 
of connected nodes to be correlated. The degree represents the idea that some people 
have a large number of acquaintances and act as hubs that connect different social 
circles. There is also research that focuses on trust evaluation, but most of these are 
focused on traditional social networks, P2P networks or E-commerce systems, these 
models and methods to evaluate trust by using shortest path and similarities between 
two nodes. In other words, past researches evaluate the trust level between two 
nodes, instead our purpose is different because we intend to evaluate the trust value 
of one node. To conduct our new model to solve the issue of the trust value 
evaluation, we have studied the concept of degree centrality in traditional social 
networks [3] and the contact intervals. We then introduced these two concepts into 
the OSN. Another source of important information was also [20], with invaluable 
information about users behaviour in the small world theory. 
However, there is one important question: how do we combine these two concepts 
with OSNs? There are some features of OSNs, for example, the traditional degree 
centrality concerning the number of edges of a node, in a real OSN, a user instead of 
a node, and the number of friends represented by the edges that help us build our 
new model and evaluate the formulations. In the next step, we collected user data 
sets from Bebo [21] to evaluate our model. In the evaluation phase, we analysed a 
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congruent amount of original data with results implying it is in fact difficult to 
evaluate who can be trusted more. After the calculation of 100 users’ data by using 
our mathematical model, we delivered the trust value (TL) of every user thus 
providing us with an effective solution. We will show the evaluation process in the 
“Evaluation by Using Datasets” section. In addition, we have investigated other 
fields, to verify whether our model can be used or not. The conclusion is, it can be 
used in more fields. To extend our research into more technical fields, will be our 
endeavour  in the future. 
 
2.2.2 Link Community 
Social networks have a long history, however, online social networks or mobile 
social networks have only been a recent topic of research. There is a multitude of 
talented researchers who have used very complex mathematical models to reveal the 
features of those social networks. 
Until 1998, when research focused on the “small world'' [11] nature of social 
networks, also known as “six degrees of separation'', it was discovered that social 
networks were highly clustered. In small world networks, the information 
propagation speed is faster, computational power is stronger, and synchronization is 
higher.  In essence, the author used a random rewiring procedure to determine 
whether a network is a regular or a random one. They modelled it using two 
important parameters; path length L(p) and clustering coefficient C(p), where p is 
the probability of rewired edges. The results showed that by defining some long-
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range edges, small world networks still have a significant drop in L(p). The author 
suggested that small world phenomenon existed in sparse networks with many 
vertices as well as a tiny number of short cuts. They then proved their idea by 
analysing the collaboration graph of actors in feature films, an electrical power grid, 
and a neural network of the nematode worm C.elegans. 
Their experimental results demonstrated that all three networks were small -world 
ones. In addition, their model made the dynamics as clear as a detailed function of a 
structure, but not for some specific topologies, such as random graphs, stars and 
chains. From this research, small world architecture received more attention than it 
had before [11]. 
In 2003, Newman discovered a measure of betweenness centrality based on 
random walks methodology. Betweenness measures the centrality of nodes in a 
network, and also reflects the power of spreading information over the network 
itself. Conventional methods compute betweenness by counting only the shortest 
path, as they assume that information only spreads in this direction only. In the   
Newman proposal however, he presented a betweenness measure based on the 
random walk that can be calculated by the matrix inversion method. In his research, 
he released the traditional assumption that only the shortest paths forward 
information; instead, he assumed that all paths contributed to information flows.  
Generally speaking, the random walk betweenness of a vertex is the number of times  
a random walk was initiated from s (source) and ended at t (target) going through i 
along the way. He then used two network examples to illustrate why shortest path 
betweenness and flow betweenness were unreasonable in some cases. Newman also 
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illustrated how random walk can be used to improve understanding of the 
propagation and control of sexually transmitted diseases. The key significance of 
this research was that it broke the conventional assumption that all data flows 
through the shortest path and built a random model to determine the betweenness 
[12]. 
More recent research [10] from 2010 focusing on link communities revealed 
multi-scale complexity in networks. This research emphasized that real world 
communities often overlapped. That is to say, it is possible that one node belongs to 
one group that belongs to other groups at the same time. They pointed out that a 
global hierarchy couldn’t reflect the relationships between overlapping groups. The 
key significance of this research was the consideration given to communities as a 
group of links, rather than nodes. Results show that linking communities are initial 
building blocks that can reflect the characteristics of overlapping and hierarchies.  
These communities revealed hierarchical and overlapping relationships 
simultaneously by arranging each link in a single context and also by building a 
dendrogram using hierarchical clustering with a similarity among links. In the 
dendrogram, each leaf was represented as a link in the original network and 
branches represented link communities. In addition, to achieve the best level of 
where to cut the tree, they introduced a natural objective function, the partition 
density, that differed from the modularity represented the partition density does not 
have a resolution limit. Next, they used data - driven performance measures to 
analyse link communities at the maximum partition density in real world networks 
and compared these with node communities they discovered using notable methods 
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like clique percolation [13] and greedy modularity optimization [14]. More 
specifically, they validated their hierarchical organization of communities over the 
dendrogram. At last, they used a randomized control dendrogram that quantifies 
what would happen with community quality if there were no hierarchical 
organization under a certain threshold.  
Researchers also believe that many cutting-edge networks are largely incomplete. 
The structure of networks becomes much denser, as overlap had been a significant 
characteristic. Therefore, to analyse those networks, a highly overlapping structure 
can be essential and critical to future research. As a whole, this research abandoned 
traditional node-based thinking to analyse social networks and instead they used link 
based methods to open a new path to the future of analysing hierarchical and 
overlapped networks [10]. 
Research from Macquarie University in Australia has been conducted to identify 
the optimal path in complex Online Social Network [15]. Specifically, in a service-
oriented online system, consumers want to identify the trust worthiest providers to 
use their services. Therefore, there is a requirement that the system can identify the 
paths along that trust and be propagated through one optimal path. If the consumer 
and the provider cannot be directly connected, trust needs to be passed through a 
path connected by other nodes. They defined this phenomenon as trust propagation. 
Their main contribution was to select the best path in a very complex online social 
network. The first step is the structure of the online social network, considering trust 
information, social relationship and recommendation roles and defined a new 
concept, Quality of Trust, that takes the above three factors into consideration. 
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Moreover, they modelled the trust path selection problem as a Multi-Constrained 
Optimal Path (MCOP) selection problem. Thereafter, they proposed an efficient 
heuristic algorithm (HOSTP) to select the optimal path. This algorithm can be scaled 
to a large social network. Finally, they implemented their methodology using a real 
online social network dataset, Enron email corpus. According to their experiments, 
they proved that HOSTP performs very well in selecting a social trust path. This 
research also shows they took the issue of hierarchy into consideration [15], 
although in real online social networks, one node may have many different roles. In 
other words, this research cannot address the overlapping issue in Online Social 
Networks. We believe this research has drawbacks. If the system has identified the 
most trustworthy provider, their service is recommended to consumers. As time 
progresses, services are only directed to the service providers with the highest trust. 
In this case, providers with a lower trust level, especially new providers, cannot 
survive. In addition, each node has more than one attribute, so their model cannot 
explain how it connects the consumer with the provider and by that attribute. Up to 
this point, such a system has some limitations. 
Our proposal is to analyse social networks based on a new research paradigm - 
link communities. We borrow ideas from this new research method and apply it to 
compute the trust between indirectly connected nodes. 
To achieve this, the following steps were followed. In our research, link 
community methodology from previous empirical research helped to build a new 
innovative and more reasonable platform for network research. By following their 
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method, we cluster links using link similarity to construct a link dendrogram first, 
rather than the traditional method of clustering nodes. 
Next, we divided the whole dendrogram into 4 trust levels based on link density. 
Moreover, we assigned upgrade and downgrade coefficients for level up and level 
down. Based on the consideration of different influences of diverse link 
communities, weights are defined to those link communities to identify different 
influences. Up to now, the trust between directly connected nodes can be computed 
by any one of the existing algorithms, however, this is not our focus, and we only 
make some assumptions for those directly linked nodes. 
Importantly, we analyse the attenuation of trust along paths by measuring the 
similarity of two links. Similarity is a value that is less than 1, therefore, we used 
link similarity to compute the two nodes that cannot be directly connected. Finally, 
we implied that trust has some community features; hence we generate a model that 
reflects both hierarchical and overlapping characteristics. 
The key significance of our research is to analyse trust transitivity based on link 
community’s methodology. This kind of analysis can reflect the nature of online 
social network hierarchical and overlapping. 
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2.3 Viral Propagation  
In order to provide thorough information related to this chapter, we have explored 
propagation models. These can be deemed classic, involving graph theory, sociology 
or marketing. 
The term viral is very common. Viral content is part of today’s most 
controversial disputes and for something to “go viral” is an achievement that may 
bring both positive and negative outcomes. In common terms, the most influential 
researches for viral products are the ones in the marketing sector. 
Viral marketing has been a regular focus of businesses and it is a form of peer-to-
peer communication in that individuals are encouraged to pass on promotional 
messages within their social networks as described in [22]. It is the same author to 
propose the impact of social structure of the digital network to identify the effects 
and models these very networks have on viral performance. Targeting strategies 
based on behaviour are also of big impact and promote the idea that the initial 
seeding , or target, is very important for the later propagation [23].The primary focus 
of target strategies is primarily on motivations, attitudes, and behaviours of the 
users. From this point, most research has been pinpointing at network influence, in 
trying to identify a certain set of nodes (a minimum number), that can influence as 
many people as possible in order to improve the propagation performance [24]. This 
ultimate value, known as the influence maximization [25], is widely sought after by 
the research community for various reasons and in various ways, but influence and 
word of mouth are always important factors in most publications [26-28].  
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The problem of finding this set is that in most solutions is NP hard, thus 
providing at most, an approximation of the solution within a certain range. In [25], 
the NP hard problem reaches a good approximation, given the size of the network 
and the computational requirements,  using well known strategies such as the Linear 
Threshold model and the Independent Cascade model. These two models are widely 
accepted in literature and similar concepts based on node specific thresholds are well 
documented [29-31]. The former bases its main concept on the power that neighbour 
nodes have on a specific individual, and such a specific node will accept a certain 
event (for example, accepting a link or deciding to relay a message) when a certain 
number of its neighbour nodes have already done so. This proves a node is more 
susceptible to following a community behaviour rather than his own ideas.  
The Independent Cascade model states that similarly to classic cascade model 
used in network analysis, once a node becmes active, meaning it has been infected 
or influenced, it has a certain probability to influence its one hop neighbours, 
following an epidemic style diffusion of information. While these two methods do 
not provide a realistically modern value for the threshold nor a probability of 
infecting a next hop neighbour, they do rely on simpler weighted factors such as 
parallel links between nodes to increase and determine these values. These efforts 
are still valuable when compared to classic high-degree heuristics that generally 
base the influence factor on degree centrality or distance centrality [32], While these 
two metrics are widely used, they do not provide enough correlation with modern 
social networks rich in important node specific characteristics, such as personal 
information.  
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Thus modern social networks can be seen as interpersonal networks ultimately,  
bound to affect the communication patterns[33]. Such similarities have been widely 
covered, and previous works have proven that modern social networks and viral 
propagation can greatly benefit from using social aspects. If creating a pathogen 
information pattern, these values should be used in order to be easily reproduced, 
transmitted, reposted or spread via email. Hence, many viral examples require 
another important factor, that can be described as the acceptance or activation value. 
This is sometimes identified as a pragmatic, news or recreational value [34] that can 
more easily relate to the recipient. A clear example was the death of Whitney 
Houston on February the 12th. Not long after her death, it was released on twitter and 
in less than an hour it had been retweeted more than half a million times. Viral 
content and campaigns crawl the Internet to deliver exposure via peer-to-peer 
acknowledgement, because it pinpoints material recipients want to receive, agree to 
receive, and which they proactively spread. 
In later years, we have also seen an increase in the number of publications that 
consider the influence maximization as an important goal in order to find those 
nodes that can guarantee a higher return of investment, given a set of resources, 
those  nodes will propagate the most information [35], firstly introduced by [25] as a 
discrete optimization problem, given a weighted and directed social graph , finding a 
set k of nodes denominated seed nodes, the spread of influence reaches its peak. 
An important factor for the spreading of information is the  use of known models. 
An important notation is the SIR model , Susceptible – Infected – Removed 
(immune) [36].The total number of nodes is always equal to S+I+R, as such, every 
 
 
42 
 
node must have a state. [37] describes how successful a Viral Campaign is, based on 
three metrics , the Campaign duration, the Nodes reached at ith iteration and the 
cumulative number of nodes reached at the end of the campaign. Similarly in [22], a 
campaign is defined as “naturally terminated” when there are no longer infective 
nodes and propose two parameters for viral campaign output;  reach, that defines the 
portion of targets that has been infected during the campaign, and the length of the 
campaign, that defines how many iterations are needed to reach a predetermined 
number of nodes. [38] defines the growth within a social network as “Supercritical 
Growth”, it escalates very quickly, but also, decays exponentially when the network 
becomes saturated. Because of this property, a network can easily become saturated 
and reach 100%  in a very short time. This is defined again, by [23] using the ETP – 
Epidemic Threshold parameter u , that is defined by the network connectedness, a, 
the activation parameter pa, and the propagation factor pf, resulting in u=pa*a*pf. 
While most publications are unable to provide an exact and realistic criterion for the 
activation factor, many approximate it statistically or through thorough assumptions. 
Following recent publications in the divulgation of information on human 
associated networks, modern theories and researches have been conducted in order 
to find the social reason to why certain pieces of information take a certain direction. 
The more socially aware ones are those conducted on Twitter [39, 40], the later 
provides an insight into the reciprocity of the Twitter users based on the concept of 
homophile and provides Twitter Rank. This is a PageRank like algorithm that 
outperforms the original Twitter one to find influential topics.[41] uses an important 
Twitter dataset and believes that word of mouth spread of information can be made 
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reliable when a large number of influential nodes can be targeted to become the seed 
set. The largest cascades of Twitter posts are generally generated by those members 
who have been influential in the past and have a large number of followers. 
None the less, advancements in routing protocols have been widely influenced by 
social network behaviours [42-44] . Context aware routing (CAR) [44] utilizes 
contextual information to predict the probability of packet delivery. Bubble Rap [42] 
exploits two aspects of social networks: community and centrality. It shows how it is 
possible to detect social groupings in a decentralized manner and thus be used to 
make efficient forwarding decisions. [43] M-Dimension, that is the fruit of a 
previous research, uses vast amounts of social data to determine data forwarding 
decisions. In summary, social behaviours greatly enhance and imply the 
communication network among users. 
Networks that present similarities, such as content distribution networks, affinity 
between users can provide useful information between their interactions. This 
provides a piece of information that can satisfy certain consumer requirements, 
which is a theory previously used in [45] and [46]. 
Hence, finding information that can lead to the discovery of these nodes that  may 
be potential effective seeds is a well sought after research topic, that includes a vast 
array of interests, such as security, marketing or social analysis. 
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2.4 Network Technologies and IPTV 
2.4.1 Overview of IPTV SYSTEMS 
 
In the last 60 years, we have witnessed television changing from an entertainment 
piece of furniture to an essential tool of our everyday life. Not only have we created 
new terms to describe our status, such as TV Addicts, Zappers, Video Audiences, 
we have, in a way or another, sculptured our later generations using models that only 
existed within the tube itself, such is the importance of TV on the current 
generations. 
In its most general form, IPTV is the delivery of video streams using network 
technologies as the means of transportation. With the improvements to public 
network speeds and computing power, and very importantly, encoding schemes, live 
video streaming from one side of the world to another for wide population use, has 
simply been a natural evolution of the former television technology. This simple 
diagram identifies the key aspects, (1) the media file is encoded by the media server 
that (2) distributes in the network, where clients (3) through different means, have 
access by streaming it directly. 
 
Figure 4 General IPTV System 
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One of the key issues in IPTV is the delivery method, IP multicasting is vastly 
used now days in order to provide IPTV services [47] to many users in an 
economical and easily structured way [48]. Different services are making this 
distinguished architecture obsolete or not resilient enough to today’s standards, 
where many more multimedia services are taking advantage of the high number of 
resources available , including YouTube, Hulu and PPLive. These services 
differentiate from one another for the very different delivery methodology they use, 
ranging from unicast connections (YouTube), multicasting and unicasting (Hulu) 
and pure P2P for PPLive .  
Technically, the delivery system is the key aspect, as each strategy comes with 
advantages and disadvantages. Delivery through IP multicasting proves to be the 
most suitable, offering reliability for a secure, efficient and scalable (for small sized 
networks) system [49]. However, it suffers from very high demands on resources in 
terms of bandwidths and is not scalable for large pools of users and channels, nor is 
it suitable for Video On Demand. P2P can provide more scalability and lower 
demands on resources. Given the nature of the overlay network, P2P can be more 
easily managed, providing for high scalability with reduced costs, but unfortunately 
suffers from low performance in the key aspects of IPTV, and in particular, a user 
may wait for minutes for a channel to available on their screen. 
 
2.4.1.1 Major technical points of IPTV 
The following list represents the technological key points of an IPTV system, on 
that the result of the output directly depends upon. 
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• Bandwidth - The amount required to transmit a good quality video over a 
network is very high. One key issue is the offered bandwidth, that is often 
below requirements. Most countries only reach 2mbps as their standard 
speed [7].  
• Encoding - a variety of models is offered. Mpeg2 and Mpeg4 being the 
most popular. Compatibility, decoding/encoding resources required, 
stability over network transport and loss tolerance are key aspects. 
• QOS – Quality of service, Delay and Jitter are the most common issues. 
These are the result of network congestion or poor QOS Management in 
order to increase error resilience. Often the service provider has no power 
over this. 
 
2.4.1.2 P2P IPTV 
P2P televisions, such as PPLive, PPStream, Sopcast, make use of the widely 
adopted, mesh-pull P2P streaming. The advantage of a P2P IPTV relies on the 
scalability and ease of implementation without the use of a physical infrastructure  
requiring additional equipment such as DSLAMs. This makes this concept far more 
dynamic than the Multicast approach, that relies on a cleverly engineered physical 
infrastructure. The immediate concept is very similar to most P2P CDN. A client 
approaches a tracker and then contact peers in order to obtain content. The delivery 
may seem similar, but one of the first key aspects about P2P Ip television is the solid 
distance between file sharing and live streaming, in the later, users are “impatient” 
[50],  while the former are well known for being patient [51], as in, people want to 
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watch now, not download and wait. This brings out the problem not only “socially”, 
as the user is not keen on waiting long times to enjoy watching a show, but creates a 
solid technical barrier [52], this coincide with the time bound delay nature of the 
media streaming, while a file or piece of a file, can be transmitted at any time, 
streaming requires the piece of video to be delivered within a certain limit of time, if 
the packet is delivered too late, it will become useless. 
Also, P2P IPTV systems have to deal with high population churns; as many users 
arrive and leave. IPTV in P2P is generally executed on a computer, and when the 
user is not watching, he will generally turn the computer or the application off. This 
does not usually happen with a television apparatus. 
The P2P Mesh pull approach comprehends of two fundamental sections, the 
Management System and the Distribution System. Management is the part of the 
system that deals with synchronizing, authorizing and finding peers, while the 
Delivery system is the actual transfer of video data (in chunks) from one peer to 
another, in this thesis we will focus on the former. 
 
2.4.1.3 IPTV management 
This often includes four actors; the channel server (or tracker), which has global 
knowledge of the content of the system (live or on demand); the membership server, 
that has  “local knowledge” of the closer peers, the newly arrived peer (client); and 
the peers’ network. In some cases, the membership server and the tracker may be the 
same actor. 
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Steps 
1) The client, either anonymously or registered (depending on the system), request a Content 
List from the Channel server (tracker) 
2) Once the Content List is requested, the client queries the closest membership management 
server for a Peers List. 
3) The new client queries the peers in the list and obtains their own lists. This adds up to its 
own, creating a wide range Peers List. This is done through a gossip algorithm. 
 
Figure 5 IPTV management System 
Management is done through UDP in order to reduce the high overheads created 
by the Random Gossip Algorithm [53]. 
Taking into account modern viewers requirements, minimum required quality is 
the 720p standard (1280 x 1020), at this rate, streaming requires at least 2mbps. One 
hour watching requires 900 Mbytes. Following [53], this incurs in an overhead 
expense of 5% on average, hence producing,  a management cost of 45 Mbytes per 
hour. This high cost is due to the gossip algorithm that inadequately provides 
resilience to the system by continuously probing other peers. As already stated, a 
PPLive node can generate up to 40.000 peer queries per hour in order to update its 
Peers List. 
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2.4.2 IPTV in P2P 
For the purpose of this survey, P2P is mainly divided into 2 large blocks, File 
sharing and Video Sharing. Clear examples of file sharing are various programs like 
Bit Torrents and eMule 
 
2.4.2.1 General Definition 
To start evaluating using numerical factors we need to include the following 
knowledge of network metrics in order to evaluate how a network performs. 
[54] Defines the following metrics 
Setup Delay Is the time it takes for a user to join a channel and start 
watching the actual video 
End-to-End Also defined as the playback delay, the delay between 
the original Producer and the Receiver, in that case, live 
video might be very dependent on, for example, while 
watching a sport event. 
Playback 
performance 
Defines the quality of the received video, in terms of 
video quality, that can be defined by the received data 
packets 
TABLE 2 Important metrics IN IPTV 
2.4.2.2 Network Delays 
Processing Delay Time to process the packet at the router 
and send it out to its next hop (order of 
microseconds) 
Queuing Delay Defines the time the packet spends in 
the queue at the router waiting to be 
processed 
Transmission Delay Defines the time it  takes to transmit all 
of the packet’s bits into the link 
Propagation Delay The time it takes for a packet to go 
from router A to router B 
TABLE 3 Network delays 
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These metrics can be the results of various other points, [55] defines the 
following Delay Dtot as the sum of the metrics in Table 3. 
Queuing delay is in fact one of the most subtle problems, that can determine the 
packet loss in case the buffer at the router is not large enough to hold all of the 
queue. 
Also, from producer to consumer, the packet may traverse a multitude of routers. 
The total delay can then be calculated as :  
Dend-to-end = Ndtot 
Delay analysis is very important to research; one of the very aims of this thesis is 
to produce a model that can effectively replace the traditional television model that 
has close to null delay. As such, a product with long waiting times will make the 
transition as a downgrade rather than an upgrade. 
In order to keep this delay as low as possible, P2P comes into consideration, 
because each topology has its advantages and disadvantages. 
The two main topology widely used in IPTV are Tree Based and Mesh Based. 
 
2.4.2.3 Tree Based IPTV 
In a tree-based multimedia casting model, a tree is formed between the peers, this 
model is more reliable when the peers don’t regularly change. There is little 
overhead because of the small amount of messaging required among the peers. 
Unfortunately, if peers start joining and leaving, the tree needs to be reconstructed, 
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and depending on the number of consumers and the tolerance of the system, this 
may take a variable amount of time. The consumers’ buffers need to accommodate 
for the amount of time the tree needs to be reconstructed. 
Narada 
[56] 
Builds minimum multicast tree on top of a mesh network that 
connects all the participants, it selects the links based on the Round 
Trip Time 
NICE[57] Is designed for data streaming to a large number of consumers at a 
low bandwidth, it builds a hierarchy of nodes depending on the 
round trip time of the receivers, nodes keep knowledge of peers close 
by.(in the same level of hierarchy). Routing depends on this.  
SplitStream 
[58] 
Creates multiple trees. Each tree has a certain quality (stripes). 
Peers will join different trees depending on the quality 
TABLE 4 examples of tree structured iptv 
 
2.4.2.4 Mesh Based IPTV systems 
In mesh topology based IPTV, new users register to the system and receive the 
addresses of trackers. A tracker is a super node that has knowledge of who has what 
and what peers are downloading. Based on the information received from the 
tracker, the new joined nodes contact peers and request a buffer map. 
By following certain heuristics that are singular to each system, the nodes start 
exchanging data. 
This model is very close to the file sharing technology used by bitTorrents. 
Trying to move this model onto a multimedia broadcasting architecture is not as 
simple or immediate because it is bound by time. If we are downloading a file or a 
movie, we are happy to watch it when it has finished downloading, we are trading 
the liberty to watch the movie straight away for performance, because bitTorrents 
will download parts of the movie as they come available, it might start from the end 
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or from the middle or different parts of it, only when it will be fully downloaded it 
will be functional. In our model, we are trying to move from a live instantaneous 
viewing model to a seamlessly equally performant but with higher quality services 
and more capabilities. Forcing the viewer to wait will result in failing to deliver 
what is expected. 
 
2.4.2.5 User Behaviour 
[53] has classified the following after acquiring and analysing data from the use 
of various IPTV systems. 
P2P IPTV users have similar viewing behaviours as regular TV users. During its 
session, a peer exchanges video data dynamically with a large number of peers. A 
small set of super peers act as video proxy and contribute significantly to video data 
uploading. Users in the measured P2P IPTV system still suffer from long start-up 
delays and playback lags, ranging from several seconds to a couple of minutes. In 
most cases, a P2P system compared to a direct streaming system adds up about 20% 
of traffic data used to control the network and the application. In this situation of 
course, too much bandwidth is wasted for control. 
2.4.2.6 Test Models for IPTV: PPLive  
In order to conduct our experiments and plan our models, we take as our target 
application PPLive. PPLive is the largest cross country live multimedia streaming 
system in the world today [53]. Different from bitTorrents, it has a deadline on 
packet delivery, but keeps the idea of a tracker to find users remains. When a user 
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wants to join a channel, they contact the broker and receive a buffer map, then 
contact other users. 
PPLive uses two buffers in order to have a more relaxed scheme and 
accommodate for peers dropping or jitter. One buffer is for the PPLive Application, 
another buffer is between PPLive and the Media player. Therefore, the PPLive 
buffer feeds the Media Player buffer, this creates a long delay in the start-up, 
because both buffers need to be filled before the video can be displayed. 
There is an internal delay between channel selection (PPLive Buffer), that takes 
an average of 15 seconds, although sometimes this may be up to a minute or more. 
Buffering to the media player can vary around an average of 10 seconds. 
But in fact, PPLive does perform well. As an open free system with a peak of 
200.000 users per particular channel was reached, with bandwidths in the range of 
400 to 800 Kbits, for a total bandwidth of 100 Gbits A more exhausting description 
is presented in appendix B. 
 
 
Buffer PlayDelay Start delay Data rate Video Push/ Pull Type 
PPLive 2 min 1 min 20s-
2min 
300/35
0 kb/s 
320*2
40 
Pull Mesh 
TABLE 5 PPlive properties 
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2.4.8 Content Distribution in P2P networks 
Content distribution is an important peer to peer application, in that peers 
contribute to a network as distributed storage medium, by contributing, searching 
and obtaining digital content. 
Peer to peer architecture has a better ability to function, scale and organize in an 
environment with high population fluctuation, network failures or congestion 
without the need of a high level server administration that would create unneeded 
overhead on the system and less flexibility due to central points of failure. 
Content distribution over a P2P can be subdivided into two major models 
depending on their characteristics, File Exchange P2P and  Content Publishing. 
In the first model, File Exchange P2P, a light weight application is used to setup 
the network and provide functionality like searching and retrieving, usually based on 
a best effort approach. 
In the second approach, Content Publishing, a distributed storage medium is 
created, that offers more security and more administration than normal file 
exchange, it provides for  
• Accountability 
• Anonymity 
• Persistent content management 
[59] Defines in the following table, the main classification of P2P content 
distribution systems. 
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Peer to Peer File Exchange Systems 
System Brief Description 
Napster Distributed File Sharing – partially centralized 
Kazaa Distributed File sharing – Hybrid decentralized 
Gnutella Distributed File Sharing – purely decentralized 
TABLE 6 peer to peer file exchange systems 
 Peer to Peer content publishing and storage System 
System Brief Description Scan	  [60] A dynamic, scalable, efficient content distribution 
Network. Provides dynamic content replication Publius	   A censorship-resistant system for publishing 
content. Static list of servers. Enhanced content 
management (update and delete). Groove[61]	   Internet communications software for direct 
real-time peer-to-peer interaction. Freenet	  [62]	   Distributed anonymous information storage and 
retrieval system.	  Oceanstore	  [63]	   An architecture for global scale persistent storage. 
Scalable, provides security and access control 
TABLE 7 P2P content publishing and storage systems	  
	  
[64] identifies the following in order to describe in detail a system 
• Security  
o Integrity and authenticity, in order to avoid forgery and authenticity 
of the data. 
o Privacy and Confidentiality, to ensure that data is only accessed by 
the authorized people, especially if accountability is required. 
 
 
56 
 
o Availability and persistence in order to have the data available when 
required. 
• Scalability, as in the ability for the system to scale regardless of the users and 
data in the network. 
• Fairness, to make sure that the load of data, both in terms of space and 
bandwidth is balanced throughout the network. 
• Resource management – how well can the system distribute content and 
manage  
Performance of a peer-to-peer content distribution system is affected by the 
distributed object location, routing mechanisms, and data replication, caching and 
migration mechanisms. 
 
2.5 Security Through Parallel Programming 
2.5.1  Introduction 
 
In order to achieve a high level of security, and be able to process the enormous 
amount of data that is generated by social networks, we exploit parallel 
programming in order to create  low weight security modelS. We prove that client 
side efficient security can be achieved without the need for a centralised super 
computer to analyse all the data. In fact, these mansions can all be run in 
background on commodity low cost machines. What follows is a brief introduction 
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to parallel architecture and Deep Packet Inspection, two key elements to produce a 
secure environment. 
“Present : One processor, or a small number of Cpus, lots of applications fighting 
for resources. The future is the other way around, we are going to be able to have 
lots of resources, will not be task fighting for cpus but cpus fighting for tasks” [65].  
Recent technologies regarding CPU architecture are shifting, if they have not 
already, towards multi core architecture. For some years now, we have not be able to 
see the 10Ghz CPU that we were all promised by Moore’s law. Instead, the public  
has always seen the rule as “the speed in frequency clocks doubling every 18 
months” . This rule is now going back to its original meaning of doubling the 
number of transistors if not cores every 18 months. 
Is there such a problem? Following simple physics law, metal conducting an 
electrical current generates heat. The higher the voltage, the higher the temperature 
produced. Until few years ago, the answer was to improve the cooling system or 
decrease the CPU size (from 65 to 45 nano meters) but even then, this required more 
effort than the performance we were achieving.  
Since the mentioned solution was not able to save the situation, the idea of multi 
core came to be the one possible solution. 
Instead of creating a 5 Ghz CPU, the load was to be divided among many 
execution cores, such an idea is not revolutionary, multiple processor computers 
have been around for a very long time. The difference is that never before the 
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technology reached such a problem for this architecture forced to be released to the 
public. 
In uni processor environment, a 1% increase in performance costs a 3% increase 
in power consumption. This provides us a physical barrier that is the heat produced 
by the electrical induction.  
As a general rule, higher performance requirements need an exponentially higher 
consumption of power. To double the frequency, an expected cubic increase in 
power is assessed. The standard relationship between processor execution time, T, 
and required Power  P, is  
T3P=k    where k is a constant [66] 
 
 
Performance ratio is given by the following formula 
𝑃 ≅ 𝐴𝐶𝑉!𝑓 
Where: 
P = power 
C = capacitance 
F= switching frequency 
A= activity factor (gates used within the processor) 
Improving power efficiency is the key target of multiprocessing, since reducing 
power consumption means doing more by increasing the frequency. 
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If we follow Moore’s Law again, we would expect to see a Multicore chip with 
1K cores within a decade, given that today’s cores consume tens of watts. Even a 1 
watt per core CPU would end up using 1000 watts [67].  
At some stage, due to physical space requirements, the increase in number of 
transistors will stop. As the number of cores increases, it be more likely that cache 
memory will decrease in order to accommodate more transistors. As such, two 
things will more than likely develop at increasing speed [67] 
ILP and  thread level parallelism 
IPC inter process communication 
 
 
2.5.2 Parallelisation Process 
In normal sequential programming, we develop software developed from start to 
end in a given order. To take advantage of Multicore technologies, we have to 
change this approach and acquire a new process flow model. 
In its simplest form, parallel remodelling identifies two key concepts [68]: 
• Identifies activities within the software that can be executed in parallel 
• Breaks down the program into individual tasks and identifies dependencies, 
this is known as “Decomposition” 
Intel’s guidelines [68] indicates three levels of decomposition : Data, Task and 
Data Flow. 
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1. Data decomposition - Multiple threads can be used for the same data set 
2. Task decomposition - Different activities are run independently by different 
threads 
3. Data Flow - Analysis of data going from one task to another is taken into 
consideration and aims to decreases delays.  
2.5.2.1 Data decomposition 
Also known as data-level parallelism, multiple threads are used to work on the 
same data set. One clear example, would be an image transformation, where the 
image can be split into identical portions, and every available thread works on a 
different area 
 
2.5.2.2 Task Decomposition 
Different tasks can be executed on different cores, rather than being executed in 
sequence on the same core. Where the possibility for concurrency exist, such as race 
conditions, this might be achieved by modifying the sequential code in order to 
accommodate for parallelism.  
 
2.5.2.3 Data Flow Decomposition 
In this model, the decomposition analyses how the data flows between tasks. In 
producer consumer architecture, for example, tasks can be taken by different 
threads, but a constraint occurs when one task is dependent on the other, in this case, 
minimizing  delays and dependency is the key target. In order to improve this, the 
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most common programming patterns are the pipeline and wave front. These are still 
based on a producer-consumer model but aim to minimize delays and optimize load 
balance. 
In its simplest form, a simple example of parallelization is given by loop 
parallelization, where no data dependency is a constraint. A simple loop may be 
rescheduled in parallel and as such, every core takes some of the work load. The 
end, all the cores effort re-joins into one. 
 
 
FIGURE 6 loop repartition 
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iterations. Do 
250 each 
core 
Rejoin 
Master  
Do 1000 
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iterations. 
Parallelization 
Single	  Core 4	  Cores 
 
 
62 
 
2.5.3 Assessing Parallelism: Amdahl’s Law and its Legacy 
When moving from a deterministic model to a non-deterministic one, concerns 
arise when the performance evaluation comes into consideration.  
The question  we need to ask ourselves is: “How much and where can we 
improve our software?” 
In 1967 Gene Amdahl [68, 69] provided us with a simple yet effective rule, 
Amdahl suggested  a program’s performance increases in scale with the number of 
processors and its bottleneck is in fact, its serialized section. This rule will be 
discussed in depth. To understand what is the theoretical performance of parallel 
optimized software. 
When writing  software, there is a limit to what can be parallelized and what 
cannot. In fact, there is always going to be a part that is going to be executed 
sequentially, so the total estimate to run the compiled program is given to us as : 
𝑇!"#$!"#$% = 𝑇!"#$"%&'() + 𝑇!"#"$$%$ 
Where the TSequential is the total time spent executing sequential code, and for that, 
parallel optimization cannot be applied. TParallel is the time spent in the parallelizable 
section of the code, that can be executed on multiple cores, however the total time 
spent executing this region of the code decreases. 
With this in mind, we can provide a mathematical relation to find the Speedup 
(the decrease in execution time of the program) 
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SpeedUp = !!"#$!(!!!"#$)/! 
Where p indicates the number of processors. 
We can theoretically prove Amdahl’s Law, that states that a program can only run 
as fast as its time spent in the Sequential region of the code by substituting the 
number of processors with an infinite number of processors. 
 
SpeedUp = !!"#$!(!!!"#$)/! 
SpeedUp = !!"#$!~∅ 
SpeedUp = !!"#$ 
This is only a theoretical limit that involves an unrealistic system where the 
parallel code can be scheduled on an infinite number of processors without having 
any communication costs within the application itself. 
Hence, Amdahl’s law also proves it is more effective to increase the amount of 
parallelizable code rather than increasing the number of processors. A higher level 
of performance is given by increasing the number of cpus when a much higher 
percentage of parallel code is present. 
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FIGURE 6 Performance vs. sequential code analysis 
While this only refers to a theoretical limit, the equation itself needs to be 
adjusted for threads creation and management (context switching and 
synchronization), This all adds up to the system overhead. The equation includes it 
as: 
SpeedUp = !!"#$!!!!"#$! !!(!) 
Where H indicates the overhead created by each thread (relative to every 
application), the following graphs from  [70] show the real test performance. Figure 
7 shows the relative performance exponential increase with the increasing number of 
CPUs. This reflects on the cost of coordinating the work, an appropriate scheduling 
system is critical to improving the overall software performance. Please note that the 
coordination cost increases logarithmically. In fact a system with 32 CPUs may only 
have the relative performance of 18 CPUs, wasting almost 44% of the capability in 
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coordination work. Figure 8 shows a graphical representation of the relative 
performance of the system in respect to the relative costs in coordination. 
 
FIGURE 7 Performance exponential increase  with the number of cpus 
 
FIGURE 8 Performance increase relative to coordination costs 
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In fact, increasing the number of execution units does not always results in a 
better tangible performance gain with resources allocation an important aspect of 
modern software engineering. 
  
2.5.6 Deep Packet Inspection 
2.5.6.1 Background 
Handling of packets based on the content (deep) rather than on the simple header 
(shallow) is becoming increasingly common. For example, Intrusion detection 
Systems, firewalls and web proxies [71].  
Shallow packet inspection does not guarantee enough security. The information 
that is contained in the header on its own cannot instantly provide information about 
the threat contained in the packet itself. For instance, we will not be able to acquire 
information about a possible virus or worm contained within a packet just by 
analysing the header content. However, deep packet inspection can. 
Deep packet inspection is commonly performed by analysing a string of bytes 
(signatures) that might be present within a packet payload for well-known Internet 
threats. For example worms such as Nimda, Code red and Slammer [72]. 
In order to achieve good performance, DPI must be done at wire speed so delays 
are not created. With internet speeds and threats ever increasing; it becomes 
continuously harder to achieve this result,  
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In DPI, a set of patterns/rules used. For example, a particular TCP connection 
defined by a source or destination, a certain payload might be reoccurring in some 
known malware packets, or some unusual port triggering might compose a well-
known attack scheme. 
As such, DPI is not only used against malevolent threats. [73] presents deep 
packet inspection as one of the few options to truly block Skype traffic, given 
Skype’s very strong and reliable connection algorithm, that makes port blocking on 
a firewall. For example, packets that contained the keywords 
“/getlatestversion?ver=” or “getnewestversion” combined with “/ui” were dropped, 
as were packets that contained the following “16 03 01 00 00” and “17 03 01 00 00”. 
This shows one of the ways of using DPI to block unwanted traffic, that can be of 
either benign or malicious. 
 
2.5.6.2 Signatures and Content Matching 
In deep packet inspection, the signature of a packet is composed by a certain 
string contained within a packet’s own payload, that might in fact be transporting 
data for a virus. As such, deep packet inspection is not only used for malware 
detection, but for a whole variety of content driven applications, such as priority 
routing based on the actual content without having to make use of the header, thus 
having more flexibility [74]. 
In its simplest form, DPI relies on software that scans the packet and analyses it 
against a database of rule sets for known patterns. The size of the database is ever 
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increasing as the numbers of attack threats increase [75], as of 2006, the snort rule 
set contained 4219 rules, increasing the number of rules that makes deep packet 
inspection much harder, given that each packet needs to be analysed against the 
database. 
Measurements at high speed requires a substantial amount of effort, both the 
software and hardware. Even capturing data with a one gigabit NIC results in packet 
loss when traffic bursts occur [76]. 
Because of the high amount of data, especially at router level, various models are 
presently differentiated on the hardware solution, where very high speed is needed. 
As such, carrier lines and network processors are used [77], dedicated hardware 
devices are able to process enormous amounts of data at wire speed. 
A network processor ideally needs to reflect the following [76]: 
• High Speed Reliable Packet Processing 
• No Loss or Duplication packet Capture 
• Multi Layer filtering 
• Use of various sampling methods (fixed, probabilistic, flow sampling) 
To achieve all of these. it is still not possible, especially on large carrier lines or 
during peak traffic conditions, or ideally, during a DOS attack. One of the major 
issues is not only technical, but also economical, network processors are expensive 
to not only acquire, but also to manage. 
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For users, where more flexibility is allowed, ease of utilization and wire speed 
monitoring is not indispensable, NIDS or Software solutions are used [78] with 
Snort, one of the most widely used today [79]. Not only because it is an open source 
solution free of charge, but also because most of the time, it outperforms market 
solutions. Unfortunately, as of today (August 2009), snort is still a single threaded 
application, thus taking no advantage from newer multi core architectures, unofficial 
documentation refers to future version 3.0 of Snort as being multithreaded. 
One of the most important things in content matching, apart from performance 
that can be altered depending on the system, is its accuracy. Since  analysis is the 
most time consuming task . More than 70% [80], it must be accurate. As such 
signature analysis can provide a false negative free environment when using a bloom 
filter [81], but is not free of false positives. 
Parallelization can help achieve a higher level of security through a higher 
throughput. It may happen at various levels of the IDS and can be at a high level of 
Data and Functionality, where packets or tasks may be redefined for a higher speed, 
or at a lower speed and deeper level. This is where the searching algorithm itself can 
be reconstructed to work better in different CPU architectures. 
 
2.5.6.3 Data Level Parallelisation 
At this level, the data is restructured so it can be analysed by multiple engines. 
Packets may be redirected to different cores, or essentially, a packet can itself be 
divided into smaller portions. In algorithms, like the Aho-Corasick, where the 
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searching speed is bound by the amount of data [82] and not the size of the rules set 
[80], this level of parallelization results in a better performance over task 
defragmentation.  
One of the advantages is that packets only need to be analysed once. 
Unfortunately, this architecture does involve a complex routing mechanism for 
balancing the load among the engines, and because of the session integrity, it may 
not result in a very high performance boost.  
 
 
 
Due to the stateful analysis, session integrity is required in order to avoid false 
negatives. In the event that malicious signature is fragmented into different parts, it 
may go by unnoticed and as such, creates a false negative. 
In order to avoid this, [80] provides a mathematical model using an overlapping 
technique, that does guarantee no false negatives. Because of the exhaustive search, 
an 8 processors system may only reduce the search time to 60% of a single core 
system [83]. 
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FIGURE 9   Packet Fragmentation 
 
 
71 
 
An advanced model of overlapping is yet again proposed in [80] to improve the 
overlapping technique by including a match bit within the fragment, when a 
malicious signature is found within a fragment, all fragments belonging to the same 
packet are dropped when tested. This results in a much higher performance 
compared to a system where no match bit is used and gives a speed up of 1.25n, 
where n is the number of engines. 
 2 Cores 4 Cores 8 Cores 
SpeedUp 1.9 3.1 4.9 
Speed Up 2.66 5 10.65 
TABLE 8 summary speed up by core 
 
Further experiments by the same author also prove that a larger packet behaves 
better than a smaller size packet. 
 
2.5.6.4 Function Level Parallelization 
Another modus operandi to increase throughput is achieved a higher level of task 
parallelization. This can be achieved by dividing the rules sets into subsets, that can 
be done by spreading the rules from each Rule Group into various engines and 
duplicating each packet to be examined into each Rule Set. Similarly, a Rule Group 
or various Rule Groups can be assigned to a certain engine [84] , thus routing 
packets to their group of belonging before being examined. 
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One of the key advantages is the fact that packets need to be analysed only once 
in the routed version. 
Using this model, as stated in [85], performance increases as the load decreases 
and meeting at a certain point and where one model outperforms the other based on 
the packet workload. This based on the fact that with a lower workload, there is less 
chance of packet queuing, and given the smaller rule set, it can be analysed faster.  
This contrasts with [80], who states that given a smaller rule set, performance 
does not substantially increase when used in conjunction with Aho-Corasick and 
Wu-Manber algorithms, that are the most relevant search and match algorithms used 
in Snort. 
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FIGURE 10 each packet is examined onto each rule set 
FIGURE 11 packet routed to corresponding ruleset 
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CHAPTER III Trust Evaluation Models 
 
This chapter explores trust and its uses in online social networks. Questions asked 
in this chapter include: what is trust and why do we need trust?  
Trust is a human factor that determines the reliability of a relationship. We 
explore three models, including a novel way of determining such value using  Link 
Community information. This information is then used to evaluate and quantify trust 
on multiple levels. Experiments using both game theory and statistical approach are 
made in order to present the reader with a quantifiable discrete model of trust, 
including indirect and transitive trust. The notion of trust degradation over time. 
Examples of how trust is used are presented in the last sub topic, that involves 
augmentation of security in Social Networking and file sharing. 
 
3.1 Trust In indirectly connected nodes using Link Community  
3.1.1 Introduction 
In recent years, there has been a trend of people socializing through particular 
online social networks. For example, in China, the most popular social network is 
the RenRen social website [1] with 160 million users contributing to 1.66 billion 
social links [2]. RenRen keeps track of what visitors have visited, a particular user 
may count how many times others have visited that specific user as well. This 
provides RenRen with the technological means to keep track of an individual user’s 
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popularity on the network. The system offers different levels of security and privacy, 
such as defining who can and cannot view a user’s profile. One’s profile may be set 
to unrestricted access letting anyone visit their page without prior knowledge or 
“friendship relationship” in order to increase and facilitate competitive popularity in 
the community. 
Nowadays, Online Social Networks (OSN) [3] have become an important 
platform for people to socialize. For example, Facebook is now the most popular 
Online Social Network around the world with more than 500 million active users. 
Such trends have encouraged users to replace Google as their starting page with the 
Facebook home page [5]. 
Another social site, MySpace, has similar functions to Facebook, but has declined 
in popularity in the last few years. On both sites, members can share identity 
information with other members. According to a survey report of users of either site, 
people are more likely to trust their own members. 
Besides, Facebook users are willing to share their identity information with other 
members who are already part of their community. On the other hand, MySpace 
users have found it easier to meet new people using the social network [6]. 
Survey results show that when people use social sites to socialize, security is not 
an important concern. Instead, their first motivation is to maintain and develop new 
relationships regardless of whether their privacy is revealed to un-trusted members 
[7]. 
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Although not perceived as such, trust is an important matter in OSNs, it defines 
the sensitivity level one party to another, in other words, it is the expectation that 
one party's action will benefit another [8]. In online social networks, especially for 
transactional ones, it is how reliable another party is on one specific identity. 
However, there are still many questions that confuse current researchers. For 
example, how to compute trust and assign it an exact value. Another question is 
what happens if an identity in the middle wants to pass the trust from its friend A to 
its friend B. For directly-connected nodes, many researches have provided their 
methods to compute the trust value. The most popular method is to measure their 
number of friends and contact intervals. As the online or mobile social network 
progresses, the people with a high similarity contact each other more [9]. However, 
for indirect-connected nodes, models to evaluate the trust among them are limited in 
number. 
The quantification of trust in Online or Mobile social networks is an old topic. 
However, our research focuses on investigating the trust transitivity based on the 
most recent research methodology that can reflect both hierarchical and overlapping 
features at the same time. 
Our main contribution is to use link community findings to analyse trust 
transitivity and community features; that can be applied to both Online Social 
Networks and Mobile Social Networks. In Section 3.1.2, we present some key terms 
and assumptions. Following this, we use a case study to explain how a link 
community can reveal the nature of a social network (online or mobile) and why 
such a discovery is significant to help understand the trust research of these social 
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networks. After these two subsections, we provide a detailed computational model 
to evaluate trust transitivity. In Section 4, we organize a simple social network game 
to simulate a real online social network to prove the results of our model. 
 
3.1.2 Trust Sensitivity model 
We begin by clarifying some definitions used throughout in this chapter. 
Definitions and Assumptions 
Nodes and Links : A dendrogram is generated by nodes and links (also called 
edges). Nodes in an Online Social Network (OSN) or Mobile Social Network 
represent users. Those nodes are interconnected with each other by one or more 
attributes. Those attributes are represented by links [16]. 
Nature of the Social Network: The key features of an OSN or Mobile Social 
Network are hierarchy and overlap. In the next section, we will show how our model 
can reflect these two features in Online or Mobile Social Networks. Hierarchy is a 
concept meaning that nodes or links can be classified into different levels. 
Moreover, after identifying link communities, those communities overlap with each 
other. In other words, one node can belongs to different communities at the same 
time [10]. 
Link Dendrogram: Rather than traditional methods, a link dendrogram is a 
diagram that shows how links are clustered by their similarities. Here, we can 
simply consider that nodes are used to connect different links [10]. 
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Link Community: Based on one or more attributes, some of the links are highly 
concentrated. After a certain period of time, a group of links associated with some 
nodes become stable. These nodes make frequent contact with each other due to 
some of their common attributes or interests. Therefore, these links are regarded as 
community links. In other words, those links belong to the same community [10]. 
Partition Density: This concept is used to evaluate how dense some links are. 
Ahn's research[86] has proven that if a partition density is selected properly, there 
are some densely clustered link communities near leaves. However, for the whole 
link graph, links in the middle are much less dense. Partition densities in that graph 
are a threshold to cut the dendrogram [10]. By defining different thresholds, the 
dendrogram can be cut into different link density levels. For example, less link 
density represents a higher level.  
 Link Similarity: Link similarity is used to compare how similar two links are. 
In this research, link similarity is used to generate a dendrogram and compute trust 
transitivity. Ahn's Link community paper has provided more than enough detail on 
how to achieve this. One innovation in our research is how to apply link similarity to 
compute how trust is passed along a path [10]. More details will be shown in Section 
3.1.3. 
Trust: In our research, we define trust as a probability issue. In one transaction, 
there are two results - trust or distrust. Based on this concern, we consider trust or 
distrust as a probability between 0 and 1. Also, under one transaction, the sum of the 
trust rate and distrust rate is 100%. 
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Trust Transitivity: In terms of hierarchy and overlap, traditional node clustering 
methods cannot explain both simultaneously. Little research has been done to 
provide a reasonable model to evaluate how trust is relayed along a path. In our 
research, only when all nodes along the path are in trust probability, can trust be 
established from one end node to another and also combined with link similarity. 
Trust Community: Currently, little research has been conducted on this topic. 
We use this concept because we believe that trust has different levels based on social 
roles. It is also reasonable to assume that members in the same link community tend 
to trust each other more than those in different link communities. Therefore, in our 
research, we will also reveal these features. 
 
3.1.3 Case Study 
No matter which Online Social Network (OSN) or Mobile Social Network, we 
analyse the network by nodes (persons) and edges (attributes). Traditionally, 
researchers are dedicated to building some extremely complex mathematical models 
to represents certain characteristics from particular social networks node community 
methodologies. However, no one can perfectly deal with the two important issues of 
Hierarchy and Overlap at the same time. The following case study will focus on the 
use of an Online Social Network to show the weaknesses of traditional studies and 
advantages of the “link communities'' methodology. 
Bob is now working at an IT company C. He used to study at high school S and 
university U. One week ago, his friend told him there is an online social network 
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site, named NewNet, that is very popular right now. Bob registers his account and 
adds some friends. These friends are from three groups - company C, high school S, 
and university U. Up to now, Bob belongs to these three virtual groups at the same 
time. 
To analyse this scenario, traditional methods have some limitations. Concerning 
the nature of social networks, overlapping is a problem that most traditional nodes 
clustering cannot resolve. Those related methods always try to cluster each node in 
one single community. However, Bob belongs to three overlapping groups. That is 
to say, when we consider one node that belongs to multiple virtual groups, 
traditional methods fail to explain the closeness between nodes. Admittedly, there 
are plenty of traditional methodologies that can represent the hierarchical features 
very well. 
  
 
FIGURE 12 Link similarity 
However, link communities' methodology can handle the difficulties faced by 
traditional methods. Although Bob can belong to several virtual groups, the links to 
his community members are relatively stable. That is to say, in a certain period of 
time, his social roles will not change too much. Therefore, in the NewNet Online 
Social Network Platform, he belongs to several communities in a stable manner. 
Instead of clustering nodes, it is natural for us to cluster the same links together by 
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their social attributes or roles to analyse the NewNet online social network. All links 
related to his company C will be collected into one community, and so will High 
School S and University U. In each community, there are relatively densely 
populated links while the link density from inside the community is higher than an 
outside one. A more exciting result is that this research can reflect the overlapping 
roles of different nodes. Besides, link communities' methodology can reflect 
hierarchies naturally. Other than node communities' methodology, links are 
clustered into different levels. On the bottom level, there are denser link 
communities.  
On upper levels, links are less dense, but normally overlap with other link 
communities. Bob's virtual group C would be denser as it is closer to the current 
social position. In contrary, virtual group S would be less dense because it is 
possible that members in that group have not seen or contacted each other for a long 
time. Therefore, it will exist on an upper level compared to Group C. Up to now, we 
can see that link communities' methodology can handle both features. 
In our research, trust analysis is based on link communities' methodology, which 
is a more natural and reasonable thinking method. Because links themselves do not 
have trust, we need to use link communities’ methodology to analyse trust between 
nodes, which will also show trust transitivity and community features. 
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3.1.4 Methodology 
The first step we need to do is cluster links based on link similarity. The links 
with more similarity will be clustered into one group. More details are shown in 
Figure 12. 
We use S(eik ,ejk) to represent the similarity between the edge (or link) eik and ejk. 
Here, the Jaccard Index [17] is modified to compute that similarity. 
(1) 
 
In  Figure 12, K is the Keystone node which is in the middle of i and j and the 
nodes at the bottom are the neighbours of i and j. In Equation 1, n+(i) means the 
neighbours of node i including i itself, Keystone node K but it excludes Kís 
neighbours. We assume the total number of nodes is N and the number of nodes 
from E to F is n. Then,  
 
(2) 
Based on Equation 2, links are clustered from larger to smaller similarity until a 
link dendrogram is generated. Ahn’s paper documented  that dense links appear near 
leaves of the dendrogram and form communities. Next, to reveal the hierarchical 
feature of the Online Social Network (OSN) or Mobile Social Network, Partition 
Density (Dc) is used to cut the dendrogram into different levels. Based on previous 
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small world research, on average, the longest path from one person to any other 
person through social connection is 6 degrees.  
Therefore, to clarify our model, 4 levels are defined to cut the dendrogram from 
any node to another one so they can get in touch within 6 hops at most. Meanwhile, 
Partition Density (Dc) has some thresholds and values from -2/3 to 1. 
(3) 
     From Equation 3, inspired by Ahn’s research findings, upper levels should 
resemble  more tree-like structures, while lower levels should be more clustered.  
    Specifically, at the bottom layer, even one attribute can identify one link 
community. Up to this point, in real social life, people try to socialize due to many 
factors, like place of work, school, or another factor. It is also true that there are a 
small number of people who do not socialize. In this case, we do not consider their 
participation in the social network. In this research, we hold the same consideration 
so that we only consider the socialized nodes.  
 
 
 
 
 
 
 
 
 
    Table 9 Weight and links communities 
Overlapped Communities Similarit
ies 
Weights 
Link community 1 S1 W1 
Link community 2 S2 W2 
…… ….  
Link community m-1 Sm-1 Wm-1 
Link community m Sm Wm 
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That is to say, in an OSN, we ignore those accounts registered once and never or 
rarely used. In a Mobile Social Network, we only ignore those non-social nodes, and 
consider them distrusted.  
 
FIGURE 13 Remote trust between node a and node b 
    After these considerations, our model can be used to analyse those socialized 
links and nodes where Partition Density (Dc) is from 0 to 1, as shown in Equation 4. 
However, in a real system, this threshold can be configured to meet different 
requirements. 
(4) 
    According to Ahn’s research findings, dense clusters are found near leaves of 
the dendrogram. Here, we can pick up three thresholds from 0 to 1, DC1, DC2, and 
DC3, which divide the whole dendrogram into four levels. Firstly, we use the largest 
threshold DC3, to filter out more tree - structured links and keep cliques with the 
highest density. These links will be arranged into the bottom level. Following the 
same process, we can arrange links into the top level, the second level and the third 
by DC1 and DC2. In our research, our focus is to analyse trust transitivity in trust 
communities rather than trust between directly connected nodes. Here, we assume 
that trust only flows through the shortest path where link similarities are the largest 
through that path from Node A to B. 
 
 
84 
 
    Providing there are n edges between A and B, e1, e2,..., en. More details are 
shown in Figure 13. For all link communities, we repeat the process of Equation 1 to 
compute link similarities for all communities. Moreover, we assign different weights 
to each link community to represent the different influence of communities on a 
node. As shown in Table 9. In our model, a similarity is a number from 0 to 1 and 
the sum of all weights is 1. 
(5) 
    Similarities are then normalized as shown in Equation 5, then multiplied with 
their weights respectively and added together. Now we can achieve the final 
similarity value between edges e1 and e2 in Equation 6 with consideration of 
overlapping feature. To make it easier to understand, link similarity in our research 
can be regarded as the probability of trust between the two remote nodes. 
(6) 
    Following these steps, we can calculate the similarities between e2 and e3, e3 
and e4 , until em-1 and em. Up to this step, to calculate the trust between Node A and 
Node B in Figure 13, we have S(e1,e2),S(e2,e3),…,S(em-1,em). As we described in 
previous section, we regard trust as a probability issue and similarity as a 
probability. Therefore, only when trust can be established throughout the total path, 
A and B can establish trust. We can calculate trust T0 between A and B in Equation 
7. 
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(7) 
    To support the hierarchical feature, different influences on levels needs to be 
considered. Our solution is to identify an upgrade coefficient and a downgrade 
coefficient. Here, we assume that the upgrade coefficient is α and the downgrade 
coefficient β. 
    As analysed, we consider trust as a bi-directional issue. In other words, trust 
from A to B and from B to A are not necessarily going to be the same. Now, we 
assume the level difference is δ where : 
0≤δ≤3                 (8) 
(9) 
By using link similarities based on multi-communities, plus the upgrade and 
downgrade coefficients, we provide a more reasonable way to analyse trust 
transitivity. Our computing model can handle hierarchical and overlapping features 
at the same time. 
 
3.1.5 Implementation : Game theory 
3.1.5.1 Game Rules 
According to our theoretical research, we believe that all Online Social Networks 
(OSN) or Mobile Social Networks have some hierarchical and overlapping features. 
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We also believe that even in small-scale OSNs, it is possible to have hierarchical 
and overlapping features. Based on the above results, we conducted a small-scale 
social network experiment to simulate and predict the large scale OSN or Mobile 
Social Network. 
We organized 14 people to form small-scale social network. Each person 
represents an online social user. For each person, we list their predefined personal 
attributes, which can influence their social interactions. To ensure the social 
structure, we pick candidates from the following three domain levels: academic 
schools, general university staff and Australian citizens. To simplify the process, 
instead of identifying the social connection message, we defined some posts (some 
social news or events) and referred to their personal attributes. Among all 
candidates, 8 are students in three academic schools respectively, 4 are general 
administrative staff, and 2 are Australian citizens with higher social roles. Whenever 
we show an event related to a topic, anyone can choose to share it or not to share. 
Participants needed to make decisions based on whether and how much the news or 
event related to their attributes. After running this game for a certain number of 
rounds, participants owned two things; their attributes and news or events they 
shared. 
The next step was to test the trust (direct trust and transitive trust). We used a 
Poker card representing one transaction that was sent from one participant to 
another. The sender needed to decide whether to lie to the receiver, while the 
receiver needs to decide whether to trust the sender as well. The sender decides 
whether to cheat the receiver based on the similarity of attributes and news they 
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shared in common. The receiver needed to be concerned with the same things and 
decide whether to also believe.  
Up to now, we constructed a big domain community via interactions using the 
first step. Next, we test the trust by cheating and trusting, which is based on the 
same attributes and posts shared.  
In terms of personal attributes, we predefined gender, personal interests, 
major/occupation, and country of origin. More details are listed below: 
Personal Attribute: 
• Gender (Male, Female) 
• Personal Interest (Sing, Dance, Basketball, Football, Tour) 
• Major / Occupation (Refer to Role Structure) 
• Country of Origin (Australia, China, America, India, Korea) 
 
3.1.5.2 Handling the game 
Each participant was given a piece of paper with predefined personal details and 
a list of checkboxes with some post topics on the right. The organizer showed one 
event at a time and participants could tick the check box of the corresponding posts. 
After 26 * 2 times of sharing, each participant needed to initiate a transaction to all 
other participants based on the similarity of their attributes and the posts they shared. 
The initiator analysed whether to trust any of the other participants. If that 
participant trusted another one, he/she will give a poker with J, Q, or K. On the other 
hand, if he/she does not trust another one, he/she will give it a poker from A to 10. 
Before we reveal the poker, only the initiator knows what the poker was. 
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Meanwhile, the transaction receiver needed to decide whether to trust the initiator as 
well.  
 
Table 10 : Trust Record 
 
Table 11 : Why they always trust 
 
  Based on the initiator's attributes and shared posts, the receiver can make the 
decision whether or not to trust.. Combined with trust distributed by the initiator, 
only when both initiator and receiver trusted each other, could the final trust be 
established. As we claimed earlier, trust is a mutual and bidirectional concept. 
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FIGURE 14 Number of trust transactions 
 
FIGURE 15 Number of times trusted 
 
3.1.5.3 Trust record analysis 
Table 10 is the game result of trust, which includes trust initiating and trust 
receiving, as we consider trust as a two-directional concept. In our game, each 
participant was identified by an index consisting of 1 number and 1 letter. Numbers 
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in the index are used to represent the social level and letters are used to distinguish 
different nodes in the same level. The indexes in the column furthest to the left 
represented the trust initiator and the indexes in the upper most columns meant the 
trust receiver. Only when both of them trusted each other, can the trust transaction 
between the two nodes be established. 
Figure 14 shows the number of trust transactions for each node. In general, we 
can see that higher levels tend to have more trust transactions and vice versa. On the 
other hand, there are some abnormal instances, like 2A and 3F which may be higher 
than upper nodes. But this phenomenon really depends on how the link communities 
(attributes) overlap. 
The number of times each node is trusted is shown in Figure 15. We can 
generally conclude that nodes with a higher social level are more trustworthy, while 
nodes with a lower social level are trusted relatively less. Here, it is the same thing; 
overlapping link communities can affect the trend slightly. In an online social 
network, a social level can be represented as the popularity of a node. A popular 
node might have more social activities within that Online or Mobile Social Network. 
In other words, they belong to relatively more link communities. 
Up to now, according to our social network game which simulated the process of 
online social activities, we reveal that online social activities have hierarchical 
features. More importantly, nodes at higher levels can achieve more trust and nodes 
at higher levels tend to trust each other more. 
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From Table 10, we can figure out the table is in a symmetrical matrix format. 
That is to say, any two particular nodes will have two transactions with each other. 
Among all of them, some will always trust each other in these transactions.  We now 
wish to reveal why this occurred. 
      Table 11 shows us what overlapping features influence a pair of trusted 
nodes. Here we can confirm the finding from Figure14 that higher-level nodes tend 
to trust each other. Besides that, the more overlapping features they have, the more 
likely they trust each other in general. However, from this table, we also discover 
the influences of different attributes on trust are different. Their occupation or major, 
and nationality played a dominant role in determining trust between those peers. 
     In our social network game, not only have we confirmed the hierarchical and 
overlapping features, but we have also revealed how these hierarchical and 
overlapping link communities influence transactions of these nodes. 
Moreover, we can find out that trust has some community features and that can 
be easier to distribute on higher levels. Meanwhile, on the bottom levels, in link 
communities determined by one or several attributes, nodes are more likely to trust 
each other. 
 
3.1.6 Future Work 
More effort should be focused on research into link community methodology. 
This work has demonstrated there should be coefficients for each link community 
because of different impacts from diverse link communities. Additionally, we 
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defined the upgrade and downgrade coefficients, however, we have not addressed 
how to achieve these values. In the future, we need find a training dataset to help 
select the best value. The main barrier in applying link community methodology to 
online or mobile social networks is the difficulty in to find a proper dataset because 
those attributes may be related to some private information. Lastly, game theory 
does have some limitations when we implemented our model. Although we can 
abstract the information that link community does work in our small scale social 
network, the actual value cannot be calculated through our game.  
 
3.1.7 Sub Chapter Conclusion  
In this sub chapter, we referred our trust model to a new empirical research 
methodology - link community. We found this phenomenon can also be expanded to 
Online or Mobile Social Networks. Our model can calculate the trust between two 
nodes not directly connected. We consider both hierarchical and overlapping 
characteristics of any type of social network to calculate its trust value, which is a 
much more reasonable method to use in trust research. 
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3.2 T-OSN : Trust Evaluation Model in Online Social Networks  
3.2.1 Introduction  
The most important factor in human social activities is trust. In fact, people make 
friends or make deals are based on trust. Without the notion of trust, high risk may 
be involved in our every day events. The question remains how to evaluate trust in a 
digitalized world when there is a high probability we have never met our dealing 
partner in real life? In a realistic world, we already have some methods to evaluate 
trust. For example, based on social distance, A may trust B strongly, because A has 
known B for a long time. And then, B introduces C to A, A may trust C based on 
A’s trust for B. But A does not trust C as much as A trusts B because they have 
longer social distance. That is to say, good trust is established by long-time 
interaction and shorter distance. Trust is also a very important feature of online 
social networks (OSN).  
As we know, one of the advantages of OSN is that users can make friends with 
other users who may come from a different a country or continent  beyond a user’s 
traditional social network. The user could be a complete stranger. However, we have 
to make sure whether the stranger can be trusted. The reason is that trust not only 
affects the relationship between users, but also brings security issues. In fact, to 
allow strangers or acquaintances to access a user’s profile in an OSN may lead to a 
number of privacy risks, including cyber stalking and identity theft. Features such as 
date of birth, gender, hometown, and address can be used for identity theft, and 
contact information such as email address, instant message contact name, or mobile 
phone can be used for stalking and spamming activities [87]. 
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Along with OSNs developing rapidly, privacy and security problems are 
attracting more and more attention. Our main concern comes to solving the problem 
of trust. We have researched important features of OSN, and believe trust can be 
used to protect people from this situation. How to use trust and how to measure it, 
that is one of the purposes of this chapter, and has also been the topic of one of our 
research papers [88]. Our model calculates a trust value to represent the 
trustworthiness of a user. A normal user only needs to focus on the trust value of a 
stranger user, if the stranger user has a higher trust value this means the user is more 
trustworthy. Despite this, there is previous research about trust evaluation, however,  
most of them focus on the grid network, P2P network and reputation systems. Hence 
these methods or models need to calculate the distance or find the shortest path 
between nodes. According to our research, an individual user can make these 
evaluations without using these methodologies and focus more on real life social 
aspects, such as the interactions between nodes. To this extent we have focused our 
concerns on real OSN concepts such as a user’s  Degree and Contact Interval. We 
have built up our theoretical foundation based on the combination of these two 
features. The theory implies that if a user of an OSN has more friends (high degree) 
and more frequent communication with friends (minimum contact Interval), this 
user can be evaluated as more secure, hence, he has a higher trust value, this value 
can be used by other users in our research, the main purpose is to build a more 
efficient and more reliable model to evaluate the trust value of an OSN user. To sum 
up, this section will provide the following contributions:  
1. Introduce the concepts of Degree Centrality and Contact Interval into OSN. 
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2. Build a new evaluation model of trust, to help OSN users to decrease the risk 
of using OSN. 
3. The new model provides normal users of OSN a visualized method to evaluate 
the trust level of other stranger users.  
4. The new model and formulation can be used widely, such as in OSN, mobile 
networks, ad hoc networks, traditional Internet and p2p networks. 
The rest of this sub chapter describes the new model of the T-OSN built up step 
by step. Section 3.2.2 builds up the formulations and explains in detail. Section 3.2.3 
describes the Degree and Contact Interval concepts in OSNs and the theory of T-
OSN. Section 3.2.4 verifies the theory and formulation performance by using real 
datasets. Section 3.2.5 suggests areas for future research. 
3.2.2 Mathematical model 
To calculate the trust value using our model, we assume the trust value (TL) 
satisfies TL ∈ [0,1]; where 1 and 0 represent complete trust success ratio and 
complete trust failure ratio respectively. The greater the value TL is, the higher trust 
value the user receives. In our model, to evaluate the trust value of user x, the 
formula is:  
EQUATION 1 
     (1) 
Trust Value Calculation 
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      (2) 
Degree of entire Graph 
In the formula, Dx is the degree of user X, Dg represents the degree of  the whole 
graph (community), CIx denotes the contact interval of user X and  CIg represents the 
contact interval of the graph (community). To carry out the contact interval, we need 
an additional formula, which is: 
      (3) 
                   Contact interval calculation 
 TCT is the total contact duration and  CTs is the total contact times. 
 
3.2.3 Methodology 
Degree Centrality in OSN  : In 1977 Freeman [89] defined  the notion of degree 
centrality. The degree of a point is the number of other points which adjacent to this 
point.  
In the illustration of Figure 17, the degree of point J is 1 and the degree of point 
A is 4 [3]. Previous research shown degree is the simplest centrality measure. 
Applying this concept to OSN, a point is a user of an OSN, the degree  of an OSN 
user represents how many friends this user has. Assume figure 17 represents a small 
OSN, it shows user J has 1 friend A, and user A has 4 friends, B, C, J, F.  
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FIGURE 16 Freeman degree           FIGURE 17 T-OSN Degree 
 
Contact Interval : The contact interval is the interval of communication between 
users of an OSN. In the other words, if two users have shorter contact interval, this 
means they have more contact times and a closer relationship. That is to say they 
have a higher trust relationship. In our model,  we are using degree centrality to 
measure that whether a friend of a user of OSN can be trusted.  
As Figure 17 shows, user B has more friends than F and J, thus A can trust B 
more. Secondly, as Figure 17 shows, if user A has friends B and F, B and F have the 
same the number of friends. The question is who is more trustworthy, B or F? In this 
case, we are considering the contact interval. If A and B have a shorter contact 
interval than A and F, this means B is more trustworthy. However, both of these two 
measurements have their own drawbacks. For degree centrality measurement, as  
figure 17 shows, user B and F are friends of A. 
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 User B has more friends than user F. In fact, we cannot say user B can be trusted 
completely. The reasons are as follows. 
1. User B may make friends with others for special purpose. User B might be an 
attacker with the purpose of collecting more private information. User B tries to 
make friends with many users. Therefore, user B has a substantial number of friends, 
but there are few contacts between user B and his friends.  
2. User B has some attractive features, for example, user B is using a pretty photo 
in his profile or published some very hot topics in the OSN. These features attract 
people to make friends with user B. Also, there are a few contacts between user B 
and his friends.  
For contact interval measurement, as Figure 18 shows, user B and F are  friends 
of A, and they have the same number of friends. If A and B have shorter contact 
interval than A and F, the contacts may focus on a particular topic during a special 
period. This situation represents an implicit trust between A and B. 
 In order to overcome the problems we have listed above, we combine two 
measurements together (Figure 18 right). That is to say, if user A has a friend B, B 
has the most friends in this community, and B has the shortest contact interval. 
Based on these two conditions, user B has the highest trust value to user A. Hence, 
user B is the most trustworthy user in this community. 
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FIGURE 18 T-OSN contact frequency 
 
3.2.4 Evaluation by using datasets 
3.2.4.1  Data sets 
The data we use in our research consists of bebo.com users in number of friends, 
contact frequency and registration time.  
Bebo.com is a medium size online social network, which provides user with a 
platform to make friends, write blogs and share media. This OSN is a good example 
for us to research. Figure 19 shows what the bebo.com looks like. 
 
FIGURE 19 BEBO.COM 
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3.2.4.2 Evaluation of Results 
Table 12 shows the original data we used, it was collected by Laszlo Gyarmati 
Network Economics Group in 2009 [90]. In the original data, for  privacy reasons, 
usernames were replaced with a numerical user id. The friends value stands for the 
number of friends a user has. The “member since” is the user registration time and 
the profile views is the number of times the profile has been visited by other users. 
Based on original data, it is very difficult to know which user is more trustworthy.  
We then analyse data from 100 users by using our methodology. Table 13 shows  
some of our evaluation results, the results clearly show who is more trustworthy, 
because  he or she has a higher TL (Trust value). By comparing the value of TL, we 
can see user 147 has highest TL, which means user 147 can be trusted more than 
other users. 
 
USER ID CURRENT TIME MEMBER_SINCE FRIENDS PROFILE_VIEWS 
2 1/05/09 15:20 01/10/06 218 7713 
3 19/04/09 20:03 01/07/06 196 2993 
4 14/03/09 23:17 01/02/07 244 1701 
5 15/03/09 01:57 01/03/07 439 4505 
7 22/03/09 11:27 01/04/06 722 6424 
TABLE 12 part of the original data 
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TABLE 13 new data produced using our model 
 
3.2.5 Sub Chapter Conclusions and future work 
The results show that our methodology can be quite selective in guiding an OSN 
user to recognize other user’s trust value. This methodology can be used in some 
OSN to protect user’s privacy and security in an easy way. It is simple to aquire the 
parameters which the formulation needs and it can be implemented efficiently. As 
mentioned in the abstract, this methodology can be used in a wide range of fields, 
and thus our future work will pay greater attention to the extent of other topologies, 
for example, to calculate a hotter route by using our model to improve routing 
protocol and to help the message forwarding system choose the next hop, it will be a 
new choice for existing network systems. 
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CHAPTER IV Viral Propagation In Social 
Networks 
This chapter discusses the nature of viral propagation from different perspectives. 
Given a certain amount of resources, how many nodes can be infected. It describes 
the current models and the overall accepted beliefs that viral propagation is 
probabilistic without putting into consideration social Characters. The study 
proposed and the experiments prove that targeted “attribute” and “relationship” 
based viral propagation can greatly enhance a viral campaign, hence the model 
improves the overall number of infections decreasing the number of resources used. 
4.1 studies and evaluations of viral propagation in OSN 
4.1.1 Introduction  
Most modern social media has enabled conversations to occur at any time with no 
real time or space boundary, but within a limit that is defined by the community in 
which the participant’s take part. Thus, a continuous and asynchronous 
communication model can greatly benefit users. In some cases, however, it also 
creates danger. 
Social networks greatly suffer from human derived issues. Given the general 
unawareness of many users towards security or privacy, simple social engineering 
attacks can be used to acquire a user’s sensible information [91]. Identity theft or 
sensible data illegal acquisition is a daily routine which many users have to face. 
Often unaware of this, the theft may lead to malicious use of this data that may 
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range from unauthorized use for market research, to unwanted spam, or the use of 
one’s identity for fraudulent activities [92]. 
Modern social media such as online social networks (OSN) have grown 
accustomed to everyday life, users can adapt their online profile to synchronize their 
lifestyle and work, share information, advertise news and in general, communicate 
with the rest of the world. 
Unfortunately, it is widely reported that all of this comes to a price; a clear 
example is the increasing number of malicious activity taking place in online social 
networks such as Facebook and RenRen. 
Facebook’s population in 2011 reached almost 750 million users, this number 
makes up for almost 36% of the global internet population.   Recent studies [93] 
from the AVG lab show that stealing credit card numbers is a thing of the past. 
Attackers only require some information, like the victims’ phone number to obtain 
money with the help of phone companies without them even noticing it. The same 
research, following spam reports, cites click jacking attacks in the numbers which 
exceed the 600.000 units a day. The following are just some examples of the most 
well-known and reported click jacking posts, links that the users find attractive and 
often decide to follow without care or awareness of what they may lead to:  
•  “Big baby born – amazing effects”  
•  “Who is looking at your profile”  
•  “Girl caught stripping on webcam by her dad” 
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This point proves there are patterns on social networks that clearly indicate users 
are attached for some reasons. Not only are simple click jacking assaults, which may 
be deemed similar to phishing attacks, but a number of self-propagating worms have 
been found lurking in background activity of the world’s most well-known social 
network. In 2012, 45.000 accounts were locked after a security breach was 
discovered by the Seculert researchers [94]. This was due to a mutated version of the 
Ramnit worm, which recently started targeting Facebook accounts with considerable 
success by stealing login credentials, thus being able to infect those node 
communities quickly and efficiently. Similar activities were identified in the Zeus 
Bot worm. Stolen user credentials were used to log in to victims' accounts and then 
send malicious links. Hence, it is clear to see that in recent months, hackers are 
evolving from old school email propagation, to more refined and lucrative social 
networks. 
This proves that online social networks are dangerous. However, they are 
different from classic computer attacks because the human factor is present, hence 
creating a new paradigm for both attacking and defending. Attacks become more 
humanly associated, as do defensive models. In the classic era, an attack would be 
reported and its signature would be updated onto antivirus software that would 
download a new patch to keep the system constantly up to standard. Where attacks 
were involved, an automatic system would take care of the incoming traffic, but in 
social networks, the traffic is not so cautiously selected by the user, who is attracted 
by an interesting topic, and will open his resources to whatever he may find 
entertaining or useful. 
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Link spamming on OSN for example, has become an important factor. Malicious 
users create content with the main purpose of misleading other users and important 
search engines [95]. They create content in such a way that pushes people to accept 
and perhaps share. Thus the reliability of the content becomes compromised, as does 
the trust between users. Also, not only are some users interested in the direction of 
being able to sell to their neighbours, but more importantly, are interested in being 
able to control the direction and spread of information to their own advantage [96]. 
This means the communication factor becomes more important than the direct 
benefits, as links and paths to other communities can lead to new acquaintances 
which in the future, can generate profit. 
So far we have described why it is important to focus on social network security. 
Next we answer how to focus on it. Given that online social networks do not follow 
the standard rules of security, a different approach should be undertaken. Hence, 
social network security does not fall into one particular strategy. Instead, different 
models are required which cover the interests of viral propagation, sociology and 
graph theory in order to form new theories that go beyond the pure technical 
principles of IT security.  
In this attempt to provide a valid notion of security, we identify the propagation 
factor as the most important vector for a successful social attack. We investigate the 
reasons behind the propagation and analyse those models more closely related to 
modern social networks in order to provide a thorough examination. This will lead 
to the targeting of influential nodes which can become dangerous roots for a social 
attack. 
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As a general rule, any given node has a determined chance of infecting its one 
hop neighbours. A node with a high degree has an advantage as it can infect a higher 
number of nodes. However, being a social network, neighbours have the ability to 
accept and to even relay the message to their own neighbours. This is described as 
an activation probability, which can be probabilistically calculated using various 
notions such as homophile and communication patterns between sender and 
receiver. 
It is our aim to provide a solution to find those nodes that can become highly 
infectious according to different rules. First of all, we will use graph theory to target 
those individuals which graphically, have more chance of infecting their neighbours. 
Then we provide a value based on similarity and interaction habit scores to provide 
the activation probability. This will be tested on the 2006 Infocom Dataset. More 
information in regards to this data is presented in the following sections.  
We present various propagation models closely related to marketing strategies. In 
Section 4.1.2, we include background information on social network analysis. 
Section 4.1.3 covers the methodology used in developing the probability matrixes 
which later on, will be used in the experiment. Section 4.1.4 describes the 
experiments and the evaluations. Section 4.1.5 provides a final conclusion and our 
understanding from the experiments and in Section 4.1.6, we provide an insight into 
the uses and possible avenues for further research. 
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4.1.2 Background information 
In order to carry out our experiments, we divide our algorithm in distinct parts 
that can be interchanged with different models. From this moment, we will refer to 
the term “campaign” as the lapse of time between birth and death of a propagation 
event, starting at a certain node at time t, ending at some time tend. 
 
4.1.2.1 Graphical Analysis 
We represent a social network graph with four levels, the classic network graph, 
underlying social relationships, and a second level of overlay peer to peer network 
which constitutes the interaction network. The third overlay graph describes the 
Characters Graph, where edges are based on similarity between users. The fourth 
layer is the Trust Network, which is the result of the weighting process of the 
previous two. 
 
4.1.2.2 Layer 1 – The Network Graph 
The Network graph follows simple graph terminology G= (V , E), where the 
graph G is constituted by the V set of vertices, which represent the nodes in the 
social network, and a set E of undirected edges which define relationships between 
the node entities. In social networks such as Facebook or RenRen, the nodes 
represent users and their respective profiles, while the edges are ties and 
relationships, such as friendship relationships, or being part of the same group. The 
first part is to graphically find those nodes which are potentially more dangerous 
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than others because they can promote material much quicker. This factor can be 
described in a multitude of ways depending on the context. This part is only 
evaluated on the Network Graph.  
The simplest explanation for a node being able to propagate quickly is explained 
by its degree value, which in an undirected network is the number of edges it owns. 
Thus, a node which has many connections has a higher probability of infecting other 
nodes. Given the structure of social networks, this value cannot always satisfy the 
requirements of a long-term propagation. For example, a node may have a very high 
degree, but this becomes useless if its second hop neighbours do not have the same 
characteristic, thus the campaign ends early or is slowed down. 
To overcome this limitation, we make use of the following models and analyse 
the results : PageRank, Closeness Centrality and Betweenness Centrality. This  
provides us with the first real value which builds our activation factor. 
PageRank is a link analysis algorithm, named after Larry Page and used by the 
Google Internet search engine. It assigns a numerical weighting to each element of a 
hyperlinked set of documents, such as the World Wide Web, with the purpose of 
"measuring" its relative importance within the set. 
Closeness Centrality In graphs there is a natural distance metric between all 
pairs of nodes, defined by the length of their shortest paths. The farness of a node s 
is defined as the sum of its distances is to all other nodes, and its closeness is defined 
as the inverse of the entire distance. Thus, a node is more central the lower its total 
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distance to all other nodes. Closeness can be regarded as a measure of how long it 
will take to spread information from s to all other nodes sequentially. 
Betweenness Centrality is a centrality measure of a vertex within a. It was 
introduced as a measure for quantifying the control of a human in the 
communication between other humans in a social network by Linton Freeman. In his 
conception, vertices that have a high probability of occurring on a randomly chosen 
shortest path between two randomly chosen nodes have a high Betweenness.  
While the Network graph represents the foundation for our model, it does not 
efficiently describe the dynamic of modern social networks which are highly 
humanly associated. Such networks do not efficiently resemble real life relationships 
from a social point of view, especially in modern Online social networks such as 
Facebook or Twitter, as relationships are easily made, but often the links are rarely 
used.  
 
4.1.2.2 Layer 2 – The Interaction Graph  
The simple Network graph is not enough, hence the use of an Interaction Graph. 
This graph, which sits upon the original social network graph, describes the 
interactions between users following the communications between them. For 
example, actions and events such as posting on a person’s profile page, sharing a 
piece of information, reposting someone’s message and various other functionalities 
offered by modern platforms better describe real information spreading. Two users 
may be friends but do not interact with each other often, while another two may 
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have frequent conversations. Thus, the second graph weighted using the interaction 
counts, and provides better and more reliable information. 
This graph resembles real interactions between users. Because the interaction 
between users can be of multiple forms, for the purpose of this research we describe 
each interaction as a directed event so that C(a,b) counts all the interactions between 
node a and b, where C(a,b) ≠ C(b,a).  
On the matrix we define the nodes adjacent if the two nodes a and b share an 
interaction  {a,b}ϵ E 
This process is discussed later in the methodology section. 
4.1.2.3 Layer 3 – The Characters Graph 
The third layer is the Characters graph. This graph is computed by the similarity 
of the nodes according to the nodes social characters. These are described by their 
profile. For example uses, likings, languages, or personal opinions. This upper most 
layer can help determine whether or not an event created by a certain node is likely 
to be accepted by another node. 
This layer describes an important factor, which is the similarity between nodes. 
This value can create different communities and communication vectors, and at the 
same time, provide more information to the existing one. When a person creates a 
social event, such as sending out a message, he will inevitably provide some sort of 
information with it, which will make the event personal. This could be a writing 
style or in regards to a certain topic. Not often a user will act outside of his own 
style. For example, a person who is very a keen soccer follower, and has never had 
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any interest in ballet, will be unlikely to send out information about the new ballet 
coming to town. Hence, there is a direct correlation between the creator and the 
message. 
Homophile: Similar characteristics between individuals generally result in a bond 
between two people. As the saying “birds of a feather flock together” suggests, 
people with similar interests, backgrounds or beliefs tend to form stronger 
relationships than those with dissimilar ones. Individuals with less in common are 
less likely to develop or maintain a strong tie, and therefore, a pathway for 
communication between them will not be evident. The structure of a social network 
is greatly influenced by principle, and individuals will form groups or cliques in a 
given social network based largely on their shared attributes. This can include 
similar interests, backgrounds, socioeconomic status, family ties, generation, age, 
similar work, career or education etc. Because such similarities can connect (or 
disconnect) nodes in a powerful way, and therefore dictate the flow of information 
in a given social network, efficient message pathways with fewer hops are inevitably 
created, and reused if deemed to be dependable over time.  
Also, there will be a certain correlation between a user and another user. As 
mentioned earlier, two people may be friends but not communicated with each other 
for ten years because they have nothing in common and nothing that really binds 
them, apart from knowing each other.  Thus, we take advantage of another value, 
which is the similarity value between users according to their profile information. 
This information can be identified in things like age, gender, likes, activities, 
profession, residence, course of study, language spoken etc.  
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Hence, a key aspect we want to take advantage of, is the similarity between users. 
This concept is already used in a similar way to improve network topologies to 
deliver a message to a far unknown node as presented in [97]. 
Similarity can be a very important factor. As an example, Newman [98] states 
that a pair of scientists who have 5 collaborators in common are twice as likely to 
work well together than two who only shared 2 collaborators, and 200 times more 
than a pair who had no collaborators in common at all. In a similar way, we can 
assume that two similar users are more likely to share information than two very 
different users. Similarity is used to predict whether or not the receiving node will 
be likely to accept the message from the sender node.  
In order to evaluate similarity between nodes, we can make use of a scoring 
system with weighted factors obtained through an entropy study of the proposed 
dataset. This process is further explained in the methodology section. 
 
4.1.2.4 Layer 4 – The Trust Graph 
The last graph is the result of the weighting process of the previous two, which 
forms the trust Network, where links are defined by the scores obtained from each 
individual link at both the interaction and character level. This value resembles a 
real life relationship which is defined not only by the interaction between two 
people, but also from their habits and behaviours. 
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4.1.3 Methodology  
As standard propagation values do not take into consideration important social 
factors, the results of using classic methodologies against using social characters 
enhanced seeding strategies will be made evident. 
Our dataset is composed by the G={v,e} network graph, where each vertex e has 
a certain set of attributes A{a1,a2…..an}. 
Given the asymmetric adjacency matrix generated by the dataset we move onto 
creating the values which will form our trust value. This value indicates, within the 
network, the likelihood of a given node infecting other nodes and promoting a fast 
and reliable propagation. 
S is the direct product of the two derived values Int and Sim, respectively. The 
interaction value which more closely relates to the network behaviour of a given 
node, and the similarity value of the given node in respect to the rest of the network. 
So that  Si = Soci * Simi ,Int is derived from creating and adjacency matrix: 
(1) 
W is calculated from the pure frequency of contacts between one node and the 
other, where i is the node trying to contact j. To reflect a real life social behaviour, it 
is equal to the following. 
(2) 
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Following our literature review, trust is built upon a constant communication 
between two individuals and its value can be altered by the “social importance” of 
the so mentioned node. Hence, our value reflects the communication between node i 
and j , and is altered by the  PR value which is the PageRank value obtained by I. 
The value of PR was used in comparison to other network metrics because it 
depends on both the quantity and the quality of the links.  
PR is calculated using the general formula 
 
 
               (3) 
Where N is the total number of nodes, Oj represents the total number of outgoing 
links, Bi  indicates the set of nodes pointing to I, and d is the commonly known 
dampening factor, which is set to 0.85 (as for the standard use of  PR ranking). 
The next value we define is the Sim, or Similarity value. Once again reflect the 
behaviours of users on a social network; based on classic social analysis, we define 
values according to the saying “birds of feather fly together”. In any given social 
network, or real life relationships, there are always patterns defined by the user 
characteristics. These similarities form the bond between them and thus the 
likelihood of someone accepting a certain event from another user. Hence, we define 
a third adjacency matrix based on the personal characteristics of each node. 
The dataset provides the following information, which is anonym zed, for every 
user who took part in the experiment, this creates the vector A’i=<A1,A2,A3..An> 
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Nat Study L1 L2 L3 Aff Pos City Country M 
2 20 3 1 5 15 3 15 2 1 
TABLE 14 A sample characters vector 
Because the values in real life can loose their effectiveness, we use entropy to 
give each characteristic a weighted value. Entropy is used to measure the uncertainty 
of a given value. For each characteristic there are n possible values , x1, x2…..xn , 
hence we make use of  Shannon entropy to generate the uncertainty value of each 
characteristic Ax.  
 
(4) 
The p(xi) describes the probability mass function of the outcome xi, thus the 
weight based on its entropy level for each characteristic is determined by 
(5) 
Hence the adjacency matrix  
(6) 
Each vector, which defines a user’s characteristics, is compared to another user’s 
vector. Scoring the value of one times its’ entropy value and then adding for all the 
characters value, such as two identical vectors, will score at most, a value of one, 
hence a perfect match. 
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The product of the two previous matrixes provides each node’s individual 
seeding value S based on their social characters and network influence. 
(7) 
The average value of each row identifies the specific node’s SNet which identifies 
the seeding value in correspondence with the whole network. 
Hence, we have now defined and empirically calculated a seeding strategy based 
on new social network parameters that have not yet been utilized in modern 
literature. 
 
4.1.4 Experiments and evaluations 
In order to conduct our experiments we have made use of the Infocom 06 dataset, 
which is part of the Huggle Project. 
For three days during the Infocom 2006 conference, a trace file of all the 
communication occurring within the site was recorded. Selected people also carried 
an Imote device, which is a portable Bluetooth transmitter. The original trace file 
contained 98 nodes, of which 20, were stationery. For the purpose of the 
experiments, we decided to filter out these nodes (1-20). In total , there are 
approximately 78 participants. Every user was asked to complete a questionnaire 
with personal information, such as nationality, language spoken, and professional 
affiliation etc. Figure 20 presents an instant of the network graph. It is visually well 
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connected and does not present overwhelming nodes which can produce undesirable 
and false outcomes. Table II presents a summary of the Infocom dataset. 
 
FIGURE 20 Infocom dataset visualized 
Dataset Infocom06 
Device iMote 
Days 3 
Nodes  98 
Total Edges 129191 
Max Geodesic 
Distance 
2 
Average Geodesic 
Dist 
1.002724 
Graph Density 0.984420 
TABLE 15 Summary of infocom dataset 
Table 16 shows the results from the preliminary findings. This table refers to the 
nodes which have been selected for our tests in order to verify the importance of 
social influence on the social network propagations, hence we have selected the 
following characteristics: 
Contact Frequency defines the node with the highest average social contact with 
the rest of the network. Node Similarity indicates the node that on average, is the 
most similar to all the other nodes according to their personal characteristics. These 
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values were provided in the Infocom Dataset. The last value that describes social 
characteristics is the value identified in our algorithm which outputs a final score 
defining the similarity weighted by the contact frequency. 
To compare these, we have also selected nodes that have ranked lower in order to 
better describe the behaviour. To further improve the comparisons, we have selected 
the top nodes from classic network characteristics; each from one of the three values 
we intended to test. These are Closeness Centrality, Betweenness Centrality and 
PGR. These explicitly refer to network characteristics of the cited nodes, as they 
define their importance only on the graphical level of the Network graph, with no 
reference what so ever to social characteristics.  
Table 20 shows the value obtained and indicates the average, upon the whole 
network, for the selected node to infect another node based on the Trust value.  
The values here mentioned, represent the probability that a certain node has to 
infect another node within the network, which is a unique value for each node in the 
network. For simulation purposes, we have used the adjacency matrixes produced in 
the previous section, in order to treat each node-to-node relationship as an individual 
entity and provide more accurate results. 
Social	  Characters	   High	  ranks	   Low	  Ranks	  
Interaction 77 46 
Similarity 93 26 
Trust 82 25 
Network Centrality Scores 
Betweenness 76 
Closeness 84 
PGR 60 
TABLE 16 selected nodes 
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Node	   Interactions	   Similarity	   Trust	  
77	   1	   0.46	   0.47	  
93	   0.95	   0.51	   0.48	  
82	   0.983357	   0.49	   0.48	  
46	   0.71828	   0.371429	   0.295534	  
26	   0.778711	   0.311996	   0.275986	  
25	   0.587845	   0.339873	   0.220702	  
76	   0.988547	   0.475833	   0.474031	  
84	   0.996021	   0.340707	   0.339471	  
60	   0.997354	   0.362239	   0.36398	  
TABLE 17 values for the selected nodes 
The simulation resembles a classic cascade style epidemic infection, where a seed 
node is selected at every step. We start considering a set of active nodes A0 at time 
t=0. In this case, the set only contains the selected source node, the process is 
discrete and at each step t, every node in the current active set has one chance to 
activate its one hop inactive neighbours with a probability to succeed given by the 
adjacency matrix trust, of ps,d  (source and destination) creating a set of active nodes 
A1. Hence, in step t+1, each node in the set of active nodes A1, attempts to repeat the 
process creating the next set of active nodes A2. This process is repeated by the 
number of steps indicated for the simulation, in our case 6, to reflect small world 
theories value. Each node can only attempt to infect another node once, hence the 
resulting infected set Afinal is the direct result of all the unique values in the sets A0, 
A1… Ax. 
To simulate these values, we have run ten rounds of simulations and averaged the 
results, accounting for probabilistic errors, with a t=6. The following shows the 
results indicative for each hop. Step 6 was omitted, as it generated no results. The 
 
 
120 
 
results show that social characters develop better seeding strategies, especially in the 
short run, which can be more sought after; in this case the second hop and third hop. 
While the final results may be similar in regards to network centrality measures, 
they still differ by a considerable amount. 
 
T 
Top Social  
Nodes 
Top Social  
Nodes 
Network 
Centrality 
 77 93 82 46 26 25 76 84 60 
0 1 1 1 1 1 1 1 1 1 
1 6 5 5 2 2 2 4 4 4 
2 15 14 16 6 6 6 12 11 12 
3 10 13 12 6 7 5 10 8 10 
4 4 3 3 1 3 2 2 4 2 
5 1 1 1 1 2 0 0 1 0 
Final 37	   37	   38	   15 20 15 29 28 30 
TABLE 18 Infected nodes results 
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FIGURE 21 Propagation speed and behaviour 
In all three cases, the use of social factors have contributed greatly in providing a 
faster and considerable more effective propagation, given the higher number of 
nodes infected in the final stage. Hence, this demonstrates that using modern 
strategies based on social factors can be decisive for a viral campaign, whether it is 
legitimate or for malicious purposes. 
To strengthen our results we also refer to a probability study, that characterizes 
how the probability for each node is directly dependent to its similarity and contact 
values. The probability studies only refer to the first three hops, as they are the most 
important and define each seeding strategy. In order, the graphs represent node 82, 
60 and 46. 
Starting from the selected nodes, the graph shows, at the third step, the 
percentage of probability (y axis) for a certain infection probability (x axis). Once 
again, this probability study shows those nodes which have a higher trust value have 
higher chance to promote a more reliable and continuous propagation. 
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FIGURE 22 Probability studies for node 82, 60 and 46 
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4.1.5 Sub Chapter Conclusions 
This work proves that modern viral campaigns, either for legitimate purposes, or 
for malicious activities, should not be focused on classic network analysis only, as it 
may prove to be ineffective in modern social networks. As the vast majority of the 
population in developed countries rely on at least one type of online social 
community, understanding and improving our knowledge of how information 
spreads can be used to our advantage to develop new theories for both information 
spreading and security. As this knowledge can be used for malicious purposes as 
well, such as spreading a computer virus, defence systems that look closely into 
human associated informatics behaviour should be a top priority, as this value relies 
heavily on the human factor, that unfortunately, cannot be easily managed or 
administered, and for which no updates or backups exist.  In most cases, awareness 
in relation to security is low or omitted altogether, thus empirically defining the 
value of human associated events on computer network links can result in significant 
improvement and a defining moment in taking the next step online security. 
 
4.1.6 Future  work 
In our work we have empirically defined abstract values into solid numbers that 
can and should be used for further research into social networks and future online 
security trends. As people’s awareness of people towards social networks is very 
low, hence, new models for security are required to be written to accommodate a 
present which more than ever, is connecting people around the world through the 
means of informatics. Profiling is an important issue and is part of our next attempt 
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at social network analysis. We will look into profiling users in order to create a 
character stamp for events created by users which can be used as signatures in order 
to provide a means of security. 
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CHAPTER V Prediction Services on Social 
Data  
In this chapter we apply our findings to two important services, IPTV and 
HDTNs. We provide experiments and examples of how these two services can be 
improved through the use of social networks and profiling data. 
 
5.1 IPTV The Television and the Internet 
5.1.1 Introduction 
IPTV is destined to be one of the next big things related to the Internet and 
multimedia. It will not only be better and more reliable, but it will also offer services 
such as a huge number of High Definition Channels, real Video On Demand and 
Interactive Television. As viewers, we will be able to decide what to watch and 
when to watch in a tailored made service which reflects our personality and our 
tastes. IPTV will revolutionize the way we communicate with the rest of the world 
by offering us faster connections and providing an entrance into a world unified  by 
internet based technologies, including VOIP and remote controlled appliances. New 
revenues and commercial plans will be set in order to accommodate the new 
technologies. However, IPTV still faces many problems on both a technical and 
social scale. 
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IPTV has the potential to flood Internet access and backbone ISPs with massive 
amounts of new traffic [53].  As such, this work hopes to contribute by proposing a 
new system to be implemented in the future.  
In the past, we have seen the internet growing exponentially towards a user 
driven model, pushed by a request and on demand analogy to satisfy users to their 
singular likings. As such, we have seen more and more on demand web sites like 
YouTube and Hulu being noticed and increasing their viewers pool. On the same 
wavelength, subscription based television has kept increasing their revenue and also 
the number of channels they offer. 
These services have kept running on dedicated private networks set aside from 
general internet services (except for example, cable TV where the bandwidth is 
shared among TV and internet signals). 
It will not be long before the World Wide Web will replace any other form of 
multimedia transmission mean. When that day arrives, the question will be whether 
our network will be able to sustain it? We now have a small pool of IPTV viewers, 
with an estimate of around 20 million users and growing, however numbers and 
predictions say these figures are bound to increase in the near future. 
In this case, not only will we have the problem of an increasing number of users, 
which could possibly replace the hundreds of millions of television viewers 
worldwide, we also have to deal with another issue; the heterogeneity of devices, 
which keeps on increasing. We all used to have televisions which were identical, but 
nowadays, we can rarely find two televisions with similar characteristics.  We have 
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old tube televisions, SD LCD televisions, HD televisions, televisions with internet 
connections, smart phones, portable devices like PDAs and game consoles. All of 
these devices prove that finding a solution is not simple. 
The main issue this research will document is the high network load this 
heterogeneity will create. In order to satisfy every single device, multiple streams of 
the same video need to be created. In fact, one per every different decoding device, 
meaning there might be tens of different streams all related to the very same video. 
It is easy to point out this will create a waste of bandwidth on network resources. 
 
 
5.2 Improvement of IPTV Services through OSN Analysis 
5.2.1 Introduction  
With internet services to end users becoming more homogenous, thus providing 
high bandwidth for all users, multimedia services such as  IPTV to the public as a 
whole will finally become a reality. Even with more abundant resources, IPTV 
architecture is far from being available due to technical limitations. We aim to 
provide meaningful optimization in the P2P distribution model, which is currently 
based on a random structure bounded by high delays and low performance, by using 
channel probability, studies of users’ habits and users’ similarity in order to optimize 
one of the key aspects of IPTV; the management of peers, which is a direct 
reflection on resources and user’s Quality of Experience. 
Internet services are rapidly becoming more homogenous, with high speed 
internet connections becoming widely available to the whole public. Granting the 
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population with an equal minimal speed, such as the Australian NBN, which is a 
government run project [99], the aim is to deliver FTP to all residents, with a 
minimum bandwidth of 15mbps  without exclusion, effectively creating an 
homogenous network. In such an environment, service providers will be able to 
target not part, but all of the population as a whole, creating an intriguing market for 
new business models. 
With this in mind, one of the most important retail opportunities will be IPTV. 
This is a market which has always tried to make itself a real driver for 
commercialization given its many technical difficulties. However, with new network 
“homogeneity”, these technical issues can be overcome, and Telcos will be able to 
direct their business models into more lucrative markets by adopting a triple (or 
quadruple) play plan. As described in [100], a Telco may boost its revenue by 
providing all services under the one roof and adopting only one infrastructure. 
In order to propose an improved IPTV service, we have taken into considerations 
some aspects that have not been widely considered in past research. One example is 
the use of social analysis in order to provide more efficient network usage. From 
well known studies, we can determine the importance of a channel in the system and 
its weight within it, as not all channels are the same. While they all have the same 
expense in system resources, we introduce the use of channel popularity and the 
concept of users’ similarity in order to offer a more efficient model. 
This research aims to improve the high cost of maintaining a p2p IPTV 
management system by importing a Similarity based peer discovery system in order 
to decrease the expensive process of using the Random Gossip Algorithm (RGA) 
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commonly used by most P2P IPTV systems. In this thesis we will detail the use of 
PPLive [101] as a strategic model.  
 
5.2.2 Optimization through Social Analysis 
IPTV suffers from various problems, not only from a technical point of view, but 
also from a slow penetration within peoples’ perceptions.  
As we know, people aren’t always keen on change, especially if we assume it 
won’t be an easy transition. From studies,  50% of people using YouTube in the US 
in 2006 were below the age of 20. Studies have also stated that while younger 
generations are happy to explore new ways of researching their own interests, older 
generations may not be so keen.  
For this reason, IPTV has to be user friendly, and be able to do what the old 
system did. In order to eventually accommodate everyone, people will take 
advantage of the new system as they have learned to make daily use of the internet. 
In order to provide optimization, we would like to introduce new paradigms in 
P2P networking and provide this improvement on a theoretical IP Television model 
using a P2P network topology. We would also like to contribute to the optimization 
by using Social Networking analysis based on user behaviour in order to minimize 
costs (diminish the transmission resources) and increase the quality of service. Our 
strategy is based on the following: 
• Users’ viewing habits 
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• Channel Popularity 
• Users’ homophile (similarity of interests between users) 
To this extent, we take full advantage of [48], whose finding and discoveries on 
the topic of viewers habits can produce interesting results at an optimization level. 
We will then unify these studies and apply basic principles of networking and social 
analysis theories to revaluate network broadcasting strategies. 
5.2.3 Television habits 
 As mentioned by [48]: 
• User focus is volatile – 60% of channel switching happens within 10 seconds 
of joining a new channel 
• Channel popularity changes throughout the day. Popularity distribution can 
be represented as a Zipf distribution for popular channels and quickly decay 
for unpopular ones. 
• Attention span is genre dependent – ranges from 5 to 21 minutes. 
• Across the country, variations in data may be + or – 20%. 
• Channel change is dependent on the popularity; a popular channel will be 
less likely to be changed. 
• Viewers have two sets of channels; favourite ones which follow a non-
sequential channel change, the rest (62%) are changed sequentially (TV 
zapping) 
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As channel change is one of the most important factors, and an important issue, 
one of the key aspects is that a user continuously changes channel, and so creates 
incredible stress on the network. This may occur through multicasting or P2P [102]. 
As per most channel changes, it usually results in a multitude of messages sent 
through a Random Gossip algorithm in order to discover peers in an epidemic way. 
 
5.2.4 Channel Popularity and probability  
In their very analytical work, [45] presents an in depth mathematical approach to 
grouping and channel popularity dynamics. They identify key aspects and users’ 
behaviour, proving that on a real dataset, the theory of the Zipf like distribution 
proves the affinity between users habits and channels selection criteria. Channel 
popularity defines the probability that a certain channel will be watched. As such, 
we can use this to make a prediction on the next possible channel the user will watch 
or change to. 
The popularity of a channel is identified by the amount of time tch in a set of N 
channels it is watched within a certain observation period Τ, where Τ is the sum of 
all tch in the set. 
In a system where all channels  have the same popularity, the probability of a 
channel being watched is 1/N. In a real life situation, this is not the case. [45] 
indicates that 80% of viewers target only 10% of the available channels, meaning 
that in a set of 100 channels, only 10 of these channels are watched by the vast 
majority of the users .  
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[103] divides the set of channels into two subsets, Popular Channels (M1) and 
Unpopular channels (M2),  with each group having a probability Q of being chosen. 
The probability of picking a channel within M1 is 80%. With 10 channels within 
the group, a given channel in M1 has an 8% probability, while a channel in the 
unpopular group only has a 2% probability. This proves that using a Random Gossip 
Algorithm is not the most efficient way of searching within the peers list, as the 
probability of finding such content is too low and makes time and resources more 
expensive, as finding the item needed will take a considerable amount of time and 
bandwidth. In order to improve this, we will introduce the concept of Homophile to 
reduce the randomness of the Gossip Algorithm. 
 
5.2.5 Homophile (Users Similarity) 
One  key aspect we want to take advantage of is the similarity between users. 
This concept is already used in a similar way to improve network topologies to 
deliver a message to a far unknown node as presented in [97]. We have already 
mentioned that data and communication is often spread in the P2P network using an 
epidemic algorithm. Instead we would like to redirect communications in the most 
suitable way in order to decrease network resources. Our model proposes to 
“communicate” data only to similar nodes or the most similar nodes, because they 
will have a higher probability of using that data. Similarity in this case, is given by 
the studying of users usage of the system. 
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Similarity can be a very important factor. As an example, Newman [98] that a 
pair of scientists who have 5 collaborators in common are twice as likely to work 
well together than two who only share 2 collaborators, and 200 times more likely 
than a pair who have no collaborators in common. In a similar way, we can assume 
that two similar viewers are more likely to watch the same video stream, than two 
very different users. Similarity is used to predict the next best hop to distribute a 
packet, where the packet of a given video stream should be distributed to the closest 
or best route to serve the most similar clients. In order to maximize the efficiency of 
the distribution network. In a similar fashion, during the PPLive management event, 
where a node is searching for partners with available resources, it randomly seeks 
out other nodes. Given the probability value, the next table extracted from Google 
[104] contains an extract of the top 100 most subscribed VOD channels, in order to 
provide an idea of the attempted calculations. While video channels in reality can 
reach the thousands, using the top 100 can provide a close snapshot of the current 
situation, and to provide a solution at this level. Future work will include a broader 
approach including N number of channels.  
Rank Subscribers Probability Needed Contacts 
1 3596216 3.76% 797 
2 3467205 3.63% 827 
3 2463519 2.58% 1164 
98 525585 0.55% 5458 
99 524341 0.55% 5471 
100 523921 0.55% 5475 
Table 19 : Snapshot of Youtube’s most subscribed channels 
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The needed contacts is the theoretical number of attempts the Random Gossip 
Algorithm necessitates in order to find the minimum number of required peers. This 
is generally 30, but may range between 15 and 50 [102]. 
 
5.2.6 PPLIVE in depth 
We base our work on the most popularly implemented P2P IPTV today, which is 
PPLive. Developed and highly supported in China, P2P IPTV has wide support from 
both academia and industry, often being a research topic for many journals and 
papers. Because of its wide spread, private interests have invested as much as 250 
million dollars [105]. The Chinese government has also invested, thus creating a 
strong and valid foundation for future developments. P2P IPTV has the current 
capability to broadcast 300 live channels and more than 20.000 video on demand, 
offering a wide range of different entertainment channels. It uses its own developed 
streaming and distribution platform called PPCloud, a hybrid system based on cloud 
computing and the P2P Content distribution Network. 
 
5.2.7.1 PPLive Properties summary  
Bandwidth: the amount of data required by the system is fairly high, not only just 
for the data it requires to stream a video, but also for the very high amount of control 
data attributed to it. A value as high as 10% of the control data can be represented 
during the live streaming. Bandwidth is dependent on two main aspects; the 
management and the video transfer, including redundancy, as some video chucks 
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may be downloaded from various peers, which accounts for between 2% and 14% 
(or higher) of total downloadable content, with an average of 8%.  
Video packets are contained in chunk with a size bigger than 1200 bytes (TCP 
packets), while management and discovery is done through UDP in order to 
minimize failure data. As more than 50% of the nodes are behind NATs, they fail to 
recontact the original peer, thus using UDP can diminish the amount of data 
required. 
Locality: Locality identifies if a peer searching for a certain item is indeed 
looking for such as item within a limited geographical space or randomly. PPLive 
only adopts a limited amount of locality with no set properties. When a channel is 
selected, peers contacted for download are within certain areas, and it may download 
data from one cluster of peers in Asia, and another part from another cluster in 
America, in addition to smaller amounts from other places. On the other hand, the 
upload could be the opposite, where most data is uploaded to a different location. 
Tit for Tat: Tit for tat is the methodology where a node gives something in 
exchange for what it receives. This model is implemented in most notorious P2P 
CDNs like bit torrent [106], where a user has to provide a certain upload bandwidth 
in order to receive downloadable content to decrease the problems caused by 
“leeching” peers who only download and do not upload. In this matter, PPLive, but 
also all other P2P TV systems, do not provide for Tit for Tat. Instead, up loadable 
capacity is a property which is discovered during the management phase, as most 
nodes which provide for a higher bandwidth provide as much streaming capability 
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as possible. A node’s total aggregate upload rate may be many times the total 
download rate. 
Peer Management: is aggressive and greedy. Given the very nature of P2P, life 
and death of a peer can vary greatly. According to [53], the median duration of a 
TCP connection transferring video chunks has a median duration of 22.5 seconds 
and a mean of 381 seconds. Only about 10% of the connections last more than 15 
minutes. This significantly influences the system because peers need to be quickly 
replaced in order to guarantee a steady playback. The popularity of the channel is a 
direct consequence of the greediness of the discovery system. The less popular a 
channel is, the more peers need to be contacted. As the channel becomes rarer, the 
algorithm becomes more aggressive and increases the number of contacted peers, 
literally flooding the network. As mentioned previously, as many as 40.000 requests 
per hour can be made.  
 
5.2.8 Reducing the costs of IPTV 
[107] introduces a notion of pre joining only a certain number of channels in 
order to minimize bandwidth usage. Based on the fact that all channels are 
distributed to the DSLAM, their approach is to selectively join certain channels. The 
channels that are active, and which have at least one viewer, and a subset of inactive 
channels, not currently watched by any viewer, may return to active if given recent 
activity. Given the higher probability than a non active channel, these are kept in a 
list and the connection is kept alive. The subset is denominated by a room size. In 
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their evaluations, their results provide for a bandwidth reduction of up to 50% and a 
request fall out (amount of channels requested out of the pre joined channels) of 
only 2% with a room size of 20. Theoretically this scheme provides for a good result 
but does not have a real description of QOE (quality of experience). As a user 
joining a channel not pre joined, they will have to wait for a longer than expected 
delay, incurring the DSLAM extending to the closest available multicast tree for the 
requested channel. Their data also puts into account a population of 255 000 
thousand users for 623 DSLAMS, an average of 409 users per DSLAM. For higher 
volumes of requests, especially random requests, this may not prove to be effective, 
but it does provide a promising foundation to be further explored. The work 
presented by [103] on the analytical consideration of using channel popularity, 
provided a foundation for the current work in this research. The principle of 
repartitioning resources between IP multicast and P2P simulcast proves to an extent, 
that for future development, this architecture can be reasonably better than a pure 
P2P or Multicast only. [108] presents an insight survey on prediction based 
algorithms in order to decrease the latency due to channel joining delay. These can 
take different shapes, such as statistics founded on the server collecting the users 
preferences and attempting to provide needed data quicker. 
 
5.2.8 Methodology 
One of the key issues is finding and obtaining the material. Unfortunately in P2P 
environments we must deal with an extremely high level churn because peers leave 
and join continuously. In order to avoid this problem, applications such as PPLive 
 
 
138 
 
rely on a extremely aggressive algorithm to find available users. This overcomes the 
high failure rate. In order to solve this, we propose using the similarity between 
users. To this extent, a user creates a history which will keep local channels that 
have been watched.  
 
 
 
 
 
 
The probability is an indicative value used to calculate the probability that this 
user is watching a certain video channel, which is later used for evaluation. 
In order to evaluate other nodes, the only needed information is the rank of the 
channel, which can be sent to other peers as an ordered set with the leftmost the 
highest rank [108D,E….X]. These values are used in the following notation to build 
our model. 
 
5.2.8.1 Distribution of channel viewed frequencies. 
The Zipf distribution is one of the main graphical functions used to explain 
similar behaviours in users watching or using the internet for research. At most, it 
Rank Channel Time Watched Log(time) Probability 
1 A 280 2.447158 47.38% 
2 B 150 2.176091 25.38% 
3 C 80 1.90309 13.54% 
4 D 38 1.579784 6.43% 
5 E 20 1.30103 3.38% 
TABLE 20 User’s history and channel rank 
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explains the popularity of channel viewing. Graphically, it describes the occurrence 
of different elements in a given group as a logarithmical function of their rank [109]. 
We define the channels as the elements of the group, with each user having his 
own Zipf Distribution. Ranks are defined on the x axis, where rank one is the most 
important and then equal distances between each rank. Ranks on the y axis are 
defined by the logarithmical value of the time spent watching such a channel. By 
confronting the two users’ distributions or plots on the graph, we can define their 
similarity. 
Suppose we have N channels, and their ranking by popularity is denoted by r, i.e. 
the most popular channel will have r=1. The second most popular channel will 
have r=2, and so on, until the least popular channel with r=N. If the frequencies the 
channels are being viewed follow a Zipf distribution, they can be calculated as: 
(1) 
where C and α are the coefficients to be estimated based on our data. Therefore, 
the probability mass function would be: 
(2) 
Let , and the probability mass function could be written as: 
(3) 
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Therefore, if we conduct a random sample interview, the average attempts to find 
K responses watching channel ranked r would be: 
(4) 
5.2.8.2 Similarity 
We first make an assumption that the asymptotic behaviour of all users upon N 
channels would follow a Zipf distribution with coefficients N and α. We define this 
set of ranking orders and corresponding probabilities as the "average user", 
described as uµ in mathematical terms. Technically, when talking about channel 
viewed frequencies, an "average user" will have a channel ranking order according 
to channel popularity, and corresponding probabilities calculated from channel 
viewed frequencies. 
We may want to know how far the observed user, ui, is away from the "average 
user". We define a term "similarity", evaluating the deviation of the observed user 
from the "average user", which is calculated as: 
(5) 
where ri,n is the rank for the nth channel by user i, and rµ,n is the nth channel by 
the "average user". 
When sim(ui,uµ)>0, the ranks by user i are at some degree different from the 
ranks by the "average user". From our distributional assumption, one can infer that 
the mean probability a random user is watching his  ri=j channel is the same as the 
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probability the "average user" is watching his  rµ=j channel. Hence, the average 
attempts to get K responses watching a channel ranked r=j among identical users as 
user i would be the same as the attempts to get K responses watching a channel of 
the same rank among "average users"; i.e. 
(6) 
The idea of "similarity" can be applied to channel connections. 
For an "average user", if he tries to ask a list of people identical to him, i.e. 
people who have the same ranking behaviour, the average attempts he will take to 
find K of them watching a channel ranked j is Aµ(K,rµ=j) . When the channel studied 
is ranked 1 by the "average user", the best group to go for is when sim(ui,uµ)=0. 
When the channel studied is ranked N (the least likely to view channel) by the 
"average user", the best group to go for is at Max[sim(ui,uµ)]. The ranks by this 
group are completely the reverse of the "average user", as this group has the channel 
ranked most less than N, i.e., most likely to be viewed. 
Table 21 : Theoretical number of attempts 
sim(ui,uµ) 
 
0 0.
88 
1.41 2.68 2.83 RGA 
R=1 
RGA 
R=50 
RGA 
R=100 
Ch A 68     797 3775 5476 
Ch B 137 88    
Ch C 205  130   
Ch D 274   88  
Ch E 342    68 
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For channels ranked from 2 to N-1 by the "average user", the relationship 
between "similarity" and "attempts" is far more complicated and non-linear. We will 
face two problems: 
i) different rank orders can give the same similarity value, i.e.  
sim (ui,uµ)= sim(ub,uµ)=…= sim(ui,uµ) 
ii) different similarity values can be corresponding to the same rank upon channel 
n. 
The theoretical solution to the relationship between "similarity" and "attempts" is 
still open for research. Here we use a simulated recurrence approach to sketch the 
pattern of "similarities". 
For the nice properties of quadratic functions, we create a new term, sim’, defined 
as: 
(7) 
The values sim’ can be expressed by sim’ = 2x-2, where x is a positive integer; 
and the number of possible values of sim’ is m=1.5N2-3.5n+1. Therefore, the largest 
number sim’ can take is m=2[1.5N2-3.5n ]. 
If we count the alternatives giving the same sim’ value as the frequencies of sim’, 
the distribution of sim’ is symmetric. For odd N when 1 ≤ r ≤ (N+1)/2 and for even 
N when 1 ≤ r ≤ N/2, the average probability a channel ranked r is being watched is 
highest with the group when: 
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sim’(ui,uµ) = r 2 + r - 2            (8) 
On the other hand, for odd N when N ≥ r ≥ (N+1)/2, and for even N when  N ≥ r 
≥ N/2, the average a probability channel ranked r is being watched is highest with 
the group when: 
sim’(ui,uµ)=2N2 – 10 – r2 + r + 2r(N + 1) + 1     (9) 
The average probability a channel ranked r is being watched by such a group is 
the weighted average of probabilities from the "average user" according to the 
available alternatives. 
 
5.2.8.3 Simulated example 
Suppose we have 5 channels: a, b, c, d, and e, ranked by an "average user" as 1, 
2, 3, 4 and 5. The frequencies of these channels being viewed follow a Zipf 
distribution with a probability mass function of: 
(10) 
 
Figure 23 Zipf distribution for equation (10) 
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When we are looking for people watching channel x, the average attempts to find 
30 audiences is displayed in the following table. As we first obtain the optimal level 
of sim’ by equation (9) and (10), we can then calculate sim(ui,uµ) using equation (7).  
The last three columns indicate the number of attempts needed by using the 
RGA. For evaluation purposes, we have used a snapshot of the Youtube top 100 
most subscribed channels. Therefore, we can draw a conclusion that not only are 
they popular channels, but also for a less popular channel, it may be beneficial to 
target group with greater "similarity" to reduce the effort of getting in touch with the 
required number of peers. In the following graph, we have only used the top 5 
channels, as bottom ranked channels require well over 5000 attempts. 
 
 
5.2.8.4 Remarks 
Though the similarity concept seems to be an effective way to save effort when 
contacting an audience, its power fades when channel popularity fades. In our above 
analysis, we are assuming the distribution of similarities is purely depending on the 
number of alternatives. Jointly considering similarity with the Zipf distribution of 
68	   137	   205	  
274	   342	  
798	   827	  
1165	   1172	   1192	  
AL
em
pt
s	  
Channel	  Rank	  
Similarity=0	  
RGA	  Top	  5	  channels	  
FIGURE 24 Number of attempts comparisons 
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channel viewed frequencies, large similarities may not be feasible as it is the similar 
behaviour pattern of people that forms the Zipf distribution. 
With this notion we define a more probabilistically based gossip algorithm that is 
not based on a random search, but a more defined one. A user searching for a certain 
item will firstly attempt to find such an item in a set of peers whose similarity is the 
closest. For example, for two users whose similarity is 0, finding an item within a 
similar peer will have a probability as high as 50%, compared to the 3.76% offered 
by the random gossip algorithm. The use of similarities is directly used to reduce the 
number of attempts needed to find a certain item within the peers list. As such, we 
present the following algorithm, we have named SimFind. 
 
5.2.8.5 Similarity Algorithm SimFind 
The following algorithm replaces the random gossip algorithm. We propose a 
theoretical model which we will implement in future work. This defines the process 
of a newly joined peer in the system and for requesting content. Upon joining, it will 
start the bootstrap process and contact the Bootstrap Server (1) in order to obtain a 
BootstrapList of local peers containing their IP addresses and ports. This list will 
create the starting list (Local List) for the node. The next thing to do is to find other 
partners. The starting node will first create its own history value, and ranks. If this 
history value does not exist because it is a new user, then it will be empty and the 
Similarity Threshold S will be set to Max. In this case, it will work in the same way 
as the gossip algorithm by randomly selecting peers until the history is not empty. 
Once these values are set, they are sent to the peers in the Local List using the 
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RequestRemote List function. Upon reception, the remote peer will send its own 
History and its own LocalList back with all the peers’ information which are 
reflective of the requested threshold S. This will be appended to the Local List. The 
first column contains the Nodes that have been directly connected and have provided 
their History in order to calculate the similarity between the local node and the 
directly connected nodes. Indirect nodes are those nodes provided by the contacted 
node which are a result of a positive match with the threshold provided. This way, 
only the nodes more similar to the original node become part of the list. 
1. Contact Server BootstrapServer 
2. Upon reception of BootstrapList Bs from BoostrapServer 
3. Create LocalList Vector LL 
4. Append LL(BS)  
5. / Contact Process / 
6. If LocalHistory==False 
7. Set Similarity Threshold S to Max(S) 
8. For each element in vector LL 
9. Contact Element and RequestRemoteList(History,S) 
10. Upon Reception of RemoteList(LLremote,Historyremote ) 
11. Append LocalList Vector with LLremote 
12. Sort LocalList LL(max to min) 
13. /Request Content/ 
14. Upon ChannelRequest C 
15. Set Minimum numbers of peers for Channel C Pmin 
16. Create PartnerList PL of C 
17. For Each Element in LL from direct contacts 
18. Request Channel C 
19. Upon reception of positive Connection add current Element 
to Partner List 
20. Do till PL≥Pmin 
21. If Pmin>PL  
22. For Each Element in LL from indirect contacts 
23. Request Channel C 
24. Upon reception of positive Connection add current Element 
to Partner List 
25. Add current Element to LL as a direct contact 
26. Do till PL≥Pmin 
27. If Pmin>PL  
28. Increase Similarity Threshold S 
29. Repeat Contact Request 
30. Repeat Request Content 
31. Do till PL>Pmin 
FIGURE 25 Simfind algorithm 
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Local List  
Direct Nodes  Indirect Nodes  
A A1 A2 A3 A4 
B B1 B2 B3 B4 
C C1 C2 C3 C4 
Table 22 Snapshot of a local list 
 
The list is then reordered in ascending order, with more similar nodes at the top 
of the list.	  
Once the list is created, a content request can be made in order for the content to 
be played smoothly. This requires on average, at least 20 nodes according [102], but 
will keep a list of backup peers to contrast the high churn of peers [110]. This is 
normally set to 30, or in some cases, values as high as 50. In this case, depending on 
the content requested, a Pmin is set, and peers in the LL list are then contacted for 
content starting from the top. First the direct ones are contacted, and if by the end 
there are not enough peers, the indirect ones are then contacted. An indirect node 
which is contacted becomes automatically a direct node and is added to the local list 
LL. In the eventuality the content is still not found, the similarity threshold then 
rises. In order to increase the possibility of finding the content in less similar nodes, 
but with a higher number, this process is repeated until a stable environment is set 
(Pmin<PartnerList).The higher the threshold increases, the more similar to a random 
gossip algorithm the behaviour will be. 
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5.2.9 Subchapter Conclusions and Future work 
 
As part of our strategy to introduce a novel concept in P2P networks based on 
social analysis rather than raw technological means, we have successfully obtained 
valuable information and theoretical optimization. When this concept is applied to 
vastly used services such as IPTV, effectively proving that unnecessary contact 
requests, which account for a very high percentage of peers management, can be 
significantly reduced by introducing a low weight algorithm to replace the RGA 
standard  in most P2P televisions available. Through mathematical simulation, we 
have verified the authenticity of our ideas, thus providing empirical proof of 
optimization. We also demonstrate that by using the similarity concept we can 
greatly reduce the number of connection attempts, favouring not only popular 
channels, but also less popular channels. In our future work, we aim to introduce the 
simFind algorithm into a developed application and prove our findings on real data. 
Research in this field is still wide open, but aims to provide important results with 
a less expensive effort. We believe that driving P2P network research in this 
direction can greatly contribute to a high level of optimizations. 
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5.3 Similarity in Human Delay Tolerant Networks 
This section was developed through a close collaboration with Longxiang Gao, 
who is also the creator of the M-dimension algorithm. We have collaborated in order 
to verify the improvement of the algorithm through my own theories of Community 
Finding. Hence, we hereby provide a description of the overall experiment, 
providing as a verification, the comparison between the use of the algorithm using 
its original behaviour and the new results with the application of the community 
finding mechanism. We provide a brief description of the algorithm.  
The human associated delay tolerant network (HDTN) is a new trend in the 
development of disconnected delay-tolerant network (DTNs). When mobile devices 
are associated with humans, they inevitably demonstrate some social aspects of 
human-to-human communication, and it is also a fact that human social behaviours 
determine data communications. 
To deliver messages in such networks, some existing algorithms such as 
Epidemic [111] and PRoPHET [112], use flooding or partial flooding with a 
probability formulation. There is a high probability that any flooding may cause 
network congestion or high interference, and consume too many resources for 
processing and switching. Context aware routing protocols, such as CAR [113] and 
HiBOp [114], utilize context information such as history, battery status and changes 
to the rate of connectivity to compute delivery probabilities. Unfortunately, these 
routing protocols suffer from performance due to the characteristics of the DTNs or 
the social behaviour behind nodes. 
 
 
150 
 
 
 
5.2.1 How M-Dimension Works 
In this section, we describe the M-Dimension routing scheme, which includes 
Multi-dimension modelling, the identification system, weighted function, and the 
greedy routing algorithm. The goal of the M-Dimension routing protocol is to take 
advantage of multiple dimensions to find multi-cast short paths from the source to 
the destination and improve the utilization of resources. 
Briefly, the M-Dimension routing scheme can be described as a remodelling of 
the network, including each physical and social dimension assigned a coordinate. 
With a random coordinate assigned to each, mobile node is assigned an 
identification, which is a vector formed by its positions in the different dimensions. 
The distance between two nodes is computed by weighing the sum of the difference 
in each dimension. The routing is based on the distance and status of the network to 
multi-cast to available inter-nodes (intermediate nodes) in order to eventually reach 
the destination. In M-Dimension, we assume that each node knows its own 
identification, i.e., the position at different dimensions, such as the physical location,  
social affliction or status. For simplicity, grid topology is used to locate the physical 
location in the geographic dimension due to its simplicity. A multi-cast model is 
used to represent our idea including some symbols, as shown in Figure 26. In this 
model, we treat a node’s one hop neighbour set as the candidature set, which is used 
to select its multi-cast nodes. For example, the candidature set of Node S (Source 
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Node) includes Node M1 , M2 , … , Mk and the candidature set of Node Mk includes 
Node Mk1, Mk2,…, Mkr . If not declared, the default size of a candidature set is k and 
the message is initially sent from Node S . 
 
FIGURE 26 M-dimension multicast model 
 
Applying Community Finding  
In our work, we also take advantage of community finding mechanisms to further 
improve the creation of strong routes. The concept of the K-Clique can help in 
understanding social behaviours following the idea that a node, or a person, may 
belong to different groups and bonds may be created between groups which can use 
this node as a forwarding bridge for communications. This reflects the concept of 
overlapping communities, which naturally follows the trend of people mixing within 
different associated groups. While BubbleRap made use of thresholds based on the 
time duration of links, we have decided to take into consideration the frequency of 
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contact alone. In our opinion, the duration may not provide data as consistently as 
the data provided by the mere meeting of different nodes, as transfer of data from 
one vertex to another, only requires a small amount of time. This can be better 
represented as the chance of a node meeting another node, rather than how long they 
last in the vicinity of each other 
The K-Clique is one very well-known community finding mechanisms, with a 
clique being a sub graph of one complete undirected and non-weighted graph where 
all nodes are connected to each other. A K-Clique defines a clique of a given K size 
(number of nodes), and community is the union of all the K-Cliques within a graph 
which are adjacent to each other. A clique is defined as being adjacent when K-1 
nodes are shared.  
 
In Figure 27, 1, 2, 3 and 4 are part of the graph. Nodes 1, 2 and 3 form one 3-
Clique. 1, 2 and 4 form another 3-Clique. Because the two cliques share K-1 nodes, 
it is suggested they are adjacent, and thus form a community. While node 4 may not 
be able to encounter 3 personally, it can use the shared nodes to move data towards 
3 with a higher probability than in an open graph. 
 
2 
2 
1 
4 
FIGURE 27Clique example 
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5.2.2 The datasets  
The MIT Reality Mining Dataset is a real social network trace file. The Reality 
Mining project , was conducted from 2004 to 2005 at the MIT Media Laboratory. 
This project studied 106 subjects using mobile phones pre-installed with several 
applications that recorded and provided the researcher with data about call logs, 
Bluetooth devices, cell tower IDs, application usage and phone status. Subjects were 
observed using these measurements over the course of nine months and included 
students and faculty members from two programs within a major research 
institution. Because our research area belongs to mobile ad hoc networking (HDTN 
is a subcategory of MANET), we use the Bluetooth trace file as our simulation data 
and treat each Bluetooth scanning as a communication between two nodes. 
To verify the social behaviour behind this dataset, we randomly selected 10 from 
106 subjects and collected their names (Subject ID), affiliation and hashed the 
Bluetooth MAC address, as shown in Table II. Furthermore, we obtained their 
communication frequency in this project, as shown in Table III.  
The Infocom 06 dataset is part of the Huggle Project. For three days during the 
Infocom 2006 conference, a trace file of all the communication occurring within the 
site was recorded. Selected people also carried an Imote device, which is a portable 
Bluetooth transmitter. The original trace file contained 98 nodes, of which 20, were 
stationery. For the purpose of the experiments, we decided to filter out these nodes 
(1-20). In total, there were approximately 78 participants, with 34 of them forming 4 
subgroups of different academic affiliations. Every user was asked to complete a 
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questionnaire with personal information, such as nationality, language spoken, and 
professional affiliation etc. 
 
 Contact	  Frequency	  Filter	  
Property	   200	   100	   50	   20	   8	  
Unique	  Edges	   473	   902	   1220	   1095	   979	  
Duplicate	  Edges	   96	   266	   2508	   4437	   6191	  
Total	  Edges	   596	   1168	   3728	   5532	   7170	  
Max	  Geodesic	  Distance	   4	   4	   3	   3	   3	  
Avg	  Geodesic	  Distance	   1.935	   1.851	   1.53	   1.4	   1.2675	  
Graph	  Density	   0.17	   0.22	   0.46	   0.59	   0.72	  
TABLE 23 Data preprocessing for community 
 
5.2.3 Datasets Pre-processing 
To obtain the subgroups, we used a classic methodology, hence the clique 
percolation method (CPM). In order to obtain more concrete results, we used a 
threshold to filter the strength of the links, as we used a non weighted and undirected 
graph by using the formal datasets. These datasets take into consideration small 
areas and extensive data recording, thus the probability of a node meeting any of the 
other nodes is very high. Therefore, this link may be occasional, and not be a true 
reflection of social behaviours. To overcome this problem, we have manually 
selected thresholds for the contact frequency and at a later stage, observed the 
correct value of K from the resulting data. Our aim was to create a community that 
covers all nodes without creating weak links which may only occasionally exist. 
Hence, we have observed frequency values of 4, 8, 20, 50, 80, 100, 200 and 500, 
with the latter being an extensive real life observation that produced very strong 
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bonds that are unfortunately too sparse to be realistically used in a DTN. Also, as a 
note of mention, in order to provide realistic results, we have created groups using 
different community finding methods based on different algorithms and 
mechanisms, such as [38] and [18]. Table IV shows the results for filtering before 
applying the Clique Percolation Method (CPM). From our observations, the contact 
frequency of 100 still leaves all the nodes with the ability to communicate with each 
other, but restricts the route selection to only the very strong links, thus minimizing 
the number of total edges to 1168. By increasing and using 200, separated smaller 
communities will be created. The Geodesic distance describes the total number of 
hops between two nodes, which is well beneath 6; our initial estimated maximum 
distance while taking into consideration small world theory. 
 
 
FIGURE 28 Community Finding on InfoCom 
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The above image provides a graphical view of the different communities formed. 
In this case, a filtering of 200 contacts is used along with a K value of 5. While this 
provides for better subdivision and decentralization, for our experiments we have 
decided to use one community only. This reflects in Figure 28 with varying the K 
from 5 to 4. As the links are not as strong and decentralized, the maximum geodesic 
distance still falls within a maximum length of 4, thus satisfying our requirements. 
During our experiments, we made use of Cfinder, a software application which 
utilizes CPM. 
FIGURE 28 Community finding infocom 
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To further prove the capabilities of the CPM and the M-Dimension, we have 
analysed the data to verify whether correlations do exist between real life 
interactions and our own theories. The first assumption is that people with similar 
attributes are more likely and more often to meet each other, although this 
assumption does not lead to a real friendship. Social activities in a given area show a 
high level of greater interaction between similar people. As a strong example, we 
use the language attribute to demonstrate that while English is the main language 
used at conferences, it is very easy to notice those who speak a different language. 
For example, those who speak Chinese tend to interact more often with each other. 
When using the Infocom dataset, we noted that when English is not involved, most 
people tend to have over 30% of their total interactions with people who speak the 
same language. Similarly, other attributes tend to show similar trends, although not 
as strong as personal attributes. It is more likely an interaction will take place 
between two people who speak the same language, have the same field of interest or 
FIGURE 29 Community structured through cpm 
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come from the same school, compared to individuals who share less personal 
information, such as belonging to the same professional association such as IEEE. 
Given the different nature of the datasets, these attributes can change and have 
different meanings, and for this reason a different weight must be given to the 
importance of the attribute. Given the different nature and structure of the datasets, 
the weight is pondered manually after analysing the data, with each attribute given a 
different weight based on its importance within the social status of the nodes. In our 
comparative work, we further improve our model by creating an additional set of 
experiments for evaluation which follows the diagram in Figure 30.  
Through the addition of one level of complexity, the out-come provided can 
greatly provide improved performance in terms of results. K-Clique can then be 
used to pre-order the data and create a much smaller dataset using the Infocom06 
dataset. The dataset formed greatly reduces the size and complexity of the network 
by up to 90%.  
As the experimental results in 5.2.4 demonstrate, both the End to End Delay and 
the Average Delivery Success Ratio are very close and both outperform the results 
of the previous two benchmarks, PRoPHET and Simbet. In this case, our main trade 
off is minor performance in exchange for a greatly decreasing workload for the M-
Dimension algorithm. Given the small calculation capabilities of the mobile devices, 
this is an important aspect as it can provide better scalability for future 
developments. 
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FIGURE 30 Methodologies 
 
5.3.4 Evaluation of Results 
For evaluation purposes, we create the following three scenarios, with the hop 
count being 5, 8 and 10. The hop count measures how many nodes are needed to 
forward the packet from source to destination. The maximum allowed hop count 
affects the simulation results in that some routing protocols need more hops in order 
for packets to successfully arrive at their destination. In every scenario, we evaluate 
the performance of the four different methodologies; M-Dimension (Method I), M-
Dimension with K-Clique (Method II), PRoPHET and Simbet.  
The experiments are carried out for both datasets, the MIT and Infocom 06, and 
provide the two following metrics : 
1) Average Delivery Success Ratio: how many sent packets successfully arrive at 
their destination. 
2) Average End-To-End Delay: time taken to forward a packet from the source to 
the destination.  
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FIGURE 31 M-dimension Average End To End Delay 
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FIGURE 32 M-dimendions delivery success ratio 
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The previous graphs show the Average Delivery Success Ratio and the Average 
End-To-End Delay results for M-Dimension, Simbet and PRoPHET across both 
scenarios, given the hop count values of 5, 8 or 10. This means the very first 
simulation tests the performance of each protocol given that a maximum of 5 hops 
can be made from source to destination. The second recalculates based on a 
maximum of 8 hops, and the third a maximum of 10 hops. 
Overall, within a reasonable hop limit, the delivery time of M-Dimension is 
shorter than the others, which indicates good performance in terms of End-To-End 
delay. 
5.3.5 Sub Chapter Conclusions 
In conclusion, M-Dimension and M-Dimension with K-Clique outperformed the 
other two algorithms with both obtaining a very close performance. The major 
significance in using the K-Clique algorithm is in the pre-processing. By using the 
PCM methodology, we greatly decrease the dataset size, giving an overall faster 
result, while keeping the actual simulation timing very close to the original 
algorithm. 
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CHAPTER VI Parallel Programming for OSN 
 
6.1 Introduction 
On an average Facebook day, 300 million photos are uploaded, 2.5 billion 
content items are shared, and 500 terabytes of data are ingested. The question is how 
can security be provided to such huge numbers? 
In order to provide adequate defences in today’s social world, a high level alert is 
required on all fronts, which may come from viewing a web page, receiving a file or 
replying to a quote on Facebook.  
Having a centralized architecture able to provide a secure environment for this 
data does not only require extremely high computational power continually 
upgraded over time, but it also has negative effects on privacy issues, as people do 
not wish to share their personal information with a third party. Therefore, we 
provide examples of how efficient analysis is able to process enormous amounts of 
data, which is possible on commodity machines meaning computers which are not 
specifically meant for the sole purpose of security.  
In our experiments, we accomplished three high performance requiring tasks and 
make them both performance wise and seamless to the system by using a small 
portion of the available cores. Hence, we provided a very high level of security on a 
standard desktop machine, which is generally achieved through HPC and 
Supercomputing.  
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The following are the experiments we will execute: 
• Obtain Data from Twitter and provide filtering in real time. 
• Apply a Bloom Filter to static recorded data. 
• Run a high level image recognition software. 
The following is a diagram of the workflow with data acquired from Twitter. The 
data is first filtered into the Real Time Analysis Box without the data being stored. 
Only afterwards is data for static analysis, otherwise it is not required for the 
analysis.  
The Static Analysis is done upon the mirrored acquired data, which is saved on 
the file system. In a complete system, this data is then logged and a sentry 
application is put into place to alert the user of any activity. For the purpose of this 
research, we have only considered full analysis of the data, and not the alert system. 
While all three applications already have “sentry “ capabilities, these will not be 
discussed. 
The purpose of this experiment is to provide a high level computational 
environment which is generally only achieved through supercomputing. Thereby 
proving it is possible to enable deep analysis inspection on multiple levels without 
compromising the everyday activities of users.    
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FIGURE 33 Full processing scheme 
 
6.2 Twitter Real Time Stream Analysis  
Twitter is an extremely popular Social Network which offers a micro blogging 
service. Different from Facebook, users are allowed to input short messages known 
as tweets, with a limit of 140 characters. As of 2012, it had 500 million active users 
generating 350  million tweets a day. Unless specified , every Twitter user has a 
public profile, making this a very flexible platform for research.  
By continuously filtering and analysing twitter feeds, a user can protect his own 
world. The information gathered can be used in a number of ways, for example, to 
find whether or not a user is acting “good” or if he has anything “bad” planned. 
Through our simulation we prove it is possible to achieve two main objectives. The 
first objective, is to analyse the data quickly and efficiently, from acquisition 
through the online API, to the filtering itself in real time. Secondly we achieve 
another important factor; we are able to do this without having to save the data in a 
Twitter  Data 
Acquisition 
REAL TIME ANALYSIS 
Stream Real Time Filtering 
STATIC ANALYSIS 
Bloom 
Filtering 
Image 
Recognition 
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data store, hence we do not need to replicate online data on our client and then run a 
batch process. 
Data enters the system and is analysed as it goes through. We achieve our real 
time analysis using Stream Processing Language (SPL). Our client side application 
is connected to the Twitter API. The client is set on a throttle of 100 twitter feeds per 
second, meaning that 100 feeds are acquired every second and a conversion process 
is executed on each tweet. This data can then be provided to other applications,  or it 
is not required to. In our case, we decide to store the data for static analysis.  
The following graph represents this process of acquiring and converting the data 
in real time. The acquisition lasts 5 minutes, meaning that 30.000 feeds have been 
analysed. Our system is running on a dual core system. As can be seen, CPU 
resources are always highly available, even when this underlying real time 
processing is happening. The blue line symbolizes the CPU usage for user 
applications, and the red line indicates CPU used for strictly system processes. The 
green line is the idle CPU time. 
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FIGURE 34 Live Twitter feeds acquisition 
In the second experiment, we run a similar process, but this time, real time 
filtering is applied, hence we apply a more complex process. In this scenario, the 
client application continuously collects Twitter feeds, and during the collection, a 
filter is applied so certain predetermined words are filtered out of the stream. Next, 
in every 100 tweets, a word count is applied, and the most common words are 
counted and displayed on the screen. During this time, the following are the results: 
the CPU scores on average, 8.31 % utilization for user processes, 8.59% for system 
processes and the system is idle for 82.9% of the time. Following is the graph which 
resembles the behaviour over time. 
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FIGURE 35 Live filtering on Twitter stream 
This time, the CPU utilization is even lower because no file writing is required. 
Here we demonstrate that a user can monitor social data coming from thousands 
of feeds in real time without this becoming a burden on the system. This can greatly 
enhance security, as very limited resources are required and no data storage is 
required . 
6.3 Static Analysis with Bloom Filters 
This second experiment is done creating a dataset which would resemble static 
data from the live acquisition (experiment 1). Hence, an elements object of 
360.000 elements is created. This number resembles the number of tweets 
(30.000) with an average of 12 words. Hence during its processing, the bloom 
filter is able to find elements present and non-present in the dataset. Creating an 
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alarm service is out of the scope of this experiment, therefore we will only 
evaluate the performance on the system resources.  
The following graph shows the Bloom Filter in action. The green light 
indicates it is only running on one core. When active, it consumes 100% of the 
logic core resources, achieving a full bloom analysis in 15 seconds. Throughout 
the experiment, the over all resources (CPU usage) are always high. Once again 
this proves that a high level of analysis is achieved using a small amount of 
resources. 
 
FIGURE 36 Bloom filters CPU load 
 
 
 
 
0	  
20	  
40	  
60	  
80	  
100	  
120	  
1	   4	   7	   10	  13	  16	  19	  22	  25	  28	  31	  34	  37	  40	  43	  46	  49	  52	  55	  
CPU	  Usage	  
CPU	  Idle	  Time	  
Core	  Usage	  
 
 
170 
 
6.4 Image processing 
One of the most relevant forms of information found on social networks are 
images. Most users are subject to hundreds of photos every day, even though many 
do not look at them. Some only look at the photos they are interested in, and most of 
the time, important details are omitted. The human eye can easily loose focus or 
interest, therefore, crucial information may be lost. Hence, computer aided feature 
based machine learning frameworks can be used. These kinds of tools are novel and 
have become the subject of much research. Through a learning process, a computer 
can inevitably learn to understand what it is looking at. Figure 37 explains the 
process in which all images are catalogued during the learning process, from general 
to specialized. After the learning process, the software can distinguish items clearly, 
depending on the level of learning.  
 
 
FIGURE 37 Image learning process 
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This process takes an impressive amount of data and processing power, hence the 
system can easily become completely overwhelmed. 
 
FIGURE 38 Sample analysis 
In our experiment, we create a catalogue of 5000 pictures which are required 
to be catalogued. The photos are part of a satellite tile set. The software in this 
instance, can recognize and catalogue according to features such as 
vegetation, urban area, water features etc. The following are some examples. 
 
FIGURE 39 Sample images 
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     Our test system consisted of a quad core I7-2600 System running 
Windows 7 with 8 Gigabytes of RAM. The system provides for 4 physical cores, 
with 2 logic cores. 
We planned for 2 test scenarios. One test using the full system power, which 
obtains a very high parallelization, therefore achieving very low idle time on the 
total CPU. The result was 4 minutes and 45 seconds. The following graph 
shows the results.  
Each value on the x axis represents 5 seconds of system time. At time T = 
35, the catalogue was complete. The following is an index creation which is not 
highly parallelizable. During the catalogation, from T=0 to T=35, the system is 
highly parallel, and CPU time is used at almost 100% most of the time, meaning 
the resources are used efficiently. 
 
FIGURE 40 Image processing with  8 logic cores 
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This is an astonishing result, as our efforts in being able to do this seamlessly 
using unused resources, or as little as possible, means system resources can 
be used for other matters. Hence, we modify our scenario and only lock one of 
the logical CPUs to the process. The following shows that CPU usage is 
constant at 100% throughout the duration of the experiment. The results this 
time indicate the very high level of resources available, as shown in the 
following graph. This time, the catalogation took 19 minutes and 30 seconds. 
Because it is running the catalogue on a set of images, input can be a bottle 
neck, however because each CPU has 2 logic cores, when no input is provided, 
the CPU switches its logic core so the physical clocks can be used by other 
processes. 
 
FIGURE 41 Image processing with 1 logic core 
Hence, this experiment proves that continuous image processing can be 
made possible without losing resources for a user’s every day habitual use. 
0	  
20	  
40	  
60	  
80	  
100	  
120	  
1	   10
	  
19
	  
28
	  
37
	  
46
	  
55
	  
64
	  
73
	  
82
	  
91
	  
10
0	  
10
9	  
11
8	  
12
7	  
13
6	  
14
5	  
15
4	  
16
3	  
Total	  Cpu	  
CPU	  Usage	  
 
 
174 
 
6.5 Chapter conclusions	  
With these three experiments, we proved high level analysis can be achieved 
when true parallelism can be exploited and resources are efficiently partitioned. This 
means a high availability of resources are produced at the same time as providing a 
high level security and services beyond those that can be provided by a standard 
inspection application such as commercial antivirus software. Therefore, new 
services should exploit these functionalities and the full extent of parallel 
programing.  
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CHAPTER VII Thesis Conclusions 
As each chapter provided its own conclusion, this chapter will be a short 
overview. 
In Chapter 3, we evaluated new ways of analysing communities and in particular, 
we provided ways to enhance these communities with trust evaluation models. 
These have proven that steps in this direction should be taken in order to create more 
“human” communities and features which can be resembled to people, rather than 
simply to nodes. As a mechanical means of ensuring trust as normal security 
mechanisms do, trust cannot always be true in Online Social Networks. Furthermore 
in Chapter 4, we provided a way to use these community features to identify more 
realistic propagation theories which are not simply based on graph theories, as most 
propagation theories are.  
In Chapter five we provided ways to use these features, and improved some 
important services. Because of the high availability of this data and the high level of 
interoperability between different services, the information gathered can be applied 
in multiple ways and different enhancements can be created. These services are very 
important as they provide direct functionalities for users, hence, they provide 
important drivers for research. In Chapter six we provided examples of how this data 
can be easily handled by the end user for security purposes. As the security models 
for online social networks require high amounts of data to be analysed, which may 
not be correlated, information is required to be analysed by different means, means 
which are generally not offered to the public, such as super computers. To overcome 
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this, we have proven this very high level of analysis can be accomplished on 
commodity hardware without compromising the usability for the user. Hence, 
research should aim to provide the means to accomplish this high level of analysis in 
real time on the client side, in order to provide a strong and resilient network 
defence without compromising system resources. 
In conclusion, this research has proven the importance of social network in most 
aspects of a user’s life. The importance of web sites which provide high community 
services not only improve communication between people, as once the radio and 
television did, but they also provide new means for researchers to improve services 
and algorithms which are deemed to be replaced by more modern and more human 
versions.  
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CHAPTER VIII Future Work 
This research has provided many ways to explore new paths into my research 
interests. I believe that online social networks have yet to prove their importance, 
while currently they provide mostly entertainment. In the not too distant future, we 
will most definitely see them as even more important in our lives. Payments, social 
security, and identifications will in some way come together under these new 
technologies, making them official and legal entities. Hence, a great deal of research 
and time will be given in this direction as possibilities are infinite. 
To be more specific, my future endeavours will be directed at the problem of 
Sybil attacks and fraudulent behaviour. Through the study of users’ behaviour, an 
encryption similar to private key encryption can be created for each user, so any 
message or any transaction or action taken by the user will be required to go through 
a self-made verification with this private key. Therefore, if the action taken by the 
user is not something the user would do, an alarm will be triggered. It could be 
triggered by things like the style of writing, time or topic. 
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