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討  論
田辺：時間問隔が規則的でないのにこうしたベイズ手デルを使ってもあまりうまくいかないの
   ではたいか．
鎌倉：Norma1izeした3スプラインを用いているので良いと思います．
田辺：どのようなNorma1izeか．高さなのか．Vo1umeたのか．
鎌倉：この式で示される意味です（（7）式）．
尾形：積分形の分布関数でみるよりイソテソシィティーで見た方が意味があるのでないか．
鎌倉：そうした要求があるのであれば，それは簡単に計算できます．ここでは生存時間分布関
   数の滑らかだ推定値ということで議論を展開しました．
非定常モデルとエントロピー最大化
統計数理研究所北川源四郎
1．ま え が き
 エントロピー最大化原理によれば，モデルの良さはエントロピーによって評価する．しかし，
実際には，エントロピーは直接求めることができないので観測値から推定する必要がある．よ
く知られている様に，対数尤度はこのエントロピーの推定を目ざしたものと考えることができ
る．したがって，たとえば，ある船のモデルがいくつか考えられるとき，その船の実際の運動
の記録が得られると，尤度を求めることによってモデルの良し悪しが比較できる．しかし，こ
こに一つの問題が生じる．データの採録中に，海象や気象の変化や海流，変針の影響などによっ
て船体運動の様子が徐々にあるいは急激に変化することがある．この様た場合，固定されたモ
デルの良さは時間とともに変化しており，尤度はモデルの良さの平均的な値に対応しているに
すぎない．もし，各時刻におけるモデルの良さが何らかの形で評価できれば，それにもとづい
て，各時刻でモデル選択を行なうといったより細かい解析が行なえるようになるであろう．
 第2節では，時間とともに変化するエントロピーの様子をシミュレーションの結果を用いて
例示する．第3節では，時間とともに変化するエントロピーを推定するために，区分化尤度と
平滑化尤度を提案する．第4節では，これらを用いて非定常時系列の局所的モデル構成を行なっ
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 ここで，m＝／＝2，σ2＝τ2＝1とし，真のモデルの自己回帰係数が
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に従って変化するものと仮定する．これに対して6個の固定したモデル
             モデル1：     ろ1＝1，386   ろ2＝一．64
             モデル2：     ろ1＝ユ．132   ろ2＝一．64
             モデル3：   ろ1＝O．8   ろ2＝一．64 （5）
             モデル4：     ろF0．6    ろ2＝一．36
             モデル5：   ろ1：0．8485  ろ2＝一．36
             モデル6：     62＝1．0392  ろ2＝一．36
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を準備しておく．図1は時刻mが1から500まで変化するとき，各モデルのエントロピーB（g；
力）（～＝1，．．．，6）がどの様に変化するかを示したものである．個々のモデルに注目すると，ある
時刻ではOに近いが，多くの場合0から遠く離れていることがわかる．しかし，B（夏；力）（ゴ＝
1，．．．，6）の各時刻mでの最大値を結んでいくと0に近い値が常に得られることが分かる．これ
は，時間とともに変化していく系に対しても複数個のモデルを用意しておき，適当に切り換え
ることができれば，全体としてはかたり良いモデルが得られる可能性があることを示している．
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 3．エントロピーの局所的推定
 前節で示した可能性の実現において問題とたるのは，どのようにして最適たモデルを選択す
るかということである．エントロピー最大化原理に従がえば，各時刻におけるエントロピー，あ
るいは平均対数尤度別。g力（X，、）が何らかの方法で推定できればよい．ただし，真の構造が
時々刻々と変化する場合には，石1og九（X、，）の偏りのたい推定値を与える観測値はκ、だけし
かないことになる．図2には，ゴ＝3として亙1ogム（X、）と1ogム（κ、）（m：1，．．．，500）の値が
示してある．1Ogム（κ手、）の値は大きな変動を示し，そのままでは全く役に立たたい事がわかる．
同時に，1ogハ（κ，三）の変動のしかたが亙1ogム（X、、）の大小を反映しており適当な方法によって，
ある程度推定できることを示している．ここでは，区分化と局所化（平滑化）の二つの方法を
示す．
 3．1．区分化による推定
 時間軸を〃個ずつの小区間に分割し，各小区間上では亙10g九（X，，）は一定と仮定する．この
とき
                  1 M（6）        〃ヨ1・9ル出）
が々十1番目の区問上での石1og力（X，、）の推定値を与える．区間長Mを短かくすると真のモ
デルの変化によく追従する様にたるが，推定の安定性は悪くなる．したがって，この区分化の
方法においては，適当なMの選定が成功の鍵となる．以下では，（6）によって推定されたもの
を区分化対数尤度と呼ぶことにする．
 3．2．平滑化による推定
 石1og力（X，、）が時問的に滑らかに変化すると仮定できる場合には次の様な平滑化が有効な
手段になると思われる．まず各1og力（κフ、）が。、、λ子十。onst．の形をしていることがわかる．ツア，＝
c，、κぞについて，zm＝2■1（ツ。。．1＋ツ。。）とし，オm＝1ogz。十ソ（レはEu1er定数）なる変数を考える
とオmは
                   五（才m）＝1090m （7）
                  Var（才m）＝π／6
を満たす確率変数とたる．この性質を利用して次の様た平滑化のためのモデルを導入してみる．
                  〃力。＝0m （8）
                    fm＝力m＋〃m
ただし，后＝1又は2，vm～N（O，τ2）である．ここで，〃mを（7）で示した平均，分散を持っ正
規分布と見なすと，カルマンフィノレタと固定区間平滑器によって力m＝1ogCmの推定値力mを求
めることができる。〃棚が密度関数力（〃）＝exp／〃一em｝に従かう確率変数であることを利用し
て非ガウスフィルターを適用することも考えられるが，ここでは省略する．ともかく，力m＝1og
Cmの推定値が得られるとexp｛ガ号）十ConSt．によって亙1og力（κ”）の推定値が得られる．これを
平滑化対数尤度と呼ぶことにする．
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 例
 図3および4は前節の例のモデル3の区分化対数尤度（M＝50），平滑化対数尤度（τ2＝5×
10－4）を示したものである．区分化あるいは平滑化の操作によって真の平均対数尤度がかなり
良く推定できていることがわかる．
 4．局所的モデル構成とモデルの階層の深化
 区分化，平滑化の方法によって，時間とともに確率構造自体が変化する現象に対して，各時
刻におけるモデルの良さをある程度評価できることがわかった．これらの局所的に求められた
尤度を用いれば各時刻において，それぞれ最適たモデルを選択できることにたる．ここでは，こ
の様なモデルの構成のしかたを局所的モデル構成と呼ぶことにする．図5は平滑化尤度によっ
て，6つのモデノレ間の選択を行なった一例である．少くともこの場合には，エントロピー最大化
の目標はほぼ達成されていることがわかる．
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   択されたモデルの平均対数尤度をあらわす．
 例
適応的制御
 典型的な情況に対応するいくつかのモデルとそれに対応する最適制御系を準備しておけば，
局所的モデル構成の方法により，制御環境の変化にある程度適応できる制御システムを構成で
きる．
 以上，非定常な場合にも，局所的モデル構成の方法により既存のモデル族から，非定常なモ
デルが構成できることを示した．このモデルは（平均対数尤度の変化に関するモデル（8）は除い
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て）非定常性に関しては構造を仮定しない“記述的な”モデノレとなっている．他方，非定常性
（あるいは，確率構造の変化のしかた）に何らかの構造を仮定してモデルを構成する方法がある．
しかし，両者は相反するものではない．構造を仮定するモデルは非定常性の程度を規定するパ
ラメータを持っている．通常このパラメータは時問的に一定（定常）と仮定されているが，こ
の仮定も必ずしも満足できるものではたい．したがって，より一段上での非定常性が問題となっ
てくるがこの場合にも局所化によるモデル構成の方法は有効である．この方法は，モデルの階
層を一段上げる実用的な方法であると同時に，次のレベルでのモデルの開発を促す契機とたる
ものと思われる．
 例
季節調整モデル
            y，、ニオ，、十∫，、十〃，王，     〃，、～N（O，σ2）
ただし，ア，王はトレンド成分，∫，ヱは季節成分でそれぞれ次のモデルに従う．
            ど，エ＝～，正一1＋m，、，    mア、～N（O，τ言）
            ∫，正二∫ア、＿1＋o，王，      v，、～ノV（O，τξ）
 例
時変係数ARモデル
              η     1        一．M／（ ’2、            ツη＝ムα｛〃yη一｛下〃η，     〃η  川、U，U ノ
              ｛＝工
ただし，α、，三は時変AR係数で次のモデルに従かう．
          〃の，、＝of，、，     ω、、～N（O，τ2）
 例
信号抽出モデル
            ツ，王ニプ手玉十∫，、十〃，王，       〃，三～〈r（O，σ2）
ただし，フ’，ヱは定常雑音，∫，、は信号でそれぞれ次のモデルに従かう．
            プ，、＝Σ〃，正一汁m，、，  m，、～N（O，τ手）
              ｛』ユ
               ’            ∫，三二Σか∫，、＿i＋oア三，    o，、～N（O，τξ）
              ｛＝1
 以上の例において，o2やτ2は定数と仮定されることが多いが局所的モデル構成の方法によ
り時問的に変化する関数としてとらえることができる．
 討  論
赤池1この方法は，モデル選択だけでなく，ベイズモデルの構成にも使えるのではないか？
答：たしかにその通りだが，事前分布の選び方の問題もあるので，ここでは一番単純たモテ
   ル選択の形の問題だけを考えた．
大江：地球回転や地殻変動などがどこで変ったかを見つけることに必死にたっている．この方
   法はこの問題に適用できると思う．ただし，細分化しすぎると，それに振り回されるの
   で，それを何とかする基準が必要だと思っている．
答：区分化する方法だと基本的なスパンの長さのとり方が重要にたってくる．その点，平滑
   化する方は変化した点を自動的にさがせるので良いのではないかと思う．
