By using an accelerated algorithm of Romik's dynamical system, we define a new continued fraction algorithm called odd-odd continued fraction, whose principal convergents are rational numbers of odd denominators and odd numerators. Among others, it is proved that all the best approximating rationals of odd denominators and odd numerators of an irrational number are given by the principal convergents of the odd-odd continued fraction algorithm and vice versa.
Introduction
An important property of the regular continued fraction algorithm is that it gives us the best approximating rational numbers of a given real number. The regular continued fraction (RCF) algorithm can be attained by an acceleration of the Farey map defined by
Let n(x) be the first return time to [ 1 2 , 1] defined by n(x) = min j ≥ 0 : F j (x) ∈ 1 2 , 1 . The regular continued fraction map or the Gauss map is obtained by G(0) = 0, and G(x) = F n(x)+1 (x), for all x ∈ (0, 1] Equivalently, we have the following continued fraction map G(0) = 0, and G(x) = 1 x , for all x ∈ (0, 1], that is the left shift map of the continued fraction expansions. We note that the first return time n(x) is exactly the first partial quotient of the RCF expansion of x.
Schweiger investigated the continued fraction with even partial quotients which we call the even integer continued fraction (EICF) in [15, 16] . The EICF expansion of x ∈ R is of the form
where b 0 ∈ 2Z, b i ∈ 2N for i ≥ 1 and η i ∈ {−1, +1}. The left shift map of EICF expansions is the EICF map T EICF on the unit interval [0, 1] defined by T EICF (0) = 0, and T EICF (x) =
for all k ∈ N.
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Note that an invariant measure of T EICF is dx 1−x 2 . Similar to RCF, for the principal convergents p E n /q E n of EICF, the following matrix relation holds (see Lemma 3.1 for the details):
(1.1) a 0 ε 1 1 0 a 1 ε 1 1 0 · · · a n ε n 1 0 = q n ε n q n−1 p n ε n p n−1 .
The group SL 2 (R) acts on the extended complex planeĈ = C ∪ {∞} as Möbius transformations defined by
The EICF has a connection with an index 3 subgroup Θ of SL 2 (Z) defined by
Kraaikamp-Lopes and Boca-Merriman explored relations between EICF and geodesics on Θ\H (see [12] and [4] ). Since Θ\H has two cusps corresponding to ∞ and 1, we classify rationals into two classes by the orbits of the cusps. We call a rational in the orbit Θ.∞ an ∞-rational and a rational in the orbit Θ.1 a 1-rational.
Since each matrix in (1.1) belongs to Θ, we can easy to conclude that each EICF principal convergent p E n /q E n is an ∞-rational. In this paper, we will find a continued fraction which has 1-rational principal convergents.
As we obtain the Gauss map by accelerating the Farey map, we can obtain T EICF by accelerating the Romik map. In [14] , Romik introduced a dynamical system on the unit interval [0, 1] as follows
Note that the Farey map sends all rational points in [0, 1] to 0 after iterations, i.e., F n (x) = 0 for some n ≥ 0 if and only if x is rational in [0, 1]. In contrary, the Romik map has two neutral fixed points and we have R n (x) = 0 for some n ≥ 0 ⇐⇒ x is an ∞-rational and R n (x) = 1 for some n ≥ 0 ⇐⇒ x is a 1-rational.
Some number theoretical properties of the Romik map were shown in [5] . See also [6] .
The EICF map is the acceleration of R to return to E := [ 1 3 , 1]. In fact, we have
Instead of E, we choose a neighborhood E ′ = [0, 1 2 ] of 0 which is corresponding to a cusp ∞ of Θ\H. Then by the acceleration of the Romik dynamical system to return to E ′ , we induce the odd-odd continued fraction
We organize our paper as follows. In Section 2, we give definitions and properties of the OOCF map T OOCF .
In Section 3, we study the principal convergents of the OOCF algorithms. In Section 4, we prove that all the best approximating 1-rationals are obtained by the principal convergents of the OOCF algorithm and vice versa. Finally, in Section 5, we describe relations between the expansions of OOCF and the expansions of RCF.
The odd-odd continued fraction map
Romik originally introduced the Romik dynamical system R as a dynamical system on a quadrant Q to investigate an algorithm generating the Pythagorean triples by multiplying matrices (see [3] and also [1] , [2] , [8] , [7] ). More precisely, the Romik map R on Q = {(x, y) :
Let us define D : (0, 1) → Q andD : (0, 1) → Q by
The maps D andD are the inverses of the stereographic projections through (−1, 0) and (0, −1), respectively. Then the Romik map R as in (1.2) is a conjugation of R such that
See Theorem 4 in [14] for more details.
Let us consider the first return time
The odd-odd continued fraction map T OOCF from [0, 1] to itself is defined by the following acceleration
By simple calculation, we have
for all k ≥ 1.
Evidently, the map T OOCF has a neutral fixed point at 0.
. We note that f = f −1 . As in Figure 1 , D(E) = (x, y) ∈ Q : 0 < x < 4 5 = D(E ′ ). Since the conditions R j (f −1 (t)) ∈ E and R j (t) ∈ E ′ are equivalent to R jD (t) ∈ D(E) =D(E ′ ) by (2.1), we can show that n E (f −1 (t)) and n E ′ (t) are the same. Thus, T OOCF is conjugate to T EICF since
The above arguments are summarized as the following theorem.
To calculate an invariant measure, let y = f (x).
Hence, we have the absolutely continuous invariant measure as follows: Using the above map T OOCF , we can induce an OOCF expansion of x ∈ (0, 1). For the convenience, let T := T OOCF . Denote
, (2.4) and, for x ∈ ( 2k−1 2k+1 , k k+1 ),
Hence, we have the OOCF expansion of any
where a n ∈ N; and ε n ∈ {1, −1} for a n ≥ 2 and ε n = 1 for a n = 1. For simplicity, we denote the OOCF expansion of x by x = [[(a 1 , ε 1 ), (a 2 , ε 2 ), · · · , (a n , ε n ), · · · ]]. We call (a n , ε n ) the n-th digit of x in its OOCF expansion.
While for x ∈ n≥0 T −n (U ∪ V ∪ {0}), the situation is more complicated. First, note that for any x ∈ U, T (x) = 1 and if x = 2k−1 2k+1 , we have
.
Further, for x ∈ [0, 1] such that T N (x) ∈ U, for some N ≥ 1, we can apply the iteration (2.4) or (2.5) N times, and then write 1 − T N (x) in two different ways. Therefore, any x ∈ n≥0 T −n U has two finite OOCF expansions which differ at the last digit. If x = 0, then T (0) = 0 and we have
Thus 0 has a unique infinite OOCF expansion:
For x ∈ V, T (x) = 0 and if x = k k+1 , we have
. Similarly, any x ∈ n≥0 T −n V has two infinite OOCF expansions.
Convergents of the odd-odd continued fraction algorithm
In this section, we consider three forms of truncated continued fractions which give us three types of convergents. We investigate basic properties of such convergents and give geometrical interpretations of the hyperbolic plane.
For n ≥ 1, the n-th principal convergent of OOCF is defined by
, (a 2 , ε 2 ), · · · , (a n , ε n )]] = 1 − 1
We denote
and call them the n-th sub-convergent and n-th pseudo-convergent, respectively. To study the convergents of a continued fraction, we have the following general lemma by induction (see [11, p. 3] for details).
Lemma 3.1. Let us consider a general continued fraction of the form
where a n , b n are integers. Let r n /s n be the finite continued fraction of the form
Then the following matrix relation holds:
Consequently, we have the following recursive formulas:
where r −1 = 1, s −1 = 0, r 0 = a 0 and s 0 = 1.
Applying Lemma 3.1, we have recursive relations of three types of convergents.
Lemma 3.2. Let p ′ 0 = 1, q ′ 0 = 0, p 0 = 1 and q 0 = 1. We have the following recursive formulas:
and p n = 2p ′ n + ε n p n−1 q n = 2q ′ n + ε n q n−1 for n ≥ 1.
By the above recursive formulas, we further have
The recursive formulas for the principle convergents are given by the following lemma.
where p −1 /q −1 = −1/1, p 0 /q 0 = 1/1 and ε 0 = 1.
Proof. By Lemma 3.2, p n = p ′ n + p ′′ n = 2(a n p n−1 − p ′ n−1 ) + ε n p n−1 = (2a n + ε n − 1)p n−1 + (p n−1 − 2p ′ n−1 ).
Since p n−1 − 2p ′ n−1 = ε n−1 p n−2 , we arrive at the conclusion. 
Let ℓ be the vertical line whose endpoints are 0 and ∞. We denote the union of the images of ℓ under all γ ∈ SL 2 (Z) by G and call it the Farey graph (see Figure 3 ). The Farey graph G is a graph on H ∪ R ∞ and the vertices in R ∞ are all rationals. Recall that the group SL 2 (R) acts on H as Möbius transformations
Since γ(∞) = a/c and γ(0) = b/d, two rationals a/b and c/d are adjacent to each other in G if and only if
Thus, we can find a corresponding path to x on G starting from ⌊x⌋, passing through all p R n /q R n consecutively and converging to x.
Ford circles are horocycles of H whose base points are rational or ∞. Denote by C a/b the horocycle based at a/b whose Euclidean radius is (2b 2 ) −1 and C ∞ as the line y = 1 (see Figure 4 ). The collection of Ford circles is a dual of Farey graph in the sense that two Ford circles are tangent to each other if and only if their base points are adjacent to each other in the Farey graph. Short and Walker [17] examined a similar relation between EICF and a subtree of the Farey graph and the Ford circles. The Farey tree F is defined as the union of the images of ℓ under γ ∈ Θ. The shaded lines in Figure 3 represent the Farey tree. Every vertex of F on R ∞ is in the orbit of ∞ under Θ and its numerator and denominator have different parity. Other rationals have odd numerators and odd denominators.
We will see that each OOCF corresponds to a path on G − F . From now on, let
be the OOCF expansion of x ∈ (0, 1). The following lemma is on relations of the three distinct convergents of OOCF.
Lemma 3.4. Each p n−1 /q n−1 (and also each p n /q n ) is adjacent to p ′ n /q ′ n and p ′′ n /q ′′ n in Farey graph. Moreover, p ′ n /q ′ n and p ′′ n /q ′′ n are adjacent to each other.
Proof. Recall that p ′ 0 /q ′ 0 = 0/1, p ′′ 0 /q ′′ 0 = 1/0 and p 0 /q 0 = 1/1. We have 
A (an,εn) = 1 −1 1 0 1 a n 0 1 0 ε n 1 1 = a n − 1 a n + ε n − 1 a n a n + ε n .
Then
By Lemma 3.2, p ′ n = (a n − 1)p ′ n−1 + a n p ′′ n−1 and p ′′ n = (a n − 1 + ε n )p ′ n−1 + (a n + ε n )p ′′ n−1 , q ′ n = (a n − 1)q ′ n−1 + a n q ′′ n−1 and q ′′ n = (a n − 1 + ε n )q ′ n−1 + (a n + ε n )q ′′ n−1 . Thus we have
Since | det(A (an,εn) )| = | − ε n | = 1, the matrix A (an,εn) acting as the linear fractional map or the anti-linear fractional map preserves adjacency in the Farey graph.
Example 3.5. Let x be in the subinterval [3/7, 1/2] which is the blue segment in Figure 5 and Figure 6 .
The principal convergents and sub-convergents of x are
The corresponding path of the OOCF expansion of x is the branch starting from ∞, going down to 1 and then going along with the arcs connecting p ′ n /q ′ n and p n /q n , then the arcs connecting p n /q n and p ′ n+1 /q ′ n+1 repeatedly. In Figure 5 , the red arrows follow the convergents p n−1 /q n−1 → p ′ n /q ′ n → p n /q n → · · · . From the duality between Farey graph and Ford circles, there are Ford circles tangent to each other when their Figure 6 . The Ford circles numbered from 1 to 5 are Ford circles based at principal convergents and sub-convergents of x consecutively.
base points are p ′ n /q ′ n , p n /q n or p n /q n , p ′ n+1 /q ′ n+1 . The Ford circles numbered from 1 to 5 in Figure 6 are the first five Ford circles corresponding to the OOCF expansion of x.
For each OOCF digit (a, ε), we partition [0, 1] into the subintervals B(a, ε) defined by
Note that the set of endpoints of B(a, ε) is U ∪ V as in (2.3). The first OOCF digit of x ∈ B(a, ε) is (a, ε) and the restriction of T OOCF to B(a, ε) is monotone (see Figure 2 ). We denote the inverse of T OOCF | B(a,ε)
by f (a,ε) , then by calculation, we have
Lemma 3.6. For all x ∈ (0, 1), x is between p n /q n and p ′′ n /q ′′ n .
Proof. By (2.6), we deduce that 1 − T n−1 OOCF (x) is between 1 an+(εn/2) and 1 an+εn . Let g = f (a1,ε1) • · · ·• f (an,εn) . Since g is monotone, g does not change the relative positions of points. Thus g(1 − T n−1 OOCF (x)) = x is between g( 1 an+(εn/2) ) = p n /q n and g( 1 an+εn ) = p ′′ n /q ′′ n . x is between p n /q n and p ′′ n /q ′′ n .
By (3.2), it is easy to check that either A (an,εn) or 0 1 1 0 A (an,εn) belongs to the Θ-group according to det(A (an,εn) ). With (3.3) we obtain the following theorem.
Theorem 3.7. All principal convergents p n /q n are 1-rationals. Moreover, all sub-convergents p ′ n /q ′ n and all pseudo-convergents p ′′ n /q ′′ n are ∞-rationals.
Now, we will discuss the relative positions of the different convergents. We define the n-th complete quotient by ζ n = T n−1 OOCF (x), i.e.,
. . .
.
We can show inductively,
By (3.1), we have    p ′′ n−1 = 1 2 (p n−1 + ε n−1 p n−2 ), p ′ n−1 = 1 2 (p n−1 − ε n−1 p n−2 ). and    q ′′ n−1 = 1 2 (q n−1 + ε n−1 q n−2 ), q ′ n−1 = 1 2 (q n−1 − ε n−1 q n−2 ). Thus, x = p n−1 (1 + ζ n ) + ε n−1 p n−2 (1 − ζ n ) q n−1 (1 + ζ n ) + ε n−1 q n−2 (1 − ζ n ) and ζ n = − (q n−1 x − p n−1 ) + ε n−1 (q n−2 x − p n−2 ) (q n−1 x − p n−1 ) − ε n−1 (q n−2 x − p n−2 ) .
With the above preparations, we can now show the following lemma.
Lemma 3.8. The following statements hold.
(1) The n-th principal convergent p n /q n is between p ′ n /q ′ n and p ′′ n /q ′′ n . (2) The (n − 1)-th principal convergent p n−1 /q n−1 is not between p ′ n /q ′ n and p ′′ n /q ′′ n . (3) The three distinct convergets p n /q n , p ′ n /q ′ n and p ′′ n /q ′′ n are in the half closed interval I n−1 of p n−1 /q n−1 and p ′′ n−1 /q ′′ n−1 which contains p ′′ n−1 /q ′′ n−1 but does not contain p n−1 /q n−1 .
Proof.
(1) By Lemma 3.2, p n = p ′ n + p ′′ n and q n = q ′ n + q ′′ n . Hence, p n /q n is between p ′ n /q ′ n and p ′′ n /q ′′ n . (2) On the Farey graph, there are only two triangles which share the arc connecting p ′ n /q ′ n and p ′′ n /q ′′ n . By Lemma 3.4, the other end points of the two triangles are p n−1 /q n−1 and p n /q n . By (1), p n−1 /q n−1 can not be between p ′ n /q ′ n and p ′′ n /q ′′ n since two ideal triangles of the Farey graph do not overlap each other. (3) By Lemma 3.2, we have    p ′ n = (a n − 1)p n−1 + p ′′ n−1 , q ′ n = (a n − 1)q n−1 + q ′′ n−1 , and    p ′′ n = (a n − 1 + ε n )p n−1 + p ′′ n−1 , q ′′ n = (a n − 1 + ε n )q n−1 + q ′′ n−1 .
Since a n − 1 ≥ 0 and a n + ε n − 1 ≥ 0, both p ′ n /q ′ n and p ′′ n /q ′′ n are in I n−1 . By (1), p n /q n is also in I n−1 .
Theorem 3.9. The infinite OOCF expansions converge.
Proof. Let x be a number whose OOCF expansion is infinite. By Lemma 3.8 (3), the intervals [p n /q n , p ′′ n /q ′′ n ] are shrinking. Thus by Lemma 3.6,
Lemma 3.10. The denominators of principal convergents are increasing.
Proof. Since 2a n+1 + ε n+1 ≥ 3, we have q n+1 = (2a n+1 + ε n+1 − 1)q n + ε n q n−1 > q n + (q n − q n−1 ).
Since q 0 − q −1 = 1 > 0, inductively, q n is increasing.
As discussed in Section 2, any non-zero rational has exactly two OOCF expansions. For example, the 1-rational 1/3 has such two finite OOCF expansions:
For the ∞-rational 2/3, there are two infinite OOCF expansions:
In general, we have the following theorem.
Theorem 3.11. The following properties hold.
(1) Any finite OOCF is a 1-rational.
(2) Each 1-rational has exactly two finite OOCF expansions which differ only in the last digit.
(3) Any non-zero ∞-rational has exactly two infinite OOCF expansions ending with (2, −1) ∞ . (4) An eventually periodic OOCF expansion converges to an ∞-rational or a quadratic irrational. (2) and (3): For an irreducible rational m/n, the denominator of T OOCF (m/n) is strictly less than n. Note that the continued fraction map T OOCF sends a 1-rational to a 1-rational and an ∞-rational to an ∞-rational.
Thus if m/n is a 1-rational, then T N OOCF (m/n) = 1 for some N . Note that
Thus, by the discussion in Section 2, m/n has exactly two finite OOCF expansions which differ only at last digit.
If m/n is a non-zero ∞-rational, then T N OOCF (m/n) = 0 for some N ≥ 1. Since the OOCF expansion of 0 is [[(2, −1) ∞ ]], the OOCF expansion of x ends with (2, −1) ∞ . Similar to the case of 1-rational, note that
Then by the discussion in Section 2, m/n has exactly two infinite OOCF expansions ending with (2, −1) ∞ .
(4): If x has an eventually periodic OOCF, then there exist i and j such that ζ i+1 = ζ j+1 By (3.6),
Thus we have
The first case corresponds to the case that x is an ∞-rational and ζ i+1 = 0. While the second case implies
which means x is a quadratic irrational (remark that q ′ i q ′′ j − q ′ j q ′′ i = 0). (5): Let x be a quadratic irrational between 0 and 1 such that a 1 x 2 + b 1 x + c 1 = 0. By (3.6), we have
(3.7)
By Lemma 3.6 and the fact that p i /q i is between
There are |α| < 1 and |β| < such that
We derive the following expressions by plugging (3.9) in (3.7):
is also bounded. Thus the sequence of the complete quotients {ζ i } has only finitely many values. It means that ζ n = ζ m for some m and n. Therefore, the OOCF expansion of x is eventually periodic. The dashed circles are the horocycles based at x tangent to C p/q and C a/b .
By the discussion in Section 2, every irrational has a unique infinite OOCF expansion.
Remark 3.12. From the proof of the point (4) of the Theorem 3.11, we see that if x is an ∞-rational, then its OOCF ends with (2, −1) ∞ and thus there exists n 0 ≥ 0 such that ζ n+1 = 0 for all n ≥ n 0 . Hence, by (3.6), we have x = p ′′ n /q ′′ n for all n ≥ n 0 .
Best 1-rational approximation
Short and Walker defined "the best ∞-rational approximations" and showed that the EICF gives "the best ∞-rational approximations". For x ∈ Q, p/q is a best ∞-rational approximation of x if |qx − p| ≤ |bx − a| for each ∞-rational a/b such that b ≤ q and a/b = p/q (see [17] for more details). Similarly, we prove that the OOCF gives "the best 1-rational approximations". Proof. Let R a/b (x) be the Euclidean radius of the horocycle based at x which is externally tangent to C a/b .
We can check that R a/b (x) := 1 2 |bx − a| 2 . Let x be an irrational number and p/q be an OOCF convergent of x. Fix a 1-rational a/b such that 1 ≤ b ≤ q. By Lemma 3.4, Lemma 3.6 and Theorem 3.7, there is an ∞-rational r which is adjacent to p/q and x is between p/q and r. The radius R p/q (x) is at most the radius of C r . Since the radius of C a/b is at least the radius of C p/q , the 1-rational a/b is outside of the inverval [p/q, r] (as shown in Figure 7 ). Thus Conversely, let us assume that a/b is a 1-rational which is not a principal convergent of the OOCF expansion of x. There are consecutive principal convergents p n /q n and p n+1 /q n+1 such that q n ≤ b < q n+1 .
Both are adjacent to p ′ n+1 /q ′ n+1 and p ′′ n+1 /q ′′ n+1 in the Farey graph, i.e., C pn/qn and C pn+1/qn+1 are tangent to C p ′ n+1 /q ′ n+1 and C p ′′ n+1 /q ′′ n+1 . Since the radius of C a/b is larger than the radius of C pn+1/qn+1 , a/b is not between p ′ n+1 /q ′ n+1 and p ′′ n+1 /q ′′ n+1 . Without loss of generality, we assume that p n /q n < p ′ n+1 /q ′ n+1 < p ′′ n+1 /q ′′ n+1 (see Figure 8 ). 
The last case is of a/b ∈ (p n /q n , p ′ n+1 /q ′ n+1 ). Let us consider a horocycle C based at x which is tangent to C a/b . (The thick deshed arc in Figure 8 represents a part of C.) The circle C intersects C pn/qn since the tangent point of C and C a/b is an interior point of the shape bounded by C pn/qn , C p ′ n+1 /q ′ n+1 and the real line. Thus, for all the cases, R a/b (x) > R pn/qn (x), i.e., a/b is not a 1-rational best approximation. Now, we discuss the relation between the OOCF convergents of a number x and the EICF convergents of 1 − x. We denote by p E n (x)/q E n (x) an EICF convergent of x. Observe that if p E n (x)/q E n (x) is of type even/odd, then 1 − p E n (x)/q E n (x) is 1-rational. If p E n (x)/q E n (x) is of type odd/even, then 1 − p E n (x)/q E n (x) is still of type odd/even. Proof. For each n ≥ 0, denote P n /Q n :
. For any 1-rational c/d such that 1 ≤ d ≤ Q n and c/d = P n /Q n , we have d−c d = 1 − c d is ∞-rational and
which means that P n /Q n is a best 1-rational approximation of x.
approximation of the first kind is a form of
for 1 ≤ j ≤ a n and for n ≥ 1 (see [10, Section 6] and [13, p.36] for the details). The rationals are called the intermediate convergents. Kraaikamp and Lopes showed that the convergents of EICF are intermediate convergents of RCF (see [12] for the proof). We show that the OOCF principal convergents are also intermediate convergents of RCF. Now we denote an RCF expansion by
For (a, ε) ∈ A OOCF , let f (a,ε) be as in (3.5) . The following lemma tells us how the peicewise inverses of OOCF acts on RCF expansions.
Then, the RCF expansion of f (a,ε) (x) is as follows:
Proof. Proof. Let x = [d 1 , d 2 , · · · ] = [[(a 1 , ε 1 ), (a 2 , ε 2 ), · · · ]]. Note that x = f (a1,ε1) • f (a2,ε2) • · · · • f (a k ,ε k ) ([[(a k+1 , ε k+1 ), · · · ]]) and p k q k = f (a1,ε1) • f (a2,ε2) • · · · • f (a k ,ε k ) (1).
By Lemma 5.1, x and p k /q k have the same prefix in their RCF expansions, except for the last digit of p k /q k . Thus, p k /q k is an intermediate convergent of x.
We use the following notations:    x = [0; d 1 , · · · , d n , α] if G n (x) = α, x = [[(a 1 , ε 1 ), (a 2 , ε 2 ), · · · , (a n , ε n ), γ]] if T n OOCF (x) = γ. Note that where γ = [0; d 1 − 2, G(x)] = R(x). Thus, by induction, we complete the proof.
Since p R n /q R n is a best approximation, if p R n /q R n is a 1-rational, then p R n /q R n is a 1-rational best approximation, thus, p R n /q R n is an OOCF convergent by Theorem 4.2. Now we check when an intermediate convergent is an OOCF convergent. Keita [9] proved the following propostion.
Proposition 5.4 (Proposition 1.2 in [9] ). We have q R n,0 = q R n−2 < q R n−1 ≤ q R n,1 < · · · < q R n,dn = q R n , |q R n,dn x − p R n,dn | = |q R n x − p R n | < |q R n−1 x − p R n−1 | ≤ |q R n,dn−1 x − p R n,dn−1 | < · · · < |q R n,0 x − p R n,0 | = |q R n−2 x − p R n−2 |.
By the above proposition and Theorem 5.2, if p R n−1 /q R n−1 is a 1-rational, then p R n,j /q R n,j is not an OOCF principal convergent for any 1 ≤ j < d n . If p R n−1 /q R n−1 is an ∞-rational and p R n,j /q R n,j is a 1-rational, then p R n,j /q R n,j is an OOCF principal convergent.
