Motivation: With an overwhelming amount of textual information in molecular biology and biomedicine, there is a need for effective and efficient literature mining and knowledge discovery that can help biologists to gather and make use of the knowledge encoded in text documents. In order to make organized and structured information available, automatically recognizing biomedical entity names becomes critical and is important for information retrieval, information extraction and automated knowledge acquisition. Results: In this paper, we present a named entity recognition system in the biomedical domain, called PowerBioNE. In order to deal with the special phenomena of naming conventions in the biomedical domain, we propose various evidential features: 1) word formation pattern; 2) morphological pattern, such as prefix and suffix; 3) part-of-speech (POS); 4) head noun trigger; 5) special verb trigger; and 6) name alias feature. All the features are integrated effectively and efficiently through a Hidden Markov Model (HMM) and a HMM-based named entity recognizer. In addition, a k-NN algorithm is proposed to resolve the data sparseness problem in our system. Finally, we present a pattern-based post-processing to automatically extract rules from the training data to deal with the cascaded entity name phenomenon. From our best knowledge, PowerBioNE is the first system which deals with the cascaded entity name phenomenon. Evaluation shows that our system achieves the F-measure of 66.6 and 62.2 on the 23 classes of GENIA V3.0 and V1.1 respectively. In particular, our system achieves the F-measure of 75.8 on the "protein" class of GENIA V3.0. For comparison, our system outperforms the best published result by 7.8 on GENIA V1.1, without help of any dictionaries. It also shows that our HMM and the k-NN algorithm outperform other models, such as back-off HMM, linear interpolated HMM, SVM, C4.5, C4.5 rules and RIPPER, by effectively capturing the local context dependency and resolving the data sparseness problem. Moreover, evaluation on GENIA V3.0 shows that
INTRODUCTION
With an overwhelming amount of textual information in molecular biology and biomedicine, there is a need for effective and efficient literature mining and knowledge discovery that can help biologists to gather and make use of the knowledge encoded in text documents. In order to make organized and structured information available, automatically recognizing biomedical entity names becomes critical and is important for information retrieval, information extraction and automated knowledge acquisition.
Such technique, called named entity recognition, has been well developed in the Information Extraction literature (MUC-6; MUC-7). In MUC, the task of named entity recognition is to recognize the names of persons, locations, organizations, etc. in the newswire domain. In the biomedical domain, we care about entities like gene, protein, virus, etc. In recent years, many explorations have been done to port existing named entity recognition systems into the biomedical domain (Proux et al 1998; Nobata et al 1999 and Collier et al 2000; Gaizauskas et al 2000; Fukuda et al 1998; Kazama et al 2002; Takeuchi et al 2002; Lee et al 2003) . However, few of them achieve satisfactory performance. Named entity recognition in the biomedical domain remains a challenging task. This may be due to the special naming conventions of entity names in the biomedical domain, compared with those in the newswire domain, as follows:
• Descriptive Naming Convention: Many biomedical entity names are descriptive, e.g. "normal thymic epithelial cells". Such phenomenon highlights the difficulty for identifying the left boundaries of biomedical entity names. Moreover, some biomedical entity names are very long, e.g. "47 kDa sterol regulatory element binding factor". In GENIA V3.0 , we find that 18.6% of biomedical entity names consist of at least 4 words, as shown in Figure 1 . • Conjunction and Disjunction: Two or more biomedical entity names may share one head noun by using conjunction or disjunction construction. For example, "91 and 84 kDa proteins" consists of two entity names: "91 kDa proteins" and "84 kDa proteins". In GENIA V3.0, we find that 2.06% of biomedical entity names have such construction.
• Non-standardized Naming Convention: One biomedical entity name may be found with various spelling forms, e.g. " N-acetylcysteine", "N-acetyl-cysteine", "NAcetylCysteine", etc. We find that the use of capitalization or hyphen is much casual in the biomedical domain and most of biomedical entity names are not proper names. In GENIA V3.0, we find that 62.89% of words in biomedical entity names are in lowercase. Moreover, more and more biomedical entity names are created by authors and have not been standardized yet. This also results in the low coverage of existing biomedical dictionaries (Fukuda et al 1998; Nobata et al 1999) . Therefore, traditional named entity recognition techniques relying on existing dictionaries may not perform well in the biomedical domain.
• Abbreviation: Abbreviations are frequently used in the biomedical domain. Chang et al 2002 shows that, in MEDLINE abstracts until the end of 2001, 42.8% of abstracts have at least 1 abbreviation and 23.7% of abstracts have two or more. It also shows that there is 1 new abbreviation in every 5-10 abstracts on average and the growth rate of new abbreviations is increasing. Moreover, many abbreviations in the biomedical domain are formed quite irregularly. For example, abbreviations can be from a subset of syllable boundaries, e.g. "IL2" for "Interleukin 2", or from contiguous characters, e.g. "PAL" for "palate". Finally, abbreviations in the biomedical domain are highly ambiguous. For example, "TCF" may refer to "T cell Factor" or "Tissue Culture Fluid" in different articles. Liu et al 2002 shows that 81.2% of abbreviations are ambiguous and have an average of 16.6 senses in MEDLINE abstracts. Therefore, the classes of abbreviations are much dependent on the context, but not just decided by existing dictionaries.
• Cascaded Construction: One biomedical entity name may be embedded in another biomedical entity name, e.g. "<PROTEIN><DNA> kappa 3</DNA> binding factor </PROTEIN>". We find that 16.57% of biomedical entity names have such cascaded construction in GENIA V3.0.
On all accounts, we can say that the entity names in the biomedical domain are much more complex than those in the newswire domain. Therefore, it is necessary to explore more evidential features to cope with the special phenomena of naming conventions in the biomedical domain.
In this paper, we present a named entity recognition system in the biomedical domain, called PowerBioNE. In order to deal with the special phenomena of naming conventions in the biomedical domain, we propose various evidential features: 1) word formation pattern; 2) morphological pattern, such as prefix and suffix; 3) part-ofspeech (POS); 4) head noun trigger; 5) special verb trigger; and 6) name alias feature. All the features are integrated effectively and efficiently through a Hidden Markov Model (HMM) and a HMM-based named entity recognizer. In addition, a k-NN algorithm is proposed to resolve the data sparseness problem in our system. Finally, we present a pattern-based post-processing to automatically extract rules from the training data to deal with the cascaded entity name phenomenon. From our best knowledge, PowerBioNE is the first system which deals with the cascaded entity name phenomenon. Evaluation on the GENIA corpus shows that our HMM and the k-NN algorithm outperform other models, such as back-off HMM, linear interpolated HMM, SVM, C4.5, C4.5 rules and RIPPER, by effectively capturing the local context dependency and resolving the data sparseness problem. It also shows that the post-processing for the cascaded entity name phenomenon can much improve the performance. Finally, it suggests that much better
FEATURES
In order to deal with the special phenomena of naming conventions in the biomedical domain, various evidential features are explored.
Word Formation Pattern (F WFP )
The purpose of this feature is to capture capitalization, digitalization and other word formation information. This feature has been widely used in both the newswire domain (Bikel et al 1999 , Chieu et al 2002 Zhou et al 2002) and the biomedical domain (Nobata et al 1999; Gaizauskas et al 2000; Collier et al 2000; Takeuchi et al 2002; Kazama et al 2002) . In the newswire domain, this feature is very useful to detect the boundaries of entity names. For example, initial capitalization of a word often indicates an entity name. Although this feature is not so evidential in the biomedical domain as that in newswire domain, it is still useful to distinguish between biomedical entity names and others. For example, "H2A" may indicate a biomedical entity name. Table 1 shows a complete list of word formation patterns with the descending order of priority. 
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Morphological Pattern (F MP )
Morphological information, such as prefix and suffix, is considered as an important cue for terminology identification and has been widely applied in the biomedical domain (Proux et al 1998; Gaizauskas et al 2000; Kazama et al 2002; Lee et al 2003) . Gaizauskas et al 2000 collects 100 common biochemical suffixes using their general English morphological analyzer, while Kazama et al 2002 constructs prefix/suffix lists by sorting the 10,000 prefixes/suffixes from the training data. Similar to Kazama et al 2002, we use a statistical method to get the most frequent prefixes/suffixes from the training data as candidates. Then, each of these candidates is evaluated using.
Where #IN i is the number of the i-th candidate occurring within entity names and #OUT i is the number of the i-th candidate occurring outside entity names. The rationale behind is that a particular prefix/suffix, which occurs most likely within entity names, may be thought as an evidence for distinguishing entity names. The candidates whose weights are above a certain threshold are chosen. Then, we count the frequency of each prefix/suffix in each entity class and group prefixes/suffixes with the similar distribution among the entity classes into one category. This can help resolve the data sparseness problem because prefixes/suffixes with the similar distribution have the similar contribution. Table 2 shows some of morphological patterns. It shows that suffixes ~lipid, ~rogen, ~vitamin have been grouped into the category MP LIPID because they occurs frequently in the class "Lipid" and much less frequently in other classes. Here, 0.7 is chosen as the threshold based on our experimentation. As a result, average 37 prefixes/suffixes are selected from the training data and further grouped to 23 categories.
Part-of-Speech (F POS )
In the newswire domain, part-of-speech (POS) has been proven not useful, as POS may affect the use of more reliable capitalization information in determining the entity boundaries (Bakel et al 1999; Zhou et al 2002) . However, since most of the words in biomedical entity names are in lowercase, capitalization information in the biomedical domain is not as evidential as that in the newswire domain. Moreover, many biomedical entity names are descriptive and very long. Therefore, POS may provide useful evidence about the boundaries of biomedical entity names.
Lee et al 2003 makes use of POS to identify the boundaries and find a reasonable performance improvement. However, they apply the existing POS information in the corpus and fail to discuss its contribution on the overall performance. Kazama et al 2002 makes use of an existing POS tagger trained on PENN TreeBank (Marcus et al 1993) and shows that POS can only slightly improve performance while Collier et al 2000 and Takeuchi et al 2002 do not incorporate POS in their systems. From the previous researches, it seems that POS does not help much in biomedical named entity recognition. There may have two reasons. One reason may be the lack of adaptation when porting an existing POS tagger from the newswire domain to the biomedical domain. To demonstrate the effect of adaptation on POS tagging, we adapt an HMM-based POS tagger to the biomedical domain using GENIA V2.1 (670 abstracts, 123K words). Table 3 shows the performance of the POS tagger on a test set of 80 GENIA V2.1 abstracts when trained on the remaining 590 GENIA V2.1 abstracts. For comparison, Table 3 also shows the performance of the POS tagger on the same test set when trained on PENN TreeBank (2500 Wall Street Journal articles, 1M words). It shows that the performance of POS tagging in the biomedical domain can be significantly improved via adaptation. In our following experimentations, we will make use of POS after adaptation except special indication. Another reason may be improper modeling of POS. One may ask: Does POS really help biomedical named entity recognition? How much does the increase of POS accuracy affect the performance of biomedical named entity recognition? Which is more important, POS accuracy or proper modeling of POS? We will discuss these issues later. 
Semantic Triggers
Currently, two kinds of semantic triggers are explored in our system: Head Noun Triggers (F HEAD ) and Special Verb Trigger (F VERB ).
Head Noun Trigger (F HEAD ):
The head noun, which is the major noun of a noun phrase, often describes the function or the property of the noun phrase, e.g. "B cells" is the head noun for the biomedical entity name "activated human B cells". Nobata et al 1999 argues that head nouns in biomedical entity names can provide significant clues about the classes of the biomedical entity names. In order to evaluate the effect of head noun triggers in the biomedical entity names, we automatically extract unigram and bigram head nouns from the training data, and rank them by frequency. For each entity class, we select 60% of top ranked head nouns as head noun triggers. Table  4 shows some of the examples. In future work, head nouns may also be extracted from public resources to further enhance their usability.
Special Verb Trigger (F VERB ):
Besides collecting head noun triggers from biomedical entity names themselves, we also extract other semantic triggers from their local context. Recently, some frequently occurring verbs in MEDLINE have been proven useful for extracting the interaction between biomedical entity names (Thomas et al 2000; Sekimizu et al 1998) . For example, the verb "bind" is often used to indicate the protein-protein interaction. For named entity recognition in the biomedical domain, it is straightforward to think that particular verbs may also provide the evidence on the boundaries and the classes of biomedical entity names. Table 5 shows eight of them, which are explored in our initial experiments. 
Name Alias Feature (F ALIAS )
The intuition behind this feature is the name alias phenomenon that relevant entities will be referred to in many ways throughout a given text and thus success of named entity recognition is conditional on success at determining when one noun phrase refers to the very same entity as another noun phrase. During decoding, the entity names already recognized from the previous sentences of the document are stored in a list. When the system encounters an entity name candidate (e.g. a word with a special word formation pattern), a name alias algorithm is invoked to first dynamically determine whether the entity name candidate might be alias for a previously recognized name in the recognized list. The name alias feature F ALIAS is represented as ENTITYnLm (L indicates the locality of the name alias phenomenon). Here ENTITY indicates the class of the recognized entity name and n indicates the number of the words in the recognized entity name while m indicates the number of the words in the recognized entity name from which the name alias candidate is formed. For example, when the decoding process encounters the word "TCF", the word "TCF" is proposed as an entity name candidate and the name alias algorithm is invoked to check if the word "TCF" is an alias of a recognized named entity. If "T cell Factor" is a "Protein" name recognized earlier in the document, the word "TCF" is determined as an alias of "T cell Factor" with the name alias feature Protein3L3 by taking the three initial letters of the three-word "protein" name "T cell Factor".
While the above method is useful to detect the intersentential name alias phenomenon, it is unable to identify the inner-sentential name alias phenomenon: the innersentential abbreviation. Such abbreviations widely occur in the biomedical domain.
In our system, we present an effective and efficient algorithm to recognize the inner-sentential abbreviations more accurately by mapping them to their full expanded forms. In GENIA corpus, we observe that the expanded form and its abbreviation often occur together via parentheses. Generally, there are two patterns: "expanded form (abbreviation)" and "abbreviation (expanded form)". We also observe that the first pattern dominates except the case that the expression inside the parentheses includes at least two words, since an abbreviation normally includes only one word.
Our algorithm is based on the fact that it is much harder to classify an abbreviation than its expanded form. Generally, the expanded form is more evidential than its abbreviation to determine its class. The algorithm works as follows: When an abbreviation with parentheses is detected in a sentence, we remove the abbreviation and the parentheses from the sentence. After applying the HMMbased named entity recognizer to the sentence, we restore the abbreviation with parentheses to its original position in the sentence. Then, the abbreviation is classified as the same class of the expanded form, if the expanded form is recognized as an entity name. Finally, the expanded form and its abbreviation are stored in the recognized list of biomedical entity names from the document to help the resolution of forthcoming occurrences of the same abbreviation in the document.
METHODS

HMM-based Biomedical Named Entity Recognition
Given above various features, the key problem is how to effectively and efficiently integrate them together and find the optimal resolution to biomedical named entity recognition. Here, we use the Hidden Markov Model (HMM) and the HMM-based named entity recognizer as described in Zhou et al 2002. A HMM is a model where a sequence of outputs is generated in addition to the Markov state sequence. It is a latent variable model in the sense that only the output sequence is observed while the state sequence remains "hidden".
Given an output sequence
, the purpose of a HMM is to find the most likely tag (state) sequence 
is the feature set of the word i w , and 
The second term in Equation (2) 
That is, an individual tag is only dependent on the output sequence n O 1 and independent on other tags in the tag sequence n S 1 . This assumption is reasonable because the dependence among the tags in the tag sequence n S 1 has already been captured by the first term in Equation (2). Applying the assumption (3) to Equation (2), we have:
From Equation (4), we can see that:
• The first term can be computed by applying chain rules.
In ngram modeling (Chen et al 1996; Jelinek 1989; Katz 1987) , each tag is assumed to be probabilistically dependent on the N-1 previous tags.
• The second term is the summation of log probabilities of all the individual tags.
• The third term corresponds to the "lexical" component (dictionary) of the tagger.
The idea behind our model is that we try to assign each output an appropriate tag, which contains boundary and class information. For example, "TCF 1 binds stronger than NF kB to TCEd DNA". The tag assigned to token "TCF" should indicate that it is at the beginning of an entity name and it belongs to the "Protein" class; and the tag assigned to token "binds" should indicate that it does not belong to an entity name. Here, the Viterbi algorithm (Viterbi 1967 ) is implemented to find the most likely tag sequence.
The problem with the above HMM lies in the data sparseness problem raised by
in the third term of Equation (4). Ideally, we would have sufficient training data for every event whose conditional probability we wish to calculate. Unfortunately, there is rarely enough training data to compute accurate probabilities when decoding on new data. Generally, two smoothing approaches (Chen et al 1996) are applied to resolve this problem: linear interpolation (Jelinek 1989; Collier et al 2000) and back-off (Katz 1987; Bakel et al 1999) . However, these two approaches only work well when the number of different information sources is limited. When a few features and/or a long context are considered, the number of different information sources is exponential. In order to resolve the data sparseness problem in our system, we propose a k-NN algorithm using a constraint relaxation principle.
k-NN Algorithm for Computing
As stated above, the main challenge for the above HMM is how to reliably estimate
. For efficiency, we can always assume
, where the pattern entry
That is, we only consider the output context dependence in a window of 2N+1 outputs (e.g. we only consider the current output, the previous output and the next output when N=1). For convenience, we denote
as the conditional state probability distribution of the "hidden" states given i E and ) | ( by first finding the K nearest neighbors of frequently occurring pattern entries
to the initial pattern entry i E and then aggregating them to make a proper estimation of
Here, the conditional state probability distribution is estimated instead of the classification in a traditional k-NN classifier. To do so, all the frequently occurring pattern entries are extracted from the training corpus and stored in a dictionary ary tryDiction FrequentEn . In order to limit the dictionary size and keep efficiency, we can also constrain a valid set of pattern entry forms Form ValidEntry to consider only the most informative information sources.
Here, a constraint relaxation principle is used in the k-NN algorithm to find the K nearest neighbors 
In summary, the k-NN algorithm works as follows: 
END-of-algorithm
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Post-Processing: Cascaded Entity Name Resolution
As shown in Table 1 , 16.57% of entities in GENIA V3.0 have cascaded constructions, e.g. <RNA><DNA>CIITA</DNA> mRNA</RNA>. Therefore, it is important to resolve such phenomenon. Here, a pattern-based post-processing is proposed to resolve the cascaded entity names while the above HMM-based named entity recognition is applied to recognize embedded entity names and non-cascaded entity names.
In GENIA corpus, we find that there are six useful patterns of cascaded entity name constructions:
• <ENTITY> := <ENTITY> + head noun, e.g. <PROTEIN> binding motif <DNA> • <ENTITY> := <ENTITY> + <ENTITY>, e.g. <LIPID> <PROTEIN> <PROTEIN> • <ENTITY> := modifier + <ENTITY>, e.g. anti <Protein> <Protein> • <ENTITY> := <ENTITY> + word + <ENTITY>, e.g. <VIRUS> infected <MULTICELL> <MULTICELL > • <ENTITY> := modifier + <ENTITY> + head noun • <ENTITY> := <ENTITY> + <ENTITY> + head noun
In our experiments, all the rules of above six patterns are extracted from the cascaded entity names in the training data to deal with the cascaded entity name phenomenon.
EXPERIMENTS AND EVALUATION
We evaluate our PowerBioNE system on GENIA V3.0 and GENIA V1.1 using precision/recall/F-measure (van Rijsbergen 1979). For GENIA V1.1, we select 80 abstracts as the held-out test data and the remaining 590 abstracts as the training data (same as Kazama et al. 2002) . For GENIA V3.0, we select 200 abstracts as the held-out test data and the remaining 1800 abstract as the training data. All the experimentations are done 10 times and the evaluations are averaged over the held-out test data. As a result, average 63 rules are extracted from the cascaded entity names in the training data of GENIA V1.1 for cascaded entity name resolution while average 102 rules are extracted from the cascaded entity names in the training data of GENIA V3.0. Table 6 shows the best performance of our system on GENIA V3.0 and GENIA V1.1, and the comparison with that of the best reported system on GENIA V1.1 (Kazama et al. 2002) . It shows that our system achieves the F-measure of 62.2 on GENIA V1.1 and the F-measure of 66.6 on GENIA V3.0 respectively, without help of any dictionaries. It also shows that our system outperforms Kazama et al 2002 by 7.8 in F-measure on GENIA V1.1. This may be due to the various evidential features, the effective HMM and k-NN algorithm and the post-processing for the cascaded entity name phenomenon in our system. One important question is about the performance of different entity classes. Table 7 shows the number of entity name instances and the detailed performance for each biomedical entity class on GENIA V3.0. Of particular interest, our system achieves the F-measure of 75.8 on the class "Protein". For comparison, our system achieves 5.6 higher F-measure without help of any dictionaries than Tsuruoka et al 2003 with help of a large dictionary. It shows that the performance varies a lot among different entity classes. One reason may be due to different difficulties in recognizing different entity classes. For example, the "Body Part" class is among the easiest to recognize and has best performance due to the fact that the number of body parts is quite limited, compared with the much worse performance of the "Peptide" class due to the much large number of peptides and their variations. Another reason may be due to the different numbers of instances in different entity classes. Though GENIA V3.0 provides a good basis for named entity recognition in the biomedical domain and probably the best available, it has clear bias. It shows that GENIA V3.0 is much unbalanced for different entity classes. For example, the "Protein" class occupies about 30% while the class "Organic" only has 2 instances. Those entity classes with a much larger number of instances, such as "Protein" and "Cell Type", normally have much higher performance than those with much less instances, such as "Peptide" and "Polynucleotide". Table 7 also shows that, while GENIA V3.0 is of enough size for recognizing the major classes, such as "Protein", "Cell Type", "Cell Line", "Lipid" etc, it is of limited size and fails in recognizing the minor classes, such as "Organic", "Carbohydrate", "Atom", "Peptide", "Nucleotide", "Inorganic", etc. Finally, GENIA V3.0 does not differentiate the "Drug" class, which is found very important in many real applications. Another important question is about the effect of different features and the pattern-based post-processing for cascaded entity name resolution. Table 8 answers the question on GENIA V3.0:
• The contribution of the word formation pattern feature in the biomedical domain is very limited compared with that in the newswire domain. It achieves the F-measure of 28.9 on GENIA V3.0 compared with 77.6 on MUC-7 (Zhou et al 2002) .
• The morphological pattern feature further increases the F-measure by 2.7.
• POS after adaptation is proven very useful in the biomedical domain. It increases the F-measure by 22.8. On contrary, POS is proven of little use in the newswire domain (Bakel et al 1999; Zhou et al 2002) . It is because that POS affects the use of more reliable capitalization information in determining the boundaries of entity names in the newswire domain, e.g. MUC-6 and MUC-7. However, since most of the words in biomedical entity names are in lowercase, capitalization information in the biomedical domain is not as evidential as that in the newswire domain. Moreover, many biomedical entity names are descriptive and very long. Therefore, POS provides useful evidence about the boundaries of biomedical entity names.
• Within our expectation, the head noun trigger feature is very useful. It significantly increases the F-measure by 7.7.
• Out of our expectation, the use of the special verb trigger feature decreases the recall rate while keeping the precision.
• The name alias feature only slightly improves the Fmeasure by 0.6. This may be due to the complexity of the name alias phenomenon in the biomedical domain and the simple strategy applied in our system. Given its special characteristics, we find it very difficult to deal with the name alias phenomenon in the biomedical domain. Many of name aliases don't take any lexical, morphology or semantic evidence for a certain class. In the future work, we will explore more useful patterns to the name alias phenomenon.
• The pattern-based post-processing for cascaded entity name resolution is proven very useful. It improves the Fmeasure further by 3.9. From our best knowledge, our system is the first system which deals with the cascaded entity name resolution. Table 8 . One question is about the effect of the special verb trigger feature. In the above experimentation, only 8 special verb triggers (as shown in Table 5 ) are explored. One may ask whether more verb triggers can improve the performance. Table 9 answers the question. Here, all the verb triggers are gathered from inside the entity names and their local context (the preceding 2 words and the following 2 words). It shows that more verb triggers only decrease the performance more. We find that, although a verb trigger often strongly indicates a possible occurrence of an entity name in its local context, it is very difficult to determine its functionality, e.g.
• in "… the <PROTEIN>NF-kappa B</PROTEIN> activated in …", where "activated" occurs after a "Protein" entity name.
• in "… of <CELLTYPE>activated T-cells</CELLTYPE>) transcriptional activity …", where "activated" acts as a modifier in a "Cell Type" entity name.
• in "…blockade of the <PROTEIN>Ca(2+)-activated K+ channel</PROTEIN> is not associated …", where "activated" occurs inside a "Protein" entity name.
• in "<PROTEIN>Tax</PROTEIN> co-transfected with <DNA>reporter constructs</DNA> into <CELLLINE>Jurkat cells</CELLLINE> maximally activated <PROTEIN>HTLV-I-LTR-CAT</PROTEIN> and <PROTEIN>kappa B-fos-CAT</PROTEIN> and also activated <DNA>LT-293</DNA> to a lesser extent", where both "activated" occur before "protein" /"DNA" entity names and act as the predicates of the sentence. 
NOTE:
+ The POS tagger with accuracy of 85.1 are trained on 2500 WSJ articles; The POS tagger with accuracy of 97.4 are adapted on GENIA V2.1; Other POS taggers are trained on the subsets of 2500 WSJ articles. + + SVM, C4.5, C4.5 rules and RIPPER use the same two-phase recognition method as described in Lee et al 2003 except the different models.
The naïve Bayes classifier is used as a baseline.
Another question arisen from Table 8 is about the usefulness of POS. Our experimentation shows that POS is very useful in biomedical named entity recognition. This contradicts with previous researches (e.g. Kazama et al 2002) . There may be two reasons: different POS accuracies and different models. Table 10 shows the effect of different POS accuracies and different models on GENIA V3.0. For comparison, all the models use the same features described in this paper excluding the special verb trigger feature and the pattern-based post-processing for cascaded entity name resolution. In particular, the back-off HMM and the linear interpolated HMM further smooth the corresponding probabilities by orderly dropping the features F ALIAS , F MP, F HEAD, F POS and F WFP, according to their contributions as shown in Table 8 . It shows that inclusion of POS with different accuracies performs quite differently on these the models. Inclusion of POS with accuracy of 80% only slightly improves the performance and there is dramatic performance improvement for POS accuracies between 80% and 90% while increasing the POS accuracy above 90% only slightly improves the performance. It suggests that stable and significant performance improvement can only be achieved for inclusion of POS with enough accuracy (e.g. 90% for GENIA V3.0). It also shows that our HMM benefits most from the inclusion of POS and different models have much different characteristics on the usefulness of POS although all the models benefit from inclusion of POS. For comparison of inclusion of POS after adaptation over inclusion of POS before adaptation, it shows that our HMM performs best with performance improvement of 2.5; the other two HMMs perform second with that of 2.1~2.2, the four feature vector-based models (SVM, C4.5, C4.5 rules and RIPPER) perform third with that of 1.3~1.6 and the baseline naïve Bayes classifier performs worst with that of 0.7. For comparison of inclusion of POS after adaptation over no inclusion of POS, it shows that our HMM perform best with performance improvement of 7.4, the other two HMMs perform second with that of 5.3~5.5, the four feature vector-based models (SVM, C4.5, C4.5 rules and RIPPER) perform third with that of 2.7~3.2 and the baseline naïve Bayes classifier performs worst with that of 1.7. It also shows that for all the models, about 40% of performance improvement is achieved by adaptation of POS.
Table 10 also shows that among these models, the performance of HMMs is higher than that of others:
• Our HMM performs best with the F-measure of 62.7.
• The back-off HMM and the linear interpolated HMM perform second with 2.6~2.9 behind.
• SVM, C4.5, C4.5 rules and RIPPER achieve the Fmeasure of 56.2~57.1 with 5.6~6.5 behind.
• The baseline naïve Bayes classifier performs worst with 12.5 behind. The main reason may be due to modeling of local context dependence. HMMs have the better ability of capturing the locality of various phenomena, which indicate biomedical entity names in a text document. The feature vector-based classifiers such as SVM, C4.5, C4.5 rules and RIPPER, can't effectively capture the local context dependence by assuming the independence between the features while the baseline naïve Bayes classifier fails to capture local context dependence by assuming the conditional probability independence among the local context. It also shows that among the three HMMs, our HMM performs much better than the back-off HMM and the linear interpolated HMM. This is due to the different resolutions of the data sparseness problem in the three HMMs: our k-NN algorithm can dynamically smooth the probability estimation according to its local context and thus resolve the data sparseness problem much better than the linear interpolated method and the back-off method which smooth in a predefined way.
The final question is the effect of different training data sizes on different models. Figure 2 answers the question on GENIA V3.0. For comparison, all models are tested without post-processing for biomedical entity name resolution. It shows that all the models have a turning point at about 400~600 abstracts: As the training data size increases, all the models improves the performance much more before the turning point than after the turning point. It also indicates that all the three HMMs have the much potential of benefiting from further increasing the size of GENIA V3.0 while further increasing the size of GENIA V3.0 does not help much for the other models. This is due to that the HMMs are much more data-driven than the other models due to their modelling of local context dependency. Among them, our HMM is the most data driven due to its dynamic modelling of local context dependence while the baseline naïve Bayes classifier is the least data-driven due to its assumption of conditional probability independence among the local context. 
ERROR ANALYSIS
Our system achieves the F-measure of 66.6 on GENIA V3.0. In particular, our system achieves the F-measure of 75.8 on the "protein" class. In order to further evaluate our system and explore possible improvement, we have implemented an error analysis. This is done by randomly choose 100 errors from our recognition results. During the error analysis, we find many errors are due to the strict annotation scheme and the annotation inconsistence in the GENIA corpus, and can be considered acceptable. Therefore, we will also examine the acceptable F-measure of our system, in particular, the acceptable F-measure on the "protein" class.
All the 100 errors are classified into following sources:
• Left boundary errors (15): It includes the errors with correct class identification, correct right boundary detection and only wrong left boundary detection. We find that most of such errors come from the descriptive naming convention. We also find that 12 of 15 errors are acceptable and ignorance of the descriptive words often does not make a much difference for the entity names. In fact, it is even hard for biologists to decide whether the descriptive words should be a part of the entity names, such as "normal", "activated", etc. In particular, 3 of 15 errors belong to the "protein" class. • True negative (29): It includes the errors by missing the identification of biomedical entity names. We find that 14 errors come from the "other" class and 11 errors from the "protein" class. We also find that GENIA corpus annotates some general noun phrases as biomedical entity names, e.g. "protein" in "the protein" and "cofactor" in "a cofactor". We also find that 12 of 29 errors are acceptable. In particular, 11 of 29 errors related to the "protein" class. Among them, 4 errors are acceptable, e.g. "the <PROTEIN>protein</PROTEIN> => "the protein", while the other 7 are unacceptable, e.g. " <PROTEIN>80 kDa</PROTEIN> => "80 kDa".
• False positive (18): It includes the errors by wrongly identifying biomedical entity names which are not annotated in the GENIA corpus. We find that 11 of 18 errors come from the "other" class. This suggests that the annotation of the "other" class is much lack of consistency and most problematic in the GENIA corpus.
We also find that 10 of 18 errors are acceptable. In particular, 2 of 18 errors are related to the "protein" class and both of them are all acceptable, e.g. "affinity sites"=> "<PROTEIN>affinity sites</PROTEIN>". • Miscellaneous (11): It includes all the other errors, e.g. combination of the above errors and the errors caused by parentheses. We find that only 1 of 11 errors is acceptable. We also find that, among them, 2 errors are related with the "protein" class and both are unacceptable, e.g. "<PROTEIN>17 amino acid epitope</PROTEIN>" => "17 <RNA>amino acid epitope</RNA>". From above error analysis, we find that about 50% (51/100) of errors are acceptable and can be avoided by flexible annotation scheme (e.g. regarding the modifiers in the left boundaries) and consistent annotation (e.g. in the annotation of the "other" class and the cascaded entity name phenomenon). In particular, about 40% (12/28) of errors are accepted on the "protein" class. This means that the acceptable F-measure is about 83.6 on the 23 classes of GENIA V3.0. In particular, the acceptable F-measure on the "protein" class is about 86.2. In addition, this performance is achieved without using any dictionaries. If we can have a reasonable dictionary with coverage of 50%, an acceptable F-measure of 90 on the 23 classes of GENIA V3.0, in particular 92 on the "protein" class can be achieved.
RELATED WORK
Previous approaches in biomedical named entity recognition typically use domain specific heuristic rules and heavily rely on existing dictionaries. Such representative researches include Fukuda et al 1998 , Proux et al 1998 and Gaizauskas et al 2000 . Fukuda et al 1998 uses some heuristic rules to identify "protein" names in SH3 protein domain. Evaluation on 30 annotated MEDLINE abstracts shows precision of 95.22% and recall of 97.40%. Proux et al. 1998 uses finite state technology to detect "gene" names by using lexical and morphological knowledge. It achieves precision of 91.4% and recall of 94.4% on a small corpus of 1200 sentences from Flybase (The Flybase Consortium 1998), and precision of about 70% on a larger corpus of 25000 abstracts from MEDLINE. Gaizauskas et al. 2000 derives their system from an existing system in the newswire domain (MUC) and applies it in two projects: extraction of enzymes and metabolic pathways (EMPathIE) and extraction of protein structure (PASTA). Their system mainly uses lexicons, morphological cues, such as suffixes, and hand-coded rules. Evaluation of biomedical named entity recognition on 6 full journal articles in EMPathIE task achieves precision of 86% and recall of 68% on 10 named entity classes, such as "compound", "element", "enzyme", etc. while evaluation on 52 MEDLINE abstracts in PASTA task achieves precision of 94% and recall of 88% on 13 named entity classes, such as "protein", "species", "residue", etc. Although these rule-based systems seem quite promising, they lack the ability of adaptation to new named entity classes in the biomedical domain. Once a new class is required to identify, a set of rules for this class has to be generated manually. In addition, the more classes, the more ambiguous and difficult to construct consistent rules. Finally, these systems heavily depend on well-developed dictionaries.
The current trend is to apply machine learning approaches in biomedical named entity recognition, largely due to the development of the GENIA corpus. Direct comparison of different biomedical named entity recognition systems is difficult because of different methods, entity classes, evaluation corpus and the use of dictionaries. In general, systems on specified evaluation corpus with help of dictionaries tend to perform much better than those on general ones without help of any dictionaries.
CONCLUSION
In the paper, we describe our exploration on porting an existing HMM-based named entity recognizer to the biomedical domain. Various lexical, morphological, syntactic, semantic and discourse features are incorporated to cope with the special phenomena in biomedical named entity recognition. In addition, a k-NN algorithm is proposed to effectively resolve the data sparseness problem. Finally, we present a pattern-based post-processing to deal with the cascaded entity name phenomenon. Evaluation shows that our HMM-based system and the k-NN algorithm can effectively integrate various features in biomedical named entity recognition. It also shows that our HMM and the k-NN algorithm outperform other models, such as backoff HMM, linear interpolated HMM, SVM, C4.5, C4.5 rules and RIPPER, by effectively capturing the local context dependency and resolving the data sparseness problem.
The main contribution of our work lies on the proposal and appropriate integration of various evidential features, including word formation pattern, morphological pattern, part-of-speech, head noun trigger, special verb trigger and name alias feature. The second contribution is the k-NN algorithm in the effective resolution of the data sparseness problem in our system. The final contribution is the patternbased post-processing in dealing with the cascaded entity name phenomenon. From our best knowledge, our system is the first system which deals with the cascaded entity name phenomenon.
In the near future, we will further improve the performance by investigating more on conjunction and disjunction construction, the synonym phenomenon, the cascaded entity name phenomenon and inclusion of a reasonable biomedical dictionary. In the meanwhile, we will explore our system in real applications.
