Real-time multimedia applications have to use forward error correction (FEC) and error concealment techniques to cope with losses in today's best-effort Internet. The efficiency of these solutions is known however to depend on the correlation between losses in the media stream. In this paper we investigate how the packet size distribution affects the packet loss process, that is, the distribution of the number of lost packets in a block, the related FEC performance and the average loss run length. We present mathematical models for the loss process of the MMPP+M/D/1/K and the MMPP+M/M/1/K queues; we validate the models via simulations, and compare the results to simulation results with an MPEG-4 coded video trace. We conclude that the deterministic packet size distribution (PSD) not only results in lower stationary loss probability than the exponential one, but also gives a less correlated loss process, both at a particular average link load and at a particular stationary loss probability as seen by the media stream. Our results show that the effects of the PSD on FEC performance are higher in access networks, where a single multimedia stream might affect the multiplexing behavior and thus can improve the queuing performance by decreasing the variance of its PSD.
Introduction
For stream-type multimedia communications the number of losses in a block of packets and the average number of consecutively lost packets have a great impact both on the user-perceived visual quality and on the possible ways of improving it, for example by forward error correction and error concealment.
Forward error correction (FEC) has been proposed to recover from information losses in real-time applications, where the latency introduced by retransmission schemes is not acceptable [Biersack, 1992, Dán and Fodor, 2003] . FEC increases the redundancy of the transmitted stream and recovers losses based on the redundant information. There are two main directions of FEC design to recover from packet losses. One solution [Dube and Altman, 2002] , proposed by the IETF and implemented in Internet audio tools is to add a redundant copy of the original packet to one of the subsequent packets. The other set of solutions, considered in this paper, use block coding schemes based on algebraic coding, e.g. Reed-Solomon coding [Kawahara et al., 1994] . The error correcting capability of RS codes with k data packets and c redundant packets is c if data is lost. Thus the performance of an FEC scheme is largely affected by the characteristics of the loss process, i.e. the probability of loosing more than c packets in a block of k + c packets.
In the case of multimedia, errors that could not be corrected have to be detected and concealed. The efficiency of the concealment depends however on the loss pattern, in particular the number of consecutively lost packets has been shown to have an influence. In [Mohamed et al., 2004 ] the authors concluded that in the case of realtime speech a longer average loss run length results in better perceived quality. In [Liang et al., 2003 ] it has been shown however that in the case of compressed video the distortion caused by losses is higher if losses occur in bursts than if they occur isolated.
The number of packets lost in a block of packets and the average loss burst length depend on three properties of the traffic: the burstiness of the tagged stream, the burstiness of the background traffic and the packet size distribution (PSD) in the network. While the effects of the burstiness of the tagged stream and the background traffic have been investigated before [Biersack, 1992 , Kawahara et al., 1994 , Dán and Fodor, 2003 , Cidon et al., 1993 , Frossard, 2001 , the effects of the packet size distribution remain unclear. The literature on the efficiency of FEC can be divided into three groups based on their assumption on the PSD. The first group considers fixed length packets and uses simulations and discrete time queuing systems as they considered the transmission of multimedia over ATM networks [Biersack, 1992 , Kawahara et al., 1994 , Schulzrinne et al., 1992 . The second group considers exponential PSD due to the simplicity of the resulting analytic models and the assumption that the PSD in the Internet can be approximated with the exponential PSD [Altman and Jean-Marie, 1998 , Cidon et al., 1993 , Ait-Hellal et al., 1999 , Gurewitz et al., 2000 . The third group of works uses channel models to model losses, e.g. the Gilbert model [Gilbert, 1960] , and thus does not consider any particular PSD [Frossard, 2001] . Albeit there is extensive literature on modeling correlated losses, a comparison of the results with different PSDs has never been done, and thus it is not clear if and how the PSD affects the loss process, i.e. the number of packets lost in a block of packets and the average loss run length, and hence the related performance of FEC and loss concealment techniques.
In this paper we present two models to analyze the packet loss process of a bursty source, for example VBR video, multiplexed with background traffic in a single multiplexer with a finite queue. We consider exponentially distributed and constant packet sizes. We model the bursty source by an L-state Markov-modulated Poisson process (MMPP) while the background traffic is modeled by a Poisson process. We validate the models via simulations and show results obtained with an MPEG-4 coded video trace. We compare the packet loss process, the related FEC performance and the average loss run length in case of the two packet size distributions.
It is well known that compressed media, primarily VBR video, exhibits a selfsimilar nature [Beran et al., 1995] . Ryu and Elwalid [Ryu and Elwalid, 1996] showed that short term correlations have dominant influence on the network performance under realistic scenarios of buffer sizes for real-time traffic. Grossglauser and Bolot [Grossglauser and Bolot, 1999] showed that even Markovian models are capable to capture the correlation structure influencing the queuing performance of long range dependent traffic for finite queue sizes, as the impact on loss of the correlation in the arrival process becomes nil beyond a time scale. In [Robert and Le Boudec, 1997] Robert and Le Boudec used an MMPP to fit the mean and Hurst parameter of pseudo self-similar traffic. In [Andersen and Nielsen, 1998 ] Andersen and Nielsen used the superposition of two-state MMPPs to model second order self-similar processes, and showed that the model gives an accurate estimate of the queue length distribution. Yoshihara et al. used the superposition of 2-state IPPs to model self-similar traffic in [Yoshihara et al., 2001 ] and compared the loss probability of the resulting MMPP/D/1/K queue with simulations. They found that the approximation works well under heavy load conditions and it gives an upper bound on the packet loss probabilities. Salvador et al. [Salvador et al., 2003 ] proposed a parameter fitting method for the superposition of MMPPs to model self-similar traffic, and achieved accurate estimates of the queuing behavior. Klemm et al. [Klemm et al., 1993] used the Batch Markovian Arrival Process to model IP traffic exhibiting long-range dependence, and showed that the model is effective both in terms of statistical properties and queuing performance. Thus the MMPP may be a practical model to derive approximate results for the queuing behavior of LRD traffic such as real-time VBR video, especially in the case of small buffer sizes. Furthermore it is a popular source model for packetized voice [Heffes and Lucantoni, 1986] , and hence the results shown in this paper can be applied to voice over IP performance evaluation as well. Recently Cao et al. [Cao et al., 2002] showed that the traffic generated by a large number of sources tends to Poisson as the load increases due to statistical multiplexing and hence justifies the Poisson model for the background traffic.
The paper is organized as follows. Section 2 gives an overview of the previous work on the modeling of the loss process of a single server queue. In Section 3 we describe our models to calculate the loss probability in a block of packets. In Section 4 we validate our models by simulations and compare the results obtained with the two PSDs. In Section 5 we conclude our work.
Related Work
In [Cidon et al., 1993] , Cidon et al. present an exact analysis of the packet loss process in an M/M/1/K queue, that is the probability of losing j packets in a block of n packets, and show that the distribution of losses may be bursty compared to the assumption of independence. They also consider a discrete time system fed with a Bernoulli arrival process describing the behavior of an ATM multiplexer. In [Gurewitz et al., 2000] , Gurewitz et al. present explicit expressions for the above quantities of interest for the M/M/1/K queue. In [Altman and Jean-Marie, 1998 ] the multidimensional generating function of the probability of j losses in a block of n packets is obtained and an easy-tocalculate asymptotic result is given under the condition that n ≤ K + j + 1. The model was extended in [Dube et al., 2003 ] to include random losses.
The above models consider exponentially distributed service times. There has been far less work on the analysis of the loss process however for service time distributions other than exponential. Models with general and deterministic service times have been proposed for calculating various measures of queuing performance, such as the stationary loss probability, the distribution of the busy period and the virtual waiting time. In [Heffes and Lucantoni, 1986 ] the performance of the MMPP/G/1/K queue was evaluated considering the superposition of multimedia and data traffic at a single server queue, and the corresponding delay distribution was given. The waiting time and queue length distribution of the N/G/1/K queue (N stands for the Neuts process [Neuts, 1979] ) was derived in [Blondia, 1989] including the MMPP/G/1/K queue as a special case.
In [Ait-Hellal et al., 1999] , Ait-Hellal et al. present an asymptotic result for a system where the service times and the interarrival times are stationary ergodic, in particular they show that if the block lengths n are large enough, then the uncorrected loss probabilities can be made arbitrarily small for any ratio of redundancy c/n, given that the average packet loss probability is lower than the ratio of redundancy. This result does not apply however to practical systems where the available delay and thus the maximum block length is limited. In [Abramov, 2004] Abramov gives an analysis of the asymptotic behavior of the M/GI/1 finite buffer queue, and studies the message loss probabilities if redundant packets are added to messages composed of a variable number of packets.
The conditional loss probability (CLP), i.e. the probability that a packet is lost given that the preceding packet was lost, is derived for the N*IPP/D/1/K queue in [Schulzrinne et al., 1992] and it is shown that the CLP can be orders of magnitude higher than the loss probability. Kawahara et al. consider a discrete time system fed with an interrupted Bernoulli process and bursty background traffic modeled by a Markov modulated Bernoulli process in [Kawahara et al., 1994] . They use the model to investigate the effects of the burstiness of the tagged source and the buffer size on the effectiveness of FEC in ATM networks.
Despite of the extensive work on modeling the packet loss correlations and the probability of losses in a block, an analysis of the effects of the packet size distribution on the loss process has not been done.
Model Description
We consider a single multiplexer fed by two sources, a Markov-modulated Poisson process (MMPP) and a Poisson process, representing the tagged source and the background traffic respectively. We assume that the sources feeding the system are independent. The MMPP is described by the infinitesimal generator Q with elements r i j and the arrival rate matrix Λ = diag{λ 1 , . . . , λ L }, where λ i is the average arrival rate while the underlying Markov chain is in state i. The Poisson process modeling the background traffic has average arrival rate λ. The superposition of the two sources can be described by a single MMPP with arrival rate matrixΛ = Λ ⊕ λ = Λ + λI = diag{λ 1 , . . . ,λ L }, and infinitesimal generatorQ = Q, where ⊕ is the Kronecker sum.
The packets are stored in a buffer that can host up to K packets, and are served according to a FIFO policy. Every n consecutive packets from the tagged source form a block, and we are interested in the probability distribution of the number of lost packets in a block arriving from the MMPP in the steady state of the system. Thus our purpose is to calculate the probability P( j, n), n ≥ 1, 0 ≤ j ≤ n of j losses in a block of n packets. Throughout the calculations we use notations similar to those in [Cidon et al., 1993] .
Exponential Packet Size Distribution
First we consider a system with exponential service time distribution and average service time 1/µ. We define the probability
as the probability of j losses in a block of n packets, given that the number of packets in the system is i just before the arrival epoch of the first packet in the block and the first packet of the block is generated in state l of the MMPP. Similarly, we define the
as the probability of j losses in a block of n packets, given that the number of packets in the system is i just before the arrival of a packet from the background traffic and the MMPP is in state l. As the first packet in the block is arbitrary,
Π(i, l), the steady state distribution of number of packets in the queue as seen by an arriving packet can be derived from the steady state distribution of the MMPP/M/1/K queue as
where
. . L denotes the probability that there are i packets in the queue and the MMPP is in state l in the steady state of the MMPP/M/1/K queue [Gross and Harris, 1998 ].
In the following we give a recursion to calculate the probabilities P a i,l ( j, n) . To this end we first define Q l,m i (k), the joint conditional probability of the events that out of i packets k leave during an interarrival time and the next arrival occurs in state m of the underlying Markov chain, given that the last arrival occurred in state l. A way to calculate Q l,m i (k) is given in Appendix B. Furthermore we introduce the notation p m = λ m λ m +λ and p m = λ λ m +λ for the probability that a packet arrives from the tagged source and from the background traffic respectively when the MMPP is in state m. The recursion is then initiated for n = 1 with the following relations
For n ≥ 2 the following equations hold.
for 0 ≤ i ≤ K − 1 and
for i = K. The procedure of computing P a i,l ( j, n) is as follows. First we calculate P a i,l ( j, 1), i = 0 . . . K from the initial conditions (3). Then in iteration k we first calculate P s i,l ( j, k), k = 1 . . . n − 1 using equations (6) and (7) and the probabilities P a i,l ( j, k), which have been calculated during iteration k − 1. Then we calculate P a i,l ( j, k + 1) using equations (4) and (5).
Deterministic Packet Size Distribution
Next, we consider a system with constant packet sizes of transmission time D. We define the probability
as the probability of j losses in a block of n packets, given that the remaining workload in the system is x just before the arrival of the first packet in the block and the first packet of the block is generated in state l of the MMPP. Similarly, we define the probability
as the probability of j losses in a block of n packets from the tagged source, given that the remaining workload in the system is x just before the arrival of a packet from the background traffic and the MMPP is in state l. As the first packet in the block is arbitrary,
An approximation for V (x, l), the workload distribution of the steady state queue as seen by an arriving packet, can be given based on the steady state distribution of the MMPP/E r /1/K queue as outlined in Appendix A.
In the following we give a recursion to calculate the probabilities P a x,l ( j, n). Let us first denote by f l,m (t) the joint probability density function of the interarrival-time distribution of the joint arrival process and that the next arrival will occur in state m of the MMPP given that the last arrival was in state l of the MMPP. A way to calculate
The recursion is initiated for n = 1 with the following relations
Using the notation p m = λ m λ m +λ and p m = λ λ m +λ as in Subsection 3.1, for n ≥ 2 the following equations hold.
Numerical Evaluation
The above set of integral equations can be solved using numerical integration. The finite integrals in equations (10) to (13) are calculated numerically while the infinite integrals -as the integrand only depends on t in f l,m (t) -can be evaluated analytically as shown in Appendix B (26). We introduce ∆ the step size for the numerical integration such that D = N∆, and so instead of equations (9-13) we can write
For n ≥ 2 the following recursive equations hold.
where the coefficient c i τ is the τ th weighting coefficient in the i point numerical integration using the Newton-Cotes formulas. The Newton-Cotes rules in (15)- (18) [Abramowitz and Stegun, 1972] .
The procedure of computing P a i,l ( j, n) is as follows. First we calculate P a i,l ( j, 1), i = 0 . . . KN from the initial conditions (14). Then in iteration k we first calculate P s i,l ( j, k), k = 1 . . . n − 1 using equations (17) and (18) and the probabilities P a i,l ( j, k), which have been calculated during iteration k − 1. Then we calculate P a i,l ( j, k + 1) using equations (15) and (16).
Performance Analysis
In this section we validate the two models described in Section 3 via simulations and use them to evaluate the effects of the PSD on the distribution of the number of lost packets in a block of packets, the related FEC performance and the average loss run length. The average packet length of both the tagged and the background traffic is set to 188 bytes, as given for the transport stream in the MPEG-2 standard [Hoffman and Fernando, 1998 ]. Note that increasing the average packet length is equivalent to decreasing the link speed, and thus the particular fixed value of the average packet length does not limit the generality of the results presented here. The considered link speeds are 10 Mbps, 22.5 Mbps and 45 Mbps. The queue lengths are set to 5, 10 and 20 packets depending on the link speed, which results in a maximum average delay of around 0.5 ms in all cases. We performed simulations with an MPEG-4 coded talk-show video trace. The PSD of the video trace was in all cases deterministic, while for the PSD of the background traffic we used the exponential or the deterministic distribution depending on the considered scenario. In the analytical models and in the simulations validating the models we considered a 3 state MMPP, with an average bitrate of 540 kbps, arrival intensities λ 1 = 83/s, λ 2 = 367/s, λ 3 = 661/s and transition rates r 12 = 40, r 13 = 1, r 21 = 10, r 23 = 1.3, r 31 = 6, r 32 = 0.1. These values were derived from the MPEG-4 encoded video trace to match the queuing performance on a 10 Mbps link with exponential PSD. In the case of the analytical model and the corresponding simulations the PSD of both the tagged source and the background traffic were set to exponential or deterministic depending on the considered scenario. The simulations were performed in ns-2, the results have a 5 percent margin of error at a 95 percent level of confidence.
We use three measures to compare the packet loss process. The first one is a commonly used measure of closeness, the Kullback-Leibler distance [Kullback, 1959] defined for two distributions as
The Kullback-Leibler distance is the same as the relative entropy of P 1 with respect to P 2 . It is not a true metric, as it is not symmetric and does not satisfy the triangle inequality, but it is always non-negative and equals zero only if P 1 = P 2 .
The second measure is based on the gain that can be achieved by using FEC. We denote by FEC(k,c+k) an FEC scheme using Reed-Solomon coding with k data packets and c redundant packets. Given the probabilities P( j, n) the uncorrected loss probability for such a scheme can be calculated as
Based on the uncorrected packet loss probability we define the FEC gain as the ratio of the average loss probability without the use of FEC and the uncorrected loss probability when using FEC:
loss . The third measure is the average loss run length, also called average loss burst size, i.e. the average number of consecutively lost packets. Given the probabilities P( j, n) the average loss run length can be calculated as
A higher value of the average loss run length results in fewer loss bursts given a particular stationary loss probability.
Constant average load
In this section we consider the case when the average load in the network is constant and compare the packet loss process, the efficiency of FEC and the average loss run length for the two PSDs. Figures 1-3 show the uncorrected loss probability without using FEC (denoted by FEC(1,1)) and using two different FEC schemes for the three considered link speeds as a function of the average load. The figures show simulation results using the MMPP, denoted by subscript s, and analytical results using the models presented in the paper, denoted by subscript m. The capital letter D stands for the deterministic, the capital letter M for the exponential PSD. The figures show that the models fit perfectly with the simulations. We can also observe that at a given average load the difference between the results with exponential and deterministic packet sizes is several orders of magnitude, not only in terms of stationary loss probability, but also in terms of the efficiency of FEC to reduce the uncorrected loss probability. As the link speed increases, the efficiency of FEC increases at a given average load level. Average load Average loss run length using the models presented in the paper, denoted by subscript m. The figures show that the MMPP approximation gives a rather accurate estimate of the video trace in terms of queuing performance despite of the low number of states of the model. The difference between the results with the model and the traces increases as the link speed increases.
Figures 7-8 show the average loss run length for two considered link speeds as a function of the average load. Comparing the results given by the analytical models and the simulations shows that the models presented give accurate results. We see that the average loss run length is higher for the exponential PSD, which is partly due to the higher stationary loss probability when using the exponential PSD compared to when using the deterministic PSD. Comparing the figures we see that the difference between the results with the different PSDs decreases as the link speed increases. Comparing results with the video trace and the MMPP we see that the model is accurate at a link speed of 10 Mbps, and underestimates the loss correlations for other link speeds. The relationship between results with the different PSDs is similar however, the average loss run length is lower in case of the deterministic PSD and the difference between the results decreases as the link speed increases.
Figures 9 and 10 show the probability of loosing j packets in a block of 11 and 22 packets respectively at an average load of ρ = 0.8 for the three considered link speeds. Comparing the results for the different PSDs we see that the probability of a large number of losses in a block is lower in the case of the deterministic PSD, which will result in better performance for FEC. The curves for the the different link speeds have different shapes, which is due to the different stationary loss probabilities. Comparing the FEC gain for the exponential and the deterministic PSD we see that it is higher in the case of the deterministic PSD, and the difference between the results of the distributions increases as the average load decreases. This result is supported by Figure 7 showing the average loss run length, the lower average loss run length of the deterministic PSD at a given average load contributes to the higher efficiency of FEC. The results showing the probability of losses in a block of packets are in accordance as well, the probability of a large number of lost packets is lower in the case of the deterministic PSD. Comparing the results for the FEC gain to those for the Kullback-Leibler distance we have to note that while the FEC gain measures the difference of the distributions shown in 9 and 10 for high values of j, the Kullback-Leibler distance puts much weight on the values of j where P( j, n) is high, i.e. typically for low values of j. This explains why the difference between the distributions is high for low loads in terms of FEC gain, while it is high for high loads in terms of Kullback-Leibler distance. As a consequence these two measures measure different aspects of the difference between the results with the different PSDs. Comparing Figures 13 and 14 we conclude that FEC (10, 11) and FEC(20, 22) behave similarly, and thus in the following we will only show figures for FEC (20, 22) for brevity.
The figures presented show that results for the video trace are similar to those for the MMPP model in terms of FEC gain, which confirms the results presented in the literature on the efficiency of Markovian modeling of LRD traffic. Due to the similarity of the results and to maintain clarity of the figures, in the following subsections we will only show results obtained with the MMPP model. In all of the figures the simulations showed a perfect match with the results of the analytical model, and thus in the following we will not show simulation results.
The figures show that there is a significant difference between the results with the two packet size distributions: the uncorrected loss probability and the average burst size are lower while the gain achievable by using FEC is higher in the case of the deterministic PSD. The difference however is partly due to the different stationary loss probabilities at a given average load. We eliminate the effects of the stationary loss probability in the following subsection.
Equal average packet loss probabilities
In this section we show the results as a function of the stationary loss probability. The rationale behind this is that applications can measure the stationary loss probability in the network but not the average load. Thus from an application's point of view it is interesting to know whether the PSD in the network influences the gain achievable by using FEC. In order to compare the packet loss process at a certain stationary loss probability, we take the results with the deterministic PSD at a given average load and decrease the background traffic of the mathematical model with exponential PSD to match the average packet loss probability. Figure 15 shows the probability of loosing j packets in a block of 22 packets. The average load of the scenarios with deterministic PSD is ρ = 0.8, while the average load of the scenarios with exponential PSD is set to match the stationary loss probability of the corresponding scenarios with deterministic PSD and the same link speed by changing the background traffic intensity. Comparing the figure to Fig. 10 we see that difference between the distributions with the different PSDs decreased significantly, but the probability of a large number of lost packets in a block is still lower in the case of the deterministic PSD despite of the equal average packet loss probabilities. Figure 16 shows the Kullback-Leibler distance between the results obtained with the two distributions as a function of the stationary loss probability. The distance between the results with the two PSDs decreased significantly (three orders of magnitude) compared to Fig. 12 . Figure 17 shows the average loss run length on a 10 Mbps link. Average loss probability
Figure 16: Kullback-Leibler distance vs.
stationary loss probability for P(j,22).
18 shows the FEC gain on a 10 Mbps link. The results for the loss run length support the results for the FEC gain, at a given stationary loss probability the deterministic PSD results in shorter loss bursts, which makes FEC more efficient. Comparing these figures to Figures 7 and 14 respectively also shows that the difference between the results obtained with the different distributions is lower at a particular average loss probability than at a particular average load level. Thus the observed difference in Subsection 4.1 was partly due to the different stationary loss probabilities at a particular average load level. The remaining difference between the packet loss processes and the related FEC performance (a factor of three in the considered scenario) can be due to the difference in the level of statistical multiplexing (the background traffic intensity was decreased in the case of the exponential PSD to match the stationary loss probability of the scenario with the deterministic PSD and as a result the packet loss process became more correlated) and to the difference between the packet size distributions.
Before we start to investigate in what extent the differences are due to the differ- 
Isolating the effects of the packet size distribution
In the following subsection we separate the effects of the level of statistical multiplexing and the PSD. We do it by decreasing the arrival intensity of both the background traffic and the tagged stream in the mathematical model with exponential PSD in order to match the stationary loss probability given by the model with deterministic PSD. Thus we keep both the stationary loss probability and the level of statistical multiplexing constant (doing so is equivalent to matching the stationary loss probability through increasing the link speed). Figure 21 shows the probability of loosing j packets in a block of 22 packets. The average load of the scenarios with deterministic PSD is ρ = 0.8, while the average load of the scenarios with exponential PSD is set to match the stationary loss probability of the corresponding scenarios with deterministic PSD and the same link speed. Figure  22 shows the Kullback-Leibler distance for P ( j, 22) stationary loss probability for P(j,22) (same level of statistical multiplexing).
15 and 16 respectively we can see a further decrease in the distance of the results with the different PSDs. Figure 23 shows the average loss run length as a function of the stationary loss probability. Comparing this to Fig. 17 shows a decrease between the results with the two distributions due to the decrease of the average loss run length for the exponential PSD especially at low stationary loss probabilities. The same effect can be seen comparing Fig. 24 to Fig. 18 , which shows the FEC gain on a 10 Mbps link as a function of the stationary loss probability for FEC (20, 22) . Comparing the two figures we see that the FEC gain for the exponential PSD got closer to that for the deterministic one. Thus the difference in the FEC gain considering a particular stationary loss probability is mainly due to the different levels of statistical multiplexing and in a lower extent to the different PSDs. 
Conclusion
In this paper we presented analytical models to evaluate the loss process of a single multiplexer fed by a bursty source and Poisson background traffic for two different packet size distributions and used extensive simulations to validate them. The models can be extended to include bursty background traffic by using an MMPP instead of the Poisson process, and random losses as described in [Dube et al., 2003] . We used the models to compare the probability of losses in a block, the related FEC performance and the average loss run length in the case of exponential and deterministic packet size distributions. Based on the results we conclude that the deterministic packet size distribution not only yields a lower stationary loss probability compared to the exponential packet size distribution but also a more independent packet loss process resulting in a lower average loss run length and more efficient FEC. We showed that the difference between the results at a particular average load level is mainly due to the different stationary loss probabilities while at a particular stationary loss probability it is mainly due to the different levels of statistical multiplexing. We showed that considering a particular stationary loss probability the difference between results obtained with the two distributions decreases as the link speed increases. Thus the packet size distribution influences the efficiency of FEC on a backbone link less than it does in access networks. At the same time in access networks even single multimedia streams can have a significant impact on the characteristics of the aggregate traffic and thus influence the performance of FEC by minimizing the variance of their packet size distribution. Furthermore, we conclude that applications experiencing a certain stationary loss probability in the network can have rough estimates on the performance of FEC independent of the packet size distribution in the network. The results presented here add a new aspect to the evaluation of the potential of FEC and error concealment to correct losses, and serve as a basis for future research on the efficiency of end-to-end error control techniques.
Appendices

A Workload distribution
The Laplace transform of the virtual waiting time distribution for the MMPP/G/1/K queue is given in [Blondia, 1989] . Following the arguments presented there one can derive the Laplace transform of the workload distribution
where S = (Λ − sI −Q) −1 , T = (sI −Λ +Q) −1 , G * (s) is the Laplace transform of the service time distribution. A k is an L × L matrix whose (l, m)th element denotes the conditional probability of the MMPP reaching phase m and having k arrivals during a service time, starting from phase l. Instead of calculating the inverse Laplace transform of the above expression we use an approximation based on the steady state distribution of the remaining exponential stages in an MMPP/E r /1/K queue, where E r denotes an r stage Erlang distribution. r is chosen to be cN, where c ≥ 1 is an arbitrary whole number and N is defined in Section 3.3. Given π(k, l), 0 ≤ k ≤ cNK, 1 ≤ l ≤ L, the steady state distribution of the remaining exponential stages in the MMPP/E r /1/K queue we calculate the queue length distribution as seen by an arriving packet as
Given the queue length distribution as seen by an arriving packet, Π(k, l),
B Interarrival-time distribution
The probability Q l,m i (k) denotes the joint conditional probability that between two arrivals from the joint arrival stream there are k exponential service completions out of i and the state of the MMPP at the moment of the next arrival is m given that at the time of the last arrival the MMPP was in state l as defined in Subsection 3.1. To calculate Q l,m i (k) we will first calculate f l,m (t) the joint probability density function of the interarrival-time distribution of the joint arrival process and that the next arrival will occur in state m of the MMPP given that the last arrival was in state l of the MMPP as it was defined in Subsection 3.2.
Using the notations introduced in Section 3 the Laplace transform f l,m * (s) of f l,m (t) is given by [Fischer and Meier-Hellstern, 1992] 
where Adj(.) is the adjoint of (.). The inverse Laplace transform of (24) can be calculated by finding the roots of det(sI −Q +Λ) and performing partial fraction decomposition. If det(sI −Q +Λ) has no repeated roots (i.e. λ i = λ j i f i = j), then f l,m * (s) can be written as 
Based on (26) the infinite integrals in equations (15), (16), (17) and (18) can be calculated as
Now we turn to the calculation of Q l,m i (k). We denote with P l,m (k) the joint probability of having k Poisson arrivals with intensity µ between two arrivals from the MMPP and the next arrival from the MMPP coming in state m of the MMPP given that the last arrival came in state l. The z-transform P l,m (z) of P l,m (k) is given by [Kleinrock, 1975] 
Thus we can express P l,m (k) from (28) 
