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Abstract
We study the ergodic properties of a class of measures on ΣZ for which
µA,t[x0 · · · xn−1] ≈ e
−nP
∥∥Ax0 · · ·Axn−1∥∥t, where A = (A0, . . . , AM−1) is a col-
lection of matrices. The measure µA,t is called a matrix Gibbs state. In par-
ticular we give a sufficient condition for a matrix Gibbs state to have the weak
Bernoulli property. We employ a number of techniques to understand these
measures including a novel approach based on Perron-Frobenius theory. We
find that when t is an even integer the ergodic properties of µA,t are readily
deduced from finite dimensional Perron-Frobenius theory. We then consider an
extension of this method to t > 0 using operators on an infinite dimensional
space. Finally we use a general result of Bradley to prove the main theorem.
1 Introduction
We recall the definition of a scalar Gibbs state. Let ΣA be a shift of finite type and
ϕ : ΣA → R. We say that a shift invariant measure, µϕ, is a scalar Gibbs state for ϕ
provided there exists C > 0 and P such that
C−1 ≤
µϕ([x0 · · ·xn−1])
e−nP+Snϕ
≤ C
for all x ∈ ΣA and n > 0 (where Snϕ =
∑n−1
k=0 ϕ(σ
kx)). By analogy if A =
(A0, . . . , AM−1) ∈ Md(R)
M and t > 0 we say that a shift invariant measure µA,t
is a matrix Gibbs state for (A, t) provided there exists a constant C > 0 and P such
that
C−1µA,t([x0 · · ·xn−1]) ≤ e
−nP
∥∥Ax0 · · ·Axn−1∥∥t ≤ CµA,t([x0 · · ·xn−1]) (1)
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for all x ∈ ΣZ (Σ = {0, . . . ,M − 1}) and n > 0. Notice we are working with the two-
sided shift and not as has been done in previous literature the one-sided shift. Thus
in a strict sense one may consider that we are working with the invertible extension
of matrix Gibbs states, this is important when working on the isomorphism problem
and it is also necessary so that we can apply the results in [6]. When t = 1 we refer
to the measure simply as the Gibbs state for A. P is uniquely determined by (1) and
is called the pressure denoted P (A, t). A computation shows that
P (A, t) = lim
n→∞
1
n
log
( ∑
x0···xn−1
∥∥Ax0 · · ·Axn−1∥∥t
)
.
For the remainder of the article a Gibbs state will always refer to a matrix Gibbs
state. Matrix Gibbs states are also equilibrium states for a sub-additive variational
principle [7]
P (A, t) = sup
µ∈M(σ)
[h(µ) + tΛ(A, µ)] . (2)
where Λ(A, µ) is the maximal Lyapunov exponent
Λ(A, µ) = lim
n→∞
1
n
∫
log
∥∥Ax0 · · ·Axn−1∥∥ dµ(x).
Measures which achieve the supremum are called matrix equilibrium states. Such
measures always exist by weak∗ compactness and upper semi-continuity of h(µ) +
tΛ(A, µ). The connection between Gibbs states and equilibrium states for the vari-
ation principle (2) was studied in [13]. The study of these measures was originally
motivated by their applications to dimension theory [14]. However recently interest
has been shown in determining their ergodic properties [20] [21]. In the classical case
for Ho¨lder continuous functions, scalar Gibbs states are well known to have many
nice statistical properties. It is natural to ask to what extent matrix Gibbs states
share these properties.
One of the strongest of these properties is that the dynamical system defined
by the shift map and a scalar Gibbs state for a Ho¨lder potential is isomorphic to a
Bernoulli shift and this is the problem we will focus on this article. This is a particu-
larly appealing property because Bernoulli shifts are classified up to isomorphism by
their entropy [22]. In general it is very difficult to explicitly construct isomorphisms
between measure preserving systems. One of the most common methods for demon-
strating a measure preserving system is isomorphic to a Bernoulli shift is to show
that it is weak Bernoulli and appeal to [15]. This is the strategy we will take in this
paper. The same method has been used by Bowen [2] for scalar Gibbs states. Recall
what it means for a dynamical system to be weak Bernoulli.
Definition 1.1. We say that partitions Q andR are ε-independent (written Q ⊥ε R)
if ∑
q∈Q,r∈R
|µ(q ∩ r)− µ(q)µ(r)| < ε.
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We say that a partition P is weak Bernoulli if for every ε > 0 there exists N such
that
∨s−1
i=0 σ
−iP ⊥ε
∨t+r−1
i=t σ
−iP for all r, s ≥ 0 and t ≥ s + N . We say that µA,t is
weak Bernoulli if the standard partition P = {[i] : 0 ≤ i ≤M − 1} is weak Bernoulli.
For a word I = i0i1 · · · in−1 we write
AI := Ai0Ai1 · · ·Ain−1
and we denote the length of the word I by |I|. We say that A = (A0, . . . , AM−1) ∈
Md(R)
M is irreducible if the matrices have no common proper and non-trivial invariant
subspace. This implies that there exists a constant δ > 0 such that∑
|K|≤d
‖AIAKAJ‖ ≥ δ ‖AI‖ ‖AJ‖ (3)
for all I, J . With this in mind we make the following definition
Definition 1.2. We say that A = (A0, . . . , AM−1) is primitive if there exists an N
and a δ > 0 such that ∑
|K|=N
‖AIAKAJ‖ ≥ δ ‖AI‖ ‖AJ‖ (4)
for all I, J .
For both irreducible and primitive collections of matrices, matrix Gibbs states are
known to exist and be unique [12, theorem 5.5] for all t > 0. The terms irreducible
and primitive are familiar from Perron-Frobenius theory and indeed the notions are
connected. Let LA : Md(R) → Md(R) be defined by LAB =
∑
iA
∗
iBAi, then LA
preserves the cone of positive semi-definite matrices. The operator LA appears in
connection with a class of measures related to fractal geometry called Kusuoka mea-
sures [19] (see example 2.3). One can check that if LA is irreducible (respectively
primitive) in the sense of Perron-Frobenius theory then A satisfies equation (3) (re-
spectively equation (4)). For the details see proposition 5.7. Our main theorem is
the following.
Theorem 1.3. Suppose that A = (A0, . . . , AM−1) is primitive. Then for any t > 0
the unique t-Gibbs state for A is weak Bernoulli.
The proof of theorem 1.3 can be found in section 4. The proof relies on a general
result of Bradley [6], which is somewhat opaque. With this in mind we also present
a method for understanding matrix Gibbs states through transfer operators which
is interesting in its own right. Understanding the ergodic/statistical properties of
Gibbs states in sub-additive thermodynamic formalism has long been a challenge,
with most results being achieved using fairly ad-hoc methods. This is in contrast to
the case for scalar Gibbs states which has a well developed methodology for deducing
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ergodic/statistical properties relying on the transfer operator. In this article we adapt
the classical doctrine of transfer operators for scalar Gibbs states to matrix Gibbs
states.
In section 2 we show that in the case when t is an even integer the ergodic prop-
erties of µA,t can be readily understood by studying the convergence properties of a
matrix. As a consequence we can obtain an exponential mixing result which includes
an explicit rate determined by the spectral gap of a finite dimensional matrix. This
naturally leads to the problem of generalizing this approach to t > 0. In section 3 we
generalize section 2 using operators on a suitable infinite dimensional vector space.
A major advantage of the approach in sections 2 and 3 is that we can give an explicit
construction of certain Gibbs states, including a formula for the measure of a cylinder
set. Previous methods have relied on abstract compactness arguments, realizing the
Gibbs state as a weak∗ limit point of a sequence of measures. As many properties are
not preserved under weak∗ limits this makes an analysis of the Gibbs state difficult.
Our transfer operator approach allows us to give direct proofs of ergodic properties.
It also provides a strong intuition for understanding how properties of the collection
A are reflected in the ergodic properties of µA,t.
2 Matrices which preserve a common cone
One particular class of matrix Gibbs states has appeared extensively in applications.
Consider the following examples.
Example 2.1. Bernoulli measures, take d = 1.
Example 2.2. Factors of Markov measures. The 1-Gibbs states for collections of
non-negative matrices are precisely factors of Markov measures, for details see [4]
or [8], [27]. In fact, allowing the operators in A to act on an infinite dimensional
space, factors of Gibbs states for Ho¨lder potentials can be viewed as Gibbs states for
a suitable collection of operators, see [24].
Example 2.3. The Kusuoka measure [19] was originally studied because of its con-
nections to fractal geometry. We briefly recall the construction. Let LiB = A
∗
iBAi
and LA =
∑
i Li. When A is irreducible there exist U, V positive definite matrices
such that LAU = ρ(LA)U , L
∗
AV = ρ(LA)V (notice that L
∗
AB =
∑
iAiBA
∗
i ) and
〈U, V 〉HS = 1 (where 〈A,B〉HS = tr(A
∗B)). The Kusuoka measure is then obtained
by extending
µ[x0 · · ·xn−1] = ρ(LA)
−n
〈
Lx0Lx1 · · ·Lxn−1U, V
〉
HS
to a measure using Carathe´odory’s extension theorem. It was shown in [20] that
the Kusuoka measure is a 2-Gibbs state. We will generalize this result to k-Gibbs
states for k even in example 2.7. Observe that thinking of the linear maps Li as
matrices we have that the Kusuoka measure is the 1-Gibbs state for the collection Â =
(L0, . . . , LM−1) each of which preserves the cone of positive semi-definite matrices.
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The property shared by all of these matrix equilibrium states is that all of the
matrices preserve a common cone. Our goal for this section is then to treat these
measures in an abstract manner. As one of the applications of this section is the
Kusuoka measure, we work with matrices preserving an abstract coneK. For the most
part, the reader will lose no intuition by simply thinking of K as being the positive
quadrant of Rd. For the reader’s convenience we have collected some definitions and
facts about abstract cones in finite dimensional vector spaces in the appendix. Recall
that
varn f = sup {|f(x)− f(y)| : xi = yi for all |i| ≤ n− 1}
and for θ ∈ (0, 1) define
Hθ =
{
f ∈ C(ΣZ) : There exists a constant K > 0 for which varn f ≤ Kθ
n
}
.
We denote the least such constant by |f |θ and Hθ becomes a Banach space with norm
‖f‖θ = ‖f‖∞ + |f |θ. The goal of this section is to prove the following theorem.
Theorem 2.4. Let A = (A0, . . . , AM−1) ∈ Md(R)
M . Suppose that each Ai is non-
negative with respect to a cone K and A :=
∑
iAi is such that
∑d−1
k=0A
k maps K \{0}
into the interior of K (that is A is K-irreducible). Then there exists a 1-Gibbs state
for A denoted µA moreover
1. µA is ergodic and thus unique, and P (A, 1) = log ρ(A).
2. If there exists an N such that AN maps K \ {0} into the interior of K (that is
A is K-primitive) then
(a) µA is weak Bernoulli.
(b) µA has exponential decay of correlations for Ho¨lder continuous functions.
That is for a fixed θ ∈ (0, 1) there are constants D and γ ∈ (0, 1) such that∣∣∣∣∫ f · g ◦ σndµA − ∫ fdµA ∫ gdµA∣∣∣∣ ≤ D ‖f‖θ ‖g‖θ γn
for all f, g ∈ Hθ, n ≥ 0. In addition, the rate γ is determined by θ and the
eigenvalues of A.
For the Kusuoka measure, part 2(b) is known [18], however our proof is funda-
mentally different and significantly more elementary. In particular the method in [18]
uses the g-function for the Kusuoka measure and transfer operator techniques. This
is technically challenging largely due to the fact that the g-function can fail to be
continuous.
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We can explicitly construct the measure µA. As A is irreducible we may take
u, v to be right and left eigenvectors respectively corresponding to the spectral radius
ρ(A) with 〈u, v〉 = 1. On cylinder sets we define
µA[x0x1 · · ·xn−1] = ρ(A)
−n
〈
Ax0Ax1 · · ·Axn−1u, v
〉
. (5)
Using the fact that u, v are eigenvectors for A it is readily checked that∑
i
µA[ix0 · · ·xn−1] = µA[x0 · · ·xn−1] =
∑
i
µA[x0 · · ·xn−1i].
As cylinder sets form a semi-algebra Carathe´odory’s extension theorem implies that
this extends to a shift invariant measure on ΣZ. Next our goal is to show that this
is a 1-Gibbs state for A and that it is unique. To do so, we prove the following
proposition.
Proposition 2.5. Suppose that A = (A0, . . . , AM−1) ∈ Md(R)
M is such that each
Ai is non-negative with respect to a cone K and A :=
∑
iAi is K-irreducible. Then
1. µA is ergodic.
2. µA satisfies the Gibbs inequality (1) with P = log ρ(A).
Proof. 1. Observe that
An =
(∑
i
Ai
)n
=
∑
|K|=n
AK . (6)
Let I, J be words.∣∣∣∣∣ 1n
n∑
k=1
µA([I] ∩ σ
−k[J ])− µA([I])µA([J ])
∣∣∣∣∣
≤
∣∣∣∣∣∣ 1n
|I|∑
k=1
µA([I] ∩ σ
−k[J ])
∣∣∣∣∣∣
+ ρ(A)−|I|−|J |
∣∣∣∣∣∣
〈
AI
 1
n
n∑
k=|I|+1
ρ(A)|I|−kAk−|I|
AJu, v
〉
− 〈AIu, v〉 〈AJu, v〉
∣∣∣∣∣∣
n→∞
−−−→ 0 + ρ(A)−|I|−|J | |〈AI 〈AJu, v〉u, v〉 − 〈AIu, v〉 〈AJu, v〉| = 0
by the Perron-Frobenius theorem 5.5 2(b). As cylinder sets are a generating
semi-algebra this implies that µA is ergodic.
2. From the Perron-Frobenius theorem we have that u ∈ int(K), v ∈ int(K∗).
Thus the Gibbs inequality follows directly from an application of lemma 5.6.
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As ergodic measures are mutually singular this implies that µA is the unique 1-
Gibbs state for A. The proof of the previous lemma shows that mixing properties of
µA are related to the convergence of A
n. It is this fact that we will exploit to prove
the remaining assertions in theorem 2.4.
Proposition 2.6. Suppose that A = (A0, . . . , AM−1) ∈ Md(R)
M is such that each
Ai is non-negative with respect to a cone K and A :=
∑
iAi if A is K-primitive then
the measure µA is weak Bernoulli.
Proof. Let r, s ≥ 1, t ≥ s and take [I] ∈
∨s−1
i=0 σ
−iP and [tJ ] ∈
∨t+r−1
i=t σ
−iP. Notice
|µA([I] ∩ [tJ ])− µA([I])µA([J ])|
=
∣∣∣∣∣∣
∑
|K|=t−s
µA([IKJ ])− µA([I])µA([J ])
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
|K|=t−s
ρ(A)−(s+r+(t−s)) 〈AIAKAJu, v〉 − ρ(A)
−(s+r) 〈AIu, v〉 〈AJu, v〉
∣∣∣∣∣∣
= ρ(A)−(s+r)
∣∣∣∣∣∣
〈
AI
ρ(A)−(t−s) ∑
|K|=t−s
AK
AJu, v
〉
− 〈AIu, v〉 〈AJu, v〉
∣∣∣∣∣∣
Notice that
ρ(A)−(t−s)
∑
|K|=t−s
AK = ρ(A)
−(t−s)At−s = uvT + (ρ(A)−(t−s)At−s − uvT ).
Thus
|µA([I] ∩ [tJ ])− µA([I])µA([J ])|
= ρ(A)−(s+r)
∣∣〈AI(ρ(A)−(t−s)At−s − uvT )AJu, v〉∣∣
≤ ρ(A)−(s+r) ‖A∗Iv‖ ‖AJu‖
∥∥ρ(A)−(t−s)At−s − uvT∥∥
≤ Cβt−sρ(A)−s ‖AI‖ ρ(A)
−r ‖AJ‖
≤ C ′βt−sµA(I)µA(J) by Proposition 2.5
where β = |λ2|+ε
ρ(A)
< 1 for a small ε > 0 as in Perron-Frobenius theorem 5.5. Then we
have ∑
I,J
|µA([I] ∩ [tJ ])− µA([I])µA([J ])| ≤ Kβ
t−s
∑
I,J
µA([I])µA([J ]) = Kβ
t−s.
Hence µA is weak Bernoulli.
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Thus we have proven theorem 2.4 2(a), part 2(b) follows by an approximation
argument, see Bowen’s book [3, theorem 1.26]. Finally we end this section with an
example which shows that k-Gibbs states can be understood in terms of matrices
preserving a common cone, for k an even integer.
Example 2.7. The following example generalizes the Kusuoka measure (the Kusuoka
measure is the case of k = 2). Let k be an even integer and define
S = span
{
v⊗k : v ∈ Rd
}
We consider the following cone in S∗
K =
{
w ∈ S∗ :
〈
v⊗k, w
〉
(Rd)⊗k
≥ 0 for all v ∈ Rd
}
Note that when k is odd this set is {0}. When k is even K is a cone with non-void
interior (see proposition 5.8). The cone K is sometimes referred to as the positive
semi-definite tensor cone: in the case of k = 2 this cone can be identified with
positive semi-definite matrices. Suppose that A = (A0, . . . , AM−1) is a collection
of matrices with no common proper, non-trivial invariant subspace. Consider the
collection A′ = ((A⊗k0 )
∗, . . . , (A⊗kM−1)
∗). The collection A′ preserves the cone K. We
claim that in fact A =
∑
i(A
⊗k
i )
∗ is irreducible with respect to K. To prove this it
is enough to show that no eigenvector of A lies on the boundary of K [25, theorem
4.1]. Suppose that w ∈ K, w 6= 0 and that Aw = λw and define
W = span
{
u :
〈
u⊗k, w
〉
(Rd)⊗k
= 0
}
We claim that W is invariant under A, if
〈
u⊗k, w
〉
(Rd)⊗k
= 0 then
0 =
〈
u⊗k, Aw
〉
(Rd)⊗k
=
∑
i
〈
(Aiu)
⊗k, w
〉
(Rd)⊗k
as w ∈ K this implies that
〈
(Aiu)
⊗k, w
〉
(Rd)⊗k
= 0 for each i. Thus W is A invariant,
so it is either Rd or {0}. As w 6= 0 we must have thatW = {0}. Therefore w ∈ int(K)
by lemma 5.3 and A is irreducible. Constructing the 1-Gibbs state for A′, we see that
it satisfies the Gibbs inequality: there exist constants C > 0 and P such that
C−1µA′([x0 · · ·xn−1]) ≤ e
−nP
∥∥(A⊗kx0 )∗(A⊗kx1 )∗ · · · (A⊗kxn−1)∗∥∥ ≤ CµA′([x0 · · ·xn−1]).
As A⊗kxn−1A
⊗k
xn−2
· · ·A⊗kx0 = (Axn−1Axn−2 · · ·Ax0)
⊗k we have that
C−1µA′([x0 · · ·xn−1]) ≤ e
−nP
∥∥Axn−1Axn−2 · · ·Ax0∥∥k ≤ CµA′([x0 · · ·xn−1]).
Strictly speaking the order of the product of matrices is backwards from the Gibbs
inequality in equation (1). By taking A = (A∗0, . . . , A
∗
M−1) this can be changed (see
proposition 5.9). Thus we have found an elementary way of constructing k-Gibbs
states for all even integers.
Therefore we have a completely explicit description of Gibbs states when t is an
even integer.
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3 Transfer operators and exponential mixing
The goal of this section is to explore a method for constructing matrix Gibbs states
and proving ergodic and statistical properties using transfer operators. This approach
is interesting for number of reasons in particular it is an application of transfer op-
erator methods to a problem in sub-additive ergodic theory. It is also a reasonable
generalization of example 2.7 using operators on infinite dimensional spaces. We will
need the following definitions.
Definition 3.1. We say that a collection of invertible d× d matrices (A0, . . . , AM−1)
is strongly irreducible if they do not preserve a finite union of proper and nontrivial
subspaces.
Definition 3.2. An element B ∈ Md(R) is called proximal if B has a simple eigen-
value of modulus ρ(B) and any other eigenvalue has modulus strictly smaller then
ρ(B). The collection (A0, . . . , AM−1) is called proximal if there exists a product
B = Ax0 · · ·Axn that is proximal.
We have the following theorem.
Theorem 3.3. Suppose that A = (A0, . . .AM−1) is a collection of real invertible d×d
matrices which is proximal and strongly irreducible. Then for any t ≥ 0 there exists
a unique Gibbs state for (A, t), µA,t, moreover
1. µA,t is weak Bernoulli.
2. µA,t has exponential decay of correlations for Ho¨lder continuous functions. That
is for a fixed θ ∈ (0, 1) there are constants D and γ ∈ (0, 1) such that∣∣∣∣∫ f · g ◦ σndµA,t − ∫ fdµA,t ∫ gdµA,t∣∣∣∣ ≤ D ‖f‖θ ‖g‖θ γn
for all f, g ∈ Hθ, n ≥ 0.
In the previous section we have seen that the role of the transfer operator for t = 2k
was played by A =
∑
iA
⊗2k
i we need to find a suitable replacement. By identifying
2-tensors with bilinear forms which are in turn a subspace of the 2-homogeneous
functions one is naturally lead to consider the action of the matrices on t-homogeneous
functions. This is then equivalent to the action of the matrices on the projective space
RP
d−1 weighted by the functions
∥∥∥Ai u‖u‖∥∥∥t. That is, define a transfer operator by
Ltf(u) =
M−1∑
i=0
∥∥∥∥Ai u‖u‖
∥∥∥∥t f(Aiu) (7)
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which acts on C(RPd−1). The connection between matrix Gibbs states and this
operator is made clear in proposition 3.4. First we fix some notation. For a function
h and a measure ν we write
〈h, ν〉 =
∫
hdν.
Recall that RPd−1 is obtained by taking the quotient of Rd \ {0} by the equivalence
relation x ∼ y if and only if x = λy for some λ 6= 0. We denote the equivalence class
of a vector v by v. Define a metric on RPd−1 by
d(u, w) = inf
{
‖u′ − w′‖ : ‖u′‖ = ‖w′‖ = 1 and u′ = u, w′ = w
}
.
Proposition 3.4. Let t ≥ 0 and A = (A0, . . . , AM−1) be a collection of invertible
matrices. Suppose that there exists νt a Borel probability measure not supported on
a projective subspace and ht a strictly positive continuous function such that Ltht =
ρ(Lt)ht, L
∗
t νt = ρ(Lt)νt and 〈ht, νt〉 = 1. Define Li by Lif(u) =
∥∥∥Ai u‖u‖∥∥∥t f(Aiu) then
the formula
µA,t[x0x1 · · ·xn−1] = ρ(Lt)
−n
∫
RPd−1
Lxn−1 · · ·Lx1Lx0ht(u)dνt(u) (8)
extends to a shift invariant measure on ΣZ. Moreover µA,t is a Gibbs state for (A, t).
Proof. The assumption that ht, νt are eigenvectors corresponding to ρ(Lt) implies that
the formula in (8) extends to a shift invariant measure by Carathe´odory’s extension
theorem. All that remains to be shown is that µA,t satisfies the Gibbs inequality. To
see why the Gibbs inequality holds notice
A 7→
∫
RPd−1
∥∥∥∥A u‖u‖
∥∥∥∥t dνt(u)
is continuous and strictly positive (by the assumption that νt is not supported on a
projective subspace) from the set of norm one d× d matrices to R. Take C > 0 such
that ∫
RPd−1
∥∥∥∥A u‖u‖
∥∥∥∥t dν(u) ≥ C ‖A‖t
for all A ∈Md(R). Thus
ρ(L)−n
〈
Lxn−1 · · ·Lx1Lx0h, ν
〉
≥ (inf h)Cρ(L)−n
∥∥Ax0Ax1 · · ·Axn−1∥∥t
and
ρ(L)−n
〈
Lxn−1 · · ·Lx1Lx0h, ν
〉
≤ (sup h)ρ(L)−n
∥∥Ax0Ax1 · · ·Axn−1∥∥t .
Which shows that the measure µA,t satisfies the Gibbs inequality.
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If I = i0i1 · · · in−1 we will use the notation that
LI := Lin−1 · · ·Li1Li0 .
Notice that this is backward from the definition of AI . To see why consider
Lx1Lx0f(u) =
∥∥∥∥Ax1 u‖u‖
∥∥∥∥t Lx0f(Ax1u)
=
∥∥∥∥Ax1 u‖u‖
∥∥∥∥t ∥∥∥∥Ax0 Ax1u‖Ax1u‖
∥∥∥∥t f(Ax0Ax1u)
=
∥∥∥∥Ax0Ax1 u‖u‖
∥∥∥∥t f(Ax0Ax1u).
As we can see pre-composition reverses the order of the products.
Operators like Lt have appeared frequently in the study of random matrix prod-
ucts. This is however the first time they have been used to construct a measure on ΣZ
and deduce ergodic and statistical properties. To prove theorem 3.3 all we require is
a suitable Perron-Frobenius theorem. For each ε > 0 denote by Cε(RPd−1) the space
of ε-Ho¨lder continuous functions in the d metric on RPd−1. This becomes a Banach
space in the usual way with norm ‖·‖ε = ‖·‖∞ + |·|ε (where |f |ε is the least ε-Ho¨lder
constant for f). Set t = min {1, t}. The following theorem is a result of Guivarc’h
and Le Page [16].
Theorem 3.5 (Guivarc’h and Le Page [16]). Let t ≥ 0. Suppose that (A0, · · · , AM−1)
are real, invertible, strongly irreducible and proximal. Then there exists an ε with
0 < ε ≤ t such that the following hold
1. Lt : C
ε(RPd−1) → Cε(RPd−1), that is Lt preserves the space of ε-Ho¨lder func-
tions.
2. The spectral radius of Lt : C
ε(RPd−1)→ Cε(RPd−1) is equal to eP (A,t). That is
log ρ(Lt) = lim
n→∞
1
n
log
∑
|I|=n
‖AI‖
t
 = P (A, t).
3. There exists a unique Borel probability measure νt on RP
d−1, not supported on
a projective subspace, such that L∗t νt = ρ(Lt)νt.
4. There exists a unique t-Ho¨lder function ht : RP
d−1 → (0,∞) such that Ltht =
ρ(Lt)ht and 〈ht, vt〉 = 1.
5. The operator Lt has a spectral gap on C
ε(RPd−1). That is to say there exists
decomposition of Lt as Lt = ρ(Lt)(Pt + Rt) where ρ(Rt) < 1, PtRt = RtPt = 0
and
Ptf = 〈f, νt〉ht for all f ∈ C
ε(RPd−1).
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Proof. If we take the measure on GLd(R) to be µ =
1
M
∑M−1
i=0 δAi then the operator
called P t in [16] is a scalar multiple of Lt and the result follows from [16, Theorem
8.8]. That ht is t-Ho¨lder is [16, lemma 4.8].
Corollary 3.6. Under the assumptions of theorem 3.5 there exists a constant C > 0
and β with 0 < β < 1 such that for any f ∈ Cε(RPd−1) we have∥∥ρ(Lt)−nLnt f − 〈f, νt〉ht∥∥ε ≤ C ‖f‖ε βn
for all n ≥ 0.
Proof. Notice that ρ(Lt)
−nL−nt = Pt +R
n
t . Thus∥∥ρ(Lt)−nLnt f − 〈f, νt〉 ht∥∥ε = ‖Rnt f‖ε ≤ ‖Rnt ‖ε,op ‖f‖ε .
Taking β = ρ(Rt) + ε < 1 for a small ε > 0 we have the result.
In order to obtain decay of correlation results we are thus forced into controlling
the regularity of LJht. This is the content of the next lemma.
Lemma 3.7. 1. For any A ∈ GLd(R) we have that
d(Au,Aw) ≤
2 ‖A‖∥∥∥A u‖u‖∥∥∥d(u, w).
for all u, w ∈ Rd.
2. For any A ∈ GLd(R) and t ≥ 0 we have that∣∣∣∣∣
∥∥∥∥A u‖u‖
∥∥∥∥t − ∥∥∥∥A w‖w‖
∥∥∥∥t
∣∣∣∣∣ ≤ (t+ 1) ‖A‖t d(u, w)t
for all u, w ∈ Rd.
3. For any 0 < ε ≤ t there exists a constant K such that ‖LJht‖ε ≤ K ‖AJ‖
t for
all J .
Proof. 1. This is essentially [16, Lemma 4.6]. We provide the details for the sake
of completeness. Notice for any u, w
‖Au‖ ‖Aw‖
(
Au
‖Au‖
−
Aw
‖Aw‖
)
= ‖Aw‖Au− ‖Au‖Aw
= ‖Aw‖Au− ‖Aw‖Aw + ‖Aw‖Aw − ‖Au‖Aw
= ‖Aw‖ (Au− Aw) + (‖Aw‖ − ‖Au‖)Aw.
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By taking the norm of both sides we have that
‖Au‖ ‖Aw‖
∥∥∥∥ Au‖Au‖ − Aw‖Aw‖
∥∥∥∥ ≤ 2 ‖Aw‖ ‖A(u− w)‖ .
Thus
d(Au,Aw) ≤
∥∥∥∥∥∥ A
u
‖u‖∥∥∥A u‖u‖∥∥∥ −
A w
‖w‖∥∥∥A w‖w‖∥∥∥
∥∥∥∥∥∥
≤
2∥∥∥A u‖u‖∥∥∥
∥∥∥∥A( u‖u‖ − w‖w‖
)∥∥∥∥
≤
2 ‖A‖∥∥∥A u‖u‖∥∥∥
∥∥∥∥ u‖u‖ − w‖w‖
∥∥∥∥ .
The same argument holds for
∥∥∥ −u‖u‖ − w‖w‖∥∥∥. Hence the result.
2. This is [16, lemma 4.6].
3. Notice
|LJh(u)− LJh(w)|
=
∣∣∣∣∣
∥∥∥∥AJ u‖u‖
∥∥∥∥t ht(AJu)− ∥∥∥∥AJ w‖w‖
∥∥∥∥t ht(AJw)
∣∣∣∣∣
≤
∥∥∥∥AJ u‖u‖
∥∥∥∥t ∣∣ht(AJu)− ht(AJw)∣∣ + ‖ht‖∞
∣∣∣∣∣
∥∥∥∥AJ u‖u‖
∥∥∥∥t − ∥∥∥∥AJ w‖w‖
∥∥∥∥t
∣∣∣∣∣
≤
∥∥∥∥AJ u‖u‖
∥∥∥∥t |ht|t d(AJu,AJw)t + ‖ht‖∞ (t+ 1) ‖AJ‖t d(u, w)t
≤
∥∥∥∥AJ u‖u‖
∥∥∥∥t |ht|t
 2 ‖AJ‖∥∥∥AJ u‖u‖∥∥∥
t d(u, w)t + ‖ht‖∞ (t+ 1) ‖AJ‖t d(u, w)t
=
∥∥∥∥AJ u‖u‖
∥∥∥∥t−t ‖AJ‖t |ht|t 2td(u, w)t + ‖ht‖∞ (t+ 1) ‖AJ‖t d(u, w)t
≤ ‖AJ‖
t |ht|t 2
td(u, w)t + ‖ht‖∞ (t + 1) ‖AJ‖
t d(u, w)t
=
[
|ht|t 2
t + ‖ht‖∞ (t+ 1)
]
‖AJ‖
t d(u, w)t.
Thus for 0 < ε ≤ t we have
|LJht|ε ≤ 2
t−ε |LJht|t ≤ ‖AJ‖
t 2t−ε
[
|ht|t 2
t + ‖ht‖∞ (t + 1)
]
.
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Therefore
‖LJht‖ε = ‖LJht‖∞ + |LJht|ε ≤ ‖AJ‖
t
(
‖ht‖∞ + 2
t−ε(|ht|t 2
t + ‖ht‖∞ (t + 1))
)
.
The proof of theorem 3.3 then follows in exactly the same way as theorem 2.4.
proof of theorem 3.3. Notice∣∣µA,t([J ] ∩ σ−n−|J |[I])− µA,t([I])µA,t([J ])∣∣
=
∣∣∣∣∣∣
∑
|K|=n
µA,t([JKI])− µA,t([I])µA,t([J ])
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
|K|=n
ρ(L)−(n+|I|+|J |) 〈LILKLJht, νt〉 − ρ(L)
−(|I|+|J |) 〈LIht, νt〉 〈LJht, νt〉
∣∣∣∣∣∣
= ρ(L)−(|I|+|J |)
∣∣∣∣∣∣
〈
LI
ρ(L)−n ∑
|K|=n
LK
LJht, νt
〉
− 〈LIht, νt〉 〈LJht, νt〉
∣∣∣∣∣∣
= ρ(L)−(|I|+|J |)
∣∣〈LIρ(L)−nLnLJht, νt〉− 〈LIht, νt〉 〈LJht, νt〉∣∣ by (6)
= ρ(L)−(|I|+|J |)
∣∣〈LI(ρ(L)−nLnLJht − 〈LJht, νt〉ht), νt〉∣∣
≤ ρ(L)−(|I|+|J |) ‖LI‖∞,op
∥∥ρ(L)−nLnLJht − 〈LJht, νt〉ht∥∥∞
≤ ρ(L)−(|I|+|J |) ‖LI‖∞,op ‖LJht‖ε β
n by corollary 3.6
≤ Kρ(L)−(|I|+|J |) ‖AI‖
t ‖AJ‖
t βn by lemma 3.7
≤ C2KµA,t([I])µA,t([J ])β
n by proposition 3.4
This proves theorem 3.3(1) and (2) follows by an approximation argument as in
Bowen’s book [3, Theorem 1.26].
Recently in addition to the interest in Gibbs states associated with the norms
of matrices there has also been significant interest in the so called singular value
potential [1], [10]. One can associate a suitable transfer operator to this potential. It
seems likely that the method presented in this chapter could be extended to give decay
of correlations results for Gibbs states of the singular value potential (in particular
taking advantage of [16, theorem 8.10]). In addition it seems likely this method could
be particularly well suited to studying Gibbs states when t < 0. For the perspective
of thermodynamic formalism it is likely that these measure for t < 0 are significantly
more interesting, for example it is known that the pressure function can fail to analytic
[11] and thus one expects that these systems can exhibit phase transitions. We leave
this for future work.
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4 The Weak Bernoulli Property
The purpose of this section is to prove theorem 1.3. The proof is similar to [26] where
scalar potentials satisfying the Bowen property are considered. The key tool is a
result of Bradley on ψ-mixing sequences of random variables [6] which implies the
following lemma.
Lemma 4.1. Let µ be a shift invariant measure on ΣZ. Suppose that for some N > 0
there exists a constant C > 0 such that
C−1µ([I])µ([J ]) ≤ µ([I] ∩ σ−N−|J |[J ]) ≤ Cµ([I])µ([J ]) (9)
for all words I, J . Then µ is weak Bernoulli.
Proof sketch. Notice that for n ≥ N we have that
µ([I] ∩ σ−n−|J |[J ]) =
∑
|K|=n−N
µ([I] ∩ σ−N−|K|−|J |[KJ ])
≥ C−1
∑
|K|=n−N
µ([I])µ([KJ ])
= C−1µ([I])
∑
|K|=n−N
µ([KJ ])
= C−1µ([I])µ([J ]).
A similar argument for the other inequality shows that in fact (9) holds with the same
constant C for all n ≥ N . Thus we have by an approximation argument that
lim sup
n→∞
µ(X ∩ σ−nY ) ≤ Cµ(X)µ(Y )
and
lim inf
n→∞
µ(X ∩ σ−nY ) ≥ C−1µ(X)µ(Y )
for all X, Y Borel measurable. The second inequality gives that µ is totally ergodic
and the first then implies that µ is mixing by a theorem of Ornstein [23, Theorem
2.1]. By an approximation argument we have that
ψ∗n = sup
{
µ(A ∩ B)
µ(A)µ(B)
: A ∈
∞∨
i=n
σ−iP, B ∈
−1∨
i=−∞
σ−iP, µ(A)µ(B) > 0
}
≤ C
ψ′n = inf
{
µ(A ∩ B)
µ(A)µ(B)
: A ∈
∞∨
i=n
σ−iP, B ∈
−1∨
i=−∞
σ−iP, µ(A)µ(B) > 0
}
≥ C−1
for all n ≥ N . A result of Bradley [6, Theorem 1] implies that µ is ψ-mixing; that
ψ-mixing implies weak Bernoulli is trivial.
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The lemma is essentially a rephrasing of [5, theorem 4.1(2)]. With this lemma in
hand the proof of theorem 1.3 is merely an application of the Gibbs inequality.
Proof of theorem 1.3. Let N be as in the definition of primitive. Let t > 1 and take
q such that 1/t+ 1/q = 1. Then for any I, J
µA,t([I] ∩ σ
−N−|J |[J ]) =
∑
|K|=N
µA,t([IKJ ])
≥ C−1e−(|I|+N+|J |)P (A,t)
∑
|K|=N
‖AIAKAJ‖
t
≥ C−1e−(|I|+N+|J |)P (A,t)M−Nt/q
 ∑
|K|=N
‖AIAKAJ‖
t
≥ C−1e−(|I|+N+|J |)P (A,t)M−Nt/qδt ‖AI‖
t ‖AJ‖
t
≥ C−2e−NP (A,t)M−Nt/qδtµA,t([I])µA,t([J ])
where M = |Σ|. For 0 < t ≤ 1 we have that
µA,t([I] ∩ σ
−N−|J |[J ]) =
∑
|K|=N
µA,t([IKJ ])
≥ C−1e−(|I|+N+|J |)P (A,t)
∑
|K|=N
‖AIAKAJ‖
t
≥ C−1e−(|I|+N+|J |)P (A,t)
 ∑
|K|=N
‖AIAKAJ‖
t
≥ C−1e−(|I|+N+|J |)P (A,t)δt ‖AI‖
t ‖AJ‖
t
≥ C−2e−NP (A,t)δtµA,t([I])µA,t([J ]).
For matrix Gibbs states the right hand inequality in equation (9) always holds. This
is a simple consequence of the Gibbs inequality and the fact that the norm is sub-
multiplicative, it was noticed in [20]. The result then follows from lemma 4.1.
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5 Appendix
Here we collect some facts as well as the basic definitions and properties of cones in
finite dimensional vector spaces. Most of material on cones will be familiar from the
classical Perron-Frobenius theory for non-negative matrices. In addition we collect
some elementary propositions and lemmas which we use in the article.
Definition 5.1. A subset K ⊆ Rd is called a cone if
1. K ∩ (−K) = {0}
2. λK = K for all λ > 0
3. K is convex
If K is a cone then we define the dual of K by
K∗ := {w : 〈u, w〉 ≥ 0 for all u ∈ K} .
Definition 5.2. Let A : Rd → Rd be a linear map and K be cone.
• We say that A is K-non-negative provided AK ⊆ K and we write A ≥K 0.
• We say that A is K-positive if A(K \ {0}) ⊆ int(K) and we write A >K 0.
• We say A ≥K 0 is K-primitive if there exists an N such that AN is K-positive.
• We say A ≥K 0 is K-irreducible if
∑d−1
k=0A
k is K-positive.
Often when K is understood we suppress the notation.
There are various definitions of K-irreducible in the literature. It is known that
these conditions are all equivalent however finding a complete proof in the literature
is surprising difficult. Thus for the sake of completeness we include proposition 5.4.
In order to achieve 3 =⇒ 4 we need the following lemma.
Lemma 5.3. Suppose that K ⊆ Rd is a cone. Then
int(K) = {u : 〈u, v〉 > 0 for all v ∈ K∗ \ {0}} .
Proof. First we recall that
K = {u : 〈u, v〉 ≥ 0 for all v ∈ K∗ with ‖v‖ = 1}
this is a very general fact for closed cones in Banach spaces which follows from a
suitable Hahn-Banach theorem, see [9] for a nice discussion. Let
u ∈ {u : 〈u, v〉 > 0 for all v ∈ K∗ \ {0}} .
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Now take δ > 0 such that 〈u, v〉 > δ for all v ∈ K∗ with ‖v‖ = 1. Suppose that
‖w − u‖ < δ/2 then for any v ∈ K∗ with ‖v‖ = 1 we have
|〈u, v〉 − 〈w, v〉| = |〈u− w, v〉| ≤ ‖w − u‖ < δ/2.
This implies that 〈w, v〉 ≥ δ/2 > 0 and thus w ∈ K. As B(u, δ/2) ⊆ K we have that
u ∈ int(K).
Now suppose that u ∈ int(K). Take δ > 0 such that B(u, δ) ⊆ K if ‖w‖ = δ/2
then
‖(u+ w)− u‖ = ‖w‖ < δ and ‖(u− w)− u‖ = ‖w‖ < δ
implies that u− w, u+ w ∈ K. Thus for any v ∈ K∗
0 ≤ 〈u+ w, v〉 = 〈u, v〉+ 〈w, v〉 and 0 ≤ 〈u− w, v〉 = 〈u, v〉 − 〈w, v〉
which implies
−〈w, v〉 ≤ 〈u, v〉 ≤ 〈w, v〉 .
Then we have
‖v‖ = 2/δ sup
‖w‖=δ/2
|〈w, v〉| ≤ 2/δ 〈u, v〉 .
In particular if v 6= 0 then 〈u, v〉 > 0.
Proposition 5.4. Suppose that A preserves a non-void cone K ⊆ Rd. The following
are equivalent:
1. A has no eigenvector contained in ∂K.
2. A has no invariant faces.
3. (I + A)d−1 is K-positive.
4.
∑d−1
k=0A
k is K-positive.
Proof. (1 ⇐⇒ 2) is [25, theorem 4.2].
(2 =⇒ 3) is [25, lemma 4.2].
(4 =⇒ 1) is clear if A has an eigenvector contained in ∂K then so does
∑d−1
k=0A
k.
(3 =⇒ 4) Suppose that u ∈ K \ {0} by the assumption that (I +A)d−1 >K 0 we
have that for any v ∈ K∗ \ {0}
0 <
〈
(I + A)d−1u, v
〉
=
d−1∑
k=0
(
d− 1
k
)〈
Aku, v
〉
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by lemma 5.3. This implies that
0 <
d−1∑
k=0
〈
Aku, v
〉
=
〈(
d−1∑
k=0
Ak
)
u, v
〉
and hence
∑d−1
k=0A
ku ∈ int(K) by lemma 5.3 and
∑d−1
k=0A
k is K-positive.
The Perron-Frobenius theorem holds for abstract finite dimensional cones just as
it does for the positive quadrant.
Theorem 5.5. Suppose that K is a closed cone with non-void interior.
1. If A is K-non-negative then
(a) ρ(A) is an eigenvalue.
(b) K contains an eigenvector corresponding to ρ(A).
2. If A is K-irreducible then
(a) ρ(A) is a simple eigenvalue, and any other eigenvalue with the same mod-
ulus is simple.
(b) Suppose that u is an eigenvector for A corresponding to ρ(A) and v is an
eigenvector of AT corresponding to ρ(A) normalized so that 〈u, v〉 = 1.
Then
lim
n→∞
1
n
n∑
k=1
ρ(A)−kAk = P
where Pw = 〈w, v〉u.
3. If A is K-primitive then
(a) ρ(A) is a simple eigenvalue, which is greater in modulus then any other
eigenvalue.
(b) Suppose that u is an eigenvector for A corresponding to ρ(A) and v is an
eigenvector of AT corresponding to ρ(A) normalized so that 〈u, v〉 = 1.
Then for all small ε > 0 there exists C > 0 such that for all n ≥ 0∥∥ρ(A)−nAn − P∥∥ ≤ C ( |λ2|+ ε
ρ(A)
)n
where Pw = 〈w, v〉u.
Proof. 1. This is [25, theorem 3.1].
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2. (a) can be found in [25, theorem 4.3]. (b) follows from (a) using the same proof
as for non-negative matrices, which can be found in [17, theorem 8.6.1].
3. This result is well known. It can be proved for example using Hilbert’s projec-
tive metric and holds in significant generality see for example [9, theorem 2.3]
(although the result in [9] is significantly more powerful then needed here). The
article [25] contains a proof this result when A is assumed K-positive.
It is clear from the definition of irreducible and primitive that the eigenvector
corresponding to ρ(A) is contained in the interior of the cone K. This agrees with the
fact from classical Perron-Frobenius theory the the eigenvector has all positive entries.
Notice also that for K-irreducible/primitive matrices there always exist vectors u
and v with u an eigenvector for A corresponding to ρ(A) and v is an eigenvector for
AT corresponding to ρ(A) such that 〈u, v〉 = 1 (by 1(b) and the observation that
u ∈ int(K) by irreducibility/primitivity). This ensures that 2(b) and 3(b) are never
vacuous. We need the following to produce the Gibbs inequality.
Lemma 5.6. Suppose that K is a cone and that D ⊂ int(K) and D∗ ⊂ int(K∗) are
non-empty and compact. Then there exists a constant C > 0 such that
C−1 ‖A‖ ≤ 〈Au, v〉 ≤ C ‖A‖
for all u ∈ D, v ∈ D∗, and A ≥K 0.
Proof. Suppose A ≥K 0, and that for some u ∈ int(K) and v ∈ int(K∗) we have
〈Au, v〉 = 0. Then Au = 0 by an arguement similar to lemma 5.3. Thus for any
w ∈ K∗ we have that 〈u,A∗w〉 = 0 which implies that A∗w = 0 by lemma 5.3.
Therefore A∗ = 0 and of course A = 0. Thus the function
(A, u, v) 7→ 〈Au, v〉
is continuous and 〈Au, v〉 > 0 for all A ≥K 0, A 6= 0 and u ∈ D, v ∈ D∗. As the set
of norm one K non-negative matrices cross D ×D∗ is compact we can find a C > 0
such that
C−1 ≤
〈
Au
‖A‖
, v
〉
≤ C
for all A ≥K 0, A 6= 0 and u ∈ D, v ∈ D∗. Clearly the inequality holds for A = 0
hence we have the result.
With the proceeding lemma the proof of the following proposition which relates the
definition of irreducibility and primitivity from the introduction to that for operators
is straightforward.
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Proposition 5.7. Let A = (A0, . . . , AM−1) ∈ Md(R) and define LA as in example
2.3.
1. If LA is irreducible then A satisfies equation (3).
2. If LA is primitive then A satisfies equation (4).
Proof. We will prove (2); then (1) will be similar. Let Li be as in example 2.3.
Take N such that LNA >
K 0 and U, V positive definite matrices. Set D = {U} and
D∗ = (L∗A)
N({W ∈ K∗ : 〈U,W 〉HS = 1}). Notice that {W ∈ K
∗ : 〈U,W 〉HS = 1} is
closed and bounded (by lemma 5.6) hence compact. Take C > 0 as in lemma 5.6
then ∑
|K|=N
‖AIAKAJ‖
2 ≥ C−1
〈
LIL
N
ALJU, V
〉
HS
= C−1 〈LIU, V 〉HS
〈
LJU, (L
∗
A)
N L
∗
IV
〈LIU, V 〉
〉
HS
≥ C−3 ‖AI‖
2 ‖AJ‖
2 .
Where we have used the fact that ‖LI‖ = ‖AI‖
2. Therefore
∑
|K|=N
‖AIAKAJ‖ ≥
 ∑
|K|=N
‖AIAKAJ‖
2
1/2 ≥ C−3/2 ‖AI‖ ‖AJ‖ .
Proposition 5.8. Let k be an even number and define
S = span
{
v⊗k : v ∈ Rd
}
and
K =
{
w ∈ S∗ :
〈
v⊗k, w
〉
(Rd)⊗k
≥ 0 for all v ∈ Rd
}
.
Then K is a closed cone with non-void interior.
Proof. That K is a closed cone is trivial. Thus we turn our attention to showing that
K has a non-void interior. First we note that there exist elements w ∈ K such that〈
v⊗k, w
〉
> 0 for all v ∈ Rd\{0}. For example define a multi-linear map f : (Rd)k → R
by
f(v1, v2, . . . , vk) =
d∑
i=1
v1i v
2
i · · · v
k
i
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this gives a linear map f : (Rd)⊗k → R such that
f(v⊗k) =
d∑
i=1
vki > 0.
Now if vn
n→∞
−−−→ w then
(vn)⊗k =
∑
i1···ik
vni1 · · · v
n
ik
ei1 ⊗ · · · ⊗ eik
n→∞
−−−→
∑
i1···ik
wi1 · · ·wikei1 ⊗ · · · ⊗ eik
= w⊗k.
Thus
{
v⊗k :
∥∥v⊗k∥∥ = 1} is compact. Take δ > 0 such that f(v⊗k) > δ for all v for
which
∥∥v⊗k∥∥ = 1. Now if g ∈ S∗ is such that ‖f − g‖ < δ/2 then g ∈ K. Hence
int(K) 6= ∅.
Proposition 5.9. Suppose that (A0, . . . , AM−1) is irreducible then (A
∗
0, . . . , A
∗
M−1)
is also irreducible.
Proof. Notice that if A∗iW ⊆ W then AiW
⊥ ⊆ W⊥. To see this consider for any
u ∈ W⊥ and w ∈ W we have
0 = 〈A∗iw, u〉 = 〈w,Aiu〉
which implies that Aiu ∈ W
⊥. If AiW ⊆ W for all 0 ≤ i ≤ M − 1 then W
⊥ = {0}
or Rd hence W = {0} or Rd.
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