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The increasing functional requirements of embedded systems have led to an enormous
increase in software complexity and size. Key factors in successful software development
include short time to market, high product quality, and low development cost. More-
over, there are numerous software variations, since embedded control software is often
optimized for each product to improve its real-time performance.
Software Product Lines (SPL) is a software development approach with systematic
reuse throughout the development life cycle. The key idea of SPL is to exploit the reuse
potential of a product line based on reusable assets, which support both common and
variable product features in the product line. In recent years, much research has been
conducted on introducing SPL for embedded control systems. Many organizations have
reported success after SPL was adopted into their product lines. They have also, however,
found serious problems in adopting SPL for legacy embedded control systems.
One problem is the definition of a strategy for adopting SPL for legacy systems. To
adopt SPL, commonality and variability analysis must be conducted, and then platform
and variation points must be defined. Generally, existing products include hundreds of
functions specified in natural languages. Therefore, it takes a long time even for experts
on the product line to analyze the specifications.
This dissertation introduces a novel method to assess the commonality and variabil-
ity of existing systems introduced into a software product line. Refactoring an existing
i
ii ABSTRACT
implementation for future SPL is more reliable than introducing new SPL from scratch,
especially for safety-critical systems, like in the automotive domain. The proposed ap-
proach identifies code clones between different systems in order to assess the common-
ality and variability across two products. In assessing commonality and variability, we
classify code clones into four categories from the viewpoint of SPL variability. We also
apply hierarchical decomposition assessment of systems. By using the proposed method,
we can hierarchically assess the commonality and variability between existing systems
from the viewpoint of implementation. The method is examined through a case study on
engine management systems for vehicles.
Software componentization is also an issue to be solved. Some legacy software has
been used for more than a decade. Its architecture was designed when the software’s
size was very small and is not suitable for current software that is enormous and com-
plex. For effective reuse of software across product lines, a component-oriented software
architecture must be applied.
Hence, this dissertation presents a development method for software components in
embedded control systems. The development method integrates object-oriented software
development and model-based development. The key feature of this method is that a
wrapper wraps an automatically generated function, which is handled as an object, and
the wrapper is also automatically generated. A software tool was developed to generate
the wrapper from the automatically generated function. As a result, controller models can
be embedded efficiently as software components, without knowledge of object-oriented
design. The proposed development method was examined in terms of a control sub-
system of an engine management system.
Another problem is the complexity of dependency constraints across variable features.
Existing products include hundreds of “functionalities” and thousands of “features”. Even
if SPL is introduced, an effective configuration approach for variable features is required.
ABSTRACT iii
Therefore, a method is proposed to analyze crosscutting features in terms of logical
coupling of product release histories, for migration into SPL. Crosscutting features help
developers of large embedded systems to reduce the number of variable features. The
times for analysis and quantitative evaluation, however, are problems to be solved. This
dissertation focuses on the differences between existing products that can be extracted
from a product release history. The method applies precision and recall as metrics and de-
termines crosscutting feature candidates quantitatively and automatically. This proposed
method was also applied to engine management systems, and it successfully extracted
candidates with 97% precision and 31% recall.
The rest of the dissertation is organized as follows. In Chapter 2, we give an overview
of SPL and explain the problem of legacy embedded control systems.
In Chapter 3, we present the strategy for introducing SPL for legacy embedded control
systems. we first define inter-system code clones and then classify their variations. We
then show the results of a case study conducted with legacy automotive control systems.
Chapter 4 presents the development method for reusable software components. We
first define the software architecture of embedded control systems for SPL. Then, we
describe the model-based development process for software components, before giving
the results of a case study on the proposed method.
In Chapter 5, we describe the analysis method for crosscutting features. We first define
a product release history and then define logical coupling sets of variable features. Again,
we describe a case study on analyzing crosscutting features from existing products.
Chapter 6 gives the result of simulation experiments on introducing SPL for legacy
embedded control systems by using both the conventional approach and the proposed
approach, thus demonstrating the latter’s effectiveness.
Finally, Chapter 7 concludes the dissertation with a summary and directions for future
work.
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Embedded control systems are widely used in our society. They consist of microprocessor-
based controllers built into mechanical or electrical equipment. Examples include auto-
motive systems, train control systems, and flight control systems. Software is imple-
mented and executed in these systems.
The increasing functional requirements of embedded systems have led to an enormous
increase in software complexity and size. Key factors in successful software development
are short time to market, high product quality, and low development cost. Moreover, em-
bedded control software involves numerous software variations, since it is often optimized
for each product to improve its real-time performance.
Software product line (SPL) is a software development approach with systematic reuse
throughout the development lifecycle [5,7,22,29,37,39]. The key idea of SPL is to exploit
the reuse potential of a product line through reusable assets, which support both common
and variable features in the product line. In recent years, much research has focused on
introducing SPL for embedded control systems [27, 31, 33, 34]. Many organizations have
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reported success adopting SPL into their product lines. They have also found serious
problems, however, in adopting SPL for legacy embedded control systems.
One problem is defining a strategy for adopting SPL for legacy systems. To adopt
SPL, commonality and variability analysis must be conducted, and then platform and
variation points must be defined. Generally, existing products include hundreds of func-
tions, which are specified in natural languages. Therefore, it takes a long time to analyze
the specifications, even for experts on the target product line.
Software componentization is also an issue to be solved. Some legacy software has
been used for more than a decade. The architecture was designed when the software’s size
was very small, and such architecture is not suitable for current software, which is large
and complex. For effective software reuse across a product line, a component-oriented
architecture must be applied.
Another problem is the complexity of dependency constraints across variable features.
Existing products can have hundreds of different functionalities and thousands of features.
Even if SPL is introduced, an effective configuration approach for variable features is
required.
Given these considerations, this dissertation addresses the problems of adopting SPL
for legacy embedded control systems.
1.2 Main Results
1.2.1 SPL Adoption Strategy
In this dissertation, I introduce a novel method to assess the commonality and variabil-
ity of existing systems introduced into a software product line. Refactoring an existing
implementation into a future SPL is more reliable than creating a new SPL from scratch,
especially for safety-critical systems like those in automotive domain.
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Research in SPL has mostly focused on constructing product line infrastructures and
activities by considering the requirements of future products: scoping, domain analysis,
architecture creation, and variability management [27,31,34]. On the other hand, existing
products contain much domain expertise and are reliable from an industry viewpoint.
Commonality and variability analysis for existing software is one of the most important
issues in defining a future product line while reusing existing software.
Kang et al. [16] proposed a method to adopt SPL for a legacy system through feature-
oriented analysis. This technique recovers the implemented architecture from the depen-
dencies of the system’s functions and then improves the architecture by using the analyzed
features. This approach, however, can only be applied to a single legacy system, yet even
legacy systems can consist of several existing products. Knodel et al. [17] and Arciniegas
et al. [1] proposed methods to compare an existing architecture to a reference architecture
for SPL, but their approaches analyze only the dependencies of the component interfaces.
Therefore, implemented source code cannot be migrated to an SPL.
In the approach introduced here, I identify code clones between different systems in
order to assess the commonality and variability across two products. In this assessment,
the code clones are classified into four categories from the viewpoint of SPL variability.
Higo et al. [14] and Kolb et al. [19] proposed methods to analyze code clones for refac-
toring a software system, but their methods can be applied only to code clones in a single
system. Balazinska [3] et al. proposed a method to classify code clones into several types
in order to refactor existing systems, but they applied this technique only for multiple
product versions, not for product variations in parallel. Clements et al. [8] and Krueger
et al. [21] presented approaches for improving software architecture by analyzing code
clones at variation points in a reference architecture. Their focuses, however, were on im-
proving SPL architecture, not on adopting SPL into an existing architecture. Yamamoto et
al. [40] introduced metrics to evaluate the similarity between different systems, but these
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metrics characterize only the system-level similarity.
In contrast, I apply hierarchical decomposition assessment of systems. By using this
method, we can hierarchically assess the commonality and variability between existing
systems, from the viewpoint of implementation. I also examine the method with a case
study on engine management systems for vehicles.
1.2.2 Software Componentization
Next, I present a development method for software components for embedded control
systems. This development method integrates object-oriented software development and
model-based development.
In general, software componentization is a prerequisite for adopting SPL [29]. Com-
ponent technology enables developers to package software as loosely coupled parts. There-
fore, object-oriented software development, which excels in the reuse of software compo-
nents, has been attracting attention in this domain [13].
In the field of control systems, model-based design is becoming more important. For
example, an automotive engine controller is designed in a domain-specific language with
a computer-aided design (CAD) tool, and the controller model is checked by simulation
on the CAD tool. C code can also be generated from the controller model. Recently, the
quality and efficiency of such code is reaching a level suitable for production [35], but
development methods have not been established for generating embedded code automat-
ically for production.
Methods for developing software components for embedded control systems by using
block diagrams have been presented [11, 30]. These methods extend block diagrams to
the design of objects on modeling tools. This requires not only software engineers but
also control engineers to understand object-oriented design.
In contrast, one feature of my development method is that an automatically gener-
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ated function, which is handled as an object, is contained in a wrapper, which is also
automatically generated. I describe software developed to generate the wrapper from the
automatically generated function. As a result, controller models can be efficiently em-
bedded as software components, without knowledge of object-oriented design. I examine
application of the proposed development method for a control sub-system of an engine
management system for vehicles.
1.2.3 Crosscutting Feature Extraction
Lastly, I propose a method to analyze crosscutting features in terms of logical coupling of
product release histories, for migration into SPL. Crosscutting features help developers of
large embedded systems to reduce the number of variable features. The analysis time and
quantitative evaluation of crosscutting features, however, are problems to be solved.
The concept of a logical coupling set has been applied for recovering software archi-
tecture [12] and guiding software changes [42] in the field of software maintenance. The
approaches, however, are limited to analyzing linear change history and cannot be applied
to software variations developed in parallel.
Loesch et al. [23] and Conejero et al. [9] proposed a method for reducing the number
of variable features by introducing the concept of crosscutting features. Their approaches
analyze SPL infrastructure, however, rather than legacy systems. Some embedded control
systems, such as automotive control systems, are safety critical. These systems require
dependability, and developers are thus eager to reuse legacy systems. Therefore, cross-
cutting features should be analyzed and extracted from product release histories.
Hence, I introduce a novel analysis method for crosscutting features, which uses the
product release history. I focus on the differences between existing products that can be
extracted from product release histories. This method also uses the precision and recall
as metrics and determines candidate features quantitatively and automatically. I have
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applied the proposed method to engine management systems and found that it successfully
extracted candidates with 97% precision and 31% recall.
1.3 Overview of the Dissertation
The rest of this dissertation is organized as follows. In Chapter 2, I give an overview of
SPL and also explain the problems of adopting it for legacy embedded control systems.
In Chapter 3, I present the strategy for introducing SPL into such legacy systems. I
first define inter-system code clones and classify variations of the clone types. I then show
the results of a case study conducted with legacy automotive control systems.
In Chapter 4, I present the development method for reusable software components.
I first define a software architecture for embedded control systems with SPL, and then
describe a model-based development process for software components. Results are given
for a case study on developing software components with the proposed method.
Chapter 5 describes the analysis method for crosscutting features. I first define the
product release history, and then the logical coupling set of variable features. I also show
the results of a case study on analyzing crosscutting features of existing products.
Chapter 6 gives the results of a simulation of introducing SPL into legacy embedded
control systems, using both conventional approaches and the approach presented here,
demonstrating the effectiveness of the proposed methods.
Finally, in Chapter 7, I conclude this dissertation with a summary and directions for
future work.
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CHAPTER 2
SOFTWARE PRODUCT LINES
2.1 Basic Concept of SPL
Software product line engineering is a paradigm for developing software systems by us-
ing platforms and customization. A software product line consists of a family of software
systems that have both some common functionalities and some variable features. A func-
tionality is an objective that a system should achieve, and a feature is a characteristic of
the system. The following is a definition of a software product line by Clements and
Northrop [7].
A software product line is a set of software-intensive systems sharing a
common, managed set of features that satisfy the specific needs of a particular
market segment or mission and that are developed from a common set of core
assets in a prescribed way.
Commonalities are characteristics that are common to all possible products of a prod-
uct line. For example, an operating system (OS) can be a commonality when an organi-
zation decides to provide a solution for only one particular OS for a product line.





Figure 2.1: Embedded control systems
Variabilities are characteristics that can vary from one product to another in a product
line. A variability represents a subset of all possible configurations of the product line.
Variabilities are referred from all kinds of development artifacts: requirements, architec-
ture, design, source code, and tests. Managing variabilities is a major goal of SPL.
2.2 Embedded Control Systems
In this dissertation, we define embedded control systems as microprocessor-based con-
trollers built into mechanical or electrical equipment. Figure 2.1 shows an example of
embedded control system. Examples of embedded control systems include automotive
components, train control systems and flight control systems.
The embedded software is implemented and executed in a microprocessor. The auto-
motive industry recognized that electronics and software developments would represent
90% of all new-vehicle innovations, with embedded software controlling a variety of me-
chanical functions. The increasing functional requirements of embedded control systems
have led to an enormous increase in software complexity and size.
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Figure 2.2: Product life cycle model
2.3 SPL Adoption for Legacy Systems
2.3.1 Product life cycle model
In general, a product life cycle goes through four phases, namely, the market introduction
stage, the growth stage, the mature stage, and the decline stage. Figure 2.2 shows an
overview of the product life cycle model [36].
The product life cycle starts from the introduction stage. The market is almost nonex-
istent, and sales volume is limited. At this stage, product innovation is essential for creat-
ing a new market. On the other hand, process innovation is less important, since there is
only one or a few product variations.
Next, the cycle moves to the growth stage. Sales volume increases significantly, and
profitability begins to rise. Competition begins and establishes the market players. Prod-
uct innovation is still important for achieving requirements from the new customers ac-
companying market extension. Process innovations like cost reduction begin because of
economies of scale. Product variations are introduced to satisfy the diverse requirements
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of different customers.
Then the cycle goes to the mature stage. The sales volume peaks, and market satura-
tion is reached. Costs are lowered as a result of production volumes increasing. Brand
differentiation and feature diversification are emphasized to maintain market share. Prod-
uct innovation becomes less important, since the basic design has been standardized by de
facto market forces or an international standard. Product line infrastructure is introduced
to achieve process innovation in the mature stage.
Finally, the cycle enters the decline stage. Generally, product innovation based on an
emerging technology triggers this transition. The sales volume declines, prices drop, and
profit decreases.
2.3.2 SPL Adoption
Although SPL is an effective approach in the mature stage, the product life cycle must
first go through the introduction and growth stages. Especially in the growth stage, prod-
ucts evolve gradually to achieve the increasing requirements from new customers and to
compete with other players in the growing market. As a result, many product variations
have been developed as legacy systems when SPL is introduced.
Figure 2.3 shows a conceptual schematic of SPL adaption for legacy systems. First,
there are legacy systems developed during the growth stage of the product life cycle. The
SPL approach is introduced into the organization for these legacy systems. As a result
of SPL adoption, SPL core assets are set up. These core assets include feature models,
a reference architecture, reusable components, and so on. Then, the organization derives
new products by reusing the core assets, i.e., by binding variable features, resolving the
reference architecture, and implementing components for a specific product.
In this dissertation, we propose a novel SPL adoption process for legacy embedded
systems. Figure 2.4 shows an overview of the proposed process. Legacy systems are the
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Figure 2.3: SPL adaption for legacy systems


















Figure 2.4: Overview of the SPL adoption process
inputs of the process.
First, we present a method to analyze the commonality and variability of legacy sys-
tems in order to define an adoption strategy. Through the strategy, the organization defines
which parts of a system should be a platform for common requirements and which should
be reusable components for variable requirements. Product-specific components should
be also defined in order to match certain product-specific requirements.
Next, we describe a development method to componentize software, especially for
embedded control systems. This method integrates object-oriented software development
and automatic program generation from the domain-specific language of control systems.
Finally, we introduce a method to analyze crosscutting features in terms of logical
coupling of product release histories, for migration into SPL. Crosscutting features help
developers of large embedded systems to reduce the number of variable features.




The goal of the SPL adoption strategy is to determine how to introduce SPL into a set
of existing embedded control systems. The basic approach in achieving the adaption
strategy is to compare the implementations of existing legacy systems and assess their
commonality and variability.
Variability analysis for existing systems must be automated. These systems consist
of an enormous amount of software. For example, automotive systems can have 100 MB
of software. Even a sub-system, like an engine management system, can have more than
500,000 lines of code. The specifications are also huge and consist of hundreds of pages.
Moreover, specification formats differ among car manufacturers and are written in natural
languages like English and Japanese. Automated variability analysis of specifications
is not practical, even at the state of the art. Therefore, source code analysis should be
automated for variability assessment.
In the domain of embedded control systems, reuse of legacy source code is essen-
tial, because safety-critical systems like automotive systems and flight control systems
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must have reliability. Reused software is considered more reliable than newly developed
software [4]. Therefore, SPL adoption should be based on variability analysis of legacy
source code.
In this chapter, we propose a method to analyze the commonality and variability of
existing systems for introduction into a product line. The proposed method hierarchically
analyzes the commonality and variability of legacy software and classifies the variability
according to code clone metrics.
First, we introduce an efficient analysis process for large-scale software variations.
The process applies a reference architecture for the product line and hierarchically an-
alyzes the variability among legacy products by referring to the reference architecture,
e.g., at the system level, sub-system level, and component level. Through such hierarchi-
cal analysis, the common parts and varying parts of the software are sorted in a systematic
way.
Next, we propose a metric to evaluate the similarity of code clones between existing
products. Code clone analysis is used here as an approach for finding the common por-
tions of source code, but previous approaches detect intra-system code clones to improve
the maintainability of a system. The metric proposed here is for inter-system code clones,
to evaluate the similarity between existing systems.
In addition, classification is required in order to understand whether code clone por-
tions have commonality or variability in the context of SPL. In adopting SPL, inter-system
code clone portions should be classified in terms of commonality or variability and refac-
tored to common sub-systems or variants. We thus introduce a classification for code
clones, which is based on the proposed metric and the interfaces of functions. This ap-
proach enables organizations to understand the potential for adopting SPL with legacy
software.


























Figure 3.1: Overview of the commonality and variability assessment approach
3.2 Commonality and Variability Analysis
3.2.1 Concept of Proposed Method
An overview of the proposed approach is shown in 3.1. We assume that the target existing
systems consist of sets of functions implemented as source code and developed by a single
organization.
First, a reference architecture of the target systems is developed by domain experts.
The reference architecture is a core architecture that captures the high-level design for the
products of the product line and is commonly used by all products. The experts design
the reference architecture according to the specifications of the existing products and a
product roadmap that defines future products (3.1(a)). The experts must have technical
understanding of the products. At this step, the reference architecture does not yet include
variability.
Next, the commonality and variability of the legacy software are analyzed. This chap-
ter focuses on the steps involved in analyzing commonality and variability. The functions
of the legacy systems are mapped to sub-systems in the reference architecture, and sets of
functions are formed (step (b)). Then, the functions are analyzed and evaluated in terms
of a metric for inter-system code clones (step (c)). The functions are classified according




























Figure 3.2: Commonality and variability analysis using decomposition hierarchy
to the metric into four types of code clones, as characterized from the viewpoint of SPL
(step (d)). Finally, the domain experts determine whether the software sub-systems are
common parts or variable parts, by referring to the distribution of the code clone classifi-
cations among the sub-systems (step (e)). If a sub-system consists of more finely grained
sub-systems, it can be decomposed and analyzed again at a lower level in the reference
architecture hierarchy.
The output of the proposed method is an SPL adoption strategy for the legacy systems.
This strategy includes the decision to adopt SPL, lists of the common parts and variable
parts of the reference architecture, and a reengineering plan for the legacy software.
3.2.2 Hierarchical Mapping
One goal of the proposed method is analysis of clone data from product A to product B.
In order to interpret the collected clone data and assess merge potential, we propose a
hierarchical clone analysis approach. Figure 3.2 shows an overview of this approach.
First, we assume that both products A and B have one monolithic sub-system, and we
analyze the clone classification. Next, we analyze the clone classification of each sub-
system from product A to product B, based on a reference. Then, we continue to analyze














Figure 3.3: Inter-system code clone pair
the sub-sub-systems within a sub-system. In short, this clone analysis for merge potential
assessment is carried out at different levels of abstraction by using the decomposition
hierarchy shown in Figure 3.2.
3.2.3 Inter-system Code Clone
We first define code clones and clone coverage before explaining the details behind clone
analysis to assess the merge potential of software product variants.
In the field of code clone analysis, there are different definitions of code clone [20].
In this approach, we define a code clone as an exact copy without modifications.
Generally, a code clone means a code fragment that is similar or identical to another
code fragment [2]. Figure 3.3 shows an inter-system clone pair. Two code fragments
form a clone pair if their program text is similar. In the proposed approach, we restrict
this to clones of functions, that is, clones from a function in product A to a function in
product B. The main reason for this restriction is that later, in order to resolve clones, we
can replace existing cloned functions with generic functions that can be instantiated for
each product. A commercial tool called CloneFinder [32] is used to find cloned functions.
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CloneFinder can find clones that are either an exact copy from one product to another or
a copy with some modifications (e.g., a renamed function). This tool does not, however,
classify clones into the different types defined below. Hence, we wrote some wrappers
around the tool to extract the different types of clones. It is worth clarifying that the level
of granularity for reuse is not at the function level, but at the sub-system level. Using the
clone coverage metric, we measure the commonality level among sub-systems of existing
products.
Clone coverage means the similarity of two sub-systems in two different products. J
and K are two sub-systems and K have branched from J. Then the clone coverage in K
from J is defined as follows:
CloneCoverage(J;K)
=
Lines of Cloned Code from J to K
Lines of Code in J
If CloneCoverage(J, K) is near 100%, then nearly all the lines of code in K are cloned
from J, while if it is near 0%, then there is hardly any code similar to that in J. This clone
coverage metric can be applied at any level of abstraction. That is, we can compute clone
coverage from one product to another product, and then to the next level of the product
decomposition hierarchy. From this point on, the number of lines of code (LOC) in a sub-
system is defined as the sum of the numbers of non-commented lines in each function
within the sub-system.
3.2.4 Clone Classification
To facilitate merge potential assessment, we propose classifying clones from product A
to product B into the following different types. Note that we do not discuss clones within
product A or product B but only consider analysis of clones from A to B.
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Figure 3.5: Example of a type 2 clone
Also note that we define the clone classifications for variability analysis, different
from the types of clones classified by Koschke in a survey of software clones [20].
Type 1: Exact interface and implementation copy from product A to product B (Figure
3.4).
Type 2: Interface copy, but the implementation differ to satisfy product-specific require-
ments (Figure 3.5).
Type 3: Only the interface is copied, but the implementation differs sufficiently that
common sense regards it as different code (Figure 3.6). The difference between
type 2 and type 3 clones lies in the choice of the threshold for the clone coverage
rate. The type 3 clone is introduced especially to identify variable parts in imple-
mentations.
Type 4: The interface is renamed, but the implementation is cloned (Figure 3.7).
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Figure 3.7: Example of a type 4 clone
Note that the above four types account for all possible function clones. The motivation
for classifying clones into types 1, 2, and 3 was to quickly understand and identify the
common and variable parts in the implementations of products A and B. Type 4 was
defined for cases in which programmers rename interfaces but clone implementations
from one product to another. To merge existing systems, we need to increase the number
of type 1 clones, reduce the number of type 2 clones, keep type 3 clones only if a product
needs the same interface but a different implementation, and modify type 4 clones to type
1. Figure 3.8 shows an example of the distribution of code clones of the four types.
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Figure 3.8: Example of clone distribution
3.3 Case Study
3.3.1 Overview
In this section, we apply the proposed process through a case study to assess the merge po-
tential of two automotive products, specifically, two engine management systems (EMSs),
for customers A and B. The current products were derived from an initial version, and
different groups were formed to address the needs of the global market. Although these
products share a common conceptual architecture, their implementation and maintenance
are controlled by different groups. Hence, it was a wise decision to develop a merge
strategy before introducing a product line.
To assess the merge potential of the EMS products, we use the software architecture
as a reference point. The target EMS products are assumed to share the architecture
shown in Figure 3.9 [10]. A sub-system in product A is compared with the same sub-
system in product B, and the merge potential is assessed. To support this assessment, the
product level is analyzed. Next, the sub-system and sub-sub-system level commonalities















Figure 3.9: Reference architecture for the case study
are analyzed. At this point, a merge strategy can be developed for each sub-sub-system.
Finally, we discuss the results of the clone analysis from the domain viewpoint, in terms
of the proposed method.
In this case study, if the clone coverage rate of function f for product B from product
A is less than 20%, we consider function f to be a type 3 clone.
3.3.2 Results
Clone Coverage: System View
Figure 3.10 shows the distribution of clone coverage at the system level. In the case of
the analyzed EMS products, the lines of code for type 1 clones in product B from A
cover around 9% of all function code in B. On the other hand, type 2 clones in product
B from A cover around 19% of all function code in B. Ultimately, we would like to
reduce the number of type 2 clones by separating common and variable parts, thereby
reducing code duplication and introducing systematic reuse. Type 3 clones also exist in
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Figure 3.10: Clone distribution at the system level
these products, in this case, for two reasons: (a) certain portions of the EMS products
were implemented by different groups, but the interface was reused from the initial root
version; and (b) implementation of product-specific functionality was needed, but with the
same interface for both products. For product line migration, to avoid code duplication,
type 3 clones should be kept only if products require different implementations with the
same interface. There are very few type 4 clones, which means that programmers have
not changed function names from product A to B. For product B, 55% of the function
code was not cloned at all. That is, 55% of the function code in product B has a different
implementation than in product A.
We can observe from Figure 3.10 that the type 1 and type 2 clone coverage from
product A to B is around 28%. This result confirms that parts of the EMS products can be
merged and other parts cannot be merged. To understand this issue more clearly, we use
the hierarchical clone coverage view introduced earlier. The next step is to analyze which
sub-systems of the architecture are implemented in a different style in each product, and
which sub-systems have high clone coverage from product A to B.
Clone Coverage: Sub-System View
we previously showed the system view of the clone coverage from product A to product B.
This view is at a high level of abstraction and is only useful for understanding the merge
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Figure 3.11: Clone distribution at the sub-system level
potential from the system level. That is, Figure 3.10 does not contain any information
about the architectural sub-systems of the EMS products. Ideally, we would like to know
the clone coverage for each sub-system so that the sub-system merge potential can be
assessed. The difficulty with this, however, lies in the abstraction level: architectural sub-
systems are not directly visible in source code, but the clone detection results are always
at the code level and not at the sub-system level.
To solve this problem, we use mappings. That is, we map the abstract sub-systems
to source code for both products from the domain viewpoint. For example, as shown
in Figure 3.9, the reference architecture indicates that every file under the IO Driver di-
rectory belongs to the IO Driver sub-system. This mapping can be applied to lift the
collected clone data to the sub-system level. Note that this reference architecture is based
on AUTOSAR (Automotive Open System Architecture) [10].
Figure 3.11 shows the clone coverage for all sub-systems from product A to product B.
Using this view and the domain knowledge of the architect, we can reason about the clone
coverage for each EMS sub-system. Hence, we present the analysis of clone coverage at
the sub-system level for all sub-systems of the EMS products.
The Memory Service, Sensor Actuator, and Communication Driver sub-systems im-
plement product-specific functionalities, resulting in low type 1 clone coverage (below
SECTION 3.3 CASE STUDY 25
15%).
The Memory Service sub-system has type 1 clone coverage of around 5%, because
it implements a functionality related to flash memory operations, which are mainly sup-
plier dependent. As a result, the implementation of Memory Service in product A is
significantly different from that in product B. Also, around 50% of the Memory Service
sub-system code consists of type 3 clones. This is because for both products, the external
interfaces of Memory Service are the same, and hence, the interface was reused from the
initial root version of the EMS.
For the Complex I/O Driver sub-system, the type 1 clone coverage is around 25%.
This matches expectations, because this sub-system is “complex” and the developers tried
to maintain commonality. Note, however, that the type 2 clone coverage is around 35%.
We plan to work on resolving type 2 clones in the future.
The System Service sub-system implements system-level service routines and hence
is mostly product specific. We can see from the clone coverage view that around 80% of
System Service code is not clones.
There are also some unexpected surprises in the clone coverage results. For example,
the Application sub-system has type 1 clone coverage of only 5%, whereas we expected
around 30% to 40%. From the domain viewpoint, the Application sub-systems in both
products contain common domain concepts, but the clone coverage metric does not show
high commonality. The reason for this difference can be understood by analyzing the
clone coverage for all sub-sub-systems within the Application sub-system.
Clone Coverage: Component View
Figure 3.12 shows the clone coverage for components in the Application sub-system. The
figure thus indicates the clone distribution for the nine components in the sub-system.
At this point, we can proceed to develop a merge strategy for software components,
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Figure 3.12: Clone distribution at the component level
according to these assessment results.
Reengineering Plan for Components
The Engine Gas Injection Control is a traditional component with stable requirements for
engine control systems, but it also has differences or variations from one car model to
another model. Nevertheless, this component should be merged and transformed into a
generic component, with variation points. In Figure 3.12 we can notice that the type 1
and type 2 clone coverage for the Engine Gas Injection Control component are low: at
least 50% was expected from the domain viewpoint. In this case, the merge plan is to
transform the Engine Gas Injection Control component from the latest version, which is
product A, into a generic component with variation points, which can be instantiated for
product B and other future products.
Similarly, the requirements of the Idle Speed Control component are stable for engine
control systems. The type 1 and type 2 clone coverage for this component from product
A to product B is around 50%, which already indicates that this component can be trans-
formed into a generic component. Here, the strategy is to merge this component from
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product A and product B by first separating the common and variable parts from both
implementations.
The functionality of the Torque Base Control component shares significant common-
alities between products A and B. The clone coverage, however, is low (around 80%
non-clone) because the root version of the EMS did not contain this component, and later,
it was implemented in different styles by developers belonging to different groups. To
merge this component, it is not rational to compare code because there is much more
code difference than there is functionality difference. Therefore, the merge strategy is the
same as for the Engine Gas Injection Control component.
The Cruise Control component has no type 1 clones and around 60% non-clone lines
of code. The Cruise Control is an unstable component and not traditional with respect to
engine control software; rather, it belongs to the vehicle control domain. Therefore, it is
not a priority to merge the implementations of this component into a generic component.
For the Misfire Detection component, the type 3 clone coverage is around 35%. This
means that the same application framework is used in both products A and B, but the
implementations are different for specific customers. In this case, only the application
framework will be integrated. The implementations of these components will not be
merged into generic reusable components.
The Learning component does not have any clones from product A to B, because
the learning behavior is different from one car model to another. Hence, this component
also is not a candidate for merging into generic reusable components. In this case, the
variability at the component level will be maintained (i.e., different learning components
will be selected for different car models).
In summary, then, the merge strategy is to transform the Idle Speed Control, Torque
Base Control, and Engine Gas Injection Control components into generic reusable com-
ponents for the EMS products.
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3.3.3 Discussion
We have shown that for the two EMS products, the type 1 and type 2 clone coverage from
product A to product B was only 28%. Although these products have a significant degree
of commonality, the clone coverage does not reflect the domain view. As mentioned
earlier, products A and B have a common origin but started evolving separately to address
different market segments. In addition, these products are controlled by developers who
belong to different groups.
The clone analysis was performed on the two latest versions of products A and B,
and analysis of the evolution history was not in the scope of the project for organizational
reasons. We performed some additional analysis to understand the reasons for low clone
coverage and found two characteristics with respect to product A: (a) around 30% of
product A’s code was generated automatically through model-driven development, and (b)
some portion of the existing assembly code in product A was migrated to the C language.
These two activities were not performed for product B. As a result, the code textually
differs between products A and B, resulting in low clone coverage.
Another reason for the low clone coverage from product A to B is the nature of the
EMS domain itself. An EMS is a mixture of multiple mechanical, electronic hardware,
and software components. There are also market-specific regulations; for example, emis-
sion rules differ among Japan, Europe, and the United States. To handle all these issues,
developers in different groups have tended to change existing code in various ways, and
when more and more requirements have to be handled in a sequence of releases, the code
commonality among similar products of the same origin tends to shrink.
Finally, we disscuss the validity of the case study. In this case study, we have applied
the proposed method to products in one domain, and the products are developed by same
organization, because one organization such as a company or a business division develops
several products for a domain in general. The proposed approach does not depend on the
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clone analysis tool, since we employ the general definition of “code clone” and most of
clone analysis tool can extract this type of code clone. We assume that two products
have same roots. In the case of two products are developed independently, the proposed
approach is not applicable.
3.4 Summary
In this chapter, we have proposed an approach to assess the potential to merge existing
systems into a product line. In order to adopt SPL for legacy embedded control systems,
the adoption strategy must be planned through variability analysis of the implemented
source code of different products.
Code clones between different systems are identified to assess the commonality and
variability across products. In assessing commonality and variability, code clones are
classified into four categories from the viewpoint of SPL variability. We also apply a hi-
erarchical decomposition assessment of systems. With this method, we can hierarchically
assess the commonality and variability between existing systems from the viewpoint of
implementation.
We have also examine the proposed method in the context of a case study of engine
management systems for vehicles, leading to an adoption strategy for the product line. In
the case study, two legacy systems were analyzed hierarchically and sorted into common
parts and variable parts. As a result, a reengineering plan was successfully derived.





In adopting SPL for legacy embedded control systems, software must be implemented
as reusable software components. In this chapter, we describe a method to develop em-
bedded control software that integrates object-oriented software development and model-
based software development with automatic program generation.
In general, embedded control software is developed in two phases. The first is the con-
trol design phase, in which control engineers design specifications (control algorithms) for
the software. The second is the software development phase, in which software engineers
implement software according to the specifications.
Conventionally, specifications are described in natural language during the control de-
sign phase, and the software engineers program according to the specifications. Specifica-
tions written in natural language, however, are often vague and missing details. Therefore,
it is not an easy task for software engineers to implement the control software designed by
the control engineers during the control design phase. Moreover, the software engineers
cannot reuse the implementation for a specific product.
32 SOFTWARE COMPONENTIZATION CHAPTER 4.
In the field of control design, model-based design is becoming practical. For example,
an engine controller model can be designed with a domain-specific language (DSL) tool,
and the model is then verified through simulation on the DSL tool. Since the controller
model is written as a formal model, model-based design helps developers to avoid mis-
understanding between the control engineers and the software engineers. C code can also
be generated from a controller model. Recently, the quality and efficiency of such code
has reached a level suitable for production [35].
There are still issues, however, in applying model-based development for industrial
production. Automatically generated code is not structured for implementing an embed-
ded control system and not componentized for reuse across a product line. Therefore,
model-based development is mainly applied for prototyping, not for production.
On the other hand, object-oriented modeling, which improves the reusability of soft-
ware components, has also attracted attention [13]. Controller models, however, are de-
signed with domain-specific languages, such as block diagrams for classical control the-
ory and ladder logic for programmable logic controllers, so the object-oriented approach
has not been applied for model-based designs for controllers.
The objective of our research is to formulate a development method that integrates
object-oriented software design and model-based control design. This chapter describes a
way to develop object-oriented embedded control software generated automatically from
controller models.
We first propose a software architecture for embedded control systems. We define the
granularity of a component as a state variable of a controller. Since a state variable is an
element of a dynamical system, we can map a state variable to a software component that
is an element of a software architecture. Then, we introduce an application framework in
order to integrate components as a control system. Through this approach, a controller
model designed using a domain-specific language for control theory can be transformed
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to a software architecture designed by the object-oriented approach.
Second, we introduce a method to implement an automatically generated function as
an encapsulated software component. A function for calculating a state variable is auto-
matically generated from the controller model, and the function is wrapped by a wrapper
interface for encapsulation as a component. The wrapper has update and get functions.
Finally, we have developed tools for generating the above framework and wrappers.
Previous tools can generate a function for calculating a state variable from a controller
model. To improve development efficiency, we should also automatically generate the
framework and the wrapper for a function. The framework tool extracts the calculation
order of state variables and generates the application framework. The wrapper tools ana-
lyzes a generated function and generates a wrapper for it. In the proposed approach, most
application software can be automatically generated.
The rest of this chaper is organized as follows. In Section 4.2, we present the method
to develop embedded control software as a set of reusable components. In Section 4.3, we
examine the proposed method in the context of a a case study of an automotive system.
4.2 Component Design for Embedded Software
4.2.1 Concept of Proposed Method
Control Design Phase
In general, an embedded controller includes several control functions, so control engi-
neers design controller models separately for the control functions. A controller model is
designed using a DSL tool for control theory and for simulation of the model’s behavior.
In Figure 4.1, the block shows a calculation, and the arrows show the direction of data
flow. This example shows calculations for the target engine torque and the target throttle
















Figure 4.1: Example of block diagram
opening. The details of the calculations are described inside each block. The engine
revolution, engine status, and throttle opening are input values, which are calculated by
other control functions. Control is achieving by executing the control logic periodically,
as described by the controller model.
A controller model is represented hierarchically so that control engineers can under-
stand the control algorithm. In Figure 4.1, the detailed control algorithm for the target
torque calculation is represented by the block diagram in the lower level of the hierar-
chy. The aims of hierarchical decomposition are to establish a common understanding for
control engineers and to encapsulate controller models for reusable components.
Here, we introduce a data-centered method to decompose a controller model. In other
words, we choose the controller system’s state variables as the granularity of the com-
ponents, such as the input/output values, system’s observed state variable, and the target
values of the system. These data are rarely deleted or added when the control logic is
changed. Therefore, we can build a stable structure of components and modify the con-
trol logic by exchanging them.











Figure 4.2: Structure of application software
Software Development Phase
In the software development phase, a software engineer implements the software compo-
nents and application framework according to the controller model designed in the control
design phase.
We use the concept of an “application framework” for constructing the control soft-
ware architecture. An application framework is a standard pattern of objects to implement
the functions of an application [15]. Our research group has proposed a model of time-
triggered, object-oriented software for embedded control systems [26,41]. The framework
presented in this chapter is based on this model.
Figure 4.2 shows a basic example of an application framework. A control function
is a combination of control sub-systems that defines a detailed functionality. As the fig-
ure shows, a framework consists of several “sub-frameworks”, and each sub-framework
defines a control function in detail.
A sub-framework defines a composition of software components for a control func-
tion. We decompose a control function into software components according to the hierar-
chical decomposition of the controller model. The aim of the decomposition is to improve















Figure 4.3: Conventional software component
the reusability and exchangeability of the software components.
The application software is usually decomposed into components by focusing on func-
tionality from the viewpoint of control design. This is why several items of data process-
ing and variables are combined in a component, as shown in Figure 4.3. The decomposi-
tion into control functionality is one reason why control software is complicated and not
especially reusable.
In contrast, we propose a data-centered method to build an application from reusable
components. As shown in Figure 4.4, a state variable of the control system is decomposed,
and a component is defined in order to calculate and store the variable. Intermediate
variables for calculating the state variable are encapsulated in the component, since they
are often added and deleted in modifying a control algorithm.
In this approach, we can reuse an application framework for several products in a
product line by exchanging software components. Moreover, we can seamlessly map
the controller model to the software architecture, since we define the granularity of the
software components as the state variables of the control systems.
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Figure 4.4: Proposed software component
4.2.2 Software Architecture
In the following sections, we describe our method with the example of an automotive
engine control system. Figure 4.5 shows the software architecture for this example. The
software consists of application software and platform software.
The platform software consists of a real-time OS and an input/output driver. We have
adapted OSEK-OS [28] for the real-time OS, since it is one of the de facto standards for
automotive systems. To enhance the portability of the application software, the interface
of the I/O driver is independent of the hardware.
The application framework has periodic tasks (e.g., 10 ms, 4 ms) and event-triggered
tasks (e.g., engine synchronous task). Control functions are implemented as sub-framework
and executed from the tasks.
Figure 4.5 thus outlines the behavior of the proposed system. First, the real-time OS
activates a periodic task when a timer interrupt occurs (e.g., 10 ms). At the beginning,








































Figure 4.5: Example of proposed software architecture
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the task requests the input driver to measure the external input data. Next, the task calls
the “Exec()” methods of the sub-framework controller objects in this order: “Status Ob-
server”, “Throttle Controller”, ? , “Compensation”. Each sub-framework object calls
the “Update()” methods of software components. Each software component then refers
to input data, which are attributes of the other software components and external input
data. The software components calculate and update their attributes. At the end, the task
requests the output driver to control an actuator.
4.2.3 Software Component Design
Software components are written in the C language, which is not an object-oriented lan-
guage, for efficiency of implementation size [25]. In this subsection, we describe the
proposed software component design with an example of the component shown in Figure
4.6. This is a software component for the state variable TargetTorque. The TargetTorque
component thus has an attribute “TargetTorque” to store the variable, a method “Update()”
to calculate the variable, and a method “Get()” to access the variable.
A method for calculating the attributes of a software component is automatically gen-
erated as a C function by commercial code generation software [35], from the block di-
agram models of the DSL tool. The calculation methods are generated as functions with
the syntax “Variable Calculate()”. Input values are assigned as arguments of the C func-
tion. The output value’s address is assigned the argument pointer of the C function. In the
example of Figure 4.6, a C function “TargetTorque Calculate()” is generated.
To implement automatically generated functions as software components, we use
wrappers. Each wrapper corresponds to a function. A wrapper declares a public attribute
of the corresponding component and defines the data update and data access methods.






























Figure 4.6: Example of a component
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Declaring an attribute
Each wrapper declares a public attribute (data) of a component to store the result of a
calculation. The attribute is a variable with the name of the value. In the example of
Figure 4.6, an attribute “TargetTorque” is declared by the wrapper.
Data update method
The data update method executes a calculation for the attribute of a component. The
data update method is a function named “Variable Update()”. This method gets input
argument(s) from automatically generated functions by calling the data access methods
of the software components that calculate the variables as arguments. This method also
assigns the variables as input arguments of the function “Variable Calculate()”, and it
assigns the pointer of an attribute as the output argument of the function.
In the example of Figure 4.6, the method “TargetTorque Update” accesses the at-
tributes “AccleratorOpening” and “EngineStatus” by calling the data access methods
“AccleratorOpening Get()” and “EngineStatus Get()”. It then assigns the variables as
input arguments of the function “TargetTorque Calculate()”. The method also assigns the
pointer of the attribute “TargetTorque” as the output argument of the function.
Data access method
The data access method is called when another software component refers to the result of
the software component’s calculation. This method is implemented as the macro “Vari-
able Get()” for efficiency of size and execution.
In the example of 4.6, the macro “TargetTorque Get()” is defined as the data access
method.
One of the features of the proposed approached is that the interface of the data update
method has no arguments. When control logic is modified, a set of data is often added
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Figure 4.7: Sub-framework
or deleted, where such data can be referred to by each software component during calcu-
lations. This implementation method can hide the modification of the data set inside the
wrapper’s data update method, which is generated automatically. Therefore, it is not nec-
essary to modify a sub-framework object that calls the data update methods of software
components; that is, we can reuse the sub-framework object without any modification.
4.2.4 Sub-Framework Design
Figure 4.7 shows an overview of a sub-framework. It consists of software components, as
described in the previous section, and a sub-framework object that executes the compo-
nents. The aim of the sub-framework object is to perform a control function by executing
software components in the order specified by a control engineer.
Figure 4.8 shows composition of a sub-framework object and software components. In
this example, a sub-framework object “ThrottleController” calls the data update methods
of the “TargetTorque” component and the “ThrottleOpening” component.






















Figure 4.8: Example of sub-framework composition





/* Set local object value */
BYTE EngineStatus;
EngineStatus = EngineStatus_Get_Global();











Figure 4.9: Example of a sub-framework object
Figure 4.9 shows an example consisting of the sub-framework object and a local com-
ponent. The sub-framework object “ThrottleController” calls the update methods “Tar-
getTorque Update()” and “ThrottleOpening Update()” in turn. “TargetTorque Update()”
calls the access methods “EngineStatus Get()” (Local) and “AcceleratorOpening Get()”,
and then calculates the value of “TargetTorque”. “ThrottleOpening Update()” calls the
access methods “EngineRevolution Get()”, “EngineStatus Get()” (Local), and “Target-
Torque Get()”, and then calculates the value of “ThrottleOpening”.
The order of execution is based on the data flow specified in the controller design, as
shown in Figure 4.1. The sub-framework object has to activate the software components
through a procedure that does not contradict the data flow specified in the block diagram
of the controller model. The sub-framework object thus calls the data update methods
from the head to the tail of the block diagram.
The sub-framework also guarantees the synchronicity of the variables. An embedded
control system is generally a multi-tasking system consisting of several control functions.
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Each function has sampling periods and priorities. The sub-framework object maintains
the synchronicity of data values, in case multiple software components in the same sub-
framework refer to the same value of a software component. Hence, the sub-framework
can operate control functions under preemption control.
A local component is also generated for data that is managed to maintain the syn-
chronicity of a variable. In Figure 4.8, although “EngineStatus” is updated in other sub-
frameworks, it is referred to by two components in this sub-framework. If the priority of
the sub-framework that updates “EngineStatus” is higher than that of the sub-framework
shown in the figure, “EngineStatus” could be updated, interrupting the execution of the
sub-framework. Therefore, a local component of “EngineStatus(Local)” is generated to
manage the synchronicity of values. The local component declares a local variable “En-
gineStatus( Local)” and copies the attribute “EngineStatus” to the local variable. The ac-
cess method “Get()” is a macro, so the scope of the access method “EngineStatus Get()”
is moved to the local variable. As a result, all components in this sub-framework can
access the local variable “EngineStatus(Local)”, and synchronicity is guaranteed.
4.2.5 Development Process
In this section, we describe a development process to implement the proposed software
architecture.
Controller Model Design and Function Generation
Controller models are designed with DSL tools for control [24]. The resulting controller
models can also be simulated with DSL tools, enabling control engineers to check the fea-
sibility of the control logic. After validating the control logic, they design a quantization
of fixed-point numbers.
Next, software engineers generate software components automatically with code gen-
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eration tools. The granularity of the component is the state variables of the controller sys-
tem, such as input/output values, the system’s observed state variables, and the system’s
target values. In Figure 4.1, “Target Torque” and “Throttle Opening” are the variables
mapped to software components.
Figure 4.6 shows the Target Torque component as an example of an automatically
generated function. A code generation tool automatically generates a calculation function
from a block in the controller model. The calculation function is an C function imple-
mented as “TargetTorque Calculate( )”, with the input values “Accelerator Opening” and
“Engine Status”, and it outputs a calculated value to “TargetTorque”, which is assigned as
a pointer. Calculation functions can also be generated automatically for the other blocks
of the controller model.
Wrapper Generation
Next, a software engineer encapsulates a component from an automatically generated
function with a wrapper. We have developed a tool for generating wrappers, called “Wrap-
per Maker”, which generates a wrapper by analyzing a function.
Sub-Framework Generation
Basically, a sub-framework object activates software components by calling their update
methods in turn, according to the data flow specified in the block diagram. A sub-
framework also, however, guarantees synchronicity among the software components in
the sub-framework. For a sub-framework to guarantee synchronicity for all variables, it
must have a large amount of stack memory for local variables. The memory sizes of
processors for embedded control systems are relatively small, so the number of local vari-
ables must be limited.
We have also developed a tool for generating sub-framework objects that only define
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order for execution. Local variables requiring synchronicity are selected and added to
the sub-framework by a software engineer. In the example of Figure 4.9, the software
engineer adds the declaration of the local variable for “EngineStatus” and the fragment
for copying the data “EngineStatus” into the local variable.
In industrial applications, strict data synchronicity is rarely required (e.g., state tran-
sition management). Therefore, our approach is applicable for most embedded control
systems.
Software Reuse
Until now, we have explained how to develop software as a set of software components.
We now also describe how software engineers reuse components.
A new product is often developed on the basis of an existing product, and only the
addition and modification parts of the control algorithm are changed. In our approach, a
software engineer can develop new control software by reusing the application framework
and exchanging software components. This is because most changes are encapsulated into
components, and sub-framework objects can be reused as is.
In the case of adding new controls and variables, a sub-framework object might have
to be changed. That is, the sub-framework object might be modified to define the order
in which to call a new software component. In this case, only the sub-framework for the
modified control function and a wrapper for the added variable must be generated.
4.3 Case Study
4.3.1 Overview
In this case study, we apply the proposed system to certain engine controls and evaluated
the rate of automatic code generation and the reusability. The target controls are esti-
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mation of the quantity of intake air, wall flow compensation control, and torque-based
control.
4.3.2 Results
We generated the implementation code from a controller model and evaluated the rate of
automatic code generation. Only the sub-framework object required manual coding for
data synchronicity. In this case study, we can automatic generate more than 96% of source
code for all target control functions.
Furthermore, to evaluate reusability, we changed the control logic of the torque-based
control, whose development was already complete, since the software components were
developed at the unit of the variable, which is meaningful in a control with few additional
changes. Modifications are mainly needed inside components, so they are encapsulated
from the architecture viewpoint. As a result of changing the torque-based control logic,
we needed to modify only a few software components, and changing the composition of
the software components was unnecessary. As a result, the sub-framework object and
most software components could be reused.
4.3.3 Discussion
We disscuss the validity of the case study. In this case study, we have applied the proposed
method only to functionality of the engine control systems that are designed with the
block diagram. Embedded control systems has numerous functionality that are designed
by the block diagram. For example, more than half of functionality for the engine control
systems are designed by the block diagram. So the proposed method is effective for many
embedded control systems.
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4.4 Summary
In this chapter, we have proposed a development method for software components in
embedded control systems. The development method integrates object-oriented software
development and model-based development.
We introduced a method to decompose a control function into a set of software compo-
nents based on the state variables of the control system. Each component is automatically
generated from a DSL tool for control logic. We have also developed code generation
tools for wrapping an automatically generated function as a component and for generat-
ing a sub-framework.
We conducted a case study for automotive engine control systems. More than 96% of
the control function source code was successfully generated with the proposed approach.
Additionally, most of the developed control software could be reused for deriving new
products.
The proposed approach improves the development efficiency of software components
for a core asset. This also improves the reusability of the software components, for devel-
oping a new product based on the core asset.





Combinatorial explosion due to variable features is a serious problem for SPL in real ap-
plications. For example, the automotive industry reported that automotive control systems
consist of thousands of variable features [31]. This combinatorial explosion has led to in-
creasing configuration workloads. Verifying the dependency constraints among variable
features is also a problem to be solved. Reducing the number of variable features is one
of the simplest, most effective solutions.
A crosscutting feature is a high-level conceptual feature that affects (crosscuts) mul-
tiple variable features. Loesch et al. [23] and Conejero et al. [9] proposed a method for
reducing the number of variable features by introducing the concept of crosscutting fea-
tures. Figure 5.1 shows an example of a crosscutting feature for automotive systems. A
Distance radar fi and a Braking control fj are defined as variable features. Since fi and
fj are independent variable features, they are separately configurable, but for products A,
B, C, D, and E, fi and fj are simultaneously either selected or not selected . This means
that the variable features fi and fj are combined by introducing a crosscutting feature,
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Figure 5.1: Crosscutting feature
Adaptive cruise control Xk. As a result, the number of options is reduced, and then the
productivity of product variations can be improved.
Figure 5.2 illustrates the scope of the SPL approach through adopting crosscutting
features. Previous reuse of software was the reuse of implementation, e.g. software com-
ponents and modules. Unfortunately, such reusability has not been fully effective, since
there is a gap between requirement specifications and implementation specifications, with
a lack of traceability. The SPL approach bridges this gap by introducing variable fea-
tures that relate requirements and software components. A developer can then select soft-
ware components by selecting variable features. Moreover, crosscutting features improve
reusability by reducing the number of variable features for industrial product lines with
thousands of variable features.
The above approach using crosscutting features cannot be applied to SPL adoption for
legacy systems, because it analyzes the SPL infrastructure. Embedded control systems
such as automotive control systems are safety critical. These systems require dependabil-
ity, and developers are thus eager to reuse legacy systems with actual results. Therefore,
for legacy systems, crosscutting features should be analyzed and extracted from the prod-
uct release history.
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Figure 5.2: Scope of the proposed method
On the other hand, the concept of a logical coupling set has been applied for recover-
ing software architectures [12] and guiding software changes [42] in the field of software
maintenance. A logical coupling set is a set of development artifacts, such as files, func-
tions, variables, and components, that are changed simultaneously during software devel-
opment. These approaches are limited, however, to analyzing linear change histories and
cannot be applied to software variations developed in parallel.
In this chapter, we introduce a novel analysis method for crosscutting features, which
is based on the product release history. Figure 5.3 shows an overview of the proposed
approach. First, (a) the product repository is preprocessed and change sets are extracted.
Then, logical coupling sets are (b) extracted from the change sets and (c) evaluated as
candidate crosscutting features. Crosscutting features are defined according to the logical
coupling features, and finally, (e) the crosscutting features are reused as SPL core assets.
First, we present a preprocessing method for a product release history with a diverse
range of variations. Related works have also proposed methods for preprocessing change








































































Figure 5.3: Extracting crosscutting features from product release history
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histories by using repository data, but these approaches are of limited application for
parallel development of product variations. In contrast, in the case of a branching product
release history, our approach extracts the modifications between product release timings.
This enables analysis on product domains developed in parallel.
Next, we describe threshold metrics for extracting candidate crosscutting features
from a product release history. To analyze a large-scale repository of a product release his-
tory, such threshold metrics must be defined for automatically calculating and extracting
candidates. The proposed metrics consist are the minimum frequency and the minimum
confidence of co-change patterns. With these metrics, candidate crosscutting features can
be extracted automatically.
Finally, we propose evaluation metrics for the extracted candidates. After the candi-
dates are extracted using the proposed threshold metrics, they must be evaluated quantita-
tively from the viewpoint of SPL adoption. Therefore, we extend precision and recall to
evaluate SPL. These are measures for evaluating the performance of information retrieval
systems. Precision is defined as the number of relevant logical coupling sets divided by
the total number of logical coupling sets extracted by the proposed method. Recall is de-
fined as the number of extracted logical coupling sets divided by the total number of varied
software components. The logical coupling sets can thus be evaluated quantitatively with
the proposed evaluation metrics.
Through the proposed approach, candidate crosscutting features can be extracted au-
tomatically and quantitatively from an existing product repository. Note that the input of
the proposed approach is limited to a product release history consisting of products that
have evolved incrementally with the same software architecture. Linden et al. [38] men-
tioned, however, that the SPL approach is generally adopted for products in the mature
stage of the product life cycle model. Therefore, the proposed approach is sufficiently
useful even with this limitation.











Figure 5.4: Overview of the proposed method
5.2 Crosscutting Feature Analysis
5.2.1 Concept of Proposed Method
In this section, we describe the details of the method for analyzing crosscutting features
by extracting the logical coupling sets of the software components in the product release
history. Figure 5.4 shows an overview of the proposed method.
First, in step (a), a product repository is preprocessed, and change sets are extracted. In
our approach to extracting the crosscutting features, the variability between existing prod-
ucts is analyzed. Branching in software development is also considered, since branches
occur frequently in parallel development of product variations. The input of the prepro-
cessing is the version information of the software components composing the embedded
control systems. The output is the sets of changes (modify, add, remove) of the software
components between product releases. Each change set is divided into a learning set and
an evaluation set.
Then, in step (b), logical coupling sets are extracted from the change sets for learn-
ing. We define two types of threshold metrics for extraction. The first is the minimum
frequency of co-changes, while the second is the minimum confidence of co-changes be-
tween software components. The threshold metrics are varied gradually to extract the
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logical coupling sets of crosscutting features.
The extracted logical coupling sets are evaluated next, in step (c), as the validity of
the extracted candidates is evaluated. Here, we extend performance measures used in
information retrieval systems, namely, precision and recall. Precision is defined as the
number of relevant logical coupling sets divided by the total number of logical coupling
sets extracted by the proposed method. Recall is defined as the number of extracted
logical coupling sets divided by the total number of varied software components. The
logical coupling sets can thus be evaluated quantitatively with the proposed evaluation
metrics.
Finally, in step (d), the extracted candidates are defined as crosscutting features by
domain experts. The experts relate software components consisting of a logical coupling
set and a feature in the product line, by analyzing product specifications.
5.2.2 Product Release History
The product release history is used as the input of the proposed method. Figure 5.5 shows
an example of a product release history?It consists of new product IDs, corresponding
base product IDs, and the software components used for each new product. From the
product release history, change sets of software components are determined from the dif-
ferences between the base product and each new product.
Here, we introduce a notation for software components fi and a set of software com-
ponents F :
F = ff1; f2; ¢ ¢ ¢ ; fng (5.1)
A change set Ci is a set of software components changed in product release history i
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Figure 5.6: Product development flow
(i.e. for new product i), and it belongs to the power set of F (Power(F )):
Ci = ffj; fk; ¢ ¢ ¢ ; flg ; Ci 2 Power(F ) (5.2)
In the example of Figure.5.5, the change set C1 is as follows:
C1 = ff1; f2; f3; f5g
Figure 5.6 shows an overview of the product development flow of parallel develop-
ment for product variations. In general, a new product is developed through many mod-
ifications of multiple software components. For example, in the case of adding a new
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software component, it must be updated more than once to fix bugs. Note that the goal
of the proposed method is adoption of SPL, so we should concentrate on the differences
between released products. Therefore, we deal equally with a single modification and
multiple modifications.
In developing new products in parallel, several new products will have the same base
product. This is known as a branch in software development. In Figure 5.6, when new
product C was developed from product B, another new product D was branched. In this
case, the change set is generated from the differences between the new product and the
product released just before the branch.
The approach can be explained through the example shown in figure 5.6. We assume
that SPL has not yet been introduced, so a variable feature of the product line is the
functionality of each software component. When SPL has already been introduced, a
variable feature can consist of several software components, in which case a change in a
software component causes a change in the variable feature.
For the example of Figure 5.6, the change set C3 between products B and
D is the following:
C3 = ff1; f3; f4; f5g
The following definition specifies the product line change set C, which belongs to
power set of the power set of F :
C = fC1; C2; ¢ ¢ ¢ ; Cng ; (5.3)
C 2 Power(Power(F ))
The proposed approach applies the k-fold cross validation [18] to evaluate the logical
coupling sets extracted from the change set. The change set is divided into k subsets.
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One of these k subsets is used as an evaluation set, while the other k ¡ 1 subsets are used
together as a learning set. The learning and evaluation processes are repeated k times, as
every subset eventually becomes the evaluation set.
Here, we denote the evaluation set as CE and put the other sets together to form the
learning set, CL:
CL ½ C (5.4)
CE = C ¡ CL (5.5)
We use the notations CLi 2 CL to indicate an element of CL and CEj 2 CE to indicate
an element of CE .
Let the product line change set C consist of the following:
C = fC1; C2; C3; C4; C5; C6g
C1 = ff1; f2; f3; f5g
C2 = ff1; f4; f6g
C3 = ff1; f3; f4; f5g
C4 = ff2; f3; f5g
C5 = ff3g
C6 = ff1; f3; f5; f6g
Then, for the k-fold cross validation, let k equals 2 and define the learning
change set CL and the evaluation change set CE as follows:
CL = fCL1; CL2; CL3g ; CL1 = C1; CL2 = C2; CL3 = C3
CE = fCE1; CE2; CE3g ; CE1 = C4; CE2 = C5; CE3 = C6
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5.2.3 Logical Coupling Sets
A logical coupling set is a set of development artifacts such as files, functions, variables,
and components that are changed simultaneously during software development. We in-
troduce the co-change frequency freq and co-change confidence conf as metrics for
extracting logical coupling sets from the learning change set CL.
The co-change frequency freq is the number of occurrences of co-changes with re-
spect to every software component in a set of components, x.:
x = ffj; fk; ¢ ¢ ¢ ; flg ; x 2 Power(F ) (5.6)
freq(x) = jfCLi j CLi 2 CL; x µ CLigj (5.7)
The co-change confidence conf is the number of occurrences of co-changes with re-
spect to every software component in x, divided by the number of occurrences of changes
with respect to the software components in the set:
conf(x) = freq(x)jfCLi j CLi 2 CL; x \ CLi 6= Ágj (5.8)
We then introduce an extraction metric ¸ combining the co-change frequency freq
and the co-change confidence conf :
¸(x) = [freq(x); conf(x)] (5.9)
Consider the following example set of software components:
xex = ff1; f4g
The components f1 and f4 were changed together twice in the learning change
set C2; C3. Therefore, we have the following:
freq(xex) = jfC2; C3gj
= 2
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In the learning change set C1; C2; C3, at least one of the software components








As a result, the extraction metrics ¸ for the set of software components is
obtained as follows:
¸(xex) = [2; 0:66]
Threshold Metrics
Next, we introduce a threshold metric µ for extracting candidates for the logical coupling
set. The minimum co-change frequency freqmin is the minimum co-change frequency
among the candidates for the logical coupling set. Similarly, the minimum co-change
confidence confmin is the minimum co-change confidence among the candidates. The
threshold metric µ is thus based on freqmin and confmin, as follows:
µ = [freqmin; confmin] (5.10)
The logical coupling set L(µ) is the set of software components x such that the extrac-
tion metricss ¸ is greater equal than the threshold metric µ:
L(µ) = fx j freq(x) ¸ freqmin; conf(x) ¸ confming
= fl1(µ); l2(µ); ¢ ¢ ¢ ; lk(µ)g ; (5.11)
L(µ) 2 Power(Power(F ))
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Consider the following example of the threshold metric µex where the
minimum co-change frequency freqmin is 2 and the minimum co-change con-
fidence confmin is 0:75:
µex = [2; 0:75]
First, the sets of software components ff1; f4g; ff1; f3; f5g; ff3; f5g are ex-
tracted, since their co-change frequencies freq are greater than or equal to the
minimum co-change frequency:
¸(ff1; f4g) = [2; 0:66]
¸(ff3; f5g) = [2; 1:0]
¸(ff1; f3; f5g) = [2; 0:66]
Then, the set ff3; f5g is extracted, since its co-change confidence is greater
than or equal to the minimum co-change confidence:
L(µex) = fx j freq(x) ¸ 2; conf(x) ¸ 0:75g
= fl1(µex)g
= fff3; f5gg
Evaluation of Logical Coupling Set
Next, we introduce a metric to evaluate the logical coupling set L(µ) extracted from the
learning change set CL. The evaluation metric uses precision and recall.
The precision P is the probability that an extracted logical coupling set is in the eval-
uation change set. For a product release CEj , the precision Pj is defined formally as
follows:
Pj(µ) =
jfli(µ) 2 L(µ) j CEj 2 CE; li(µ) µ CEjgj
jfli(µ) 2 L(µ) j CEj 2 CE; li(µ) \ CEj 6= Ágj (5.12)
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The recall R is the probability that the evaluation change set is covered by an extracted
logical coupling set. For product release CEj , the recall Rj is defined formally as follows:
Rj(µ) =
jfli(µ) 2 L(µ) j CEj 2 CE; li(µ) µ CEjgj
jCEjj (5.14)
















The precision of the evaluation change set C4 is denoted as P4. In this

















P4(µex) + P5(µex) + P6(µex)
jfC4; C5; C6gj
=
1:0 + 0 + 1:0
3
= 0:66
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0:66 + 0 + 0:5
3
= 0:39








Sampling of threshold metrics
Different logical coupling sets are extracted by using different threshold metric values.
The extraction process for the logical coupling sets is thus repeated and evaluated. One
set of threshold metric values is then selected so as to obtain the best evaluation metric
values for the extracted logical coupling sets.
Figure 5.7 shows an example of sampling the threshold metrics. In this
example, the minimum co-change frequency is 2, 3, 4, or 5, and the minimum
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freq min
confmin





P([2, 0.75]) = 0.66
R([2, 0.75]) = 0.39
H([2, 0.75]) = 0.49
Figure 5.7: Sampling of threshold metrics
co-change confidence is 0.25, 0.50, 0.75, and 1.0. The extraction process
for the logical coupling sets is repeated 16 times, with the evaluation metrics
calculated each time. Next, the set of threshold metric values with the highest
harmonic mean of the recall and precision is selected. Finally, the extracted
logical coupling set with the selected threshold metric values li(µmax) is taken
to define the crosscutting features Xi.
Xi = li(µmax) (5.17)
Definition of Crosscutting Features
Finally, the extracted logical coupling set is used to define the crosscutting features. This
step must be done by a domain expert who has knowledge of the product line from the
requirement viewpoint.
The domain expert analyzes the specifications of the software components in the logi-
cal coupling set. The expert then assumes common functional and non-functional features
of the components. An example is given in the next section.
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Table 5.1: Case study example
Product line Electronic Gasoline Injection sub-system
Number of products 37
Number of software components 63
Next, the expert confirms whether each supposition is true by checking the product
specifications when the software components of the logical coupling set were changed. If
the supposition is true, the supposed feature is defined as a crosscutting feature. If not,
the expert analyzes the component specifications again.
5.3 Case Study
5.3.1 Overview
In this section, we evaluate the proposed method by examining its application to embed-
ded control software for an engine control system.
Table5.1 gives an overview of the case study. We applied the proposed method to
software with more than 500,000 lines of code. We selected one particular sub-system,
the Electronic Gasoline Injection sub-system. This sub-system is modified frequently,
since its specification must be modified to support variable features, such as the number
of cylinders and the emission control regulations of markets. The sub-system consists
of 63 software components. Each component can be related to a fine-grained variable
feature, ranging from f1 to f63. The product release history consists of 37 individual
products.
First, change sets are calculated from the product release history, obtaining a product
line change set C with 36 change sets from the 37 product releases. Then, we apply
leave-one-out cross validation to divide the change set C into a learning change set CL














































































































Figure 5.8: Evaluation metrics results
and an evaluation change set CE . The leave-one-out cross validation is performed as k-
fold cross validation with k equal to 1. Next, the logical coupling sets are extracted with
the threshold metrics and evaluated with the evaluation metrics. This step is repeated for
sampling of the threshold metrics. Finally, the evaluation metrics are calculated for each
set of threshold metric values.
5.3.2 Results
The evaluation metrics are shown in Figure 5.8. For example, when the minimum co-
change frequency is 2 and the minimum co-change confidence is 0.75, the precision is
0.97 and the recall is 0.31.
Next, the crosscutting features with the highest harmonic means of the precision and
recall are selected. In this case study, the highest harmonic mean of 0.47 is obtained
when the minimum co-change frequency is 2 and the minimum co-change confidence is
0.75. Finally, the crosscutting features are defined by domain experts. The results are
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Table 5.2: Results of crosscutting feature definition
Crosscutting features Variable features
X1 f21, f31
X2 f25, f26, f27
X3 f28, f29, f30
X4 (Fuel type) f32 (Ignition timing), f39 (Fuel factor)
X5 f50, f51
X6 f52, f53
listed in 5.2. The crosscutting features are defined according to the variable features of
the software components in the logical coupling sets.
For example, the crosscutting feature X4 affects two variable features, Ignition Timing
f32 and Fuel factor f39. We can suppose that the crosscutting feature is the fuel type, since
a difference in fuel type affects both the ignition timing (f32) and the correction variable
for the fuel (f39). We can then confirm that the fuel type was changed in the product
specification when the logical coupling set is the subset of the change sets of the product
releases.
We thus define six crosscutting features X1; X2; X3; X4; X5; X6, representing fuel
types and variable valve timing, for example.
5.3.3 Discussion
Since automotive engine control systems are developed in parallel, there are branches in
their product development history. In this case study, the branches were preprocessed to
form change sets by the proposed method.
The logical coupling sets were extracted automatically by this method with the thresh-
old metrics and evaluation metrics. Therefore, the proposed approach can be applied to a
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large-scale product release history.
We interviewed domain experts about the validity of the definition of the crosscutting
features. They agreed that five of the six definitions are appropriate, while the other differs
from their empirical knowledge. We examined this exception carefully and found that it
should be recognized as a new crosscutting feature in the product line.
In this case study, we extracted six crosscutting features consisting of two or three
variable features each. Since the sub-system consists of 63 software components, there
are 1,953 possible combinations of two components and 39,711 possible combinations of
three components. If domain experts were to analyze all 41,644 possible combinations,
the workload would be too heavy for any real application. On the other hand, the proposed
method successfully extracted 6 combinations from among the 41,644 possible combina-
tion. Therefore, the workload of the domain experts could be reduced significantly by
applying this method.
We have applied the proposed method to the product release history consisting 37
products. If only a couple of products are released, crosscutting features can not be ex-
tracted by the proposed method. Defining the limitation of the proposed approach is a
future topic.
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CHAPTER 6
EVALUATION OF THE PROPOSED
PROCESS
6.1 Introduction
In this chapter, we evaluate the proposed approach through simulation experiments. To
evaluate the resulting improvements, we compare the costs of adopting SPL for legacy
systems by the conventional approach and by the proposed approach. The total cost of
adopting SPL and releasing several products is evaluated.
Figures 6.1 and 6.2 illustrate the SPL adoption process. In the conventional approach
shown in Figure 6.1, the commonality and variability of the legacy systems are considered
in terms of the specifications. If a product manager judges that SPL is applicable to
the products, then the crosscutting features are analyzed to determine combinations of
variable features. Then, the variable features and crosscutting features are implemented
as software components through hand coding. Once the core asset base is established,
software engineers develop new products by reusing the software components.
In the proposed approach shown in Figure 6.2, variability is analyzed in terms of the













































Figure 6.2: SPL adoption process (proposed)
code clone ratio of the implementation. If the product manager judges that SPL is appli-
cable for the products, then the variable features are implemented through model-based
development and automatic code generation. Once the core asset base is established, soft-
ware engineers develop new products by reusing software components. After the products




We use the general cost model proposed by Bockle et al. [6], to compare the costs of
introducing SPL with the conventional approach and the proposed approach. This cost
model determines the general cost C of introducing SPL for n products pi according to
the following formula:
C = Corg + Ccab +
nX
i=1
(Creuse(pi) + Cunique(pi)) (6.1)
Corg is the cost for the organization to adopt SPL, including the costs of reorganiza-
tion, training, and so on. Corg is much the same for the conventional approach and the
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proposed approach, so we eliminated this factor in the simulation experiments.
Ccab is the cost to develop the platform of a product line. It includes the costs of devel-
opment activities, such as commonality and variability analysis, development of software
components, and so on.
Creuse is the cost of reusing core assets in the platform. This includes the costs of
locating, checking out, binding variability, and configuring software components.
Cunique is the cost of developing unique pieces of software that are not based on the
platform. This concerns the costs of developing product-specific software components
and developing new software components that were not planned before introducing the
SPL.
6.2.2 Conventional SPL Adoption Process
Figure 6.1 illustrates the SPL adoption process with the conventional approach. Ccab in-
cludes activities for analyzing variability and developing software components. In the
conventional approach, the crosscutting features are included in Ccab, since they are ana-
lyzed upfront.
We define Ccab as follows:
Ccab = Avar £Nvar + Across £Ncombination +Dnew £Ncomp (6.2)
For analyzing variable features, Avar is the work effort for analysis andNvar is the number
of variable features. For analyzing crosscutting features, Across is the work effort for
analysis and Ncombination is the number of combinations of software components. For
developing software components, Dnew is the work effort for development and Ncomp is
the number of software components.
Creuse is the cost of reusing software components. It is obtained as follows, where
Dreuse is the work effort for locating and configuring a reusable software component, and
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Nreuse is the number of software components for reuse:
Creuse = Dreuse £Nreuse (6.3)
Cunique is the cost of developing software components for specific products and is
obtained as follows, where Nunique is the number of new software components:
Cunique = Dnew £Nunique (6.4)
Thus, the total work effort Cconv for the conventional approach to release Nproduct
products is the following:




= Avar £Nvar + Across £Ncombination +Dnew £Ncomp + (6.5)
(Dreuse £Nreuse +Dnew £Nunique)£Nproduct
6.2.3 Proposed SPL Adoption Process
Figure 6.2 shows the SPL adoption process proposed in this dissertation. In the proposed
approach, the crosscutting features are defined after Nproduct products have been released
from the platform.
Hence, we define Ccab as follows:
Ccab = Avar £Nvar +Dnew £Ncomp (6.6)
The definitions of Creuse and Cunique are the same as for the conventional approach.
We also introduce Cevo for the cost of evolving a core asset. Specifically, Cevo is the
cost of extracting crosscutting features from a product release history:
Cevo = Across £Ncross +Dnew £Ncross (6.7)
SECTION 6.3 EXPERIMENTS 75
Thus, the total work effort Cproposed for the proposed approach to releasing Nproduct
products is the following:
Cproposed = Ccab +
nX
i=1
(Creuse(pi) + Cunique(pi)) + Cevo
= Avar £Nvar +Dnew £Ncomp
+(Dreuse £Nreuse +Dnew £Nunique)£Nproduct (6.8)
+Across £Ncross +Dnew £Ncross
6.3 Experiments
6.3.1 Conditions
We conducted three sets of simulations to evaluate the conventional and proposed SPL
adoption approaches. We also evaluated the conventional SPL adoption approach with
the software componentization method (Model-Based Development: MBD) proposed in
Chapter 4.
Table 6.1 lists the parameters of the simulation experiments. We defined Nproduct and
Ncross according to the case study results given in Chapter 5. Nreuse, Nunique were defined
by applying expert knowledge of automotive engine management systems.
We normalized the work effort by defining the unit of effort for analyzing a variable
feature with specifications as having a value of one. A domain expert estimated the work
efforts Across, Dnew and Dreuse through comparison with Avar.
Note that the esitimated work effort for the conventional approach is the worst case
for analyzing the crosscutting features. We assume that Ncombination is the number of all
possible combination for two or three software components.
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Table 6.1: Simulation parameters
Parameter Conventional Conventional (MBD) Proposed
Nvar 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60
Ncombination NvarC2 +Nvar C3 -
Ncross 0:1£Nvar
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Figure 6.3: Experimental results
6.3.2 Results
Figure 6.3 shows the results of the simulation experiments. The horizontal axis represents
the number of software components, and the vertical axis represents the normalized work
effort.
When the number of variable features is small, the difference in total work effort
between the conventional and proposed approaches is not significant. As the number
of variable features increases, however, the work effort for the conventional approach
increases exponentially. In contrast, the work effort for the proposed approach increases
linearly.
Figure 6.4 shows the detailed distribution of work effort in the case of 30 variable
features. With the conventional approach, the cost Ccab for analyzing the variable features
and crosscutting features is a large part of the total work effort, since the number of
possible combinations of variable features increases exponentially with the number of








































Figure 6.4: Work effort distribution (30 variable features)
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variable features in the worst case. Moreover, the cost Cunique for developing product-
specific or new software components is almost half the total work effort.
If we introduce the model-based approach with the conventional approach, we can
improve Cunique and Ccab for developing software components. Even so, Ccab still has an
enormous overhead for introducing crosscutting features upfront.
With the proposed approach, Ccab decreases significantly, since the crosscutting fea-
ture analysis is postponed until several products have been released. As compared with
the conventional approach with MBD, Creuse and Cunique increase, since the crosscutting
concern has not yet been introduced. Cevo is also included for extracting the crosscutting
features and refactoring them as new software components. For a product line with 30
variable features, the total work effort for the proposed method is estimated as almost a
quarter of that for the conventional approach and half that for the conventional approach
with MBD.
6.4 Summary
In this chapter, we have evaluated the conventional and proposed SPL adoption approaches
through simulation experiments. We used a general cost model and estimated the cost of
adopting SPL for legacy systems. The experiments demonstrated that the gap between
the conventional and proposed approaches widens as the number of variable features in-
creases. In general, legacy embedded control systems have large numbers of features. My
proposed approach is thus effective for adopting SPL with large-scale legacy embedded
control systems.





In this dissertation, I have addressed the problems of adopting SPL for legacy embedded
control systems. First, I focused on the strategy for introducing SPL, and then I discussed
software componentization and crosscutting feature analysis.
Regarding the strategy for introducing SPL, I first proposed a method to assess the
commonality and variability of existing systems introduced into a software product line.
In developing core assets from existing systems, analyzing and reusing existing imple-
mented behavior are effective.
To assess commonality, I identify code clones between different systems. In assessing
commonality and variability, I classify the clones into categories from the viewpoint of
SPL variability. I also apply hierarchical decomposition assessment of systems. By using
this method, we can assess commonality and variability between existing systems from
the viewpoint of implementation. I also examined the proposed method through a case
study on engine management systems for vehicles.
Next, I discussed a development method for reusable software components. This
82 CONCLUSION CHAPTER 7.
method integrates object-oriented software development and automatic program genera-
tion.
The amount of embedded software is increasing dramatically, and there is an increas-
ing demand for improving development efficiency. Object-oriented software develop-
ment, which excels in the reuse of software components, has been gaining a great deal
of attention. Recently, the quality and efficiency of automatic program generation from
a controller model has reached production level. Therefore, the objective of the pro-
posed development method is to establish a model-based development method for object-
oriented embedded control systems adopting automatically generated software. The key
feature of this method is that a wrapper wraps an automatically generated function that
is handled as an object, and the wrapper is also automatically generated. I have devel-
oped software for such automatic wrapper generation, enabling an automatically gen-
erated function to be embedded efficiently. I also examined the proposed development
method in terms of a control sub-system in an engine management systems.
Finally, I proposed a method to analyze crosscutting features in terms of logical cou-
pling of product release histories, for migration into SPL. Crosscutting features help de-
velopers of large embedded systems to reduce the number of variable features. The times
needed for analysis and quantitative evaluation, however, are problems to be solved.
The proposed method mines candidates for crosscutting features from a product re-
lease history, according to the logical coupling of software components. The method
applies precision and recall as metrics and determines candidates quantitatively and auto-
matically. I applied the proposed method to engine management systems and found that
it successfully extracted candidates with 97% precision and 31% recall.
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7.2 Future Research
In this dissertation, I have introduced an adoption strategy for SPL by analyzing inter-
system code clones between two product implementations. The results of a case study
showed that this approach was effective, but it is not applicable for many products. Further
extension of the proposed approach is an important research topic.
I also discussed a model-based development approach for developing software com-
ponents in SPL. Model-based development is of key importance for domain specialists to
increase their productivity. I have not introduced this approach for an SPL-specific phase,
however, such as variability decision. Integrating model-based development and SPL is
another important research topic.
In this dissertation, I have focused on crosscutting feature analysis in terms of product
release histories. To improve the development efficiency of SPL, traceability links be-
tween the variability of requirements and the variability of implementations are needed.
By selecting a variant of a requirement variation point, a connecting variant of an imple-
mentation variation point could be automatically selected. From the results of preliminary
experiments, however, I have found that most related works focus on a single develop-
ment phase, i.e. the requirement or implementation phase. Therefore, analysis methods
for traceability represent a third important future research topic.
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