Abstract. The purpose of this paper is to study the parts, part sizes and multiplicities in overpartitions using combinatorics, probabilities and asymptotics. We show that the probability that a randomly chosen part size of a randomly chosen overpartition of n has multiplicity m or m + 1 approaches 1/(m(m+1) ln 2) and that the expected multiplicity of a randomly chosen part size of a randomly chosen overpartition of n approaches ln n/(4 ln 2) as n → ∞.
Introduction
An overpartition of the integer n is a non-increasing sequence of positive integers that sums to n where the last occurrence of an integer can be overlined. The quantity n is called the weight. Given an overpartition (λ 1 , . . . , λ k ) we call the λ i s the parts. The number of part sizes is the number of distinct integers that occur in the partition and the multiplicity of the part i, denoted by m i (λ), is the number of occurrences of the part i in λ (overlined or not). For example, λ = (5,4, 2, 2,2, 1) is an overpartition of 16. It has 6 parts, 4 part sizes and the multiplicity of the part 2 is 3. We denote byp(n) the number of overpartitions of n.
These objects were used under different names and guises, see for example [17] . Overpartitions were named by Corteel and Lovejoy [4, 6, 7] and used to give the first combinatorial proofs of the q-Gauss identity and Ramanujan's 1 ψ 1 summation. They were used by Yee [24] to give a more direct proof of Ramanujan's 1 ψ 1 summation. They were also shown to be a good tool to discover infinite families of Frobenius partitions whose generating function are infinite products [8] . They are also studied using q-series and number theoretical techniques [20, 21, 22] . Recently they were also related to some physical problems as they are in bijection with jagged partitions [2, 11] . Afterwards they were successfully used by Bessenrodt and Pak [3] under the name joint partitions.
The purpose of this work is to study parts in overpartitions. As is customary we consider the uniform probability measure on the set of all overpartitions of n, and by random overpartition of n we will mean a partition picked according to that measure.
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From the definition, some facts are obvious :
• The probability that a randomly chosen part size of a randomly chosen overpartition of n is overlined is 1/2.
• The expected weight of the overlined parts counted with their multiplicity of an overpartition of n is n/2.
Both of these facts follow from an involution on overpartitions. Given an overpartition, list all its part sizes. Overline the ones that are non-overlined and remove the overline from the overlined parts. For example, starting with the overpartition (8, 6, 6, 4, 4,4, 2,1), we get (8, 6,6, 4, 4, 4,2, 1).
The main results of this work are asymptotic, following ideas that were used for partitions in [5, 9, 10, 19] . Most of the properties we study will be asymptotic and will use analytic and probabilistic techniques, extensively developed for partitions, see for example [1, 12, 14, 23] . Let us first recall a few results on partitions :
• The average number of distinct parts of a partition of n is asymptotic to √ 6n/π as n → ∞ [10] .
• The average weight of the part sizes of a partition of n is asymptotic to 6n/π 2 as n → ∞ [10, 19] .
• The average number of parts of a partition of n is asymptotic to √ 6n ln n/(2π) as n → ∞ [16, 18] .
• The probability that a randomly chosen part size of a randomly chosen partition of n has multiplicity m approaches 1/(m(m + 1)) as n → ∞ [9] .
• The expected multiplicity of a randomly chosen part size of a randomly chosen partition of n is asymptotic to (ln n)/2 as n → ∞ [9] .
• The variance of the number of part sizes in a random partition is asymptotic to
Following the remark of [11] , we recall that at the origin of the Hardy-Ramanujan collaboration [14] started by "Ramanujan's false statement" that the coefficient of q n in 1/θ 4 (q), which isp(n), is the nearest integer to
Then Hardy and Ramanujan proved that [15] :
Using this asymptotic and some combinatorial and analytic arguments, we can get a collection of results proved in the following sections : Theorem 1.1. The average number of part sizes of an overpartition of n is :
This trivially implies that the average number of overlined parts of an overpartition of n is asymptotically : as n → ∞.
Theorem 1.5. The probability that a randomly chosen part size of a randomly chosen overpartition of n has multiplicity m or m + 1 approaches :
as n → ∞. Theorem 1.6. The expected multiplicity of a part size of an overpartition of n is asymptotic to : ln n 4 ln 2 as n → ∞.
Finally we study the variance of the number of part sizes of a random overpartition of n since it will be needed for the proofs of Theorems 1.5 and 1.6 : Theorem 1.7. The variance of the number of part sizes in a random overpartition of n is asymptotic to :
as n → ∞. Numerical value of the constant is about .04163129 . . . .
We will start by a combinatorial part to know how to count the different statistics. Then we will go to asymptotics and finish with probabilities.
Combinatorics
Letp j (n) be the number of overpartitions of n in which at least one part is a j.
Proof. We prove this by induction. We show thatp j (n) = 2p(n − j) −p j (n − j) if n ≥ j and 0 otherwise. The base case is obvious. Suppose that n ≥ j. Overpartitions of n that contain at least one part j can be of two sorts :
• j appears at least once non-overlined. These are counted byp(n−j), as you can insert part j to an overpartition of n − j and create an overpartition of n in which j appears at least once non-overlined.
• j appears once and is overlined. These are the overpartitions of n − j where j does not appear. These overpartitions are counted byp(n − j) −p j (n − j).
(n) be the number of overpartitions of n in which at least m parts are equal to j.
Proof. Same type of argument. Letp i,j (n) be the number of overpartitions of n in which at least one part is an i and at least one part is a j.
Proof. We prove this by induction. We show thatp i,
if n ≥ i + j and 0 otherwise. The base case is obvious. Suppose that n ≥ i + j.
Overpartitions of n that contain at least one part i and one part j can be of two sorts :
• i appears and j appears at least once non-overlined. These are counted bȳ p i (n − j).
• i appears and j appears once and is overlined. These are the overpartitions of n − j where i appears and j does not appear. These overpartitions are counted byp i (n − j) −p i,j (n − j). Now let us apply these results. Let I j be the random variable which is 1 if at least one part is equal to j in a random overpartition of n and 0 otherwise. Let D n be the random variable which expresses the number of part sizes of a random overpartition of n.
Lemma 2.4. The average number of part sizes in an overpartition of n is :
Proof. From the definition ofD n , we know thatD n = j I j . As P(I j ) =p
jp j (n). Using Lemma 2.1, we get the result. LetD n,m be the random variable which expresses the number of parts of multiplicity at least m of a random overpartition of n.
Lemma 2.5. The average number of parts of multiplicity at least m in an overpartition of n is :
Proof. It is easy to see that ED n,m = 1 p(n) p (m) (n). Using Lemma 2.2, we get the result.
Let∆ n,m be the random variable which expresses the number of parts of multiplicity m or m + 1 of a random overpartition of n. Lemma 2.6. The average number of parts of multiplicity m or m + 1 in an overpartition of n is :
Proof. It is easy to see that E∆ n,m = ED n,m − ED n,m+2
LetK n be the random variable which expresses the number of parts of a random overpartition of n.
Lemma 2.7. The average number of parts in an overpartition of n is :
Proof. It is easy to see that
(m) (n). Using Lemma 2.2, we compute and get the result. Let W n be the random variable which expresses the sum of the overlined parts of a random overpartition of n.
Lemma 2.8. The average value of the sum of overlined parts in an overpartition of n is :
. Using Lemma 2.1, we compute and get the result.
Asymptotics
Most of the time we will need the first term from (1) :
as n → ∞. This first term can also be obtained thanks to the general Meinardus theorem [1] . We will use that asymptotic formula to derive Theorems 1.1-1.4. After some elementary manipulations the formula (2) yields
We will use basic summation and integration techniques and omit some of the details of the calculations. No efforts were made to optimize the error terms.
Proof of Theorem 1.1. From Lemma 2.4 and using (3) :
We get
Proof of Theorem 1.2. From Lemma 2.6, we know that
Using (3), we get
Therefore,
Proof of Theorem 1.3. From Lemma 2.7, we know that
Proof of Theorem 1.4. From Lemma 2.8, we know that
Using (3) and dropping the alternating sign in the error estimate we get
Probabilistic argument
To prove Theorems 1.5 and 1.6 we will need a concentration result forD n :
which is, of course, a special case of Theorem 1.7.
Proof of Theorem 1.5. The probability in question is E(∆ n,m /D n ). Set c = 4 ln 2 π . Then, from Theorem 1.1 ED n ∼ c √ n. Using that, (4), and Chebyshev's inequality with t n ∼ n 3/8 , we infer that
With that given, using∆ n,m /D n ≤ 1 and∆ n,m = O( √ n), we may write:
Now apply Theorems 1.1 and 1.2.
Proof of Theorem 1.6. The average multiplicity is E(K n /D n ). We would like to follow the same argument as above. One difference, however, is that the quantitȳ ∆ m,n /D n in the previous proof was bounded by 1, whereasK n /D n is not. Thus, more care is needed. Nonetheless, as before we write:
By Theorems 1.1 and 1.3, as long as t n = o( √ n) the first term is asymptotic to ln n 4 ln 2 so it suffices to show that each of the remaining two is o(log n). Set t n = O( √ n/ log 1/4 n). SinceK n ≤ n, using Chebyshev's inequality and (4) we see that the first of the two is bounded in absolute value by
The toughest task is to bound the last term. First, |D n − c √ n| ≥ t n means that eitherD n ≥ c √ n + t n orD n ≤ c √ n − t n , and in the first case
It remains to bound
Let 0 < ε < c = (4 ln 2)/π and split the set {D n ≤ c √ n − t n } in two pieces {D n ≤ ε √ n} and {ε √ n <D n ≤ c √ n − t n }. On the latter setK n /D n ≤ √ n/ε so that the expectation over that set is bounded by
by exactly the same argument as before. Finally, sinceK n ≤ n,
and the proof will be complete once we prove Lemma 4.1. There exist 0 < ε < c, η > 0 such that as n → ∞
Proof. Let u be any positive number. Then
and we need to bound the last expectation. To this end we use a relationship between overpartitions and classical partitions, namely that every partition with k part sizes gives 2 k different overpartitions (obtained by overlining or not each of the k part sizes). Thus, the uniform probability measure on the set of all overpartitions of n corresponds to the uniform probability measure Q on the set Ω n of all partitions, weighted by a factor 2 Dn , where D n is the number of distinct parts in a partition of n. (In other word,D n and D n represent the same quantity on Ω n but considered with respect to two different probability measures on Ω n .) Thus, letting E Q denote the expectation with respect to Q on Ω n , we have
where in the last step we used
, and convexity of x → 2 x . In order to bound the numerator we resort to a conditioning trick introduced by Fristedt [12] (see e.g. [5, 9] for applications along the lines we will use below). Namely, let X j be a geometric random variable with parameter 1 − q j , 0 < q < 1, (that is P(X j = i) = q ji (1 − q j ) for i = 0, 1, . . . ) and suppose that X j , j = 1, 2 . . . , are independent. If λ is chosen uniformly at random (i.e. according to the measure Q) then the joint distribution of multiplicities of part sizes (m 1 , m 2 , . . . ) is equal to that of (X 1 , X 2 , . . . ) conditioned on j jX j = n. Since D n = j I mj ≥1 , letting I j = I Xj ≥1 we get
As was noted by Fristedt, the choice q = exp(−
) makes denominator of order n −3/4 . Further, since I j 's are independent and
π (2e
Combining all of this with (5) and (6) we get
and it is clear that the lemma will be proved if there is a choice of 0 < ε < c and u > 0 for which
(Of course, the factor O(n 3/4 ) is inessential since its influence can be nullified by choosing 0 < η < η 0 .) For that it is enough to check that inf u f ε (u) < 0. Now,
which is 0 if u = u 0 = ln 2 √ 6 επ (and we need ε < 2 √ 6/π to ensure that u 0 > 0). It is now clear that we can make f ε (u 0 ) negative by looking at the graph of a function
near zero. Specifically, we may choose ε 0 = √ 6/(2π) < c = (4 ln 2)/π which gives η 0 := h(ε 0 ) = − √ 6/(2π).
The variance
Proof of Theorem 1.7. The proof is along the arguments given in the previous section. We will need more precision however to take the full advantage of sign alternations. Using a full strength of (1) we see that
Neglecting the exponentially small error gives
We have
We will now use (7) and expansions of 1/(1 − x) and 1/ √ 1 − x into their power series. Our first step will be to discard all terms whose contribution (even after ignoring sign alternation) is negligible. We begin with the triple sum T . Using (7) and the expansions with x = k(i + j)/n we see that the summand in T is
and we claim that the contribution from the sum of the absolute values of the last two terms is o( √ n). Indeed, we have By calculations similar to those in the proofs of Theorems 1.1-1.4 we see that the first term is asymptotic to 2 √ n(ln 2 − 1/2)/π and the second is O(1). Hence 
Conclusion
The purpose of this paper was to study the asymptotics of the number of parts in overpartitions. The behavior of these parameters looks a lot like partitions but the proofs of the results do not follow directly for results known on partitions. Overpartitions are partitions counted with the weight 2 k where k is the number of part sizes. This weight gives the following analogues :
• The probability that a randomly chosen part size of a randomly chosen partition (resp. overpartition) of n has multiplicity m (resp. m or m + 1) approaches 1/(m(m + 1)) (resp. 1/(m(m + 1) ln 2)) as n → ∞.
• The expected multiplicity of a randomly chosen part size of a randomly chosen partition (resp. overpartition) of n approaches ln n/2 (resp. (ln n/(4 ln 2)) as n → ∞.
