Abstract. Let F p be a finite field and u be an indeterminate. This article studies (1 − 2u k )-constacyclic codes over the ring R = F p + uF p + u 2 F p + u 3 F p + · · · + u k F p where u k+1 = u. We illustrate the generator polynomials and investigate the structural properties of these codes via decomposition theorem.
Introduction
The study of coding theory was initiated by Blake in 1970. Many authors worked on different contexts of codes i.e., Linear codes, cylic codes, constacylic codes and etc. The breakthrough work on linear codes was done after remarkable paper of Hammon et.al [?] which showed non-linear binary codes can be constructed from cyclic codes over Z 4 via its Gray images. So, cyclic code over the finite rings is one of the significant kind of algebraic codes. Constacyclic codes constitute a remarkable generalization of cyclic codes, hence form an important class of linear codes in coding theory. Constacyclic codes have practical applications in engineering, as they can be efficiently encoded using shift registers. They also have rich algebraic structures for efficient error detection and correction which further applies from data networking to satellite communications. There is a vast literature on constacyclic codes over finite fields and their applications for detailed see, [1, 3, 7, 5, 6] . Zhu and Wang investigated (1 − 2u) Constacylclic codes over F p + uF p where v 2 = v in [7] . Moreover, Yildiz and Karadeniz [2] studied (1 + v) Constacyclic codes of odd length over the ring F p + uF p + vF p + uvF p .
This present paper is focussed on the class of constacyclic codes over the ring R = F p + uF p + u 2 F p + u 3 F p + · · · + u k F p where u k+1 = u. It is the natural generalization of the results given by Mostafansab and Karimi on the (1 − 2u
2 )-constacyclic codes over the ring F p + uF p + u 2 F p in [17] . Let α, β and γ be maps from R m to R m given by
respectively. Let L be a linear code of length m over R. Then L is said to be cyclic
Let L be a code of length m over R, and P (L) be its polynomial representation, i.e.,
It is easy to see that:
Let x = (a 0 , a 1 , . . . , a m−1 ) and y = (b 0 , b 1 , . . . , b m−1 ) be two elements of R m . The Euclidean inner product of x and y in R m is defined as
where the operation is performed in R. The dual code of L is defined as L ⊥ = {x ∈ R m |x · y = 0 for every y ∈ L}. We define the Gray map Φ :
This map can be extended to R m in a natural way:
We denote by σ 1 , σ 2 , σ 3 , respectively the following elements of R:
Note that σ 1 , σ 2 and σ 3 are mutually orthogonal idempotents over R and σ 1 + σ 2 + σ 3 = 1. Let L be a linear code of length m over R. Define
and L 3 are all linear codes of length m over F p . Moreover, the code L of length m over R can be uniquely expressed as 
Main results
).
Now, using the definition of Gray map Φ, we can deduce that Φ(γ(s)) = 2a
). On the other hand,
Proof. The "only if" part follows from Proposition 2.4 of [3] . For the converse note the fact that (
Proof. Assume that L is self-orthogonal. Let
. Now by Euclidean inner product of s 1 and s 2 , we have Proof. First of all, notice that
Proof. By Theorem 2.5,
Suppose that
where k 1 (a), k 2 (a), k 3 (a) ∈ R m . There exist
and σ 3 k 3 (a) = σ 3 q 3 (a). Therefore
. On the other hand
constacyclic code of length m over R. Then there exists a unique polynomial h(a) such that L = h(a) where h(a)
Proof. Suppose that h 1 (a), h 2 (a) and h 3 (a) are the monic generator polynomials of L 1 , L 2 and L 3 respectively. By Theorem 2.6, we have
The uniqueness of h(a) is followed by that of h 1 (a), h 2 (a) and h 3 (a).
Proof. The proof is similar to that of [2, Lemma 2] .
and set h(a)
Proof. (1) By assumptions we have
It follows that GCD(g(a), k(a)) = 1. Now, by part (1) and Lemma 2.8,
So, the uniqueness of h(a) implies that h(a) = h(a)g(a).
Similar to [12, Theorem 3] , we have the following theorem.
. As a consequence of the previous theorems and [14, Theorem 3.3] we have the next result.
a). then the following conditions hold:
(1)
is the reciprocal polynomial of k i (a), and k ⊥ (a) is the reciprocal polynomial of k(a).
If m is odd, then µ is a ring isomorphism.
Then there exists q(a) ∈ R[a] such that
Note that one side of the implication tells us that µ is well defined and the other side tells us that it is injective, but since the rings are finite this proves that µ is an isomorphism. 
Corollary 2.14. Let µ be the permutation of R m with m odd such that
Definition 2.15. Let ψ be the following permutation of {0, 1, . . . , 2m − 1} with m odd:
The Nechaev permutation is the permutation ̺ of F 3m p defined by 
Let f 1 = a − (1 − 2u k ) and f 2 = a 3 + a + (1 − 2u k ). If L = (f 1 f 2 ), then by Theorem 2.2, we know that the Gray image of the (1 − 2u k )-constacyclic code L is a cyclic code.
