ABSTRACT To design a classification algorithm of heart sounds with low hardware requirements and applicability to mobile terminals, this paper proposes a laconic heart sound neural network (LHSNN). First, we propose three requirements that must be met in the LHSNN design. Then, the specific implementation method of the LHSNN is given as follows: 1) Using a spectrogram as the representation of the heart sound features, the size of the heart sound spectrum is determined according to the principle of lossless information. 2) According to the characteristics of the heart sounds and the design requirements, a neural network is selected and deeply analyzed. 3) Through the optimized method, the network structure satisfies the requirements for running on mobile terminals. Finally, the PhysioNet/CinC Challenge 2016 public heart sound database is used as the experimental object in order to establish a heart sound spectrum library. The experimental results show that the LHSNN can obtain the recognition rate of 96.16% and the modify accuracy of 0.8950, and it can also run on mobile terminals. In addition, the LHSNN has been proven to be adaptable by using the open heart sound dataset of the University of Catania. The research in this paper has positive significance for the classification and recognition of heart sounds in the natural environment.
I. INTRODUCTION
Heart sound classification is not a new topic. Many researchers are working on designing a practical heart sound classifier system in order to improve the diagnostic accuracy of heart sounds. Most of them use neural networks [1] - [7] , support vector machines [8] , [9] and some complex preprocessing steps such as statistical analysis [10] to perform classification tasks. Studies such as literature [4] have adopted a number of processing steps, which show that the researchers can select the best part of the heart sound signal as the input of the system and these programs are not ideal for processing real scenes. Some of them use neural networks to classify the different types of heart sound signals, but they only use simulated heart sounds that do not contain noise in order to train the networks [1] . Others use only a small number of real
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heart sounds, which is not representative when tested using real-world scenarios [2] , [3] .
Accurate automated classification remains a major challenge due to the lack of high quality, rigorously validated and standardized heart sound open databases [11] , [12] . This has led some researchers to use analog heart sounds or to collect different true heart sounds using instruments with different standards. Therefore, in 2011, the University of Catania in Italy established the HSCT11 database [13] , and the 2016 International Conference on Computer Cardiology aimed to create a large database that contained training and test sets by bringing together records from multiple research groups around the world [14] .
Based on this, the main purpose of this paper is to design a laconic neural network (LNN) for heart sounds that can be transplanted to mobile terminals. First, we propose three requirements that must be met when designing the LHSNN. Then, the specific implementation method of LHSNN is given. Using the spectrogram as the representation of the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ heart sound features, the size of the heart sound spectrum is determined according to the principle of lossless information. According to the characteristics of the heart sounds and the design requirements, a neural network is selected and deeply analyzed. Through the optimized method, the networx structure satisfies the requirements for running on mobile terminals. Finally, the PhysioNet/CinC Challenge 2016 public heart sound database has been used as the experimental object in order to establish a heart sound spectrum library.
The experimental results show that the LHSNN can obtain a recognition rate of 96.16%, and it can run on mobile terminals. In addition, by using the open heart sound dataset of the University of Catania, the LHSNN has been proven to be generalizable, which indicates that the research has achieved the expected goals. There are three design requirements. 1) Targeted application object: The LHSNN is designed for the acoustic and physiological characteristics of heart sounds which makes the neural network a strongly targeted application object. 2) Extensive application platform: The LHSNN minimizes the hardware platform requirements and is designed to run on mobile devices such as tablets and mobile phones. 3) Accurate application results: The LHSNN is used to classify and recognize heart sounds, and the recognition results can reach the level of practical application.
II. DESIGN METHOD
According to the design requirements, this paper proposes a laconic neural network model that has a high recognition rate for heart sound signals and can run on mobile terminals such as mobile phones. The design and implementation process of this paper is shown in Figure 1 . A. TARGETED APPLICATION OBJECT 1) HEART SOUND SIGNAL AND SPECTROGRAM A normal heart sound signal has a typical quasi-periodicity, sparsity, and energy concentration. The frequency of range of a normal heart sound signal which denotes as S is 1-800 Hz and S exhibits quasi-periodicity because of its continuous frequency in the frequency domain. In addition, it is a sparse signal. S is not directly measured during the measurement but is mapped to the measurement vector that denotes as = 1 , · · · , m , · · · , M , in order to obtain the measured value defined as y m [15] :
The heart sound signal mainly has two peaks of the first heart sound (S1) and the second heart sound (S2). The energy of the S, which is expressed as energy concentration, is mainly distributed on S1 and S2 that the frequency range is 10-100 Hz. The pathological signal denotes as S L and contains heart murmur, which causes the quasi-periodicity of the heart to be damaged in the time domain. Simultaneously, S L is different from S in sparsity resulting in , and the energy distribution of S L ranges from 50 to 300 Hz. The three properties of this heart sound signal can be used to distinguish between S and S L .
The spectrogram represents the relationship of the audio signal over time-spectral-energy. The abscissa represents time, the ordinate represents the frequency, and the color represents the energy distribution. Therefore, the spectrogram is used as a two-dimensional feature representation method of the heart sound signal, and the heart sound classification recognition model is realized through the sound spectrum design model. First, each complete heart sound recording is divided into 5 second time periods, and 4 seconds is the overlapping portion. Then, the 5 second heart sound recording is sampled at a sampling rate of 44.1 k, and a fast Fourier transform is performed on these points to obtain a spectrogram. The waveforms of S and S L that are shown in Figure 2 and Figure 3 below are from the challenge library numbered b0026 and b0008. The convolutional neural network (CNN) is a feedforward network and also is a kind of deep neural network. There are many well-known, classical neural networks, such as LeNet-5, AlexNet, VGGNet, and GoogleNet.
CNN has two characteristics: weight sharing and sparse connections. As described in Section 2.1.1, the heart sound is a quasi-periodic signal with the same features in adjacent periods. To avoid feature redundancy, a neural network with shared features is selected. In addition, the heart sound signal of a rarefaction can be decomposed into block sparse matrices. Take an n × n heart sound signal S and a matrix [s i ], i = 1, 2, . . . , n, with a block sparse dimension n × 1. Here, S can be expressed as follows:
Using the sparse connection method, the envelope, frequency and quasi-periodic energy distribution of the heart sound waveform can be accurately represented. This means that using this method demands fewer parameters to be stored, thereby resulting in reduced data storage requirements and increased statistical efficiency, which is often significant for the final recognition results. In summary, the CNN is suitable for heart sound signals.
B. EXTENSIVE APPLICATION PLATFORM
According to the design concept of this paper, we program using the highly portable Tensorflow deep learning framework. Considering the current development of mobile terminals, it is especially important to design a laconic neural network. Therefore, an LNN model is proposed. This key technology is adopted in order to reduce the number of parameters and to simplify the model structure.
1) DETERMINATION OF THE SIZE OF THE SPECTROGRAM
In the light of the explanation of information theory, the amount of image information has the following three defining criteria: 1. the number of pixels, 2. the number of grayscales that can be defined between black and white, and 3. the number of basic colors that constitute the image. The amount of valid information for heart sound recording is equal to the amount of data minus the amount of redundancy. Set the bit rate as ω, the compression ratio as η, and the duration as t. Then, the amount of information as φ for the duration as t is as follows:
In a spectrogram that define as M , the amount of information is represented by pixels, the bit depth is set as k, and the number of unit pixels denoted as m 2 . According to the amount of information in equation (3), the length defined as D of the side length of M is calculated as follows:
2) LHSNN DESIGN
According to the requirements of the mobile terminal for the neural network, the experiment uses the double-layer convolutional layer as the basic structure of the model. To theoretically prove the accuracy of the model, we propose two basic conditions that need to be met to design LHSNN: 1) For each convolutional layer of the heart sound signal, it should be ensured that the receptive field contains all the information of a heart sound cycle; 2) The topmost receptive field should be less than or equal to the size of the heart sound spectrum. First, we define the input parameter symbols, which are the input spectrogram size as z, the convolution kernel size as k, and the minimum c-value as t. To measure the feature quantity of each layer of the convolutional layer, we establish the c-value:
Actual filter size Local receptive field size
The structure of the heart sound depth model can be determined using the total number of convolutional layers and the number of convolution kernels in each layer. Considering that these two conditions are met, we first prove the first condition.
The first condition requires that the c-values of all layers are not less than the minimum c-value value t. As the convolutional layer's receptive fields continue to grow and the convolution kernel size remains constant in a convolutional layer, the c-value of the last convolutional layer is minimal. Therefore, the first condition is equivalent to ensuring that the c-value of the last layer in each convolutional layer is not less than t, which can be converted into a set of inequalities:
where 2 l k is the receptive field of the last layer of the convolutional layer l i=1 2 i−1 (k − 1)a i of the l-th layer, and t is the minimum c-value.
The second condition is that the receptive field at the top of the convolution layer is less than or equal to a spectrogram size. The formula is as follows:
The left type is the receptive field of the topmost convolution layer, 2 i−1 (k − 1) is the increment of the receptive field in the i-th convolution, and 2 i−1 (k − 1)a i is the increment of the total receptive field in the i-th convolution.
The objective function can be represented using the number of pooled layers. By slightly changing the two conditions (6) and (7), the following final formula can be found:
The values in n and {a i } are both integers. Suppose that the heartbeat contains a feature quantity in one cycle, and the kernel number {a i } is relaxed from an integer to a positive real number. It can be proved that the optimal solution of the objective function is the following:
First, the optimal solution satisfies the conditions in inequalities (9) and (10) . By verifying the insertion of inequalities (11) and (12), it is known that the optimal solution is at the boundary of the feasible solution range.
Second, suppose there is a solution l, {b 1 , b 2 , · · · , b l }, and l < m. By linearly combining the inequalities in (9) and (10), the following can always be shown:
where C = k (k − 1)t. This inequality means that there is no better solution when l < m. Third, assume that there is a solution l, {b 1 , b 2 , · · · , b l } and l > m. By linearly combining the inequalities in (9) and (10), we can get the following:
By rewriting the formula on the left side of (13), we get the following:
As seen from the above inequality, there is no better solution when l > m.
Consequently, we discuss the optimal solutions. We design a neural network with seven layers, two convolutional layers, and the length of the convolution kernel should be an odd number. The sizes of the convolution kernel that can be selected for the theoretical derivation are 3 × 3 × 3, 5 × 5 × 3, and 7 × 7 × 3.
C. LACONIC NEURAL NETWORK
Through the discussion and proof of the application specificity and the extensive application platform, the basic framework of the designed LNN model can be obtained. The structure is shown in Figure 4 below.
1) CONVOLUTIONAL LAYER
The convolution kernel plays the role of feature extraction in the convolutional neural network. Usually, some features in the first layer of the convolutional layer, such as the 
2) POOLING LAYER
The largest pooling layer is chosen in this paper. The characteristics of the heart sound signal are obvious in the 'Horizontal line', 'Vertical line', 'Slash line', etc. Based on this, it is easier to reflect the local features in the convolution calculation that select the largest eigenvalue in a small square matrix. In addition, the maximum pooling layer is selected because the characteristics of the heart sound signal require the position to be unchanged and the maximum pooling layer can ensure the feature position and the rotation invariance. The β-th pooling plane defined as f β calculates the down-sampling of f α , which is expressed as follows:
3) FULLY CONNECTED LAYER
The features on the spectrogram have been distributed to each feature map on the previous convolution kernel and the maximum pooling layer. Now, it is necessary to classify the features of the distribution using the fully connected layer, and then sort the feature values by weight. The first layer denoted as f γ ,1 is the extracted features that are calculated by using f β , the three-dimensional tensor denoted as W γ ,1 and the offset denoted as b γ ,1 , which is expressed as follows:
The second layer denoted as f γ ,2 is used to extract features of the first layer and can solve the nonlinearity problem of the heart sound signal in feature extraction. The second fully connected layer f γ ,2 is calculated using f γ ,1 , the threedimensional tensor denoted as W γ ,2 and the offset denoted as b γ ,2 , and the formula is as follows:
4) OUTPUT LAYER
The output layer denoted as o uses the Softmax function to calculate the probability by the weight ratio between [0, 1] with the value of output of the fully connected layer f γ ,2 . In addition, the Softmax function is used for the multivariate classification, which can provide a reference method for the multivariate classification of heart sounds in the future, since this paper conducts a binary classification. The pseudo probability is generated by using f γ ,2 , the weight matrix denoted as W , and the offset denoted as b generated by the first two fully connected layers, and the corresponding formula is as follows:
5) DETERMINATION OF THE NUMBER OF CONVOLUTION KERNELS AND FULLY CONNECTED LAYERS
The software environment that was applied in this paper is Windows10 + CUDA + Anaconda + Tensorflow, and the hardware is an NVIDIA GeForce 840M GPU2G. There are 16 convolution kernels because the CUDA block supports up to 512 threads and it divides the threads to work in parallel to increase the efficiency of the processor [16] . To reduce the omission of the characteristics of the spectrogram, prevent overfitting and improve the training speed of the whole model on the basis of the number of control parameters, the number of neurons in the fully connected layer is set to 128.
III. III.EXPERIMENTAL RESULTS AND ANALYSIS

A. DATA SOURCE
This article uses the heart sound recordings from the Heart Sound Challenge Library. All recordings have been resampled to 2 000 Hz and divided into normal and abnormal heart sounds with durations from 5 seconds to over 120 seconds.
The training set consists of five databases (A to F) with a total of 3,240 heart sound recordings. There are 301 heart sound recordings in the test set. In this paper, a total of 28 000 training samples and 4 800 test samples were obtained with 5 seconds as the length of a sound spectrum.
B. MODEL STRUCTURE COMPARISON
On the basis of the basic laconic neural network model structure, the complexity of the model is optimized by changing the number of convolutional layers, and the model is experimentally verified. The parameter quantity, training time and training accuracy of the heart sound classification model are as follows in Table 1 . It can be seen that a convolutional layer can result in a large number of model parameters, the inability to accurately obtain important features and a long training time. When there are three convolutional layers in the model, the recognition rate is reduced although the training time is short. With the two convolutional layers, the training time is acceptable and the recognition rate is the highest.
C. EVALUATION INDICATORS
The ROC curve is a comprehensive indicator reflecting the continuous variables of the sensitivity and specificity. It is a compositional method that reveals the relationship between the sensitivity and specificity. It calculates a series of sensitivities by setting continuous variables to different thresholds. Then, the sensitivity is plotted on the ordinate and the 1-specific as the abscissa. The larger the area under the curve is, the higher the diagnostic accuracy [17] . On the basis of the best model, a total of 20 test experiments were performed. Each experiment obtained 10 sets of data from the normal or abnormal heart sound test set, which results in 200 total groups, including 100 sets of normal heart sounds and 100 sets of abnormal heart sounds. The ROC curve is obtained based on the final recognition result, as shown in Figure 6 below.
In the ROC curve, the area under the trapezoidal line represents the accuracy (AUC) of the model.
There are several criteria for the AUC: AUC below 0.5 indicates that the test has no diagnostic value; AUC between 0.5-0.7 indicates low accuracy; AUC between 0.7 and 0.9 indicates a certain degree of accuracy; and AUC above 0.9 indicates high accuracy [18] .
D. MODEL PARAMETER COMPARISON 1) COMPARATIVE ANALYSIS WITH DIFFERENT BATCH_SIZES WITH THE SAME AMOUNT OF TRAINING
Based on the characteristics of heart sounds, this paper designs a network model for heart sounds. To illustrate the effectiveness of this model, the heart sound challenge library is used as the data source, and the number of training times is fixed. The batch_size of the model in this paper is changed to different values for the comparative analysis. The training process is shown in Figure 7 . 
2) COMPARATIVE ANALYSIS OF DIFFERENT TRAINING TIMES UNDER THE SAME BATCH_SIZE
The best batch_size that is obtained in Section 4.4.1 is used here. 10k training steps is too small for the general CNN model, and so this section fixes the batch_size and changes the number of training steps in order to get the best model. The training process is shown in Figure 8 . normal and 20 are abnormal. As shown in Table 4 below, the comprehensive recognition rate of normal and abnormal is 96.16%.
4) COMPARISON WITH THE MODEL USING THE LENET-5 MODEL
To verify the accuracy of the above model, the LeNet-5 model was compared with the model of this paper, and the database used in this model was used for training. Take batch_size = 16 and maximum step = 10k as an example, as shown in Figure 9 below. The recognition rate that was obtained with the standard model was 83%, while the recognition rate of the designed model was 93%. Compared with the recognition results of the cardiologists in [19] and the traditional LeNet-5 model, the LeNet-5 improved [20] , and the network model in [21] , this paper's model is superior. This is reflected in Table 5 .
5) PERFORMANCE OF THE MODEL ON MOBILE DEVICES
The representative in the mobile terminal is the mobile phone, which is also the most used mobile terminal today. So this study also installed Android Studio. We ported the method of this article to Android Studio to assess the portability of the Tensorflow framework. Two samples in the challenge library are extracted for the experiment, which are the signal in the 2-6 s time range of the normal heart sound a0001 and the signal in the 7-11 s time range of the abnormal heart sound a0011, and the experimental results that are shown in Figure 10 were obtained. The experiments show that the model has applicability for mobile terminals.
IV. DISCUSSION
The method used in this paper is compared with several articles that also use hold-out testing datasets, such as the method ofclassifiers AdaBoost and CNN in [11] , the method of classifier DropConnected NN in [22] , and the other methods in [25] [26] [27] [28] [29] . These researchers and the classification results of this paper and are shown in Table 6 below:
In this paper, we use the idea of sound spectrum characterization to complete the research by using CNN to identify the heart sound spectrum. In Table 6 , the research of Potes et al has the highest in the sensitivity (Se), which is identify the heart sound spectrum. In Table 6 , the research of Potes et al has the highest in the sensitivity (Se), which is reach 0.9424; the research of Rubin et al. has the highest specificity in the specificity (Sp), which is reach 0.9521, But the paper has the highest modify accuracy (MAcc), which is reaching 0.8950. Therefore, the method of this paper is competitive on the problem of heart sound classification and recognition.
V. CONCLUSION
Accurate and portable heart sound classification algorithms have always been a popular topic in heart sound research Based on this, this paper proposes a design concept and specific implementation method of a laconic heart sound neural network. The method is assessed using a spectrogram as a representation of the heart sound features and an analysis of the rationality of the LHSNN structure. The experimental results show that even if the training data are limited, the recognition accuracy can reach 96.16% and the modified accuracy can reach 0.8950, which verifies the validity of the model for heart sounds. In addition, the model can also be ported to a mobile terminal to achieve the purpose of designing a portable algorithm. Future work includes two aspects including research on the key feature groups that determine the accuracy of heart sounds and practical application of the LHSNN.
