The Google-Landmarks-v2 dataset is the biggest worldwide landmarks dataset characterized by a large magnitude of noisiness and diversity. We present a novel landmark retrieval/recognition system, robust to a noisy and diverse dataset, by our team, smlyaka. Our approach is based on deep convolutional neural networks with metric learning, trained by cosine-softmax based losses. Deep metric learning methods are usually sensitive to noise, and it could hinder to learn a reliable metric. To address this issue, we develop an automated data cleaning system. Besides, we devise a discriminative re-ranking method to address the diversity of the dataset for landmark retrieval. Using our methods, we achieved 1st place in the Google Landmark Retrieval 2019 challenge and 3rd place in the Google Landmark Recognition 2019 challenge on Kaggle.
Introduction
This paper presents details of our 1st place solution to the Google Landmark Retrieval 2019 challenge 1 and 3rd place solution to the Google Landmark Recognition 2019 challenge 2 . These two competitions are run parallelly on a large-scale landmarks dataset provided by Google. The goal of the retrieval challenge is to retrieve all database images which depict the same landmark as a query image, while the goal of the recognition challenge is to recognize a landmark presented in a query image.
The task of retrieval challenge can be viewed as an instance-level image retrieval problem, and the task of recognition challenge can be viewed as an instance-level visual recognition problem. Both are essential and fundamental problems for academic research and industrial applications. Recently, deep convolutional neural network based approaches [7, 19, 14] have shown astonishing results in these problems. In our solution, we leverage modern convolutional neural network architectures following this trend.
Besides, cosine-softmax based losses [4, 21] , which were initially introduced in face recognition problems, were employed to learn image representations.
The main difficulty of the competitions is that the dataset is quite noisy. To tackle this challenge, we introduce an automated data cleaning by utilizing a local feature matching method. In addition, we devise a discriminative re-ranking method leveraging the train set to address the diversity of the dataset for landmark retrieval.
Dataset
The Google-Landmarks-v2 3 dataset used for the Google Landmark Retrieval 2019 challenge and the Recognition 2019 challenge is the largest worldwide landmark recognition dataset available at the time. This dataset includes over 5M images of more than 200k different landmarks. It is divided into three sets: train, test, and index. Only samples from the train set are labeled. The retrieval track asks us to find an image of the same instance (landmark) from the index set, while the recognition track asks us to answer the corresponding label defined in the train set. We also used the first version of Google-Landmarks dataset, Google-Landmarks-v1 [14] . The v1 dataset was released after an automated data cleaning step, while the v2 dataset is the raw data. Since the v2 dataset was constructed by mining web landmark images without any cleaning step, each category may contain quite diverse samples: for example, images from a museum may contain outdoor images showing the building and indoor images depicting a statue located in the museum.
Automated Data Cleaning
To build a clean train set, we apply spatial verification [17] to filtered images by k nearest neighbor search. Specifically, cleaning the train set consists of a three-step process. First, for each image representation x i in the train set, we get its k nearest neighbors from the train set. This image representation is learned from the v1 dataset. Second, spatial verification is performed on up to the 100 near- est neighbors assigned to the same label with x i . This step is necessary to reduce the computational cost. Finally, if the count of verified images in the second step is greater than the threshold (t frequency ), x i is added to the cleaned dataset. In spatial verification, we use RANSAC [5] with affine transformation and the deep local attentive features (DELF) [14] , where the threshold of inlier-count is set to 30. We set t frequency = 2, k = 1000 in our experiment. Table 1 summarizes the statistics of the dataset used in our experiments. We show the effectiveness of using our cleaned dataset through our experiments in the following sections.
Modeling
To obtain landmark image representation, convolutional neural networks are employed through our pipeline both in the recognition track and the retrieval track. We use FishNet-150 [20] , ResNet-101 [8] and SE-ResNeXt-101 [9] as backbones trained with cosine-softmax based losses. These backbone models are pretrained on ImageNet [3] and v1 dataset [14] first, and then trained on our cleaned dataset. On top of that, cosine-softmax based losses were used. Cosine-softmax based losses have achieved impressive results in face recognition. In this work, we use ArcFace [4] and CosFace [21] with a margin of 0.3.
We use generalized mean-pooling (GeM) [19] for pooling method since it has superior performance than other pooling methods, such as regional max-pooling (R-MAC) [12] and Compact Bilinear Pooling [6] on our experimental results. p of GeM is set to 3.0 and fixed during the training.
Reduction of a descriptor dimension is crucial since it dramatically affects the computational budget and alleviates risk of over-fitting. We reduce the dimension to 512 by adding a fully-connected layer after a pooling layer. Additionally, one-dimensional Batch Normalization [10] follows the fully-connected layer to enhance generalization ability.
Training settings. Our implementation is based on PyTorch [15] , and four NVIDIA Tesla-V100 GPUs are used for training. Model training is done by using the stochastic gradient descent with momentum, where initial learning rate, momentum, weight decay, and batch size are set to 0.001, 0.9, 0.00001, and 32, respectively. For learning rate scheduler, cosine annealing [13] is used.
We employ two different training strategy, one is 5 epochs of training with "soft" data augmentation, and the other is 7 epochs of training with "hard" data augmentation. "Soft" data augmentation includes random cropping and scaling. "Hard" data augmentation includes random brightness shift, random sheer translation, random cropping, and scaling.
When constructing the mini-batches for training, gathered images are resized to the same size to feed into networks simultaneously for efficiency. This mini-batch construction might cause distortions to the input images, degrading the accuracy of the network. To avoid this, we choose mini-batch samples so that they have similar aspect ratios, and resize them to a particular size. The size is determined by selecting width and height from [352, 384, 448, 512] depending on their aspect ratio. On the final epoch of training, the scale of the input images is enlarged and all batch normalization layers are freezed. Specifically, the width and height for resizing are chosen from [544, 608, 704, 800] instead of [352, 384, 448, 512 ]. This approach is beneficial for the network because it enables to exploit more detailed spatial information during training.
Ensemble. In our pipeline, an ensemble is done by concatenating descriptors from different models. We have six models in total, and each outputs a descriptor with 512 dimensions; Therefore the concatenated descriptor becomes a dimension of 3072. At the inference time, multi-scale representation is used [19] . We resize the input image at three scale factors of [0.75, 1.0, 1.25], then feed them to the network, and finally average their descriptors.
Retrieval Track
In this section, we present our pipeline for the Landmark Retrieval Challenge. Following the conventional approaches based on deep convolutional neural network [7, 19] , similarity search is conducted by a brute-force euclidean search with L2-normalized descriptors learned by networks. Besides, to improve retrieval results further, we propose a discriminative re-ranking method which leverages the train set.
Discriminative Re-ranking
As described in Section 2, each landmark category in the dataset may contain diverse samples, such as outdoor and indoor images. These images are extremely hard to identify as the same landmark without any context. Thus, these cannot be retrieved as positive samples by a euclidean search only, because they are visually dissimilar and distant in descriptor space. To solve this, we devise a discriminative reranking method exploiting the label information from the train set. Table 2 : Performance (mAP [%]) of our models on the leader-board (LB) of Retrieval track (Public/Private), ROxford and ROxford using Medium and Hard evaluation protocols [18] . "DA" represents the data augmentation strategy (described in Section 3).
LB (mAP@100) ROxford (mAP)
As a first step, we predict a landmark-id of each sample from the test set and index set following the same procedure as in the recognition track (Section 5) before re-ranking. We treat the index set samples that are predicted the same landmark of each test set sample as "positive samples". Likewise, we treat the index set samples that are predicted the different landmark of each test sample as "negative samples". Figure 1 illustrates a procedure of our re-ranking method performed on actual examples from the dataset. Figure 1a shows a query from the test set (in blue) and retrieved samples from the index set by similarity search (in green for positive samples and red for negative samples). Here, we consider images to the left to be more relevant than the ones to the right. Therefore, the right-most positive sample is considered less irrelevant than the negative sample on its left due to several factors (e.g., occlusion). It is desirable to ignore such trivial conditions for retrieval landmarks. In Figure 1b , positive samples are moved to the left of the negative samples in the ranking. This re-ranking step can make results more reliable, becoming less dependent on those trivial conditions. Finally, we append positive samples from the entire index set, which are not retrieved by the similarity search, after the re-ranked positive samples (Figure 1c ). This step enables to retrieve visually dissimilar samples to a query by utilizing the label information of the train set.
Our re-ranking system is related to Discriminative Query Expansion [1] , but our system doesn't require to train discriminative models.
Results
We evaluate our models on two landmark retrieval benchmarks, ROxford5k and RParis6k [18] . Also, we evaluate them on the Google Landmark Retrieval 2019 challenge. Results are presented in Table 2 . We use the FAISS library [11] , an efficient implementation of euclidean search, for all experiments. On the Google Landmark Retrieval 2019 challenge, training on the clean train set significantly boosts our score compared to only training on the train set from the v1 dataset. Without training on the clean train set (only training on the train set from the v1 dataset), our best single model scores 19 Table 3 : Performance of our pipeline on the public set and the private set from the retrieval track leader-board. mAP@100 [%] is used for evaluation.
tively. We also tried database-aside feature augmentation (DBA) [1] , alpha-Query expansion (QE) [19] , Yang's diffusion [22] and Graph traversal [2] , but their performance improvement were limited. Table 3 shows the performance improvement by our ensemble model and re-ranking method. Without any reranking method, such as our discriminative re-ranking, the performance of our ensemble model is equivalent to 3rd place on the Landmark Retrieval 2019 challenge.
Recognition Track
In this section, we present our pipeline for the Landmark Recognition Challenge. Our pipeline consists of three steps: euclidean search of image representation, soft-voting, and post-processing.
The first step is to find the top-k neighborhoods in the train set by a brute-force euclidean search. Secondly, the label of the given query is estimated by the majority vote of soft-voting based on the sum of cosine similarity between the neighboring training image and the query. The sum of cosine similarity is used as a confidence score. Finally, we suppress the influence of distractors by a heuristic approach.
Soft-voting with spatial verification
To make the score of similarity more robust, we used RANSAC and inlier-based methods for scoring confidence. They are widely used in retrieval methods as a postprocessing step to reduce false positives.
Let us have a set of q's neighbors in image representation N l (q), where its members are assigned to the label l. Let R(x i , x j ) be the inlier-count between two image representation x i and x j in RANSAC. For a given image representation of query q, we estimate its label y(q) as follows:
where t is the threshold parameter to verify the matching. We set t = 70 in our experiment. We used 3 nearest neighbors in descriptor space for soft-voting. Table 4 : Performance of our pipeline on the public set and the private set from the recognition track leader-board. GAP is used for evaluation.
Post-processing for distractor
The metric of the recognition track, Global Average Precision (GAP) [16] , penalizes if non-landmark images (distractors) are predicted with higher confidence score than landmark images. Hence, it is essential to suppress the prediction confidence score of these distractors.
We observed that categories frequently predicted in the test set are likely non-landmark (e.g., flowers, portraits, and airplanes). From this observation, we treat categories that appear more frequently than 30 times in the test set as nonlandmark categories. Each confidence score of these categories is replaced with multiplying their frequency by -1 to suppress them.
Results
We show the results of our pipeline in Table 4 . Both cases with and without spatial verification were evaluated. The GAP score is significantly improved by the ensemble and spatial verification. Our post-processing step also helps to improve the evaluation score. In Landmark Recognition 2019 challenge, our pipeline won the 3rd place 4 .
Conclusion
In this paper, we presented a large-scale landmark retrieval and recognition system by team smlyaka. Our experimental results show that our automated data cleaning and discriminative re-ranking play an important role in the noisy and diverse dataset.
