Abstract-In the context of Smart City environments, wireless sensor networking is playing a major role when enabling the utilization of networked infrastructures to introduce or improve a wide variety of services to be available to the citizens. How nodes communicate with each other is a key issue in these types of networks. This work presents a simple but yet efficient network discovery and tree construction protocol as well as an intelligent metric for route selection in smart environments that combines several parameters through the use of fuzzy logic. We have carried out an extensive set of experiments using the I3ASensorBed testbed, that shows the efficiency of our proposal, when compared to other well known routing metrics by reducing the system load and increasing the network efficiency.
I. INTRODUCTION
Internet of Things (IoT) as a research topic, is currently a subject of intensive research. IoT technologies are being applied in a broad spectrum of applications. In the context of Smart City initiatives, IoT-based systems are playing a major role when enabling the utilization of networked infrastructures to introduce or improve a wide variety of services to be available to the citizens. Sensor networking is a key element of the IoT and therefore a key element of Smart City applications.
Nowadays, a large number of communities and university campuses have put in place safe escort services such as the Foot Patrol [1] , a free service offered by public authorities that provides students and/or citizens (including tourists) with a safe escort on and around a given area. The Smart City platform can play a key role by providing a fully automatic service. The platform will enable the transmission of timely and spatial information on the whereabouts of the people having requested the service through a personal device. Instead of having an actual human escort, a resource not always available, the IoT-based Foot Patrol service will enable tracking the location of the service user and if needed to quickly transmit help or emergency messages to the service providers and even to police officers found in the neighbourhood.
The design and development of applications such as the aforementioned require the use of smart wireless communications. In this area, we propose to conduct an experimental evaluation of a novel intelligent metric for routing protocols. The work consists of the experimentation of this new metric in three steps: 
1) Evaluation through simulation.
2) Evaluation over laboratory testbed.
3) Evaluation over a real Smart City testbed.
We can see a complete study related to point 1) in [2] . The work presented herein focuses on phase 2), and point 3) will be part of our future work. This complete study will allow us to identify new opportunities and challenges deriving from new IoT protocols and networking paradigms. In particular, we address channel access and routing in a large-scale IoT scenario. Figure 1 shows a general vision of the experimental scenario of the smart surveillance and security to be developed, where a previously deployed infrastructure network offers communication services to the users. The aim of this application is to provide a virtual safe escort service in a given itinerary. Under the proposed service to be developed, users and safe escort service providers will be able to maintain a virtual communication channel all along the path, while the service will make use of the IoT platform deployed across the Smart City.
In this paper, the I3ASensorBed is used for evaluation, a telosb-based testbed that is composed of 47 nodes deployed in the Albacete Research Institute of Informatics [3] as a platform emulating the future Smart City deployment. Over this testbed we have performed the experiments described in the following sections. The aim of the experiments is the creation of an efficient framework that allows data generation nodes (i.e., end devices as start points of Fig. 1 ) to communicate with a sink 2 (i.e., end point in Fig. 1 ) through an already deployed sensor network. In order to perform efficient communications among users and the sink node, this work proposes a simple but efficient network discovery and tree-construction protocol that enables the creation of data paths for infrastructure nodes from any node in the network to the end point. Every node in the infrastructure network can be selected as parent by end devices in order to rely data to the end point. We evaluate the proposed protocol with three different approaches: Shortest Path Tree (SPT) (i.e., lowest number of hops to the end point), Best Received Signal Strength Indicator (RSSI) Spanning Tree, and our proposal of Fuzzy Logic based metric (FL), that combines residual energy, number of hops and RSSI.
Experiments show relevant performance results such as network generation time, path length, number of children, packet delivery ratio and number of transmissions.
The remainder of this paper is organized as follows, Sec. II summarizes some related work including Smart City platforms and some testbeds implemented around the world; the general description of the I3ASensorBed testbed is introduced in Sec. III. The design and implementation of the intelligent tree construction protocol that enables every node in the network to communicate with the end point node, is detailed in Sec. IV. Experimental set-up and results are analyzed in Sec. V, and finally, Sec. VI provides some conclusions and outlines future work.
II. RELATED WORK
Managing the growth of our cities is one of the major challenges of this century [4] . IoT-based platforms will support it, with the promise of better environmental monitoring, energy saving, smart grids, more efficient factories, better logistics, better healthcare and smart homes [5] . IoT driven primarily by wireless sensor networks, will require people with new skills, since the focus will be much more on software than hardware. Different companies around the world such as [6] are completing interesting platforms for smart cities control.
Two relevant examples of smart cities are the SmartSantander project [7] and the futuristic GhostCity [8] . SmartSantander project aims at the creation of an experimental test facility for the research and experimentation of architectures enabling key technologies, services and applications for the IoT in the context of a city. It provides a twofold exploitation opportunity. First, the research community gets benefit from deploying such a unique infrastructure which allows true field experiments, while on the other hand, different applications serving citizen needs will be deployed. The project envisions the deployment of 20,000 sensors in Belgrade, Guildford, Lbeck and Santander.
SmartSantander has conceived a 3-tiered architecture: 1) IoT nodes, responsible for sensing the corresponding parameters (temperature, CO, noise, light, car presence, etc.) The majority of them are integrated in the repeaters, while others stand alone wirelessly communicating with the corresponding repeaters. This stand alone devices must be powered by batteries. 2) Repeaters, that are placed high above ground in street lights, semaphores, information panels, etc., and behave as relaying nodes. The communication between repeaters and IoT nodes uses the IEEE 802.15.4 protocol stack. 3) Gateways, both IoT nodes and repeaters are configured to send all the information as well as service provision and network management to the gateway by using the standard IEEE 802.15.4. Once information is received by the gateways, it can be either stored locally or sent to other devices (i.e., central servers), through the different interfaces provided (i.e., WiFi, GPRS/UMTS or Ethernet). Considering experimentation and service provision it is necessary to define an infrastructure that allows the execution of both experiments and user-addressed services concurrently, thus providing flexibility for researchers to test their applications while end user services are running.
The GhostCity project presents an appealing idea: a ghost town will be built from scratch in the State of New Mexico, USA, to be used as a testbed for future Smart City technologies. The town will be modelled on the real city of Rock Hill, South Carolina, completed with roads, houses and commercial buildings, old and new. No one will live there, although it would be possible, since houses will include all the necessities, like appliances and plumbing.
Smart City researchers will use this scientific ghost town to look at everything, from intelligent traffic systems and nextgeneration wireless networks to automated washing machines and self-flushing toilets. The objective is to enable researchers to test new technologies on existing infrastructure without interfering in everyday life.
Before deploying a definitive Smart City environment, it is important to test protocols and applications in a controlled environment. For this, testbeds are platforms that provide support to measure a number of physical parameters in a controlled and reliable platform. These platforms contain the hardware, instrumentations, simulators, various software and other support elements needed to conduct a test [9] .
In the literature, there exists a number of general purpose testbeds such as Wisebed [10] , Realnet [11] , Twist [12] , FIRE [13] or Neteye [14] , but most of them are either not accessible for external users or they do not adjust to the smart cities requirements. For this, the experiments presented herein have been carried out in the I3ASensorBed, a multi-purpose testbed that is able to allocate the emulation of nodes located at different places of a city.
III. I3ASENSORBED
In general, protocols for Wireless Sensor Networks (WSNs) require large networks to be validated. In many cases, real deployments or testbeds are not available or the existing ones do not allow the evaluation of these techniques. Thanks to our I3ASensorBed testbed, we can experiment with high level layer (i.e., network, application) techniques assuming the extension of our deployment and scaling as a bigger real network deployment such as SmartSantander. Furthermore, these experiments allow system administrators to validate their code before requesting authorization to test in those big networks.
The components of the I3ASensorBed are organized in a hierarchy forming a three-level tree, where interconnections between levels use different communication technologies. Sensor nodes are the leaves of the tree forming the bottom layer; they are connected to special nodes named supernodes in the middle layer. Finally, the central server acts as tree root where supernodes are connected via Ethernet. This server also hosts the database where testbed data log is stored as well as the web-based graphical user interface where users can schedule their tasks. Figure 2 summarizes the deployed architecture.
Every layer in the architecture is composed of different elements. The top layer hosts a Ubuntu OS based server that provides the user web-based interface, task scheduling and data logging functions. At this level we should also detail the network elements that connect the server with the supernodes, such as switches and Ethernet wiring, as well as the recent incorporation of a GPS NTP network time synchronization server that maintains synchronization between elements composing the upper layers (i.e., central server and supernodes).
At the bottom layer, the I3ASensorBed includes one of the most popular USB-based nodes, TelosB from Crossbow [15] . A new TelosB-based model, manufactured by Maxfor [16] and named MTM-CM5000-MSP, is also deployed, since it incorporates the same microcontroller (TI-MSP430) and radio chip (TI-CC2420) as the TelosB nodes. This Maxfor node can also be programmed by using the well known operating system TinyOS [17].
The I3ASensorBed is composed of 47 nodes deployed in the first floor and the roof of the Albacete Research Institute of Informatics [3] . Nodes composing the testbed incorporate temperature, humidity, CO2, presence, door and window state (open/close), smoke and energy consumption sensors. In order to accommodate all these nodes it was necessary to use 12 USB hubs and 7 supernodes. Figure 3 shows nodes, supernodes and server location in the building map. 
IV. NETWORK MODEL AND PROTOCOL DESCRIPTION
The correct operation of the network depends on the efficiency of the created data paths. In this work, we present a simple but yet efficient network discovery and tree construction protocol that creates network data paths by considering several parameters that will directly affect the overall network performance.
A WSN can be modelled as an undirected graph G = (V, E), called a connectivity graph, where V is the set of vertices representing the nodes in the network and E is the set of edges that represents the communication network topology, an edge (v i , v j ) ∈ E iff v i ,v j are within each other communication range. The sink node is defined as v s . The resulting multihop routing tree constructed by the proposed protocol, M = (V, E ) is a Spanning Tree such that all vertices in G are included, E ∈ E, represents the subset of edges that are included in the tree depending on the metric used. The operation of the protocol follows the Prim's approach for Spanning Tree construction [18] , as illustrated in Alg. 1. After adding the sink node to the tree, edges are iteratively selected in breadth first search, based on the adopted parent selection (i.e., routing) metric until all nodes have been added. Algorithm 1 Tree construction procedure 1 U ← {v s }, E ← ∅ 2 Select the lowest cost edge e = {i, j} ∈ E such that i ∈ U and j ∈ V \U 3 E ← E ∪ {e}, U ← U ∪ {j} 4 if U = V then finish 5 else go to line 2 6 output:
In order to implement the proposed protocol to be executed by network nodes, the following messages are used:
• Discovery: this message triggers the discovery process and those nodes that receive it will select the best parent among all the available neighbors.
• Associate: a node that has selected its parent will send it an associate message to request parent-child association. This message will be acknowledged by the parent.
• Acknowledgement (ack): parent-child associations are acknowledged in order to ensure correct associations.
• Beacon: small size beacons are periodically sent to announce the presence of an available node to relay data to the sink. End device nodes can select as parent any node from which they have received a beacon.
• Data: when end device nodes are already associated to any of the infrastructure nodes, they can start sending data packets that will be forwarded to the sink, directly or through multihop paths. The network discovery and tree-construction process starts when the sink node broadcasts a discovery message. Nodes receiving this message, will automatically associate to it by sending an associate message. Then, they will wait for the ack and when it is received, nodes will send their own discovery messages and will start sending periodical beacons. Nodes not inside the sink coverage will eventually receive a discovery message from other nodes and will start a timer to allow them to receive more discovery messages from other nodes in order to be able to select the best one in terms of the selected metric (SPT, RSSI or FL). When a parent is selected, an associate message is sent, and if no ack is received, the associate message will be re-sent. After receiving the ack message from the selected parent, nodes send a discovery message and start sending periodic beacons.
End device nodes listen to the channel for a fixed period of time, storing information from the received beacons. Then, the end device node selects the parent by considering the selected metric. After that, it sends an associate message to the selected parent and this acknowledges it. After a successful association, end device nodes are ready to start sending data packets that will be relayed to the sink by the nodes in the infrastructure network.
A. Metrics
The protocol proposed above can deal with several metrics, allowing the selection of the most convenient depending on the particular application and current network requirements. In this work, we compare the network performance when using various well-known metrics such as number of hops (SPT), signal strength (RSSI), and fuzzy logic (FL), a promising technique that is able to combine different metrics, and that has already obtained good results in simulated experiments [19] .
1) Shortest Path Tree: in a tree-based WSN, the Shortest Path Tree represents a tree in which all nodes have the lowest number of hops to the sink node. This metric is directly related to end to end delay, but node overloading caused by relaying nodes supporting a high number of child nodes may cause data loss and network connectivity failures.
2) Received Signal Strength Indicator: for this metric, the power of the received signal is considered. Nodes will select as parent that node having the highest RSSI value. The use of high RSSI links ensures the correct communication between nodes in the network, since it ensures data delivery in one-hop communication. Selecting the best RSSI link at each hop, the network ensures that data coming from all nodes is correctly delivered to the sink node.
3) Fuzzy Logic based Metric: fuzzy logic is a decision approach that enables the efficient combination of different parameters that can be used as a single metric [20] . It uses human language to define parameter values and their relationships. A Fuzzy Logic System (FLS) is a nonlinear mapping of an input data vector into a scalar output. A typical FLS, widely used in fuzzy logic controllers is composed of fuzzifier, fuzzy rules, inference engine and defuzzifier. The operation of a FLS can be summarized as follows: crisp data are fuzzified and converted into fuzzy values. These fuzzy values are evaluated by the inference engine by considering a set of rules that relates input and output variables. The output value obtained in the previous step is then defuzzified, providing a numerical value that can be used as a metric by the external system. The variables considered in this work are as follows:
• Number of hops: represents the number of necessary message forwardings for a packet to reach the sink node. • Residual energy: this parameter must be considered in order to preserve available energy and extend as much as possible node lifetime.
• RSSI: the quality of the received signal is crucial to ensure correct data reception, so nodes with higher RSSI will be preferred.
Input parameters are characterized into a set of linguistic values: Number of hops ⊂ {few, medium, many}, Residual energy ⊂ {low, medium, high}, RSSI ⊂ {poor, average, excellent}, and Output ⊂ {bad, medium, good}. Linguistic input values are related to output values following the rules defined in Table I, such as: IF Number of hops is few AND Residual energy is medium AND RSSI is excellent THEN Output is good.
An illustrative example of the membership functions for the input and output parameters used in our FLS is given in Fig. 4 . For example, considering number of hops, label1 corresponds to few, label2 to medium and label3 to many. The values X 0 to X 4 have been adjusted according to each input variable, for example, for residual energy, X 0 = 0%, X 1 = 25%, X 2 = 50%, X 3 = 75%, and X 4 = 100%, that means that node batteries are fully charged.
The geometric pattern of triangles is commonly used to determine the appropriate membership functions and thanks to its simplicity, it requires low processing power, highlighting the efficiency of fuzzy logic when executed in WSN nodes.
V. EXPERIMENTAL EVALUATION
In order to analyse the performance of the proposed metric and the network discovery and tree construction protocol, we have conducted an extensive set of experiments, executing the proposed protocol for each one of the aforementioned metrics: SPT, RSSI and FL.
The experiments were run on the I3ASensorBed testbed. Six testbed nodes were randomly selected to be data generator nodes (i.e., end devices), so that they do not participate in the network discovery and tree construction phase. These nodes are the same for all the experiments with the aim of testing the different approaches in the same scenario having the same conditions.
The experiments consists of two phases: first, the network discovery and tree construction protocol is executed, and nodes start sending periodical beacons. In the second phase, data generator nodes select the best node to relay their data and start sending messages with the following scheme: three nodes will periodically send data every 10 seconds, and the other three will randomly send data within a fixed interval of 10 seconds. This scheme represents a semi-random traffic pattern that is very similar to the conditions given in a real scenario. Total execution time for each experiment is 600 seconds.
A. Results Figure 5 shows the total energy consumption of the network and the number of transmissions per delivered data packet obtained during the experiments for each one of the metrics. The highest energy consumption has been obtained by the RSSI metric, as it considers the quality of the received signal and, as will be shown below, the path length for RSSI is longer so more retransmissions are necessary with the consequent increase of energy consumption. The lowest energy consumption is achieved by the fuzzy logic approach since more parameters are considered and more energy efficient paths have been created. The number of transmissions per delivered packet is directly related to the network overhead. Results shown in Figure 5 represents the average number of transmissions (except periodical beacons) per delivered data packet in the network (i.e., total number of messages sent in the network divided by the number of successfully delivered data packets in the sink). SPT obtains the highest number of transmissions per delivered data packet since many nodes have to retransmit their data due to the use of low quality links. On the other hand, RSSI and specially FL obtain the best results for this parameter since they select better quality links to relay data from source nodes to the sink.
The number of hops represents the number of retransmissions that a packet needs to reach the sink. Figure 6 shows the number of nodes that are at a determined number of hops (i.e., node frequency) for each considered metric. Note that SPT presents the shortest paths among the other metrics thanks to it merely considers the number of hops to create the data paths. In turn, RSSI presents more nodes with higher number of hops to the sink due to when using RSSI metric, longer data paths are created to the detriment of other parameters such as the number of hops. The percentage of delivered data packets to the sink with respect to all the data packets sent by data generator nodes is presented in Fig. 7 , where it can be seen that the SPT metric obtains the lowest packet delivery ratio since it uses short paths (i.e., lowest number of hops), that may use nodes with low quality reception power that cause data loss. On the other hand, fuzzy logic metric obtains the highest packet delivery ratio thanks to the combination of several metrics with the aim of obtaining high quality communication paths. Figure 7 also shows the average end-to-end delay for data packets in the network for each metric. Similar to the results obtained for the number of transmissions per delivered packet, for end to end delay, FL and RSSI obtain better results than SPT due to the necessary retransmissions performed when using SPT to efficiently deliver data packets to the sink. 
VI. CONCLUSIONS AND FUTURE WORK
This paper details the second step of the research carried out with the aim of implanting a useful sensor network for the citizens in the context of smart cities. The applications in this context require the optimization of communication tasks. The work presented herein details a simple but yet efficient network discovery and tree construction protocol that can be executed using different metrics depending on the application and network requirements. A metric based on fuzzy logic has been also proposed. This metric combines several node and network parameters with the aim of constructing an efficient communication tree.
Testbeds are useful tools for protocol testing prior to the implementation in a real deployment. The experiments related in this work have been carried out on the I3ASensorBed testbed that emulates a real sensor network implemented in a future Smart City. These experiments have been focused on the execution of the network discovery and tree construction protocol proposed when using three different metrics for parent selection: Shortest Path Tree, Received Signal Strength Indicator and Fuzzy Logic. The fuzzy logic based metric provided the best overall results since it intelligently combines several metrics enabling efficient tree construction.
Our future work will be focused on the use of mobile nodes that will have to dynamically select the attachment point to the infrastructure network. This will be the next step to the real implementation of our system in a real Smart City environment.
