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Abstract
Sliding mode control (SMC) has been successfully applied to many practical control prob-
lems due to its attractive features such as invariance to matched uncertainties. The charac-
teristic feature of a continuous-time SMC system is that sliding mode occurs on a prescribed
manifold, where switching control is employed to maintain the state on the surface. When a
sliding mode is realized, the system exhibits some superior robustness properties with respect
to external matched uncertainties. However, the realization of the ideal sliding mode requires
switching with an infinite frequency.
Control algorithms are now commonly implemented in digital electronics due to the increas-
ingly affordable microprocessor hardware although the essential conceptual framework of the
feedback design still remains to be in the continuous-time domain.
Discrete sliding mode control has been extensively studied to address some basic ques-
tions associated with the sliding mode control of discrete-time systems with relatively low
switching frequencies. However, the complex dynamical behaviours due to discretization in
continuous-time SMC systems have not yet been fully explored.
In this thesis, the discretization behaviours of SMC systems are investigated. In particular,
one of the most frequently used discretization schemes for digital controller implementa-
tion, the zero-order-holder discretization, is studied. First, single-input SMC systems are dis-
cretized, stability and boundary conditions of the digitized SMC systems are derived. Further-
more, some inherent dynamical properties such as periodic phenomenon, of the discretized
SMC systems are studied. We also explored the discretization behaviours of the disturbed
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SMC systems. Their steady-state behaviours are discussed using a symbolic dynamics ap-
proach under the constant and periodic matched uncertainties.
Next, discretized high-order SMC systems and sliding mode based observers are explored
using the same analysis method. At last, the thesis investigates discretization effects on
the SMC systems with multiple inputs. Some conditions are first derived for ensuring the
“pseudo” sliding motion and guaranteeing the boundedness of the steady-states. Selection of
sampling period is also discussed. Some intrinsic properties of trajectories of the discretized
SMC systems are investigated by using the new concepts of symbolic vector and symbolic
vector sequence. Various periodic behaviours are fully explored. Simulations are presented
to validate the analysis.
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Chapter 1
Introduction
1.1 Computer-Controlled Systems
Many control systems in the real world are described as continuous-time dynamics of linear
or nonlinear systems. However, state estimation and control algorithms are now commonly
implemented in digital electronics due to the increasingly affordable microprocessor hard-
ware although the essential conceptual framework of the feedback design still remains to
be in the continuous-time domain. Rapid advances in digital system technology have radi-
cally altered the control system design options. It has become routinely practical to design
very complicated digital controllers and to carry out extensive calculations required for their
design.
A digital control system uses digital hardware, usually in the form of a programmed digital
computer, as the heart of the controller. A typical digital controller has analog components
at its periphery to interface with the plant. It is the processing of the controller equations
that distinguishes analog from digital control. In general, digital control systems have many
advantages over analog control systems. Some of the advantages include: low cost, low
weight, and low power consumption, zero drift of system parameters despite wide variations
in environments such as temperature, humidity, and component aging, high accuracy, and
high reliability and ease of making software and design changes.
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Technological advances in digital electronics that occurred in the second half of the 20th
century have led to a rapid development in computer technology and this has made a great
impact on a range of engineering areas, including control engineering. Nowadays, most con-
trol systems exploit a digital computer as their crucial part and computer controlled systems
are prevalent in engineering practice. Hence, the theory for analysis and design of computer
controlled systems is a crucial part of the control engineer’s toolbox [3].
The traditional approach to design digital control systems for continuous-time plants is first
to design an analog controller for the plant, then to derive a digital counterpart that closely
approximates the behavior of the original analog controller (see Figure 1.1). This approach
is particularly useful when the designer replaces all or part of an existing analog controller
with a digital controller. However, even for small sampling periods, the digital approxima-
tion usually performs less well than the analog controller from which it was derived. This
approach is called as “emulation”. In Figure 1.1, the analog-to-digital converters (AD) sam-
ple the analog sensor signals and produce equivalent binary representations of these signals.
The sampled sensor signals are then modified by the digital controller algorithms, which are
designed to produce the necessary digital control inputs. Consequently, the control inputs
are converted to analog signals using digital-to-analog converters (DA). The DA transforms
the digital codes to signal samplers and then produces step reconstruction from the signal
samples by transforming the binary-coded digital input to voltages. These voltages are held
constant during the sampling period T until the next sample arrives. The process of holding
each of the samples is termed zero-order-holder (ZOH). Then the analog control signals are
applied to control the behavior of the plant. There is also a real-time clock that synchronizes
the actions of the AD, DA, and shift registers.
The other approach to designing digital controllers for continuous-time plants is first to derive
a discrete-time equivalent of the plant and then to design a digital controller directly to control
the discretized plant. The block diagram is shown in Figure 1.2. We call this approach as
“discrete-time design”. Classical and modern state-space design methods for discrete-time
systems parallel the classical and modern control methods for continuous-time systems.
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Both approaches are acceptable when the sampling is fast enough. However, the latter ap-
proach (discrete-time design) exploits an approximation of the plant model that ignores the
inter-sample behavior so that this method does not require fast sampling to maintain stability.
The problem is the performance of the sampled-data system is not automatically guaranteed
since the inter-sample behavior may be unacceptable. However, inter-sample behaviors don’t
affect in the first approach. That’s one of advantages of the first approach over the second
approach, which is also part of the reason why the first approach has obtained more and more
applications in industries. Due to the switching frequency limitation of micro-controllers, this
approach dominated the digital controller design in the last twenty years. With the accelerated
progress of micro-controllers’ frequency, it is possible to directly implement the controller to
plants by the assistance of AD and DA, without the effort of modelling the discrete time
system. In this thesis, the fist approach, emulation, will be applied to the system.
Notice that there are some basic issues on digital control implementation, such as quantiza-
tion, sampling rate selection and real-time operating systems. They are not in the scope of
this thesis, so, these issues will not be discussed here. Interested readers are referred to [56]
and [38].
Controller
)(tu)(ty
)(ku)(ky
System
AD DAControl Algorithm
Clock
 
 
Figure 1.1: Closed-loop system formed by a discrete-time controller and a continuous-time
system.
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Discrete-time system representation
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Figure 1.2: Closed-loop system formed by a discrete-time controller and a continuous-time
system. The DA- and AD-converters have been combined with the continuous-time system
illustrating the discrete-time description of the system.
1.2 Variable Structure and Sliding Mode Control Systems
Variable structure control (VSC) systems can be considered as a state-dependent switching
control system taking a finite set of control actions. For such systems, the control may switch
between two extreme values as a trajectory crosses a switching surface in the state space.
VSC systems have made much improvement on performance of switching control systems.
In [42] and [19], time-optimal control (or bang-bang, on-off control) was studied by treating
it as a special case of VSC systems, in which a feedback control has different structures
in different regions of the state space. In fact, VSC system is not only a switching control
system, but also a hybrid control system.
A special class of VSC is the so called sliding mode control (SMC) in which the exclusive
feature is the “sliding mode”. A sliding motion occurs when the system state repeatedly
crosses and immediately re-crosses a switching manifold, because all motion in the neigh-
borhood of the manifold is directed inwards (i.e. towards the manifold). Depending on the
form of the control law selected, sliding motion may occur on individual switching surfaces
in the state space, on a selection of surfaces, or on all the switching manifolds together. When
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the last of these cases occurs, the system is said to be in the sliding mode (SM).
The purpose of the switching control law is to drive the plant’s state trajectory onto a pre-
scribed surface in the state space and to maintain the plant’s state trajectory on this surface
for all subsequent time. This surface is called a “switching surface”. Thereby, SMC systems
can be described by a switching surface s = 0 and two subsystems x˙ = fi(x), i = 1,2, each of
which is for one side of s = 0. In the vicinity of s = 0, both the vector fields f1 and f2 point
towards s = 0.
Due to the above system structure, the solution in the sense of Carathe´odory in switching
systems cannot be applied here [57]. Filippov provided a different concept of solution to
deal precisely with problems of this kind where a set S = {x|s = 0} is constructed [26].
According to Filippov’s definition, one enriches the set of admissible velocities for points
x∈ S by including all convex combinations of the vectors f1(x) and f2(x). Thus, an absolutely
continuous function x(·) is a solution of the switched system in the sense of Filippov if it
satisfies the differential inclusion
x˙ ∈ F(x),
where F is a multi-valued function defined as follows. If x ∈ S,
F(x) = co{ f1(x), f2(x)} := {α f1(x)+(1−α) f2(x) : α ∈ [0,1]},
while if x /∈ S, F(x) = f1(x) or F(x) = f2(x) depending on which side of s = 0 x points to.
Once the trajectory hits the switching surface s = 0, it cannot leave it because the vector
fields on both sides are pointing towards s = 0. Therefore, the only possible behavior for
the solution is to slide on s = 0. Thus, the surface is also called a sliding surface (sliding
manifold). Systems with this characteristics are called sliding mode control systems.
To obtain a good overview of continuous-time SMC systems, readers could refer to the stan-
dard work [83] and [86]. Other good publications are for example [18], [40], [25], and [85],
where the latter publications describe several practical applications.
In general, a SMC design is divided into two phases. The first phase is to design or choose
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a switching surface so that the system state restricted to the surface has desired dynamics.
The second phase is to design a switched control that drives the system state to the switching
surface and maintain it on the surface once states reach the surface.
There are many advantages of SMC systems. Among these advantages, the invariance prop-
erty makes SMC a powerful tool for controlling uncertain systems and provides a strong
motivation for the continuing research interest in the area [86].
1.3 Objectives and Significance of this Research
SMC is a discontinuous feedback control which induces high frequency switching. In practi-
cal applications, SMC suffers from a main disadvantage – chattering, which may excite high
frequency unmodelled dynamics. In computer-controlled SMC systems, there has been an
extensive research done to address the severe chattering behaviors in discrete-time SMC sys-
tems, along the line of designing the specific discrete-time SMC with relatively low switching
frequencies. Milosavljevic [87] first defined the discrete time sliding mode as “quasi-sliding
mode” and proposed the first condition for the design. Further sufficient conditions in various
forms were then derived by Sarpturk et al [71], Furuta [29], Sira-Ramirez [73] and Yu [100].
Significant progresses have been made in the direction of using these conditions as a guiding
principle for the discrete-time SMC system design [29, 93, 61, 81, 82, 47, 66, 109].
However, applying discrete sliding mode controllers to the system requires a discrete-time
approximation model of the continuous-time system. With a discretization strategy, the con-
trol design based on the continuous-time system models can be easily implemented without
the effort to derive the discrete-time counterparts. This gives discretization a huge advantage
over the discrete-time controller design strategy in the practical implementation.
The main objective of this research is to advance the understanding of the computer-controlled
SMC system, by studying its discretization behaviors. Taking into account many unresolved
problems associated with this topic, the results of the analysis and evaluation of discretiza-
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tion behaviors in SMC systems are essential to their applications in industrial process control.
However, the analysis and evaluation of discretization behaviors in SMC systems proved to
be a difficult task due to the fact that not much work had been done on this topic.
There is apparently a gap between the ideal dynamical performance anticipated based on
the continuous-time system models and the actual dynamical performance when the control
system is discretized. The time delay in delivering control signals due to discretization is
the key factor affecting the control performance. This is particularly so, when the control is
of discontinuous nature, such as the SMC. The “disruptive” switching may cause incorrect
actions due to the delay of delivering timely control signals. These behaviors may cause
severe damage to industrial control devices such as actuators. In addition, the deteriorated
invariance property may worsen the reliability of SMC systems, hence making controlled
industrial processes vulnerable to unexpected environmental changes.
The problems of interest in studying discretization behaviors in SMC systems include
• Conditions for guaranteeing the stability
• Boundary conditions of steady states
• System trajectory patterns (periodicity)
• Sensitivity of trajectory patterns to initial conditions
• Relationship between trajectory patterns and their symbolic sequences
• Dynamical behavior change with respect to the sampling period
To our knowledge, this research is the first to investigate, in a systematic way, the discretisa-
tion behaviours of SMC systems, and to develop methods for evaluating discretisation effect
on SMC systems. The significance of this work lies in that it furthers the understanding
of discretisation behaviors in SMC systems, thereby providing useful measures for prevent-
ing possible ill-behaviours from happening. It also results in new methods that are useful
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not only for analyzing discretisation of SMC systems, but also for other systems involving
switching/relay elements, such as digital filters with two’s complement arithmetic, power
electronic devices and the like. The understanding of discretisation behaviors from this re-
search will provide insight into the discretisation behaviors of SMC systems, hence resulting
in improved reliability, efficiency and productivity of industrial processes/control systems.
1.4 Organization of the Thesis
Chapter 2 begins with a survey of the discrete SMC systems. Some important aspects in this
area are discussed. Special attention is given to the topic of discretized SMC systems. The
chapter concludes with the recent developments of ZOH discretization of SMC systems.
Chapter 3 provides a thorough analysis of single-input ZOH discretized SMC systems where
stability and boundary conditions are established. Irregular discretization behaviors of a
second-order system are presented. Then, the chapter moves on to the investigation of dis-
cretized SMC systems with matched uncertainties. Some simulation studies are presented.
Chapter 4 studies the discretization of high-order SMC systems. The chapter concentrates
on the convergence performance of the discretized high-order SMC system. A new state
transformation is applied to the study.
Chapter 5 investigates the dynamical discretization behaviors of a sliding mode based ob-
server, the Walcott-Zak Observer. Upper bounds for the system steady states are derived.
Of particular interest are the periodic dynamical behaviors of the trajectories within some
specified boundaries.
Chapter 6 discusses the ZOH discretization of multi-input SMC systems. The chapter derives
a new model of multi-input SMC systems to meet the analysis requirements established in
the previous chapters. Simulations are also presented to verify the analysis.
Finally, the thesis is summarized and concluded in Chapter 7 where directions for future work
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are suggested.
Chapter 2
Background and Literature Review
2.1 Introduction
The characteristic feature of a continuous time SMC systems is that a sliding mode occurs
on a prescribed manifold, or switching surface, where a switching control is employed to
maintain the state on that surface [24, 86, 22, 99]. Since the theory has been originally
developed from a continuous time perspective, implementation of sliding mode for sampled-
data systems encounters several incompatibilities due to limited sampling rate, sample/hold
effect, and discretization errors. As a result, a direct translation of continuous-time SMC
design for discrete implementation leads to the chattering phenomenon in the vicinity of the
switching surface.
In this chapter, basic results obtained in the study of continuous-time and discrete-time SMC
systems theory during its over twenty years history are reviewed. The discretization issue of
SMC systems is introduced.
The layout of this chapter is as follows. In Section 2.2, the continuous-time SMC system
is reviewed. In Section 2.3, the discrete-time SMC system is revisited, some key issues are
discussed. The discretized SMC system is introduced in Section 2.4. Section 2.5 concludes
the chapter.
10
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2.2 Basics of Sliding Mode Control Systems
This section presents the basics of well-known continuous-time SMC in order to provide a
priori knowledge for developing a theory for discretization of SMC systems in the following
chapters. The SMC system discussed in this chapter is the equivalent control based linear
SMC system, which is by far the most popular SMC structure. This type of SMC structure
will be the focus of this thesis.
2.2.1 Single-Input SMC Systems
The general single-input linear time invariant (LTI) systems we consider are
x˙ = Ax+bu, (2.1)
where A ∈ Rn×n, x,b ∈ Rn, x is a state vector, u ∈ R, is a control input. We assume the pair
(A,b) is completely controllable and in the controllable canonical form as
A =

0 1 0 · · · 0
0 0 1 · · · 0
... . . .
0 0 0 · · · 1
−a1 −a2 −a3 · · · −an
 ,b =

0
0
...
0
1
 (2.2)
The switching manifold is defined as
s(x) = cx (2.3)
where c = [c1,c2,c3, · · · ,cn] with cn = 1. The coefficients c1,c2, · · · ,cn constitute a Hurwitz
polynomial so that the switching manifold s is predefined to represent a desired asymptoti-
cally stable dynamics. Here, the relative degree of s(x) with respect to the control u is one.
The equivalent control based SMC is described as
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u = ueq+us (2.4)
where ueq = −(cb)−1c>Ax and us = −α(cb)−1sgn(s(x)), α > 0. α is a constant control
gain.
Under this control law, one has ss˙ < −α|s|. Therefore, the ideal sliding mode is guaranteed
to be reached in finite time.
Substituting (2.4) into (2.1) and taking into account that cb = 1 yield
x˙ = Acx−αsgn(cx)b (2.5)
where
Ac = (I−bc)A =

0 1 0 · · · 0
0 0 1 · · · 0
...
... . . . . . .
...
0 0 · · · 0 1
0 −c1 · · · −cn−2 −cn−1

=
[
0 Ac1
0 Ac2
]
(2.6)
with Ac1 = [1,0, · · · ,0] ∈ Rn−1 and
Ac2 =

0 1 · · · 0
... . . . . . .
...
0 · · · 0 1
−c1 · · · −cn−2 −cn−1
 (2.7)
The expression of Ac in (2.6) is used for the convenience of study of the dynamics of sys-
tem states. With the equivalent control based SMC (2.4), the sliding mode s = 0 can be
reached in finite time. The subsystem z = (x2,x3, · · · ,xn)> is asymptotically stable because
the eigenvalues of Ac2 are zeros of the characteristic equation
λ n−1+ cn−1λ n−2+ · · ·+ c2λ + c1 = 0
which is Hurwitz as prescribed.
2.2 Basics of Sliding Mode Control Systems 13
In reality, uncertainties are always factored in controller design. With the consideration of
uncertainties, the general single-input LTI systems are described by
x˙ = (A+4A)x+(b+4b)u+d(t)
which can be rewritten in the following form.
x˙ = Ax+bu+ p(t,x,u) (2.8)
where x ∈ Rn is the state vector, u ∈ R is the control input, p(t,x,u) has a structure of
p(t,x,u) =4Ax+4bu+ d(t). Note that p(t,x,u) includes the variations of system param-
eters 4A, the control gain uncertainties 4b, as well as the external disturbance d(t). For
this reason, p(t,x,u) is called the generalized uncertainties in this thesis. The following two
assumptions hold throughout the thesis.
Assumptions.
1. The pair (A,b) is completely controllable.
2. p(t) is piecewise continuous and square-integrable fulfilling the matching conditions,
i.e., there exists q(t) ∈ R such that p(t) = bq(t) [25].
Sliding mode control [66, 29, 40, 97] has been extensively studied and applied in practice due
to its attractive features such as simplicity and invariance as well as robustness to matched
uncertainties (that is, the uncertainties satisfy a matching condition) [24, 86]. The celebrated
invariance property of SMC towards the matched uncertainties is as follows. Suppose a
controller exists which induces a sliding motion on the surface s despite the presence of
uncertainty or disturbance. Recall that the equivalent control based SMC [83] provides an
average value of the discontinuous control in sliding mode, which is necessary to maintain
the system state on the sliding manifold. If at time ts the states lie on s and subsequently
remain there, i.e. s˙(t) = 0 for all t > ts, then the control action necessary to maintain such a
motion is given by
ueq =−(cb)−1(cAx+ cp) for t ≥ ts (2.9)
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This is referred to as the equivalent control action but is dependent on the unknown exogenous
signal therefore cannot be realized in practice. It should be emphasized that the notion of the
equivalent control is best thought of as being a tool for the analysis of the motion obtained
from constraining the system states to remain on s = 0. Substituting (2.9) into (2.8) yields
that x˙ = Ax− b(cb)−1cAx− b(cb)−1cp+ p. If p satisfies the matching condition, that is,
p= bq, then the sliding mode equation turns to x˙=Ax−b(cb)−1cAx,which is independent of
uncertainties. This invariance property makes SMC a powerful tool for controlling uncertain
systems and provides a strong motivation for the continuing research interest in the area.
From the preceding analysis, it is clear that if only matched uncertainty is present, then it is
sufficient to consider the nominal linear system representation when designing the switching
function.
For the uncertain system (2.8), let u = ueq + us with ueq = −(cb)−1cAx, us = −(cb)−1α ·
sgn(s(x)) where it is assumed that α > ‖c‖‖p‖+ ρ with ‖ · ‖ being the spectral norm and
ρ > 0 a small scalar which enables the reachability condition of ss˙ < −ρ|s|. Therefore, the
ideal sliding mode is guaranteed to be reached in finite time. The control law is by far the
most popular SMC structure and is known to be invariant to matching uncertainties.
2.2.2 High-Order SMC Systems
Sliding mode control has been successfully applied to solving many practical control prob-
lems [86, 85, 89, 1, 80] due to its attractive features such as invariance to matched uncer-
tainties [24]. When a sliding mode is realized, the system exhibits some superior robustness
properties with respect to external matched uncertainties.
Despite the claimed robustness properties, high frequency oscillations of the state trajectories
around the sliding manifold known as the chattering phenomenon are the major obstacle
for the implementation of SMC in a wide range of applications. Chattering is caused by a
number of factors, such as limited switching frequency, nonlinearities (time delay, hysteresis
etc). A number of methods have been proposed to reliably overcome the chattering problem,
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for example, the boundary layer solution [75]; the observer-based solution [85] and the high-
order SMC [53, 27, 54, 6]. The high-order SMC in particular has attracted an increasing
attention due to its effectiveness of reducing chattering magnitude [55, 50]. In this subsection,
the standard high-order SMC system is defined.
First, let us introduce the high-order SMC systems. Consider a smooth dynamic affine system
x˙ = v(x)+g(x)u (2.10)
where x ∈ Rn is the system state and u ∈ R1 is the scalar control, and v(x) and g(x) are
smooth functions. For a smooth output function σ , which is considered as the sliding variable,
provided that successive time derivatives σ , σ˙ , · · · ,σ (r−1) are continuous functions, and the
r-sliding point set (r > 1)
σ = σ˙ = σ¨ = · · ·= σ (r−1) = 0 (2.11)
is non-empty and consists locally of Filippov trajectories, the motion on set (2.11) is called
rth- order sliding mode [53, 27]. The sliding order characterizes the dynamics smoothness
degree in some vicinity of the sliding mode. If s(r) is steered to zero, we call this the r-sliding
mode.
Suppose that σ , σ˙ , σ¨ , · · · ,σ (r−1) are differentiable functions of x and that
rank[∇σ ,∇σ˙ , · · · ,∇σ (r−1)] = r (2.12)
Equality (2.12) together with the requirement for the corresponding derivatives of σ to be
differentiable functions of x is referred to as r-sliding regularity condition. If regularity con-
dition (2.12) holds, then the r-sliding set is a differentiable manifold and σ , σ˙ , · · · ,σ (r−1)
may be supplemented up to new local coordinates.
In a simplified way the equality of the relative degree to r means that u first appears explicitly
only in the rth order time-derivative of σ . In this case the regularity condition (2.12) is
satisfied and the integration effect of the sliding variables results in reduction of chattering
[41].
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Recall the single-input linear system in controllable canonical form
x˙ = Ax+bu (2.13)
where A,b are in the controllable canonical from (2.2).
In standard high-order SMC systems, that is, r-sliding mode systems, σ = σ˙ = σ¨ = · · · =
σ (r−1) = 0. The switching function is defined as
σ(x)= cx
= c1x1+ c2x2+ · · ·+ cn−r−1xn−r−1+ cn−rxn−r + xn−r+1 (2.14)
Here, c = [c1,c2, · · · ,cn−r,1,0,0, · · · ,0] and c1,c2, · · · ,cn−r,1 are assumed to be coefficients
of a Hurwitz polynomial, which satisfy [28]
cb= cAb = cA2b = · · ·= cAr−2b = 0,cAr−1b 6= 0 (2.15)
Then, one has
σ = cx
σ˙ = cx˙ = cAx
σ¨ = cx¨ = cA2x
...
σ (r−1) = cAr−1x
σ (r) = cArx+ cAr−1bu (2.16)
Now we construct a new sliding mode σ¯ for (2.13),
σ¯ = c¯1σ + c¯2σ˙ + · · ·+ c¯r−1σ (r−2)+σ (r−1)
= (c¯1c+ c¯2cA+ · · ·+ c¯r−1cAr−2+ cAr−1)x
= ξ x (2.17)
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where c¯1, c¯2, · · · , c¯r−1,1 also constitute a Hurwitz polynomial and ξ = [ξ1,ξ2, · · · ,ξn−1,1].
Then, the equivalent control based high-order SMC can be derived by solving
˙¯σ = 0
which is equivalent to
c¯1σ˙ + c¯2σ¨ + · · ·+σ (r) = 0
which is further equivalent to
c¯1cAx+ c¯2cA2x+ · · ·+ cArx+ cAr−1bu = 0
Then, the equivalent control based high-order SMC law is described as
u = ueq+us (2.18)
where
ueq =−(cAr−1b)−1(c¯1cAx+ c¯2cA2x+ · · ·+ cArx) (2.19)
and
us =−α(cAr−1b)−1sgn(σ¯), α > 0 (2.20)
2.2.3 Sliding Mode Based Observers
Many theoretical developments in control systems assume that the information of the system
states is available for use by the controllers. If such information is not available, suitable esti-
mation of the states has to be obtained for the controllers, and this usually requires designing
observers.
Despite the fruitful research results and developments in the area of the SMC theory, not
much efforts have been devoted to applying the principles of SMC to observers design. For
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deterministic systems, the earliest work in this field was carried out in [86]. A good coverage
of sliding mode based observer designs can be found in [25]. The Walcott-Zak Observer [90]
seeks global error convergence for a class of uncertain systems, where only the bounds of the
nonlinearities of the system plant are used in analyzing the observer dynamics. This approach
assumes that that the unknown nonlinearities/uncertainties must satisfy the so-called match-
ing condition. This observer may easily be implemented in continuous-time on an analogue
computer, or in discrete-time via a microprocessor.
In the following, the Walcott-Zak observer will be introduced.
Consider the following system:
x˙ = Ax+Bu+ f (t,x,u)
y = Cx (2.21)
where x ∈ Rn, u ∈ Rm, y ∈ Rp and m ≤ p ≤ n; the matrices B and C are of full rank; the
function f : R+×Rn×Rm → Rn contains uncertainties or nonlinearities in the plant, which is
continuous and satisfies the Lipschitz condition. The following are some basic assumptions
about system (2.21).
Assumption 1 The pair (A,B) is controllable and (A,C) is observable.
For system (2.21) satisfying Assumption 1, there exists a matrix K ∈ Rn×p such that the
eigenvalues of A0 = A−KC are all in the open left-half complex plane.
Assumption 2 There exists a function ζ (t,x,u) : R+×Rn×Rm → Rm such that Bζ = f , that
is, the uncertainties in f satisfy the matching condition.
Assumption 3 There exists a continuous positive real-valued function η(·) satisfying ‖ζ (x)‖≤
η(y).
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Assumption 4 There exists a real symmetric positive definite matrix Q ∈ Rn×n and a matrix
F ∈ Rm×p such that FC = B>P, where the matrix P is the unique real symmetric positive
definite solution of the Lyapunov matrix equation
(A−KC)>P+P(A−KC) =−Q
Taking into account Assumption 2, one can represent model (2.21) in the following form:
x˙ = Ax+B(u+ζ )
y = Cx (2.22)
Denote the error (difference) between the estimated state x¯ and the true state x by e = x¯− x,
and consider the observer governed by the following dynamical system:
˙¯x = A0x¯−BM(e,η)+Ky+Bu (2.23)
where
M(e,η) =
{ FCe
‖FCe‖η e /∈ S
0 e ∈ S (2.24)
and S = {e |FCe = 0}.
The differential equation driving the estimation error e is
e˙ = ˙¯x− x˙ = A0e−BM(e,η)−Bζ (2.25)
Lemma 2.1 [90] Given system (2.22) and the observer governed by (2.25), if Assumptions
1-4 are satisfied, then limt→∞ e(t) = 0.
It follows that the estimation error is insensitive to the matched uncertainty. Note that if an
SISO plant is given, then one can write
M(e,η) = η sgn(FCe)
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In this case, the observer has the form
˙¯x = A0x¯−Bη sgn(FCe)+Ky+Bu (2.26)
and the differential equation satisfied by the estimation error e is
e˙ = A0e−Bη sgn(FCe)−Bζ (2.27)
2.2.4 Multi-Input SMC Systems
Unlike the single-input SMC systems, A system having m inputs can have m switching func-
tions and up to 2m− 1 sliding surfaces. The earliest work to tackle the multi-input situation
consisted of attempts to reduce such problems to a series of single-input subsystems. Al-
though the dynamics constrained to the eventual sliding surface s =
⋂m
i=1 si is always to be
considered as the sliding mode, the sliding mode can actually begin in a number of different
ways, hereafter referred to as a “switching scheme”. The number of switching schemes that
exist depends on the order of entering different sliding modes [40]. Following is a list of
common schemes.
• Fixed-Order Switching Scheme: In this scheme, sliding modes take place in a preas-
signed order as the system state traverses the state space. For example, the state can
first move from the initial state x0 onto the switching surface s1, it follows that slid-
ing mode takes place on s1
⋂
s2. After that, the sliding mode eventually reaches the
switching surface s. This scheme has been called the hierarchical VSC scheme [86].
Although this approach is conceptually appealing, in practice difficulties often occur.
This method is obviously dependent on the order in which sliding mode takes place on
the constituent surfaces s1,s2, · · · ,sm. In general there is no requirement that s1 be the
surface on which the system slides first. This explains why the method is called fixed-
order switching scheme. The ordering of the constituent sliding surfaces is paramount
in avoiding unnecessarily large control signals.
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• Eventual Sliding Mode Switching Scheme: In this scheme, the state is driven from any
initial state to the eventual sliding surface s on which the sliding mode takes place.
There may or may not be sliding modes on other switching surfaces. This scheme is
simple in implementation and its control is easy to be made smooth [18, 83]. However,
the scheme does not guarantee good transient characteristics.
• Decentralized Switching Scheme: This approach reduces the problem of multi-input
controller design to m single-input problems. The system is treated as m single-input
subsystems, each having a scalar switching function and its associated sliding mode.
The scheme is intended for a large-scale systems and presents some good results [44,
75].
A more recent and perhaps more practical method is the so-called the “reaching law ap-
proach” [33, 40]. It directly specifies the dynamics of the switching function. Let the dynam-
ics of the switching function be specified by the differential equation
s˙ =−Qsgn(s)−K f (s) (2.28)
where gains Q and K are diagonal matrices with positive elements, and
sgn(s) = [sgn(s1),sgn(s2), · · · ,sgn(sm)]>
f (s) = [ f1(s1), f2(s2), · · · , fm(sm)]>
The scalar functions fi satisfy the condition
si fi(si)> 0 when si 6= 0, i = 1,2, · · · ,m
Equation (2.28) is called the reaching law. Various choices of Q and K specify different rates
for s and yield different structures in the reaching law. In this theis, we used the most popular
one, which is the constant rate reaching law method where f (s) = 0.
The reaching law approach not only establishes the reaching condition but also specifies the
dynamic characteristics of the system during the reaching phase. Additional merits of this
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approach include simplification of the solution for SMC and providing a measure for the
reduction of chattering [33].
The general multi-input LTI controllable system considered here is
x˙ = Ax+Bu, (2.29)
where A ∈ Rn×n, B ∈ Rn×m, m ≤ n, and rankB = m, with the controllable pair (A,B) in the
following form:
A =
[
A11 A12
A21 A22
]
, B =
[
0
B2
]
,
in which A11 ∈ R(n−m)×(n−m), A12 ∈ R(n−m)×m, A21 ∈ Rm×(n−m), A22 ∈ Rm×m, and B2 ∈ Rm×m
is nonsingular.
The switching manifolds are defined as s = (s1,s2, · · · ,sm)> =Cx = 0, where C ∈ Rm×n is to
be designed and CB is non-singular. Set C = [C1,C2], where C1 ∈ Rm×(n−m) and C2 ∈ Rm×m
matrices with C2 being nonsingular.
In this thesis, the focus is on the equivalent control based SMC for multi-input LTI systems,
where the equivalent control is given by
ueq =−(CB)−1CAx (2.30)
such that s˙ = 0 [86]. Hence, the equivalent control based SMC can be formulated as
u =−(CB)−1CAx− (CB)−1Kσ (2.31)
where
σ = (σ1,σ2, · · · ,σm)> = sgn(s) = (sgn(s1),sgn(s2), · · · ,sgn(sm))> (2.32)
Without loss of generality, assume K = εIm, ε > 0, which realizes the reachability condition
s>s˙ < −ε ∑ni=1 |si| < 0. Note that under the equivalent control based SMC, the dynamics of
the switching manifold s follows
s˙ =−Ksgn(s) =−εsgn(s). (2.33)
To enable the asymptotical stability of the closed-loop system, the matrix C is designed so
that the eigenvalues of A11−A12C−12 C1 are all in the open left half-plane.
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2.3 Discrete-Time SMC Systems
2.3.1 Overview
The earliest work which can be found in the area of discrete SMC systems was published in
Russia [4]. In that paper, the emulation was considered. The main intention was to optimize
the sliding hyperplane to obtain the minimum difference between continuous time sliding
mode and discrete time sliding mode. Then, after almost ten years of silence, researchers
started to apply SMC on digital equipments [20, 21, 58, 10]. The continuous-time sliding
mode definition and its associated design approaches for sampled data control implementa-
tion were redefined to cope with the finite-time update limitations of sampled data controllers.
In ideal control situations, SMC assumes infinite switching frequency to deliver desired con-
trol performance. However, there is a gap between theory and practice. Nowadays, practical
SMC is commonly implemented via digital computers or microprocessors. Digitized control
is implemented by “freezing” the control force during the sampling period. This very feature
may deteriorate the elegant invariance property enjoyed by most (if not all) continuous-time
SMC systems. The deterioration of SMC performance due to digitization was observed a long
time ago. Various techniques were developed to specifically address the problems associated
with digitizing SMC by using a relatively low switching frequency [88].
For discrete systems, it is often assumed that the sampling frequency is sufficiently high to
assume that the closed-loop system is continuous-time [99]. However, the actual closed-loop
cannot be driven into (true) sliding mode but quasi sliding mode which was defined in [87].
Obviously, the most apparent difference between a discrete-time system and a continuous-
time system is the limited switching speed of the discontinuous control part. In this way,
the controller is constrained to the sampling frequency by which the control signal inevitably
only changes at the sample instances. So it is no longer assumed that the control signal can
switch with infinite frequency once sliding mode has been obtained, thereby, a more realistic
design procedure is needed.
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To implement sliding mode control to sampled-data systems, sliding mode needs to be main-
tained in discrete time instant. Milosavljevic [87] studied the oscillatory characteristics
(quasi-sliding) in the neighborhood of the discontinuity planes due to discretization of con-
tinuous time signals. Existence conditions of quasi-sliding mode were derived as a discrete
extension from the continuous time sliding mode control system theory. Potts and Yu intro-
duced a similar concept, pseudo-sliding mode [67, 68, 101]. In the continuous time sliding
mode control, the sliding mode is an invariant manifold which gives rise to the robustness of
sliding mode control. In the discrete sliding mode control, because of the zigzagging behav-
iors, exact “sliding” on the intersection of predefined switching manifolds is impossible, and
studying the invariance property on the discrete sliding mode is unapplicable. To compensate
this disadvantage for discrete SMC, a new concept, sliding sector, was brought in and has
been studied for quite a while [31, 79, 109, 81]. In [109], the concept of ”invariant sliding
sector” was proposed for discrete SMC systems.
2.3.2 Stability and Controller Design
The stability of SMC systems has been studied for many years. Different from the continuous-
time SMC systems, the discrete-time SMC system has its own properties. In the continuous-
time SMC system, the sliding mode existence condition is s˙s < 0, however, in the discrete-
time SMC system, that is not the case.
In [20], the discrete SMC problem was first considered and the equivalent form of the con-
tinuous sliding mode existence condition to give a discrete sliding mode existence condition
(s(k+1)− s(k))s(k)< 0 (2.34)
In [87], the concept of the quasi-sliding mode (QSM) was suggested by Milosavljevic. The
QSM is the motion that satisfies the following conditions:
1. Starting from any initial state, the trajectory will move monotonically towards the
switching plane and cross it in finite time.
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2. Once the trajectory of the system first crosses the switching plane, it will cross it again
at every successive sampling time, resulting in a zigzag motion about the switching
plane.
3. The size of each successive zigzagging step is not increasing and hence the trajectory
stays within a specified band.
The condition (2.34) was found out not sufficient for the existence of a QSM. In [71], a new
sufficient condition was given:
|s(k+1)|< |s(k)| (2.35)
which was decomposed into the following inequalities:
(s(k+1)− s(k))sgn(s(k))< 0
(s(k+1)+ s(k))sgn(s(k))> 0 (2.36)
In [29], using the equivalent form of a Lyapunov-type of continuous condition s˙s < 0, Furuta
derived the QSM existence condition with the Lyapunov function candidate V (x(k)) = s2(k),
4V (k) = s2(k+1)− s2(k) = 2s(k)4s(k)+4s2(k)< 0 (2.37)
Condition (2.37) is equivalent to (2.35).
A more expedient approach was derived by Gao [34] which is called the reaching law ap-
proach. This method can be described as
s(k+1)− s(k) =−qhs(k)− εhsgn(s(k)),ε > 0,q > 0,1−qh > 0 (2.38)
where h is the sampling period.
QSM systems have been studied broadly [87, 106, 29, 31, 9], necessary and sufficient condi-
tions for the existence of the bounded QSM sector have also been studied [71, 49, 73, 94].
For the control law design, Drakunov and Utkin [23] proposed a definition of discrete time
equivalent control that directs the states onto the sliding surface in one sampling period. To
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remain on the surface, the associated control appears to be non-switching. Subsequently, the
theoretical basis was furnished with a formal definition of sliding mode for discrete time in
the context of semigroups [22]. Su and et al [77] developed a control strategy which main-
tains the states on the switching surface at each sampling instant. Between samples, the
states are allowed to deviate from the surface instead of being constantly and exactly on the
switching surface, even the equivalent states travels within a boundary layer of that surface.
Three classes of systems (linear, nonlinear and stochastic systems) have been investigated in-
dividually. Robustness against both internal and external uncertainties have been considered.
Furthermore, the chattering problem has also been addressed.
Chattering involves high power dissipation in the actuator and may excite the unmodelled
high frequency dynamics. To eliminate the chattering phenomenon in SMC systems, the
concept of ”boundary layer” was introduced [75]. For the discrete-time SMC systems, the
dynamical motion is known to be confined within an O(h) boundary layer of the sliding
manifold, where h is the sampling period [87]. Various approaches have been proposed in the
literature for improving the sliding accuracy by means of some form of adaptation [7, 17],
boundary-layer control [99, 77], and introducing an approximated sliding motion through the
use of sliding sectors [31]. In particular, in [78], the boundary layer size was reduced to
O(h2) by using a predictor for the uncertainties. In [8, 63], an O(h3) layer was introduced.
The limitations of discrete-time SMC were discussed in [39].
Related works regarding discrete time sliding mode controller design from different perspec-
tives can be found in [71, 59, 49, 29, 73, 43, 7]. Sarpturk et al took a Lyapunov point of view
for discrete time linear systems [71]. It was asserted that the switching control be bounded in
an open interval to guarantee convergence of sliding motion. This interval was later found to
depend linearly on the distance of the state from the switching surface [49] which suggested
a non-switching control when discrete time sliding mode is attained. Sira-Ramirez imposed
the geometrical concept to general nonlinear SISO systems along with the existence issues
[73]. Parallel results with continuous time SMC were obtained. Subsequently, the formal
definition of sliding mode for discrete time systems was established by Drakunov and Utkin
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[22] in the context of semigroups. To implement discrete time sliding mode control law in
compliance with the existence conditions, Furuta proposed the idea of sliding mode (sliding
sector), where switching control takes place only when the states are out of the sector, while
inside the sector, the control law remains continuous [29]. By using a discrete Lyapunov func-
tion, Furuta introduced a two-term control. The first term is the equivalent control, and the
second is a three level relay action with a dead zone. Finally, the motion of Furuta’s system
occurred in a predefined sector. Furuta’s approach was further exploited in a great number of
papers [11, 30, 31, 92, 93]. Kaynak and Denker [43] used an ARMA model to characterize
the control-sliding surface relationship and yielded a non-switching type of control with a
predictive-corrective scheme. Bartolini and Ferrara [7] incorporated adaptive control strat-
egy to account for system uncertainties and designed control law in terms of a discrete time
equivalent control.
Gao et al. [34] proposed a new approach to discrete time SMC systems synthesis by con-
trolling the system dynamics not only in a QSM but in the reaching phase, too. The method
is based on the so-called reaching law method for continuous time SMC systems [33, 40].
In [34], the problem of load rejection was studied, and a QSM sector was determined. In
this manner, Bartoszewicz [9] proposed a DSMCS with a non-stationary sliding surface and
additional integral action. His work provides a control signal with lower maximum values
and a reduced QSM band width compared to Gao’s method.
Bartolini et al. [7] have shown how SMC with an adaptive control enables generation of mo-
tion close to the ideal discrete sliding mode for system operation under uncertain conditions.
Discrete time SMC systems with adaptation have also been investigated [14, 16, 15].
Because discrete time SMC systems do not provide invariance to load disturbances, for im-
proving their robustness, it is necessary to introduce a disturbance observer. One effective
method is that of the delayed disturbance estimator [77], [78], [99]. For disturbance rejec-
tion, other methods were proposed by Gao et al. [34] and Bartoszewicz [9]. Tang and Misawa
[82] studied the multivariable system with unmatched additive uncertainties using one sliding
manifold.
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2.3.3 Observers and Observer-Based Output Discrete-Time SMC
The previously mentioned contributions assume that all the state coordinates are available
for direct measurement. In most real systems, this is not tenable and usually not all system
states are fully available or measurable. One solution is to use an observer to reconstruct the
system states [74, 60, 45, 69]. Alternatively, output feedback strategies can be employed in
which the control law only requires knowledge of measured outputs, [25, 12, 72, 64]. There
are, however, inherent system restrictions on using output feedback SMC design methods:
normally, the system must be relative degree one and minimum phase [25]. In some situa-
tions the relative degree condition can be relaxed by considering higher-order sliding mode
schemes. However, the minimum phase restriction arises from the fact that the system ze-
ros appear amongst the poles governing the sliding motion. However, with the exception
of the early work in [73], most of the literature assumes all states are available. Schemes
which have restricted to themselves to output measurements alone have invariably utilized
observers [62, 63, 64]. Recently, direct output based SMC were studied in [65, 51]. One of
the problems in discrete time SMC systems with or without state observers is computational
time delay which was stated in [60, 95]. Discrete time SMC systems using measured outputs
were also analyzed in [30, 82, 62].
The concern of state estimation using sliding modes has been considered for several years.
Comparing with a standard Luenberger observer which reconstructs the original state vector
asymptotically, sliding mode observer has its advantage in its robustness against disturbances.
Discrete-time sliding observers potentially offer advantages similar to those of discrete-time
sliding controllers, in particular, inherent robustness to parametric uncertainty. Discrete-time
observer design using SMC has been considered by Utkin and Haskara [84, 37], where the
sliding mode observer via the equivalent control approach has been developed. In [48], the
authors applied a feedforward injection map and an external feedforward compensation signal
to the discrete-time sliding mode observer design. Stability of the state reconstruction error
system for linear time-invariant systems was ensured by the Lyapunov method. The advan-
tage of this design method is that in the presence of unmatched uncertainties, the estimated
2.4 Discretization of SMC Systems 29
state nearly approaches the actual state [46].
High-order SMC has become popular due to its superb performance [76, 54]. In [8], the
discrete-time versions of certain higher-order SMC schemes were considered. In particular,
[51] showed that the relative degree and minimum phase requirements could be overcome by
the use of a novel sliding surface. In order that a stable discrete-time sliding motion exists,
necessary and sufficient conditions were given in terms of the stability, by static output feed-
back, of a fictitious system triple obtained from the real system. This fictitious system can be
easily isolated once the real system is transformed into a special canonical from described in
[51]. The stabilizability condition is a significant restriction on the class of systems to which
the results are applicable, and of course for general multivariable systems this condition can,
at best, only be tested numerically. In [51], a static output feedback control structure was
considered and so the fact that there is a limitation on the class of systems to which it is ap-
plicable is not surprising. [52] proposed a specific compensator structure to circumvent this
restriction.
2.4 Discretization of SMC Systems
Discretization is a major approach for industry applications of control systems. In many
cases, control design is based on the continuous-time system models due to their simplicity
over the discrete-time counterparts, the practical implementation is commonly done by using
digital microprocessors/computers. There is a gap between the ideal dynamical performance
anticipated based on the design from the theory for the continuous-time system models and
the actual dynamical performance when the control system is discretised. The time delay in
delivering control signals due to discretization is the key factor affecting the control perfor-
mance. This is particularly so, when the control is of discontinuous nature, such as the SMC.
The ”disruptive” switching may cause incorrect actions due to the delay of delivering timely
control signals. These behaviours may cause severe damage to industrial control devices
such as actuators. In addition, the deteriorated invariance property may worsen the reliabil-
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ity of SMC systems, hence making controlled industrial processes vulnerable to unexpected
environmental changes.
Discretization behaviors refer to the dynamical behaviours caused by the discretization of
the continuous-time dynamical systems. Early work [35] had first investigated irregular dis-
cretization behaviors of some simple smooth nonlinear systems. Discretization effect on
switching control systems, in particular the SMC systems, however, has not been fully stud-
ied, Recently, some intriguing discretization behaviors were analyzed and reported for a class
of single-input linear SMC systems [102, 103, 96].
To the best of our knowledge, there has not been a thorough study of discretization behaviours
in SMC systems. Moreover, there has been little work done in the area of discretization of
discontinuous dynamical systems. The discretization issue of SMC systems was first raised
in [106] due to the application background. There are still a lot of issues to be discussed. In
this thesis, many of them are investigated. Early works mentioned above only deal with SMC
based on deterministic time-invariant single-input linear systems (that is, without parameter
variations and external disturbances). More complex systems, such as uncertain single-input
systems and uncertain multi-input systems have not been studied.
There are two main methods for discretization, Euler discretization and ZOH discretization.
In industries, control systems’ simulations are usually done via Euler discretization while
their implementation in practice is commonly done via ZOH discretization.
Euler Discretization
In [5], several important issues with regards to the discretization of SMC were discussed. A
mathematical formulation of discretization using Euler’s approximation was undertaken. It
was shown that the solution trajectory must be attractive, so that the Euler’s and the exact
solutions can be consistent, as the sampling period decreases. In comparison with other
control mehtods, the sampled SMC suffers more from the sampling process, as it would
lose the high gain property nearby the vicinity of the switching surface. To compensate for
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this, disturbance prediction is indispensable, which is feasible under the hypothesis that the
disturbance is slow time-varying.
In [32], the discretization behaviors of the most popular SMC systems - the equivalent control
based SMC systems using the Euler discretization were studied. It was shown that if the
discretized SMC system is asymptotically stable then every trajectory converges to a period–
2 cycle. Some symmetric feature of the trajectory in steady state was explored and boundary
conditions for the steady states were derived.
ZOH Discretization
Zero-order-holder is the most commonly discretization method used in industrial automatic
control systems. Through ZOH, u(t) = uk over the time interval [kh,(k+ 1)h), where h is a
sampling period.
Under ZOH, the continuous-time system (2.1) is converted into the following discrete form
x(k+1) = Φ1x(k)+Γuk, (2.39)
where Φ1 = eAh and Γ =
∫ h
0 e
Aτdτb.
The most popular discrete time sliding mode control strategy [77] is to steer the states towards
and maintain them on the surface s at each sampling instant such that
sk = cxk = 0 (2.40)
During the sampling interval kh≤ t < (k+1)h, the state will deviate from s.
ZOH discretization will be the focus of this thesis.
2.5 Summary 32
2.5 Summary
A review of SMC systems has been presented in this chapter. Continuous-time SMC systems
including single-input and multi-input systems have been revisited. Then, discrete-time SMC
systems have been reviewed and a few key issues highlighted. Finally, the discretization of
SMC systems has been introduced along with two mostly used discretization methods which
are Euler discretization and ZOH discretization. Among these two discretization ways, of
particular interest are the ZOH discretization behaviors of SMC systems. This topic has not
been fully explored and will be thoroughly studied in the following chapters.
Chapter 3
ZOH Discretization of Single-Input SMC
Systems
3.1 Introduction
Preliminary research indicates that there exist complex discretization behaviors even in a
simple second-order certain LTI system [102]. The sensitivity of trajectory patterns to initial
conditions is still an outstanding question for this simple system. In [102], the relationship
between the trajectory patterns and their symbolic sequences are studied using two different
approaches for two different classes of sampling periods.
For n-dimensional certain LTI systems, accurate boundary conditions confining the steady
states can be derived, and it is known that the period of trajectory patterns is the same as
that of their symbolic sequences [103]. However, deriving that bound needs a quite strict
condition which is hard to be satisfied in practice.
In practice, it is desirable to consider uncertainties including inaccuracy of modelling pa-
rameters, external disturbances in the systems, so that the controllers can be constructed to
tolerate uncertain changes without compromising the control performance.
Invariance property is the most distinguished property in SMC systems. However, when the
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systems are discretized, because the ZOH does not take place in the disturbance channels, the
fact that the matching conditions hold for continuous-time SMC systems does not necessarily
mean the same conditions also hold in the discretized SMC systems.
In this chapter, discretization behaviors of single-input SMC systems with matched uncer-
tainties are studied. Upper bounds for system steady states are established. Some inherent
dynamical periodic properties of the nominal systems and systems with uncertainties are ex-
plored. Simulations are presented to verify the theoretical results.
The layout of this chapter is as follows. In Section 3.2, the discretized SMC system model
is established. In Section 3.3, some properties of discretized SMC systems are discussed.
Then, the discretization behaviors of a second-order SMC system are observed and analyzed.
Discretization behaviors of SMC systems with matched uncertainties are examined in Section
3.4. Section 3.5 concludes the chapter.
3.2 Discretized SMC System Model
Under ZOH, the continuous-time system (2.1) is converted into the following discrete form
x(k+1) = Φ1x(k)+Γuk, (3.1)
where Φ1 = eAh and Γ =
∫ h
0 e
Aτdτb. The equivalent control based VSC is transformed to
uk =−cAx(k)−αsk, (3.2)
where sk = sgn(σ(x(k))). Applying (3.2) to the sampled-data system (3.1) leads to the fol-
lowing discrete system
x(k+1) = Φx(k)−αΓsk (3.3)
where
Φ = eAh−
∫ h
0
eAτdτbcA =
[
1 v>(h)
0¯ D(h)
]
(3.4)
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and
Γ =
∫ h
0
eAτdτb =
[
Γ1
Γ2
]
(3.5)
Here, v(h) is an (n−1)-dimensional vector, 0¯ is an (n−1)-dimensional zero vector, D(h) is
an (n−1)× (n−1) matrix. Γ1 is a scalar and Γ2 is an (n−1)-dimensional vector. Then, the
discretized SMC system can be represented by ([103])
x1(k+1) = x1(k)+ v>z(k)−αΓ1sk (3.6)
z(k+1) = Dz(k)−αΓ2sk (3.7)
where z = [x2,x3, . . . ,xn]>. The switching manifold for the nth-order system is s(x) = cx =
c1x1+ c¯>z, where c¯ = [c2,c3, · · · ,1]>.
3.3 Properties of Discretized SMC Systems
3.3.1 Stability and Boundary Conditions
The steady state behaviors of the digitized single-input SMC systems under ZOH have been
studied in [103], where the upper bounds for the system steady states were established. How-
ever, how the SMC system behaves during the reaching phase towards the sliding modes has
not been well studied. In this section, we investigate the dynamic behaviors of discretized
SMC systems on the reaching phase. We also derive sufficient conditions to guarantee the
essential properties of SMC – the attractiveness towards the sliding modes. Some intrinsic
properties of transient behaviors in discretization of SMC and the relationship between the
chattering and periodic discretization behaviors are explored with simulation studies later on.
Before we proceed, a lemma is introduced, which will be helpful for the following analysis
and future studies.
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Lemma 3.1 For the scalar dynamics
z(k+1) = z(k)+g(k)− εsgn(z(k)) (3.8)
if |g(k)|< γ, γ > 0 and γ < ε , then the state z converges asymptotically to the range confined
by
|z| ≤ ε + γ < 2ε (3.9)
Proof. Assume z(0) ≥ 0. If z(0),z(1), . . . ,z(k− 1) are non-negative , then z(k) = z(0) +
∑k−1i=0 g(i)− kε . Since γ < ε , there exists an instant k0 such that z(k0) ≥ 0 and z(k0 + 1) < 0
(the switching occurs at k= k0), which means z(k0)+g(k0)< ε , giving 0≤ z(k0)< ε−g(k0).
On the other hand, assuming z(0)≤ 0, there exists an instant k1 such that the state z increases
until instant k1 when z(k1)< 0 and z(k1+1)≥ 0, which gives z(k1)+g(k1)+ ε ≥ 0, leading
to −ε−g(k1)≤ z(k1)< 0. When the switching line is reached, the crisscrossing motion will
continue, and in the steady state, |z| ≤ ε + γ < 2ε . ¤
Using the digitized model (3.3), the dynamics of the switching function σ under the ZOH
becomes
σ(k+1) = cΦx(k)−αcΓsk
= σ(k)+(cΦ− c)x(k)−αcΓsk
= σ(k)+Ψ−Θsk (3.10)
where Ψ = (cΦ− c)x(k) and Θ = αcΓ. Before proceeding further, the big O notation is
adopted. A f (h) is said to be of order g(h) as h→ 0 and denoted as f (h) = O(g(h)), if there
exist δ > 0 and M > 0 such that | f (h)|< M|g(h)| for |h|< δ .
Lemma 3.2 (a) cΦ− c = O(h2), (b) Θ = αh+O(h2).
Proof. (a) Since cΦ− c = c(eAh− ∫ h0 eAτdτbcA− I), and eAh− I = A∫ h0 eAτdτ = ∫ h0 eAτdτA,
then cΦ−c = c∫ h0 eAτdτ(A−bcA). Using the Taylor expansion of ∫ h0 eAτdτ = hI+0.5h2A+
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..., one obtains cΦ− c = c(hI +O(h2))(I− bc)A = (c− cbc)Ah+O(h2) = O(h2). (b) Θ =
αcΓ = αc
∫ h
0 e
Aτdτb = αc(hI+O(h2))b = αh+O(h2). ¤
From the above lemma it follows that Θ is of order h, furthermore, there exists an hmax > 0
such that for 0< h< hmax, Θ(h)≥ 0. Under the condition of h< hmax, we have the following
conclusion.
Lemma 3.3 If
sup
k
|Ψ(k)|< Θ(h) (3.11)
then |σ(∞)|< 2Θ(h).
Proof. It can be derived directly by applying Lemma 3.1 and condition (3.11). ¤
From Lemma 3.3, one can conclude that there exists an h′ ≤ hmax such that when 0 < h < h′,
supk |Ψ(k)|< Θ(h). For h→ 0, the inequality (3.11) is always satisfied, that is, when h→ 0,
the digitized solution of s converges to the continuous-time solution.
In [103], the properties of the discretized behaviors of SMC systems with relative degree 1
were analyzed and a bound for the steady states was given. However, deriving that bound
needs a quite strict condition which is hard to satisfy in practice. In this subsection, a new
bound under a relatively loose condition for steady states is derived.
Let ‖A‖ denote the matrix norm of A induced by a vector norm ‖ · ‖ in Rn, i.e. ‖A‖ =
sup‖x‖=1‖Ax‖. The bound of system states is advised by the following theorem.
Lemma 3.4 The discretized SMC system (3.6) and (3.7) is ultimately bounded if supk ‖cΦ(h)−
c‖< αcΓ and ‖D‖< 1. Furthermore, the system states are bounded by
‖x1(∞)‖ ≤ α‖c−11 c¯>‖‖Γ2‖(1−‖D‖)−1+2α‖c1‖−1cΓ
‖z(∞)‖ ≤ α‖Γ2‖(1−‖D‖)−1 (3.12)
Here, ‖ · ‖ is the spectral norm.
3.3 Properties of Discretized SMC Systems 38
Proof. First, consider the subsystem of z. It follows from (3.7) that
‖z(k+1)‖= ‖Dz(k)−αΓ2sk‖ ≤ ‖D‖‖z(k)‖+α‖Γ2‖.
Iterating it for n times yields
‖z(n)‖ ≤ ‖D‖n‖z(0)‖+α‖Γ2‖
n−1
∑
i=0
‖D‖n−1−i
= ‖D‖n‖z(0)‖+α‖Γ2‖(1−‖D‖n)(1−‖D‖)−1
Since ‖D‖< 1, in the steady state, z is bounded by ‖z(∞)‖ ≤ α‖Γ2‖(1−‖D‖)−1.
Now, turn to the other subsystem of x1. Since x1 = c−11 s−c−11 c¯>z and for k→∞, |s|< 2αcΓ,
one has
‖x1(∞)‖ ≤ ‖c−11 c¯>z‖+‖c−11 s‖ ≤ α‖c−11 c¯>‖‖Γ2‖‖(1−‖D‖)−1+2α‖c1‖−1cΓ
¤
From the above analysis, one can see when 0 < h < h′, the number of steps of symbolic
sequence with the same sign is finite. In the following, the maximum number of symbolic
sequence is being shown as 2.
From (3.10),
σ(k+1) = σ(k)+Ψ−Θsk
where Ψ = O(h2)x(k) and Θ = αh+O(h2).
Remark 3.1 It has been observed that the maximum steps of the symbolic sequence with the
same sign is 2 in most cases. This phenomenon can be explained. Assume that at the step
k−1, k and k+1, sk−1 =−1 and sk = sk+1 = 1, then, we have
σ(k+2) = σ(k+1)+Ψ−Θ = O(h2)+O(h2)−Θ = O(h2)−Θ
Because Θ = αh+O(h2)> 0, one can see σ(k+2)< 0, that is, sk+2 =−1.
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3.3.2 Attractiveness of Digitized Sliding Modes
There is a difference between the behaviors of discrete-time SMC systems and digitized (sam-
pled) SMC systems in the reaching phase. Many discrete-time SMC designs proposed are
able to drive the state to reach a vicinity of the sliding manifold s = 0 in one or more steps
and then stay in the neighborhood of s = 0, forming a boundary layer of the switching mani-
fold. A common discrete SMC form is
uk = ueq,k + vk (3.13)
where the art is in the design of the component vk to either reduce chattering or compensate for
uncertainties in the plant. Although the controllers are in different forms, the discrete-time
sliding mode is globally attractive. That is, if the state is outside a ∆-neighborhood of the
switching manifold, then the trajectory will approach the neighborhood. On the other hand,
if the state is inside the ∆-neighborhood, then the trajectory will stay in the neighborhood
by introducing a relay with a constant amplitude for the vk, where the relay must be turned
off in some neighborhood of the manifold. However, in the sampled SMC systems, the
attractiveness of the sliding mode is not necessarily global. Take a look at the simulation
example in [103] where a1 = 5, a2 =−2, α = 1, c1 = 1 and h= 0.3. If we let the initial point
be on s = 0−, say (5,−5− ε) with ε = 10−100, from Figure 3.1, we can see the trajectory
jumps out at the next step, and then moves along the equilibrium. As described in [103], when
the state moves into the boundary layer which is derived in [103] along the equilibrium, it
will stay within the boundary. In this case, the sliding mode is only locally attractive. Such
behavior is understandable because after digitization, some properties of continuous SMC
systems would be lost. However, intuitively, the smaller the sampling period, the larger the
attractiveness region of the discrete-time sliding mode (see Figure 3.2).
Since the digitized SMC can only ensure local attractiveness of the digitized sliding mode,
the next question is how large is the attractiveness region with respect to the sampling period?
In the following, we will address this problem.
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Figure 3.1: Local attractiveness of the digitized sliding mode under the sampling period of
h = 0.3.
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Figure 3.2: (a) Larger attractiveness region of the discrete-time sliding mode under the sam-
pling period of h = 0.05, (b) snapshot of the system trajectory in the neighborhood of the
equilibrium.
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Without loss of generality, assume that (A,b) is in the controllable canonical form (2.2), with
A =
[
0 In−1
−a1 −A2
]
b = [0,0, · · · ,1]> and c = [cˆ,1], where A2 = [a2,a3, · · · ,an] and cˆ = [c1,c2, · · · ,cn−1]. It can
be observed that
D = A−bcA =
[
0 In−1
0 −cˆ
]
(3.14)
In fact, the equation
x˙ = A−bcAx = Dx (3.15)
is the sliding mode equation where A−bcA is a projector [112], which maps all the columns
of A on N(c) (null space of c). Now consider eAh− ∫ h0 eAτdτbcA. Since
eAh = I+Ah+A2h2/2!+ · · ·∫ h
0
eAτdτ = hI+h2/2!A+h3/3!A2+ · · ·
One has
Φ = eAh−
∫ h
0
eAτdτbcA (3.16)
= I+h(A−bcA)+h2A/2!(A−bcA)+ · · · (3.17)
If we set D = A−bcA, Φ can be rewritten as
Φ = I+hD+
h2
2!
AD+
h3
3!
A2D+ · · · (3.18)
Then, the attractiveness region is advised by the following theorem.
Theorem 3.1 A conservative attractiveness region can be constructed as
‖z‖< 2αh−1‖E‖−1
∣∣∣∣1+ h2(cn−1−an)
∣∣∣∣
where E = [e1,e2, · · · ,en−1] and ei = ci− cn−1ci−ai+anci, i = 1,2, · · · ,n−1.
Proof. From (3.10), (3.18) and Lemma 3.3, the attractiveness region can be obtained by
solving
|(h
2
2!
cAD+
h3
3!
cA2D+ · · ·)x(k)|< α|cΓ| (3.19)
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Since Γ =
∫ h
0 e
Aτdτb, One has
cΓ = h+
h2
2!
cAb+
h3
3!
cA2b+ · · ·
Because the sampling period h is chosen to be small, if we omit O(h3) and the higher order
terms in the above expansion, then inequality (3.19) becomes∣∣∣∣h22! cADx(k)
∣∣∣∣< α ∣∣∣∣h+ h22! cAb
∣∣∣∣ (3.20)
If we write x as [x1,z]>, where z = [x2,x3, · · · ,xn], after some straightforward manipulations,
(3.20) can be rewritten as
h
2!
|Ez(k)|< α
∣∣∣∣1+ h2!(cn−1−an)
∣∣∣∣ (3.21)
Then, an attractiveness region can be derived as
‖z‖< 2αh−1‖E‖−1
∣∣∣∣1+ h2(cn−1−an)
∣∣∣∣
¤
From (3.21), we can see that the size of attractiveness region does not depend on x1, rather
on z which is a vector of x2,x3, · · · ,xn. It is easy to see that the smaller the sampling period
h, the larger the attractiveness region.
Now consider the digitized SMC system with matched uncertainties represented by
x(k+1) = Φ1x(k)+Γuk +Γw(k) (3.22)
where w(k) denotes the bounded uncertainty satisfying ‖w(k)‖< R, R< α . With the discrete
form of the equivalent control based SMC under ZOH, uk = −cAx(k)−αsk, (3.22) can be
rewritten as
x(k+1) = Φx(k)−αΓsk +Γw(k) (3.23)
Theorem 3.2 A conservative estimate of the attractiveness region can be derived as
‖z‖< 2h−2‖E‖−1(α−R)
∣∣∣∣h+ h22! (cn−1−an)
∣∣∣∣ (3.24)
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Proof. s(k+1) can be rewritten as
s(k+1) = s(k)+(
h2
2!
cAD+
h3
3!
cA2D+ · · ·)x(k)−αcΓsk + cΓw(k) (3.25)
Thus, the attractiveness region can be obtained by solving∣∣∣∣(h22! cAD+ h33! cA2D+ · · ·)x(k)+ cΓw(k)
∣∣∣∣< α |cΓ| (3.26)
If we omit O(h3) and the higher order terms in the above expansion, then inequality (3.26)
becomes ∣∣∣∣h22! cADx(k)+(hcb+ h22! cAb)w(k)
∣∣∣∣< α ∣∣∣∣h+ h22! cAb
∣∣∣∣ (3.27)
Then, one can see an attractiveness region can be derived as
‖z‖< 2h−2‖E‖−1(α−R)
∣∣∣∣h+ h22! (cn−1−an)
∣∣∣∣
¤
To illustrate the main results of the chapter, consider a second-order SMC system with A =[
0 1
−a1 −a2
]
, b = [0, 1]>, c = [c1, 1], c1 > 0 and α = 1. Assign a1 = 5, a2 = −2, α = 1
and c1 = 1. We first let h= 0.05 and x(0) = (−8,10), the attractiveness region is evaluated as
|x2|< 5.375, see Figure 3.3. Then we set h= 0.1, the attractiveness region is |x2|< 2.875, see
Figure 3.4 (a). Finally, let h = 0.15, the attractiveness region is |x2| < 2.042, see Figure 3.4
(b). One can see that when the sampling period is bigger, the size of the attractiveness region
becomes smaller.
3.3.3 Case Study – A Second Order System
Many irregular periodic orbits have been observed. In this subsection, we show that dis-
cretization of a simple second-order SMC system can lead to very complex behaviors for
different sampling periods. It is shown that the system trajectory period is related to system
parameters as well as the initial condition. The properties of complex system trajectories are
studied as well.
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Figure 3.3: System trajectory and the attractiveness region under the sampling period of
h = 0.05.
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Figure 3.4: (a) System trajectory and the attractiveness region under the sampling period
of h = 0.1, (b) system trajectory and the attractiveness region under the sampling period of
h = 0.15.
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Consider the second-order controllable system
x˙1 = x2
x˙2 = −a1x1−a2x2+u (3.28)
with the sliding mode s = c1x1 + x2, c1 > 0. The equivalent control based SMC is u =
a1x1+(a2−c1)x2−αsgn(s). The discretized model is obtained by applying control u through
a ZOH,
x1(k+1) = x1(k)+ vx2(k)−αr1sk
x2(k+1) = dx2(k)−αr2sk (3.29)
Here 0 < h < pi/r, r = 12
√
4a1−a22, β = a2/2 and s(k) = c1x1(k)+ x2(k).
r1 =
∫ h
0
r−1e−βτ sin(rτ)dτ > 0 (3.30)
r2 = r−1e−βh sin(rh)> 0 (3.31)
v = r−1e−βh sin(rh)− (c1−a2)
∫ h
0
r−1eβτ sin(rτ)dτ (3.32)
d = e−βh
(
cos(rh)+(β − c1)r−1 sin(rh)
)
(3.33)
It is easy to see that the following equation holds:
s(l+ k) = s(l)+(cv+d−1)
k−1
∑
i=0
x2(l+ i)
−α(cr1+ r2)
k−1
∑
i=0
sl+i (3.34)
Various simulations have seen that different parameters c1, α and initial conditions (x1(0),x2(0))
give rise to different periods which are always even. The following analysis provides some
explanations.
Now we first derive necessary and sufficient conditions for the existence of periodic points.
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Theorem 3.3 Let L > 0, and s = (s0,s1, · · · ,sL−1). If
x2(0) = −(1−dL)−1αr2
L−1
∑
i=0
dL−1−isi (3.35)
L−1
∑
i=0
si = 0 (3.36)
and for k = 0,1, · · · ,L−1,
sgn
(
c1
(
x1(0)− v
k−1
∑
i=0
(1−dL)−1αφLsi−αr1
k−1
∑
i=0
si
)
−(1−dL)−1αφLsk
)
= sk (3.37)
here φL = [dL−1, · · · ,d,1], si = [si,si+1, · · · ,sL−1,s0, · · · ,si−1]>, then the state of system (3.29)
is periodic with period-L. Conversely, if the system state is periodic with period-L, and its
symbolic sequence is s = (s0,s1, · · · ,sL−1), then the conditions (3.35),(3.36) and (3.37) hold.
Proof. Let us assume that the conditions (3.35), (3.36) and (3.37) are satisfied, from
x1(k+1) = x1(k)+ vx2(k)−αr1sk
x2(k+1) = dx2(k)−αr2sk
it is clear that s0,s1, · · · ,sL−1 are the first L symbols in the sequence corresponding to point
(x1(0),x2(0)). Because
x1(L) = x1(0)+ v
L−1
∑
i=0
x2(i)−αr1
L−1
∑
i=0
si
x2(L) = dLx2(0)−αr2
L−1
∑
i=0
disL−1−i
from (3.35) and (3.36) it follows that (x1(L),x2(L)) = (x1(0),x2(0)). Hence the system state
is periodic with period-L.
If the state is periodic with period-L, then from Theorem 2 in [103], (3.35) and (3.36) are
satisfied. (3.37) holds as a consequence of the fact that (s0,s1, · · · ,sL−1) is the symbolic
sequence of (x1,x2). The theorem is proved. ¤
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The above theorem proves that the period is affected by parameters c1, α as well as the initial
condition (x1(0),x2(0)).
From Remark 3.1 it follows that if the system is stable, after the initial transient process, the
length of a group of equal symbol is usually not larger than 2. Furthermore, from Theorem
3.3, it follows that after m consecutive symbols of a given sign there must be a sequence of m
consecutive symbols of the opposite sign. Based on the above discussion, It is known that the
symbolic sequence is made of ′+−′ and ′++−−′, that is, the symbolic sequence is either
s = (· · ·++−−+−+−++−−)
or
s = (· · ·−−++−+−+−−++).
As an application of Theorem 3.3, in this section, different periods from 2 to 20 are generated
from the same system with a1 =−8.75, a2 =−1 in (3.29) and α = 1 and the sampling period
is h= 0.2. The system parameter c1 and the initial condition (x1(0),x2(0)) are computed from
the conditions in Theorem 3.3.
1. Period-2: s = (+−), c1 = 2, x0 = (0.05,0.1361). See Fig. 3.5 (a).
2. Period-4: s = (++−−), c1 = 1, x0 = (0.006,0.2394). See Fig. 3.5 (b)
3. Period-6: s = (+−++−−), c1 = 1.5, x0 = (0.007,0.2245). See Fig. 3.5 (c)
4. Period-8: s = (−+−+−−++), c1 = 1.12, x0 = (−0.007,0.047). See Fig. 3.5 (d)
5. Period-10: s = (+−+−+−++−−), c1 = 1.625, x0 = (0.011,0.211). See Fig. 3.6
(a)
6. Period-12: s = (+−++−−+−+−+−), c1 = 1.491, x0 = (0.0339,−0.3289). See
Fig. 3.6 (b)
7. Period-14: s = (+−++−−+−+−++−−), c1 = 1.6, x0 = (0.021,−0.05). See
Fig. 3.6 (c)
3.3 Properties of Discretized SMC Systems 48
0.051 0.0512 0.0514 0.0516 0.0518 0.052 0.0522
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
x1
z
-0.02 -0.015 -0.01 -0.005 0 0.005 0.01 0.015 0.02 0.025 0.03
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
x1
z
(a) (b)
-0.02 -0.01 0 0.01 0.02 0.03 0.04 0.05 0.06
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
x1
z
-0.08 -0.07 -0.06 -0.05 -0.04 -0.03 -0.02 -0.01 0
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
x1
z
(c) (d)
Figure 3.5: (a) Phase trajectory of period-2; (b) phase trajectory of period-4; (c) phase trajec-
tory of period-6; (d) phase trajectory of period-8
8. Period-16: s=(−+−+−+−−++−+−+−+), c1 = 1.13, x0 =(−0.0516,−0.1550).
See Fig. 3.6 (d)
9. Period-18: s = (−+−+−+−+−+−+−+−−++), c1 = 1.23, x0 = (−0.0506,
−0.1556). See Fig. 3.7 (a)
10. Period-20: s=(−+−−++−+−+−+−+−+−+−+), c1 = 1.33, x0 =(−0.0845,
−0.1337). See Fig. 3.7 (b)
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Figure 3.6: (a) Phase trajectory of period-10; (b) phase trajectory of period-12; (c) phase
trajectory of period-14; (d) phase trajectory of period-16
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Figure 3.7: (a) Phase trajectory of period-18; (b) phase trajectory of period-20
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3.4 Discretized SMC Systems with Matched Uncertainties
This section studies the discretization behaviors of the equivalent control based SMC sys-
tems with matched uncertainties. Upper bounds for the system steady states are established.
The system steady-state behaviors are discussed using the symbolic dynamics technique,
revealing some peculiar behaviors subject to constant and periodic uncertainties. Finally,
simulations are presented to verify the theoretical results.
3.4.1 Discretization of SMC Systems with Matched Uncertainties
Through ZOH, u(t) = u(k) over the time interval [kh,(k+1)h), where h is a sampling period.
The continuous-time system (2.8) with the ZOH can be converted into the discrete form as
x(k+1) = eAhx(k)+
∫ h
0 e
Aτdτbu(k)+
∫ h
0 e
Aτ p((k+1)h− τ)dτ
Note that cb = 1, so, the control law in discrete-time is
u(k) =−cAx(k)−αsgn(s(x(k))) (3.38)
As the system state x(k) evolves, the function sgn(s(x(k))) generates a sequence of binary
values of +1 and −1, which can be considered as a symbolic sequence of dynamics. In the
following, for simplicity, denote sgn(s(x(k))) as sk, hence the symbolic sequence, denoted
as s, can be represented as s = (s0,s1, · · ·). The aforementioned discrete system can then be
rewritten as
x(k+1) = Φx(k)−αΓsk +w(k) (3.39)
where
Φ = eAh−
∫ h
0
eAτdτbcA =
[
1 v>(h)
0¯ D(h)
]
(3.40)
Γ =
∫ h
0
eAτdτb =
[
Γ1
Γ2
]
(3.41)
w(k) =
∫ h
0
eAτ p((k+1)h− τ)dτ =
[
w1(k)
w¯(k)
]
(3.42)
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Here, v(h) is an (n−1)-dimensional vector, 0¯ is an (n−1)-dimensional zero vector, D(h) is
an (n−1)×(n−1) matrix, w1(k) and Γ1 are scalars, and w¯(k) and Γ2 are (n−1)-dimensional
vectors. More details can be found in [103].
In the following, assume that
sup
k
‖w1(k)‖ ≤ R1, sup
k
‖w¯(k)‖ ≤ R2
3.4.2 Steady-State Analysis
From (3.39), the general discretized SMC system is represented by
x1(k+1) = x1(k)+ v>z(k)−αΓ1sk +w1(k), (3.43)
z(k+1) = Dz(k)−αΓ2sk + w¯(k) (3.44)
where z = [x2, · · · ,xn]>. The switching manifold for the nth-order system is s(x) = cx =
c1x1+ c¯>z, where c¯ = [c2,c3, . . . ,1]>.
In the following, the main results are presented to ensure the stability as well as the bound-
edness of the steady-states. Clearly, the ZOH-discretized system under the equivalent control
based SMC is not asymptotically stable (i.e. the states do not converge to zero asymptoti-
cally due to the switching in discrete time under the given sampling period h with non-zero
constant magnitudes). It is shown below that under certain conditions, the ZOH-discretized
system is stable and the system states are bounded.
Using the discretized model (3.39), the dynamics of the switching function s under the ZOH
becomes
s(k+1) = cΦx(k)−αcΓsk + cw(k)
= s(k)+(cΦ− c)x(k)−αcΓsk + cw(k)
= s(k)+Ψ−Θsk (3.45)
where Ψ = (cΦ− c)x(k)+ cw(k) and Θ = αcΓ.
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In the following analysis, the big O notation will be adopted for bound evaluation.
Recall in Lemma 3.2, one has cΦ− c = O(h2) and Θ = αh+O(h2). Furthermore, there
exists an hmax > 0 such that for 0 < h < hmax, Θ(h) ≥ 0. Notice that Ψ(h) = (cΦ(h)−
c)x(k)+ cw(k) = O(h2)+ cw(k) and Θ(h) = αh+O(h2). Under the condition of h < hmax,
consider cw(k). Since cw(k) = c
∫ h
0 e
Aτ p((k+1)h− τ)dτ , one has
‖cw(k)‖ ≤ ‖c‖‖p‖‖
∫ h
0
eAτdτ‖= ‖c‖‖p‖(Ih+O(h2)) = ‖c‖‖p‖h+O(h2)
One can see that ‖Ψ(h)‖ ≤ ‖c‖‖p‖h+O(h2). Since α > ‖c‖‖p‖, from Lemma 3.2, one
can conclude that there exists an h′ ≤ hmax such that when 0 < h < h′, supk |Ψ(k)| < αcΓ.
For h → 0, the inequality supk |Ψ(k)| < αcΓ is always satisfied, that is, when h → 0, the
discretized solution of s converges to the continuous-time solution.
Theorem 3.4 The discretized SMC system (3.43) and (3.44) is ultimately bounded if the con-
ditions in Lemma 3.3 are satisfied and ‖D‖< 1. Furthermore, the system states are bounded
by
‖x1(∞)‖ ≤ ‖c−11 c¯>‖(α‖Γ2‖+R2)‖(1−‖D‖)−1+2α‖c1‖−1cΓ (3.46)
‖z(∞)‖ ≤ (α‖Γ2‖+R2)(1−‖D‖)−1 (3.47)
Proof. First, consider the subsystem of z. It follows from (3.43) that
‖z(k+1)‖= ‖Dz(k)−αΓ2sk + w¯(k)‖ ≤ ‖D‖‖z(k)‖+α‖Γ2‖+R2.
Iterating it for n times yields
‖z(n)‖ ≤ ‖D‖n‖z(0)‖+α‖Γ2‖
n−1
∑
i=0
‖D‖n−1−i+R2
n−1
∑
i=0
‖D‖n−1−i
= ‖D‖n‖z(0)‖+α‖Γ2‖(1−‖D‖n)(1−‖D‖)−1+R2(1−‖D‖n)(1−‖D‖)−1
Since ‖D‖< 1, in the steady state, z is bounded by ‖z(∞)‖ ≤ (α‖Γ2‖+R2)(1−‖D‖)−1.
Now, turn to the other subsystem of x1. Since x1 = c−11 s−c−11 c¯>z and for k→∞, |s|< 2αcΓ,
one has
‖x1(∞)‖ ≤ ‖c−11 c¯>z‖+‖c−11 s‖ ≤ ‖c−11 c¯>‖(α‖Γ2‖+R2)‖(1−‖D‖)−1+2α‖c1‖−1cΓ
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Remark 3.2 Notice that from Theorem 3.4, one can see the discretized SMC system (3.3)
also has a robustness property. If ‖w(k)‖ ≤ O(h2), then, the steady states of the disturbed
system (3.39) are within the O(h2) boundary of the steady states of the nominal system in
(3.3).
In the next subsection, the dynamical behaviors of the discretized SMC system with matched
periodic and constant uncertainties are investigated.
3.4.3 Periodic Properties of Discretized SMC Systems with Matched
Uncertainties
The periodic property of the nominal discretized SMC system without uncertainties has been
demonstrated in Subsection 3.3.3. In the nominal SMC system, the equivalent control is em-
ployed to maintain the system states on the sliding manifold. However, the discretized SMC
system with uncertainties is different since the ZOH does not take place in the disturbance
channels, hence the invariance property does not exist. The equivalent control is now depen-
dent on the unknown exogenous signal and, therefore, cannot be realized in practice. It should
be pointed out that the linear control structure defined in (3.38) is not the equivalent control
of the nominal discretized SMC system due to the existence of ZOH. The question is whether
the intrinsic periodic property of the discretized SMC system exists under the influence of
matched uncertainties. This subsection addresses this question.
For any matched uncertainty p(t), its Fourier series expansion is [70]
p(t) =
a0
2
+
∞
∑
n=1
[ancos(ωnt)+bnsin(ωnt)]
with
a0 =
2
T
∫ T
0
q(t)dt, an =
2
T
∫ T
0
q(t)cos(ωnt)dt, bn =
2
T
∫ T
0
q(t)sin(ωnt)dt
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where ωn = n2piT is the nth harmonic of the function q.
Next, consider two cases: p(t) is periodic or constant.
If p(t) is periodic with period T , then for any integer n > 0,∫ T
0
∞
∑
n=1
[ancos(ωnt)+bnsin(ωnt)] = 0 (3.48)
In this case, one is interested in the relationship between the period of the states, the period
of the symbolic sequences and the period of the uncertainty sequences. In the following
analysis, assume that the system symbolic sequence and uncertainty sequence are periodic
with periods L1 and L2, respectively.
Theorem 3.5 If the conditions in Theorem 3.4 are satisfied, then the trajectory of system
(3.43) and (3.44) eventually converges to a periodic orbit with period-L, where L= lcm(L1,L2)
is the least common multiple of L1 and L2.
Proof. From the conditions of Theorem 3.4, the matrix I−D is nonsingular, hence the kth
iteration of the system yields
x1(k) = x1(0)+ v>(I−D)−1(I−Dk)z(0)−αv>(I−D)−1
k−2
∑
j=0
(I−Dk−1− j)Γ2s j
−v>(I−D)−1
k−2
∑
j=0
(I−Dk−1− j)w¯( j)−αΓ1
k−1
∑
j=0
s j +
k−1
∑
j=0
w1( j), (3.49)
z(k) = Dkz(0)−α
k−1
∑
j=0
Dk−1− jΓ2s j +
k−1
∑
j=0
Dk−1− jw¯( j) (3.50)
Since L = lcm(L1,L2), one can extend L1 and L2 periodically up to L with the given period-L
symbolic sequence s=(s0,s1, · · · ,sL−1) and the periodic uncertainty sequence w=(w(0),w(1),
· · · ,w (L− 1)). Denote the corresponding set of L states as x(0),x(1), · · · ,x(L− 1). From
(3.50) and the periodicity of s and w, z(k) can be rewritten as z(k) = z(i+ jL) by breaking the
number of iterations from z(0) into a number of finite sets of length L, where i= 0,1, · · · ,L−1
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and j ≥ 0. One thus obtains
z(kL+ l) = DkLz(l)−α
k−1
∑
i=0
DiL
L−1
∑
j=0
DL−1− jΓ2sl+ j +
k−1
∑
i=0
DiL
L−1
∑
j=0
DL−1− jw¯(l+ j)
= DkLz(l)−α(I−DL)−1(I−DkL)
L−1
∑
j=0
DL−1− jΓ2sl+ j
+(I−DL)−1(I−DkL)
L−1
∑
j=0
DL−1− jw¯(l+ j)
Since ‖D‖< 1, one has
lim
k→∞
z(kL+ l) =−α(I−DL)−1
L−1
∑
j=0
DL−1− jΓ2sl+ j +(I−DL)−1
L−1
∑
j=0
DL−1− jw¯(l+ j)
It follows that in the limit, z(k) forms a period-L orbit. From the convergence of z(k) and
(3.49), it follows that x1(k) also converges to a period-L orbit. ¤
There are some interesting inherent properties of the SMC system subject to periodic uncer-
tainties, as shown below.
Theorem 3.6 If the system trajectory is periodic with period L, then the following equations
hold:
k+L−1
∑
i=k
z(i) = 0, α
L−1
∑
i=0
si =
a0
2
L
Proof. Since L = lcm(L1,L2), from (3.43), it follows that
x1(L) = x1(0)+ v>
L−1
∑
j=0
z( j)−αΓ1
L−1
∑
j=0
s j +
L−1
∑
j=0
w1( j) (3.51)
Because x1(L) = x1(0), one has
v>
L−1
∑
j=0
z( j) = αΓ1
L−1
∑
j=0
s j−
L−1
∑
j=0
w1( j) (3.52)
Consider z(k+1) = Dz(k)−αΓ2sk + w¯(k). From z(i) = z(i+L), after some straightforward
manipulations one has z(i) =−(1−DL)−1αΓ2φLsi+(1−DL)−1φLw¯i, for i = 0,1, · · · ,L−1,
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where φL = [DL−1, · · · ,D, I], si = [si,si+1, · · · ,sL−1,s0, · · · ,si−1]>, w¯i = [w¯(i), w¯(i+1), · · · ,
w¯(L−1), w¯(0), · · · , w¯(i−1)]>. Summing up the L equations gives
L−1
∑
i=0
z(i) = (1−DL)−1
(
−αΓ2
L−1
∑
i=0
Di
L−1
∑
i=0
si+
L−1
∑
i=0
Di
L−1
∑
i=0
w¯(i)
)
Since ∑L−1i=0 D
i = (I−DL)/(I−D), one has
L−1
∑
i=0
z(i) = (I−D)−1(−αΓ2
L−1
∑
i=0
si+
L−1
∑
i=0
w¯(i)) (3.53)
From (3.52) and (3.53), it follows that
αΓ1
L−1
∑
j=0
s j−
L−1
∑
j=0
w1( j) = v>(I−D)−1(−αΓ2
L−1
∑
i=0
si+
L−1
∑
i=0
w¯(i)) (3.54)
Now, consider the above equation. Because T is divisible by Lh, from (3.48), one has
∑L−1i=0 w(i) =
a0
2 LΓ. That is, ∑
L−1
j=0 w1( j) =
a0
2 LΓ1 and ∑
L−1
i=0 w¯(i) =
a0
2 LΓ2. Hence, (3.54)
can be rewritten as(
α
L−1
∑
j=0
s j− a02 L
)
Γ1 =−
(
α
L−1
∑
i=0
si− a02 L
)
v>(I−D)−1Γ2 (3.55)
which leads to (
α
L−1
∑
j=0
s j− a02 L
)(
Γ1+ v>(I−D)−1Γ2
)
= 0 (3.56)
From the fact that Γ1+v>(I−D)−1Γ2 6= 0 for almost all h [104], one can infer that α ∑L−1i=0 si =
a0
2 L. To this end, from (3.53), the conclusion of ∑
k+L−1
i=k z(i) = 0 can be drawn. ¤
Remark 3.3 It is interesting to note that the numbers of periodic states on each side of the
switching line may not be equal, which is different from the property found in Subsection
3.3.3 for the SMC systems without periodic uncertainties where there are equal numbers of
+1 and −1 on both sides of the switching line.
If q(t) is constant, then set q(t) = a02 . With the uncertain constant, one has∫ h
0
eAτ p((k+1)h− τ)dτ = a0
2
Γ (3.57)
3.4 Discretized SMC Systems with Matched Uncertainties 57
From Theorem 3.6, it follows that if the system trajectory is periodic with period L, one has
α ∑L−1i=0 si =
a0
2 L. This equation reveals some interesting relationship between the system tra-
jectory period L and the constant uncertainty a02 . If the equality (3.57) holds, then the system
trajectory will exhibit periodic behaviors; But if it does not hold, the periodic behaviors will
not appear. The following simulation examples verify this situation.
3.4.4 Simulation Studies
Now, the above-obtained results are applied to the second-order systems with a1 = 5, a2 =
−2, α = 1, c1 = 1 and initial condition x(0) = (2,1). Small sampling periods are adopted
in SMC schemes in order to reach the sliding motion, though a very small sampling period
may cause high-frequency chattering. Notice that this sampling-period selection rule is also a
necessity which ensures the condition in Lemma 3.3 to be satisfied. For these reasons, simply
set h = 0.1 to investigate the periodic discretization behavior under periodic uncertainties.
First, the system orbit with constant uncertainty (i.e. L2 = 1) is investigated. Let p(t) =
[0, 0.2]>. The resulting eigenvalues of Φ are 1 and 0.8636. From Fig. 3.8(a), one can observe
that eventually the trajectory converge to five fixed points (0.0417,−0.0068), (0.0368,
− 0.0938), (0.0344,0.0508), (0.0349,−0.0440), (0.0372,0.0938). The symbolic sequence
is a period-5 one, s = (+1,−1,+1,−1,+1), i.e. L1 = 5. In this example, a0 = 0.4 and
L= lcm(L1,L2)= 5. One can verify that ∑L−1i=0 z(i)= 0 and ∑
L−1
i=0 si =
a0
2 L= 1, which indicates
that the state points on each side of the switching line are not equal. However, if a0 = 0.2pi
(an irrational number), from Fig.3.8(b), one can see that the system trajectory doesn’t exhibit
a periodic behavior because there doesn’t exist an integer L satisfying α ∑L−1i=0 si =
a0
2 L.
Same periodic orbits can also be found when the length of the sampling period is reduced to
much smaller, say h = 0.02. The resulting eigenvalues are 1 and 0.9786. From Fig. 3.9(a),
one can see that the amplitudes of periodic orbits decrease with smaller h for the same un-
certainty p(t) = [0, 0.2]>. The trajectory eventually converges to five fixed points within the
boundaries, which are (0.0047,0.0083), (0.0047,−0.0081), (0.0048,0.0165), (0.0050,
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−0.0002), (0.0048,−0.0165). The symbolic sequence is also a period-5 one, s=(+1,−1,+1,
+1,−1).
Now, let us look at a general case of uncertainty, that is, the uncertainty is a combination of a
constant and a periodic term. Here, choose p(t) = [0, 0.1+0.3cos(10pit)]>. Under the sam-
pling period h= 0.02, L2 = 10. Simulation shows that L1 = 20 with s=(+1,−1,+1,+1,−1,
+1,+1,−1,+1,−1,−1,+1,−1,+1,+1,−1,+1,+1,−1,−1). The conclusion drawn in The-
orem 3.6 can be verified by this example where α ∑L−1i=0 si =
a0
2 L = 2. The system trajectory
is shown in Fig. 3.9(b) where it finally exhibits a periodic orbit with period-20.
Next, a third-order system is simulated to verify the results for higher-order systems. For the
third-order system, set a1 = −10, a2 = 9, a3 = −4, c = [1, 1, 1], α = 1, h = 0.1, x(0) =
(−3,1,1), p(t) = [0, 0, 0.2]> (i.e. L2 = 1). The three eigenvalues are 1, 0.9444 and 0.8812.
From Fig. 3.10, one can observe that eventually the trajectory converges to five fixed points.
The symbolic sequence is period-5, s = (+1,+1,−1,+1,−1), with L1 = 5.
Finally, periodic orbits with periodic uncertainties are simulated. A number of examples of
periodic orbits with uncertainty period L2 varying from 2 to 21 have been simulated with
p(t) = [0, 0.3cos((20/L2)pit)]>. The results are shown in Table 3.1, with the correspond-
ing phase-plane portraits shown in Fig. 3.11, which confirm the theoretical results stated in
Theorem 3.5.
L1 2 2 2 2 2 14 8 18 10 22 12 26 14 30 16 34 18 38 10 42
L2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
L 2 6 4 10 6 14 8 18 10 22 12 26 14 30 16 34 18 38 20 42
Table 3.1: Relationships between L1,L2,L.
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Figure 3.8: System trajectories with constant uncertainty: (a) p(t) = [0, 0.2]>, (b) p(t) =
[0, pi/10]>.
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Figure 3.9: System trajectory when h = 0.02: (a) p(t) = [0, 0.2]>, (b) p(t) = [0, 0.1+
0.3cos(10pit)]>.
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Figure 3.10: Third-order system trajectory.
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Figure 3.11: Examples of periodic trajectories with periodic uncertainties from period–2 to
period–21. (a) L2 = 2. (b) L2 = 3. (c) L2 = 4. (d) L2 = 5. (e) L2 = 6. (f) L2 = 7. (g) L2 = 8.
(h) L2 = 9. (i) L2 = 10. (j) L2 = 11. (k) L2 = 12.(l) L2 = 13. (m) L2 = 14. (n) L2 = 15. (o)
L2 = 16. (p) L2 = 17. (q) L2 = 18. (r) L2 = 19. (s) L2 = 20. (t) L2 = 21.
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3.5 Summary
In this chapter, a new bound under a relatively loose condition for steady states has been
derived. Some further properties have been derived. The boundary of digitized sliding mode
has been attained. The sufficient conditions to guarantee the attractiveness of sampled sliding
modes in digital SMC have also been acquired. It’s shown that the boundary of the attraction
region of SMC systems are only depend on subsystem z. We have shown that discretization
of a simple second-order SMC system can lead to quite irregular behaviors with different
periods.
Discretization behaviors of equivalent control based SMC systems with matched uncertain-
ties have also been thoroughly studied. Upper bounds for system steady states are established.
Some inherent dynamical periodic properties of the systems subject to matched constant and
periodic uncertainties have been explored. Simulations have been presented to verify the
theoretical results. The insightful understanding of these dynamics will help develop preven-
tive measures for ill-behaviors due to discretization in digital SMC systems design. It also
provides a quantitative evaluation of discretization effect on the robustness of SMC systems.
Chapter 4
ZOH Discretization of High-Order SMC
Systems
4.1 Introduction
In Chapter 3, the systems which are being considered are 1-order sliding mode control sys-
tems, that is, SMC systems with relative degree one.
High-order SMC systems play an important role in SMC applications due to its desirable
chattering reduction effect [91]. However, sampled high-order SMC systems are not easy to
implement [8, 108].
In this chapter, the ZOH discretization of equivalent control based high-order SMC systems
is studied. Theoretical results for the ZOH-discretized SMC systems with relative degree
higher than one are given, including estimates of the bounds of steady states and high order
sliding mode functions, convergence orders of digitized sliding modes, as well as periodic
properties of the trajectories. Simulation results are presented to show the effectiveness of
the analysis and theoretical results.
The layout of the chapter is as follows. In Section 4.2, a new formulation of high-order SMC
systems is presented. In Section 4.3, Discretization behaviors of high-order SMC systems
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are studied. The evaluated bounds of steady states are developed. Periodic behaviors are
studied as well. Simulation results are displayed to verify the theoretic analysis. Section 4.4
concludes the chapter.
4.2 A New Formulation of High-Order SMC Systems un-
der a State Transformation
We now consider the single-input linear system with relative degree r > 1. In classical SMC
systems, one has σ = 0 as the desired sliding motion prescribing the desirable dynamical
performance. In high-order SMC systems, that is, r-sliding mode systems, σ = σ˙ = σ¨ =
· · · = σ (r−1) = 0. The single-input high-order SMC systems in the controllable canonical
from is the same as in (2.1) except for the switching function, which is now defined as
σ(x) = c1x1+ c2x2+ · · ·+ cn−r−1xn−r−1+ cn−rxn−r + xn−r+1 (4.1)
Here, c1,c2, · · · ,cn−r−1,cn−r,1 are assumed to be coefficients of a Hurwitz polynomial. To
study the convergence order and apply the equivalent control based SMC to the system, we
need to construct a new switching function,
σ¯(w) = c¯1σ¯1+ c¯2σ¯2+ · · ·+ c¯r−1σ¯r−1+ σ¯r (4.2)
where σ¯1 = σ , σ¯2 = σ˙ , · · · , σ¯r = dr−1σ/dtr−1 and w = (σ¯1, σ¯2, · · · , σ¯r)> ∈ Rr. It is assumed
that the coefficients c¯1, c¯2, · · · , c¯r−1,1 also constitute a Hurwitz polynomial. Then, a new
system state y is built as y = (x¯,w) ∈ Rn with x¯ = (x1,x2, · · · ,xn−r)> ∈ Rn−r. Let us denote
x = (xn−r+1,xn−r+2, · · · ,xn)> ∈ Rr and c¯ = [0,0, · · · ,0, c¯1, c¯2, · · · , c¯r−1,1] ∈ Rn. We can re-
formulate the system with form (2.1) to the new state y through a state transformation matrix
P, [
x¯
w
]
= P
[
x¯
x
]
(4.3)
where
P =
[
In−r 0
P1 P2
]
(4.4)
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A¯ =

0 1 0 · · · 0 0 0 · · · 0 0
0 0 1 · · · 0 0 0 · · · 0 0
...
... . . . . . .
...
...
... . . .
...
...
0 0 · · · 0 1 0 0 · · · 0 0
−c1 −c2 · · · −cn−r−1 −cn−r 1 0 · · · 0 0
0 0 · · · 0 0 0 1 0 · · · 0
0 0 · · · 0 0 0 0 1 · · · 0
...
... . . .
...
...
...
... . . . . . .
...
0 0 · · · 0 0 0 0 · · · 0 1
−a¯1 −a¯2 · · · −a¯n−r−1 a¯n−r −a¯n−r+1 −a¯n−r+2 · · · −a¯n−1 −a¯n

(4.6)
with
P1 =

c1 c2 · · · cn−r
0 c1 · · · cn−r−1
...
... . . .
...
0 0 · · · · · ·

P2 =

1 0 · · · 0 0
cn−r 1 · · · 0 0
...
... . . .
...
...
· · · · · · cn−r 1 0
· · · · · · cn−r−1 cn−r 1

One has
d
dt
[
x¯
w
]
= PAP−1
[
x¯
w
]
+Pbu
If we denote A¯ = PAP−1, then the new system is
y˙ = A¯y+Pbu = A¯y+bu (4.5)
where A¯ is shown in (4.6) on the next page. The new sliding variable is σ¯(y) = σ¯(w), that is,
σ¯(y) is an explicit function of w. Then it can be easily derived that
[a¯1, a¯2, · · · , a¯n] = [a1, · · · ,ar,ar+1− c1, · · · ,an− cn−r]P−1 (4.7)
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A¯c =

0 1 0 · · · 0 0 0 · · · 0 0
0 0 1 · · · 0 0 0 · · · 0 0
...
... . . . . . .
...
...
... . . .
...
...
0 0 · · · 0 1 0 0 · · · 0 0
−c1 −c2 · · · −cn−r−1 −cn−r 1 0 · · · 0 0
0 0 · · · 0 0 0 1 0 · · · 0
0 0 · · · 0 0 0 0 1 · · · 0
...
... . . .
...
...
...
... . . . . . .
...
0 0 · · · 0 0 0 0 · · · 0 1
0 0 · · · 0 0 0 −c¯1 · · · −c¯r−2 −c¯r−1

(4.10)
Now considering the new system (4.5) with the new coordinates of y, the equivalent control
based SMC can be derived from ˙¯σ = 0. Since
˙¯σ =
r−1
∑
i=1
c¯iσ¯i+1+ ˙¯σr
=
r−1
∑
i=1
c¯iyn−r+i+ y˙n
=
r−1
∑
i=1
c¯iyn−r+i−
n
∑
i=1
a¯iyi+u
The equivalent control based SMC is then
u(y)=−(c¯b)−1c¯Ax−α(c¯b)−1sgn(σ¯(y))
=−
r−1
∑
i=1
c¯iyn−r+i+
n
∑
i=1
a¯iyi−αsgn(σ¯(y)) (4.8)
This control results in σ¯ ˙¯σ = −α |σ¯ |, which ensures finite time convergence. Substituting
(4.8) into (4.5) yields
y˙ = A¯cy−αsgn(σ¯(y))b (4.9)
where A¯c is shown in (4.10) on the next page where one can see c¯A¯c = 0. In fact, the equa-
tion y˙ = A¯cy is the sliding mode equation where A¯c is a projector [112], which maps all the
columns of A¯ on N(c¯) (null space of c¯). In the following, we will show that all the system
states are asymptotically stable.
Denote
A¯c =
[
A¯c1 A¯c2
0 A¯c3
]
(4.11)
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where A¯c1 ∈ R(n−r)×(n−r), A¯c2 ∈ R(n−r)×(r) has all zero rows except the last row, which is
[1,0, · · · ,0] ∈ Rr and A¯c3 ∈ Rr×r,
A¯c1 =

0 1 0 · · · 0
0 0 1 · · · 0
...
... . . . . . .
...
0 0 · · · 0 1
−c1 −c2 · · · −cn−r−1 −cn−r
 (4.12)
A¯c3 =

0 1 0 · · · 0
0 0 1 · · · 0
...
... . . . . . .
...
0 0 · · · 0 1
0 −c¯1 · · · −c¯r−2 −c¯r−1
 (4.13)
The control law (4.8) ensures that the sliding mode σ¯ = 0 can be reached in finite time. Tak-
ing into account that σ¯(y) is an explicit function of w, i.e. σ¯(y) = σ¯(w), we can decompose
(4.9) as
˙¯x = A¯c1x¯+ A¯c2w (4.14)
w˙ = A¯c3w−αsgn(σ¯(w))b¯ (4.15)
where b¯ = [0,0, · · · ,0,1]> ∈ Rr.
First we consider the subsystem (4.15). Notice that it is equivalent to (2.5), which was an-
alyzed in Subsection 2.2.1. It follows that the states of the subsystem w are asymptotically
stable.
Now we turn to the other subsystem x¯. Here, yn−r+1 = 0 since yn−r+1 is the first state of
subsystem w. Because of the asymptotical convergence of w, in the steady state of x, the
subsystem x¯ can be rewritten as
˙¯x = A¯c1x¯ (4.16)
Note that A¯c1 is analogous to (2.7). Using the same analogue as shown in Section 3.3.1, we
can draw the conclusion that subsystem x¯ is also asymptotically stable. Thus, all the system
states are asymptotically stable. Since the state transformation matrix P is invertible, we have
the conclusion that the original state x = [x¯,x]> is asymptotically stable.
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4.3 Discretized High-Order SMC Systems
4.3.1 ZOH Discretization of High-Order SMC Systems
To gain a better understanding of the ZOH discretization behavior of high-order SMC sys-
tems, in the following, the ZOH discretization will be first applied to the new system model of
high-order SMC system (4.14) and (4.15). For simplicity to reveal intriguing characteristics
of the ZOH effect on high-order SMC systems, the ZOH discretization is applied to (4.9),
which leads to
y(k+1) = Φy(k)−αΓsk (4.17)
where Φ = eA¯ch, Γ =
∫ h
0 e
A¯cτdτb and sk = sgn(σ¯(y(k))). Furthermore, Φ = eA¯ch = I+ A¯ch+
A¯2ch
2/2!+ · · · and ∫ h0 eA¯cτdτ = hI + h2/2!A¯c + h3/3!A¯2c + · · · . With the expression of A¯c in
(4.11), one can derive
Φ =
[
Φ1 Φ2
0 Φ3
]
(4.18)
Φ1 = eA¯c1h, Φ3 =
[
1 v¯>
0¯ D¯
]
,
Φ2 = A¯c2(A¯c1− A¯c3)−1(Φ1−Φ3) (4.19)
Here, the dimension of each block in Φ is the same as the corresponding block of A¯c in (4.11).
In Φ3, v¯> is an r− 1-dimensional row vector, D¯ is a r− 1× r− 1 matrix and 0¯ denotes an
r− 1-dimensional zero column vector. Hence, the ZOH discretization of system (4.9) gives
rise to the following discrete-time dynamical system:
x¯(k+1) = Φ1x¯(k)+Φ2w(k)−αΓ1sk (4.20)
w(k+1) = Φ3w(k)−αΓ2sk (4.21)
where sk = sgn(σ¯(y(k))) and Γ = [Γ>1 ,Γ
>
2 ]
>, Γ>1 ∈ Rn−r, Γ>2 ∈ Rr. Furthermore, Γ2 =
[Γ21,Γ>22]
>, Γ21 is a scalar and Γ22 is a r−1-dimensional vector.
The bounds of the system steady states are derived in the following theorem.
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Theorem 4.1 If eigenvalues of Φ1 and D¯ are all within the unit circle and supk ‖c¯Φ3(h)−
c¯‖< α c¯Γ2, then the states of system (4.20) and (4.21) converge to the steady state solutions
of the discretized high-order SMC system (4.14) and (4.15) bounded by
‖x¯‖ ≤ (β‖Φ2‖+α‖Γ1‖)(1−‖Φ1‖)−1
‖x‖ ≤ ‖P−12 ‖
(
β +(β‖Φ2‖+α‖Γ1‖)(1−‖Φ1‖)−1‖P1‖
)
where
‖w1‖ ≤ α‖c¯−11 d‖‖Γ22‖(1−‖D¯‖)−1+2α‖c¯1‖−1c¯Γ2
‖v‖ ≤ α‖Γ22‖(1−‖D¯‖)−1
with d = [c¯2, c¯3, · · · , c¯r−1,1], v = [w2,w3, · · · ,wr]> and β =
√
2max{‖w1‖,‖v‖}.
Proof. Note that (4.21) is equivalent to system (3.3) except that its dimension is r, which was
analyzed in Subsection 3.2. We rewrite σ¯ as
σ¯(y) = σ¯(w) = c¯1w1+dv
Let us assume that the eigenvalues of D¯ be within the unit circle and supk ‖c¯Φ3(h)− c¯‖ <
α c¯Γ2. Then, the bounds for the steady states of subsystem w can be given by (3.12) according
to Lemma 3.4:
‖w1(∞)‖ ≤ α‖c¯−11 d‖‖Γ22‖(1−‖ D¯‖)−1+2α‖c¯1‖−1c¯Γ2
‖v(∞)‖ ≤ α‖Γ22‖(1−‖ D¯‖)−1
According to the definition of spectral norm, ‖w‖ ≤ √2max{‖w1‖,‖v‖}.
Let us now consider the subsystem (4.20). Assume the eigenvalues of Φ1 lie within unit
circle. It follows from (4.20) that
‖x¯(k+1)‖ ≤ ‖Φ1‖‖x¯(k)‖+‖Φ2‖‖w(k)‖+α‖Γ1‖
Iterating n times on the above inequality yields
‖x¯‖ ≤ ‖Φ1‖n‖x¯(0)‖+(‖Φ2‖‖w(k)‖+α‖Γ1‖)
n−1
∑
0
‖Φ1‖n−1−i
= ‖Φ1‖n‖x¯(0)‖+(‖Φ2‖‖w(k)‖+α‖Γ1‖)(1−‖Φ1‖n)(1−‖Φ1‖)−1
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Since ‖Φ1‖< 1, as n→ ∞, one has
‖x¯‖ ≤ (‖Φ2‖‖w‖+α‖Γ1‖)(1−‖Φ1‖)−1
≤ (β‖Φ2‖+α‖Γ1‖)(1−‖Φ1‖)−1
Using the state transformation (4.3), one has
x = P−12 w−P−12 P1x¯
Then, the bound for the subsystem state x can be derived as
‖x‖ ≤ ‖P−12 ‖(‖w‖+‖x¯‖‖P1‖)
≤ ‖P−12 ‖
(
β +(β‖Φ2‖+α‖Γ1‖)(1−‖Φ1‖)−1‖P1‖
)
¤
Remark 4.1 Note that in Theorem 4.1, Φ and Γ are all functions of h. It is difficult to derive
their general analytic expressions. But we could still draw some convergence properties from
the above analysis. It can be easily seen that if we rewrite (4.17) as
y(k+1)− y(k)
h
=
(Φ− I)y(k)
h
− αΓsk
h
From definitions of Φ and Γ, one has limh→0(Φ− I)/h = A¯c and limh→0 Γ/h = b. That
means when h→ 0, the solution of the discretized SMC system converges to the corresponding
continuous-time high-order SMC system solution. Thus, systems states converge to 0 as h→
0.
The periodic properties of the ZOH-discretized SMC systems are well known [103]. Various
periodic behaviors were observed and certain periodic properties were revealed. However, the
ZOH-discretized high-order SMC systems exhibit much more complex behaviors. The ques-
tion of interest is whether the intrinsic periodic property still exists in the ZOH-discretized
high-order SMC system.
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As the system states y evolve, the switching function sk = sgn(σ¯(y(k))) forms a symbolic
sequence. It should be noted that the period of the symbolic sequence may not be the same
as the period of the system trajectory [105]. We are interested in the relationship between the
period of the states and the period of their symbolic sequence.
In the following, we will present some theoretical results about the periodic properties of the
high-order SMC systems.
Theorem 4.2 If the conditions in Theorem 4.1 are satisfied, and the symbolic sequence s has
a period-L, then the trajectory of system (4.20) and (4.21) eventually converges to a periodic
orbit with period-L.
Proof. First, consider the subsystem w in (4.21):
w(k+1) = Φ3w(k)−αΓ2sk
Because Φ3 =
[
1 v¯>
0¯ D¯
]
, this subsystem can be rewritten as
w1(k+1) = w1(k)+ v¯>v(k)−αΓ21sk (4.22)
v(k) = D¯v(k)−αΓ22sk (4.23)
From the conditions of Theorem 4.1, the matrix I− D¯ is nonsingular, hence the kth iteration
of the system yields
w1(k) = w1(0)+ v¯>(I− D¯)−1(I− D¯k)v(0)
−α v¯>(I− D¯)−1
k−2
∑
j=0
(I− D¯k−1− j)Γ22s j−αΓ21
k−1
∑
j=0
s j (4.24)
v(k) = D¯kv(0)−α
k−1
∑
j=0
D¯k−1− jΓ22s j (4.25)
From (4.25) and the periodicity of s, v(k) can be rewritten as v(k) = v(i+ jL) by breaking the
number of iterations from v(0) into a number of finite sets of length L, where i= 0,1, · · · ,L−1
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and j ≥ 0. One thus obtains
v(kL+ l) = D¯kLv(l)−α
k−1
∑
i=0
D¯iL
L−1
∑
j=0
D¯L−1− jΓ22sl+ j
= D¯kLv(l)−α(I− D¯L)−1(I− D¯kL)
L−1
∑
j=0
D¯L−1− jΓ22sl+ j
Since ‖D¯‖< 1, one has
lim
k→∞
v(kL+ l) =−α(I− D¯L)−1
L−1
∑
j=0
D¯L−1− jΓ22sl+ j
It follows that in the limit, v(k) forms a period-L orbit. From the convergence of v(k) and
(4.24), it follows that w1(k) also converges to a period-L orbit.
Now consider subsystem x¯ in (4.20):
x¯(k+1) = Φ1x¯(k)+Φ2w(k)−αΓ1sk
From the conditions of Theorem 4.1, ‖Φ1‖< 1. The kth iteration of the system yields
x¯(k) = Φk1x¯(0)+
k−1
∑
j=0
Φk−1− j1 Φ2w( j)−α
k−1
∑
j=0
Φk−1− j1 Γ1s j (4.26)
Following the same procedure as in the first part of the proof, from (4.26) and the periodicity
of s and w, x¯(k) can be rewritten as x¯(k) = x¯(i+ jL) by breaking the number of iterations from
x¯(0) into a number of finite sets of length L, where i= 0,1, · · · ,L−1 and j≥ 0. Thereby, one
has
x¯(kL+ l) = ΦkL1 x¯(l)+
k−1
∑
i=0
ΦiL1
L−1
∑
j=0
ΦL−1− j1 Φ2w(l+ j)−α
k−1
∑
i=0
ΦiL1
L−1
∑
j=0
ΦL−1− j1 Γ1sl+ j
= ΦkL1 x¯(l)+(I−ΦL1)−1(I−ΦkL1 )
L−1
∑
j=0
ΦL−1− j1 Φ2w(l+ j)−α(I−ΦL1)−1
·(I−ΦkL1 )
L−1
∑
j=0
ΦL−1− j1 Γ1sl+ j
Since ‖Φ1‖< 1, it follows that
lim
k→∞
x¯(kL+ l) = (I−ΦL1)−1
L−1
∑
j=0
ΦL−1− j1 Φ2w(l+ j)−α(I−ΦL1)−1
L−1
∑
j=0
ΦL−1− j1 Γ1sl+ j
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Then, one can see in the limit, x¯(k) also exhibits a period-L orbit. Therefore, it concludes
that the trajectory of system (4.20) and (4.21) eventually converges to a periodic orbit with
period-L. ¤
It should be noted that (4.17) can be treated as a simplified model of the “real” ZOH dis-
cretized model of (4.5), which is
y(k+1) = Φ˜y(k)−αΓ˜sk (4.27)
where Φ˜ = eA¯h− ∫ h0 eA¯τdτbc¯A¯ and Γ˜ = ∫ h0 eA¯τdτb. We’ll explain this in the following.
Because
eA¯h = I+ A¯h+ A¯2h2/2!+ · · ·∫ h
0
eA¯τdτ = hI+h2/2!A¯+h3/3!A¯2+ · · ·
One has
Φ˜ = eA¯h−
∫ h
0
eA¯τdτbc¯A¯
= I+h(A¯−bc¯A¯)+h2A¯/2!(A¯−bc¯A¯)+ · · · (4.28)
Furthermore,
Φ = eA¯ch = I+ A¯ch+ A¯2ch
2/2!+ · · · (4.29)
Therefore, the equation A¯−bc¯A¯ = A¯c leads to
Φ = Φ˜+O(h2) (4.30)
Now, let us analyze Γ1 and Γ. Because
Γ˜ =
∫ h
0
eA¯τdτb = (hI+h2/2!A¯+h3/3!A¯2+ · · ·)b (4.31)
and
Γ =
∫ h
0
eA¯cτdτb = (hI+h2/2!A¯c+h3/3!A¯2c + · · ·)b (4.32)
4.3 Discretized High-Order SMC Systems 73
one has
Γ = Γ˜+O(h2) (4.33)
Then, from (4.30) and (4.33), (4.17) can be rewritten as
y(k+1) = Φ˜y(k)−αΓ˜sk +O(h2) (4.34)
If we treat the item O(h2) as a disturbance in (3.39), then we can conclude that the bound of
states in system (4.27) and the bound of states in system (4.17) only have a O(h2) difference.
Therefore, if the conditions in Theorem 4.1 are satisfied, the states of the ZOH discretized
high-order sliding mode system are bounded by
‖x¯‖ ≤ (β‖Φ2‖+α‖Γ1‖)(1−‖Φ1‖)−1+O(h2)
‖x‖ ≤ ‖P−12 ‖
(
β +(β‖Φ2‖+α‖Γ1‖)(1−‖Φ1‖)−1‖P1‖
)
+O(h2)
We now specify the convergence accuracy of the discretized high-order SMC systems, which
would be helpful in engineering applications. The concept of “boundary layer” was first
introduced for eliminating the chattering phenomenon in SMC systems [75]. In discrete SMC
systems, the convergence accuracy is usually measured by the width of boundary layers. It
has been known that high-order SMC systems can achieve high-order convergence precision
[53]. By the big O notation, we have known that if h is the sampling period, the width is O(h)
in standard SMC systems [29] whereas it is O(hr) in the rth order SMC systems [53].
4.3.2 Simulation Studies
In subsection 4.3.1, we have shown that under certain conditions, the states of the ZOH-
discretized SMC systems are ultimately bounded. We have also shown that, similar to [103,
107], the ZOH-discretized equivalent control based high-order SMC systems would exhibit
similar (but more complex) periodic behaviors for most sampling periods. In this subsection,
the convergence of system states and the periodic behaviors of the steady-states of the ZOH-
discretized SMC systems will be illustrated.
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Consider a sixth-order system with a1 =−2, a2 =−1, a3 = 1, a4 =−3, a5 = 2 and a6 =−2.
In the following, we choose the same initial condition as x(0) = [0.1 0.1 0.1 0.1 0.1 0.1]>,
and the sampling period h, the gain α and switching function σ(x) as h = 0.1, α = 1 and
σ(x) = x1+2x2+ x3+ x4. So, c1 = 1, c2 = 2 and c3 = 1. For this system, the relative degree
r is 3.
From (4.4), the state transformation matrix P is
P =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
1 2 1 1 0 0
0 1 2 1 1 0
0 0 1 2 1 1

From (4.6), one has
A¯ =

0 1 0 0 0 0
0 0 1 0 0 0
−1 −2 −1 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 2 1 1 −3 3

Let the new switching function be defined by
σ¯(y) = w1+w2+w3 = y4+ y5+ y6
Hence c¯1 = 1 and c¯2 = 1. According to (4.10), A¯c is defined by
A¯c =

0 1 0 0 0 0
0 0 1 0 0 0
−1 −2 −1 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 −1 −1

Several simulations were conducted. As shown in Figure 4.1 (a) and (b), it can be seen
that the trajectory of ZOH-discretized system of (4.9) finally converges to two fixed points
which are (0.05,4.1667×10−8,−8.3502×10−8,−4.1667×10−5,8.3500×10−5,0.05) and
(0.05,−4.1667×10−8,8.3502×10−8,4.1667×10−5,−8.3500×10−5,−0.05). These points
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h w1 w2 w3 ε1 ε2 ε3
0.0001 (1.7012 ·10−5,1.7015 ·10−5) ±3.1553 ·10−8 ±5.0000 ·10−5 2.6676 ·10−9 6.3105 ·10−8 1.0000 ·10−4
0.001 (5.2249 ·10−6,5.2272 ·10−6) ±2.5379 ·10−7 ±5.0025 ·10−4 2.3443 ·10−9 5.0757 ·10−7 1.0005 ·10−3
Table 4.1: Convergence accuracy with selected sampling periods 0.0001 and 0.001. ε1,ε2,ε3
are the boundary layer widths for σ¯1, σ¯2, σ¯3, respectively
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Figure 4.1: System steady states for ZOH discretized system of (4.9). (a) x1,x2,x3, (b)
x4,x5,x6.
are well within the bounds derived from Theorem 4.1 as ‖x¯‖≤ 3.8871 and ‖x‖≤ 4.0879. The
trajectory of the ZOH-discretized system of (4.5) is shown in Figure 4.2 (a) and (b). One can
see that their steady states are confined within the same bounds.
To verify the convergence accuracy, several simulation results with selected sampling periods
0.0001 and 0.001 are presented in Table 4.1, which clearly shows the reduction of chattering
amplitude for different order sliding functions.
4.4 Summary
In this chapter, the ZOH discretization of equivalent control based high-order SMC systems
has been studied. The estimates of the boundaries for the steady states have been given.
Various discretization behaviors have been shown and theoretical results about the periodicy
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Figure 4.2: System steady states for ZOH discretized system of (4.5). (a) x1,x2,x3, (b)
x4,x5,x6.
have been given. It should be noted that there are some commonalities between classical
1-order sliding mode control systems and r-order sliding mode systems such as periodic phe-
nomenon. The convergence accuracy of the discretized high-order SMC systems have been
thoroughly studied. Through the analysis, it shows that although the discretization behaviors
of SMC systems are quite erratic, the convergence accuracy of discretized high-order SMC
systems is as same as discrete high-order SMC systems.
Chapter 5
ZOH Discretization of Sliding Mode
Based Observers
5.1 Introduction
Despite of fruitful research and development activities in SMC, relatively few authors have
considered the application of the underlying principles to the problem of observer design.
The earliest work in this field appears originally in Utkin [86], this kind of observer has been
revisited in [37, 36].
The work of Walcott and Zak [90] seeks global error convergence for a class of uncertain
systems. This strategy, although intuitively appealing, necessitates the use of algebraic ma-
nipulation tools to effectively solve an associated constrained Lyapunov problem for systems
of reasonable order.
We have already known that discretization of SMC may induce complex behaviors. It is
particularly important to study if such discretization behaviors exist in sliding mode based
observers in order to understand their impact, thereby developing strategies to overcome po-
tential problems in applications.
In this chapter, we study the dynamical behaviors due to discretization of the well known
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single-input and single-output (SISO) sliding mode based observer called the Walcott-Zak
Observer. We first derive the upper bounds for the system steady states. We then study the
periodic behaviors of the discretized systems, in particular under periodic uncertainties. We
also discuss classification of the periodic behaviors. Finally, we show simulation results to
verify the theoretical analysis.
The layout of this chapter is as follows. In Section 5.2, the discretized model of a sliding mode
based observer, the Walcott-Zak observer is derived. Discretization behaviors are studied in
Section 5.3. In Section 5.4, simulation examples are demonstrated to verify the analytic
results. The chapter is concluded in Section 5.5.
5.2 Discretized Model
In this section, we discuss the discretized model for the SISO case under the zero-order hold.
Since (A,B) is a controllable pair, without loss of generality, assume that u = 0 and A is
asymptotic stable in (2.22), namely, all the eigenvalues are in the open left-half complex
plane. Furthermore, with an adequate state transformation (2.22), A can be written in the
diagonal form or the Jordan canonical form. Therefore, in this case, A0 = A and K = 0.
Besides, η is chosen as a positive constant in this discussion.
The discretized model of the original system (2.22) is
x(k+1) = eAhx(k)+
∫ h
0
eAτBζ ((k+1)h− τ)dτ (5.1)
Since sgn(FCe) = sgn(FC(x¯− x)) = sgn(FC(x¯(k)− x(k))) and y = y(k) for kT ≤ t < (k+
1)T, k = 0,1,2, · · · , model (2.26) can be rewritten as
x¯(k+1) = eAhx¯(k)−η
∫ h
0
eAτdτBsk +
∫ h
0
eAτdτKy(k) (5.2)
where sk = sgn(FCe(k)).
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It follows from (2.27) that the discretized error model is
e(k+1) = eAhe(k)−η
∫ h
0
eAτdτBsk
−
∫ h
0
eAτBζ ((k+1)h− τ)dτ (5.3)
5.3 Dynamical Analysis
By setting
∫ h
0 e
AτdτB = Γ,
∫ h
0 e
AτBζ ((k+1)h− τ)dτ =W (k), the discretized observer error
model (5.3) can be rewritten as
e(k+1) = eAhe(k)−ηΓsk−W (k) (5.4)
Here, since all the eigenvalues of A are in the open left-half complex plane, ‖eAh‖ < 1. To
derive upper bounds for the estimation errors, suppose that there exists a constant R > 0 such
that max1≤k≤∞ ‖W (k)‖ ≤ R.
In the following, assume that the period of the symbolic sequence s is L1 and the period of the
discretized uncertainty sequence, denoted as W and represented by W =(W (0),W (1),W (2), · · ·),
is L2. Here, define L as the least common multiple of L1 and L2, i.e., L= lcm(L1,L2), and then
extend L1 and L2 periodically so that the symbolic sequence s and the uncertainty sequence
W both have the common period L.
The bounds of the states and the relationship are shown as follows.
Theorem 5.1 1. If the estimation error equation (5.4) are asymptotically stable, then the
system state estimation error is bounded by
‖e(∞)‖ ≤ (η ‖Γ‖+R)(1−‖eAh‖)−1
2. If the trajectory of system (5.4) has a period-L1 symbolic sequence and the period of
the uncertainty sequence is L2, then the system trajectory will eventually converge to a
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set of L fixed states with period L (L = lcm(L1,L2)). Furthermore,
e(i) =−(I− (eAh)L)−1ηΦLΓsi− (I− (eAh)L)−1W i
where ΦL = [(eAh)L−1,(eAh)L−2 · · · ,eAh, I], si = [si,si+1, · · · ,sL−1,s0, · · · ,si−2,si−1]>
and W i = [W (i),W (i+1), · · · ,W (L−1),W (0), · · · ,W (i−1)]>, for i = 0,1, · · · ,L−1.
Proof. Iterating e for k+1 times from the initial error state e(0) leads to
e(k+1) = (eAh)k+1e(0)−η
k
∑
i=0
(eAh)isk−iΓ
+
k
∑
i=0
(eAh)iW (k− i) (5.5)
so iterating (5.4) for n times yields
‖e(n)‖ ≤ ‖eAh‖n‖e(0)‖+η‖Γ‖
n−1
∑
i=0
‖eAh‖n−1−i
+R2
n−1
∑
i=0
‖eAh‖n−1−i
= ‖eAh‖n‖e(0)‖+α‖Γ‖(1−‖eAh‖n)
(1−‖eAh‖)−1+R(1−‖eAh‖n)(1−‖eAh‖)−1
Since ‖eAh‖< 1, as k → ∞, z becomes ‖z(∞)‖ ≤ (η‖Γ‖+R)(1−‖eAh‖)−1, which suggests
that the state z(k) will be eventually confined within the region constrained by this inequality.
Now we start to prove Part 2 of the theorem. According to Part 1 of the theorem, the trajectory
will eventually be confined within a bounded region, so one only needs to consider the system
behaviors within these boundaries.
After extending the two symbolic sequences s with L1 and W with L2 to the common period
L, with given period-L symbolic sequence s= (s0,s1, · · · ,sL−1) and periodic uncertainty W =
(W (0),W (1), · · · ,W (L−1)), denote the corresponding set of L states as e(0),e(1), · · · ,e(L−
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1). From the periodicity and (5.4), one has
e(1) = eAhe(0)−ηΓs0−W (0)
...
e(L−1) = eAhe(L−2)−ηΓsL−2−W (L−2)
e(0) = eAhe(L−1)−ηΓsL−1−W (L−1) (5.6)
where e(i) 6= e( j) for i 6= j. Some straightforward algebraic manipulations yield
(I− (eAh)L)e(0) = −ηΦLΓs0−W 0
...
(I− (eAh)L)e(L−1) = −ηΦLΓsL−1−W L−1 (5.7)
Break the number of iterations from e(0) into a number of finite sets of length L. A trajectory
from e(i+ jL) has a periodic symbolic sequence si, where i= 0,1, · · · ,L−1 and j≥ 0. Hence,
e(i+( j+1)L) = (eAh)Le(i+ jL)−ηΦLΓsi−W i (5.8)
for i = 0,1, · · · ,L−1 and j ≥ 0. Denote yi( j) = e(i+ jL)− e(i). Then,
yi( j+1) = e(i+( j+1)L)− e(i)
= (eAh)Le(i+ jL)−ηΦLΓsi−W i− e(i) (5.9)
It follows from (5.7) that
−ηΦLΓsi−W i = e(i)− (eAh)Le(i) (5.10)
so that
yi( j+1) = (eAh)Le(i+ jL)− (eAh)Le(i)
= (eAh)L(e(i+ jL)− e(i))
= (eAh)Lyi( j) (5.11)
Consequently, yi( j+m) = (eAh)mLyi( j). If m→ ∞, then starting from any j ≥ 0 and for any
i= 0,1, · · · ,L−1, one has yi(∞) = 0, which indicates that all the trajectories will converge to
the uniquely determined e(0),e(1), · · · ,e(L−1) with period L .
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Since e(i) = e(i+L), it follows from (5.7) that
e(i) =−(I− (eAh)L)−1ηΦLΓsi− (I− (eAh)L)−1W i, i = 0,1, · · · ,L−1
Thus, the theorem is proved. ¤
Theorem 5.1 shows that if the symbolic sequence and the uncertainty sequence are periodic,
the error trajectory will be periodic and the period must be a multiple of L1 not larger than
L = lcm(L1,L2). Simulations support this analysis, which will be given in Section 5.4. Note
that the conclusion here is in contrast to the conclusion drawn in [103], which deals with the
periodic behaviors of equivalent control based SMC systems, where the period of the periodic
trajectory is equal to the period of the symbolic sequence.
In Theorem 5.1, although the L fixed states can be decided, the period still depends on the
initial condition e(0). With different initial conditions e(0), the period could be different.
This will be verified in the following subsection. In [103], the period is also related to the
initial condition: with different initial conditions, x1 can be any value within the bounded
region. Here, the error states are related to initial conditions.
The next question is, with the given periodic uncertainty, how can one know that a symbolic
sequence exists? To answer this question, a classification of periodic behaviors [103] is
now discussed. Some necessary and sufficient conditions for the existence of the symbolic
sequence is given in the next theorem.
Theorem 5.2 System (5.4) has a periodic orbit of period-L if and only if there are s0,s1, · · · ,
sL−1 ∈ {−1,1} such that for i = 0,1, · · · ,L−1,
sgn(FC(−(I− (eAh)L)−1ΦL(ηΓsi+W i))) = si (5.12)
W i = [W (i),W (i+1), · · · ,W (L−1),W (0), · · · ,W (i−1)]>, si = [si,si+1, · · · ,sL−1,s0, · · · ,si−1]>
and ΦL = [(eAh)L−1,(eAh)L−2, · · · ,eAh, I].
Proof. (Sufficiency) Suppose that condition (5.12) is satisfied. Denote
e(0) =−(I− (eAh)L)−1ΦL(ηΓs0+W 0) (5.13)
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Then, from (5.4) and sk = sgn(FCe(k)), it is clear that s0,s1, · · · ,sL−1 are the first L symbols
corresponding to the point e(0). Moreover, some straightforward algebraic manipulations
yield e(L) = e(0). Hence, the orbit starting at e(0) has period-L.
(Necessity) Let {e(0),e(1), · · ·} be a periodic orbit with period-L. Denote
si = sgn(FCe(i))
for i = 0,1, · · · ,L−1. Since {e(0),e(1), · · ·} is periodic with a period-L, after some straight-
forward calculations one obtains
e(i) =−(I− (eAh)L)−1ΦL(ηΓsi+W i)
for i = 0,1, · · · ,L−1. Hence,
sgn(FC(−(I− (eAh)L)−1ΦL(ηΓsi+W i))) = si
The theorem is thus proved.
5.4 Simulation Studies
We now look at the discretization behaviors of the sliding mode observer for the following
second-order system in a diagonal form:
A =
[
a1 0
0 a2
]
, B =
[
b1
b2
]
.
For this system,
eAh =
[
α1 0
0 α2
]
,
∫ h
0
eAτdτB =
[
r1
r2
]
,
∫ h
0
eAτBζ ((k+1)h− τ)dτ =
[
w1(k)
w2(k)
]
where α1 = ea1h, α2 = ea2h, r1 = ea1hb1 and r2 = ea2hb2. Since a1 < 0 and a2 < 0, one has
0 < α1 < 1 and 0 < α2 < 1.
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Suppose that max1≤k≤∞ |w1(k)| ≤ R1 max1≤k≤∞ |w2(k)| ≤ R2. The discretized model of the
original system is
x1(k+1) = α1x1(k)+w1(k)
x2(k+1) = α2x2(k)+w2(k) (5.14)
and the discretized model of the observer is
x¯1(k+1) = α1x¯1(k)−ηr1sk
x¯2(k+1) = α2x¯2(k)−ηr2sk (5.15)
where sk = sgn
(
FC
(
x¯(k)− x(k)
))
. So, the observer error equations are
e1(k+1) = α1e1(k)−ηr1sk−w1(k)
e2(k+1) = α2e2(k)−ηr2sk−w2(k) (5.16)
For system (5.16), the following results can be derived from Theorem 5.1:
1. For the observer error equations (5.16), the system state error is bounded by
|e1(∞)| ≤ (η |r1|+R1)/(1−|α1|)
|e2(∞)| ≤ (η |r2|+R2)/(1−|α2|)
2. If system (5.16) has a period-L symbolic sequence, then the system trajectory will
eventually converge to a set of L fixed states with period L. Furthermore, e j(i) =
−(1−αLj )−1ηr jφLsi−(1−αLj )−1wij, where si = [si,si+1, · · · ,sL−1,s0, · · · ,si−1]>, φL =
[αL−1j , · · · ,α j,1] and wi = [w j(i),w j(i+ 1), · · · ,w j(L− 1),w j(0), · · · ,w j(i− 1)]>, for
i = 0,1, · · · ,L−1 and j = 1,2.
Note that differing from [103], ∑L−1i=0 si = 0 does not always hold here since the period of the
symbolic sequence would be odd. This will be verified in the following simulated example.
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We now present some simulation results to verify the theoretical analysis carried out in the
previous sections. In all the simulated examples below, the uncertainties are periodic distur-
bances. In all the figures, the rectangular boxes represent the boundaries specified in Theorem
5.2.
First, set a1 = −2, a2 = −5, b1 = 1, b2 = 1, C = [1,1], h = 0.5 and η = 2. The system is
already in the canonical form. Defining Q = −2A and solving the Lyapunov equation gives
P = I, so F = 1 and FC = [1,1].
Now, set ζ as a constant when t ∈ [kh,(k+1)h], which satisfies ζ = 0.1 if k is odd and ζ = 0.2
if k is even. W =
(
(0.0632,0.0367)>,(0.0316,0.0184)>
)
with period-2. First, let e(0) =
(1,1). From Figure 5.1 (a), one can see that eventually the trajectory converges to 2 fixed
points within the boundaries specified by Theorem 5.2, which are |e1(∞)|< 1.1000, |e2(∞)|<
0.4400. The symbolic sequence is period-2: s=(+−). The two points are (0.3987,0.3178)>,
(−0.5487,−0.3778)>. Then, set e(0) = (1,−1). From Figure 5.1 (b), one can observer that
with the same symbolic sequence (+−), eventually the trajectory converges to two different
fixed points: (0.3756,0.3008)>, (−0.5256,−0.3608)>.
Next, set ζ = sin(pit). Then, one has W =
(
(0.2275,0.1508)>, (0.1735,0.0783)>, (−0.2275,
−0.1508)>, (−0.1735,−0.0783)>
)
with period-4. First, let e(0) = (1,5). From Figure 5.2
(a), one can see that eventually the trajectory converges to 4 fixed points within the boundaries
specified by Theorem 1, which are |e1(∞)| < 1.3599, |e2(∞)| < 0.5643. The symbolic se-
quence is period-2: s= (+−). The four points are (0.2356,0.2492)>, (−0.3179,−0.1959)>,
(0.6886,0.4294)>, (−0.6063,−0.4827)>. Then, set e(0) = (3,5). From Figure 5.2 (b), one
can observe that with the same symbolic sequence (+−), eventually the trajectory also con-
verges to 4 different fixed points (0.3179,0.1959)>, (−0.6886,−0.4294)>, (0.6063,0.4827)>,
(−0.2356,−0.2492)>.
Finally, to see that ∑L−10 si = 0 does not always hold, consider a simpler example, with h =
0.3, ζ =−1 and e(0) = (10,5). From Figure 5.3, one can observe that subject to the constant
uncertainty, the trajectory eventually converges to 3 points within the bounded region, where
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Figure 5.1: (a) Phase portrait of Example 1 with e(0) = (1,1), (b) phase portrait of Example
1 with e(0) = (1,−1).
the symbolic sequence is period-3: s=(++−).
5.5 Summary
In this chapter, we have studied the dynamical behaviors due to discretization of the partic-
ular sliding mode based observer, the Walcott-Zak Observer. Upper bounds for the system
steady states have been derived. The periodic dynamical behaviors of the trajectories within
some specified boundaries have been demonstrated. This work helps understand discretiza-
tion effects, leading to some better measures for detection and prevention of undesirable
discretization behaviors in practical applications of sliding mode control systems.
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Figure 5.2: (a) Phase portrait of Example 2 with e(0) = (1,5), (b) phase portrait of Example
2 with e(0) = (3,5).
-2 -1 0 1 2 3 4 5 6
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
e1
e
2
Figure 5.3: Phase portrait of Example 3
Chapter 6
ZOH Discretization of Multi-Input SMC
Systems
6.1 Introduction
In the earlier chapters, discretization behaviors of single-input SMC systems have been stud-
ied. However, it is still not clear if the multi-input SMC systems would exhibit similar dy-
namical properties and how the discretization would impact on the dynamical behaviors due
to discretization.
In this chapter, with the assistance of Yokoyama and Kinnen’s form, a canonical form of
discretized multi-input SMC systems is derived. Discretization behaviors analysis are then
undertaken.
The analogue and methods used in studying the discretized single-input SMC systems are ex-
tended to study the discretized multi-input SMC systems. One of the difficulties is that, unlike
the single-input case where there is a single symbolic sequence associated with each system
trajectory, multi-input systems have interrelated multiple symbolic sequences. Thereby, for
the convenience of analysis, new concepts of symbolic vector and symbolic vector sequence
are introduced. Some intrinsic properties of trajectories of the discretized SMC systems are
investigated by using these new concepts.
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The layout of the chapter is as follows. In Section 6.2, the formulation of continuous-time
multi-input SMC systems is reviewed. In Section 6.3, first, the discretization model is de-
scribed. Then, stability conditions and analytic bounds of steady-states of the multi-input
SMC systems are derived. Periodic behaviors are analyzed in the end. Discretization be-
haviors of a third-order SMC system with two inputs are discussed in details in Section 6.4.
Section 6.5 concludes the chapter.
6.2 Formulation of Continuous-Time Multi-Input SMC Sys-
tems
The most used canonical form of multi-input linear systems is the controllable form [13].
However, many contributors have made much effort to derive other more convenient canon-
ical forms. Among these canonical forms, the most two successful block companion forms
are Asseo’s form [2] and Yokoyama and Kinnen’s form [98].
Asseo’s form is an analogue of the companion canonical form for the single-input case. Its
form has a particularly simplified structure, its applicability is restricted to specific systems
contrary to his assertion though. Yokoyama and Kinnen’s form has been found to be partic-
ularly convenient for analysis of control problems. The great merit of this canonical form is
that it separates the state variables into sub-vectors of directly controlled, indirectly controlled
and uncontrollable components.
For any controllable pair (A¯, B¯) in the Yokoyama canonical form, define v as the smallest
integer k such that rank[B¯, A¯B¯, · · · , A¯k−1B¯, A¯kB¯] = rank[B¯, A¯B¯, · · · , A¯k−2B¯, A¯k−1B¯], and li =
rank[B¯, A¯B¯, · · · , A¯v−iB¯]−rank[B¯, A¯B¯, · · · , A¯v−i−1B¯] for i= 1,2, · · · ,v−1, and lv = rankB¯=m,
where l1 ≤ l2 ≤ ·· · ≤ lv and ∑vi=1 li = n.
Lemma 6.1 [98] There exists a non-singular n×n matrix T and an m×m invertible matrix
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M that
A = T A¯T−1 =

0 [0
...Il1 ] 0 · · · 0
0 0 [0
...Il2 ] 0
...
...
... . . .
...
0 0 0 · · · [0...Ilv−1]
Av1 Av2 Av3 · · · Avv

, B = T B¯M =

0
0
...
0
Im
 (6.1)
where 0 is a zero matrix and Av j is an lv× l j matrix, j = 1,2, · · · ,v. In [0...Ili], the number of
zero columns is li+1− li, i = 0,1,2, · · · ,v− 1, with l0 = 0 and lv = m. In B, Im is the m×m
identity matrix.
Lemma 6.2 The matrix (I−B(CB)−1C)A is in the following form:
(I−B(CB)−1C)A =

0 [0
...Il1 ] 0 · · · 0
0 0 [0
...Il2] 0
...
...
... . . .
...
0 0 0 · · · [0...Ilv−1]
0 [0
...Yl1] [0
...Yl2] · · · [0
...Ylv−1 ]

,
where Yli (i= 1, ...,v−1) represents an lv× li matrix with arbitrary entries (zero or non-zero).
Proof. Since CB = [C1,C2]
[
0
B2
]
=C2B2, it is easy to see that
B(CB)−1C =
[
0
Im
]
C−12 [C1,C2] =
[
0
Im
]
[C−12 C1, Im] =
[
0(n−m)×(n−m) 0(n−m)×m
(C−12 C1)m×(n−m) Im
]
.
Express A in (6.1) as A =
[
A1
A2
]
=
[
A11 A12
A21 A22
]
, where A1 consists of the first n−m rows
of A and A2 = [Av1, Av2, · · · , Avv]. Note that in A1 there are m zero subcolumns of dimension
n−m according to the Yokoyama canonical form (see (6.1)). These m subcolumns are in the
mik th columns where mik = ∑
i−1
j=0 l j + k,k = 1,2, · · · , li− li−1, for i = 1,2, · · · ,v, with l0 = 0.
Hence,
(I−B(CB)−1C)A =
[
I(n−m)×(n−m) 0(n−m)×m
−(C−12 C1)m×(n−m) 0m
]
A =
[
A1
−(C−12 C1)m×(n−m)A1
]
.
Since there are m zero subcolumns in A1 as shown in (6.1), the proof of the lemma is com-
plete. ¤
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6.3 Discretized Multi-Input SMC Systems
6.3.1 Discretized System Model
Now, consider the discretization of the continuous-time system (2.29). The discretized system
with ZOH becomes
x(k+1) = eAhx(k)+
∫ h
0
eAτdτBu(k) (6.2)
where h is the sampling period. The equivalent control based SMC in discrete form is
u(k) =−(CB)−1CAx(k)− (CB)−1Kσ(k) (6.3)
where σ(k)= (σ1(k),σ2(k), · · · ,σm(k))> and σi(k)= sgn(si(k)). Here, σ is called a symbolic
vector.
If one sets Φ = eAh− ∫ h0 eAτdτB(CB)−1CA and Γ = ∫ h0 eAτdτB(CB)−1, then the aforemen-
tioned discrete system can be rewritten as
x(k+1) = Φx(k)−ΓKσ(k) (6.4)
Furthermore, the dynamics of the switching function s with ZOH becomes
s(k+1) =Cx(k+1) =CΦx(k)−CΓKσ(k)
= s(k)+(CΦ−C)x(k)−CΓKσ(k)
= s(k)+Ψx(k)−Θσ(k) (6.5)
where Ψ = {ψi j} = (CΦ−C) ∈ Rm×n and Θ =CΓK = {θi j} ∈ Rm×m. In the following, the
big O notation is used. For convenience of discussion, denote by ψi the ith row of Ψ.
Lemma 6.3 For system (6.4) with the ZOH discretization, the system matrix Φ can be ex-
pressed as
Φ = I+Φ′
where the mik th column of Φ
′ is a zero column, with mik = ∑
i−1
j=0 l j + k,k = 1,2, · · · , li− li−1,
for i = 1,2, · · · ,v−1, where l0 = 0.
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Proof. From the definition of Φ, one has Φ = eAh− ∫ h0 eAτdτB(CB)−1CA=I + ∫ h0 eAτdτA−∫ h
0 e
AτdτB(CB)−1CA =I+Φ′, where
Φ′ =
∫ h
0
eAτdτA−
∫ h
0
eAτdτB(CB)−1CA =
∫ h
0
eAτdτ(A−B(CB)−1CA) (6.6)
From Lemma 6.2, since there are m zero columns in (A−B(CB)−1CA) with indexes mik =
∑i−1j=0 l j+k,k = 1,2, · · · , li− li−1, for i = 1,2, · · · ,v, where l0 = 0, the corresponding columns
in (6.6) are also zero columns. Thus, the lemma is proved. ¤
Lemma 6.4 (a) Ψ = O(h2), (b) Θ = εhI+O(h2).
Proof. (a) Since Ψ=C(eAh−∫ h0 eAτdτB(CB)−1CA−I), and eAh−I =A∫ h0 eAτdτ = ∫ h0 eAτdτA,
one has Ψ =C
∫ h
0 e
Aτdτ(A−B(CB)−1CA). Using the Taylor expansion of ∫ h0 eAτdτ = hI +
0.5h2A+ ..., one obtains Ψ = C(hI +O(h2))(I − B(CB)−1C)A = (C−CB(CB)−1C)Ah+
O(h2) = O(h2).
(b) Θ =CΓK =C
∫ h
0 e
AτdτB(CB)−1K =C(Ih+O(h2))B(CB)−1K = εhI+O(h2). ¤
From (b) of the above lemma, it follows that the diagonal entries of Θ are of order h because
O(h)+O(h2) = O(h), while the non-diagonal entries are of order h2, and that there exists
hmax > 0, such that for 0 < h < hmax, θii(h)≥ 0 (i = 1, . . . ,m).
Assume that the multi-input controllable system (2.29) is in the Yokoyama form, with
A =

0 [0
...Il1] 0 · · · 0
0 0 [0
...Il2] 0
...
...
... . . .
...
0 0 0 · · · [0...Ilv−1]
Av1 Av2 Av3 · · · Avv

,B =

0
0
...
0
Im

Note that there are m columns in A with all zero elements in their first n−m elements,
and these m columns have index numbers mik = ∑
i−1
j=0 l j + k,k = 1,2, · · · , li − li−1, for i =
1,2, · · · ,v, where l0 = 0 and lv = m.
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According to (6.4), one has x(k+1) =Φx(k)−ΓKσ(k), where Φ= I+Φ′, in which the mik th
column of Φ′ is a zero column (see Appendix for details), and ΓK ∈ Rn×m. An elementary
state transformation P can be easily found so that, under x¯ = [X¯T1 , X¯
T
2 ]
T = P−1x, the system
(6.4) becomes
x¯(k+1) = P−1ΦPx¯(k)−P−1ΓKσ(k)
that is, [
X¯1(k+1)
X¯2(k+1)
]
=
[
Im Φ¯
0 D
][
X¯1(k)
X¯2(k)
]
−
[
Γ¯1
Γ¯2
]
σ(k) (6.7)
where X¯1 ∈ Rm and X¯2 ∈ Rn−m, respectively. Meanwhile, the switching manifolds are trans-
formed to
s =Cx =CPP−1x = Gx¯ = G1X¯1+G2X¯2
where G1 ∈ Rm×m and G2 ∈ Rm×(n−m) with G1 being non-singular.
Assuming that the matrix I−D is non-singular, formulas for the kth iterate read
X¯1(k) =X¯1(0)+ Φ¯(I−D)−1(I−Dk)X¯2(0)− Φ¯(I−D)−1
k−2
∑
j=0
(I−Dk−1− j)Γ¯2σ( j)
− Γ¯1
k−1
∑
j=0
σ( j) (6.8)
X¯2(k) =DkX¯2(0)−
k−1
∑
j=0
Dk−1− jΓ¯2σ( j) (6.9)
6.3.2 Stability and Boundedness of the Steady States
In the following, main results are established that ensure the stability as well as the bounded-
ness of the steady-states. Clearly, the SMC systems discretized using ZOH are not asymptot-
ically stable (i.e. the states do not converge to zero asymptotically due to the switching with
a finite frequency). It will be shown below that under certain conditions, the system can be
stable and the system states are bounded.
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Recall Lemma 3.1 in Subsection 3.3.1: For the scalar dynamical system
z(k+1) = z(k)+g(k)− εsgn(z(k)) (6.10)
if |g(k)|< γ, γ > 0 and γ < ε , then the state z converges to the range confined by
|z| ≤ ε + γ < 2ε (6.11)
Analog to Lemma 3.3 in Subsection 3.3.1, one has the following conclusion.
Lemma 6.5 Let si(k) be as in (6.5). If
sup
∣∣∣∣∣ψi(h)x(k)− m∑j=1, j 6=i θi j(h)σ j(k)
∣∣∣∣∣< θii(h) (6.12)
then |si(∞)|< 2θii(h) for i = 1, · · · ,m.
Proof. From Equation (6.5), it follows that
si(k+1) = si(k)+
(
ψi(h)x(k)−
m
∑
j=1, j 6=i
θi j(h)σ j(k)
)
−θii(h)σi(k) (6.13)
From Lemma 3.1 and condition (6.12) it then follows that |si(∞)|< 2θii(h) for i = 1, · · · ,m.
¤
Remark 6.1 From Lemma 6.4, ψ(h) = O(h2), θi j(h) = O(h2) for i 6= j, and θii(h) = h+
O(h2). Hence, when h→ 0, the inequality (6.12) is always satisfied. That is, when h→ 0, the
discretized solution for s converge to the continuous-time solution.
Theorem 6.1 If the conditions in Lemma 6.5 are satisfied and ‖D‖< 1 then the states of sys-
tem (6.7) converge to the steady state solutions of the discretized SMC system (6.4) bounded
by
‖X¯1(∞)‖ ≤‖G−11 G2‖‖w‖‖Γ¯2‖(1−‖D‖)−1+‖G−11 ‖ sup
s : |si|<2δii
‖s‖ (6.14)
‖X¯2(∞)‖ ≤‖w‖‖Γ¯2‖(1−‖D‖)−1 (6.15)
where w = (1,1, . . . ,1)T ∈ Rm.
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Proof. First, consider the subsystem of X¯2. It follows from (6.7) that
‖X¯2(k+1)‖= ‖DX¯2(k)− Γ¯2σ(k)‖ ≤ ‖D‖‖X¯2(k)‖+‖Γ¯2‖‖w‖
Iterating it for n times yields
‖X¯2(n)‖ ≤ ‖D‖n‖X¯2(0)‖+‖w‖‖Γ¯2‖
n−1
∑
i=0
‖D‖n−1−i
= ‖D‖n‖X¯2(0)‖+‖w‖‖Γ¯2‖(1−‖D‖n)(1−‖D‖)−1
Since ‖D‖< 1, in the steady state X¯2 is bounded by ‖X¯2(∞)‖ ≤ ‖w‖‖Γ¯2‖(1−‖D‖)−1.
Now, turn to the other subsystem of X¯1 where X¯1 = [x¯1, x¯2, · · · , x¯m]T .
Since X¯1 = G−11 s−G−11 G2X¯2, and for k → ∞, |si|< 2δii, one has
‖X¯1‖< ‖G−11 G2X¯2‖+‖G−11 s‖
< ‖G−11 G2‖‖w‖‖Γ¯2‖(1−‖D‖)−1+‖G−1‖ sup
s : |si|<2δii
‖s‖
¤
Remark 6.2 For the Euclidean norm, one has ‖w‖=√m and ‖s‖≤ 2
√
∑mi=1 δ 2ii with bounds
‖X¯1(∞)‖ ≤‖G−11 G2‖
√
m‖Γ¯2‖(1−‖D‖)−1+‖G−11 ‖2
√
m
∑
i=1
δ 2ii (6.16)
‖X¯2(∞)‖ ≤
√
m‖Γ¯2‖(1−‖D‖)−1 (6.17)
Comparing to the results for the single-input systems in [103], the steady-states bounds for
X¯1 here are more conservative. Nevertheless, they are the first precise analytic estimates of
the steady-states bounds obtained thus far.
Remark 6.3 It is interesting to note that the conditions in Theorem 6.1 and Lemma 6.5
impose constraints on the selection of the sampling period h. From Theorem 6.1, it can
be seen that if ‖D‖ < 1, then ‖X¯2‖ will be bounded. From Lemma 6.5 it is clear that if
sup |ψi(h)x(k)−∑mj=1, j 6=i θi j(h)σ j(k)|< θii(h) then |si(∞)|< 2θii(h), for i = 1, · · · ,m. Since
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x(k) = Px¯(k), by defining the first n−m elements of ψiP as ψPi1 and the remaining m elements
as ψPi2, then one has
sup
∣∣∣∣∣ψi(h)x(k)− m∑j=1, j 6=i θi j(h)σ j(k)
∣∣∣∣∣= sup
∣∣∣∣∣ψPi1X¯1(k)+ψPi2X¯2(k)− m∑j=1, j 6=i θi j(h)σ j(k)
∣∣∣∣∣
The upper bound of the sampling period h for guaranteeing the pseudo sliding motion in
discrete-time can be determined by finding the largest h such that the following inequalities
hold:
θii(h)> 0, ‖D(h)‖< 1
sup
∣∣∣∣∣ψPi1X¯1+ψPi2X¯2− m∑j=1, j 6=i θi j(h)σ j(k)
∣∣∣∣∣< θii(h), i = 1, · · · ,m
‖X¯2‖ ≤ ‖w‖‖Γ¯2‖(1−‖D(h)‖)−1 (6.18)
Note that, from the above inequalities, the largest allowable sampling period is dependent on
the working space of X¯1 which is of m-dimension.
6.3.3 Periodic Discretization Behavior Analysis
Simulations show that there are some common features between the discretization behaviors
of single-input SMC systems and multi-input SMC systems. However, unlike single-input
systems, where there is a single symbolic sequence associated with each system trajectory,
in multi-input systems there are inter-related multiple symbolic sequences. The question to
be asked is: what is the relation between the period of a periodic trajectory and the period
of the symbolic vector sequence? In the following we assume that the symbolic vector se-
quence (σ(k))∞k=0 has period p, and denote by pi the period of the symbolic scalar sequence
(σi(k))∞k=0, for i = 1,2, . . . ,m. It is clear that p is the least common multiplier of periods pi,
i.e. p = lcm(p1, p2, . . . , pm).
A periodic symbolic vector sequence σ =
(
σ(0),σ(1), . . . ,σ(p−1)) is said to be admissible
if there exists a point X¯(0) associated with the symbolic vector sequence σ and X¯(p) = X¯(0).
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Denote
H = Γ¯1+ Φ¯(I−D)−1Γ¯2 (6.19)
The next result states the admissibility conditions for periodic symbolic vector sequences.
Lemma 6.6 Assume that (I−D)−1 exists and H = Γ¯1 + Φ¯(I−D)−1Γ¯2 is non-singular. Let
σ =
(
σ(0),σ(1), . . . ,σ(p− 1)) be a symbolic vector sequence of length p and assume that
I−Dp is nonsingular. Then, the symbolic vector sequence σ is admissible if and only if
p−1
∑
j=0
σ( j) = 0 (6.20)
max
k : σi(k)=1
(∆k)i < min
k : σi(k)=−1
(∆k)i, ∀i = 0,1, . . . ,m (6.21)
where ∆k ∈ Rm which is expressed as
∆k =(G1Φ¯−G2(I−D))(I−D)−1
(
(I−Dk)(I−Dp)−1
p−1
∑
j=0
Dp−1− jΓ¯2σ( j)
+
k−2
∑
j=0
(I−Dk−1− j)Γ¯2σ( j)
)
+(G1Γ¯1+G2Γ¯2)
k−1
∑
j=0
σ( j)
Moreover, initial points of the corresponding periodic orbits satisfy conditions
X¯2(0) =−(I−Dp)−1
p−1
∑
j=0
Dp−1− jΓ¯2σ( j) (6.22)
(G1X¯1(0)+G2X¯2(0))i = si(0) ∈
[
max
k : σi(k)=1
(∆k)i, min
k : σi(k)=−1
(∆k)i
)
(6.23)
Proof. First, assume that the symbolic vector sequence σ is admissible, i.e. there exists X¯(0)
associated with symbolic vector sequence σ such that X¯(p) = X¯(0). First, it will be shown
that (6.20) holds. Since X¯2(p) = X¯2(0) and I−Dp is non-singular from (6.9), formula (6.22)
holds for X¯2(0). Substituting (6.22) into (6.8) and taking into account that X¯1(0) = X¯1(p)
yields
−Φ¯(I−D)−1
k−1
∑
j=0
Dk−1− jΓ¯2σ( j)− Φ¯(I−D)−1
k−2
∑
j=0
(I−Dk−1− j)Γ¯2σ( j)− Γ¯1
k−1
∑
j=0
σ( j) = 0
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After some straightforward algebraic manipulations, one obtains
−(Φ¯(I−D)−1Γ¯2+ Γ¯1)
k−1
∑
j=0
σ( j) = 0
Since Φ¯(I−D)−1Γ¯2+ Γ¯1 is invertible, condition (6.20) holds.
Then, it will be shown that si( j) ∈
[
maxk : σi(k)=1(∆k)i,mink : σi(k)=−1(∆k)i
)
, where s( j) =
G1X¯1( j)+G2X¯2( j). It can be verified that
s(k+1) = s(k)+FX¯2(k)−Qσ(k)
where F = G1Φ¯−G2(I−D) and Q = G1Γ¯1+G2Γ¯2, and s(k) can be computed by using the
following formula:
s(k) = s(0)+F(I−D)−1(I−Dk)X¯2(0)−F(I−D)−1
k−2
∑
j=0
(I−Dk−1− j)Γ¯2σ( j)−Q
k−1
∑
j=0
σ( j)
Substituting (6.22) into the above equation yields s(k) = s(0)−∆k. Since the symbolic vector
sequence of X¯(0) is σ , it follows that sgn(s(k)) = σ(k), for k = 0,1, . . . p− 1, i.e. (s(0)−
∆k)i ≥ 0 for σi(k) = 1, and (s(0)−∆k)i < 0 for σi(k) =−1. It then follows that
max
k : σi(k)=1
(∆k)i ≤ si(0)< min
k : σi(k)=−1
(∆k)i
Since s(0) satisfies the above condition for i = 1,2, . . . ,m, condition (6.21) holds.
Now, assume that conditions (6.20) and (6.21) are satisfied. It will be shown that the symbolic
vector sequence is admissible. Choose X¯(0) such that conditions (6.22) and (6.23) hold. It
can be easily verified that the symbolic vector sequence corresponding to X¯(0) is σ and that
X¯(0) is periodic with period p. Hence, σ is admissible. ¤
Note that although the X¯2-coordinates of the period-p states has been uniquely determined,
the solutions of the states X¯1 are not unique as can be seen from (6.23).
The following result states that if the symbolic vector sequence is periodic then the trajectory
converges to a periodic orbit.
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Lemma 6.7 Assume that ‖D‖ < 1 and that H = Γ¯1 + Φ¯(I−D)−1Γ¯2 is non-singular. If the
symbolic vector sequence is periodic with period p then the trajectory converges to a periodic
orbit. Furthermore, the X¯2 coordinates of the periodic orbit are uniquely determined by (6.22)
and ∑p−1j=0 σ( j) = 0.
Proof. Since ‖D‖ < 1, it follows that (I−D)−1 exists. From (6.9) and the periodicity of σ
one obtains
X¯2(kp) = DkpX¯2(0)−
k−1
∑
i=0
Dip
p−1
∑
j=0
Dp−1− jΓ¯2σ( j)
= DkpX¯2(0)− (I−Dp)−1(I−Dkp)
p−1
∑
j=0
Dp−1− jΓ¯2σ( j)
Since ‖D‖< 1, one has
lim
k→∞
X¯2(kp) =−(I−Dp)−1
p−1
∑
j=0
Dp−1− jΓ¯2σ( j)
It then follows that in the limit X¯2(k) forms a period–p orbit. From the convergence of X¯2(k)
and (6.8) it follows that X¯1(k) also converges to a period–p orbit. The remaining assertions
follow from Lemma 6.6. ¤
6.4 Simulation Studies
To illustrate the main results, consider a third-order system with two inputs defined by
A =
 0 0 11 1 1
−1 −3 1
 ,B =
 0 01 0
0 1
 , C = [ 1 0 10 1 1
]
. (6.24)
Let the sampling period be h = 0.01. The continuous-time SMC system with ZOH can be
converted into the discrete form:
x(k+1) = Φx(k)− εΓσ(k),
where σ(k) = (σ1(k),σ2(k))>, ε = 1 with
Φ =
 1 0 0.009950 1 0.01005
0 0 0.98975
 , Γ =
 0.0000507 −0.000000502−0.0099992 0.01005
0.0102005 −0.000151
 . (6.25)
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Figure 6.1: Trajectory with the initial point x(0) = (0.05,−0.5,0.02)>
Since ‖D‖ = 0.98975 < 1, it follows from Theorem 6.1 with the Euclidean norm that the
system state is bounded by ‖(x1(∞),x2(∞))‖ ≤ 2.019, |x3(∞)| ≤ 1.408. For the case of sup-
norm, the bound for x3 is slightly better: |x3(∞)|< 1.010.
As an example, a system trajectory with the initial state x(0) = (0.05,−0.5,0.02)> is shown
in Figure 6.1, where the trajectory displays a complex switching pattern and converges to a
period–2 orbit.
Several simulation examples of periodic orbits with the period varying from 2 to 10 are now
presented:
1. Period–2 orbit: σ1 = (+−),σ2 = (+−) and x(0) = (0.004−0.0040.0050506347)>.
2. Period–4 orbit: σ1 = (+−),σ2 = (++−−),
x(0) = (0.00007558115,0.0051260153,0.004975)>.
3. Period–6 orbit: σ1 = (+−),σ2 = (+−−+−+),
x(0) = (−0.000102219,−0.00515285,0.0051528581)>.
4. Period–8 orbit: σ1 = (+−),σ2 = (++−+−+−−),
x(0) = (0.00011357545,0.00516403,0.004937)>.
5. Period–10 orbit: σ1 = (+−),σ2 = (++−+−+−+−−),
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Figure 6.2: Examples of periodic trajectories; (a) period–4, (b) period–6, (c) period–8, (d)
period–10
x(0) = (0.0001215743,0.005172034,0.004929)>.
Corresponding plots are shown in Figure 6.2.
Using Lemma 6.6, all admissible periodic sequences with period p≤ 12 have been found for
this system. The results are collected in Table 6.1. It is interesting to note that in all but one
case the symbolic vector sequence along the first coordinate is period–2. The same periodic
orbits were found to be admissible when the time step is increased to h = 0.2. An important
observation is that the amplitudes of the periodic orbits decrease with h. It is believed that
periodic orbits with these patterns are admissible for arbitrarily small h, meaning that complex
switching patterns exist no matter how small the discretization step is.
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σ1 σ2 s1 s2 x3
+− +− [0.0000000000,0.0101011853) [0.0000000000,0.0101010152) 0.005051
+− −+ [0.0000000000,0.0104042335) [−0.0096962808,0.0000000000) 0.005202
++−− +−−+ [0.0101027565,0.0104026923) [0.0000000000,0.0004047545) 0.010254
+− ++−− [0.0000000000,0.0101011623) [0.0101009999,0.0101010307) 0.004975
+− +−−+ [0.0000000461,0.0101012084) [0.0000000000,0.0000000308) 0.005127
+− ++−+−− [0.0000000000,0.0101011547) [0.0101010155,0.0101010359) 0.004949
+− ++−−+− [0.0000000307,0.0101011701) [0.0101010051,0.0101010254) 0.005001
+− +−+−−+ [0.0000000614,0.0101012009) [0.0000000208,0.0000000411) 0.005102
+− +−−+−+ [0.0000000614,0.0101012161) [0.0000000000,0.0000000203) 0.005153
+− ++−+−+−− [0.0000000000,0.0101011509) [0.0101010234,0.0101010384) 0.004937
+− ++−−+−+− [0.0000000461,0.0101011740) [0.0101010077,0.0101010228) 0.005013
+− +−+−+−−+ [0.0000000691,0.0101011971) [0.0000000311,0.0000000462) 0.005090
+− +−−+−+−+ [0.0000000691,0.0101012200) [0.0000000000,0.0000000151) 0.005166
+− ++−+−+−+−− [0.0000000000,0.0101011486) [0.0101010280,0.0101010400) 0.004929
+− ++−+−−++−− [0.0000000184,0.0101011579) [0.0101010218,0.0101010337) 0.004960
+− ++−−++−−+− [0.0000000369,0.0101011671) [0.0101010155,0.0101010275) 0.004991
+− ++−−+−+−+− [0.0000000553,0.0101011764) [0.0101010093,0.0101010212) 0.005021
+− +−+−+−+−−+ [0.0000000737,0.0101011948) [0.0000000374,0.0000000493) 0.005082
+− +−+−−++−−+ [0.0000000737,0.0101012040) [0.0000000249,0.0000000369) 0.005113
+− +−−++−−+−+ [0.0000000737,0.0101012131) [0.0000000124,0.0000000244) 0.005143
+− +−−+−+−+−+ [0.0000000737,0.0101012223) [0.0000000000,0.0000000119) 0.005173
+− ++−+−+−+−+−− [0.0000000000,0.0101011471) [0.0101010312,0.0101010410) 0.004924
+− ++−−+−+−+−+− [0.0000000614,0.0101011779) [0.0101010103,0.0101010202) 0.005026
+− +−+−+−+−+−−+ [0.0000000768,0.0101011933) [0.0000000415,0.0000000514) 0.005077
+− +−−+−+−+−+−+ [0.0000000768,0.0101012238) [0.0000000000,0.0000000099) 0.005178
Table 6.1: Admissible sequences with period p≤ 12 for h = 0.01
6.5 Summary
In this chapter, dynamical behaviors of multi-input SMC systems due to discretization have
been studied. Upper bounds for the system steady states have been derived, and some interest-
ing periodic behaviors have been observed and analyzed by using new concepts of symbolic
vector and symbolic vector sequence. Simulations have been carried out to verify the theo-
retical results. The gained insightful understanding of these dynamics will be helpful in some
engineering applications such as prevention of ill-behaviors due to discretization in digital
controllers design.
Chapter 7
Conclusion and Discussion
In this chapter the main outcomes of the analysis and evaluation of discretization behaviors in
SMC systems are discussed. The key conclusions from this thesis are summarized. This then
leads onto further exploration of the potential benefits arose from this research and concludes
with a brief description of the possible applications of the developed techniques and key
challenges that have been met.
Summary of Research Outcomes
The current body of knowledge has been built upon through:
• Creation of a theory for understanding and analyzing discretization behaviors in SMC
systems
• Development of an understanding of discrete approximation effect on dynamical sys-
tems with SMC
• Development of quantitative methods for evaluating performance deterioration of SMC
systems due to discretization
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The work presented in this thesis has made a number of significant and original contributions
to SMC systems. The contributions may be categorized into several main areas:
• Development of a new technique to quantitatively evaluate the performance deteriora-
tion of VSC systems due to discretization
• The further understanding of discretization behaviors of VSC systems
• Development of a new method to analyze discretization of VSC systems
• Extension of the new method to analyze other systems involving switching/relay ele-
ments
The outcomes of this research are summarized as follows.
In Chapter 3, the discretized single-input SMC systems have been studied. Some further
properties have been derived. The boundary of digitized sliding mode has been attained. The
sufficient conditions to guarantee the attractiveness of sampled sliding modes in digital SMC
systems have also been acquired. It’s shown that the boundary of the attraction region of
SMC systems only depends on subsystem z and the discretization of a simple second-order
SMC system can lead to quite irregular periodic behaviors. Furthermore, the discretization
behaviors of equivalent control based SMC systems with matched uncertainties have been
thoroughly studied as well. Upper bounds for system steady states have been established.
Some inherent dynamical periodic properties of the systems subject to matched constant and
periodic uncertainties have been explored.
In Chapter 4, the ZOH discretization of equivalent control based high-order SMC systems has
been derived. The estimates of the boundaries for the steady states have been given. Various
discretization behaviors have been shown and theoretical results about the periodicity have
also been given. The convergence accuracy of discretized sliding modes has been specified
as well. It should be noted that there are some commonalities between classical 1-order SMC
systems and high-order SMC such as periodic phenomena.
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In Chapter 5, the dynamical behaviors due to discretization of the particular sliding mode
based observer, the Walcott-Zak Observer have been studied. Upper bounds for the system
steady states have been derived. The periodic dynamical behaviors of the trajectories within
some specified boundaries have been explored.
In Chapter 6, the discretized multi-input SMC system has been investigated. The analogue
and methods used in studying the discretized single-input SMC system were extended to
study the discretized multi-input SMC system. One of the difficulties is that, unlike the
single-input case where there is a single symbolic sequence associated with each system
trajectory, multi-input systems have interrelated multiple symbolic sequences. Thereby, for
the convenience of analysis, new concepts of symbolic vector and symbolic vector sequence
were derived. Some intrinsic properties of trajectories of the discretized SMC systems have
been investigated by using these new concepts.
Challenges and Applications
The aim of this work is to further the understanding of discretization behaviors in SMC sys-
tems, thereby providing useful measures for preventing possible ill-behaviors from happen-
ing. It also results in new methods that are useful not only for analyzing discretization of SMC
systems, but also for other systems involving switching/relay elements, such as bang-bang
type optimal control, digital filters with two’s complement arithmetic, and delta-modulation
systems. The understanding of discretization behaviors from this work provids insight into
the discretization behaviors of SMC systems, hence resulting in improved reliability, effi-
ciency and productivity of industrial processes and control systems.
The most obvious challenge in the future study of discretized SMC systems is the bound
measure. All the bounds in the thesis are derived through the concept of norm. They seem
to be rather conservative. That is the basic motivation to invite the big O notation to analyze
the convergence accuracy for discretized sliding modes. However, the big O notation can not
provide any accurate value for the bound of system states.
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To provide a more accurate bound for system staets an advanced measure technique is re-
quired. It also needs the further understanding of discretization behaviors in SMC systems.
Another challenge is how to apply the outcomes from the work to studying discretization
behaviors in nonlinear SMC systems.
Many practical processes to be controlled are nonlinear in nature. SMC has got a fantastic
performance on controlling nonlinear systems due to its amazing invariance. When using
digital control, the continuous-time nonlinear systems must be discretized in order to imple-
ment the control actions in digital microprocessors. Unlike LTI systems, exact discretization
of nonlinear systems is not always possible due to their nonlinearities. Some approxima-
tion discretization schemes, such as the well-known Euler method and Runge-Kutta method,
have to be used. Preliminary research has shown that the approximate discrete-time model
of a nonlinear system may have behaviors very different from their continuous-time coun-
terpart. For example, it may have multiple equilibriums rather than the single equilibrium in
continuous-time model [110]. It was also found that the use of a higher order approximation
model does not always lead to better design and control performance. For example, a higher
order approximation may generate a rather small stabilization region [111].
Approximate discretization of the nonlinear systems coupled with SMC, poses many new
challenging questions, which have not yet been addressed. However, the in-depth under-
standing of discretization behaviors in linear systems with SMC will definitely pave the way
for further study of nonlinear systems with SMC.
The opportunities to employ the research outcomes to industry applications are enormous.
There are many merits to make use of the results of this research, in particular, develop-
ing a Matlab toolbox for industries to analyze and evaluate discretization behaviors in SMC
systems.
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