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Among many others, one general goal of the UN sustainability strategies aims at reducing the 
anthropogenic land change due to land take for settlements and transport infrastructure. To 
monitor the success of this goal and to comprehensively study and better understand these urban 
dynamic processes – such as densification, growth and sprawl, or shrinkage –, quantitative 
measurements were introduced to assist the assessment. For the analysis of urban dynamics, the 
built-up area is an important measure that can be considered at different scales, one common 
scale being the aggregated level of urban blocks that represent a group of developed parcels 
bounded by topographic borders such as street lines. Regardless of the scale of quantitative 
analysis, however, digital spatio-temporal data are essential. While comprehensive databases exist 
for contemporary data, they usually lack a historic dimension.  
To derive these historic data about the built-up area, potential surveying methods and sources 
may vary. Considering the long-term characteristic of urban land change, however, topographic 
maps often are the only source for small-scale, spatially explicit land cover information to build a 
comprehensive, spatio-temporal database of built-up area, which has been demonstrated by 
numerous studies. However, the manual constitution of historic geographic data based on historic 
maps – commonly referred to as map digitization or vectorization – is a time consuming and 
laborious process that limits the spatial and temporal scope and, therefore, opposes 
comprehensive studies. Therefore, this thesis proposes an approach to automatically extract 
information about the built-up area at urban block level from historic topographic maps. 
For a number of reasons, this is a challenging task. First, topographic maps show a high degree of 
informational density and complexity due to their layer concept. These layers of geographic 
objects generally overlap leading to the (multi-)fragmentation or fusion of distinct geographic map 
objects. While this may not pose a challenge to a human interpreter, it does for the formalization 
of the computational object recognition. Second, material aging of the document as well as a poor 
scanning or image compression process may result in a reduced graphical quality. Third, object 
representations including the use of color, if present at all, show an immense diversity over space 
and time. To overcome these challenges in regard to cartographical image analysis, a modular 
process has been designed pursuing a two-step strategy:  a decomposition of salient map layers is 
succeeded by a re-composition of the structuring map objects to delineate the built-up area at 
urban block level. 
Several experiments prove this process to achieve acceptable results with correctness values 
ranging from 0.97 to 0.93 for three German study maps. Behind the background of a global trend 
to digitize knowledge that can also be observed with historic topographic maps, the designed 
process represents a promising approach to efficiently prepare these historic data for integration 
into a spatio-temporal database of built-up area with minimal user intervention. 
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HSV/I Hue, Saturation, Value/Intensity color model 
IEC International Electro-technical Commission 
IOER Leibniz Institute of Ecological Urban and Regional Development (research 
institute in Dresden) 
ISO International Organization for Standardization 
KaMu Cartographic Pattern Recognition (Kartografische Mustererkennung; expert 
system for CIA developed at ETH Zuerich) 
Landsat TM civil Earth Observation Satellite Mission of NASA (Landsat 4 and 5) with opto-
mechanical sensing instrument TM (Thematic Mapper) 
Landsat ETM+ civil Earth Observation Satellite Mission of NASA (Landsat 7) with enhanced 
opto-mechanical sensing instrument ETM+ (Thematic Mapper successor) 
LGLN official authority surveying and providing geo-information in Lower Saxony 
(Landesamt für Geoinformation und Landesvermessung Niedersachsen) 
LULC Land Use and Land Cover (thematic information) 
List of Abbreviations XIX 
L*u*v* Color model (also CIE-LUV color space) calculated from the CIE (International 
Commission of Illumination) Lab color space system; L denotes the lightness 
scale and u and v denote color levels  
MAGELLAN Map Acquisition of GEographic Labels by Legend Analysis (expert system for 
CIA) 
MATLAB MATrix LABoratory (commercial computational software) 
MBI39 model map for the German topographic map at scale 1 : 25 000 introduced in 
1939 (Musterblatt für die Topographische Karte 1 : 25 000) 
MBI89 model map for the German topographic map at scale 1 : 25 000 updated in 
1989 (Musterblatt für die Topographische Karte 1 : 25 000) 
MIT Massachusetts Institute of Technology (American research institute)  
MLP Multilayer Perceptron (class of feedforward artificial neural network 
classifiers) 
OCR Optical Character Recognition (collective term for computational character 
recognition approaches in documents) 
OG Object Group (Objektgruppe; class of objects within ATKIS® Base DLM) 
PPM Point Pattern Matching  
PROMAP now-commercial surveying and mapping (GIS) software 
RaQueL Raster Query Language (built within the KaMu system) 
RAVEL computational program for raster-vector transformation 
RF Random Forest (classifier applied in machine learning approaches) 
RQ Research question 
R.[X] Results [consecutive number] 
RBC Recognition-by-Components (visual perception theory) 
RCC8 Region Connection Calculus (abstractly describes 8 basic topological relations 
between two regions) 
RGB Red, Green, Blue color model (additive color space) 
SAD Sum of Absolute Differences (similarity measure) 
SDE Software Development Environment 
SEMENTA® Settlement Analyzer (program for the computational analysis of settlement 
structures based on topographic information) 
SPOT French satellite system (Satellite Pour l’Observation de la Terre)  
SPSS Spatial Planning Support System 
XX Sebastian Muhs 
STRABO expert system for the computational extraction of road vector data from 
raster maps 
TerraSAR-X German radar satellite system  
Texel Texture Element (in analogy of Pixel, describing the smallest graphical 
element of a texture map) 
TIFF Tagged Image File Format 
TOP25 French topographic map at scale 1 : 25 000 
UN United Nations 
URL Uniform Resource Locator 
USGS United States Geological Survey 
VisTex Database of scientific texture images provided by the MIT Media Laboratory 
VP Variation of general Process 
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1 Introduction 
 Scope 
With the beginning of the 21st century and a still extensively growing population, a new threshold 
has been reached: more than half of mankind has been living in urban cities. This trend will be 
ongoing, causing further growth of urban areas worldwide at an immense rate (UN, 2015, p. 7). 
Yet, this increasing urbanization is threatening environmental issues such as the loss of natural 
resources due to the immense land take and soil sealing accompanying this growth. To oppose 
this threat, the concept of sustainability has been adopted to strategies of human (and urban) 
development (e.g. Meadows et al., 1972; World Commission on Environment and Development, 
1987). Among many others, one general goal of these sustainable strategies aims at reducing the 
anthropogenic land change due to land take for settlements and transport infrastructure. To 
measure, evaluate and monitor the success of these goals, land use change observation and 
research has been promoted. Along with qualitative approaches, quantitative measurements were 
introduced to help gain a deep understanding of change dynamics and the complex 
interdependencies of their underlying drivers. Based on this understanding, spatially explicit 
change models have been developed to anticipate future trends and to assess the system’s 
reaction in terms of vulnerability, resilience, or sustainability (cf. Rindfuss et al., 2004). By 
visualizing, the results of this monitoring, spatial management tools such as Geographic 
Information- (GIS) and Spatial Planning Support Systems (SPSS) can assist decision-makers and 
planners during the assessment process. 
For the analysis of land take dynamics at urban level, the built-up1 area is an important measure, 
e.g. to monitor urban sprawl (Herold et al., 2005; Jaeger et al., 2010), that can be considered at 
different scales. Recently, the analysis of urban form at high resolution focuses on the 
development and application of building-based methods, e.g. to describe stock changes or to 
                                                          
1 The term “built-up” is defined by a parcel of land developed with buildings. The area is not restricted to the 
actual building footprints but extends to the borders of the associated parcel (IOER Monitor, 2016). 
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derive indicators of urban morphology relevant for planning (Carneiro et al., 2010; Hartmann et 
al., 2016; Meinel et al., 2009b; Perret et al., 2009). However, the next superior spatial entity of the 
urban fabric – the urban block representing a group of developed parcels with buildings – remains 
an important reference unit for spatial planning and official areal statistics. The spatial 
segmentation of built-up area into urban blocks is a common concept of urban research. Thus, the 
urban block represents an important morphological unit that not only helps to globally 
differentiate forms of urban morphology based on aggregated quantitative characterization, but 
also allows for a comparative monitoring of urban metamorphism at city or urban district scale 
(Wurm et al., 2010; Yoshida and Omae, 2005). 
Regardless of the scale of quantitative urban monitoring, modelling, or data mining efforts, digital 
spatio-temporal data are essential. To derive these data about the built-up area, potential 
surveying methods and sources vary. Change studies may base on up-to-date hyper-spectral 
(e.g. Taubenböck et al., 2010; Wurm et al., 2010) and radar data (e.g. Thiel et al., 2008; Yoshida and 
Omae, 2005), digital land use/land cover maps (e.g. Hecht et al., 2013; Krüger et al., 2013), 
monochromatic airborne and multi-spectral satellite imagery, cartographical documents such as 
cadastral or topographic maps (e.g. Herold, 2016), or a combination of the mentioned. However, 
while contemporary remotely sensed data (space-borne imagery) offer high spatial and temporal 
resolution with global coverage, earlier system generations (e.g. Landsat TM/ETM+) lack the spatial 
resolution to allow small-scale analysis and are only suited for regional-scale delineation of built-
up area (Taubenböck and Esch, 2011). Therefore, considering the long-term characteristic of urban 
land change, topographic maps often are the only source for small-scale, spatially explicit land use 
and land cover information to build a comprehensive, spatio-temporal database of built-up area. 
Despite their importance to urban research, such digital databases are only rarely and locally 
available with limited temporal resolution (Perret et al., 2009, p. 3). 
Numerous studies have demonstrated the crucial value of archival topographic maps as a source 
for the delineation of historical land use and land cover in urban growth research (e.g. Herold, 
2016; Herold et al., 2011; Meinel et al., 2009b; Meinel and Neumann, 2003; Muhs et al., 2016, 2012). 
However, while most case studies are of local character and, thus, are based on visual 
interpretation to delineate built-up areas from open space (Herold et al., 2005; Jaeger et al., 2010), 
this laborious effort – commonly referred to as map digitization or vectorization – limits the spatial 
and temporal scope and, therefore, opposes comprehensive studies. Behind the background of a 
global trend to digitize knowledge that can also be observed with topographic maps 
(e.g. Kartenarchiv+, 2016; SLUB, 2016; USGS, 2016), it is obvious that generic methodologies for an 
automated map digitization form the necessary foundation to analyze the resulting geographic 
knowledge database. 
In this thesis, the author proposes an approach to automatically extract information about the 
built-up area at urban block level from historic topographic maps, therefore. While databases 
already exist for contemporary data in form of digital land use/land cover maps, the presented 
approach is important to constitute historical data. 
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 Challenges 
Compared to other archival data, topographic maps have the advantage of implicitly holding 
semantically structured information about the urban fabric that is spatially accurate within given 
restrictions due to generalization. Along with the digitalization of the cartographic process - 
meaning the widespread utilization of Geographic Information Systems (GIS) – and the availability 
of high-resolution scanners, a tremendous amount of scanned maps in raster format can now be 
obtained from various sources. To some extent, every amateur is able to gain information about 
the built-up area from these maps. However, in order to become computationally analyzable, this 
information needs to be converted to explicit spatial objects by means of pattern recognition and 
image processing (Graeff and Carosio, 2002, p. 4). According to Walter and Luo (2011, p. 527), this 
process can be referred to as map interpretation in general or inverse cartographic engineering in 
particular. 
For a number of reasons, this is a challenging task. First, topographic maps show a high degree of 
informational density and complexity due to their layer concept. These layers of geographic 
objects, such as roads, buildings, block boundaries, labels, etc. that are represented by either linear 
or areal map symbols, generally overlap and often display graphical variations within the map 
caused by the manual production process. The latter may not pose a challenge to a human 
interpreter, but to the formalization of the computational object recognition. Second, material 
aging of the document as well as a poor scanning or image compression process may result in a 
reduced graphical quality. Third, object representations including the use of color, if present at all, 
show an immense diversity over space and time due to cultural differences or changes and 
advancements in technology (Herold, 2016, p. 55). 
Furthermore, it is prominent that – based on the literature review (see section 3.1 for details) – the 
majority of methodologies to acquire information from topographic maps focuses on either areal 
or linear map objects. However, due to the rather complex composition of different map object 
layers that form the built-up area, both approaches have to be combined in a modifiable manner 
to guarantee flexibility in regard to the composed map object layers. Also, a predominant use of 
color information is observed, which yet is not provided by all available archival maps. Therefore, 
the methodology to be developed has to ground on the lowest common denominator of all 
topographic maps, namely the geometrical and topological features of their map objects. 
To conclude, the complexity of information contained within the map and the spatio-temporal 
heterogeneity of its layout represent the major challenges to this research. Considering these 
challenges and the requirements, this work aims at contributing a methodological approach to 
delineate built-up area at urban block level based on historical topographic maps, which are 
represented by the binary black layer, to the conceptual framework for an automated retrospective 
analysis of spatio-temporal land use dynamics presented in Herold (2016, p. 72; cf. Figure 1.1). 
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In detail, this thesis focuses on the following main objectives, therefore: 
1. Comprehensive synopsis on the state of research in automated spatial information 
acquisition from archival topographic maps in general and in regard to built-up area in 
particular. 
2. Identification of requirements based on the findings of the research review, the data source, 
and the scope of this work. 
3. Designing a methodological approach for an adaptive cartographic image analysis to 
address the requirements, which are inferred above, based solely on geometrical and 
topological map object features. The user interaction during the process is to be minimal. 
4. Evaluation of the capabilities, potentials, and limitations of the approach. 
5. Identification of further research. 
This thesis and the work presented herein is framed by a long-term land use change research that 
has been conducted at the Leibniz Institute of Ecological Urban and Regional Development (IOER) 
for many years. When fully implemented and in combination with further in-house GIS-based tools 
such as Sementa® and its spatio-temporal extension Sementa®-Change (Hecht et al., 2010; Meinel 
et al., 2009b), this research is to contribute historic data about the built-up area to a web-based 
land-use monitoring system (cf. Meinel, 2009) that allows the analysis of land use and land cover 
changes and their dynamics. 
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Figure 1.1: Contribution of this thesis (grey box) to the conceptual framework for an automated retrospective 
analysis of spatio-temporal land use dynamics as suggested in Herold (2016).  
Source: Adapted and modified after Herold (2016, p. 72). 
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 Research Questions 
From the objectives mentioned above, the following research questions (RQ) are inferred for this 
research: 
RQ 1: What is characteristic of topographic maps in regard to displaying built-up area at urban 
block level and what challenges exist to automatically acquire this geoinformation from the 
maps? What approaches exist to overcome these challenges? 
RQ 2: How does the scope of this research, namely the computational delineation of built-up 
areas at urban block level from archival topographic maps, and the characteristics of the 
input data affect the design of the methodological approach? 
RQ 3: What is the accuracy level of the computational delineation and are there limiting 
influences to the accuracy? 
RQ 4: What potentials are indicated by the evaluation of the proposed methodology and its 
delineation results? What remaining topics for future research can be identified? 
 Structure 
After this short introductory section on scope and objectives, the thesis is organized in the 
following way: 
Chapter 2 reviews the methodical foundation of image analysis in general. Common approaches 
and methods to computationally acquire information from the image are presented to help 
understand the methodology as proposed in this work and applied by other studies in cartographic 
image analysis. 
Chapter 3 gives a comprehensive summary of distinct approaches in cartographic image analysis. 
In particular, it will outline efforts to delineate urban objects from maps. It will conclude with a 
summary of existing approaches and associated challenges for research and this work. 
Chapter 4 proposes a methodological approach to computationally delineate built-up area at 
urban block level from archival topographic maps based on requirements that are inferred from 
the scope and the objectives of this research. To demonstrate the implications of the data source 
to the process, this section will commence with a detailed analysis on the characteristics of 
topographic maps at scale 1:25000 represented by the black layer and the associated challenges 
that are inherent in them. Each methodical module of the process is described in detail. 
Chapter 5 describes the experiments conducted to verify the applicability of the proposed 
approach and evaluates the delineation results in regard to accuracy. According to this evaluation, 
strengths, limitations, and potential applications of the approach are discussed. 
Chapter 6 summarizes the main findings and contributions of this work in context of the initially 
formulated research questions. Further, it gives an outlook and implications of this work’s unsolved 
challenges to future research. 
Figure 1.2 provides a graphical outline of this work’s structure. 
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Figure 1.2: Graphical outline of this thesis' research.  
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2 Principles of Image Analysis 
Roughly speaking, the term image analysis provides a connotative frame for the acquisition of 
information, both quantitative and qualitative, from images by using methods of image processing. 
The terms Machine Vision, Computer Vision, and Image Understanding are often used 
synonymously. With time, the amount of disciplines that make use of image analysis, such as Digital 
Cartography/GIScience, Remote Sensing, Photogrammetry, Medical Imaging, Document Analysis, 
Material Sciences, Automotive Engineering, and Robotics to name a few, is constantly growing. 
However, to narrow the scope of this chapter, this basic overview is limited to principles that are 
relevant to analyze 2D raster images such as scanned cartographic maps. 
 Human Visual Perception 
When confronted with images, humans not just only perceive the image’s information, but also 
perceptually organize the image’s visual content, identify and recognize single individual objects. 
To perceptually organize the image’s content, relevant information derived from object-based 
features such as size, form, color, alignment, etc. are extracted unconsciously. Using knowledge, 
memories, and assumptions, this set of relevant features helps recognizing and identifying the 
objects and linking a semantic meaning to them. This process, however, is highly subjective due to 
individual knowledge and understanding of objects that are displayed in the image. Further, object 
recognition without knowledge is impossible (Gerrig and Zimbardo, 2008, pp. 144–146). 
While the complex process of human visual perception is not yet fully understood, there exists a 
range of explanatory theories in cognitive science that are disputed controversially. These theories 
are divided into top-down and bottom-up approaches, with the latter suggesting a rather data-
driven neural processing provided by the analysis of the stimulating characteristics of image 
objects on the retina. For the identification and recognition of single objects, Goldstein (2007, 
pp. 61–72) names four bottom-up theories: 
10 Sebastian Muhs 
• Template Matching Theory, 
• Interaction Activation Model, 
• Feature Integration Theory (FIT), 
• Recognition-by-Components Theory (RBC). 
The Template Matching Theory (Selfridge and Neisser, 1960) assumes that pattern experiences 
(templates) are stored in the long-term memory and compared to every perceived image pattern. 
To identify an object, the exactly fitting template is chosen. This approach has later been dismissed 
due to its simplicity and the amount of storage that would be necessary for representing the vast 
number of existing objects. However, all templates can be split into features at different hierarchy 
levels. Thus, McClelland and Rumelhart (1981) proposed a hierarchical approach with the 
Interaction Activation Model based on letter and word recognition. They argue that the 
recognition of features at the feature level interacts with the letter level and activates the 
recognition of a letter, which eventually activates the recognition of a word. Assuming that every 
pattern can be described by a specific set of features and, therefore, integrating this theory to the 
recognition of any object, Treisman (1986) introduced the Feature Integration Theory using 
features like lines, curves and colors. The FIT then evolved to the Recognition-by-Components 
Theory to also explain the recognition of 3D-Objects. With the RBC, Biederman (1987) introduced 
36 view-invariant Geons that represent elementary shapes and that are to be sufficient to construct 
any given complex object. Further, he proved that an object could be recognized even based on a 
subset of these basic geometrical shapes. The top of Figure 2.1 shows an airplane presented by a 
total of nine Geons (left). Still, a human interpreter will probably recognize the airplane also based 
on a subset of three Geons (right). However, the dependency on identifying its Geons in order to 
recognize the object is the flip side of this simple, yet well explaining theory (Goldstein, 2007, p. 71). 
The bottom of Figure 2.1 visualizes this circumstance for a flashlight that is obscured by a mask. 
While on the left side, the individual Geons can be vaguely identified in order to recognize the 
flashlight, the recognition is impossible on the right side due to unidentifiable Geons. 
In contrast, top-down theories focus on the interpreter’s prior knowledge and expectation when 
processing image information. Here, also the object’s context and position in the image is 
important for the recognition (Gerrig and Zimbardo, 2008, p. 152). It is this prior knowledge that 
helps the interpreter to recognize the objects in Figure 2.1, even under the circumstances of 
missing or incomplete Geons (Goldstein, 2010, p. 52). However, the dualism of both approaches in 
explaining human visual perception would lead to either a neglected influence of knowledge and 
experience or a predominant significance of sensorial information. Figure 2.1 rather suggests that 
both approaches need to be combined to a comprehensive theory (hybrid approach) of visual 
perception as stated e.g. in Wolfe et al. (2003, p. 499). 
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Figure 2.1: Human perception explained by the RBC 
Source:  Biederman (1987, pp. 132, 142, 143); adapted from Goldstein (2007, p. 71) for matters of quality 
The perceptual organization and grouping of multiple image entities is explained by Gestalt 
psychological approaches. Wertheimer (1923) postulated six Gestalt principles that enable human 
interpreters to group simple patterns (individual objects) to more complex patterns. An important 
pre-processing step is the separation of figure and ground that explains the prominence of some 
objects, whereas others recede into the background. While this process is highly subjective and 
depends on the scope, the separation often coincides with light and dark colored regions of the 
image with lighter colors being perceived as foreground (cf. Figure 2.2a; Sternberg and Sternberg, 
2012, p. 115). According to Wertheimer, these Gestalt principles that are often compared to 
magnetic attraction (Sester, 1995, p. 18) include (cf. Goldstein, 2007, pp. 74–82): 
• Principle of Prägnanz: patterns are perceived in a way that allows the resulting pattern 
to appear as simple as possible (also principle of simplicity/good figure). This is the central 
principle of Gestalt psychology. Other principles support the perception of simple patterns 
(cf. Figure 2.2b). 
• Principle of Good Continuation: points that, when connected, result in straight or 
smoothly curving lines are perceptually grouped together. Further, lines tend to be tracked 
along the smoothest path (cf. Figure 2.2b). 
• Principle of Similarity: similar objects appear to belong to the same group. Similarity may 
refer to e.g. hue, lightness, size, or orientation (cf. Figure 2.2c). 
• Principle of Proximity: objects that are near to each other appear to be grouped, in most 
cases overriding the law of similarity (cf. Figure 2.2d). 
• Principle of Common Fate: objects that appear to be moving in the same direction are 
grouped together (cf. Figure 2.2e). 
• Principle of Familiarity: if objects appear familiar or meaningful to the interpreter, they 
are more likely to be grouped. 
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Later, further principles of perceptional organization had been introduced, such as the Principles 
of Common Region (Palmer, 1992) and Uniform Connectedness (Palmer and Rock, 1994). While 
the former emphasizes the grouping of objects located within a distinct region of space, the latter 
describes the grouping of objects based on connecting elements. Both principles are reportedly 
capable of overcoming grouping effects based on proximity or similarity (e.g. Palmer, 1992, p. 438).  
 
Figure 2.2: Principles of Gestalt theory according to Wertheimer 
Source:  Authors own; individual images adapted and modified from Goldstein (2007, pp. 75–81).  
Principle of Figure and Ground. On the left 
image of Rubin’s vase, the light colored vase 
is probably perceived as dominant object. 
Contrastingly on the right, the same image as 
inverted version emphasizes the two heads 
and lets the vase recede to the background.
Principle of Prägnanz. The interpreter would 
most likely see five rings rather than nine 
more complex objects (5 clippled circles, 4 
ellipses in the middle). Further, the principles 
of Good Continuation and Closeness help 
the interpreter to ignore the gaps that were 
manually added at line intersections.
Principle of Similarity. While there is no 
grouping perceptible at the left image –
neither horizontally nor vertically – the 
middle and right image can be vertically 
grouped into columns due to either the 
feature shape (middle) or lightness (right). 
Principle of Proximity. While there is no 
grouping perceptible at the left image –
neither horizontally nor vertically – the right 
image can be horizontally grouped into rows 
due to a smaller horizontal distance of the 
circles. 
Principle of Common Fate. The upper and 
lower row of the image seem to move right 
and can, therefore, be distinguished from the 
middle row that appears to move to the left 
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 Methods of Image Analysis 
Concepts and methods of image analysis and machine vision have explicitly or implicitly been 
inspired by these theories of human visual perception. A first conceptual milestone in linking 
computational approaches and these theories is represented by Marr’s computational theory of 
human vision (1982). There, he suggested that the human visual process can be compared to the 
principles of electronic data processing and, therefore, introduced three levels of visual 
information processing – the computational, the representational/algorithmic, and the 
implementational level (Marr, 1982, pp. 24–26). The levels refer to the specific strategy to process 
the image, the algorithmic implementation of this strategy and the representation of the process’ 
input and output, and the physical implementation of algorithm and representation, respectively. 
Aloimonos and Shulman (1989) extended the framework by a fourth level of process stability 
analysis. Most concepts in image analysis are based on exactly this framework.  
The following sections will briefly discuss the major components and methods of image analysis 
that are relevant for this work’s research. Based on Pinz’s six representational levels of image 
understanding and the processes that connect them, these components are image segmentation 
(image processing) and object recognition (Pinz, 1994, p. 122). 
2.2.1 Image Segmentation 
Usually, an image is a compound of various information. Consequently and in analogy to the visual 
perception process introduced above, much research effort is devoted to the partitioning of the 
digital image into exclusive, non-intersecting regions that are homogenous in regard to e.g. color, 
intensity, shape, texture, or context (cf. Haralick and Shapiro, 1985, p. 100). This crucial 
preprocessing step of image analysis – converting individual pixels to objects – is called image 
segmentation. Segmentation is crucial to the quality of the subsequent recognition step (Pal and 
Pal, 1993, p. 1277). Therefore, image segmentation is considered to be one of the most important 
and most difficult tasks in image analysis (Gonzalez and Woods, 2002, p. 27). Mathematically 
speaking, segmentation is the assignment of all pixels 𝑝(𝑥, 𝑦) of an Image 𝐼  to a set of 𝑛 regions 𝑆 =  {𝑅𝑖 | 𝑖 =  1 … 𝑁𝑅} under consideration of the homogeneity criterion 𝐻, where (cf. Pinz, 1994, 
p. 129): 
⋃ 𝑅𝑖𝑁𝑅𝑖 = 1 = 𝐼                              ∀ 𝑖: 𝑅𝑖  ∈  𝐼                                                            (2.1) 
   ∀ 𝑖 ≠ 𝑗: 𝑅𝑖  ∩  𝑅𝑗 =  ∅                                                                                        (2.2) 
 𝐻(𝑅𝑖) = 𝑡𝑟𝑢𝑒                                                                                                        (2.3) 
 𝐻(𝑅𝑖  ∪  𝑅𝑗) = 𝑓𝑎𝑙𝑠𝑒, 𝑖𝑓 𝑅𝑖 𝑖𝑠 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡 𝑡𝑜 𝑅𝑗                                     (2.4) 
 
When reviewing the literature, it becomes obvious that there does not exist any standard 
methodology to image segmentation. Rather, a variety of approaches has been introduced 
(cf. Pratt, 2007, p. 579). Due to the high diversity of image types, most approaches are basically ad 
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hoc developments. Further, Hay and Castilla (2008, p. 84) describe segmentation as an ill-posed 
task, considering the fact that, even with human image interpreters, different segmentation results 
would be observed for each interpreter. Therefore, the absence of a general categorization scheme 
for the approaches and concepts is not surprising. Herold (2016, p. 40) presents a categorization 
based on the homogeneity criterion (e.g. color, gray value, texture, intensity), the method to assign 
pixels to a segment (e.g. thresholding, clustering, or hierarchy-based segmenting), or the type of 
geometric primitive used for segmentation. Alternative typologies, enriched with details and 
evaluations of different approaches can be found in Haralick and Shapiro (1985), Pal and Pal (1993), 
Cheng et al. (2001), Neubert et al. (2008), and Chiang et al. (2014). In the following subsections, 
approaches to image segmentation are presented based on the predominant homogeneity criteria 
color, texture, and morphology. 
2.2.1.1 Color Image Segmentation 
Most images contain color information, meaning that their pixels are encoded in a color space. 
Therefore, segmentation based on color – referred to as color image segmentation (CIS) – is one 
of the prevalent concepts. Regarding these color spaces, there exist different models with distinct 
characteristics and, therefore, applied for a specific purpose and segmentation technique. 
Commonly used color models are the additive RGB (red, green, blue), the subtractive CMYK (cyan, 
magenta, yellow, and key – black), and the HSV/I (hue, saturation, value/intensity) models. 
Regardless of the model, every individual color is expressed as a vector in regard to its position on 
the respective color space axes. Further information on these color spaces can be found in 
Gonzalez and Woods (2002).  
The central aim of color image segmentation is the reduction of color values for the original image 
to the number of different image regions while preserving the spatial contiguity and connectivity 
of homogeneous image regions. Especially with artificial images with a predefined amount of 
colors (such as maps), CIS has been comprehensively studied by the research community. Basically, 
the methods used for CIS base on monochromatic (gray level) image segmentation approaches 
that are combined with color space (Cheng et al., 2001, p. 2266). The basic techniques are briefly 
explained and evaluated in the following. 
Histogram thresholding uses the histogram of color values found in the image to determine 
individual values or value ranges that exist frequently and, therefore, are eligible to represent color 
classes (Cheng et al., 2001, p. 2267). To achieve this, local maxima are identified in the frequency 
distribution function, assuming that peaks represent color classes that are separated from other 
classes by a threshold value. However, due to the approach’s simplicity, spatial contiguity is not 
explicitly accounted for and the result is prone to noise. Further, this approach has its limitation to 
images with distinct histogram peaks. Figure 2.3a shows the application of histogram thresholding 
to a noisy checkerboard image.  
The multi-dimensional extension of thresholding is represented by the color space clustering (Fu 
and Mui, 1981, p. 5) that makes use of all color dimensions and attempts to identify statistically 
significant classes. Again, no prior knowledge is necessary for this unsupervised classification 
approach (Bow, 2002, p. 112). The approach assumes that high frequencies in the color space 
(similar color value combinations) potentially delineate major color classes. A frequently used 
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example of a clustering approach is the K-means algorithm (MacQueen, 1967). Here, every pixel is 
assigned to a cluster based on a specific distance measure between the cluster center and the 
pixel’s position in the color space. Analogous to thresholding, spatial contiguity of pixels is not 
explicitly accounted for. Further, the count of clusters of the image color space must be specified 
beforehand, introducing subjectivity to the process. Therefore, algorithms that do not depend on 
knowledge about the number of specific colors in the image, such as Mean-Shift (Comaniciu and 
Meer, 2002), have been introduced. Figure 2.3b displays CIS example results of both, the Mean-
Shift algorithm that merges similar colors if spatially near in the image plane and the K-means 
approach, with the latter further reducing the count of colors of the Mean-Shift result (Chiang and 
Knoblock, 2013, pp. 60–61). 
 
Figure 2.3: Examples of color image segmentation techniques (CIS), using binary histogram thresholding (a) 
or color space clustering (b). 
Source: a) adapted and modified from Coste (2016) 
b) adapted and modified from Chiang (2010, p. 65) 
( a )
( b )
Original Image Result ImageHistogram
Original Image K-means Result, K=16Mean-shift Result
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Region-based approaches often are considered image-domain–based, applying techniques such 
as region growing, -merging, and -splitting. The most obvious difference to the above-mentioned 
approaches is taking into account the spatial contiguity of homogeneous regions as well as the 
connectivity. Typically, region growing approaches commence with a selection of seed-pixels from 
which their surrounding pixels are tested for similarity in regard to color value. When fulfilling 
predefined conditions, surrounding pixels are iteratively added to the region, thus, building larger 
regions until the image is fully divided into homogeneous groups. To further maximize the level of 
overall homogeneity, regions that are too small or too large are often merged or split, respectively 
(cf. Cheng et al., 2001, p. 2269). Though region-based approaches are computationally more 
expensive, they are more robust against salt and pepper noise. However, their results strongly 
depend on the quality of seed selection. To bypass this limitation, these approaches are often 
combined with preceding clustering techniques to identify robust seed candidates (Chiang et al., 
2014, p. 14).   
Edge detection techniques base on the principle of contrast detection between homogeneous 
regions that represents discontinuities. In order to do so, they use local filtering operators. 
However, due to the small spatial extent of these local differential operators, edge detectors are 
very limited with noise, too many edges, or poor contrast being present in the image. Therefore, a 
comprehensive segmentation result is only achieved in combination with other segmentation 
approaches and through the application of uniformity constraints on detected edges (Pal and Pal, 
1993, p. 1284). Further, it is not a trivial task to delineate closed boundaries based on edges. 
Another approach is given with artificial neural networks (e.g. self-organizing maps SOM) that 
have a long history to solve segmentation and classification tasks. However, disadvantageous of 
this approach is the usually extended training effort and the lack of generality due to the high 
specificity to the image of interest (Cheng et al., 2001, p. 2273). Details and examples on further, 
more sophisticated approaches are given e.g. in the general literature mentioned above. 
Summarizing, CIS represents a crucial yet challenging process, especially with images that are of 
low graphical quality or high complexity. The preservation of shape and connectivity of image 
objects is important to the process and should always be guaranteed. 
2.2.1.2 Texture-based Segmentation 
Next to color, images contain far more visual information that can be used to partition them into 
regions. One of the features widely used is texture. In some images, it can be the only defining 
characteristic. Texture is often referred to as the visual roughness of an image, giving the 
interpreter information about the spatial arrangements of color or tone values (Cheng et al., 2001, 
p. 2267). A further distinction between artificial and natural textures is mentioned in Pratt (2007, 
pp. 545–546). Artificial textures are often used in map images to delineate specific objects 
repetitively using symbols such as dots and lines. Examples of artificial textures are given in 
Figure 2.4. Note that all three patterns equally contain the same amount of white and black pixels. 
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Figure 2.4: Examples of artificial textures 
Source:  taken from Shapiro and Stockman (2001, p. 236) 
To segment these textural regions, Haralick et al. (1973) introduced the gray-level co-occurrence 
matrix GLCM. The GLCM represents a two-dimensional array that statistically describes the co-
occurrences of color or tone values for a given spatial relationship. For the sake of comprehensive 
visualization, the example of the binary checkerboard, given in Figure 2.4, is chosen. With white 
and black represented by 1 and 0, respectively, the co-occurrence matrix would look as follows for 
the designated spatial relationships: 𝟎 𝟏𝟎 0 15𝟏 15 0        𝑓𝑜𝑟 𝑑𝑖𝑟𝑒𝑐𝑡 𝑟𝑖𝑔ℎ𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟      𝑎𝑛𝑑      𝟎 𝟏𝟎 12 0𝟏 0 12      𝑓𝑜𝑟 𝑠𝑒𝑐𝑜𝑛𝑑 𝑟𝑖𝑔ℎ𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟. 
For the spatial relationship “direct right neighbor”, a transition from a black to a white pixel can be 
observed 15 times, whereas, for the relationship “second right neighbor”, no transitions are 
present at all. To numerically describe the texture and to delineate homogeneous regions, the 
following spatial standard measures can be calculated from the matrix to compare textures: 
energy, entropy, contrast, homogeneity, and correlation (cf. Shapiro and Stockman, 2001, p. 242). 
The difficulty with this approach is the choice of neighborhood. Therefore, methods have been 
developed to estimate this displacement vector (e.g. Zucker and Terzopoulos, 1980). 
Another frequently used descriptor has been suggested by Laws (1980). Here, convolution filtering 
is applied to compute descriptors also known as Laws’ texture energy laws. Combining three 
heuristically developed basic vectors, five vectors are formed. These vectors semantically 
represent edges, levels, spots, waves, and ripples and are convoluted to form filter masks. Based 
on these masks, energy values are computed that are in turn used to cluster regions with uniform 
texture properties (cf. Shapiro and Stockman, 2001, pp. 242–243 for details). Figure 2.5 gives an 
example result. 
block pattern checkerboard striped pattern
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Figure 2.5: Example of texture segmentation based on Laws’ texture energy measure 
Source:  adapted from Shapiro and Stockman (2001, p. 246). Original image from MIT Media Lab VisTex 
database. 
Both presented approaches to texture segmentation represent quantitative measures that are 
primarily used for natural images. For artificial images, structural approaches exist using so called 
Texels. These represent primitive regions that can be easily segmented from the image and that 
have a particular spatial relationship. Tuceryan and Jain (1990) proposed a description based on 
Voronoi tessellation around the texels’ centroids. The shape features of the Voronoi polygons are 
then used to cluster the texels and to form uniformly textured regions. 
2.2.1.3 Morphology-based Segmentation 
While it is disputed controversially if morphology-based segmentation is a low-level 
(preprocessing) or mid-level image analysis step, methods of mathematical morphology that have 
first been introduced by Matheron and Serra (cf. Serra, 1983) are a common tool in image analysis 
(e.g. Frischknecht and Kanani, 1997; Meinel et al., 2009b; Valero et al., 2010). Especially if the objects 
of an image can be distinguished neither by color nor texture features, but only by shape 
information as is the case with binary images. To segment regions of similar shape properties, the 
binary image 𝐵 is filtered with a structuring element 𝑆 of specific size and form, also called the 
morphological operator. The most important operations are dilation and erosion with the first 
operator enlarging and the latter shrinking the region, respectively. When executed in a specific 
order, these two operators can be combined to form the higher-level operators morphological 
opening and closing (cf. Shapiro and Stockman, 2001, pp. 78–81).  𝐷𝑖𝑙𝑎𝑡𝑖𝑜𝑛:        𝐵 ⊕ 𝑆 = ⋃ 𝑆𝑏 𝑏 ∈𝐵                                                                             (2.5) 𝐸𝑟𝑜𝑠𝑖𝑜𝑛:         𝐵 ⊖ 𝑆 = { 𝑏 | (𝑏 + 𝑠) ∈ 𝐵          ∀  𝑠 ∈ 𝑆 }                               (2.6) 
original image segmentation result
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𝐶𝑙𝑜𝑠𝑖𝑛𝑔:          𝐵 ⦁ 𝑆 = (𝐵 ⊕ 𝑆) ⊖ 𝑆                                                                  (2.7) 𝑂𝑝𝑒𝑛𝑖𝑛𝑔:        𝐵 ∘ 𝑆 = (𝐵 ⊖ 𝑆) ⊕ 𝑆                                                                  (2.8) 
Mathematically speaking, dilation is the union of image and structuring element when the central 
pixel of  𝑆 is equal to the image pixel while the structuring element is swept over the entire image. 
Contrastingly, erosion can be understood as a setting to 0 of the image pixel if 𝑆 is not equal to the 
covered portion of the binary image. While morphological closing can be used to remove small 
holes inside of regions (e.g. noise effect in a binary image that resulted from histogram 
thresholding), morphological opening is often used to separate areal from linear objects in binary 
images. This is why Chiang et al. (2014, p. 15) refer to this process as extraction approach rather 
than segmentation. Figure 2.6 displays the principle of the just presented morphological operators 
using a simple structuring element. Dark pixels represent foreground information. 
 
Figure 2.6: Morphological filtering 
Source:  Author’s own. Medical images taken from Shapiro and Stockman (2001, p. 82) 
2.2.1.4 Further Segmentation Approaches 
Most segmentation approaches discussed so far use primarily information from the spatial (image) 
domain. However, involving no loss of information, the spatial domain can also be transformed to 
other domains such as the domain of spatial frequency by using the sine- or cosine-based Fourier 
Transform (Gonzalez and Woods, 2002, pp. 150–154). This approach converts the visual signal, 
meaning differences in grey value or brightness across the image plane, into a sum of sinusoidal 
functions for each row and each column. Similar to the GLCM, the sinusoidal functions comprise 
four informational terms: the spatial frequency of grey value modulations, the magnitude, the 
direction or angle, and the phase. The terms frequency and direction determine the position in the 
original Binary Image and Structuring Element Dilation Erosion
Closing Opening
Medical image with 16-bit gray scale resolution (left) is bi-
leveled by histogram thresholding (middle). The result 
image (right) with most important organs is obtained 
through an opening (disk16) and a closing (disk2).
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Fourier space, often called the magnitude image, whereas the magnitude (brightness in the Fourier 
image) is a vote for how often a specific frequency/direction pair is found in the spatial domain. If 
displayed with the zero frequency at the center, the Fourier space is limited by the Nyquist 
frequency, which is equal to the spatial resolution of the original image. In favor of faster 
computation, the discrete Fourier Transform (DFT) using a Fast Fourier Transform (FFT) algorithm 
is preferred in image analysis (Beaudoin and Beauchemin, 2002, p. 935). Mathematical details on 
Fourier transformation can be found in Gonzalez and Woods (2002). 
The approach has its strengths with images that show a regular pattern, which can be transformed 
to basic sinusoidal functions (Zou and Wang, 2001, p. 35). These functions create discrete peaks in 
the magnitude image (cf. Figure 2.7a/b). The segmentation is achieved by selecting these peaks 
and, along with the phase information, inversely transforming the Fourier space back to the spatial 
domain. However, the stronger the contrast - as associated with sharp edges - is, the more 
sinusoidal functions with a range from low to high frequencies are necessary to describe this edge. 
Instead of peaks, this creates rather a continuous line in the magnitude image, making it more 
difficult to segment the edge (cf. Figure 2.7c). Despite its weakness with less regular or high contrast 
images in the context of segmentation, the approach has been used for the extraction of textures 
with regular pattern (e.g. Zou and Wang, 2001) or figure-ground separation in motion picture 
sequences (e.g. Vernon, 2001). 
 
Figure 2.7: Examples of Fourier Transforms with the images’ spatial domain on top and its equivalent Fourier 
space at the bottom. a) Pure sinusoidal image with a horizontal periodicity results in a distinct peak in the 
Fourier space (centrically symmetric). b) Pure sinusoidal image with tilted orientation results in a distinct 
peak - shifted according to the orientation of the sinusoid and positioned closer to the center due to lower 
frequency. c) A sharp horizontal edge results in a series of frequencies from low to high. d) Regions in the 
Fourier space (log-scaled) can hardly be correlated to distinct objects in the complex image. Even the striped 
pattern of the wall in the background can only be vaguely assumed. 
Source:  Author’s own, except for d (acquired from Georgia Institute of Technology online image database).  
               Fourier space images created with FTL-SE (JCrystalSoft, 2015). 
a) horizontal sinusoid b) tilted sinusoid c) sharp horizontal edge d) composed image
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Another approach extensively applied in binary image analysis to segment linear objects is the 
Hough Transform (Forsyth et al., 2012, pp. 437–440). Here, the image is transformed to the so-
called Hough space that is spanned by two parameters: 𝑑 and 𝜃, with each data point virtually 
representing a straight line in the image plane. 𝑑 equals the shortest perpendicular distance of the 
straight line to the image’s point of origin with 𝜃 being the slope of this distance line. Hence, any 
set of straight lines that pass through a point 𝑃 can be described by the relation (sinusoidal curve) 𝑑(𝜃) = 𝑥𝑝 cos(𝜃) + 𝑦𝑝 sin(𝜃).                                                 (2.9) 
Considering two curves - derived from two points - that intersect in the Hough space, the 
intersection represents the one straight image plane line that passes through these two points. 
Therefore, to detect possible straight lines in the image, the segmentation process searches for 
these Hough space points/regions that intersect with at least a certain count of curves, called votes, 
which is usually achieved by simple thresholding. Because this allows to segment lines – even from 
a noisy image – that are constituted from dots or dashes (e.g. Duda and Hart, 1972), the approach 
is frequently used for linear fitting purposes with imperfect image objects (Forsyth et al., 2012, 
p. 437; cf. Figure 2.8). However, the Hough transformation is a global approach, resulting in a 
straight line with neither specific start nor end coordinates. To only obtain relevant segments 
belonging to image objects, moving window post-processing approaches have been introduced 
(e.g. Gerig, 1987). Further, the approach is rather susceptible to generate “phantom lines” in a large 
set of evenly distributed image objects, as is often the case with textures, making it difficult to 
segment the lines sought for (Forsyth et al., 2012, p. 438). 
 
Figure 2.8: Example of a Hough Transform. Left: the original image with differently inclined lines, one 
continuous and one broken. Middle: the result of the Hough transform with the two major intersection points 
of the sinusoidal curves representing the two lines. Right: original image overlain with the corresponding 
Hough lines (green). 
Source:  Authors own. Created with Matlab 2010b. 
2.2.2 Object/Pattern Recognition 
With several segmentation approaches having been discussed in the preceding subsections, image 
analysis essentially aims at the grouping of these segmented primitives or regions into sets of 
contextually meaningful objects. This grouping is realized based on a set of features (or 
measurements) that are extracted from the image’s objects – called description. Compared to the 
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term classification, the term pattern recognition may also include the pre-classification procedure 
feature reduction (feature selection) and a post-classification evaluation (Jain et al., 2000, p. 14; 
cf. Figure 2.9). According to Niemann (1983, p. 4), a distinction is made between simple and 
complex patterns. While a simple pattern refers to an object that can be described and assigned 
to a distinct class through its own measurements, a complex pattern is composed of objects that 
interrelate structurally and/or hierarchically. An example for the recognition of a complex pattern, 
which helps expanding the understanding of the image, is the delineation of built-up area based 
on the distribution of buildings and streets that need to be recognized in an image beforehand. 
 
Figure 2.9: Components and process of object/pattern recognition in high-level image analysis. 
Source:  adapted and modified from Herold (2016, p. 40) 
2.2.2.1 Strategies in Pattern Recognition 
The automated recognition of objects or patterns in images depends on the provision of models. 
The formation of these models includes the manner this knowledge is represented and structured 
(e.g. semantic networks, formal grammar, an ontology, or logical expressions), the selection of the 
segmentation approach, the recognition strategy, and the object-characteristic features that are 
most important to the recognition (Sester, 1995, pp. 22–23). In regard to this formation, two 
strategies are distinguished: an explicit model-driven strategy (top-down) and an implicit data-
driven strategy (bottom-up). The first approach is often used if knowledge is available a-priori and 
the recognition process is easy to abstract. With data-driven approaches, the knowledge is built 
during the formation of the model and often learned based on training samples. This process is 
referred to as machine learning (e.g. Bishop, 2009). Most recognition tasks that refer to non-
simulated data, such as sketched images or scanned maps, possess a data-driven nature and lack 
the ability to be mathematically formalized via a model (Rosenfeld, 2001, p. 313). 
Therefore, in analogy to human visual perception, the recognition strategies are often combined 
in the process to profit from the advantages of both approaches (Sester, 1995, p. 23). Image objects 
that may be represented e.g. by a feature vector are compared to a knowledge base for known 
objects following recognition theories such as template matching or feature integration. An example 
of a combined strategy using the latter recognition approach is the preselection of the 
representational structure and discriminating features in form of a decision tree and the data-
driven learning of characteristic values for the discrimination parameters. 
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2.2.2.2 Approaches in Pattern Recognition 
In general, classification approaches for pattern recognition are differentiated between being 
statistical numerical or structural syntactical in the domain of image analysis. The former uses 
vectors in the feature space to describe and recognize objects based on numerical values. An 
overview of different methods and learning algorithms such as decision tree classifiers or support 
vector machines is presented e.g. in Hecht (2014, pp. 72–87) and Bishop (2009). However, statistical 
approaches lack the representation of non-numerical feature measurements such as relative 
spatial position and other semantic relationships (Schlesinger and Hlaváč, 2002, p. 277). Structural 
approaches overcome these shortcomings by not only classifying an object based on its 
appearance – also referred to as (geographical) object-based image analysis (see Blaschke, 2010 
for details) – but also based on its context inside a larger scene applying sets of clear or fuzzy logical 
rules. Next to semantic information, the context most commonly used in image analysis is spatial 
context.  
Spatial context encompasses geometrical and topological relationships that are present between 
objects. In analogy to set theory, Egenhofer and Franzosa (1991) proved a basic collection of 
mutually exclusive topological relations between two regions called the region connection calculus 
RCC8 (cf. Figure 2.10) that can be further extended to describe convex and concave relations 
(e.g. OuYang et al., 2007) or more complex objects (e.g. Egenhofer et al., 1994). Additionally, relative 
direction and distance are often considered in conjunction with the above mentioned topological 
relations to build standard spatial queries (e.g. Christodoulou et al., 2012; Li and Cohn, 2012).  
Preceding the description of objects through their features and relations, usually a connected 
component labeling is necessary (Shapiro and Stockman, 2001, p. 64). With this analysis, connected 
pixels with same or similar values, mostly regarding their grey value, are grouped to form blobs or 
regions and labeled with an identifier following a connectivity or adjacency heuristic. In image 
analysis, the connectivity is commonly given by either the von Neumann (𝑁4-) or the Moore (𝑁8-) 
neighborhood. While the first considers only the four adjacent pixels that share an edge with a 
pixel already belonging to the region, the latter considers all eight adjacent pixels and thus also 
allows a connectivity along the pixel corners (Shapiro and Stockman, 2001, p. 64). Subsequently, 
the thus labeled objects can be described e.g. with shape descriptors. These are widely used to 
distinguish between and recognize specific objects in image analysis (Chiang et al., 2014, p. 16) and 
range from elementary geometric measures for the object’s shape (e.g. height, width, area, 
circumference, and compactness) to more complex computations such as Fourier (e.g. Adam et al., 
2000) and Hough coefficients (e.g. Dhar and Chanda, 2006). There exists an immense variety of 
different descriptors for various applications, including the domain of structural description (such 
as the Boolean description “has neighbors in distance … “). Salmon et al. (2007) present a detailed 
survey on common descriptors. 
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Figure 2.10: Graphical representation of the set theoretic RCC8 binary relations (top). Bottom left: To 
represent the continuous change of spatial relation in the RCC8 based on topological distance, Egenhofer and 
Al-Taha (1992) derived the Closest Topological Relation Graph (CTRG). Bottom right: Example for 
implementing a frame for directional relations. 
Source:  RCC8: Author’s own according to Egenhofer and Franzosa (1991). CTRG at bottom left adapted from 
OuYang et al. (2007, p. 162). 
Another, yet important approach in image analysis is pursued by the template matching approach. 
In general, these top-down (model-based) approaches aim at finding objects in the image of 
interest that are similar in shape, size, or tone to a master object represented by the template. 
Template matching is particularly suitable if the image contains symbolic or accurately delineated 
objects as is the case e.g. in maps or similar technical representations. A commonly used technique 
is the moving window method. Here, a convolution mask, which is tailored to the specific 
appearance of the object of interest (template), is moved over the search image calculating a 
similarity measure for each pixel. One way to formalize this similarity is using the simple SAD (sum 
of absolute differences) measure for grey value images. With the SAD, the values of the template 
pixel at position 𝑇(𝑢, 𝑣) are subtracted from the search image pixel’s value at position 𝐼(𝑥, 𝑦) for 
the complete extent of the template given by 𝑇𝑟𝑜𝑤𝑠 and 𝑇𝑐𝑜𝑙𝑠 with a total of 𝑛 pixels. 
𝑆𝐴𝐷(𝑥, 𝑦) = 1𝑛 ∑ ∑  | 𝐼(𝑥𝑖 +  𝑢𝑖,  𝑦𝑗 +  𝑣𝑗) − 𝑇(𝑢𝑖,  𝑣𝑗) |𝑇𝑐𝑜𝑙𝑠𝑗=1𝑇𝑟𝑜𝑤𝑠𝑖=1         (2.10) 
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The mathematical representation of the moving window approach, meaning the translation of the 
template’s origin over the extent of the search image, can then be expressed as 
∑ ∑  𝑆𝐴𝐷 (𝑥, 𝑦)𝐼𝑐𝑜𝑙𝑠𝑦=1𝐼𝑟𝑜𝑤𝑠𝑥=1                                                                                  (2.11) 
with 𝐼𝑟𝑜𝑤𝑠 and 𝐼𝑐𝑜𝑙𝑠 denoting the extent of the search image. The lowest SAD values give good 
estimates for the position of the template object within the image (cf. Steger et al., 2007, 
pp. 211–214). 
Because the implementation of the SAD is rather slow computationally and lacks invariance to 
illumination changes in the image, more sophisticated similarity measures have been introduced, 
such as the normalized cross correlation or the Hausdorff distance (cf. Steger et al., 2007,  
pp. 214, 219). To speed up the template matching process, methods have been proposed that 
either follow a multi-stage approach at different resolution levels to match the template with image 
objects (e.g. Leyk et al., 2006) or that move the recognition process from the image to the less 
complex frequency domain making use of the convolution theorem (e.g. Nair et al., 2000). 
However, standard matching methodologies are not invariant to size and orientation of an object 
within the search image. Therefore, some authors proposed a fuzzy approach to acknowledge 
various sizes – inferring scale invariance (e.g. Frischknecht et al., 1998; Frischknecht and Kanani, 
1997) – while others introduced algorithms that use template-based shape descriptors (e.g. Choi 
and Kim, 2002). Whereas the latter yield good recognition rates even for the case of rotation, they 
have the disadvantage of being computationally more expensive. A detailed survey of template 
matching techniques can be found e.g. in Brunelli (2009). 
2.2.3 Object reconstruction 
The result of the segmentation and/or recognition process, however, may not fully represent the 
situation in the image due to a variety of reasons. Among these reasons, the loss of spatial 
contiguity and connectivity of image objects during the segmentation process constitutes the most 
common cause (Vicente et al., 2008, p. 1). Connected linear components such as contours may be 
split into multiple parts, for example, compromising the original structure of the object and making 
the recognition process rather difficult. Contrary, the image may lack the accurate depiction of the 
real world object due to missing, covered, or obscured parts (e.g. Pinz, 1994, p. 152). These 
imperfections need to be corrected or compensated for in order to comprehensively describe and 
understand the image. While in image analysis the term reconstruction is mainly used in the 
context of 3D imaging from 1D measurements (e.g. medical computed tomography), here the term 
reconstruction is applied in the context of 2D objects whose contours are corrupted to some 
degree. There exists a variety of approaches to reconstruct these contours. Best results are 
reported when assumptions about the object of interest can be made and translated into 
formalized object models (Pinz, 1994, p. 152). 
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2.2.3.1 Reconstruction of Contours 
In addition to the rather rigid Hough Transformation (e.g. Hassanein et al., 2015, p. 150) that has 
been presented already earlier in this section, more flexible approaches, such as envelopes – 
represented by convex and concave hulls (cf. Figure 2.11) (e.g. Alajlan et al., 2005; Jayaram and 
Fleyeh, 2016; Lu and Pavlidis, 2007) – or active contour models (Butenuth and Heipke, 2012; Kass 
et al., 1988) have been introduced to either reconstruct corrupted contours of single objects or to 
generate contours around groups of objects with similar characteristics. The minimal convex hull 
is the closed curve with minimal perimeter that contains all parts of the object or group objects. 
Further, any given tangent to this curve does not intersect it (Jayaram and Fleyeh, 2016, p. 48). 
Concave hulls can be represented by an ∝-shape, a parametric generalization of the convex hull, 
that has first been defined by Edelsbrunner et al. (1983). Based on the Delaunay triangulation of 
the object’s vertex representation, the concave boundary is determined depending on the value of ∝ that represents the radius of a disk. With this disk being positioned on the vertices of each 
segment of the triangulated network, those segments are chosen as part of the outer concave 
boundary, where the disk does not intersect with other vertices of the object’s set. For ∝ → ∞, the 
shape equals the minimal convex hull. Disadvantageous of the original approach is the provision 
of an ∝ that best represents the minimal concave hull. Therefore, approaches that derive a local ∝ 
based on local vertex density have been introduced (e.g. Teichmann and Capps, 1998). 
 
Figure 2.11: Schematic example of convex and concave hulls (mint) based on the enclosed objects (blue). For 
both examples, the group of objects is missing a closed contour that needs to be reconstructed. Which hull 
best fits the original contour, depends on knowledge.  
Source:  Author’s own 
Active contour models, often referred to as snakes, are another parametric approach to correct 
imperfect contours (Pinz, 1994, p. 156) or to generate these, even for illusionary/subjective 
contours (e.g. Zhu and Chan, 2007). Generally speaking, a snake is a physics-based deformable 
spline with vertices 𝑣𝑖. This spline is constrained inasmuch as its energy function 𝐸𝑠𝑛𝑎𝑘𝑒, which is 
constituted by an internal and an external energy term, is to be minimized during an iterative 
process based on an initial curve, therefore, making it a fitting problem (Shapiro and Stockman, 
2001, p. 436). 
convex concave
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𝐸𝑠𝑛𝑎𝑘𝑒 = ∫ (𝐸𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙(𝑣(𝑠)) + 𝐸𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙(𝑣(𝑠))) 𝑑𝑠10                                                                              (2.12) 
The internal energy force accounts for the continuity and the smoothness of the curve and hence 
describes the spline’s behavior to resist deformation. The weights ∝ and 𝛽 control the penalization 
of vertex displacement along the curve and oscillation in the snake, respectively, during the process 
of curve fitting. The external energy describes the force of an image object to pull the curve to its 
contour. Image energy is the major contribution to the external term and most common subject 
to modification among the derivative methods. The original method described in Kass et al. (1988) 
use the terms 𝐸𝑙𝑖𝑛𝑒 and 𝐸𝑒𝑑𝑔𝑒, with the first term describing the image’s intensity 𝐼(𝑥, 𝑦) and the 
latter representing a gradient-based edge detector. The weighting factors 𝜔  indicate the 
contribution of the salient term, while the sign of 𝜔𝑙𝑖𝑛𝑒 determines the curve’s attraction to either 
dark or bright features. For a more detailed mathematical description of snakes refer to Kass et al. 
(1988). 
𝐸𝑠𝑛𝑎𝑘𝑒 = ∫ ((∝ 𝐸𝑐𝑜𝑛𝑡 + 𝛽𝐸𝑠𝑚𝑜𝑜𝑡ℎ)(𝑣(𝑠)) + (𝜔𝑙𝑖𝑛𝑒 𝐸𝑙𝑖𝑛𝑒 − 𝜔𝑒𝑑𝑔𝑒𝐸𝑒𝑑𝑔𝑒)(𝑣(𝑠))) 𝑑𝑠10                  (2.13) 
𝐸𝑠𝑛𝑎𝑘𝑒 = ∫ ((∝ 𝐸𝑐𝑜𝑛𝑡 + 𝛽𝐸𝑠𝑚𝑜𝑜𝑡ℎ)(𝑣(𝑠)) + (𝜔𝑙𝑖𝑛𝑒 𝐼(𝑥, 𝑦) − 𝜔𝑒𝑑𝑔𝑒|∇𝐼(𝑥, 𝑦)|2)(𝑣(𝑠))) 𝑑𝑠10     (2.14) 
 
Various derivatives have been developed to overcome performance limitations to the original 
method. To improve the convergence towards concave boundaries, a gradient vector flow (GVF) 
snake model has been suggested (Chenyang Xu and Prince, 1997), while geometric active contour 
models (Caselles et al., 1997) allow the curve to split and merge, therefore enabling snakes to adapt 
its topology during the fitting process. Further, network snakes have been introduced to fit 
arbitrary graphs that represent networks with given geometry and topology (e.g. Butenuth and 
Heipke, 2012) (cf. Figure 2.12).  
 
Figure 2.12: Delineation of road network utilizing network snakes (red, right image) that were initialized with 
authorative road vector data (blue, left image).  
Source:  images taken from Butenuth and Heipke (2012, p. 105). 
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However, the initialization of the contours or the network is a crucial prerequisite (Kass et al., 1988, 
p. 323). The initialization becomes even more important with images that exhibit many close edges 
building similar topologies, which requires a very accurate initial provision of contours. Further, 
the weighting factors are difficult to train and the optimization process can be computationally 
exhaustive. An alternative approach is given by a model-based contour reconstruction using 
geometric constraints that link a set of geometric primitives, such as line segments, points or 
shapes, with constraining rules. These constraints may include logical features like parallelism, 
orthogonality, and symmetry or metric features, such as distance, incidence angle, or curvature 
(e.g. Brenner and Sester, 2005, p. 1). The approach requires the identification of segments forming 
the object’s contours and the corresponding gaps. Here, the reconstruction of contours stems back 
to solving the set of algebraic equation systems that is deduced from the set of constraint 
equations (Brenner and Sester, 2005, p. 2). 
A third aspect in object reconstruction are higher level spatial objects with specific meaning – so 
called linear composite features – that are defined by low level elementary primitives with a 
specific spatial distribution to form paths or contours. Dotted or dashed paths are examples of 
composite features (e.g. Gamba and Mecocci, 1999), whose processing in addition to the 
recognition of the single objects that form the composite represents a difficult task (Lladós et al., 
2002, p. 113). Traditionally, this task is of structural type (e.g. Delalandre et al., 2004, p. 224). 
Following the recognition of individual primitives, these primitives are iteratively tracked2 or 
perceptually grouped along the path, applying concepts of Gestalt theory to identify likely 
members of the composite feature and to close gaps. Depending on the composite feature, 
contextual reasoning can be performed in order to find certain types of image objects in proximity 
of already recognized members and, therefore, to increase reconstruction quality and speed 
(e.g. den Hartog et al., 1996). However, the recognition and reconstruction of composite features 
remains a complex and computationally expensive task (Chiang et al., 2014, p. 25) in image 
analysis. 
2.2.3.2 Raster-vector Conversion 
A required processing task that is necessary not only for the reconstruction of contours but also 
for many other concepts in image analysis, such as object recognition through geometry-based 
shape descriptors (e.g. Blum, 1967), is the conversion of image objects from the raster to the vector 
domain (Kasturi et al., 2002, p. 9). To achieve this in two-dimensional space, raster objects are 
thinned inasmuch that a geometry- and topology-preserving, one-pixel wide representation 
remains. In case of the object’s medial axis the structure is called skeleton, otherwise contour if 
the object is thinned to its boundary. These representations can be coded as chains of connected 
pixels (Freeman, 1974) and, therefore, transformed to smoothed vector lines by curve fitting at 
sub-pixel level (Kasturi et al., 2002, p. 10).  
According to literature (e.g. Klette, 2002, p. 2; Saha et al., 2016, p. 5), there exist two major 
categories of approaches for the task of skeletonization in image processing: First, iterative 
                                                          
2 Here, the term tracking is used in the context of iteratively reconstructing a contour starting from primitives 
rather than in the context of motion analysis in a sequence of image frames. 
2    Principles of Image Analysis 29 
 
algorithms that are largely inspired by Blum’s grassfire propagation algorithm (e.g. Blum and 
Nagel, 1978; Leymarie and Levine, 1992). These approaches, figuratively speaking, peel off the 
boundary to form skeletal segments. Using morphological erosion and topologic/geographic 
constraints, critical pixel are preserved, where the collapsing boundaries collide. These critical 
points are also called centers of maximal discs/balls (CMB) (Arcelli and Di Baja, 1988, p. 363; 
Gonzalez and Woods, 2002, p. 543). Second, non-iterative approaches that are most commonly 
based on the image’s distance transform (e.g. Arcelli and Di Baja, 1985) due to its computational 
efficiency. A distance transform, also distance map, is an image representation where each pixel is 
assigned a distance label to the nearest feature pixel (Borgefors, 1986, p. 344). Usually, these are 
given by the foreground information. Within distance transforms, label ridges are equivalent to the 
concept of CMBs and form the skeletal segments (Saha et al., 2016, p. 6). Figure 2.13 gives an 
example of a distance-transform-based skeletonization result. 
Due to the discrete nature of complex objects in digital images, the derivation of skeleton lines is 
highly sensitive to small details of the objects’ boundaries that can result in distortions and a high 
number of at least redundant branches (Bai et al., 2007, p. 449). Therefore, a 3-step-outline of a 
skeletonization algorithm is commonly applied, regardless of the approach. A primary step, where 
skeletal pixels are derived and selected in accordance to their shape preserving significance, is 
followed by a refinement step in regard to geometric and topologic conflicts. A final step, called 
pruning, removes noisy branches that are not necessary for shape representation (Saha et al., 
2016, p. 5). For details on the algorithms for skeletonization and their evaluation in regard to quality 
of the results and computational implementation, please refer to Klette (2002) and Saha et al. 
(2016). A simple way to derive the contour representation of an image object is by morphologically 
eroding it by one pixel and subtracting the result from the original. 
 
Figure 2.13: Example of a skeletonization process. For the complex boundary of a leaf (a), a distance 
transform is calculated for all pixels inside the boundary (b). The darker the pixel, the greater is the distance 
to the next boundary pixel. The skeleton has been derived and pruned using the Augmented Fast Marching 
Method (Telea and van Wijk, 2002) that is implemented within the software package provided by Telea (2011). 
Source:  Author’s own; input image and calculations based on Telea (2011). 
  
a) object boundary b) distance transform c) derived skeleton after pruning
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 Summary 
Based on the principles of human visual perception, this chapter presents a brief insight into the 
methods of image analysis, mainly in regard to 2-D images, as they have been used later in this 
work. The rather rigid outline of this section - for the sake of clear structuring - suggests a 
sequential order from segmentation to pattern recognition and object reconstruction. However, 
many image analysis processes dilute this order and the tasks of segmentation and recognition, 
for example, appear difficult to be separated. Some approaches, such as Hough lines, could be 
assigned to either. Nevertheless, it is obvious that most concepts and methods have adopted 
findings of visual cognitive science. The challenge in simulating human vision, though, is the 
capability of perceiving and processing redundant information. With the shift of processing tasks 
from the CPU (central processing unit) to the GPU (graphics processing unit), exploiting its 
advantages in parallel processing, computer vision systems are gaining performance power and 
allow real time analysis and innovative approaches. Against this background of recent advances 
and developments in image analysis – triggered, for instance, by autonomous navigation in 
robotics and automotive, medical imaging, or motion tracking – this chapter does not claim 
completeness in regard to methods presented herein. Rather, the reader is referred to specific 
core literature and publications.  
In the following, the content of this chapter is put into the context of cartographic image analysis 
and the particular scope of this thesis. 
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3 Cartographic Image Analysis 
As mentioned in the introductory chapter, cartographic image analysis intends to automatically 
acquire spatially explicit information from scanned cartographic map documents. In regard of 
terminology, this process – according to Herold (2016, p. 44) – has been referred to variously 
including (cartographic) map processing (e.g. Chiang et al., 2014; Freeman and Pieroni, 1980), 
map interpretation (e.g. den Hartog et al., 1996; Ogier et al., 1993; Pierrot-Deseilligny et al., 1998; 
Walter and Luo, 2011), or cartographic pattern recognition (e.g. Lichtner, 1988; Stengele, 1995). 
While this thesis will use the term cartographic image analysis (Herold, 2016, p. 44), the term 
inverse cartographic engineering (Walter and Luo, 2011, p. 527) best describes the logic behind 
the process, but lacks a reference to specific methods or a data source.  
Cartographic image analysis evolved from the research fields of image processing, automated 
document analysis, graphics recognition, and digital cartography. Therefore, most basic concepts 
of image analysis apply analogously to cartographic maps. These maps and the spatial 
information contained within, however, are composed for human interpretation using an 
abstract and often symbolized form that is specified by the cartographic model. Among others, 
this model contains graphically coded representations – so-called symbols – of  the real-world 
object (Hake et al., 2002, p. 105). Therefore, using information from an inversely engineered 
cartographic model, most approaches of cartographic image analysis pursue knowledge-based 
strategies to segment and recognize objects in maps (Herold, 2016, p. 45).  
Subsequent to an introductory part about raster maps and a brief historic outlining of 
cartographic image analysis, this chapter presents exemplary but representative approaches, 
therefore summarizing the findings of the literature review. In conclusion, research needs and 
implications to this work are derived from the survey and the methodical analysis. 
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 Geoinformation from Cartographic Raster Maps 
3.1.1 Raster Maps 
When referring to the term cartographic raster maps that are dealt with in research, there exist 
two major sources in regard to their origin - first, digital images of scanned hard copy (paper) 
maps, and second, digital map images generally produced directly from a GIS. They range from 
thematic land use and land cover (LULC) maps (e.g. Chiang and Knoblock, 2013; Kerle and de 
Leeuw, 2009; Qi and Zhu, 2003; Wise, 2002) to topographic (e.g. Frischknecht et al., 1998; Gamba 
and Mecocci, 1999; Leyk et al., 2006; Meinel et al., 2009b) or cadastral maps (e.g. Katona and 
Hudra, 1999; Lichtner, 1988; Ogier et al., 2000; Viglino and Pierrot-Deseilligny, 2003), and even 
include sketch maps (e.g. Broelemann et al., 2016; Chen and Takagi, 2013) (see Figure 3.1). Due to 
map-type-dependent content, scale, and purpose, each type requires specific methodologies for 
its automated analysis. While cadastral maps, at least in Germany, are mainly composed out of 
linear map elements (Walter and Luo, 2011, p. 521) supported by areal hatching (cf. Figure 3.1e) 
or background (color) filling, thematic maps inhere a predominant use of color information to 
differentiate portrayed map objects (cf. Figure 3.1a,b). Therefore, the latter demand for a focus 
on color image segmentation approaches (CIS) to segment and recognize map objects, whereas 
the former require the combination of both, CIS and structural recognition approaches to 
separate buildings from streets and parcels, for instance. 
Inherent to almost all maps is a layer-based compositional concept, in which all depicted layers of 
geographic objects are stacked in specific order to form the map. As mentioned earlier, the 
separation of these layers is one core task of cartographic image analysis. However, especially 
with scanned topographic maps that usually exhibit a higher degree of informational density, the 
layering can result in overlapping information and, therefore, complicate the separation. The 
overlap is dealt with by assigning hierarchy levels to every map object layer according to its level 
of cartographical importance, which may lead to two scenarios – clipping and fusing. First, 
clipping occurs when a higher-level object superimposes a lower-level object leading to a 
fragmentation of the underlying map object and, therefore, potentially decreasing its chance of 
recognition. Second, fusing occurs when two single objects with the same hierarchical level (and 
same color) overlap, leading to the inseparability of both map objects. Further, when processing 
maps with high informational density, a high scanning resolution is crucial to avoid additional 
fusing of spatially close map objects and the blurring or mixing of color tones. Therefore, a 
minimal resolution of 300 dpi is advised for detailed raster maps (Chiang et al., 2014, p. 7). 
Disadvantageous of raster maps is the often missing or unknown spatial reference information – 
map location, -datum and -projection – that is necessary, however, for retrospective GIS-analysis 
of the extracted data. Thus, researchers developed approaches to automatically georegister 
maps, which are discussed later in this chapter (see section 3.1.3.3). 
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Figure 3.1: Detail examples of various raster maps, either based on GIS-data (a, b) or hard copy maps (c, d, 
e, f). Note that especially topographic maps exhibit a high informational density due to various content 
layers. Further, both topographic maps (c, d) inherently possess a coordinate grid that can be used to 
automatically georegister the extracted map objects. For all remaining maps, a set of salient map objects 
has to be found to register the map data with a georeferenced dataset. 
Source:  a, c, d, e: Author’s own based on photographs of dashboard (a) and paper maps. Copyright owner  
                 unknown (a, c); M-33-28-D-a 84 ©GeoSN (d), ©LGLN (e) 
b: https://www.google.de/maps/@48.763538,11.4240387,15z  (12.11.16), GeoBasis-DE/BKG (©2009) 
f:  taken from Broelemann et al. (2016, p. 196) 
a) (thematic) hiking map (GIS)
c) historic topographic map (hard copy)
e) cadastral map (hard copy) f) sketch map
b) thematic GOOGLE map (GIS)
d) contemporary topographic map (hard copy)
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3.1.2 Research History 
Initial efforts to automatically extract geoinformation from raster maps can be observed with the 
first appearance of computers. These efforts were primarily driven by military interests in 
accurate digital geoinformation (e.g. Freeman and Pieroni, 1980), such as elevation models 
derived from automatically detected contour lines (e.g. Mor and Lamdan, 1972; Morse, 1969). At 
that time, the analysis of cartographic maps was assumed being a part of document analysis. 
Maps were seen as just another type of document (e.g. Cofer and Tou, 1972, p. 135), neglecting 
many of the specific principles that underlie the cartographic process (Chiang et al., 2014, p. 5).  
Accompanied by the paradigm shift from analog to digital cartography and the introduction of 
new tools such as GIS, the advancements in evolving spatial analysis research, improvements in 
scanning technologies, increased storage capabilities, and processing power triggered both, a 
further need for digital spatial information and an enlarged accessibility of sources that contain 
this information implicitly. In addition to remotely sensed imagery, scanned topographic or 
cadastral paper maps represented a relevant data source, in particular for small or narrow 
objects, such as buildings and streets (Herold, 2016, p. 46), that could not be delineated from 
satellite imagery with low to medium spatial resolution, otherwise.  
Diverse research disciplines gained interest in spatial data obtained from raster maps that 
potentially cover large areas and long periods of time and, therefore, allowed for unprecedented 
GIS-based analyses e.g. in landscape ecology (e.g. Kienast, 1993; Petit and Lambin, 2002) and 
urbanization/population dynamics (e.g. Dietzel et al., 2005; Hecht et al., 2010; Herold et al., 2005; 
Jaeger et al., 2010). However, the large number of scanned and archived maps and the need to 
reduce the efforts of labor-intensive manual digitization required a higher degree of automation. 
Therefore, numerous approaches for the automated interpretation of maps – now using 
knowledge about the principles of the cartographic process – have been introduced, leading to a 
first peak in research activity (cf. Figure 3.2). Some of these approaches contributed to expert 
systems such as RAVEL for raster-vector conversion tasks (Lichtner, 1987), PROMAP (Lauterbach 
et al., 1992), MAGELLAN (Samet and Soffer, 1998), and KaMu-RaQueL (Frischknecht, 1999; 
Frischknecht et al., 1998) for the segmentation and recognition of various map symbols/objects, 
STRABO for the segmentation of road lines from raster maps (Chiang and Knoblock, 2013), and 
SEMENTA for the classification of buildings that are recognized in raster maps (Meinel et al., 
2009b), to name a few.  
Recently, cartographic image analysis experiences a second rise for three reasons: first, the 
ongoing digitalization of the cartographic heritage, which provides unique historical information 
and supports a better understanding of complex land cover changes; second, the increased 
number of map images provided by websites; and third, the lack of general methods and 
interpretation techniques (Chiang et al., 2014, p. 5). While earlier approaches exhibited a 
limitation to small map scenes or only individual map symbols/objects at low level, contemporary 
research aims at more comprehensive and generic solutions to map interpretation, including the 
delineation of higher-level objects. 
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Figure 3.2:  Frequency distribution of published studies in cartographic image analysis based on the 
literature review of this work, Herold (2016), and Chiang et al. (2014). Further, studies that explicitly 
investigate urban features are highlighted in orange. Low values for last column are subject to scale design. 
Source:  Author’s own based on this work, Herold (2016), and Chiang et al. (2014) 
3.1.3 Research – State of the Art 
Lately, two recent studies have comprehensively reviewed the current status quo in cartographic 
image analysis. While Chiang et al. (2014, p. 7) review approaches in accordance to a general 
process workflow: segmentation/separation – recognition – georeferencing, Herold (2016,  
pp. 46–52) presents an alternative approach to survey relevant studies that are large in diversity. 
He attempts to distinguish studies according to the extracted map feature of interest and the 
map source as well as according to the methodology used for segmentation and recognition. His 
main findings are: 
• In addition to terrain features, early studies (starting from 1985) focused on urban map 
objects, such as buildings and roads (e.g. Bruegelmann, 1996; Lichtner, 1988; Yamada et 
al., 1993). 
• Approaches to cartographic image analysis focus on topographic (e.g. Dhar and Chanda, 
2006; Ebi et al., 1994; Frischknecht et al., 1998) and cadastral maps (e.g. Katona and 
Hudra, 1999; Raveaux et al., 2008; Viglino and Pierrot-Deseilligny, 2003). 
• Color is the most prevalent discriminative characteristic used in map object 
segmentation due to the maps’ colored layer design. Numerous studies, however, use a 
combination of segmentation strategies. 
• Top-down recognition strategies prevail due to the symbolic and model-based 
cartographic map representations of geographic objects (e.g. Frischknecht et al., 1998; 
Stengele, 1995). Only few studies oppose bottom-up/hybrid strategies to address map-
degradation-based challenges (e.g. Herold, 2016; Samet and Soffer, 1998).  
To emphasize the specific approaches and algorithms, especially those relevant for this work, the 
review follows the general process workflow of cartographic image analysis. However, the terms 
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separation/segmentation and extraction are labeled differently in literature. While e.g. Chiang et 
al.  (2014, p. 20) refer to segmentation solely by the separation of color layers and outsource the 
process of extracting specific map objects to the term recognition (though acknowledging the 
difficulty of this terminology), other studies terminologically combine both sub-processes 
(e.g. Herold, 2016, pp. 60–64). 
3.1.3.1 Separation of Raster Layers based on Color 
In general, the color-based separation of distinct object layers from the map is considered an 
essential pre-processing task of cartographic image analysis, facilitating the subsequent 
recognition. According to Raveaux et al. (2008, p. 510), CIS approaches can be categorized as 
follows:  
1. approaches that solely apply histogram thresholding or color space clustering, neglecting 
information from the image plane (e.g. Cordeiro and Pina, 2006; Dhar and Chanda, 2006);  
2. approaches that solely base on edges;  
3. approaches that base on either color space clustering or histogram thresholding and 
region growing, therefore making use of spatial context in the image plane (e.g. Chiang 
and Knoblock, 2013; den Hartog et al., 1996; Ebi et al., 1994; Leyk, 2010; Leyk and Boesch, 
2010); 
4. or hybrid approaches that combine the latter two (e.g. Khotanzad and Zink, 1996). 
Approaches of the first group assume that all map layers are composed of unique colors, which 
can be separated unambiguously and form distinct regions. Therefore, these approaches are 
only suitable for maps of very good quality to guarantee the preservation of shape and topology. 
One study, for example, separates colored layers by first creating initial prototype clusters at the 
extreme positions of the color space. Consequently, every pixel is allocated to these clusters 
applying the K-means algorithm. Following an adjustment of the clusters’ center position based 
on the RGB values of the allocated pixel, a reallocation of every pixel to the nearest adjusted 
cluster is performed (Dhar and Chanda, 2006). Another approach uses sample-based cut level 
values to define sections within the color space. The authors allow the algorithm to either 
intersect or unify overlapping sections to create co-regions in color space and to isolate distinct 
map layers. The process of isolation (elimination) is performed iteratively per layer, starting with 
the least distinct color section representing the noisy background (Cordeiro and Pina, 2006).  
While there was no study among the reviewed literature that classifies for the second group, the 
third group represents the most commonly used approach for CIS in cartographic image analysis. 
Within this group, there are studies that implicitly make use of spatial context in the image plane, 
while other approaches use the spatial information explicitly. Belonging to the first subgroup, 
den Hartog et al. (1996), for example, describe a process, in which a hysteresis thresholding is 
performed on greyscale utility maps. By defining a grey value range of uncertainty, they label 
pixels with values below and above this range as definitely being background and map object, 
respectively. Subsequently, pixels from within this uncertainty range are only allocated to the 
layer of map objects if adjacency to an already classified object pixel is given.  
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Referring to the second subgroup, these approaches define initial prototypes based on color 
space and then start the process of region growing from these prototypical seeds. Designed for 
German topographic maps, one approach detects peaks in the chromaticity plane of the L*u*v* 
color space to apply these for region growing constrained by chromaticity and lightness criteria. 
To allocate the remaining unclassified pixels to the distinct map regions, a second region growing 
step based on containment and homogeneous texture is performed (Ebi et al., 1994). For low-
quality Swiss topographic maps Leyk and Boesch (2010) only use pixels of homogenous regions 
from the frequency domain to iteratively remove the pixels with most frequent values in the 
color space from the frequency domain image and to assign these pixels to a color prototype. 
Subsequently, these prototypes are input to the region growing process using adjacency and 
color similarity criteria in the image plane. Building on this, another sample-based approach for 
historic USGS topographic maps uses a two-stage CIS to account for color variability within the 
same map layer. First, sampled pixels establish global prototypes in color space that define 
homogenous core regions. Second, additional samples from the edges of these core regions 
adjust the prototypes’ position in color space to account for variability at transition zones 
between layers. Therefore, the spatial expansion of regions is reported to be improved (Leyk, 
2010). After quantizing the color space values of GIS-based street maps implementing the Mean-
shift and the K-means algorithm, one further study applies a user-label window to select 
candidate colors for road pixels. Subsequently, two geometric properties are evaluated to choose 
the final road colors: first, the mean distance to the label center of all Hough Lines, which are 
calculated for every candidate color, to select the core color; second, the adjacency of remaining 
color pixels to a core pixel. Inhering a high level of complexity, this approach yields good results 
for the separation of the road layer (Chiang and Knoblock, 2013). 
Being an example of the fourth group, one approach, after initially segmenting USGS topographic 
maps based on prototypes, moves a local filter window to recognize transitional pixels (edges) 
between object layers. These edges are then input to a refined region growing. The process, 
therefore, accounts for scanner-related false coloring and aliasing (Khotanzad and Zink, 1996). 
Generally, the key challenge of CIS is the preservation of connectivity, contour, and spatial 
context of the separated map layers, while accounting for color variability across single maps and 
map series. Most promising, in this context, is the strategy to combine properties from the image 
domain and the color space (Chiang et al., 2014, p. 23). However, the complexity of the process 
increases with decreasing map image quality that correlates strongly with map age (e.g. color 
degradation), thus lowering the possible degree of automation. 
3.1.3.2 Extraction and Recognition of Map Objects 
However, even after CIS, one layer may still depict several different map objects represented by a 
variety of graphical symbols. These symbols can either singularly describe one entity of a map 
object or be composed of several graphical elements (primitives), whose spatial distribution 
defines a higher-level map object. Further, such symbols can be of areal or linear type. For an 
automatic recognition of selected or complete sets of these map symbols, sophisticated methods 
have been developed. Regarding the general process to extract the information about structured 
objects from raster maps, Walter and Luo (2011, p. 520) differentiate between raster-based and 
raster-vector-based approaches. While the former include methods such as template matching, 
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the latter require the transformation of the map objects into a vector representation and 
combine features from the raster- and the vector domain for the recognition.  
For singular map symbols, Stengele (1995) presented an approach based on template matching 
in the raster domain for diverse map symbols in Swiss topographic maps. This approach has 
been further extended in several studies. While Frischknecht et al. (1998) introduced the 
weighting of critical areas within the template to improve the geometric description of symbols 
and to allow for rotation, Graeff and Carosio (2002) added a query-functionality to extract the 
symbols directly from the map. Using this approach, they were able to separate areal map 
symbols from characters and numbers that are depicted as areal features in their maps, too. 
Similarly, Reiher et al. (1996) recognize symbols based on the Hausdorff distance between image 
and template and neural networks. However, templates are often map-specific and an 
application to heterogeneous maps may be complex and time-consuming due to the necessary 
adaption of these templates. 
Alternatively, approaches based on a set of shape descriptors allow the data-driven adaption of 
the recognition process to a specific map if the process provides for sample-based training. 
Contrasting to the use of templates, the use of shape descriptors, however, requires the prior 
separation of areal from linear map features. To achieve this, a morphological opening operator 
is usually applied to the layer of interest (e.g. Herold et al., 2012). Dhar and Chanda (2006) 
describe a recognition method for various map symbols in topographic maps using topological 
shape descriptors that they compute based on the skeleton-representation of these symbols. For 
symbol recognition in hydrographic maps, another approach applies elliptic Fourier descriptors 
of the symbol contour, thus providing an invariance to scale and orientation (Trier et al., 1997). 
Samet and Soffer (1998) created a training library of individual map symbols that are sampled 
from the map legend. Using shape descriptors of the inverted symbol, they report high 
recognition rates. However, the high specificity to a certain map limits this statistical approach. To 
moderate this specificity regarding long-term retrospective land use analysis, Herold (2016) 
suggests an adaptable process for areal map symbols concerning both, the extraction as well as 
the recognition strategy. Here, the combination of a model- and a data-driven strategy and an 
optimization algorithm reduces the efforts required for the adaption to a new map. Another 
process-related drawback with shape descriptors is reported with fused map symbols 
(e.g. Miyoshi et al., 2004, p. 628). 
Composite map symbols are commonly recognized by structural approaches using a set of rules 
that describe the spatial relations between the graphical primitives. For instance, identifying 
compositions of coniferous forest symbols and dotted boundaries, Ebi et al. (1994) demonstrate 
an improvement of the overall recognition of the map object forest. Similarly, two studies 
describe iterative sampling within vicinity of detected forest symbols to detect similar objects and 
to delineate the approximate extent of forest area. Here, similarity is based on shape descriptors 
(Leyk et al., 2006; Leyk and Boesch, 2009). Another pioneering approach explains a perceptual 
grouping to track discontinuous symbol chains. After extracting the individual symbols in 
topographic maps, it applies the concept of Gestalt and optimal paths to recognize all members 
of the chain and to close its gaps (Gamba and Mecocci, 1999). Despite of several studies proving 
the potential for improving the overall extraction result and reducing the map specificity, 
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structural approaches still lack broader acceptance in cartographic image analysis, possibly due 
to higher computational costs (Chiang et al., 2014, p. 25).  
To extract and recognize linear symbols from scanned maps – such as road lines, contour lines, 
or any other generic linear objects – raster-vector approaches are generally used, because a 
centerline-vector representation best describes the characteristics of linear objects (e.g. Pierrot-
Deseilligny et al., 1998, p. 180). For the calculation of this centerline, different methods are 
required for linear symbols that are represented by solid area (e.g. Itonaga et al., 2003) as 
compared to a delineation by their boundaries (e.g. Bin and Cheong, 1998). Only few studies 
support both representations to be processed (e.g. Chiang and Knoblock, 2013). When delineated 
by their boundaries, linear symbols are particularly prone to fragmentation during the 
segmentation and extraction process if other symbols overlap. Therefore, a boundary 
reconstruction is required prior to the calculation of the centerline, which is achieved by 
morphological closing for small gaps and simple contours (e.g. Broelemann et al., 2011; Chiang 
and Knoblock, 2013). Alternatively, other authors propose an image-based approach that 
determines contour endpoints and searches for potential continuation points using a 
combination of direction and distance criteria (Kim et al., 2014) or a vector-based approach that 
utilizes Delaunay triangulation to select those edges for contour reconstruction that satisfy 
topological criteria (Spinello and Guitton, 2004) for more complex contours. 
To detect solid linear symbols representing roads, Itonaga et al. (2003) exploit the symbol’s 
specificity regarding its geometric properties, such as elongated large objects (blobs) that are 
input to the centerline calculation. Contrastingly, another approach for boundary-delineated 
symbols groups (fragmented) boundary segments into collinear objects before calculating the 
centerlines for the whole image. Subsequently, those centerlines are selected that fulfill the 
parallelism-requirement in regard to the collinear boundary segments (Bin and Cheong, 1998). To 
extract streets from sketch maps, Broelemann et al. (2011) calculate a distance transform for the 
map image. For each skeleton segment that is derived from the image background, a mean 
distance value to the next foreground pixel is assigned. Subsequently, they only rate those 
segments as streets that inhere a favorable ratio of length to mean distance. Finally, applying a 
novel pixel-force field algorithm, Bucha et al. (2007) describe an approach to directly create the 
centerlines from the scanned map. However, manual specification of start- and endpoint for each 
linear symbol limits the scale of automation. In general, calculating the centerlines based on 
morphological filtering appears to be a crucial drawback of many approaches, particularly for 
linear objects that represent networks. Therefore, to correct geometric distortions at the 
network’s intersections and to maintain topological characteristics, a general symbol width is 
assumed as constraint, either user-specified (Itonaga et al., 2003) or automatically determined by 
a tracking algorithm (Chiang and Knoblock, 2013). 
For the sake of completeness, much research also deals with the difficult extraction of toponyms, 
often succeeded by an optical character recognition (OCR). Due to the specificity of these 
approaches, please refer to Chiang et al. (2014, pp. 31–34) for a comprehensive review. 
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3.1.3.3 Automated Georeferencing 
Considering the purpose of extracting and recognizing objects in map images, these objects have 
to be georeferenced in order to provide the spatial information necessary for temporal GIS-
analysis. The process of georeferencing implies the assignment of real world coordinates to the 
map image’s coordinates. There exist two basic strategies to achieve this. One strategy utilizes 
the explicitly depicted information on map coordinate system and projection to automatically 
georeference the map. Within this strategy, different approaches are pursued depending on the 
depicted content of georeference.  
For scanned German topographic maps at scale 1:25.000, Roehm et al. (2012) introduce a 
method based on the recognition of inner coordinate frame, its corners, and an alpha-numerical 
map identifier that comprises a grid number and a name for the map. Therefore, they utilize the 
least common features necessary for handling maps of varying layout. The map number 
classification (OCR) uses an adaptable, MLP-based (multilayer perceptron) classifier (e.g. Hastie et 
al., 2009, pp. 400–401). Sequential morphological filtering and, subsequently, a Hough-
Transformation are performed to obtain representative straight-line functions of the interior map 
margin, which are brought to intersection to derive the pixel coordinates of the map corners. 
Assuming background knowledge about the relation of extracted map sheet number and the 
authoritative map sheet system, they are able to compute the real world coordinates of the map 
corners. However, using only four points per map, the approach allows for affine transformations 
only, assuming a sufficient image quality and an absence of image distortions. Therefore, 
Koldrack and Bill (2015) extend the approach by more flexible, overdetermined transformations 
to even allow for distortions. A similar approach for Russian maps is pursued by Titova and 
Chernov (2009). In addition to the map margin, they extract grid crosses by applying local 
templates whose initial position is estimated beforehand employing background knowledge 
about the map layout. Knowing the grid crosses’ coordinates, the authors are able to 
automatically correct image distortions. Similarly, another approach for Romanian topographic 
maps extracts the complete set of grid lines that are found by applying a Radon transform – a 
special case of the Hough transform (Rus et al., 2010). 
The second strategy employs extracted map objects and directly correlates them to an already 
georeferenced dataset (ground control points, GCPs) to georegister the map, using the 
transformational relation between the correlated object pairs. This strategy is necessary 
especially if no explicit information about the map’s georeference is given. However, the search 
for the correlated object pairs – usually an asymmetric matching problem – is difficult to 
formalize and automate (Chiang et al., 2014, p. 35). The extracted map objects most often used 
are networks of roads or a set of road intersections because these features are rather stable and 
graphically unchanging over time. Chen et al. (2008) present a point pattern matching algorithm 
(Geo-PPM) based on road intersections that assumes a known rotation to calculate scale and 
translation for the map. The algorithm uses point connectivity, angles of connected lines, angles 
between distinct network points, and point densities within network grids to match extracted 
intersections with a subset of the reference network. Allowing missing or extraneous 
intersections, this approach is especially suitable for historic maps. By transforming intersection 
points and their spatial and topological relationships into polar coordinates, a more recent 
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approach (SIPPM) is able to also calculate the rotation of the map (Li and Briggs, 2012). However, 
this approach is reported to be less tolerant with noise (Chiang et al., 2014, p. 36). Assuming the 
general location of the map is known and a reference dataset exists, both approaches are able to 
not only georegister the map but also to correct distortions, commonly using Delaunay 
triangulation (rubbersheeting).  
3.1.4 Delineation of Built-up Area from Cartographic Raster Maps 
Despite many research projects on automatically harvesting topographic raster maps, little 
research deals with direct delineation of urban blocks or built-up areas from topographic maps. 
Most of the studies concentrate on the demarcation of either streets (e.g. Bin and Cheong, 1998; 
Chiang and Knoblock, 2013; Itonaga et al., 2003) or buildings (e.g. Bruegelmann, 1996; 
Frischknecht and Kanani, 1997; Meinel et al., 2009b; Miyoshi et al., 2004; Yamada et al., 1993), 
with several already been mentioned in the former section of this review. Except for Meinel et al. 
(2009b), who link extracted buildings with contemporary digital block data with the aim of 
accounting, a combination of both map objects to delineate built-up area is paid scant attention 
to. 
One early study of urban block delineation from French cartographic maps (TOP25) is the work of 
Roux and Maitre (1998). To support the block-accurate extraction of buildings from aerial images, 
they extract both, buildings and streets. While the former are extracted based on CIS, the latter 
are recognized based on a raster-vector strategy on the image background that iteratively 
reduces the number of skeleton segments until a final set of collinear segments is grouped to 
form the network. Post-processing of the network’s junction points assures topological 
correctness. However, the road network is adjusted manually for completeness (cf. Figure 3.3a-c). 
Another prototypical work applied a two-stage semantic segmentation method to rapidly extract 
built-up area from historic ordnance survey maps in grey scale (1933). Instead of extracting single 
urban objects to re-compose built-up areas, they employ the Conditional Random Field (CRF) 
algorithm that is steered by a Random Forest (RF) classifier. Binary classification of a pixel is 
based on the grey value difference with its neighbors (Schemala et al., 2016). Neglecting 
structural information of built-up area, however, example results, which rather represent 
settlement boundaries than exact built-up area at block level, show some degree of 
misclassification (cf. Figure 3.3d-e). Similarly, a final study delineates built-up area based on the 
assumption that built-up areas appear darker in British topographic maps due to higher 
informational density. Using a 30x30 moving window to count foreground pixels, the threshold-
based delineation achieves very coarse results (Visser, 2014).  
Regarding the delineation of block-alike structures from maps, Raveaux et al. (2008) employed 
trained color space segmentation in combination with a region growing process to extract 
cadastral objects that assemble for a block from ancient French cadastral maps. To delineate a 
set of parcels in Korean cadastral maps, another study applies a flood-fill algorithm after 
reconstructing the parcels’ boundaries that were fragmented during the removal of grid lines 
(Kim et al., 2014). Finally, to extract street blocks in sketch maps of city centers, Broelemann and 
Jiang (2013) use a similar flooding process based on the distance transform image that accounts 
for gaps between boundaries of blocks and open street endings. 
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Figure 3.3:  Examples of built-up area delineation from topographic maps. To assist the delineation of 
buildings from aerial imagery, a study extracts the street network from a French topographic map (TOP25) 
(a). The results of the extraction are post-processed in regard to topologically correct intersection points (b) 
and finally completed by an operator (c). The raster-based delineation of built-up area using techniques of 
machine learning represents another approach. The key impact for delineation appears to be the portrayed 
hatching symbol. While the approach works well for maps with less informational density (d), 
misclassifications may occur due to similar texture (e). 
Source:  a-c) images taken from Roux and Maitre (1998, pp. 245, 248) © Springer 
 d-e) images taken from Schemala (2016, pp. 40–41) 
  
a) original map b) segmented street segments c) manually completed street network
d) delineation result for a suitable map e) delineation result for a rather complicated map including misclassified built-up area (right)
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 Further Sources for the Delineation of Built-up Area 
Built-up area represents a higher-level spatial concept that is composed of built primitives, such 
as buildings and streets. Because of its relevance not only to this work, but also, in general, to 
GIScience and to development planning authorities, manifold approaches exist for its delineation 
at meso- to makroscale based on varying contemporary (digital) data. Harig et al. (2016) use 
both, building footprints and the road network, to delineate settlement boundaries using a built-
in, however black-box, functionality of the commercial GIS software Esri ArcGIS 10.4 (Delineate 
Built-Up Area). They define four different variants of the delineation process and use machine 
learning to estimate the optimal parameterization. Chaudhry and Mackaness (2008) employ only 
buildings and analyze their spatial density, therefore, introducing the term citiness that accounts 
for the areal footprint of a building and the characteristic of other buildings in vicinity (distance, 
footprint). Based on this term, the building footprints are expanded and overlapping shapes are 
aggregated to form the delineation. In addition, several approaches only use information from 
the street network assuming a direct dependency of its characteristics from the degree of 
urbanity (Borruso, 2003, p. 178). In a grid-based approach, for example, Walter (2008) derives a 
delineation of urban areas based on the count of intersections and rectangularity. Jiang and Liu 
(2012), on the other hand, propose a methodology that analyzes the blocks (polygons) of the 
street network. In calculating both, the area of each individual block and the mean area of all 
considered street blocks, those blocks are selected as built-up area that are smaller than the 
mean value. In a comparative study of such approaches, the author concludes that the latter 
approach performs best in comparison to grid- and kernel-density-based approaches, despite 
some weaknesses (Zhou, 2015, p. 874). 
Being less relevant from a methodological point of view, a vast amount of approaches lean back 
on remotely sensed data that, naturally, have a limited extent concerning historical urban 
analysis, however. 
 Summary and Interim Conclusions 
To conclude the chapter, this section aims at summarizing the main findings on top of those 
already outlined in Herold (2016, p. 53) to identify implications for the methodology developed in 
this work to delineate built-up area at urban block level from scanned topographic raster maps. 
1. Cartographic image analysis lacks a distinct relationship between the methods used and 
the type of map analyzed, indicating a still experimental stage of research.  
2. Maps possess various layouts, posing very specific challenges to the approach under 
investigation. Therefore, the development of more generic approaches is in demand but 
difficult to realize. 
3. Representing one way to account for degradation or symbol variability, several studies 
reduce the degree of automation and exploit efficient, interactive techniques, usually by 
allowing the provision of samples or guiding the reconstruction of object contours that 
are especially prone to suffer from degradation. Thus, automated reconstruction, 
especially for complex contours, receives only little attention. 
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4. Structural approaches to map object recognition are still little used, despite their 
potential. 
5. Lately, research observes a shift towards recognition approaches assisted by machine 
learning techniques. However, structural recognition approaches are difficult to train. 
6. The delineation of higher-level map objects is a recent trend. To achieve this, methods 
from the field of GIScience (e.g. generalization) represent a valuable extension to the 
toolbox of cartographic image analysis. 
Most works that have been reviewed are not entirely suitable for direct adoption to achieve a 
delineation of the higher-level spatial concept of built-up area, due to either a predominant use 
of color information for layer separation, a focus on low-level map objects, or maps with low 
complexity. In particular with complex maps and map objects, structural recognition approaches 
that, however, have been little used in cartographic image analysis yield potential to improve the 
overall delineation results. Therefore, based on the binary black layer of the digital German 
topographic map at scale 1:25000, the following chapter proposes a concept of an adaptive 
image segmentation and recognition process for the delineation of built-up area at block level. 
Using such a general, yet complex map that emphasizes form and structure of the map objects, 
the process is expected to be suitable for an automated, nationwide analysis. 
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4 Concept and Methodology 
Considering the conclusions of the preceding chapter, a methodical concept for the delineation of 
built-up area from topographic raster maps is derived in this chapter. It continues to tackle the first 
research question about the challenges particularly inherent to the black layer representation of 
the German topographic map at scale 1:25.000. Presenting a process design, this chapter further 
takes up the second research question on how this design is inferred from requirements posed by 
the scope of this research and on how to optimally integrate specific methods of cartographic 
image analysis. Subsequent to a preliminary part about data characteristics and the conceptual 
demarcation of the terms built-up area and urban block, the second part is committed to the 
methodical design of this work’s approach. 
 Concept - Preliminary Considerations 
4.1.1 Defining the Subject of Delineation – the Urban Block 
There exists a range of definitions regarding the spatial entity urban block that is part of the 
urban/settlement body. A rather general definition refers to it as predominantly built-up area that 
is fully enclosed by topographic borders (Luft and Bender, 1998). In the following, these borders 
are prevalently defined by the street network transferring the Anglo-American definition of an 
urban/city block as smallest entity “[...] of plots bounded by street lines” (Conzen, 1960, p. 5) and, 
therefore, describing a typical inner-city appearance. Further, Curdes (1997, p. 207) imposes the 
requirement of at least two opposite block sides being built-up. Advantageous of both definitions 
is the mutual relationship shared by the primary objects of urban fabric: block and street network 
(Edwardes and Mackaness, 2000, p. 82). Neglecting the prerequisite of developed plots, the author 
refers to these blocks as street blocks (cf. Figure 4.1a). In terms of Luft and Bender, an urban block 
can also be enclosed by other topographic borders, such as railways, rivers, or parcel plots. 
Especially for periphery regions of the urban body, for rural areas, or with irregular distribution of 
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buildings, where the definitions of Conzen and Curdes do not necessarily describe the actual shape 
of the built-up area, these additional topographic borders are considered as block edges (cf. Figure 
4.1b). Figure 4.1 schematically compares the two approaches as they are used in this work. 
 
Figure 4.1: Schematic demarcation of blocks, either exclusively by the street network, neglecting any 
development or changes in land use (a) or in consideration of other topographic borders (e.g. railroads, rivers, 
change of use) and the distribution of buildings (b). 
Source:  Author’s own, taken from Muhs et al. (2016, p. 74) © Elsevier Ltd 
With these definitions, urban blocks do not include any areas constructed for traffic purposes. 
However, when it comes to modelling urban blocks in spatial information systems, their edges 
along roads are principally represented by the street’s centerline rather than its physically 
bounding curb. For this reason, Hecht (2014, p. 22) introduced the terms urban net block 
(“Nettobaublock”) and urban gross block (“Bruttobaublock”), with the latter including the area of 
streets. This distinction is eminent if the geometry of the urban block is used as reference unit for 
spatial statistics. 
4.1.2 Data Characteristics 
Derived from the scope of this research to allow for comprehensive monitoring in time series, the 
approach for delineating built-up area at urban block level from historic topographic maps 
proposed here is based on the binary black layer of the DTK25-V – an abbreviation for the layer-
wise scan of a hard copy German topographic map at scale 1:25.000. Regarding the depiction of 
built-up area, the map is only slightly generalized (Meinel et al., 2008, p. 33) and, therefore, well 
suited for the quantitative analysis of urban morphology. Moreover, in consideration of time series, 
topographic maps at scale 1:25.000 date back to the mid-19th century for a large area of Germany 
and have nowadays an update rate of approximately five years. Being at large comparable to other 
European topographic maps (cf. Schinke, 2013, p. 47), the black layer contains the elementary 
objects of urban morphology: buildings represented mostly by solid black symbols and streets. 
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The latter are either depicted explicitly by the use of linear symbols with boundary representation 
(such as highways) or implicitly as residual shape between other map objects. Therefore, a 
constant street width is not observed, compared to digital GIS maps (cf. Figure 4.2 top row). 
Further, the layer depicts limiting elements (e.g. administrative borders and topographic objects, 
land-use parceling), symbols for infrastructure and vegetation, and labeling.  
To address the challenges to automated image analysis and to evolve a suitable methodology, the 
characteristics of the scanned black layer have to be understood. The binary image, which has a 
rather high scan resolution of 508 dpi, lacks any color information. Therefore, map objects can only 
be differentiated by form and regional structure. As stated in the last chapter, the competing use 
of content channels with different hierarchy levels in one map layer represents a key challenge to 
interpret the black layer image computationally and to formalize the recognition process. These 
levels of cartographical importance may result in object fusion and fragmentation when map 
information is overlapping. An even greater challenge is given by the enormous diversity of map 
object representations and map layouts, over space among different maps as well as over time 
among images of a map series. These graphical variations are due to the manual map production 
process and a prevalently reduced image quality with aged map documents or poor scanning 
conditions, beside any deviations in the cartographic model.  
 
Figure 4.2: Detail examples in German topographic maps represented by the DTK25-V that present the 
depiction of streets (top row), linear symbols (railroads) (middle row), or annotations (bottom row). 
Source:  Author’s own, details of scanned black layer maps (DTK25-V) © BKG 
While roads with higher significance 
are depicted explicitly by symbols 
with boundary representation (left 
image, marked red for clarity), 
streets with a lower significance 
level are delineated implicitly as 
residual shape (right image).
Symbols for railroads (marked red) 
vary among map sheets of different 
federal states. Two examples are 
portrayed: a solid, linear symbol
(left image) and a chain line (right 
image) that, even here, shows 
varying characteristics.
Annotations (marked red) may be 
separated from other map objects 
by a bounding box (left image) or 
dilated buffering (right image). 
Interestingly, fusing still occurs, due 
to either poor scanning conditions 
(left) or two map objects being part 
of the same hierarchy level (point 
hatching in right image).
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Despite the introduction of a model map in 1939 (MBI39, Musterblatt für die Topographische Karte 
1:25.000) (Krauss et al., 1969, p. 8) that has been updated regularly, such as version MBI98 
(Landesvermessungsamt NRW, 1998), several differences between map sheets of German 
topographic maps can be observed - for instance the use of hatching and symbols. For example, 
at least two different symbols exist for the portrayal of railroads: first, a linear symbol with solid 
depiction and, second, a chain line of varying characteristic (cf. Figure 4.2 middle row). Further, 
most maps portray buildings individually. However, some maps replace these individual buildings 
with a tilted line hatching for urban blocks with high building density, which is usually the case in 
city centers (cf. Figure 4.3a). In addition, a point or line hatching may be used to demarcate built-
up areas with residential use (e.g. Figure 4.2 middle/bottom row, right image). The way annotations 
fragment underlying map objects is another difference that can be observed. There exist bounding 
boxes that cause the highest degree of informational loss, buffering techniques, or no separation 
at all, which leads to fused map objects (cf. Figure 4.2 bottom row). To investigate this stylistic 
diversity, several empirical studies have been conducted on topographic maps (e.g. Schinke, 2013). 
Further, Meinel et al. (2008, p. 36) attempt to visually assess the quality of the DTK25-V based on 
straightness of horizontal or vertical edges, regularity of aliasing effects for sloping edges, and the 
occurrence rate of fused map objects that should be depicted separately. For Germany, they 
identify a significant variance in map quality, despite a standardized scan resolution (cf. Figure 
4.3b). 
 
Figure 4.3: Data characteristics of the DTK25-V map sheets regarding the availability of individual building 
footprints (a). For the same map sheets, a visual assessment of quality has been conducted, indicating 
differences over space (b).  
Source:  images modified from Meinel et al. (2008, pp. 36–37) 








a) Portrayal of single Buildings b) Quality Assessment of the Black Layer Image
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4.1.3 Cartographical Representation and Higher-Level Demarcation of Built-
up Area 
After having defined the higher-level object urban block and the data used in this work, this section 
aims at presenting a typology of how urban blocks are depicted in the German topographic map. 
To conclude the two preceding sections, the visual demarcation of urban blocks in general results 
from the ensemble depiction of the street network, buildings, further topographic borders, and 
eventually the use of hatching. However, approaching the delineation of built-up area from the 
concept of street blocks, the footprint coverage and the distribution of buildings within these 
blocks determines if the whole street block appears built-up or just a fraction of it. This appearance 
strongly depends on the blocks position relative to the urban body. As stated in the first subsection 
of this chapter, street blocks of inner-city areas usually represent urban blocks due to a higher 
density of buildings and streets. Contrary, rural regions or periphery areas of the urban body 
inhere an uneven distribution of buildings and a low coverage per street block. Here, the map 
interpreter perceptually groups the buildings – usually arranged along streets – assisted visually 
by map objects that topographically limit these groups of buildings towards the back and 
demarcate the built-up area. These may be parcel boundaries, a different land use symbol, or a 
hatching. However, there exist many situations in the map, where neither is present. Figure 4.4 
displays five principal options of how built-up area at urban block level is delineated in German 
topographic maps at scale 1:25.000.  
 
Figure 4.4: Portrayal of typical delineations of built-up area at urban block level in context of the block’s 
position within the urban body (green box).  
Source:  Author’s own, details of scanned black layer maps (DTK25-V) © BKG 
For inner-city areas, two prominent cases of block delineation exist. With perimeter block 
development, the block boundary is usually depicted by the outer contour of the building footprint. 
Blocks with detached buildings, on the other hand, are delineated by a linear symbol representing 
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 Methodological Design 
In this section, the methodical elements of the delineation process are presented. Following an 
introductory part about the process requirements and the general process development approach 
to delineate built-up area at large scale, against the background of using the German topographic 
map DTK25-V, each element and its implementation will be described in detail. 
4.2.1 Requirements to the Process and the Input Data 
General procedural requirements to any software are given by the standard ISO/IEC 25010 (Johner, 
2015). The following are considered relevant for the prototypical state of the process and the data 
under investigation: 
 Interoperability: The variability of topographic maps in regard to map layout has been 
mentioned several times. Therefore, the process is expected to be adaptive to different 
map layouts or data types and still guarantee functionality. This includes a flexible and 
expendable set of characteristic features that are used to recognize map objects or to 
delineate built-up area. However, this is a challenging requirement. Variable map objects 
require specific methodological strategies, which further increase the complexity of 
formalization and necessary knowledge. Further, data exchange, such as the transfer of 
the delineated map objects into a spatial database, to external program environments is 
to be guaranteed using defined interfaces.  
 Usability: Usability includes a clear graphical user interface and a linkage to a GI-system. 
The latter assists the operator in evaluating the delineation results and further data 
analysis, building on the requirement of interoperability. Further, the adaption of the 
delineation process via parameterization is to be feasible. While this is a crucial 
requirement for software products, it is less essential for prototypical stages of the process 
development. 
 Reliability: The process is to produce reliable, robust results, regardless of the input data 
quality. In regard to imperfect input data, the process is to deal with fragmented and fused 
block boundaries. In case of ambiguous delineation results, these are to be marked for 
evaluation. 
 Efficiency: Run time efficiency is very important for real time applications, such as in 
autonomous driving. Considering a comprehensive, nation-wide delineation of built-up 
area, there are constraints in run-time. However, at this prototypical stage run time is not 
a critical requirement. 
Figure 4.5 illustrates the work’s process architecture that is derived from the procedural 
requirements mentioned above. To account for multiple map layouts and graphical 
representations of map objects, several sets of adaptable segmentation and recognition strategies 
can be defined to extract the set of map objects necessary for the delineation of built-up area. The 
application of process parameters, which are stored independently and outside the function core 
for reasons of flexibility, is either provided by the operator using a-priori knowledge or learned 
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using methods of machine learning. For the latter, a set of training samples has to be extracted 
from the map. 
Considering the binary characteristic of the topographic map used to develop this work’s 
delineation process, there exists only one requirement to the input data: streets are to be depicted 
by its boundary representation. For any color map scan, a preceding CIS process has to provide 
streets in this representation rather than as solid linear map symbol or as center line, therefore. 
Further, as stated earlier, georeferencing the data is necessary for the integration into a geospatial 
database and for temporal GIS-analysis. For this stand-alone process, however, this does not 
represent an essential prerequisite. The scanning resolution of the map image is considered a 
crucial parameter for the suitability in regard to cartographic image analysis. While similar minimal 
resolutions are stated in literature for different scopes (300 dpi: Chiang et al., 2014, p. 7; 340 dpi: 
Hecht, 2014, p. 136) its influence on the delineation results will be discussed in the experiment 
section (see section 5.2). Finally, the scope of this research is centered on the large-scale analysis 
of built-up area. Therefore, the input data is required to inhere an appropriate level of abstraction 
and generalization. This is particularly important if the street network is used to conflate the 
delineation results with existing digital data. Missing street segments due to generalization, for 
example, could complicate this process and dilute the delineation accuracy. However, most 
European topographic maps at scale 1:25.000 meet this requirement. 
 
Figure 4.5: Process Architecture. Main components are the procedural frameset, the parameter application 
module, and the function core. Embedded into a GIS environment, the process offers a good usability. 
Source:  Author’s own 
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4.2.2 General Methodical Approach 
Similar to the works of Kim et al. (2014) and Broelemann and Jiang (2013), this work’s process 
applies a flood fill to transform the implicit street block information of the map’s raster domain to 
explicit street block objects. This flood fill bases on a connected component analysis (8-/Moore-
Neighborhood) on all background pixels enclosed by the outer boundary of the block (cf. Figure 
4.6). For this to work, however, the algorithm for the automated delineation explicitly requires 
both: a closed block contour and a separate depiction of the block boundaries that must not be 
connected to other block boundaries. As stated before, both requirements are usually not met for 
the whole map and, therefore, it is necessary to recognize and remove clipping and fusing map 
objects and to reconstruct fragmented boundaries that result from clipping. 
 
Figure 4.6: Schematic demarcation of a contour object based on flood fill (blue). Note the effects of the 
neighborhood settings on the demarcation result. 
Source:  Author’s own 
To achieve good delineation results, a so called peeling onion strategy (Pierrot-Deseilligny et al., 
1998, p. 178) is pursued. This subtractive strategy consecutively separates individual map object 
layers from the map image until the image is fully interpreted. To determine the appropriate order 
in which the object layers are removed from the map image represents a difficult task and depends 
on aspects such as the provision of external data to the recognition process or the characteristics 
of the map in general. In this work, symbols with solid depiction, such as railroads and buildings, 
are removed first, followed by singular map objects, for instance objects that belong to an area 
hatching. Finally, any remaining complex (linear) map symbols, which are especially prone to object 
fusing, are recognized and separated from the map. The set of solid symbols is separated first as 
it is particularly easy to separate from other map objects through morphological opening. 
Figure 4.7 schematically portrays the single separation steps and the individual layers derived from 
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Regarding the map symbol recognition process, model-driven strategies oppose data-driven 
strategies. With the former, the knowledge about the map objects is derived a-priori from expert 
observations, sets of rules and regulations, or manuals. Consequently, this knowledge is translated 
and formalized into explicit object models in terms of characteristic features and relations that are 
used for recognition. Inhering a high degree of transparency and traceability, this strategy has its 
strengths with map objects that can be described and formalized unambiguously. With map 
objects that portray a high inter-map variability regarding its characteristic features – such as form, 
size, or structure – this strategy is limited, however. To still yield high recognition rates for various 
graphical representations of the same map object, a model-based strategy requires knowledge 
about all these graphical representations. Acquiring this comprehensive knowledge represents a 
challenging task, which is referred to as knowledge acquisition bottleneck (e.g. Weibel et al., 1995, 
p. 140). Further, this strategy favors specificity at the expense of model generality and, therefore, 
may deteriorate the process usability due to too many parallel object recognition models. 
Alternatively, using methods of pattern recognition and machine learning, a data-driven strategy 
aims at bypassing this bottleneck by acquiring the knowledge automatically from training samples. 
This strategy has the advantage of requiring only little a-priori knowledge. Instead, a computer 
builds the knowledge necessary to recognize objects during the learning stage.  
However, the lack of transparency is disadvantageous for data-driven strategies, especially for 
complex map symbols. Therefore, this work follows a combined strategy. While the 
representational structure of the map object classifiers (model) is determined in advance, the 
characteristic values for the discriminating features will be adaptable. For singular map objects 
with varying intra-map morphology such as buildings, these values are learned based on training 
samples. While this appears appropriate for such objects, linear composite map objects are more 
difficult to learn due to rather low extraction accuracies of training samples. Instead, characteristic 
values are based on visual inspection, because these map objects exhibit lower intra-map 
variations.  
To facilitate the usability of user-based parameter application, a clear and transparent hierarchical 
classifier – here a binary decision tree classifier (for Details see e.g. Breiman et al., 1984; Safavian 
and Landgrebe, 1991) – is used following a structural approach. In this work’s structural approach, 
applied in the raster-vector domain, connected pixels are recognized as lower-level objects using 
geometrical, contextual, and topological features and perceptually grouped to form meaningful 
higher-level objects based on Gestalt Theory (cf. Figure 4.9). In doing so, this work’s process differs 
from the mostly raster-based methods developed for decomposing map layers. Similarly, the re-
composition of extracted map layers to delineate urban blocks and built-up area follows the same 
framework. While the set of basic delineation routines is preset, process parameters, such as the 
map layers to be used, can be adapted by the user. 
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Figure 4.9: Schematic workflow of the structural recognition approach. The recognition process starts with a 
seed object recognition that is based on transparent and easy to understand hierarchical decision tree 
classifiers. Features used to recognize the seed and the sequence of conditions are preset. Consequently and 
starting from these seeds, candidate map segments are selected based on spatial context, conditional 
segment characteristics, and Gestalt-Principles. Especially for linear map objects, a reconstruction of their 
fragmented centerline may be necessary. 
Source:  Author’s own  
After a general description of the process that covers the modular approach to this work, the 
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4.2.3 Derivation of the General Delineation Process 
At the beginning of a cartographic image analysis process, the map’s color space usually has to be 
segmented into foreground and background pixels to decompose the map layers. As presented 
earlier in this thesis, there exists a wide range of solutions for this problem depending on the map 
type and map objects of interest. However, since this work utilizes the binary black layer of the 
German topographic map, this preliminary step is not necessary. Rather, this work’s modular 
process that is illustrated in Figure 4.11 consists of four elements that build upon each other: 
1. the recognition of salient map objects, 
2. the delineation of street blocks, 
3. the formation of structured groups for the set of building symbols, 
4. and the consequent adaption of the street block geometry to the actual built-up area.  
The process starts with the recognition of map objects that either support or interfere the 
delineation of built-up area and street blocks. Visual inspection of several maps found the railroad 
layer, next to buildings and the hatching layer for residential areas (if present in the map), to serve 
as distinct structuring element of built-up area. Contrary to this, the linear tramline symbol and 
annotations obstruct the delineation. While the former, due to its characteristic morphological 
features, tends to connect boundaries of different blocks for narrow streets (see section 4.2.4.3 for 
details), annotations often clip underlying map content and need to be removed from the map in 
order to allow a clean reconstruction of fragmented block boundaries. As stated in the preceding 
section, a priori knowledge is used to derive a hierarchical classifier for each map object of interest 
built on a set of topological and geometrical features. Based either on learned or user-provided 
parameter application, the map objects are recognized and separated from the map image into 
single thematic layers, which then are either discarded or reused as input for the succeeding 
modules. Along with the latter, a residual map layer is passed on. 
Thereafter, the central module to delineate the street blocks from the residual map content layer 
follows using the railroad layer as auxiliary data. Additional auxiliary layers (represented by the box 
with dots in Figure 4.11) such as a river layer are possible, too, but not yet included in the map 
objects module due to its difficult recognition in the black layer. The delineation of the street block 
objects is achieved by applying the flood fill to the residual map layer image. In order for this to 
work, all erroneous block boundaries have to be reconstructed by the process using the concept 
of hulls and geometric constraints. These erroneous block boundaries can be divided into two 
groups: 
1. block contours that are geometrically connected but exhibit one or more gaps along their 
outer boundary (cf. Figure 4.10a) oppose 
2. block boundaries that are fragmented into multiple parts (cf. Figure 4.10b/c), which 
themselves can be members of the first group (cf. Figure 4.10c). 
The street network, which is iteratively formed during the process, serves as additional auxiliary 
layer for the reconstruction. Areas of the map, for which the delineation could not be achieved, are 
overlain with a signal mask and left for manual post-processing. However, a manual completion is 
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voluntary and not necessary for the process to work. Rather, it may improve the delineation results 
of the built-up area. 
 
Figure 4.10: Typification of erroneous block boundaries. 
Source:  Author’s own, adapted and modified from Muhs et al. (2016, p. 78) © Elsevier Ltd 
To adapt the street block structure to the actual built-up area (cf. Figure 4.1), two modules follow. 
The module Building Grouping divides the building layer into a set of buildings with residential use, if 
a corresponding hatching is provided, and a set with residual buildings. While the grouping is 
already immanent in the hatching, buildings of the latter set are perceptually grouped per street 
block. This step is necessary to prepare the building data for a possible re-delineation of the street 
blocks in the module Built-up Area. Here, the process evaluates all street blocks with regard to their 
building coverage and building distribution. If the preconditions are not met, meaning that the 
coverage is too small or the buildings are distributed unevenly, the built-up area is re-delineated.  
Figure 4.11 illustrates the modular workflow of the overall process that will be explained in detail 
in the following sections. 
(a) one-part-fragmentation (b) multi-fragmentation (c) multi-part-fragmentation of complex boundary
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Figure 4.11: Flowchart of the delineation process emphasizing the modular structure. Rhombic boxes signify 
input or output data; rectangles are layers or intermediate data; rounded boxes show processes; and user-
generated input is depicted as white boxes. A blue rhombus demands a logic decision of true (T) or false (F). 
A dashed line means that the data serves evaluative or auxiliary purposes. The box with the dots represents 
a wild card for possible map objects that are not yet included in the application but may be necessary for 
different map layouts.  
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4.2.4 Module Map Objects 
As stated earlier and applying the peeling onion strategy, this module serves two purposes. On the 
one hand, map objects that are essential to the delineation process need to be recognized, 
separated from the binary map, and saved in a single layer. To this point, layers are passed on for 
buildings, railroads, and residential-area hatching. On the other hand, objects that interfere the 
delineation process such as symbols for tramlines or labels are separated from the map but not 
passed on to succeeding modules. 
4.2.4.1 Building Symbols 
For Hendrik Herold, the adaptive segmentation of buildings from scanned topographic maps has 
been a long-term research topic (e.g. Herold et al., 2011, 2012; Herold, 2016; Meinel et al., 2009b). 
For this work, he kindly provided the methodology and the resources for the extraction of this 
important, for the specific case of the DTK25-V, areal map object. To separate these areal from 
linear map objects such as street lines, the process applies a morphological opening to the binary 
map image using a circular structuring element, whose size is derived automatically based on 
training samples. Regarding the methodology to automatically adapt this size parameter and the 
segmentation process in general to different map layouts, see Herold (2016, pp. 64–67).  
However, a simple morphological operation is not sufficient to entirely separate building footprints 
from other areal objects that may have a similar form, such as characters and further solid map 
symbols. Therefore, to divide the filtered areal objects into two sets – buildings and non-building 
entities – his process uses a supervised classifier. In contrast to template-matching-based 
recognition approaches that are commonly used for this task (e.g. Frischknecht et al., 1998; 
Stengele, 1995), here a more flexible classification strategy is applied. For all areal objects, a set of 
geometrical features, namely ObjectHeight, Convexity, ContLength, Compactness, NumHoles, and 
MeanDistance (see Appendix A.1 for details), is extracted and stored in a vector. Then, these vectors 
are input to a binary classifier, a hierarchical decision tree classifier with the two leaf nodes: buildings 
and non-buildings. The process infers the decision rules (nodes of the tree) from the feature 
vectors of user-provided samples. Depending on the map layout and scanning quality, typically 15 
to 45 samples of non-building objects are necessary to achieve less than 10% classification error. 
For reasons of simplification, railroad objects are separated from the areal object layer before the 
building recognition if these have a solid/areal symbol representation (cf. section 4.2.4.3). 
Buildings are often fused with the outline of a block, especially for perimeter block development. 
To not further fragment block boundaries by completely separating these buildings from the map 
image (referred to as blind separation; cf. section 4.2.2), the process selects those buildings that 
are connected to linear map objects. After applying a morphological erosion that uses the same 
structural element from above to determine these buildings’ contours, only those contour 
segments are merged back into the map that show similar orientation angles as the connected 
linear map objects (cf. Figure 4.8). As a result, the filtered layer is split into a building layer and a 
non-building layer. The building layer is passed on to the Building Grouping module (cf. section 
4.2.6.1). 
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4.2.4.2 Residential Area Hatching 
Some maps provide graphical information on the extent of residential area by the use of hatching. 
Two types of hatching have been identified in visual inspection: dots and inclined lines. Therefore, 
two different classifiers have been preset and the user-provided process parameter Type steers, 
which one is chosen. The process starts with applying a connected component analysis on the map 
image that has been stripped off its areal map elements. These connected components are then 
split at intersection points. The symbol recognition itself within this set of connected components 
is of structural type. First, seed candidates are recognized based on the type-specific features 
Length and Orientation (only in case of a line hatching). A subsequent neighborhood search within 
distance of size DistanceNeighbor, starting from these seeds, serves two purposes. First, for the 
case of a dot hatching, this assures that every seed has other hatching candidates in immediate 
vicinity. An empty search result represents an isolated false positive and, therefore, the seed is 
rejected as hatching object. Second, for the case of line hatching, not all candidates are found 
during the first recognition stage due to variable segment lengths that depend on the position 
within the shape and are due to the tilt in relation to the shape’s orientation in map space. 
Segments at the shape’s borders, for example, may be much shorter than segments in the shape’s 
center. While the parameter Orientation is kept constant, the values for Length are adapted variably 
in regard to the seed’s segment length, therefore. The adaption during the iterative recognition of 
adjacent hatching segments is steered by the scaling factor LengthAdapt. Figure 4.12 shows the 
pseudo code for the example of a dot hatching, as it is most prominent in the maps under 
investigation. The resulting layer of the residential hatching is passed on to the module Building 
Grouping (cf. section 4.2.6.1). For details on the application of parameters, the reader is referred to 
Appendix A.1. 
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Figure 4.12: Pseudo code for the segmentation of hatching symbols, here for the case of a dot hatching as it 
is used most frequently in the maps investigated.  
Source:  Author’s own, adapted and modified from Muhs et al. (2016, p. 76) 
4.2.4.3 Railroads and Tramlines 
For the extraction of continuous linear symbols in topographic maps, a variety of different 
approaches exists, which has been introduced earlier in the third chapter (cf. section 3.1.3.2). This 
work’s structural recognition approach is closest to the one of Frischknecht and Kanani (1997). 
Starting from recognized seed objects, adjoining map elements are tracked within a defined 
proximity and evaluated in regard to their deviation to specified process parameters. Among the 
candidates that the tracking routine selects from the map, the candidate with minimal energy 
values is added to the set of seeds following rules of Gestalt Theory (cf. Figure 4.9). These rules 
include good continuation, proximity, and similarity. While the latter is already guaranteed 
morphologically by the separation of areal and linear map objects, proximity is coded 
straightforward by distance. Good continuation, on the other hand, is evaluated by difference in 
orientation  ∆(∝1, ∝2)  and curvature  ∆(𝜅1, 𝜅2), collinearity (e.g. distance of two segments’ adjoining 
endpoints perpendicular to their common axis;  ∆⊾(𝑠1, 𝑠2)), and periodicity for discontinuous lines 
(difference in gap size; ∆(𝜇𝛿 , 𝛿2)). Based on these measures, an energy (cost) rating 𝐸𝑐𝑜𝑛𝑡   
(cf. equations. 4.1 and 4.2) is calculated for every candidate loosely following the approach of 
Gamba and Mecocci (1999, pp. 360–361).  
  
Algorithm 1 : Algorithm to Recognize Hatching Map Symbols
1:     remaining binary map content,    𝑠𝑠                                               
2:              # generate initial set of hatching candidates
3:                                                                      
4: # switch cases for different types of hatching
5: switch    𝑠𝑠      
6: case       
7:                                         𝑠𝑠                      
8: # neighborhood search to remove isolated false positives
9: for      𝑠                   do
10: if ( 𝑠                                                 𝑠𝑠    𝑠              ) then




15: case        
16: … … …
17: endswitch
18: return         
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 ∀          ∈ (𝑠           ∩          )  𝐸𝑐𝑜𝑛𝑡 = ∑(𝜔𝑜𝑟𝑖𝑒𝑛𝑡 𝐸𝑜𝑟𝑖𝑒𝑛𝑡 + 𝜔𝑐𝑢𝑟𝑣 𝐸𝑐𝑢𝑟𝑣 + 𝜔𝑐𝑜𝑙𝑙 𝐸𝑐𝑜𝑙𝑙 + 𝜔𝑝𝑒𝑟𝐸𝑝𝑒𝑟 + 𝐸0 )𝑖𝑆𝐷𝑖=1                                  (4 1) = ∑(𝜔𝑜𝑟𝑖𝑒𝑛𝑡 ∆(∝1, ∝2) + 𝜔𝑐𝑢𝑟𝑣 ∆(𝜅1, 𝜅2) + 𝜔𝑐𝑜𝑙 ∆⊾(𝑠1, 𝑠2) + 𝜔𝑝𝑒𝑟∆(𝜇𝛿 , 𝛿2) + 𝐸0 )𝑖𝑆𝐷𝑖=1       (4 2) 𝑠   𝑠   𝑠   𝑠 ⌢    𝑐𝑎𝑛𝑑(𝐸𝑐𝑜𝑛𝑡)                                                                                                                    (4 3) 
To allow for ambiguous situations, where candidates have similar energy values, and to minimize 
the risk of choosing false paths, a search depth  𝐷 is defined. This parameter determines the 
number of consequent search iterations performed for every candidate, building a tree of possible 
paths with each final node having been assigned an energy rating. From there, the candidate 
connected to the final node with the minimal value is added to the seeds (cf. equation 4.3). Starting 
from one single seed, Gamba and Mecocci (1999, p. 358) introduced a sophisticated method to 
determine the search depth that is integrated into the A* algorithm to deal with bifurcations. 
However, since having pre-classified several seeds, bifurcations pose no challenge to this work and 
the parameter  𝐷 can be set intuitively. Further, a constraint term 𝐸0  is added. If a constraint 
condition is not met, this term highly increases the energy value to discard the candidate. To allow 
the combination of differently scaled terms in equation 4.2, these input terms need to be 
harmonized beforehand. Here, this harmonization is achieved by wisely choosing appropriate 
weighting factors 𝜔. 
Visual inspection of several maps found two different graphical representations for each, railroad 
and tramline objects. For railroads, map objects are either represented by a solid (areal) depiction 
or a chain line (cf. Figure 4.2b). For the former representation, the process performs two further 
morphological openings on the areal map object layer (cf. section 4.2.4.1) using a circular 
structuring element with the size of the process parameters MinWidth and MaxWidth, respectively. 
To obtain the set of all railroad candidates that are considerably constant in width, the set theoretic 
difference of both opened layers is calculated. However, the result layer probably contains both, a 
fragmented version of the railroad network and false positive candidates representing building 
symbols. Therefore, the tracking routine starts at the endpoints of the railroad seeds and iteratively 
searches for adjoining map segments in the areal map object layer within a search buffer that has 
the size of the process parameter SearchDistance. Among the adjoining segments that overlap the 
search buffer, candidates for reconstruction are pre-selected based on the parameters 
PerpendicularDistance, DeviationCurvatureRadius, and -PolarAngle. If more than one candidate has 
been pre-selected, the process chooses the candidate with the lowest energy value using a search 
depth of two. The reconstruction itself is performed on the skeleton representation of the 
fragments based on the prolongation of adjoining segments to their point of intersection. 
Sometimes, however, both segments possess orientations that yield an intersection outside the 
space between the adjoining endpoints. For this case, a direct connecting line is drawn. Further, 
due to a high hierarchical level, railroad symbols are not allowed to overlap with linear map objects, 
such as street boundaries, acting as constraint for any connecting line segment. Thus, thin and 
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elongated building symbols that resemble railroad fragments are dismissed along with 
unconnected segments due to orientation and curvature constraints. Figure 4.13 shows the 
pseudo code for the described process. 
 
Figure 4.13: Pseudo code for the segmentation of areal railroad symbols. Instead of a swap,   here means 
first passing a variable to a calculation on the right and consequently reassigning the result to the left, after 
the calculation is finished. 
Source:  Author’s own 
For the latter representation by a chain line, the recognition process founds on features of the 
image background. Following a connected component analysis on the background of the areal-
object-adjusted map layer, the process selects all background objects that either fit the parameter 
combination of SizeLargeLink and RatioAxesLL or SizeSmallLink (if an alternating sequence of a large 
Algorithm 2 : Algorithm to Recognize Areal Railroad Symbol
1:     areal map object layer,     𝑠𝑠                                                                         
2:                              ,          𝑠      # generate initial set of railroad candidates
3:           ,                                                𝑠𝑠           ,    𝑠𝑠             
4:         𝑠                           # set theoretic difference of both opened layers
5: 𝑠   𝑠𝐸       𝑠                                   𝑠      
6:                                                                       
7: # iteratively track the railroad seeds along adjoining map elements in specified neighborhood
8: while ( 𝑠   𝑠𝐸       𝑠 =    ) do
9:                          𝑠   𝐸       
10:          𝑠                                                                       𝑠𝑠         𝐷 𝑠       
11: 𝑠                                                                                                 
12:                                         𝑠𝑠            𝑠              𝑠                𝑠         
13: if (        =    ) then  # set of selected candidates is not empty
14: if (               1 ) then  # more than one candidate selected
15:         calculate energy values for        and select candidate with minimal energy value
16: endif
17:                                                   𝑠                   
18: if (                ∩       =   ) then  # connecting segment does not overlap with linear object
19:         𝑠             𝑠                               # update seeds
20: 𝑠   𝑠𝐸       𝑠                                𝑠      
21: else  # remove false positive seed
22: 𝑠   𝑠𝐸       𝑠  𝑠   𝑠𝐸       𝑠  ( 𝑠   𝑠𝐸       𝑠 ∈ 𝑠       )
23:         𝑠             𝑠       𝑠      
24: endif
25: else   # no adjoining candidates found, endpoint removed from list
26: 𝑠   𝑠𝐸       𝑠  𝑠   𝑠𝐸       𝑠          
27: endif
28: endwhile
29:         𝑠          𝑠    
30: return         𝑠
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and a small link is used). To connect all selected links, the routine performs a closing operation 
using a circular structuring element with the size of the parameter DistanceLinkLL. In case of 
remaining fragments, the process attempts to reconstruct the network based on the parameters 
SearchDistance, PerpendicularDistance, and DeviationPolarAngle. In doing so, the railroad network is 
built and possible false positives (fragments that could not be connected) are dismissed. The 
resulting railroad layer is separated from the map and passed on to the module Street Block 
Delineation (cf. section 4.2.5). 
Especially for narrow streets, tramlines tend to fuse separate street block boundaries to one object 
by building “pixel bridges”, thus complicating the block delineation by a flood fill (cf. Figure 4.14c). 
Therefore, the resulting layer of the tramline network needs to be separated from the map. The 
symbol for tramlines shows only little difference among the investigated maps. The recognition 
process considers a line that is either crossed by recurrent orthogonal dashes or merged with 
recurrent solid circles (cf. Figure 4.14a/b). To identify seed elements, the process transforms the 
areal-object-adjusted map layer to its skeleton representation and uses its junction points to split 
the skeleton lines into segments. From this set of segments the process selects all objects that 
match the parameter LengthSeed and further have recurrent orthogonal dashes or areal circles in 
vicinity of both endpoints. If the symbol representation uses solid circles as recurrent objects, the 
process recognizes these from the areal objects layer that has been cleared of railroads and 
buildings based on the parameters SizeCircle and CompactnessCircle. In distance of SearchDistance, 
the algorithm then tracks the tramline symbol from the seeds within the split skeleton layer using 
the pre-selection parameters LengthSegment, DeviationPolarAngle, and PerpendicularDistance. 
Similar to the tracking of areal railroad symbols, the process chooses the pre-selected candidate 
with the lowest energy value for reconstruction. However, due to a higher number of probable 
candidates, a search depth of three is chosen. Finally, the resulting tramline network (representing 
the centerline) is dilated by the width of linear map objects (here, seven pixels as used to separate 
areal from linear map objects) and used to cut the tramline symbol from the remaining map image. 
Again, for details on the application of parameters, the reader is referred to Appendix A.1. 
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Figure 4.14: Characteristic of the tramline map symbol, given by a centerline and recurrent orthogonal dashes 
(a) or solid circles (b), respectively. The latter tend to build “pixel bridges”, especially for narrow streets 
(encircled red). These bridges, however, interfere the delineation process (c) by fusing several block 
boundaries to one object (colored blue).  
Source:  Author’s own; details of scanned black layer maps (DTK25-V) © BKG 
4.2.5 Module Street Block Delineation 
To delineate street blocks, a three-step iterative process is carried out on the remaining map 
content. This layer represents the map after the separation of all map objects mentioned in the 
previous subsection. During the first iteration, the process initially transforms the remaining map 
content to its skeleton line representation and applies the flood fill to every connected component 
of this layer. Every filled object is then evaluated with regard to being a street block (cf. section 
4.2.5.3). In case of a positive evaluation, the process flags the street block object from the 
remaining map content layer and stores it in an intermediate street block layer. 
4.2.5.1 Street Network 
To delineate the street network, the process calculates the inverse image (background information) 
of the remaining map content including the positively evaluated street blocks (cf. Figure 4.15 left). 
Then, the routine transforms the inverse image to its skeleton line representation and splits the 
skeleton network to segments at its junction points. To evaluate these segments with regard to 
being a street centerline, the approach presented in Broelemann et al. (2011, pp. 279–281) has 
been implemented.  
(a) tramline symbol with recurrent dashes
(c) impact of tramline symbol characteristics on the flood fill approach(b) tramline symbol with recurrent circles
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𝑞𝑠𝑒𝑔𝑚𝑒𝑛𝑡      =    𝑠𝑒𝑔𝑚𝑒𝑛𝑡  ( 1 ∑ 𝑖𝑛𝑖=1  )⁄   =    2  ( ∑ 𝑖𝑛𝑖=1  )⁄                           (4 4) 𝛿?̅?𝑒𝑔𝑚𝑒𝑛𝑡      =   1  ∑ |  Δ  𝑖 Δ    |𝑛𝑖=1                                                                                   (4 5)  (𝛿̅, 𝑞)          =   x  ( − 𝛿?̅?𝑒𝑔𝑚𝑒𝑛𝑡2 2𝜎2  )  ∙  √𝑞𝑠𝑒𝑔𝑚𝑒𝑛𝑡                                             (4 6)        ( )  =  { 𝑠     ,  ≥       𝑉       𝑠     ,  <       𝑉                                               (4 7) 
In doing so, the process calculates the Euclidian distance  𝑖  to the nearest foreground pixel for 
every segment pixel using a distance transform. For every segment, a quotient 𝑞 of its 
length   (which is equal to number of pixel  ) and the average Euclidean distance is calculated 
(cf. equations 4.4). Further, the mean deviation 𝛿̅ between distance values of adjoining segment 
pixels is calculated. Along with the street model parameter 𝜎, both, quotient and mean deviation, 
are input to a flexible rating function   that allows for local street width changes, which is common 
in the DTK25-V (cf. equation 4.6). With the parameter       𝑉    , a threshold is defined to select 
segments with a high rating of being a street segment (cf. Figure 4.15 right). Connected street 
segments are then merged to a network. Starting from the endpoints of the network, the process 
attempts to reconstruct it using the process parameters DistanceStreetSeg-
ment, -CrossroadIntersection, DeviationPolarAnglePerpend, and -Prolong. Further, potential 
reconstructing segments are constrained by not crossing any object of the remaining map content 
layer. Again, for details on the application of parameters, the reader is referred to Appendix A.1. 
After each iteration, the street network layer is updated using the described process.  
 
Figure 4.15: Street network delineation showing the result of the first-iteration flood fill (left) and the building-
adjusted segments of the thinned background (right). Evaluation of the segments is based on the underlying 
distance transform (bright areas represent larger distances to the nearest foreground pixel) for the left image. 
Segments supposedly being streets are depicted in green, rejected segments in red.  
Source:  Author’s own; previously published in Muhs et al. (2016, p. 77) © Elsevier Ltd 
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4.2.5.2 Reconstruction of Street Block Objects 
After the first iteration, erroneous block boundaries and partly unconnected fragments of the 
street block structure remain. As stated earlier, these erroneous block boundaries can be divided 
into fragmented one-part- and multi-part-boundaries (cf. Figure 4.10). 
To efficiently identify boundary gaps of the first group during the second iteration, convex and 
concave hulls, which approximate the correct contour, are shaped in accordance to the erroneous 
boundary. Therefore, for every connected object of the remaining map content layer in skeleton line 
representation, the process determines all endpoints, removes small branches (pruning) based on 
MinSizeSegment, and shapes a hull around the object's boundary. Initially, the process calculates a 
convex hull for the selected boundary object. If no endpoint pairs intersect the hull on a local 
search scale, but endpoint pairs within the hull exist, a concave hull is determined applying a 
simplified version of the algorithm for guided 𝜶–shapes presented in Kreveld et al. (2011,  
pp. 12–15). Here, guided means that already recognized street and railroad segments provide a 
spatial context and constrain the hull contour not to be bent alongside, acting as a virtual boundary 
to the shape. First, in addition to endpoints, bending and junction points are determined for the 
boundary along with adjoining street or railroad segments. Then a constrained Delaunay 
triangulation is calculated based on this set of points. The hull contour is given by all network edges 
whose disk with radius of 𝛼 does not intersect any other point from the set. To locally adjust 𝛼 to 
specific boundary situations, the method based on local point density (RadiusDensity), as described 
in Teichmann and Capps (1998, p. 70), has been implemented. 
Following the hull construction, the process splits this hull into straight segments and selects all 
hull segments that intersect with an endpoint. To determine endpoint pairs that need to be 
connected to close a gap, the process calculates the difference image between the hull and the 
object's boundary. The resulting set contains all hull segments that represent a gap and, therefore, 
corresponding endpoints lie on the same gap segment. To close the identified gap, the process 
provides two options. If both corresponding endpoints lie on the same hull segment, a straight line 
is used to connect the endpoints. Otherwise, if the endpoints intersect with three adjoining hull 
segments, the hull segments not representing the gap are virtually extended and brought to 
intersection. The reconstruction is steered by the process parameters DistanceGapNodes and 
DeviationPolarAngle. To avoid an incorrect reconstruction, possible contour segments are 
constrained by not being allowed to intersect any street or railroad segment, any positively 
evaluated street block, or any object of the remaining map content layer. Figure 4.16 shows a step-
wise example for the algorithm to close a boundary gap caused by clipping. Finally, at the end of 
the second iteration, the process separates all positively evaluated street blocks (cf. section 4.2.5.3) 
from the remaining map content to the street blocks layer. 
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Figure 4.16: Example for the step-wise closing of boundary gaps; with the original situation (a), remaining 
map content and the connected component object (red) in skeleton representation (b), the created convex 
hull (blue) and the endpoints (green) that are positioned on the hull contour(c), and the selected hull segments 
(blue) that are brought to intersection (rose) to close the gap (d).  
Source:  Author’s own; adapted and modified from Muhs et al. (2016, p. 78) © Elsevier Ltd 
During the third iteration, the process attempts to reconstruct erroneous block boundaries of the 
second group. Therefore, the algorithm to close gaps is modified inasmuch as a perceptual 
grouping of objects from the remaining map content layer to one object is carried out beforehand. 
To achieve this, the process first groups the remaining map content layer according to the merged 
networks of streets and railroads. Then, it selects fragments from these groups according to their 
position and relative orientation to the network segments using the parameters 
DistanceMainContour and DeviationPolarAngleMainContour. In doing so, the process further reduces 
the set of possible block boundary fragments that form the grouped object. For details on process 
parameters, the reader is referred to Appendix A.1. At the end of the third iteration, the street 
block layer is saved as GIS vector data along with an updated set of grouped fragment objects that 
are flagged for manual post-processing. The user-generated, map-based completion of the street 
block delineation via GIS software is voluntary but may improve the delineation of built-up area in 
the succeeding modules. The expenditure of manual post-processing strongly depends on the 
map's suitability for automated processing.  
4.2.5.3 Evaluation of Street Block Objects 
To evaluate the street block objects in regard to plausibility a set of topological and geometric 
features are input to a hierarchical classifier and compared to the corresponding evaluation 
parameters CountPartOpened, RatioContour,  Area, Elongation, and Convexity. While the latter three 
parameters describe geometric form, the two former help to avoid the labeling of topologically 
incorrect delineation results as street block and have a high priority. RatioContour dismisses single 
street block candidates with connected linear elements, while CountPartOpened checks if two or 
more filled blocks are connected by a linear map object. Both situations signal that a final 
delineation probably has not been achieved to that point. After the third iteration, the set of 
evaluation parameters is reduced by Area, Elongation, and Convexity, to allow for street blocks that 
are not of inner city but periphery type and, therefore, tend to have greater sizes and irregular 
shapes. For further details on these parameters and their application, the reader is referred to 
Appendix A.1.  
a) b) c) d)
4    Concept and Methodology 69 
4.2.6 Delineation of Built-up Area 
Having delineated the map’s street block structure, the following two modules aim at demarcating 
the higher-level spatial concept of built-up area by perceptually grouping the building layer and 
evaluating these groups in regard to distribution and coverage for every street block. 
4.2.6.1 Module Building Grouping 
This module, of which the workflow is shown in the pseudo code of Figure 4.17, uses the building 
and the residential hatching layer (cf. sections 4.2.4.1 and 4.2.4.2) as input and the (user-
completed) street blocks layer as auxiliary data. If the map of interest uses hatching to demarcate 
areas of residential use, the building layer is separated into a set of buildings with residential use 
and a set of residual buildings. To achieve this, the process intersects all buildings with the 
morphologically closed hatching layer. The size of the circular structuring element used for the 
closing is provided by the process parameter DistanceNeighbor. To obtain the set of residual 
buildings, the process calculates the set theoretic difference between the building layer and the 
buildings with residential use. 
While the grouping is already immanent in the residential area through the hatching (merge of 
closed hatching layer with residential building layer), the set of residual buildings is grouped 
spatially for every street block. In order to group the buildings, a gravitational approach has been 
chosen to account for buildings with a larger footprint to have a wider spatial impact. In an iterative 
procedure, the process calculates a buffer width using the power function  ( ) with   being the 
surface area of the building or building group. 
 ( )  =  𝛾 ∙  √ ∑  𝑖  𝑛𝑖=1          ∀          𝑖  ∈  (     ∩ 𝑠          𝑘)        (4 8) 𝛾 is provided by the formula parameter Gamma. The buffer width determines the proximity in 
which the procedure searches for neighboring buildings. If any buildings are found, the process 
adds these buildings to the group and recalculates the buffer according to the new surface area. 
The process also allows for the merging of groups and, therefore, is independent of which building 
is selected first to start the grouping. The iterative procedure stops as soon as all buildings of the 
street block have been assigned to a group. If the street block layer is not complete and the user 
has chosen not to intervene, the remaining buildings that cannot be assigned to a street block are 
treated as if they belong to a single imaginary street block. The grouping routine is not changed. 
However, the grouping is not allowed to cross any street or railroad segment. Finally, both resulting 
layers, the residential area and the grouped residual buildings, are passed on to the following module 
Built-up Area (cf. section 4.2.6.2). 
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Figure 4.17: Pseudo code for the module Building Grouping.  
Source:  Author’s own; adapted and modified from Muhs et al. (2016, p. 79) © Elsevier Ltd 
4.2.6.2 Module Built-up Area 
After having grouped all buildings of the map, the process evaluates both, the building coverage 
and the distribution of the buildings within every street block, to select blocks that need to be 
refined in their delineation with regard to the built-up area. The building coverage describes the 
area of the street block covered by buildings and residential area. To determine the distribution of 
the buildings, the process calculates the shift between the centroids of the street block and the 
union of both building layers. To make this shift independent of the block size, a normalization to 
a hypothetical square block with an area of 100.000 m² (10 ha), which was found suitable for this 
task, is performed. The values of coverage and shift are then compared to the constraint 
Algorithm 3 : Algorithm to Group Buildings
1:         𝑠, 𝑠         𝑘𝑠,         , 𝑠     𝑠,         𝑠  respective layer  
2:    𝑠𝑠                                             ,              # generate initial set of grouped buildings
3: # partition building layer into layers of buildings with residential use and residual buildings
4:            𝑠                                             𝑠𝑠  𝐷 𝑠               
5:       𝑠 𝑠             𝑠              𝑠 ∩             𝑠   # built-up area of buildings with residential use
6:       𝑠              𝑠             𝑠 ∩             𝑠   
7: # for every street block containing residual buildings, group these buildings
8: for each     𝑘 in 𝑠         𝑘𝑠 do # phragma Grouping Routine
9:     𝑠    ,     𝑠          𝑠     ∩     𝑘,  [ ]     # initialize container for buildings already grouped
10: for each     in     𝑠    do
11:    (      ∩      𝑠   =    )                                                              
12: 𝑠       𝑠   ,                  # initialize a positive search result and a new temporary group
13: while ( 𝑠       𝑠   =    ) do   as      as         s ar    f      r   , …
14:       ,          calculate the centroid and the area (footprint) of               
15:                                                                               4 8
16: 𝑠       𝑠           ∩      𝑠                   
17:     𝑠   ,                 𝑠   ,               𝑠       𝑠   # update bag and group
18:   (        ∩         =    )       a r a         a     r   s ar      rs               ff r
19:                        ⌢         ∩                a   s                rs         r   
20:                           ∩                r      s                rs         r   
21: endif
22: endwhile
23:                ⌢                  a   f r     r             s   f           r   s
24: endfor
25: endfor
26:                               ∀         𝑠                                    :
27:                ∩  𝑠     𝑠          𝑠 =                       ⌢                  
28: return       𝑠 𝑠 ,        
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parameters RatioArea and DistanceCentroids. A block is selected for refinement if it fails the 
evaluation, meaning either a low building coverage or an uneven distribution of the buildings in 
regard to the block shape. 
Within every selected street block and starting from each building group the process searches for 
demarcating map elements that represent parcel boundaries or a change of usage. While for a 
residential area, this step is skipped due to the already existing demarcation by the hatching, for 
the groups of residual buildings, the process calculates a distance transform of the remaining map 
content layer in the spatial domain of the street block. From the outline of the building group and 
within a buffer width, which is given by the constraint parameter DistanceForeground, the algorithm 
searches for the nearest foreground elements. To find these elements, the algorithm uses a 
gradient-based routine on the distance transform layer. The result of this search can be a 
continuous demarcation, a dotted or dashed demarcation, or an empty set. In case of a dotted or 
dashed demarcation, the process attempts to reconstruct the individual elements of the path to a 
continuous line using equations 4.2 to 4.3 and the constraint parameter DistanceElement that 
defines the search distance. If this reconstruction fails or no demarcation was found in the first 
place, the demarcation is constructed based on the method presented in Chaudhry and Mackaness  
(2008, p. 98–99, equations 1 and 2) to avoid the drawbacks of simple buffering.  
𝐸𝑗 = 𝑘 ∙  {  √   𝑗  ∙  ∑ 𝑖  
𝑛
𝑖=1 ( ∑ 𝑖2𝑛𝑖=1  )⁄ }  𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑        =       (    ∈        ) − 1            (4 9) 
Accordingly, an expansion factor 𝐸 based on an upper expansion limit 𝑘 and a scaling factor that 
the authors denote citiness is calculated for every building. The latter term, which is normalized 
among all values, determines a relationship of a building 𝑗 and its footprint  𝑗 to the sum of all 
other buildings’ footprints belonging to the group and the distances  𝑖  to them. Due to the 
denominator, values for the citiness term will be high for buildings within a dense group and, 
conversely, low within a low-density part of the group. Having expanded the buildings according 
to 𝐸 and aggregated overlapping contours, the constraint parameters AreaHole and RatioHoleHull 
are used to preserve or close holes within the demarcated group hull. To complete the delineation 
of group hulls, the process is repeated for all building groups that could not be assigned to a street 
block. Finally, the demarcation hulls are adjusted to the street blocks’ outline under the condition 
that the built-up area has to be bounded by at least one street segment. Therefore, if the hull 
intersects with the street block contour, it is clipped accordingly. Otherwise, the search for 
bordering street segments continues until at least one segment is reached. For this case, the final 
delineation is achieved by orthogonally snapping all contour points of the hull segment, which is 
closest, to the reached street segment boundary. Consequently, the (adjusted) hull contour is filled 
and, therefore, the built-up area delineated. Last, the size of individual built-up area shapes is 
constrained by having a size SizeMin of at least 0.01 km² (e.g. AdV, 2017, p. 60). Shapes that fall 
short on this constraint are dismissed from the delineation result. Figure 4.18 shows the pseudo 
code for the delineation of built-up area. For details on the parameters used during the process, 
the reader, again, is referred to Appendix A.1.  
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Figure 4.18: Pseudo code for the module Built-up Area. ‘Distance’ is abbreviated throughout the code as ‘dist.’.  
Source:  Author’s own; adapted and modified from Muhs et al. (2016, p. 80) © Elsevier Ltd 
  
Algorithm 4 : Algorithm to Delineate Built-up Area
1:        ,       𝑠 𝑠 , 𝑠         𝑘𝑠,         respective layer  
2:   𝑠                                      ,           𝑘𝑠      # generate initial set of built-up area
3: for each     𝑘 in  𝑠         𝑘𝑠                   𝑠 𝑠  do
4:                           𝑠 𝑠   ∩      𝑘
5:                                  ,                                 𝑘
6:   𝑠                                𝑘                                                               𝑘 1     
7: i    𝑠    <   𝑠     𝑠                  <   𝑠             then           𝑘𝑠           𝑘𝑠 ⌢     𝑘
8: else # failed evaluation triggers refinement of the block (urban) in regard to built-up area
9: for each   𝑗   in          ∈      𝑘 do
10:                           𝑗                         4 9       𝑠           ,              
11:   𝑠     𝑠                    ,                                                                 𝑘
12:        𝑠                                          𝑠     𝑠       𝑠     𝑠                        
13: i          𝑠 =     then # bordering elements have been found within the search distance
14: i                 𝑠 == 1  then # one continuous bordering element has been found
15:          𝑘𝑠           𝑘𝑠 ⌢                        
16:     # try to connect the elements of a possibly dashed or dotted demarcation
17:        𝑠                   𝑠          4 2     4 3                    𝑠     𝑠 𝐸      
18:                   𝑠   =                  𝑘𝑠           𝑘𝑠 ⌢                𝑠   
19:                                f        ar a                   ra sf r       a f            
20:      
21:      
22:                   ar a     s       as      f         r f r , a       s    s r      a   r              s s a  
23:             𝑘                              𝑘                         𝑠     𝑠         
24: i       𝑘       =     then
25:                                                                        𝑘        
26:          𝑘𝑠           𝑘𝑠 ⌢            
27:         𝑠     𝑠            𝑠     𝑠          1 1                         r  r  s ar  
28:      
29:      
30:       
31:      
32:       
33:          𝑘𝑠                        𝑘𝑠              𝑘𝑠      ≥    𝑠   𝑠       
34:                𝑘𝑠
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 Implementation 
For reasons of fast prototyping, the procedure has been implemented inside the graphical 
application development system HDevelop of the machine-vision software HALCON 10.0 for 
Windows 7 (MVTec, 2013), a software mainly used for industrially centered applications. The 
software includes an image-processing library with more than 1800 predefined 
methods/operators that have been used if available and if suitable. To include own functions 
written in C and necessary to fully implement this work's methodology, the software offers an API 
(application programming interface) for a variety of programming languages. Further, HALCON 
provides a preset interface that allows both, the import of cartographic imagery from and the 
export of analysis and delineation results to a GIS-environment, using the TIFF-format (images, 
regions) or the ARC/INFO-format (contours). This assists the workflow of training the recognition 
process, the operator-provided completion of the street network – if necessary – as well as the 
evaluation of delineation results.  
To allow for a high degree of flexibility and usability when needing to adapt the process to different 
map layouts, parameters are stored separate from the function core of this process. Though a 
minimal user-interaction is intended, the process requires the provision of characteristic values for 
salient features of most map objects except buildings, at the moment. Instead of precise 
thresholds, most recognition features can be applied using a range. In doing so, the recognition 
process tolerates intra- and inter-map deviations of the graphical representation from the 
cartographic model. Narrow ranges are expected to avoid too many false positives and still 
guarantee good recognition results due to the structural approach. Further, salient features used 
to recognize objects are not coded explicitly within the code. Rather, these features are stored 
implicitly in the parameter section as a feature vector and can be adapted (e.g. the hierarchical 
importance of the feature for the recognition process) and even be extended if the new feature is 
a member of the feature list provided by the HDevelop function core. The features used for 
recognizing the specific map object are integrated into the process just when the feature vector is 
passed to the function core. Therefore, the process is flexible to different map layouts. A detailed 
list of parameters used to date, along with their purpose and the pre-assigned values, is given in 
the Appendix A.1. 
In the following chapter, several experiments are conducted to evaluate and discuss the suitability 
of the proposed process to delineate built-up area based on different map images. 
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5 Evaluation and Discussions 
Having implemented the methodology presented in chapter four as prototypic software, this 
chapter introduces the evaluation strategy and presents various experimental settings to 
demonstrate the applicability of the methodology. Subsequently, the delineation results for three 
different study maps that are provided by the scanned black layer of the (digital) German 
topographic map at a scale of 1:25.000 (DTK25-V) are evaluated and discussed. The chapter 
concludes with the elaboration of the strengths and limitations of this work’s proposed 
methodology.  
 Evaluation - Frameset 
5.1.1 Study Maps 
In the presented work, three study maps from three different federal states are used. These are 
depicting the cities of Dresden (Saxony), Hannover (Lower Saxony), and Krefeld (North Rhine-
Westphalia). All three data sets, based on scanned binary map sheets, show an urban characteristic 
with the city center almost depicted in the middle using the same characteristics in depicting the 
elementary objects of urban form: buildings, streets, and urban block. Aside from showing the 
same degree of urbanization, these sites are represented by map sheets of different processing 
suitability, which is mainly evaluated by criteria presented in Meinel et al. (2008, p. 36) and section 
4.1.2. Based on this evaluation, the map of Hannover shows the highest quality. It only exhibits 
gaps caused by merging neighboring map sheets, next to object fragmentation caused by clipping 
and few cases of fusing. The raster maps of Dresden and Krefeld show a lower (medium) quality. 
They exhibit merging gaps as well as higher rates of object fusing, even by clipping symbols due to 
lower quality of the analog maps and the rasterization/binarization process. Thus, the map quality 
of Krefeld is inconsistent with the assessment of Meinel et al. (2008, p. 37; cf. Figure 4.3b) that 
found a good quality for the maps of North Rhine-Westphalia. 
76 Sebastian Muhs 
The maps have been chosen for three reasons. First, all three maps represent study sites that have 
a history at the IOER, therefore being associated with many research projects. Further, digital 
reference data of built-up area exist for the chosen maps (cf. section 5.1.2). Second, these maps 
are good representatives of the DTK25-V, inhering the full spectrum of diversity that has been 
presented in the previous chapter (cf. section 4.1.2). This includes cartographic differences in font 
types, the method to clip underlying map content, the use of different symbols for the same map 
object – such as rails for trams and railroads (cf. Figure 5.1b/c) – and the use of point hatching to 
depict residential area within urban blocks. Such a hatching is used in the maps of Hannover and 
Krefeld, whereas it is not present in the map of Dresden. Third, it was the intention to select maps 
of different quality, showing a gradient from good to bad to analyze the impact of map quality. 
While the map of Krefeld is at the edge of low quality, a distinct representative of a low-quality map 
has not been found for the topicality of the reference data, though. Figure 5.1 gives an impression 
of the study sites, with Figure 5.1a not showing the maps at the same scale but to the full extent of 
the study area. Figure 5.1b each shows a more detailed view of the maps to give a broad impression 
of the quality, while the plotting quality can be evaluated in more detail in Figure 5.1c. 
 
Figure 5.1: Study maps and their data characteristics. 
Source:  Author’s own, taken from Muhs et al. (2016, p. 74) © Elsevier Ltd 
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5.1.2 Reference Data 
Reliable reference data is crucial to evaluate this work’s delineation process in regard to its results. 
The choice of reference data for land cover, however, is often flawed due to restrictions that are 
also discussed in other works dealing with reference data (e.g. Harig et al., 2016, p. 17): either these 
data are not available or they lack an exact representation of the intended form. Therefore, a 
combined approach is pursued. First, the map objects street block, building, tramline, railroad, and 
street are assessed based on a manual delineation (supported by aerial imagery) for every study 
map because their delineation is rather unambiguous. While a quality assessment of the building 
extraction is essential, the other map objects represent auxiliary elements on the way to delineate 
built-up area. Therefore, their quality measures are only given to discuss the methodology and to 
compare it to other studies (cf. section 5.3.2). Second, built-up area that represents a higher-order 
spatial concept is compared to an external delineation to not reproduce wrong assumptions 
already implemented into the process. This “external” source is provided by the digital landscape 
model (Basis DLM), an object-based topographic database that is part of the Authoritative 
Topographic-Cartographic Information System (ATKIS®). From this digital database that is available 
nation-wide since the completion of the first realization stage in 1997, the union of four object 
layers that all belong to the object group built-up area (2100) – namely residential areas, industrial 
and commercial areas, areas of combined use, and areas of specific functional use, respectively 
(2111-2114) – is used. The content of this reference layer is comparable to the built-up area as it is 
depicted/assembled in a topographic map at the same scale. However, compared to the net block 
demarcation of the map, the DLM depicts urban blocks as gross area, meaning that the block is 
not bordered by the curb but by the street’s centerline. Therefore, the gross block geometry of the 
reference layer needs to be adapted to the net block delineation by subtracting the street reference 
layer from the built-up area reference (result is referred to as DLM*). 
Further, this reference layer is relevant not only for evaluation purposes. Despite not meeting the 
requirements for time-comparative, comprehensive studies due to age, it represents the most 
recent data and, thus, the base to which data that are extracted from historic maps have to be 
linked to. 
5.1.3 Methodology 
Except for buildings (cf. section 4.2.4.1), the process has been trained based on one tile of the size 
1250 ∗ 1250 m for every study map sheet. In doing so, the application of map object recognition 
and process parameters has been tuned to achieve perfect delineation results for those tiles. A 
table of parameters and the assigned values used in each module is given in the Appendix A.1. Due 
to the amount of parameters and depending on the map layout complexity, an adaption can be 
time consuming and requires some knowledge of image analysis, however. To evaluate the quality 
of the delineation result in regard to its reference data, two approaches are pursued. First and in 
analogy to other works in visual pattern recognition, the binary measures precision 𝜋 and recall 𝜌 
are calculated, corresponding to correctness and completeness, respectively, as suggested 
terminologically in Heipke et al. (1997, p. 153). The harmonic mean of both measures is determined 
based on the 𝐹𝛽-measure.  
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𝜋 =  𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 ( 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 )              𝜋 ∈ 𝑄 { 𝜋 | 0 ≤ 𝜋 ≤  1 }         (5.1) 𝜌 =  𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 ( 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 )             𝜌 ∈ 𝑄 { 𝜌 | 0 ≤ 𝜌 ≤  1 }         (5.2) 𝐹𝛽 =   (1 + 𝛽2)  ∙  𝜋 ∙  𝜌  𝛽2 ∙ 𝜋 +   𝜌                                      𝛽 = 1                                           (5.3) 
While for the areal objects street block and building the determination of true positive, false 
positive, and false negative is based on direct hit or miss between delineation result and reference, 
the evaluation of map objects with linear characteristics, such as tramlines, railroads, and streets, 
uses the approach suggested in Heipke et al. (1997, pp. 152, 155). Therefore, the evaluation process 
calculates both, one buffer of specified width around the extracted map object and one around 
the reference data, both in skeleton representation. Determined on pixel level, parts of the 
extracted data within the buffered reference denote true positive, parts outside denote false 
positive. For the other direction, unmatched reference data denote false negative.  
Second, the delineation result of built-up area is compared to the reference DLM* on pixel level 
using the Rand Index 𝑅 (Rand, 1971). For two sets, here the delineated built-up area 𝑆𝑑𝑒𝑙 and the 
DLM* reference  𝑆𝑟𝑒𝑓, the amount of agreement (𝑁11 + 𝑁00) is calculated and scaled by the sum 
of agreement and disagreement (𝑁10 + 𝑁01). While 𝑁11 and 𝑁00 denote pixels of an image that 
are part of both sets or belong to neither, respectively, 𝑁10 (overestimation) and 𝑁01 
(underestimation) denote pixels that only belong to either one set. 𝑁11 =    𝑆𝑑𝑒𝑙 ∩  𝑆𝑟𝑒𝑓                                                                                               (5.4) 𝑁00 =  ¬(𝑆𝑑𝑒𝑙 ∪  𝑆𝑟𝑒𝑓)                                                                                         (5.5) 𝑁10 =    𝑆𝑑𝑒𝑙 \  𝑆𝑟𝑒𝑓                                                                                               (5.6) 𝑁01 =     𝑆𝑟𝑒𝑓 \  𝑆𝑑𝑒𝑙                                                                                               (5.7) 𝑅(𝑆𝑑𝑒𝑙 , 𝑆𝑟𝑒𝑓)  =    𝑁11 + 𝑁00   𝑁11 +  𝑁00 +   𝑁10 +  𝑁01             𝑅 ∈ 𝑄 { 𝑅 | 0 ≤ 𝑅 ≤  1 }       (5.8) 
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 Experiments and Results 
In this section, three experiments are presented to assess the performance of this work’s 
methodology using the maps and evaluation measures given in the preceding section. The 
experiments comprise the general delineation process presented in this thesis and two further 
variants. The variations either refer to the manipulation of the process (cf. section 5.2.1.2) or to the 
manipulation of the input data (cf. section 5.2.1.3). In the following, the objective, the outline, and 
the results (cf. section 5.2.2) are stated for each experiment. The discussion of results is dealt with 
in the succeeding section. 
5.2.1 Experiments 
5.2.1.1 Delineate Built-up Area Using the General Process (E.0 – DBA-GP)  
This variant serves as basic evaluation of the plain process without any user interaction, meaning 
that street blocks are not user-completed. The application of process and recognition parameters 
has either been trained (buildings) or tuned manually and is given in the Appendix A.1. 
5.2.1.2 Delineate Built-up Area Using a Deviation of the General Process 
(E.1 – DBA-VP) 
The general methodology is a complex process built of several modules and intermediate 
delineation stages. Therefore, the delineation of built-up area is rather time-consuming and 
requires the laborious adjustment of many parameters for new map layouts. To assess the 
mutually dependent behavior of both, the computation time and the delineation quality, two 
variants of the process are chosen. First, the module Street Block Delineation is modified inasmuch 
as the reconstruction of fragmented contours is omitted (DBA-VP1). Rather, the delineation of 
street lines is adapted in regard to the parameters DistanceStreetSegment and 
-CrossroadIntersection, assigning higher values to allow for a more flexible reconstruction routine 
during the street network delineation that only executes once. Holes within the union of both 
networks, streets and railroads, are expected to represent adequate street block objects. Second, 
a further variant that only uses the extracted buildings, the residential area symbol and the 
remaining map content layer, stripped of all solid map symbols, has been implemented (DBA-VP2). 
Note that for this variant, no explicit information on street or railroad network is derived from the 
map. For this variant to work, however, the grouping algorithm has to be modified to not end up 
with a group that contains all buildings due to the missing search domain limitation by the street 
block contour. Therefore and similar to code lines 26-27 of Figure 4.16, the contour of the circular 
search area virtually stops growing at the location where any linear map element is intersected. 
Further, after the grouping and the construction of the initial hull, this hull is clipped by any 
intersecting linear elements in a first post-processing step. In a second step, any contour hull point 
not already positioned on a linear map element snaps to the closest linear element in maximal 
distance DistanceForeground. Due to the particularly evaluative characteristic of this variant, this is 
a rough implementation rather than a sophisticated method. It is regarded sufficient for the 
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purpose, however. Figure 5.2 shows both process variants in analogy to Figure 4.10 with adaptions 
highlighted by a bold orange box contour. 
 
Figure 5.2: Variants of the general process that are used for evaluation in experiment E.1. 
Source:  Author’s own 
5.2.1.3 Delineate Built-up Area Using Maps with Varying Spatial Resolution 
(E.2 – DBA-DPI) 
All three maps are provided with a spatial scanning resolution of 508 dpi by standard. During the 
review, however, several studies were found that stated minimal resolution values for the 
automated analysis of topographic maps, starting from 300 dpi (Chiang et al., 2014, p. 7) and 
ranging up to 340 dpi (Hecht, 2014, p. 136). To assess the impact of scanning resolution to the 
delineation result, two reduced map resolutions of 254 dpi (half of the original scanning resolution) 
and 200 dpi, which have been generated for all three maps synthetically, are tested. Figure 5.3 
shows details for the different map resolutions. It is evident in these detail images that there exists 
a significant gradient in image quality from 508 dpi to 200 dpi. Especially for the bottom row, a high 
degree of fragmentation for linear map objects can be observed. To account for different scanning 
resolutions during the process, parameters assigned with pixel values are adapted according to 
the ratios of adapted to original resolution. 
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Figure 5.3: Study maps with varying scanning resolution (generated synthetically). 
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5.2.2 Results 
5.2.2.1 Delineation Results of the General Process – R.0 
The overall results for the extraction of map objects and built-up area are very promising. Table 5.1 
summarizes the rates for precision and recall for the map objects of each study map. 
Table 5.1: Precision and recall rates for the map objects of the corresponding map sheets. Positional accuracy, 
which refers to the buffer width used to evaluate linear map objects with their reference, is set to four pixels. 
Source:  Author’s own, taken and extended from Muhs et al. (2016, p. 81) © Elsevier Ltd 
Map Sheet Map Object Counta Precision Recall F-Measure Recall1b Recall0c 
Hannover 
(100 km²) 
Street Block 2063 1.000 0.931 0.960 0.603 0.535 
Buildings 19543 0.987 0.999 0.993   
Tram Line 62.3 1.000 0.987 0.989   
Railroad 64.0 1.000 0.981 0.990   
Streets 912.4 0.994 0.963 0.978   
Dresden 
(48 km²) 
Street Block 1301 1.000 0.864 0.922 0.471 0.331 
Buildings 11539 0.939 0.994 0.966   
Tram Line 71.6 1.000 0.967 0.979   
Railroad 38.7 0.979 0.944 0.962   
Streets 439.5 0.989 0.914 0.952   
Krefeld 
(80 km²) 
Street Block 1924 1.000 0.835 0.912 0.456 0.369 
Buildings 17011 0.943 0.995 0.969   
Tram Line 84.6 0.982 0.926 0.963   
Railroad 81.5 1.000 0.928 0.959   
Streets 767.7 0.991 0.894 0.943   
a  Count shows the number of urban blocks, buildings, or the total length in km for tramlines, railroads, and streets.  
b  Recall1 shows recall rates for street blocks before the closing of gaps but after the removal of interfering symbols. 
c  Recall0 shows recall rates for street blocks without the removal of interfering symbols or the closing of boundary gaps.  
In general, the process achieves high precision rates with lower recall values, mainly due to the 
structural recognition approach with conservative seed extraction and post processing routines 
(such as street network completion at endpoints) that are mentioned in the methodology section 
of chapter 4. However, a contrary trend is observed with buildings. This is due to a differing 
recognition strategy. While the map object recognition process intends to only recognize and 
remove certainly interfering map objects to avoid further fragmentation of block boundaries, the 
building extraction aims at recognizing as many buildings as possible, thus, accepting false 
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positives. For the most part, these false positives include fragments of solid symbols that usually 
represent buildings or built-up area in a more abstract way. Therefore, the actual mistake is much 
smaller. For a detailed description of experiments conducted on the building extraction, the reader 
is referred to Herold (2016, pp. 94–103). 
The segmentation of the interfering linear symbol for tramlines shows high precision values for all 
three study sites and slightly lower values for recall. Those are caused by areas with a wide overlap 
of different map layers that exhibit low recognition rates due to fusing and clipping, as can be 
observed for city centers. Further, a decrease in recall from Hannover to Dresden and Krefeld 
correlates to the map suitability and the used symbol, as perpendicular dashes have a higher effect 
on recognition than solid semicircles. However, the removal of the tramline symbol significantly 
improves the street block delineation. This was obvious especially for Dresden and Krefeld, where 
the interfering characteristic due to fusing was very prominent. Similar statements in regard to 
precision and recall hold for railroads. Several buildings that are fused to the railroad network 
explain lower precision values in Dresden. Because of sharing similar characteristics with the 
railroad symbol, these buildings are incorrectly segmented as railroad symbol. Precision values for 
street blocks are equal to one indicating that no street block has erroneously been delineated. 
However, significantly lower values for recall, ranging from 0.93 for Hannover to 0.83 for Krefeld, 
signify that not all street blocks can be delineated automatically. The distribution of correctly 
delineated street blocks strongly depends on the map content. While very good results are 
achieved for regular urban structures with moderate fusing or clipping of the map content by 
symbols or characters, lower recall values are observed with a higher portion of fragmented or 
fused street block boundaries that are inherent in map areas with high informational density such 
as city centers or industrial areas. 
Table 5.2: Results of the built-up area delineation. Reference data DLM* represents the net block adaption of 
the DLM. 
Source:  Author’s own, taken from Muhs et al. (2016, p. 82) © Elsevier Ltd 
Map Sheet Built-up area [km²] Match (Rand Index) Mismatch 
Map DLM*  Overestimation N10 Underestimation N01 
Hannover 48.51 47.87 0.965 0.025 (2,47 km²) 0.010 (0,99 km²) 
Dresden 22.01 22.67 0.933 0.035 (1.66 km²) 0.032 (1.54 km²) 
Krefeld 37.99 38.92 0.937 0.027 (2.16 km²) 0.036 (2.88 km²) 
The delineation of built-up area is achieved with correctness values ranging from 0.97 for Hannover 
to 0.93 for Dresden (cf. Table 5.2), thus, showing general agreement with the ranked delineation 
of street blocks and the overall map suitability. However, the difference among the study sites is 
smaller. This is due to the dominant role of buildings that have better recall values than the street 
blocks. Mismatch always relates to the automatic delineation in comparison to the reference. A 
general trend describing the distribution of over- and underestimation is not obvious. However, 
both phenomena are linked to specific map content. One common case of overestimation can be 
observed for narrow running waters without solid demarcation lines. In case these are densely 
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built-up along both banks, as can be seen in Hannover, the built-up areas are connected to one 
single block by bridge symbols causing the inclusion of river area to the built-up space  
(cf. Figure 5.4). Other cases of overestimation include patios inside of densely built-up blocks with 
perimeter development that are used as open space such as parks or cemeteries. Cases of 
underestimation occur, when the Basic DLM identifies built-up area along borders that are either 
rejected during the re-delineation because of distance constraints or that are simply not visible in 
the map. Instead, a much narrower delineation may have been constructed causing an 
underestimation. Table 5.3 attempts at summarizing the systemic errors (caused by the 
delineation algorithm) as they occurred during the experiments and assessing their qualitative 
impact on the delineation result. It becomes obvious that application-related effects are difficult to 
resolve. An improvement on one side would trigger deterioration on the other side. 
Table 5.3: Occurring systemic errors and their qualitative impact to the delineation result. 
Source:  Author’s own 
Classification Error  Explanation Impact 
overestimation  
(false-positive classification) 
inclusion of inner open spaces 
that do not belong to the built-
up area 
application of parameters 
RatioArea or RatioHoleHull 
too low 
medium 
 not all separating map objects 
are extracted (e.g. narrow 
water channels) 
medium 
inclusion of outer open spaces 
at the fringes of polygons  
application of scaling 
parameter 𝑘 too high low 
 constraint to snap hull to at 





exclusion of ‘empty’ built-up 
area within the block 
application of parameters 
RatioArea or RatioHoleHull 
too high 
medium 
 application of scaling 
parameter 𝑘 too low low 
However, despite the promising results, both, the map and the reference data, depict different 
expert mapping versions of the built-up area (among a variety of expert delineation approaches). 
This becomes obvious, when the DLM identifies built-up area along borders that are not visible in 
the map (possibly due to different topicalities). In contrast, borders that are recognizable in the 
map are sometimes ignored for the DLM delineation. Along with federal characteristics concerning 
the definition of built-up area, these data-induced variations make a comparison very delicate. This 
coincides with findings of Harig et al. (2016, p. 11) who had lowest agreement between an expert 
mapping of settlement boundaries (inner zone) and its equivalence within the ATKIS® Base DLM 
(Ortslage, 2101). Figure 5.4 visualizes the delineation results for a part of the Hannover study map. 
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the correctly delineated street segments to the next appropriate segment leading to the 
overestimation. 
A further considerable reduction of computation time by 57 to 45 percent is observed for variant 
VP2. The modifications applied to the modules map objects and street block delineation contribute 
largely to this reduction. On the contrary, both remaining modules have increased computation 
times because of the missing street block domain. Besides, a re-delineation according to adjacent 
linear map objects is performed for every group of buildings and not only for those street blocks 
that fail the evaluation. This applies especially for the map of Dresden where no hatching for 
residential areas is provided. The missing street block domain also explains the further decrease 
in delineation accuracy. Despite a smaller degree of overestimation, underestimation here 
considerably contributes to this decrease due to inner-block boundaries that are not represented 
in the reference data. A different (more generous) application of the parameters AreaHole and 
RatioHoleHull could reduce this effect. For the map of Dresden, cases of overestimation are 
observed especially for map locations with dominant perimeter block development, where no 
linear map elements delimit the urban blocks. Here, streets are often falsely included in the 
delineation result. For the other two maps, this behavior is prevented by the hatching symbol, as 
perimeter block development is often associated with residential use. Further, for the maps of 
Dresden and Hannover, the removal of solid symbols also affects railroads. Therefore, the emptied 
space is sometimes erroneously included in the built-up area if both sides of the railroad symbol 
are densely built-up. 
 
Figure 5.5: Delineation results and computation time for the two process variants in comparison with the 
general process GP. Computation times for GP provide the relative benchmark for the two variants. 
Source:  Author’s own 
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5.2.2.3 Delineation Results of the Deviated Map Resolution Variants – R.2 
Based on the general process, hardly any reduction of the delineation quality can be observed 
between 508 dpi and 254 dpi. Higher rates of fragmentation (cf. Figure 5.3) are dealt well with by 
the algorithm with minor cuts in the recognition of the tramline symbol. However, the increased 
need for contour reconstruction demands for higher computation times. Contrary, the delineation 
result for maps with 200 dpi scanning resolutions declines to values ranging from 63 to 54 percent, 
accompanied by a strong increase in computation time. Both effects are predominantly due to the 
high level of fragmentation in all three maps. The frequent failing of non-blind separation of the 
building layer (cf. section 4.2.2) further worsens the fragmentation. For these maps, the algorithm 
lacks appropriate methods to compensate this level of fragmentation and, therefore, street blocks 
as well as street segments low high recall rates. Finally, this results in low agreement values for the 
built-up area due to the process prerequisite of at least one bounding street segment, which 
represents the most influential factor to these low delineation results. 
To quantify this impact, the low-resolution maps were also processed with variant VP2, where the 
street segment prerequisite is neglected. For this variant, delineation results increase to values 
from 74 to 82 percent. Lower agreement values for built-up area compared to R.1 (cf. Figure 5.5) 
are due to worse building recognition values. For the low-resolution maps, the separation of 
building symbols from other areal map objects is less accurate because their morphological 
features are less distinct, leading to lower precision and recall values. Computation times almost 
twice as high as compared to R.1 (cf. Figure 5.5) are caused by the level of fragmentation and the 
computational effort necessary to reconstruct these fragmented boundary lines, if they can be 
deduced at all. 
 
Figure 5.6: Delineation results and computation time for three scanning resolution variants. Computation 
time for 508 DPI provides the relative benchmark for the other three variants. 
Source:  Author’s own  
88 Sebastian Muhs 
 Discussions 
In the following, this work’s delineation approach for built-up area is subject to a critical 
consideration based on the results presented in the preceding section. Both, strengths and weak 
spots are discussed and potential improvements are proposed. Subsequently, the delineation 
results are compared to other studies from a quantitative point of view. Finally and against the 
desirable setting of applying this process within a nationwide monitoring system of land use (e.g. 
IOER Monitor), a transferability to other map sources is addressed. 
5.3.1 Strengths and Limitations 
The overall delineation results of the general process that has been developed based on the 
requirements given earlier are very promising, achieving accuracy values significantly above 0.9. 
The author believes this to be due to three involved factors. First, the recognition of interfering and 
supporting map objects (peeling onion strategy) achieves both, a provision of initial built-up area 
objects (as with the hatching) and the reduction of map information density. Second, the structural 
recognition approach used in this work for various map symbols yields very high rates for precision 
and recall, therefore providing the foundation for the later delineation of built-up area. These high 
values are a consequence of pre-selecting seed objects by the use of rather narrow threshold 
ranges for characteristic feature values. Contrary, a choice of wider threshold ranges could 
increase the rate of false positive seed classifications, which would have further complicated the 
recognition/tracking of less distinct symbol parts. Third, the inclusion of streets into the delineation 
process of built-up area significantly improves the delineation accuracy. While this circumstance 
has been described by many studies (e.g. Edwardes and Mackaness, 2000, p. 82; Harig et al., 2016, 
p. 15; Silva and Li, 2017, p. 2), this is also confirmed in experiment E.1 by comparing the results of 
GP/VP1 and VP2. 
The process design further provides adaptability and extensibility to allow the analysis of 
heterogeneous map sources or layouts, a prerequisite for long-term, retrospective land cover 
studies. Using a number of adaptable parameters and constraints, the process represents an 
expert system that is flexible to different layouts (object extraction) but also to the specific 
demands of the expert in terms of delineation rules for the built-up area (e.g. open space infill to 
be included in the built-up area). Extensibility is guaranteed by the modular process structure. 
Especially within the module Map Objects, extraction or segmentation algorithms for further map 
objects, supporting as well as interfering, can easily be integrated. Furthermore, it has been 
demonstrated in experiment E.2 that the process can handle well medium-quality maps with a 
scanning resolution of 254 dpi that show higher rates of fragmentation and fusing. This scanning 
resolution value lies below minimally required values reported in other studies that may have had 
other premises, though. From a theoretical point of view, Hecht (2014, p. 136), for example, 
explains his deduction of 340 dpi as minimal scanning resolution with requirements posed to the 
portrayal of individual, non-fused building objects that are applied to the sampling theorem. 
Finally, by delineating built-up area using linear map objects (e.g. streets and other bordering lines), 
this work resolves a limitation to the general map interpretation process outlined in Herold (2016, 
p. 104). 
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At the same time, the inclusion of linear map objects into the map interpretation process 
represents a strong limitation in regard to computation time, for which linear map objects are 
rather cost-intensive. To minimize this effect, two different process variants have been tested. 
Especially for process variant VP1 that leaves out the boundary reconstruction of street blocks, 
hardly any decline in delineation accuracy can be observed. Process variant VP2 reduces 
computation times even further with acceptable results if a hatching for areas with residential use 
is provided. Without this hatching, as for the map of Dresden, delineation results are significantly 
worse. However, both process variants are roughly drafted and especially for VP2, a more 
sophisticated process algorithm or parameter application should improve results. For example, 
the grouping algorithm for buildings is limited in variant VP2 if no delimiting border is present 
(cf. section 5.2.2.2). Alternative grouping algorithms such as the one developed by Regnauld (2001) 
could resolve this limitation. In his approach, he groups buildings based on a proximity graph - 
here a minimum spanning tree - that is decomposed iteratively according to Gestalt principles, 
such as continuation, proximity, or similarity. His homogeneity criteria are orientation and building 
footprint, with orientation representing homogeneity along straight street segments that have not 
been delineated or may not be visible in the map. Whether the computational expenditure of the 
general process is worth the while or whether lower accuracy levels of VP1 and VP2 in favor of 
computation time are acceptable, depends on the specific purpose and scale of the application 
and its required accuracy level. 
A second limitation is the vast number of parameters that need to be considered in the adaptable 
delineation process (combined model- and data driven strategy), requiring expert knowledge to 
apply threshold values to discriminating features during the structural recognition of map objects. 
Against the setting of heterogeneous map layouts with varying map symbols and given a variety of 
application designs, a machine learning approach to these threshold values would be desirable, as 
outlined e.g. in Herold (2016, p. 103). While this was achieved for building symbols, a recognition 
strategy based on learning algorithms is ambitious to implement for complex map symbols due to 
the difficult sampling of adequate training objects. Therefore, a direct application has been chosen 
at this current prototypical stage. For the recognition of linear map symbols, however, the 
application of active contour models (snakes), which have been summarized in this work’s 
introductory methodology chapter (cf. section 2.2.3.1), represents a promising alternative to the 
set of reconstruction/tracking-parameters used during the structural recognition process. 
Initialized with recognized seeds that are connected by straight lines, snakes could adapt to the 
situation in the distance transform image of the linear or areal map object layer to segment the 
map objects tramline or railroad (solid depiction), respectively. Initialized with a current digital 
street network, network snakes could further assist in delineating street segments (e.g. Butenuth 
and Heipke, 2012), if non-matching (non-existing) segments can be recognized and eliminated in a 
post-processing routine. Finally, even concave hulls of fragmented street block boundaries could 
be subject to an active contour approximation when initialized by its convex equivalent. It would 
be interesting to see, whether an adaption of the process in favor of active contour models would 
be beneficial to the number of parameters or the computation time. 
Considering the delineation results of the general process from a detailed perspective, some issues 
remain unresolved. The approach shows only medium performance in industry-dominated map 
regions, areas with complex, superimposing transportation infrastructure, and inner-city areas 
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with an especially high competition of different map contents. Further, one particular problem that 
can be observed in peripheral settlement areas is the use of dashed rather than continuous line 
symbols for street demarcation. As this is also the reason for low recognition rates in experiment 
E.2 with 200-dpi maps, this is not yet accounted for in this work’s approach of the general process. 
Additionally, to improve the accuracy of urban block delineation, further thematic layers could be 
derived from the map. For instance, the delineation of river areas would have increased the Rand 
index to 0.973 for the map of Hannover, avoiding certain areas of overestimation. Finally, the 
approach has been developed based on maps with an urban characteristic. When applied to rural 
areas and small settlements, the delineation process may produce lower precision and recall rates, 
however, because of errors having a larger impact per area, as inversely stated in Harig et al. (2016, 
p. 15). Though the authors have used a different, scale-independent quality measure (𝑄𝐵𝑂𝑀), the 
author of this work generally agrees with their statement. However, a different study area (rural 
area) would probably require a re-application of process parameters, in any case, and further 
research is necessary to quantify both, the actual impact of errors and the performance of the 
process for rural areas. 
5.3.2 Comparison of Delineation Results to other Studies 
Unfortunately, there are only few studies dealing with the automatic delineation of street blocks 
or built-up area from raster maps or images that provide quantitative accuracy measures to 
compare this work’s results to. For his statistical, pixel-based approach, Schemala (2016,  
pp. 33–34) reports maximal F-measures (𝛽=0.5) ranging from 0.93 to 0.58 for small test sites of 
three map types. However, his delineation results represent settlement boundaries rather than 
exact block boundaries. Despite the potential of fast computation times, his approach further 
neglects any structural information about built-up area that is visible in the map. Similarly but 
based on contemporary, digital data, Harig et al. (2016) delineated settlement boundaries based 
on buildings and street network. For rural areas of Lower Saxony, they report precision and recall 
values ranging from 0.91 to 0.89 and 0.9 to 0.84, respectively, depending on the specific process 
variant (Harig et al., 2016, p. 11). However, as stated in the preceding section, they argue to achieve 
better results for urban areas due to a smaller impact of recognition errors. 
Since the street network implicitly covers the demarcation of street blocks and urban blocks to a 
large extent, other studies emphasizing the recognition of streets from raster maps can assist in 
further evaluating this work’s results. Chiang and Knoblock (2013, p. 76) delineated street 
centerlines from a diversity of scanned raster maps. Based on a buffer width of three pixels, they 
report mean precision and recall rates of 0.95 and 0.91, respectively, for four scanned map types. 
The process of this work achieves higher precision values, having used a slightly higher buffer width 
of four, however. In favor of a fast performance and a wide applicability, they use a set of 
morphological routines to reconstruct the street network that is based on CIS analysis, followed by 
a sophisticated correction of distorted intersection segments. However, the visual inspection of 
the maps used reveals rather medium information density. Bin and Cheong (1998, p. 363) report 
a precision of 0.962 and 0.913 for the centerlines of roads and other not specified topographic 
objects such as buildings, respectively. The scanned maps they used were at scale 1:10.000 and 
covered an area of 1976 × 2640 pixels. Based on visual inspection, their maps are of rather low 
5    Evaluation and Discussions 91 
informational content showing only streets in double line representation, labels and buildings in 
contour representation.  
Alternatively, built-up areas can also be delineated from remote satellite or aerial earth 
observation systems. For example, Bianchin and Bravin (2008, p. 306) report overall accuracies that 
range from 0.85 for Spot 4 imagery, 0.88 for Landsat 7 imagery to 0.91 for the very high resolution 
IKONOS images. Using radar satellite data from TerraSAR-X, Esch et al. (2010, p. 912) present 
overall accuracies of 0.90 for 12 study sites. For the German city of Munich, for instance, an 
accuracy of 0.94 is achieved. It can be seen from these numbers that the results are comparable 
to the delineation results of this work. Spaceborne observation systems have the advantage of 
covering the earth's surface in an instantaneous, standardized, and global manner. However, 
acquiring images of those systems for urban analysis can be very expensive. Further, the street 
network, which needs to be subtracted from the built-up area in order to delineate urban blocks 
rather than settlement boundaries, can only be captured by high- to very high-resolution imagery. 
Nevertheless, these images can be used to monitor recent dynamics in urban development or to 
update or correct spatial databases (e.g. Gerke and Heipke, 2008; Heipke et al., 2008). 
5.3.3 Applications and Transferability to other Maps 
Originally, this work’s research is motivated by the scientific demand for historic data about the 
built-up area that is to contribute to a land-use monitoring system (IOER Monitor), thus extending 
studies already conducted on the automatic extraction of building symbols (Herold et al., 2011, 
2012; Herold, 2016; Meinel et al., 2009b) by linear map elements. Representing a medium 
aggregation level between buildings (land cover information) and settlement boundaries (e.g. Harig 
et al., 2016), historic information on built-up area can support planning and policy making 
processes aiming at urban dynamics – such as densification, growth (sprawl), or shrinkage – at the 
full range of scales. Using the delineated geometries, further scientific applications may include 
the validation and calibration of spatial modelling processes (e.g. Stanilov and Batty, 2011; Thinh 
and Vogel, 2005) or the disaggregation of historic statistical data. Depending on the spatial scale of 
urban analysis, different accuracy levels exist. In regard to this work’s accuracy values, a description 
of urban dynamics at district scale seems feasible. At this scale, areas of overestimation will 
eventually compensate for cases of underestimation resulting in a balanced net total (cf. Table 5.2). 
To evaluate the potential contribution to a high-resolution analysis at urban block level, further 
research has to be conducted.  
However, preceding the quantitative analysis of urban dynamics (see Claramunt and Theriault, 
1996, p. 31 for details on spatio-temporal processes), a distinct spatio-temporal allocation of 
homologous urban map objects into an appropriate database of contemporary information is 
required. This allocation, commonly referred to as backward editing, poses particular challenges 
due to uncertainties. These uncertainties may be production-, transformation-, or application-
oriented (Leyk et al., 2005, p. 298; in Herold, 2016, p. 77). While Herold – with his general framework 
for a map-based change analysis in mind – inferred solutions to model spatial, thematic, and 
temporal uncertainty (2016, pp. 80–91), this work has paid no particular attention to this issue at 
this point. Although, the repercussions of uncertainty, when evaluating the delineation results with 
external reference data, have been discussed shortly (cf. section 5.2.2.1). Assisted by an accurate 
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georeferencing approach and due to their size, urban blocks are less susceptible to spatial 
(positional) uncertainties in regard to spatio-temporal conflation, contrary to the smaller building 
symbols. For the latter, difficulties in allocating building footprints derived from topographic maps 
in time series are described in Herold et al. (2011, p. 147) and Tucci and Giordano (2011, p. 454). 
Figure 5.7 shows two examples of building allocations necessary for change analysis. For the left 
image, the delineated building footprints of four time steps can be allocated rather 
unambiguously. For the right image, on the contrary, a clear allocation of buildings is not possible 
for the central part, probably due to production-oriented uncertainties. 
  
Figure 5.7: Examples of building allocations for change analysis with the left image portraying two building 
layers that cannot be conflated unambiguously for the central part. 
Source:  left image taken from Meinel et al. (2009a, p. 8); right image by R. Hecht (unpublished) 
However, with the higher leveled object urban block, the buildings receive an explicit topological 
modeling that allows for a more efficient and accurate identification of homologous buildings of 
different time intervals. By reducing the data volume to examine, such an approach can eventually 
help to overcome these difficulties. Figure 5.8 shows the schematic concept of spatio-temporally 
allocating urban blocks, delineated from historic topographic maps, onto contemporary data of 
built-up area. 
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Figure 5.8: Schematic concept for building a spatio-temporal database of urban dynamics in regard to built-
up area. Note that the inter-temporal object relationship is not necessarily 1:1, as can be observed between 
the delineations of T0 and T-1. 
Source:  Author’s own, modified from Muhs et al. (2013, p. 212) 
The methodology presented here has been developed on base of three German topographic maps 
at a scale of 1:25.000 (DTK25-V). Therefore, all implications mentioned in chapter 4 refer to the 
specific cartographic depiction of urban objects therein. However, transferability is a crucial 
requirement and has to be considered at several levels:  
1. transferring the process and the application of parameters to a different study map, 
2. transferring the process to a different study map but requiring a new parameter 
application, 
3. and transferring the process to a completely new map layout, requiring both, an adaption 
of the parameter application and/or of the process. 
At level 1, the new study map has to be very similar to the maps used for inferring the parameter 
application. However, even among the maps of the DTK25-V, differences exist in the font used for 
annotations, which would require a new training for the recognition of building symbols (level 2). 
Being just one example among many potential deviations in map layout, this is due to the federal 
structure of cartographic mapping authorities. For older German topographic maps that use color 
information, an appropriate CIS strategy (e.g. Leyk and Boesch, 2010) would have to be 
implemented, signifying a modification of the process (level 3). On a European scale, 12 out of 19 
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maps share a similar way of depicting urban blocks, buildings, and streets, despite differences in 
regard to map quality, level of detail, polymorphic symbols for one map object, and the use of 
color. The binary black layer of the DTK25-V is a very general map form. Therefore, the author 
believes that certain adjustments can be made to this work’s process to account for these 
differences, due to its modular and extendible structure. However, these modifications would 
require expert knowledge in image analysis at this stage of process development. 
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6 Conclusion and Outlook 
This thesis has presented an approach to automatically interpret topographic maps in regard to 
street blocks and built-up areas (urban blocks) that significantly reduces manual effort to prepare 
scanned historic maps for integration into a spatio-temporal database and urban dynamics 
analysis. This concluding chapter recapitulates this work’s findings by revisiting the initial research 
questions and by presenting the main scientific contributions of this thesis. Finally, future research 
perspectives are inferred from the preceding discussion section. 
 Revising the Research Questions 
RQ 1: What is characteristic of topographic maps (particularly at scale 1:25.000) in regard to 
displaying built-up area at urban block level and what challenges exist to automatically acquire this 
geoinformation from the maps? What approaches exist to overcome these challenges? 
Topographic maps represent a unique and efficient storage for geoinformation, used for 
centuries. With earliest cartographic documents reaching back more than 4.000 years, 
trigonometry-based maps are the focus of this work. Early versions of these maps base on 
surveys that started in the 18th century and have been updated regularly since, therefore, 
allowing the change analysis of built-up area. 
Regarding the depiction of built-up area within these maps at urban block level, the following 
answers are given (cf. sections 4.1.1. – 4.1.3): 
1.  With only few exceptions, topographic maps at scale 1:25.000 portray the urban entities 
building and street without severe generalization of form and location. Both are primary 
structural elements of the built-up area. Further subsidiary structural elements may be map 
symbols for a different land use, railroads, or rivers. 
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2.  A great part of investigated maps particularly delineates built-up area with residential use by 
either working with color information or a hatching symbol. Due to cartographic constraints, 
these concepts may also be used instead of an individual building depiction for areas with a 
very high building density. 
3.  The delineation of built-up area strongly depends on its position relative to the urban body. 
While for inner-city locations, street lines predominantly enclose built-up area, other map 
elements may limit the built-up area to the back at periphery locations. Such map elements 
may be linear boundaries (e.g. parcel boundaries), a different land cover symbol/color, or a 
hatching. However, there exist many situations in the map, where neither is present. 
4.  Topographic maps portray built-up area as urban net block. 
Regarding the challenges, scanned (historic) topographic maps present to extracting the 
portrayed information on built-up area, the following answers are given: 
1. Because a human cartographer has designed these topographic maps for interpretation by 
a human observer, density and complexity of the portrayed information can be exceptionally 
high. Additionally, the production and transformation process are cause to graphical 
deviations and artefacts. 
2. Inherent to topographic maps is a layer-based compositional concept, eventually being 
cause to an overlap of information. Due to hierarchy levels assigned to these map object 
layers, this may result in clipping (fragmentation) or fusing of map objects. The higher the 
informational density and complexity of the map, the higher is the degree of fragmentation 
and fusing. 
3.  An enormous diversity of cartographical representations for geographical objects over time 
and space can be observed for topographic maps. This observation is explained by cultural 
differences or technological/historical advancements. However, this concerns less the map 
objects building and street. 
4.  Further, the age of historic maps and/or the scanning process may be cause to a reduced 
graphical quality. 
Regarding existing approaches to extract information from topographic maps, the following 
answers are given (cf. sections 3.1.3 and 3.2): 
1.  Due to various layouts, each presenting specific challenges to the extraction process, many 
approaches are specifically adapted to certain map types or map objects. Despite yielding 
recognition accuracies sufficient for operational use, a demand for more generic approaches 
is observed. 
2.  To account for map degradation or symbol/map type variability, several studies reduce the 
degree of automation and exploit efficient, interactive techniques. These include the 
provision of samples (color space) or the guidance of object contour reconstruction. 
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3.  To face the typically laborious process adaption associated with these various cartographic 
representations, research observes a shift towards recognition approaches assisted by 
machine learning techniques.  
4. The automated recognition of complex (composite) map symbols receives only little 
attention. Despite of being used little, structural approaches yield a high potential for the 
recognition of such map symbols. However, structural recognition approaches are difficult 
to train with machine learning techniques. 
5.  Built-up area represents a higher-level spatial concept. To delineate this map object based 
on its structuring map objects, methods from the field of GIScience (e.g. generalization) 
represent a valuable extension to the toolbox of cartographic image analysis. 
RQ 2: How does the scope of this research, namely the computational delineation of built-up areas 
at urban block level from archival topographic maps, and the characteristics of the input data affect 
the design of the methodological approach? 
Based on the findings of sections 4.2.1 to 4.2.3, the following answers are given: 
1. In regard to the computational delineation of built-up area, supporting and interfering map 
objects are identified in the map. Combined with the high density and the overlap of 
information, the direct delineation is rather challenging. Therefore, a two-step strategy is 
pursued: a decomposition of map layers (sequential peeling onion strategy) is succeeded by 
a re-composition of the structuring map objects to delineate the built-up area. 
2. Concerning the map decomposition, heterogeneous map layouts and a high variability of 
cartographic representations for the same map object demand for an adaptive recognition 
strategy. To support this adaptability, a combined model- and data-driven strategy is chosen. 
3. Additionally, all recognition parameters are subject to application. The application is 
achieved either by explicitly providing the knowledge through operator input or by implicitly 
learning the knowledge through the provision of object samples. 
4. Due to the complex nature of some salient map objects necessary to delineate built-up area, 
a structural recognition approach is chosen for these map symbols. 
5. Further, the process is built modularly to allow for a feasible extension or modification of the 
map decomposition process.  
RQ 3: What is the accuracy level of the computational delineation and are there limiting influences 
to the accuracy? 
The results of the built-up area delineation process have been compared to official reference 
data. Further, two additional experiments have been conducted to evaluate the impact of 
process design and input data quality. 
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Based on the findings of sections 5.2.2 and 5.3, the following answers are given: 
1. The delineation processes achieve recognition accuracies well above 0.9 for the study maps. 
2. Buildings and a hatching for residential use, if present in the map, have been found to have 
the greatest impact to the delineation result, requiring high precision and recall rates to 
guarantee good delineation results for the built-up area. However, the impact of 
misclassification for these two map symbols depends on the process variant tested, the map 
quality, and the location of misclassifications. 
3. The inclusion of the street network as auxiliary layer for the delineation process significantly 
improves the delineation result. An explicit reconstruction of fragmented block boundaries, 
on the other hand, has only little impact on improving the result. 
4. The inclusion of further auxiliary map object layers (such as railroads and river streams) 
further helps to improve the delineation results. 
5. Low map qualities resulting e.g. from map scanning resolutions below 254 dpi and areas of 
vast informational density, both corresponding to high levels of fragmentation und fusing, 
pose a limitation to the process. 
6. A dashed street line demarcation is not yet accounted for in the process. Here, a different 
re-composition approach, such as the one roughly drafted in VP2, is required. 
RQ 4: What potentials are indicated by the evaluation of the proposed methodology and its 
delineation results? What remaining topics for future research can be identified?  
Based on the conclusions of section 5.3.3, the following answers are given: 
1.  The evaluation indicates a suitability of the methodical concept to delineate built-up area in 
support of change analysis systems (monitoring). While further research is necessary for 
high-resolution analyses, the suitability applies to quantitative applications at district scale. 
2.  Next to these retrospective change analysis systems, potential applications include the 
validation/calibration of spatio-temporal modeling processes and the disaggregation of 
statistical data that is only available at district or municipality level, otherwise. 
3.  With the higher leveled object urban block, buildings receive an explicit topological modeling.  
This allows for an identification of homologous buildings, eventually helping to overcome 
difficulties reported for the allocation of extracted building symbols from time series.  
Aspects of future research needs will be answered in section 6.3 at the end of this chapter. 
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 Scientific Contribution 
Motivated by the scientific demand for historic data about the built-up area, this work extends 
studies already conducted on the automatic extraction of building symbols from topographic maps 
by linear map elements. Hereby, this work’s strength is not the development of a sophisticated 
new method for object recognition/extraction in cartographic image analysis. Rather, this work 
provides a framework for the re-composition of a built-up area layer from scanned topographic 
maps with high informational density. Using a modular process architecture that applies methods 
of image analysis and GIScience, the developed process is able to overcome the challenges that 
are inherent to topographic maps in regard to the automated delineation of built-up area. While 
most studies in cartographic image analysis heavily rely on color information, here, a very general 
map form has been used that is not structured by color. Therefore, merely geometric and 
topological information was used to build structural recognition models for salient map objects. 
Despite yet being little used in cartographic image analysis, the structural recognition approach 
proved suitable for this work’s purpose. 
 Future Research Perspectives 
The scope of future research needs to be considered twofold: the further development of the 
presented delineation process as well as the transfer of the process to other applications. In 
consideration of the first point, this work’s process is still behind the capabilities of a human 
interpreter in regard to delineation results. From a methodical perspective, the approach could be 
improved or modified in many ways, of which some have been discussed already in section 5.3.1. 
These include a potential application of active contour models (snakes) for the extraction of linear 
map symbols, a more sophisticated building grouping approach instead of the gravitational 
approach used here, or the integration of machine learning routines. The latter could help with 
reducing the required a-priori knowledge in favor of user-provided samples. Whether 
unsupervised classification strategies could contribute to the delineation result at the same 
accuracy level, is also an interesting research topic. 
In consideration of the second point, further research is necessary in terms of transferability – 
spatially and thematically. For example, this work’s approach still needs to be evaluated for rural 
areas, historic maps from earlier survey campaigns, and for high-resolution analyses. Moreover, 
to evaluate a potential contribution to an operational, large-scale monitoring application (IOER 
Monitor), the approach needs to be implemented into the existing SEMENTA®-CHANGE workflow 
(e.g. Hecht et al., 2010). The necessary integration of delineated urban block objects into a spatio-
temporal database requires the allocation of these objects to already existing database entities. 
Therefore, a framework for modeling the allocation uncertainty needs to be considered (Herold, 
2016). This consideration of uncertainties could eventually be assisted by linking urban block 
objects with a score that represents the portion of procedural reconstruction, which was necessary 
to delineate the block. Against this setting of an operational application at municipality scale, a 
comparison of delineation results between this work’s approach and the approach presented in 
Harig et al. (2016) would be interesting, using the extracted building symbols and street segments. 
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Besides the above-mentioned research needs, the contribution of historic urban block data to the 
deduction of new knowledge is to be investigated. While the quantitative analysis or visualization 
of urban dynamics may raise awareness for processes such as sprawl or densification, methods of 
Geographic Knowledge Discovery or Urban Data Mining (e.g. Behnisch, 2008) can help advance the 
understanding of drivers underlying these dynamic processes (e.g. Kretschmer et al., 2015) 
towards a sustainable land consumption management. Additionally, a semantic enrichment of the 
historic information, e.g. by aggregating semantically enriched building footprints (e.g. Hecht, 
2014) at block level, may achieve both, a provision of further data to the knowledge discovery 
process and a functional structuring of the urban body. 
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