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Abstract
Let A and B be rectangular matrices. Then A is orthogonal to B if
‖A+ µB‖  ‖A‖ for every scalar µ.
Some approximation theory and convexity results on matrices are used to study orthogonality
of matrices and answer an open problem of Bhatia and Šemrl. © 2002 Elsevier Science Inc.
All rights reserved.
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1. Introduction
Let (Fm×n, ‖ · ‖) be a normed matrix space over F = R or C. Suppose A,B ∈
Fm×n. We say that A is orthogonal to B (in the Birkhoff–James sense [3]) if
‖A+ µB‖  ‖A‖ for every µ ∈ F.
The above condition can be interpreted in the context of approximation theory as
follows. Suppose A ∈ Fm×n is not in the linear subspace W spanned by the matrix
B ∈ Fm×n. Then the zero matrix is the best approximation to A among all matrices in
W. In this note, we use some approximation theory and convexity results in matrix
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spaces to study orthogonality of matrices. Our results cover and extend those of other
authors [1,4].
We collect some preliminary results in Section 2, and use them to characterize
matrix pairs which are orthogonal with respect to the Schatten p-norms in Section 3.
In Section 4, we study orthogonal matrix pairs with respect to operator norms and
give a counterexample to a conjecture of Bhatia and Šemrl [1].
We always assume that Fm×n is equipped with the inner product (A,B) = tr (AB∗).
This includes the special case when Fn×1 = Fn and (x, y) = tr (xy∗) = y∗x. Denote
by {e1, . . . , en} the standard basis for Fn, and {E11, E12, . . . , Emn} the standard ba-
sis for Fm×n. Let Un(F) be the unitary or orthogonal group depending on F = C
or R.
For notational convenience, we always consider m× n matrix with m  n in
our discussion; the case m > n can be treated similarly. For A ∈ Fm×n, denote by
s1(A)  · · ·  sm(A) the singular values of A, which are the nonnegative square
roots of the eigenvalues of the matrix AA∗. We always use the fact that every matrix
A ∈ Fm×n has a singular value decomposition, viz., A = U∗(∑mj=1 sj (A)Ejj)V for
some U ∈ Um(F) and V ∈ Un(F).
2. Preliminary results
Let ‖ · ‖ be a norm on Fm×n. The dual norm of ‖ · ‖ is defined by
‖X‖D = max {|(X, Y )| : ‖Y‖  1}.
We have the following result, which is a special case of the general theorem of Singer
in [8, p. 170].
Proposition 2.1. Let ‖ · ‖ be a norm on Fm×n. Suppose A,B ∈ Fm×n are such that
A is not a multiple of B. Then
‖A+ µB‖  ‖A‖ for all µ ∈ F
if and only if there exist h extreme points F1, . . . , Fh ∈ Fm×n of the unit ball {Y ∈
Fm×n : ‖Y‖D  1} in the dual space (Fm×n, ‖ · ‖D) with h  3 in the complex case
and h  2 in the real case, and positive numbers t1, . . . , th with t1 + · · · + th = 1
such that
h∑
j=1
tj (Fj , B) = 0 and (Fj , A) = ‖A‖, j = 1, . . . , h. (1)
The numerical range of a matrix A ∈ Fn×n is defined by
W(A) = {x∗Ax : x ∈ Fn, x∗x = 1},
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which has been studied extensively, see [2, Chapter 1]. We have the following result.
Proposition 2.2. Let A ∈ Fn×n. Then W(A) is convex.
Proof. For the complex case, see [2, Section 1.3]. For the real case, note that W(A)
can be viewed as the image of the unit sphere in Rn under the continuous map x →
x∗Ax. Since the unit sphere in Rn is a compact connected set, the set W(A) is a
closed interval. 
3. The Schatten p-norms
Suppose 1  p ∞. The Schatten p-norm of A ∈ Fm×n is defined by
Sp(A) =


{∑n
j=1 sj (A)p
}1/p
if 1  p <∞,
max
{
sj (A) : 1  j  m
}
if p = ∞.
We refer the readers to [6] for basic properties of the Schatten p-norms. Here we char-
acterize A ∈ Fm×n which are orthogonal to a given matrix B ∈ Fm×n with respect to
the Schatten p-norms. We shall use the basic fact that the dual space of (Fm×n, Sp)
is (Fm×n, Sq), where 1/p + 1/q = 1. Moreover, F ∈ Fm×n is an extreme point of
the unit norm ball of (Fm×n, Sp) if and only if
(i) p = 1 and F = xy∗ for some unit vectors x ∈ Fm and y ∈ Fn;
(ii) 1 < p <∞ and Sp(F ) = 1;
(iii) p = ∞ and FF∗ = Im.
In [1] (see also [4]) the authors obtained results for complex square matrices with
p > 1 and partial results for p = 1 by different methods.
Theorem 3.1. Let A,B ∈ Fm×n, where m  n. The following conditions are equiv-
alent.
(a) S∞(A+ µB)  S∞(A) for all µ ∈ F.
(b) There exist unit vectors x ∈ Fm and y ∈ Fn such that S∞(A) = x∗Ay and
x∗By = 0, equivalently, there is a unit vector y ∈ Fn such that S∞(A) =
l2(Ay) and (Ay,By) = 0.
(c) For any U ∈ Fm×k with orthonormal columns that form a basis for the eigen-
space of AA∗ corresponding to the largest eigenvalue, and V = A∗U/S∞(A) ∈
Fn×k, we have
0 ∈ W(U∗BV) or 0 ∈ W(U∗BA∗U).
Proof. To prove the theorem, we use Proposition 2.1 with ‖ · ‖ = S∞, and the fact
that (Fm×n, S1) is the dual space of (Fm×n, S∞).
Suppose (a) holds. By Proposition 2.1, there exist extreme points Fj = xjy∗j ∈
Fm×n of the unit ball of (Fm×n, S1) with 1  j  h, and some positive constants
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t1, . . . , th with t1 + · · · + th = 1 so that (Fj , A) = S∞(A) for j = 1, . . . , h, and
(
∑h
j=1 tjFj , B) = 0. By our assumption on U , for each j = 1, . . . , h, there is a
unit vector vj ∈ Fk so that xj = Uvj , and yj = V vj . Thus,
0 =

 h∑
j=1
tjFj , B

 = h∑
j=1
tj v
∗
j (U
∗BV )vj ,
which is an element in the convex hull of W(U∗BV ), equivalently, 0 ∈ W(U∗BV )
by Proposition 2.2. By the fact that A∗U = S∞(A)V , we see that 0 ∈ W(U∗BV ) if
and only if 0 ∈ W(U∗BA∗U). Hence, condition (c) holds.
If (c) holds, and v ∈ Fk is a unit vector such that 0 = v∗U∗BA∗Uv, then x = Uv
and y = A∗x/S∞(A) are the unit vectors satisfying (b).
If (b)holds, thenF1 = xy∗ ∈ Fm×n isanextremepointof theunitballof(Fm×n, S1);
see (i). So condition (1) holds withh = 1. By Proposition 2.1, condition (a) holds. 
Note that condition (b) in the above theorem looks simpler than (c) as it does not
depend on the construction of a basis for the eigenspace of AA∗. Nonetheless, in
practice, it is easier to check condition (c) by studying W(U∗BA∗U).
Theorem 3.2. Let 1 < p <∞, m  n. Suppose A,B ∈ Fm×n, where A = HX for
some positive semi-definite H ∈ Fm×m and X ∈ Fm×n with XX∗ = Im. Then
Sp(A+ µB)  Sp(A) for all µ ∈ F
if and only if for any U ∈ Um(F) and V ∈ Un(F) satisfying UAV∗ =∑mj=1 sj (A)Ejj
we have
tr

U∗

 m∑
j=1
sj (A)
p−1Ejj

VB∗

 = 0,
equivalently, tr (Hp−1XB∗) = 0.
Proof. The theorem readily follows from Proposition 2.1 and the fact that if U ∈
Um(F) and V ∈ Vn(F) are such that A = U∗(∑mj=1 ajEjj)V with a1  · · ·  am 
0, then F = γ−1U∗(∑mj=1 ap−1j Ejj)V with
γ =


m∑
j=1
a
(p−1)q
j


1/q
=


m∑
j=1
a
p(1−1/p)q
j


1/q
=


m∑
j=1
a
p
j


1/q
is the unique extreme point of the dual norm ball in the dual space of (Fm×n, Sp)
satisfying (F,A) = Sp(A). 
Theorem 3.3. Let A,B ∈ Fm×n, where m  n. The following conditions are equi-
valent:
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(a) S1(A+ µB)  S1(A) for all µ ∈ F.
(b) There existsF ∈ Fm×n such that S∞(F )  1, tr(AF∗) = S1(A) and tr(BF∗) = 0.
(c) For anyU ∈ Um(F) and V ∈ Un(F) satisfying UAV∗ =∑mj=1 sj (A)Ejj,we have
UBV∗ =
(
B11 B12
B21 B22
)
and |tr (B11)|  S1(B22),
where B11 is k × k with k = rank(A), and by convention S1(B22) = 0 if m = k.
Proof. Suppose (a) holds. By Proposition 2.1 and (iii), there exist extreme points
F1, . . . , Fh ∈ Fm×n satisfying FjF ∗j = Im, where 1  h  3, and positive constants
t1, . . . , th with t1 + · · · + th = 1 such that S1(A) = (Fj , A) for j = 1, . . . , h, and
(
∑h
j=1 tjFj , B) = 0. Then condition (b) holds with F =
∑h
j=1 tjFj .
Suppose (b) holds. Let U ∈ Um(F) and V ∈ Un(F) satisfy
A = U∗(
m∑
j=1
sj (A)Ejj)V .
Furthermore, assume that rank (A) = k. Since tr (AF∗) = S1(A), we see that
UFV∗ =
(
Ik 0
0 G
)
,
where S∞(G)  1. Thus,
0 = tr(BF∗) = tr
[(
B11 B12
B21 B22
)(
Ik 0
0 G
)∗]
implies that
|tr (B11)| = |tr (B22G∗)|  S1(B22),
i.e., condition (c) holds.
Finally, if (c) holds with k = m, then F = U∗(∑mj=1 Ejj)V is an extreme point of
the unit ball of (Fm×n, S∞) satisfying (F,A) = S1(A) and (F1, B) = 0. By Propo-
sition 2.1, condition (a) holds. If (c) holds with k < m, then by a result of Thomp-
son [9] (see also [5]), there exists G ∈ F(m−k)×(n−k) such that S∞(G)  1 and 0 =
tr(B11)+ tr(B22G∗). Suppose G = HX for some positive semi-definite H and X ∈
F(m−k)×(n−k) satisfying XX∗ = Im−k . Let
G1 = (H + i
√
I −H 2)X, G2 = (H − i
√
I −H 2)X,
and F1, F2 ∈ Fm×n be such that
UFjV
∗ =
(
Ik 0
0 Gj
)
for j = 1, 2.
Then FjF ∗j = Im, (Fj , A) = S1(A) and ((F1 + F2)/2, B) = 0. By Proposition 2.1,
condition (a) holds. 
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4. Operator norms, and a problem of Bhatia and Šemrl
Let ν be a norm on Fn, and let ‖ · ‖ν be the operator norm on Fn×n induced by ν,
i.e.,
‖A‖ν = max
{
ν(Ax) : x ∈ Fn, ν(x)  1}.
The dual norm of ν and ‖ · ‖ν are defined as
νD(x) = max {|(x, y)| : y ∈ Fn, ν(y)  1},
and
‖A‖Dν = max
{|(A,B)| : B ∈ Fn×n, ‖B‖ν  1},
respectively. We have the following result.
Proposition 4.1. Let ν be a norm on Fn. Denote by E and ED the set of extreme
points of the unit norm balls of ν and νD, respectively. Then A is an extreme point of
the unit ball of ‖ · ‖Dν if and only if A = xy∗ such that x ∈ ED and y ∈ E.
Proof. Let E‖·‖Dν be the set of extreme points of the unit ball B‖·‖Dν of ‖ · ‖Dν . Since
‖A‖ν = max
{|(A,X)| : X ∈ Fn×n, ‖X‖D  1},
and
‖A‖ν = max
{|x∗Ay| : νD(x) = ν(y) = 1}
= max {|tr(Ayx∗)| : νD(x) = ν(y) = 1}
= max {|(A, xy∗)| : νD(x) = ν(y) = 1},
we see that
E‖·‖Dν ⊆
{
xy∗ : νD(x) = ν(y) = 1}.
If y=(y1 + y2)/2, then xy∗=(xy∗1 + xy∗2)/2; if x=(x1 + x2)/2, then xy∗ = (x1y∗ +
x2y∗)/2. Thus,
E‖·‖Dν ⊆
{
xy∗ : x ∈ ED, y ∈ E}.
Suppose xy∗ with x ∈ ED and y ∈ E. If xy∗ is not an extreme point of B‖·‖Dν , then it
is a convex combination of other matrices in {uv∗ : u ∈ ED, v ∈ E}, say,
xy∗ =
m∑
j=1
tj xj y
∗
j , t1, . . . , tm > 0, t1 + · · · + tm = 1.
Let u ∈ ED be such that y∗u = 1, and let y∗j u = µj for j = 1, . . . , n. Then |µj |  1
and
x = xy∗u =
t∑
j=1
tj xj y
∗
j u =
t∑
j=1
tjµjxj .
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Since x ∈ ED, it follows that µjxj = x with |µj | = 1 for all j = 1, . . . , m. By
a similar argument, we see that ηjyj = y for some ηj with |ηj | = 1 for all j =
1, . . . , m. Hence
xy∗ = xy∗

 m∑
j=1
tjµjηj

 .
Thus, µjηj = 1 and xjy∗j = xy∗, which is a contradiction. So,
E‖·‖Dν = {xy∗ : x ∈ ED, y ∈ E}
as asserted. 
Using the above result and Proposition 2.1, one readily deduces the following.
Proposition 4.2. Suppose ‖ · ‖ν is an operator norm on Fn×n induced by the vector
norm ν on Fn. Given A ∈ Fn×n, let
V (A) = {xy∗ : x ∈ ED, y ∈ E, (A, xy∗) = ‖A‖ν}.
Then B ∈ Fn×n satisfies
‖A+ µB‖ν  ‖A‖ν for all µ ∈ F
if and only if there exist h extreme points x1y∗1 , . . . , xhy∗h ∈ V (A) with h  3 in
the complex case and h  2 in the real case, and positive numbers t1, . . . , th with
t1 + · · · + th = 1 such that
h∑
j=1
tj
(
B, xjy
∗
j
) = 0. (2)
Suppose ν is a norm on Fn and ‖ · ‖ν is the corresponding operator norm on Fn×n.
Consider the following conditions for A,B ∈ Fn×n.
(I) ‖A+ µB‖ν  ‖A‖ν for all µ ∈ F.
(II) There exists a vector y ∈ Fn with ν(y) = 1 such that ν(Ay) = ‖A‖ν and
ν(Ay + µBy)  ν(Ay) for all µ ∈ F.
In general, we have (II) implies (I). In [1], the authors conjectured that (I) also implies
(II). We use Proposition 4.2 to show that this is not true in general.
Example 4.3. Let ‖ · ‖ be the operator norm on Fn×n induced by the lp norm with
p /= 2. Consider A = A1 ⊕ 0n−2 and B = I2 ⊕ 0n−2, where
A1 =
(
1 1
1 −1
)
.
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Define V (A) as in the proof of Proposition 4.2. Clearly, if Z ∈ V (A), then Z =
Z1 ⊕ 0n−2 for some Z1 = (a1a2)t(b¯1b¯2) such that
(A1, Z1)  |(A1, uv∗)|
for any u, v ∈ F2 with lq(u) = lp(v) = 1, where 1/p + 1/q = 1. It follows from [7,
Proposition 2] that Z1 ∈ V (A1) with
V (A1) =
{{
γ (1, 1)t(1, 0), γ (1,−1)t(0, 1)} if p < 2,{
γ (1, 0)t(1, 1), γ (0, 1)t(1,−1)} if p > 2,
where γ = 1/lr ((1, 1)t) with r = max{p, q}. Let V (A) = {U1 ⊕ 0n−2, U2 ⊕ 0n−2},
where V (A1) = {U1, U2}, and let xj , yj ∈ Fn satisfy lp(yj ) = lq(xj ) = 1 and
xjy
∗
j = Uj ⊕ 0n−2 for j = 1, 2. Then (2) holds with t1 = t2 = 1/2, and hence con-
dition (I) follows.
Now, if y ∈ Fn satisfies lp(Ay) = ‖A‖, then y = (b1, b2, 0, . . . , 0)t ∈ Fn and
lp(Ay) = lp
(
A1(b1, b2)
t).
By [7, Proposition 2], we see that
(i) p < 2 and (b1, b2) is a multiple of (1, 0) or (0, 1), or
(ii) p > 2 and (b1, b2) is a multiple of (1, 1) or (1,−1).
In any case, it is impossible to have
lp
(
(A1 + µB1)(b1, b2)t
)
 lp
(
A1(b1, b2)
t) for all µ ∈ F,
and thus (II) cannot hold.
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