In our earlier article [4] we used Excel to simulate Hidden Markov models and showed different realizations of hidden states (with differing means and standard deviations) in data. In this follow-up, we show how Excel can be used to simulate the states and calculate the probabilities of the unknown states and visually show the data generating the states. Two-state HMM will be considered in this article. More than two state simulations are possible. We leave this as an exercise to the reader.
Introduction
Hidden Markov models (HMMs) are a widely used collection of statistical models. These models are applicable when studying a process that goes through a sequence of states. These states are unseen (hidden) but what is observed is data from each state. For example HMMs have been used to model heart rate variability (Walker II 2011) [9] , to model financial data (Mamon, Elliott (2007) [7] , Genon-Catalot, Jeantheau and Laredo (2000) [3] , and to model residuals in regression [5] . Many applications of Hidden Markov Models are possible whenever we have data collected over time. The traditional time series models (AR, MA, ARMA etc.) assume that the process generating the data is constant over a single state. However, if the data is observed over longer periods of time it is likely that there are changes in the states that are generating the data.
An important problem is to identify the hidden states that have generated the observed data. One such solution to this problem is the Viterbi algorithm. It attempts to find the sequence of states for which the likelihood of the observed data is maximized. Another approach is to calculate the probability of the HMM being in a certain state at a certain time given either the data up to that time or the complete set of data. The model is used to make this calculation. If the parameters of the model are unknown they can be estimated using the techniques described in Rabiner (1989) [8] . To calculate these probabilities one uses the iterative procedures of the forward-backward algorithm described in Rabiner.
Hidden Markov models
A hidden Markov model will consist of a sequence of states X1, X2,…, XT, together with a sequence of observations Y1, Y2,…, YT. We assume that the number of states (possible values of each Xi ) is a finite number, m. The states can be represented by the integers 1, 2, ...,m. The states are not observed. The observations Y1, Y2,…, YT are observed and could be vectors of dimension k. In this paper k = 1. The distribution of Yt depends on the state Xt, the state the Markov process is in at time t. In this paper we are assuming that there are only two states and that the distribution of Yt if Xt = i (i = 1, 2) is the Normal distribution with mean i and standard deviation i. The parameters of the hidden Markov model are the initial state probabilities  i= Pr(X1 = i ) i = ,2, …, m and the transition probability matrix  = (ij). This is an m x m matrix, with element ij being the probability of a transition into state j starting from state i.
where t denotes time. These two choices allow us to construct a sequence of states (known also as the Markov chain) X1, X2, . . ., XT constituting the hidden part of a hidden Markov model. When the Markov chain is in state i, at time t, it emits an observed signal Y t, which is either a discrete or a continuous random variable (or random vector) with distribution conditional on the current state i. In the discrete case Pr[Yt = y| Xt = i] = pi(y;i)
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In the continuous case the conditional density of Yt = y given Xt = i is fi(y;i) In this paper we will assume that fi(y;i) is the Normal distribution with mean i and standard deviation i.
Simulation of a Hidden Markov Model with Normal Observations in Excel
Uniform random variates on [0, 1] can be generated in Excel with the function "RAND()". The generation of random variates with a Normal distribution with mean  and standard deviation , can be carried out using the inverse-transform method (Fishman (8) ). Namely Y = F -1 (U) where F(u) is the desired cumulative distribution of Y and U has a uniform distribution on [0,1]. In Excel this is achieved for the Normal distribution (mean , standard deviation ) with the function "NORMINV(RAND(),,)."
To simulate a Hidden Markov model with m = 2 states and normal observations with mean i and standard deviation i when the Markov process is in state i we to first need to determine the sequence of states then generate the observations from those states. Initially we will store the parameters of the model in various cells of the excel spread sheet. For example the transition probabilities ij (i = 1,2; j = 1,2) will be stored in the cells B3:C4, the initial probabilities i (i = 1,2) will stored in cells B9:C9, and the parameters of the normal distribution (i, i) i = 1, 2 will be stored in cells H3:I4. The next step is to generate the sequence of states. We generate the first state by determining if a uniform random variate U is above or below 1. This is achieved by placing the formula "IF(RAND()<B9,1,2)" in cell C13. We now generate the following sequence of states determining if a uniform random variate U is above or below i1. This is achieved by placing the formula "IF(OR(AND(C13=1,RAND()<B$3),AND(C13=2,RAND()<B$4)),1,2)" in cell C14. This formula can now be copied down to generate as many states as desired (In this paper we generate 200 states and observations). The final step is to generate normal observations with mean i and standard deviation i at each time point when the process is in state i. This is achieved by pasting the formula "IF(C13=1,H$3+I$3*NORMSINV(RAND()),H$4+I$4*NORMSINV(RAND( )))" into cell B13. Again this formula can now be copied down to generate the complete set of data. Below is a copy of the spreadsheet with graphs of the data sequence and the state sequence.
Identification of the State Sequence from the Data Sequence for a Hidden Markov Model

Efficient Methods for computing Likelihood
The Forward and Backward algorithm described below is a special case of Kalman Filtering (Eliott et al (1995) [1] .
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This provides a recursion relationship for computing   From these values one can compute
This defines a backward recursion relationship for computing  
. Note: All of these can be computed from the forward and backward probabilities,
and   and the parameters of the model 1. 
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Exercises that can be performed to illustrate the Performance of the Backward and Forward Algorithm
In these exercises we generate realizations using different sets of parameters to examine the performance of Forward and Backward algorithms in identifying the hidden states of a Hidden Markov model. 3. Same means (1 = 10, 2 = 10), different standard deviations (1 = 4, 2 =1) Comment: A small sequence of observations can sometimes have more (sometimes less) volatility, than predicted by the standard deviation. For this reason the identification of states differing in their standard deviations is somewhat less accurate than states that differ solely in their means. Comment: When there is no difference between then states the data provides no distinguishing information. The Forward and Backward algorithm gives the long run state distribution for the unseen Markov chain.
Conclusion
Hidden Markov models are increasingly being used by researchers in a variety of disciplines to identify underlying states contributing to patterns in observed data. These hidden states can provide new information about a process over time that may be missed by traditional statistical approaches. The purpose of this article was to demonstrate how the Forward and Backward algorithm performs in state identification using Excel. By using this article and the included exercises one can develop an applied understanding of underlying state identification in the Hidden Markov Model. 
