Abstract. We study the structure of the Nottingham group N (Fp) of power series f ∈ X · Fp[[X]] with f ′ (0) = 1 where p > 2 is prime, which is isomorphic to the group of wild automorphisms of Fp((X)). We concern ourselves with power series g ∈ N (Fp) with g •m = X for all m ≥ 1 (that is, power series of infinite order in N (Fp)), and we determine a necessary and sufficient criterion for such g ∈ N (Fp) having ramification type in(g) = 3(1 + · · · + p n ) given a finite number of coefficients of g. We also conjecture analogous results for higher ramification based on the results of a computer program, generalizing Fransson's 2016 theorem on 2-ramified power series, as well as the work on minimally ramified power series used in a 2013 result of Lindahl and a 2015 result of Lindahl-Rivera-Letelier.
Introduction
Let p be an odd prime, and consider the set of formal power series over F p . Definition 1.1. N (F p ) is the group under composition of power series of the form
with coefficients a i ∈ F p .
It is easy to see that N (F p ) is a group by explicitly computing compositional inverses from a given sequence of coefficients [7] , and it is isomorphic to the group of wild automorphisms of F p ((X)) [17] . N (F p ), also known as the Nottingham group, is an example of a pro-p group (a compact topological group which is an inverse limit of p-groups) which has recently received a considerable amount of attention. The study of pro-p groups was originally motivated by number theory in the context of Galois cohomology and notably discussed by Serre [20] . Since the 1960s, the Nottingham group has become increasingly studied as a prototypical example and test case for group theorists studying pro-p groups due to the ease of computation in the Nottingham group, which essentially amounts to compositions of power series [3] . In particular, the Nottingham group and the computations associated with it were introduced to group theory by Jennings [7] , Johnson [8] and York [22, 21] . One of the most important recent group-theoretic results on the Nottingham group is due to Leedham-GreenWeiss and Camina [2] ; it states that every finite p-group can be embedded in N (F p ), and every countably-based pro-p group can be embedded as a closed subgroup of N (F p ).
We will only consider power series f ∈ N (F p ) such that f
•m (X) = X for all m ≥ 1 (that is, elements of N (F p ) of infinite order). This is because of a celebrated theorem of Klopsch [10] which classified all elements of N (F p ) of order p up to conjugacy, and was generalized by Jean [6] and Lubin [16] to order p n (see also [1] ).
The number-theoretic work on the Nottingham group relies on ramification theory, which we now introduce in part.
Definition 1.2 (Valuation)
. If f (X) ∈ F p ((X)), then the X-adic valuation of f , val X (f ), is the integer i such that f (X)
If f is identically zero, then we write that val X (f ) = +∞.
We will frequently mention the "n th ramification number" of f , that is,
It is therefore natural to consider the power series with certain sequences of ramification numbers and to classify them up to conjugacy.
We will justify the choice of ramification of this form (which we will write as "b-ramified") with Theorem 2.5, a powerful result of Laubie and Saïne which restricts it to that form under certain conditions. Laubie, Movahhedi and Salinier [12] made progress on Question 1.4 in the case b = 1 by using advanced tools in number theory to prove that all such elements of N (F p ) must be conjugate to powers of each other over some extension of F p . Motivated by trying to understand power series with ramification of this form for b ≥ 1, we consider the following question:
We will write a 1 , . . . , a n as defined in Question 1.5 as the "first n nontrivial coefficients of f ." Fransson [5] solved Question 1.5 for b = 2 by giving a finite polynomial condition on the a i 's. This itself is a generalization of the characterization of minimally ramified power series, which has been used to prove many important theorems in nonarchimedean dynamical systems [12, 15, 13, 14, 18] . We prove the following result, answering Question 1.5 in the case b = 3:
n ) for all n ≥ 0 if and only if a 1 = 0 and 2a 
for all n ≥ 0 if and only if p ∤ b and P b (a 1 , . . . , a b+1 ) = 0, where the first few values of P b modulo the product of the first 100 such primes (which is greater than 10 200 ) are listed below. Our program is capable of computing the P b 's from Theorem 1.7 in a reasonable amount of time for b ≤ 50, though the number of terms becomes too large to display in this paper. This paper is organized as follows. In Section 2, we describe the historical number-theoretic results on ramification numbers of power series leading up to our work. In Sections 3 and 4, we give an explicit computation of a necessary and sufficient criterion for power series of ramification i n (f ) = 3(1+· · ·+p n ) for all n ≥ 0 and conjecture similar results in higher ramification based on the computations of our computer program in Appendix A. In Section 5, we outline future directions for work on this problem.
Ramification of Power Series of Infinite Order
We set out with the goal of understanding the restrictions on the sequences of ramification numbers of elements of infinite order in N (F p ). The most important historical result with regard to this is due to Sen [19, Theorem 1]:
The proof of Sen's Theorem can be done entirely with computations on power series. The following corollary immediately follows from power series computations and Sen's Theorem.
Power series f ∈ N (F p ) for which inequality holds in (2.3) are called minimally ramified. Much more difficult to prove is Keating's Theorem [9, Theorem 7] , which gives a general form for i n (f ) given the first two ramification numbers. under certain conditions. Theorem 2.4 (Keating, 1992) . Suppose f ∈ N (F p ) has infinite order. If i 0 (f ) = 1 and i 1 (f ) = 1 + bp
We will use a powerful generalization of Theorem 2.4 from [11, Theorem 2].
Theorem 2.5 (Laubie and Saïne 1997). Let f ∈ N (F p ) be of infinite order. Then the following hold:
It follows from Theorem 2.
We write that a power series with ramification of this form is b-ramified, and in answering Question 
is 2-ramified if and only if 3a We will prove a similar result for the 3-ramified power series, and conjecture a general result on all b-ramified power series.
Classification of 3-Ramified Power Series
We will exploit Theorem 2.5 to classify the 3-ramified power series f (X) ∈ N (F p ) based on a polynomial condition on the first four non-trivial coefficients of f . For the remainder of this section, we let
be of infinite order in N (F p ) for some prime p > 3 with a 1 = 0, so that i(f ) = 3.
Define the power series ∆ m (X) such that
The following lemma is also true by induction:
Since F p has characteristic p, this corollary is immediate:
Therefore, we let
and by Definition 1.3, i 1 (f ) = 3(1 + p) if and only if val X (∆ p ) = 3p + 4. Hence, by Theorem 2.5, f is 3-ramified if and only if A p = B p = C p = 0 and D p = 0 in F p . We wish to compute the values of these first four coefficients of ∆ p (X), so we find that modulo X 3m+8 ,
From this, we obtain the recurrence
. Now, we solve this recurrence for the individual coefficients to compute A p , B p , C p , D p . The solutions follow from basic tools in solving difference equations (see [4] ), and we ultimately obtain that if n!!! is defined by 0!!! = 1!!! = 2!!! = 1 and n!!! = n(n−3)!!!, then the following hold:
It follows from (3.4), (3.5) 
We will repeatedly exploit the following simple fact.
Lemma 3.12. Let y ∈ {0, 1, 2} and x ∈ Z. Then in F p ,
All equalities in this section are stated in Q p and reduced to F p by dividing by nonzero elements in F p and cancelling factors of p. We will also write that n k = 0 when k < 0 or k > n.
We will use the following two lemmas repeatedly in our computations for the coefficients of D p . Lemma 3.13. Let 0 < r < p−1. Then
The proof of Lemma 3.13 follows from Wilson's Theorem and a simple computation in F p .
Lemma 3.14.
Proof.
p+t−1 r+t+1 is non-zero in F p when r+t+1 ≥ p, so applying Lemma 3.13 and separately considering the r = p−1 term, we have Proof. By (3.8) and Lemma 3.12,
The summand is nonzero only when r+t+1 = p so we have
by Wilson's Theorem.
Part of the computation of β(p) is given by the following lemma:
Lemma 3.16.
Proof. By simple algebraic manipulations, we see that the sum above can be written
and we let
which is constant with respect to the indices. Hence our original sum reduces to
which is zero by Lemma 3.14.
Proof. Applying (3.9) gives that β(p) = β 1 (p)+β 2 (p) where
First, by Lemma 3.12
Continuing our simplification, we have
This means that by Lemma 3.14 and the Hockey Stick Identity,
It trivially follows by expansion of each of the four terms that β 1 (p) = 0.
On the other hand,
By Lemma 3.16,
so from now on we will only consider
Now accounting for the
Hence,
Breaking the sum apart, we define
We will show R 1 = 0 and R 2 = −1. First,
Computing R 2 , we have
Every term in this sum is 0 except when r+t+1 = p, so
Therefore we finally have
Proof. We compute each of the four terms in the sum given in (3.10). First, by Lemma 3.12,
Moreover, by Lemma 3.14 we have
Computing the double sums, we let
Applying the Hockey Stick Identity to the second term in the sum and checking both cases for t depending on the value of p (mod 3) immediately gives that the second term is zero. Thus,
Using the fact that (t−1)! = (−1) t /(p−t)! (which follows from Lemma 3.13), we get
The only nonzero term in the sum occurs when r+t+1 = p, which gives γ 1 (p) = (1−t)/(1−t) = 1.
To compute the second double sum given by (3.10), we use Lemma 3.12 again to get
The second sum is zero by Lemma 3.14, so
The only nonzero term in this sum occurs when r+t+1 = p, so γ 2 (p) = (t−p)/t = 1. Therefore,
Proof. We compute that
by the same argument used in Lemma 3.15. Theorem 1.6 follows from (3.7) and Propositions 3.15, 3.17, 3.18, and 3.19.
Generalizing the Classification
Given a positive integer b and an odd prime p such that p ∤ b, our SAGE program (given in Appendix A) directly generalizes the logic in the computation of (3.3) to b-ramified elements f ∈ N (F p ), giving b+1 polynomial conditions on the coefficients of f . For f defined as in Question 1.5, we give the following recurrence for the first b+1 nontrivial coefficients of ∆ m , which is as defined in Section 3:
. . .
(note that the initial conditions are, by definition, A n,1 = a n ). In particular, A n,m denotes the degree-(bm+n) coefficient of ∆ m , and we do not list the others since val x (∆ m ) is trivially at least bm+1 by the same argument used in the proof of (3.3).
It follows that by Corollary 3.2, a power series given by In other words, the first b polynomials given by the generalized recurrence (4.1) are identically zero, and the coefficients of the last polynomial do not depend on p as long as p ∤ b. Although the first part of this conjecture is most likely relatively simple to prove given that the recurrence is easily generalizable, the second part, while supported by all of our numerical computations, gives much less certainty in what direction a proof would proceed.
Assuming Conjecture 4.2 is true, it is possible for our SAGE program to compute the generalized recurrence for a single prime q in order to guarantee the values of the coefficients of P b modulo q. Applying the program to a few large primes guarantees the coefficients modulo a very large product of primes by the Chinese Remainder Theorem, which is likely to be the actual value of P b . This makes it easy to compute probable values of P b for b up to around 50, each using a reasonably small amount of computation time. Those results are omitted from this paper due to the large numbers of terms in the resulting polynomials, though the first few are included in the statement of Theorem 1.7, which indexes the indeterminants starting at x 1 for readability.
Conclusion
In this paper, we use methods in number theory to prove a characterization of power series in N (F p ) with ramification restricted to the form b(1+· · ·+p n ) for certain values of b, as given by the conclusion of a powerful theorem of Laubie and Saïne. We find a full proof of Theorem 1.6 for b = 3, and give a conjecture that results in very probable criteria for higher values of b in Theorem 1.7, as well as the ability to compute similar criteria for arbitrary ramification types of this form.
The numerical results given in Theorem 1.7 immediately show some patterns in the coefficients of P b , which, after considering more numerical data, could lead to a conjecture on the general form of the ramification criteria in the future. Moreover, our conjecture that the first b polynomials given by the recurrence are identically zero can most likely be proved in the general case from the tools we use to prove Theorem 1.6 given the fact that the recurrences for those polynomials are given in a simple and easily generalizable form. As we did for the 3-ramified case, it will most likely take an explicit computation in the general case to determine that the coefficients are fixed with respect to p. 
