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Abstract
In the paper we prove that the maximal operator of the (C, )-means of cubical partial sums of d-
dimensional Walsh–Fourier series is of weak type (1,1). Moreover, the (C, )-means nf of the function
f ∈ L1 converge a.e. to f as n → ∞.
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In 1939 for the two-dimensional trigonometric Fourier partial sums Sj,j (f ) Marcinkiewicz
[8] has proved that for f ∈ L logL([0, 2]2) the means
nf = 1
n
n∑
j=1
Sj,j (f )
converge a.e. to f as n → ∞. Zhizhiashvili [17] improved this result and proved that for f ∈
L1([0, 2]2) the (C, )-means
nf =
1
An
n∑
j=0
A−1n−j Sj,j (f ) ,  > 0
converge a.e. to f as n → ∞. Dyachenko [1] proved this result for dimension more than 2.
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For the two-dimensionalWalsh–Fourier seriesWeisz [14,15] proved that the (C, 1)-means 1nf
of the function f ∈ L1([0, 1]2) converge a.e. to f as n → ∞. The author [6] generalized the
theorem of Weisz for d-dimensional Walsh–Fourier series. Gát [3] proved this result with respect
to two-dimensional Vilenkin systems.
For the “rectangular” Fejér summability of multiple Walsh–Fourier series see e.g. the papers
Gát [2], Móricz et al. [10], Wade [12] and Weisz [13].
In this papers we prove that the maximal operator of the (C, )-means ( > 0) of cubical partial
sums of d-dimensional Walsh–Fourier series is of weak type (1,1). Moreover, the (C, )-means
nf of the function f ∈ L1 converge a.e. to f as n → ∞. For this we apply some Gát idea
from [2].
The elements of the d-dimensional Euclidean space Rd will be denoted by −→x = (x1, . . . , xd).
For any −→x = (x1, . . . , xd) and −→y = (y1, . . . , yd) the vector
(
x1y1, . . . , xdyd
)
of the space
Rd is denoted by −→x −→y , where denotes the operation in the dyadic group [7,11].
We denote the set of non-negative integers by N.
Let M = {1, 2, . . . , d} , B = {l1, . . . , lr} , li < li+1, i = 1, . . . , r − 1, B ⊂ M,B ′ =
M\B, |B| = card (B).
By a dyadic interval in [0, 1) we mean one of the form
[
l
2k ,
l+1
2k
)
for some k ∈ N, 0 l < 2k .
Given k ∈ N and x ∈ [0, 1), let Ik(x) denote a dyadic interval of length 2−k which contains
the point x. If −→x ∈ [0, 1)d and Ik(xi), i = 1, 2, . . . , d, are dyadic intervals containing xi , then
the set
Ik(
−→x ) = Ik(x1) × Ik(x2) × · · · × Ik(xd)
is a dyadic d-dimensional cube.
Below we identify the symbols d−→uB and dul1 · · · dulr , d−→uM = d−→u .
Let r0 (x) be the function deﬁned by
r0 (x) =
{
1 if x ∈ [0, 1/2),
−1 if x ∈ [1/2, 1), r0 (x + 1) = r0 (x) .
The Rademacher system is deﬁned by
rn (x) = r0
(
2nx
)
, n1 and x ∈ [0, 1).
Let w0, w1, . . . represent the Walsh functions, i.e. w0 (x) = 1, and if n = 2n1 + · · · + 2nr is a
positive integer with n1 > n2 > · · · > nr0 then
wn (x) = rn1 (x) · · · rnr (x) .
The Walsh–Dirichlet kernel is deﬁned by
Dn (x) =
n−1∑
k=0
wk (x) .
Recall that
D2n (x) =
{
2n if x ∈ [0, 1/2n) ,
0 if x ∈ [1/2n, 1) . (1)
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The rectangular partial sums of d-dimensional Walsh–Fourier series are deﬁned as follows:
Sm1,...,md (f,
−→x ) =
m1−1∑
j1=0
· · ·
md−1∑
jd=0
f̂ (j1, . . . , jd)
d∏
i=1
wji (xi),
where the number
f̂ (j1, . . . , jd) =
∫
[0,1)d
f
(−→x ) d∏
i=1
wji (xi) d
−→x ,
is said to be the (j1, . . . , jd)th Walsh–Fourier coefﬁcient of the function f .
For n = 1, 2, . . . and function f the (C, )-means of order n of the d-dimensional Walsh–
Fourier series of f is given by
n(f,
−→x ) = 1
An−1
n∑
j=1
A−1n−j Sj,...,j (f,−→x ),
where
A

0 = 1, An =
(+ 1) · · · (+ n)
n! ,  = −1,−2, . . . .
It is evident that
n(f,
−→x ) =
∫
[0,1)d
f
(−→u )Kn (−→x −→u ) d−→u ,
where
Kn
(−→x ) = 1
An−1
n∑
j=1
A−1n−j
d∏
i=1
Dj (xi) .
Denote
Kn
(−→xB) = 1
An−1
n∑
j=1
A−1n−j
∏
i∈B
Dj (xi) ,
Kn
(−→xM) = Kn (−→x ) , K1n (−→xB) = Kn (−→xB) .
For the function f we consider the maximal operator
∗f
(−→x ) = sup
n
|n(f,−→x )|.
For the maximal operator ∗f we prove
Theorem 1. Let f ∈ L1([0, 1)d) and  > 0. Then∥∥∗f ∥∥weak−L1 C ‖f ‖1 .
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Corollary 1. Let f ∈ L1([0, 1)d) and  > 0. Then
n(f,
−→x ) → f (−→x ) a.e. as n → ∞.
In order to prove Theorem 1 we need several lemmas.
Lemma 1 (Goginava [5]). Let 1j2k − 1. Then
D2k−j (u) = D2k (u) − w2k−1 (u)Dj (u) .
Lemma 2. Let  > 0. The inequality
sup
n
∫
[0,1)d
∣∣Kn (−→x )∣∣ d−→x < c (, d) < ∞
is fulﬁlled.
The proof can be found in [4].
Following the works of Gát [2] the base of the proof of Theorem 1 are the following lemmas.
Lemma 3. Let Ak. Then
∫ 1
2−k
sup
nA
K2n (x) dx
c
2A−k
.
Proof. Since [11,7]
|K2n (x)| c
n−1∑
j=0
2j−nD2n
(
x2−j−1
)
,
from (1) we have∫ 1
2−k
sup
nA
K2n (x) dx
∞∑
v=A
∫ 1
2−k
K2v (x) dx
c
∞∑
v=A
1
2v
v∑
j=0
2j
∫ 1
2−k
D2v
(
x2−j−1
)
dx c
2A−k
.
Lemma 3 is proved. 
Lemma 4. Let Ak. Then
∫ 1
2−k
sup
n2A
|Kn (x)| dxcA − k + 12A−k .
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Proof. Since [7,11]
|Kn (x)| c
N∑
j=0
2j−NK2j (x) , 2Nn < 2N+1,
from Lemmas 2 and 3 we have∫ 1
2−k
sup
n2A
Kn (x) dx

∞∑
v=A
1
2v
v∑
j=0
2j
∫ 1
2−k
K2j (x) dx
=
∞∑
v=A
1
2v
k∑
j=0
2j
∫ 1
2−k
K2j (x) dx +
∞∑
v=A
1
2v
v∑
j=k+1
2j
∫ 1
2−k
K2j (x) dx
 c
2A−k
+ c
∞∑
v=A
v − k
2v−k
cA − k + 1
2A−k
.
Lemma 4 is proved. 
Lemma 5. Let  ∈ (0, 1) and Ak. Then∫ 1
2−k
sup
n2A
∣∣Kn (x)∣∣ dxc () A − k + 12(A−k) .
Proof. Since [16]
∣∣Kn (x)∣∣  c ()2N
N∑
s=1
⎛⎝ s∑
m=1
2m(−1)
2m−1∑
l=2m−1
∣∣∣K1l (x)∣∣∣+ 2s ∣∣∣K12s−1 (x)∣∣∣+ 2sD2s (x)
⎞⎠ ,
2Nn < 2N+1,
we write∫ 1
2−k
sup
n2A
∣∣Kn (x)∣∣ dx
c ()
∫ 1
2−k
sup
NA
1
2N
N∑
s=1
s∑
m=1
2m(−1)
2m−1∑
l=2m−1
∣∣∣K1l (x)∣∣∣ dx
+ c ()
∫ 1
2−k
sup
NA
1
2N
N∑
s=1
2s
∣∣∣K12s−1 (x)∣∣∣ dx
+ c ()
∫ 1
2−k
sup
NA
1
2N
N∑
s=1
2sD2s (x) dx
= I + II + III. (2)
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From (1) we have
III  c ()
∞∑
N=A
1
2N
N∑
s=1
2s
∫ 1
2−k
D2s (x) dx
= c ()
∞∑
N=A
1
2N
k−1∑
s=1
2s
∫ 1
2−k
D2s (x) dx
 c () 1
2(A−k)
. (3)
Using Lemmas 2 and 4 for II we obtain
II  c ()
∞∑
v=A
1
2v
k∑
s=1
2s
∫ 1
2−k
∣∣∣K12s−1 (x)∣∣∣ dx
+ c ()
∞∑
v=A
1
2v
v∑
s=k+1
2s
∫ 1
2−k
∣∣∣K12s−1 (x)∣∣∣ dx
 c () 1
2(A−K)
+ c ()
∞∑
v=A
1
2v
(
v∑
s=k+1
s − k
2(s−k)(1−)
)
2k
 c () 1
2(A−k)
. (4)
For I we write
I  c ()
∫ 1
2−k
sup
NA
1
2N
k∑
s=1
s∑
m=1
2m(−1)
2m−1∑
l=2m−1
∣∣∣K1l (x)∣∣∣ dx
+ c ()
∫ 1
2−k
sup
NA
1
2N
N∑
s=k+1
k∑
m=1
2m(−1)
2m−1∑
l=2m−1
∣∣∣K1l (x)∣∣∣ dx
+ c ()
∫ 1
2−k
sup
NA
1
2N
N∑
s=k+1
s∑
m=k+1
2m(−1)
2m−1∑
l=2m−1
∣∣∣K1l (x)∣∣∣ dx
= I1 + I2 + I3. (5)
From Lemmas 2 and 4 we get
I1
c ()
2A
k∑
s=1
s∑
m=1
2m(−1)
2m−1∑
l=2m−1
∫ 1
0
∣∣∣K1l (x)∣∣∣ dxc () 12(A−K) , (6)
I2  c () sup
NA
N − k + 1
2N
k∑
m=1
2m(−1)
2m−1∑
l=2m−1
∫ 1
0
∣∣∣K1l (x)∣∣∣ dx
 c () sup
NA
N − k + 1
2(N−k)
c () A − k + 1
2(A−k)
, (7)
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I3  c ()
∫ 1
2−k
sup
NA
1
2N
N∑
s=k+1
s∑
m=k+1
2m(−1)2m sup
l2m−1
∣∣∣K1l (x)∣∣∣ dx
 c ()
∞∑
v=A
1
2v
v∑
s=k+1
s∑
m=k+1
2m
∫ 1
2−k
sup
l2m−1
∣∣∣K1l (x)∣∣∣ dx
 c ()
∞∑
v=A
1
2v
v∑
s=k+1
(
s∑
m=k+1
m − k
2(m−k)(1−)
)
2k
 c ()
∞∑
v=A
v − k + 1
2(v−k)
c () A − k + 1
2(A−k)
. (8)
After substituting (6)–(8) in (5) we obtain
Ic () A − k + 1
2(A−K)
. (9)
Combining (2)–(4) and (9) we have∫ 1
2−k
sup
n2A
∣∣Kn (x)∣∣ dxc () A − k + 12(A−k) .
Lemma 5 is proved. 
Lemma 6. The inequality∫
[0,1]d
sup
1n2k
n
∣∣Kn (−→x )∣∣ d−→x c (d) 2k
is fulﬁlled.
Proof. By induction: let d = 1. Since [7,11]
n |Kn (x)| c
k∑
j=0
2jK2j (x) , n = 1, 2, . . . , 2k,
then from Lemma 2 we have
∫
[0,1]
sup
1n2k
n |Kn (x)| dxc
k∑
j=0
2j
∫
[0,1]
K2j (x) dxc2k.
Let n = 2n1 + 2n2 + · · · + 2nr with n1 > n2 > · · · > nr0. Denote
n(i) := n(i−1) − 2ni , i = 1, . . . , r − 1, n(0) := n.
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Since
Dj+2n (x) = D2n (x) + w2n (x)Dj (x) , (10)
we have
nKn
(−→x )= 2n1K2n1 (−→x )+ n(1)∑
j=1
d∏
i=1
Dj+2n1 (xi)
= 2n1K2n1
(−→x )+ ∑
B⊂M
n(1)∑
j=1
∏
s∈B ′
D2n1 (xs)
∏
i∈B
w2n1 (xi)Dj (xi)
= 2n1K2n1
(−→x )+ n(1) ∏
s∈M
D2n1 (xs)
+
∑
B⊂M,B =,B =M
∏
s∈B ′
D2n1 (xs)
∏
l∈B
w2n1 (xl) n
(1)Kn(1)
(−→xB)
+
∏
i∈M
w2n1 (xi) n
(1)Kn(1)
(−→x ) .
Iterating this equality we obtain
nKn
(−→x )= r∑
m=1
d∏
i=1
wn−n(m−1) (xi) 2nmK2nm
(−→x )
+
r−1∑
m=1
d∏
i=1
wn−n(m−1) (xi) n(m)
d∏
s=1
D2nm (xs)
+
∑
B⊂M,B =,B =M
r−1∑
m=1
∏
s∈B ′
D2nm (xs)
d∏
i=1
wn−n(m−1) (xi)
×
∏
l∈B
w2nm (xl) n
(m)Kn(m)
(−→xB) . (11)
Then by induction hypothesis and from Lemma 2 we get∫
[0,1]d
sup
1n2k
n
∣∣Kn (−→x )∣∣ d−→x
c
k∑
j=0
2j
∫
[0,1]d
K2j
(−→x ) d−→x + c k∑
j=0
2j
∫
[0,1]d
d∏
s=1
D2j (xs) d
−→x
+
∑
B⊂M,B =,B =M
k∑
j=0
∫
[0,1]|B|
sup
1 l2j
l
∣∣Kl (−→xB)∣∣ d−→xBc (d) 2k.
Lemma 6 is proved. 
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Lemma 7. For 0 <  < 1,
∣∣Kn (−→x )∣∣  c (, d) n−
⎧⎨⎩ ∑
B⊂M,B =
r∑
l=1
∏
s∈B ′
D2nl (xs)
nl∑
m=1
2m(−1)
2m−1∑
j=2m−1
∣∣∣K1j (−→xB)∣∣∣
+
∑
B⊂M,B =
r∑
l=1
∏
s∈B ′
D2nl (xs) 2nl
∣∣∣K12nl−1 (−→xB)∣∣∣+ r∑
l=1
2nl
d∏
s=1
D2nl (xs)
+
∑
B⊂M,B =,B =M
r−1∑
l=1
∏
s∈B ′
D2nl (xs) A

n(l)−1
∣∣∣K
n(l)
(−→xB)∣∣∣
⎫⎬⎭ .
Proof. From (10) and Lemma 1 we have
An−1
∣∣Kn (−→xB)∣∣ 
∣∣∣∣∣∣
2n1−1∑
j=0
A−1
n(1)+j
d∏
s=1
D2n1−j (xs)
∣∣∣∣∣∣+
∣∣∣∣∣∣
n(1)∑
j=1
A−1
n(1)−j
d∏
s=1
Dj+2n1 (xi)
∣∣∣∣∣∣
 c ()
⎧⎨⎩ ∑
B⊂M,B =
∏
s∈B ′
D2n1 (xs)
∣∣∣∣∣∣
2n1−1∑
j=1
A−1
n(1)+j
∏
i∈B
Dj (xi)
∣∣∣∣∣∣
+
∑
B⊂M,B =,B =M
∏
s∈B ′
D2n1 (xs) A

n(1)−1
∣∣∣K
n(1)
(−→xB)∣∣∣
+ 2n1
d∏
s=1
D2n1 (xs) + An(1)−1
∣∣∣K
n(1)
(−→x )∣∣∣
⎫⎬⎭ .
Applying Abel’s transformation we obtain
An−1
∣∣Kn (−→x )∣∣
c ()
⎧⎨⎩ ∑
B⊂M,B =
∏
s∈B ′
D2n1 (xs)
2n1−2∑
j=1
(
n(1) + j
)−2
j
∣∣∣K1j (−→xB)∣∣∣
+
∑
B⊂M,B =
∏
s∈B ′
D2n1 (xs) 2n1
∣∣∣K12n1−1 (−→xB)∣∣∣
+
∑
B⊂M,B =,B =M
∏
s∈B ′
D2n1 (xs) A

n(1)−1
∣∣∣K
n(1)
(−→xB)∣∣∣
+ 2n1
d∏
s=1
D2n1 (xs) + An(1)−1
∣∣∣K
n(1)
(−→x )∣∣∣
⎫⎬⎭
c ()
⎧⎨⎩ ∑
B⊂M,B =
∏
s∈B ′
D2n1 (xs)
n1∑
m=1
2m(−1)
2m−1∑
j=2m−1
∣∣∣K1j (−→xB)∣∣∣
+
∑
B⊂M,B =
∏
s∈B ′
D2n1 (xs) 2n1
∣∣∣K12n1−1 (−→xB)∣∣∣
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+
∑
B⊂M,B =,B =M
∏
s∈B ′
D2n1 (xs) A

n(1)−1
∣∣∣K
n(1)
(−→xB )∣∣∣
+ 2n1
d∏
s=1
D2n1 (xs) + An(1)−1
∣∣∣K
n(1)
(−→x )∣∣∣
⎫⎬⎭ .
Iterating this inequality we obtain the proof of Lemma 7. 
Lemma 8. Let  ∈ (0, 1). Then∫
[0,1]d
sup
1n2k
An−1
∣∣Kn (−→x )∣∣ d−→x c (, d) 2k.
Proof. By induction: let d = 1. Since
An−1
∣∣Kn (x)∣∣  c () k∑
s=1
⎛⎝ s∑
m=1
2m(−1)
2m−1∑
l=2m−1
∣∣∣K1l (x)∣∣∣
+ 2s
∣∣∣K12s−1 (x)∣∣∣+ 2sD2s (x)
⎞⎠ , n = 1, 2, . . . , 2k,
from Lemma 2 we have∫
[0,1]
sup
1n2k
An−1
∣∣Kn (−→x )∣∣ d−→x
c ( )
k∑
s=1
(
s∑
m=1
2m + 2s
)
c () 2k.
By induction hypothesis and from Lemmas 2 and 7 we get∫
[0,1]d
sup
1n2k
An−1
∣∣Kn (−→x )∣∣ d−→x
c ()
⎧⎨⎩ ∑
B⊂M,B =
k∑
l=1
l∑
m=1
2m(−1)
2m−1∑
j=2m−1
∫
[0,1]d
∏
s∈B ′
D2l (xs)
∣∣∣K1j (−→xB)∣∣∣ d−→x
+
∑
B⊂M,B =
k∑
l=1
2l
∫
[0,1]d
∏
s∈B ′
D2l (xs)
∣∣∣K12l−1 (−→xB)∣∣∣ d−→x
+
k∑
l=1
2l
∫
[0,1]d
d∏
s=1
D2l (xs) d
−→x
+
∑
B⊂M,B =,B =M
k∑
l=1
∫
[0,1]d
∏
s∈B ′
D2l (xs) sup
1n2l
An−1
∣∣Kn (−→x B)∣∣ d−→x
⎫⎬⎭
c (, d) 2k.
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Lemma 8 is proved. 
Lemma 9. Let Ak. Then∫
[0,1]d\(Ik(0))d
sup
nA
∣∣K2n (−→x )∣∣ d−→x c (d) (A − k + 1)d−12A−k .
Proof. By induction: for d = 1 the validity of Lemma 9 follows immediately from Lemma 3.
Since
d∏
i=1
Dj+2n−1 (xi)=
d∏
i=1
(
D2n−1 (xi) + w2n−1 (xi)Dj (xi)
)
=
∑
B⊂M
∏
s∈B ′
D2n−1 (xs)
∏
l∈B
w2n−1 (xl)Dj (xl) ,
we write
2nK2n
(−→x )= 2n∑
j=1
d∏
i=1
Dj (xi) = 2n−1K2n−1
(−→x )+ 2n−1∑
j=1
d∏
i=1
Dj+2n−1 (xi)
= 2n−1K2n−1
(−→x )+ ∑
B⊂M
∏
s∈B ′
D2n−1 (xs)
∏
l∈B
w2n−1 (xl) 2n−1K2n−1
(−→xB)
=
(
1 +
d∏
l=1
w2n−1 (xl)
)
2n−1K2n−1
(−→x )+ 2n−1 d∏
s=1
D2n−1 (xs)
+
∑
B⊂M,B =,B =M
∏
s∈B ′
D2n−1 (xs)
∏
l∈B
w2n−1 (xl) 2n−1K2n−1
(−→xB) .
Iterating this equality we obtain
2nK2n
(−→x )
= wn−1,0
(−→x )+ n−1∑
i=0
wn−1,i+1
(−→x ) 2i d∏
s=1
D2i (xs)
+
∑
B⊂M,B =,B =M
n−1∑
i=0
wn−1,i+1
(−→x ) ∏
s∈B ′
D2i (xs)
∏
l∈B
w2i (xl) 2iK2i
(−→xB)
= wn−1,0
(−→x )+ I (−→x , n)+ ∑
B⊂M,B =,B =M
IIB
(−→x , n) , (12)
where
wn−1,i
(−→x ) = n−1∏
j=i
(
d∏
l=1
w2j (xl) + 1
)
, wn−1,n
(−→x ) = 1.
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Since ∫
[0,2−i )d
wn−1,i+1
(−→x ) d−→x c2−id
for B1 ⊂ M,B1 = ∅ we have∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
nA
1
2n
∣∣I (−→x , n)∣∣ d−→x

∞∑
v=A
1
2v
v−1∑
i=0
2i
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
wn−1,i+1
(−→x ) d∏
s=1
D2i (xs) d
−→x

∞∑
v=A
1
2v
k−1∑
i=0
2i+id
∫
[0,2−i]d
wn−1,i+1
(−→x ) d−→x
c
∞∑
v=A
1
2v
k−1∑
i=0
2i c
2A−k
. (13)
Let B ⊂ M,B = ∅, B = M and B1 ∩ B ′ = ∅. Then from Lemma 2 and by (1) we write∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
nA
1
2n
∣∣IIB (−→x , n)∣∣ d−→x

∞∑
v=A
1
2v
v−1∑
i=0
2i
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
wn−1,i+1
(−→x )
×
∏
s∈B ′
D2i (xs)
∣∣K2i (−→xB)∣∣ d−→x

∞∑
v=A
1
2v
k−1∑
i=0
2i+i|B ′1|
∫
[0,1]|B|
(∫
[0,2−i]|B′|
wn−1,i+1
(−→x ) d−→xB ′
) ∣∣K2i (−→xB)∣∣ d−→xB
c
∞∑
v=A
1
2v
k−1∑
i=0
2i c
2A−k
. (14)
Let B ⊂ M,B = ∅, B = M and B1 ∩ B ′ = ∅. Then we write∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
nA
1
2n
∣∣IIB (−→x , n)∣∣ d−→x

∞∑
v=A
1
2v
k−1∑
i=0
2i
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
wn−1,i+1
(−→x ) ∏
s∈B ′
D2i (xs)
∣∣K2i (−→xB)∣∣ d−→x
+
∞∑
v=A
1
2v
v−1∑
i=k
2i
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
wn−1,i+1
(−→x ) ∏
s∈B ′
D2i (xs)
∣∣K2i (−→xB)∣∣ d−→x
= E + F. (15)
The estimation of E is analogous to the estimation of (14) and we have
E c
2A−k
. (16)
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By induction hypothesis we get
F 
∞∑
v=A
1
2v
v−1∑
i=k
2i+i|B ′|
∫
[2−k,1]|B1|
∫
[0,2−k]|B\B1|(∫
[0,2−i]|B′|
wn−1,i+1
(−→x ) d−→xB ′
) ∣∣K2i (−→xB)∣∣ d−→xB1 d−→xB\B1
 c
∞∑
v=A
1
2v
v−1∑
i=k
2i
∫
[0,1]|B|\(Ik(0))|B|
∣∣K2i (−→xB)∣∣ d−→xB
 c
∞∑
v=A
1
2v
v−1∑
i=k
2i
(i − k + 1)|B|−1
2i−k
c
∞∑
v=A
(v − k + 1)|B|
2v−k
 c (A − k + 1)
d−1
2A−k
. (17)
Substituting (16) and (17) in (15) we have (B ′ ∩ B1 = ∅)∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
nA
1
2n
∣∣IIB (−→x , n)∣∣ d−→x c (A − k + 1)d−12A−k . (18)
It is evident that∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
nA
1
2n
wn−1,0
(−→x ) d−→x

∞∑
v=A
1
2v
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
wn−1,0
(−→x ) d−→x

∞∑
v=A
1
2v
∫
[0,1]d
wn−1,0
(−→x ) d−→x  c
2A
. (19)
Combining (12)–(14), (18) and (19) we obtain∫
[0,1]d\(Ik(0))d
sup
nA
∣∣K2n (−→x )∣∣ d−→x
=
∑
B1⊂M,B1 =∅
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
nA
∣∣K2n (−→x )∣∣ d−→x
c (d) (A − k + 1)
d−1
2A−k
.
Lemma 9 is proved. 
Lemma 10. Let Ak. Then∫
[0,1]d\(Ik(0))d
sup
n2A
∣∣Kn (−→x )∣∣ d−→x c (d) (A − k + 1)2d−12A−k .
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Proof. Denote
I
(−→x , n) = 1
n
r∑
j=1
2nj
∣∣K2nj (−→x )∣∣ ,
I I
(−→x , n) = 1
n
r−1∑
j=1
n(j)
d∏
s=1
D2nj (xs) ,
I IIB
(−→x , n) = 1
n
r−1∑
j=1
∏
s∈B ′
D2nj (xs) n
(j)
∣∣Kn(j) (−→xB)∣∣ ,
then from (11) we have∣∣Kn (−→x )∣∣ I (−→x , n)+ II (−→x , n)+ ∑
B⊂M,B =∅,B =M
IIIB
(−→x , n) . (20)
It is evident that
sup
n2A
I
(−→x , n)  1
2A
k∑
j=1
2j
∣∣K2j (−→x )∣∣+ sup
n1A
1
2A
n1∑
j=k+1
2j
∣∣K2j (−→x )∣∣ .
Then from Lemmas 2 and 9 we have∫
[0,1]d\(Ik(0))d
sup
n2A
I
(−→x , n) d−→x
 1
2A
k∑
j=1
2j
∫
[0,1]d
∣∣K2j (−→x )∣∣ d−→x
+
∞∑
v=A
1
2v
v∑
j=k+1
2j
∫
[0,1]d\(Ik(0))d
∣∣K2j (−→x )∣∣ d−→x
 c1
2A−k
+ c2
∞∑
v=A
(v − k)d
2v−k
c (A − k + 1)
d
2A−k
. (21)
From (1) we have∫
[0,1]d\(Ik(0))d
sup
n2A
II
(−→x , n)

∞∑
v=A
1
2v
k−1∑
j=1
2j
∫
[0,1]d
d∏
s=1
D2j (xs) d
−→x
 c
2A−k
. (22)
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Let B ⊂ M,B = ∅, B = M and B1 ∩ B ′ = ∅. Then from (1) and Lemma 6 we get∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
IIIB
(−→x , n) d−→x

∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
n
r−1∑
j=1,nj<k
∏
s∈B ′
D2nj (xs) sup
1 l2nj
l
∣∣Kl (−→xB)∣∣ d−→x

∞∑
v=A
1
2v
k−1∑
j=1
∫
[0,1]|B′|
∏
s∈B ′
D2j (xs) d
−→xB ′
∫
[0,1]|B|
sup
1 l2j
l
∣∣Kl (−→xB)∣∣ d−→xB
 c (d)
2A−k
. (23)
Let B ⊂ M,B = ∅, B = M and B1 ∩ B ′ = ∅. Then we write∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
IIIB
(−→x , n) d−→x

∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
n
r∑
j=1,nj k
∏
s∈B ′
D2nj (xs) sup
1 l2nj
l
∣∣Kl (−→xB)∣∣ d−→x
+
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
n
r−1∑
j=1,nj+1k<nj
∏
s∈B ′
D2nj (xs)
× sup
1 l2nj+1+1
l
∣∣Kl (−→xB)∣∣ d−→x
+
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
n
r−1∑
j=0,nj+1>k
∏
s∈B ′
D2nj (xs) 2
nj+1
× sup
l2nj+1
∣∣Kl (−→xB)∣∣ d−→x
= L + M + N. (24)
The estimation of L is analogous to the estimation of (23) and we have
L c (d)
2A−k
. (25)
Since
sup
k ln1
D2l (x) 
n1∑
i=k
D2i (x) , (26)
for M we have
M 
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
n
r∑
j=1,nj+1k<nj
∏
s∈B ′
×
(
n1∑
i=k
D2i (xs)
)
sup
1 l2nj+1+1
l
∣∣Kl (−→xB)∣∣ d−→x
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 c2k
∞∑
v=A
1
2v
∏
s∈B ′
{
v∑
i=k
∫
[0,1]
D2i (xs) dxs
}
 c
∞∑
v=A
(v − k + 1)|B ′|
2v−k
c (A − k + 1)
|B ′|
2A−k
. (27)
By the induction hypothesis and from (26) we obtain
N  c
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
n
r∑
j=1,nj+1>k
∏
s∈B ′
{
n1∑
i=k
D2i (x)
}
2nj+1
× sup
l2nj+1
∣∣Kl (−→xB)∣∣ d−→x
 c
∞∑
v=A
1
2v
v∑
j=k
2j
∏
s∈B ′
∫
[0,1]
{
v∑
i=k
D2i (x)
}
dxs
∫
[0,1]|B|\(Ik(0))|B|
sup
l2j
∣∣Kl (−→xB)∣∣ d−→xB
 c
∞∑
v=A
1
2v
v∑
j=k
2j (v − k + 1)|B ′| (j − k + 1)
2|B|−1
2j−k
c (d) (A − k + 1)
2d−1
2A−k
. (28)
Substituting (25), (27) and (28) in (24) we have∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
IIIB
(−→x , n) d−→x c (d) (A − k + 1)2d−1
2A−k
. (29)
Combining (20)–(22) and (29) we obtain∫
[0,1]d\(Ik(0))d
sup
n2A
∣∣Kn (−→x )∣∣ d−→x
=
∑
B1⊂M,B1 =∅
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
∣∣Kn (−→x )∣∣ d−→x
c (d) (A − k + 1)
2d−1
2A−k
.
Lemma 10 is proved. 
Lemma 11. Let Ak and  ∈ (0, 1). Then∫
[0,1]d\(Ik(0))d
sup
n2A
∣∣Kn (−→x )∣∣ d−→x c (d, ) (A − k + 1)2d−12(A−k) .
Proof. By induction: for d = 1 the validity of Lemma 11 follows immediately from Lemma 5.
Denote
IB
(−→x , n) = r∑
l=1
∏
s∈B ′
D2nl (xs)
nl∑
m=1
2m(−1)
2m−1∑
j=2m−1
∣∣∣K1j (−→xB)∣∣∣
IIB
(−→x , n) = r∑
l=1
∏
s∈B ′
D2nl (xs) 2nl
∣∣∣K12nl−1 (−→xB)∣∣∣ ,
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IIIB
(−→x , n) = r−1∑
l=1
∏
s∈B ′
D2nl (xs) A

n(l)−1
∣∣∣K
n(l)
(−→xB)∣∣∣ ,
IV
(−→x , n) = r∑
l=1
2nl
d∏
s=1
D2nl (xs) .
From (1) we have (B1 = ∅)∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
IV
(−→x , n) d−→x
c ()
∞∑
v=A
1
2v
k−1∑
l=1
2l
∫
[0,1]d
d∏
s=1
D2l (xs) d
−→x
 c ()
2(A−k)
. (30)
Let B1 ∩ B ′ = ∅. Then from (1) and Lemma 2 we obtain∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
IB
(−→x , n) d−→x
c ()
∞∑
v=A
1
2v
k−1∑
l=1
l∑
m=1
2m(−1)
2m−1∑
j=2m−1
∫
[0,1]|B|
∣∣∣K1j (−→xB)∣∣∣ d−→xB
 c ()
2(A−k)
. (31)
Let B1 ∩ B ′ = ∅. Then we write∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
IB
(−→x , n) d−→x

∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
r∑
l=1,nlk
∏
s∈B ′
D2nl (xs)
×
nl∑
m=1
2m(−1)
2m−1∑
j=2m−1
∣∣∣K1j (−→xB)∣∣∣ d−→x
+
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
r∑
l=1,nl>k
∏
s∈B ′
D2nl (xs)
×
nl∑
m=1
2m(−1)
2m−1∑
j=2m−1
∣∣∣K1j (−→xB)∣∣∣ d−→x
= P + R. (32)
The estimation of P is analogous to the estimation of (31) and we have
P  c ()
2(A−k)
. (33)
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From Lemmas 2, 10 and by (26) we have
R  c ()
∞∑
v=A
1
2v
v∑
l=k+1
k∑
m=1
2m(−1)
2m−1∑
j=2m−1
∫
[0,1]|B|
∣∣∣K1j (−→xB)∣∣∣ d−→xB
+ c ()
∞∑
v=A
1
2v
v∑
l=k+1
l∑
m=k+1
2m(−1)
×
2m−1∑
j=2m−1
∫
[2−k,1]|B1|
∫
[0,2−k]|B\B1|
sup
i2m−1
∣∣∣K1i (−→xB)∣∣∣ d−→xB
 c1 ()
∞∑
v=A
v − k + 1
2(v−k)
+ c2 ()
∞∑
v=A
1
2v
v∑
l=k+1
l∑
m=k+1
2k (m − k)2|B|−1
2(m−k)(1−)
 c () A − k + 1
2(A−k)
. (34)
Combining (31)–(34) we have∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
IB
(−→x , n) d−→x c () A − k + 1
2(A−k)
. (35)
The estimation of IIB
(−→x , n) and estimation of IIIB (−→x , n) in the case B1 ∩ B ′ = ∅ are
analogous to the estimation of IB
(−→x , n) and we have∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
IIB
(−→x , n) d−→x c () A − k + 1
2(A−k)
, (36)
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
IIIB
(−→x , n) d−→x  c ()
2(A−k)
. (37)
Let B1 ∩ B ′ = ∅. Then we write∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
IIIB
(−→x , n) d−→x

∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
×
r∑
l=1,nlk
∏
s∈B ′
D2nl (xs) A

n(l)−1
∣∣∣K
n(l)
(−→xB)∣∣∣ d−→x
+
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
r∑
l=1,nl+1k<nl
×
∏
s∈B ′
D2nl (xs) A

n(l)−1
∣∣∣K
n(l)
(−→xB)∣∣∣ d−→x
+
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
r∑
l=1,nl+1k
∏
s∈B ′
D2nl (xs) A

n(l)−1
∣∣∣K
n(l)
(−→xB)∣∣∣ d−→x
=S+T+Q. (38)
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From Lemma 8 we have
S
∞∑
v=A
1
2v
k∑
l=1
∫
[0,1]d
∏
s∈B ′
D2l (xs) sup
1 i2l
Ai−1
∣∣Ki (−→xB)∣∣ d−→x  c ()2(A−k) . (39)
By induction hypothesis, from (26) and Lemma 10 we obtain
Q  c ()
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
r−1∑
l=0,nl+1k
∏
s∈B ′
×
{
n1∑
i=k
D2i (xs)
}
2nl+1 sup
j2nl+1
∣∣∣Kj (−→xB)∣∣∣ d−→x

∞∑
v=A
1
2v
v∑
l=k
2l
∏
s∈B ′
∫
[0,1]
{
v∑
i=k
D2i (xs)
}
dxs
×
∫
[0,1]|B|\(Ik(0))|B|
sup
j2l
∣∣∣Kj (−→xB)∣∣∣ d−→xB
 c ()
∞∑
v=A
(v − k + 1)2d−1
2(v−k)
c () (A − k + 1)
2d−1
2(A−k)
. (40)
From Lemma 8 and (26) we have
T 
∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
∏
s∈B ′
{
n1∑
i=k
D2i (xs)
}
× sup
1 j2k
Aj−1
∣∣∣K1j (−→xB)∣∣∣ d−→x
 c () 2k
∞∑
v=A
(v − k + 1)|B ′|
2v
c () (A − k + 1)
d
2(A−k)
. (41)
Substituting (39)–(41) in (38) we have∫
[2−k,1]|B1|
∫
[0,2−k]|B′1|
sup
n2A
1
An−1
IIIB
(−→x , n) d−→x c () (A − k + 1)2d−1
2(A−k)
. (42)
Combining (30), (35), (36) and (42) from Lemma 7 we complete the proof of Lemma 11. 
In the sequel we prove that the maximal operator ∗ (0 <  < 1) is quasi-local. This reads as
follows
Lemma 12. Let f ∈ L1 ([0, 1)d) , suppf ⊂ Ik (u′i) × · · · × Ik (u′d) = Ik (−→u′ ) and ∫
Ik(
−→
u′ )
f
(−→x ) d−→x = 0 for some −→u′ = (−→u′ 1, . . . ,−→u′ d) ∈ [0, 1)d . Then∫
[0,1)d\(Ik(0))d
∗f
(−→x ) d−→x c (, d) ‖f ‖1 0 < 1.
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Proof. By the shift invariancy of the Haar measure it can be supposed that
−→
u′ = (0, . . . , 0).
If n2k then
nf
(−→x )= ∫
[0,1)d
f
(−→u )Kn (−→x −→u ) d−→u
=Kn
(−→x ) ∫
(Ik(0))d
f
(−→u ) d−→u = 0.
Consequently, n > 2k can be supposed.
Let  ∈ (0, 1). Then from Lemma 11 we have∫
[0,1)d\(Ik(0))d
∗f
(−→x ) d−→x

∫
(Ik(0))d
∣∣f (−→u )∣∣ (∫
[0,1)d\(Ik(0))d
sup
n2k
∣∣Kn (−→x −→u )∣∣ d−→x
)
d−→u
c (, d) ‖f ‖1 ,
while for  = 1 the validity of Lemma 12 follows from Lemma 10.
Lemma 12 is proved. 
Proof of Theorem 1. Let  ∈ (0, 1]. As a consequence of Lemma 2 we have that the maximal
operator ∗ is of type (∞,∞). Since the sublinear operator is quasi-local, then by standard
argument (see e.g. [11]) it follows that it is of weak type (1,1).
Let  > 1. Then we can prove [18]
∗f c1∗f.
This shows that the above results hold also for  > 1.
Theorem 1 is proved. 
By making use of the well-known density argument due to Marcinkiewicz and Zygmund [9]
we can show that Corollary 1 follows from Theorem 1.
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