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Abstract
In this paper we propose a theory of contact invariants and open string invariants, which are
generalizations of the relative invariants. We introduce two moduli spaces MA(M+, C, g,m +
ν,y,p, (k, e)) andMA(M,L; g,m+ν,y,p,−→µ ), prove the compactness of the moduli spaces and
the existence of the invariants.
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1 Introduction
Open string invariant theory have been studied by many mathematicians and physicists (see [1, 2,
11, 16, 17]). This theory closely relates to relative Gromov-Witten theory and contact geometry.
In this paper we propose a theory of contact invariants and open string invariants, which are
generalizations of the relative invariants. We outline the idea as follows.
1). Let (M,ω) be a compact symplectic manifold, L ⊂ M be a compact Lagrangian sub-
manifold. Let (x1, · · · , xn) be a local coordinate system in O ⊂ L, there is a canonical coordinates
(x1, · · · , xn, y1, · · · , yn) in T ∗L|O. Suppose that given a Riemannian metric g on L, and consider
the unit sphere bundle M˜ . Let Λ be the Liouville form on T ∗L, denote λ = −ϑ |
M˜
. Then (M˜, λ)
is a contact manifold with contact form λ. The Reeb vector field is given by X =
∑ yi
‖y‖
∂
∂xi
. By
Lagrangian Neighborhood Theorem we can write M − L as
M+ =M0
⋃
{[0,∞) × M˜},
2
whereM0 is a compact symplectic manifold with boundary. We choose an almost complex structure
J on M+ such that J is tamed by ω and over the cylinder end J is given by
J |ξ= J˜ , JX = − ∂
∂a
, J(
∂
∂a
) = X,
where ξ = kerλ, a is the canonical coordinate in R, and J˜ is a dλ-tame almost complex structure
in ξ. Assume that the periodic orbit sets of X are either non-degenerate or of Bott-type, and J˜
can be chosen such that LXJ = 0 along every periodic orbit.
Let
◦
Σ be a Riemann surface with a puncture point p. We use the cylinder coordinates (s, t)
near p, i.e.,we consider a neighborhood of p as (s0,∞) × S1. Let u :
◦
Σ→ M+ be a J-holomorphic
map with finite energy. Suppose that
[ lim
s→∞u(s, S
1)] =
∑
µi[ci],
where [ci], i = 1, ..., a, is a bases in H1(L,Z) and µ
i ∈ Z. Then u(s, t) converges to a periodic
orbit x ⊂ M˜ of the Reeb vector field X as s → ∞. We can view lims→∞ u(s, S1) as a loop in L,
representing
∑
µi[ci]. In this way, we can control the behaviour at infinity of J-holomorphic maps
with finite energy.
2). To compactify the moduli space we need study the J-holomorphic maps into {(−∞,∞)×
M˜}. There are two global vector fields on R × M˜ : ∂∂a and X. Similar to the situation of relative
invariants, there is a R action, which induces a R-action on the moduli space of J-holomorphic
maps. We need mod this action. Since there is a vector field X with |X| = 1 on M˜ , the Reeb
vector field, there is a one parameter group ϕθ action on M˜ generated by −X. In particular, there
is a S1-action on every periodic orbit, corresponding to the freedom of the choosing origin of S1.
Along every periodic orbit we have LXλ = 0, on the other hand, we assume that on every periodic
orbit LXJ = 0, then we can mod this action.
On the other hand, we choose the Li-Ruan’s compactification in [18], that is, we firstly let the
Riemann surfaces degenerate in Delingne-Mumford space and then letM+ degenerate compatibly as
in the situation of relative invariants. At any node, the Riemann surface degenerates independently
with two parameters, which compatible with those freedoms of choosing the origins ( see section
§5 for degeneration and section §6 for gluing). Then both blowups at interior and at infinity lead
boundaries of codimension 2 or more in the moduli space.
3). Another core technical issue in this paper is to define invariants using virtual techniques.
As we know, there had been several different approaches, such as Fukaya-Ono [10], Li-Tian [21],
Liu-Tian( [22]), Ruan( [27]), Siebert( [29]) and etc. In [18], Li and Ruan provide a completely new
approach to this issue: they show that the invariants can be defined via the integration on the top
stratum virtually. In order to achieve this goal, they provide refined estimates of differentiations
for gluing parameters: ∂/∂r. In [18] the estimates for ∂∂r is of order r
−2 when r → ∞, that is
enough to define invariants. In this paper these estimates achieve to be of exponential decay order
exp(−cr). Then we can use the estimates to define the invariants and prove the smoothness of the
moduli space. The same method can be applied to GW-invariant for compact symplectic manifold.
In this paper we introduce two moduli spacesMA(M+, C, g,m+ν,y,p, (k, e)) andMA(M,L; g,m+
ν,y,p,−→µ ), prove the compactness of the moduli spaces and the existence of the contact invariants
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Ψ
(C)
(A,g,m+ν,k,e)(α1, ..., αm;βm+1, ..., βm+ν) and the open string invariants Ψ
(L)
(A,g,m+ν,−→µ )(α1, ..., αm). In
our next paper [20] we will prove the smoothness of the two moduli spaces. Our open string in-
variants Ψ
(L)
(A,g,m+ν,−→µ ) can be generalized to L which is a disjoint union of compact Lagrangian
sub-manifolds L1,...,Ld.
We consider a neighborhood of Lagrangian sub-manifold L as R × M˜ . By the same method
above we can define a local open string invariant. We will discuss this problem and calculate some
examples in our next paper.
2 Symplectic manifolds with cylindrical ends
2.1 Contact manifolds
Let (Q, λ) be a (2n− 1)-dimensional compact manifold equipped with a contact form λ. We recall
that a contact form λ is a 1-form on Q such that λ∧(dλ)n−1 is a volume form. Associated to (Q, λ)
we have the contact structure ξ = ker(λ), which is a (2n − 2)-dimensional subbundle of TQ, and
(ξ, dλ|ξ) defines a symplectic vector bundle. Furthermore, there is a unique nonvanishing vector
field X = Xλ, called the Reeb vector field, defined by the condition
iXλ = 1, iXdλ = 0.
We have a canonical splitting of TQ,
TQ = RX ⊕ ξ,
where RX is the line bundle generated by X.
2.2 Neighbourhoods of Lagrangian submanifolds
Let (M,ω) be a compact symplectic manifold, L ⊂M be a compact Lagrangian sub-manifold. The
following Theorem is well-known.
Theorem 2.1. Let (M,ω) be a symplectic manifold of dimension 2n, and L be a compact La-
grangian submanifold. Then there exists a neighbourhood U ⊂ T ∗L of the zero section, a neigh-
bourhood V ⊂M of L, and a diffeomorphism φ : U → V such that
φ∗ω = −dΛ, φ|L = id, (1)
where Λ is the canonical Liouville form.
Let (x1, · · · , xn) be a local coordinate system on O ⊂ L, there is a canonical coordinates
(x1, · · · , xn, y1, · · · , yn)
on T ∗O = T ∗L|O. In terms of this coordinates the Liouville form can be written as
Λ =
∑
yidxi.
Let π : T ∗L→ L be the canonical projection. There is a global defined vector field W in T ∗L such
that in the local coordinates of π−1(O), W can be written as
W |π−1(O) = −
n∑
i=1
yi
∂
∂yi
. (2)
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Suppose that given a Riemannian metric on L, in terms of the coordinates x1, ..., xn, gL =
n∑
i,j=1
gijdxidxj. It naturally induced a metric on T
∗L. Let
V =
W
‖W‖ .
V is a global defined vector field on T ∗L− L.
Denote by Sn−1(1) (resp.B1(0)) the Euclidean unit sphere (resp. the Euclidean unit ball). Con-
sider the coordinates transformation between the sphere coordinates and the Cartesian coordinate
Ψ : (0, 1] × Sn−1(1)→ B1(0)
(r, θ1, · · · , θn−1)→ (y1, · · · , yn). (3)
Consider the unit sphere bundle M˜ and the unit ball bundle D1(T
∗L) in T ∗L, in terms of the
coordinates (x1, · · · , xn, y1, · · · , yn)
M˜ |π−1(O) = {(x1, · · · , xn, y1, · · · , yn) ∈ π−1(O) |
n∑
i,j=1
gij(x)yiyj = 1}, (4)
D1(T
∗L)|π−1(O) = {(x1, · · · , xn, y1, · · · , yn) ∈ π−1(O) |
n∑
i,j=1
gij(x)yiyj ≤ 1}. (5)
Denote λ = −Λ |
M˜
. We have
Λ = −‖y‖λ.
λ is a contact form, i.e., (M˜ , λ) is a contact manifold. Put ξ = ker(λ). Then X |
M˜
= −∑ gijyi ∂∂xj
is the Reeb vector field, and V |
M˜
=
∑n
i=1 yi
∂
∂yi
.
The map Ψ induced a map Ψ˜ : (0, 1]×M˜ → D1(T ∗L). Through Ψ˜ we consider D1(T ∗L)|π−1(O)−L
as (0, 1] × M˜ . By Theorem 2.1 we consider M − L as
M+ =M+0
⋃
{(0, 1] × M˜}
with the symplectic form
ωφ = −dΛ = ‖y‖dλ + d‖y‖ ∧ λ, (6)
where M+ :=M − L and M+0 is a compact symplectic manifold with boundary.
We choose the neck stretching technique.
Let φ : [0,∞)→ (0, ℓ] be a smooth function satisfying, for any k > 0,
(1) φ′ < 0, φ(0) = ℓ, φ(a)→ 0 as a→∞,
(2) lim
a→0+
∂kφ
∂ak
= 0.
Through φ we consider M+ to be M+ =M+0
⋃{[0,∞)× M˜} with symplectic form ωφ|M+0 = ω,
and over the cylinder [0,∞) × M˜
ωφ = −dΛ = φdλ+ φ′da ∧ λ. (7)
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Moreover, if we choose the origin of R tending to ∞, we obtain R× M˜ in the limit.
Choose ℓ0 < ℓ and denote
Φ+ =
{
φ : [0,∞)→ (0, ℓ0]|φ′ < 0
}
.
Let ℓ1 < ℓ2 be two real numbers satisfying 0 < ℓ1 < ℓ2 ≤ ℓ0. Let Φℓ1,ℓ2 be the set of all smooth
functions φ : R→ (ℓ1, ℓ2) satisfying
φ′ < 0, φ(a)→ ℓ1 as a→∞, φ(a)→ ℓ2 as a→ −∞.
To simplify notations we use Φ to denote both Φ+ and Φℓ1,ℓ2 , in case this does not cause confusion.
We fixed φ ∈ Φ and consider the symplectic manifold
(
M+0
⋃{[0,∞) × M˜}, ωφ) . For any different
φ1 ∈ Φ, we have ωφ|M+0 = ωφ1 |M+0 and φ ◦ φ
−1
1 is a symplectic diffeomorphic over cylinder part
{(0, 1] × M˜}.
2.3 Cylindrical almost complex structures
Let
M+ =M+0
⋃{
[0,∞) × M˜
}
(8)
be a symplectic manifold with cylindrical end, where M˜ be a compact contact manifold with contact
form λ. Denote by ωφ the symplectic form of M
+ such that ωφ|M+0 = ω, and over the cylinder
[0,∞) × M˜
ωφ = −dΛ = φdλ+ φ′da ∧ λ. (9)
We also consider R× M˜ . Denote by N one of M+ and R× M˜ .
Put ξ = ker(λ), and denote by X the Reeb vector field defined by
λ(X) = 1, dλ(X) = 0.
We choose a dλ-tame almost complex structure J˜ for the symplectic vector bundle (ξ, dλ) → M˜
such that
gJ˜(x)(h, k) =
1
2
(
dλ(x)(h, J˜ (x)k) + dλ(x)(k, J˜ (x)h)
)
, (10)
for all x ∈ M˜, h, k ∈ ξx, defines a smooth fibrewise metric for ξ. We assume that we can choose J˜
such that on every periodic orbit LX J˜ = 0. Denote by Π : TM˜ → ξ the projection along X. We
define a Riemannian metric 〈 , 〉 on M˜ by
〈h, k〉 = λ(h)λ(k) + g
J˜
(Πh,Πk) (11)
for all h, k ∈ TM˜ .
Given a J˜ as above there is an associated almost complex structure J on R× M˜ defined by
J |ξ= J˜ , JX = ∂
∂a
, J(
∂
∂a
) = −X, (12)
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where a is the canonical coordinate in R. It is easy to check that J defined by (12) is ωϕ-tame over
the cylinder end. We can choose an almost complex structure J on M+ such that J is tamed by ω
and over the cylinder end J is given by (12).
There is a canonical coordinate system for R × M˜ and for cylinder end of M+, but still there
are some freedom of choosing the coordinates:
When we writeM+ as (8) we have chosen a coordinate a over the cylinder part. We can choose
different coordinate aˆ over the cylinder part such that
a = aˆ+C (13)
for some constant C > 0. Similarly, for R× M˜ we can choose aˆ such that
a = aˆ±C (14)
for some constant C > 0.
For any φ ∈ Φ
〈v,w〉ωφ =
1
2
(ωφ(v, Jw) + ωφ(w, Jv)) ∀ v,w ∈ TN (15)
defines a Riemannian metric on N . Note that 〈 , 〉ωφ is not complete. We choose another metric
〈 , 〉 on N such that
〈 , 〉 = 〈 , 〉ωφ on M+0 (16)
and over the tubes
〈(a, v), (b, w)〉 = ab+ λ(v)λ(w) + gJ˜(Πv,Πw), (17)
where we denote by Π : TM˜ → ξ the projection along X. It is easy to see that 〈 , 〉 is a complete
metric on N .
2.4 J-holomorphic maps with finite energy
Let (Σ, i) be a compact Riemann surface and P ⊂ Σ be a finite collection of puncture points.
Denote
◦
Σ= Σ\P. Let u :
◦
Σ→ N be a J-holomorphic map, i.e., u satisfies
du ◦ i = J ◦ du. (18)
Following [14] we impose an energy condition on u. For any J-holomorphic map u :
◦
Σ→ N and any
φ ∈ Φ the energy Eφ(u) is defined by
Eφ(u) =
∫
Σ
u∗ωφ. (19)
Let z = es+2π
√−1t. One computes over the cylindrical part
u∗ωφ = (φdλ ((πu˜)s, (πu˜)t))− φ′(a2s + a2t ))ds ∧ dt, (20)
which is a nonnegative integrand. A J-holomorphic map u :
◦
Σ→ N is called a finite energy J-
holomorphic map if over the cylinder end
sup
φ∈Φ
{∫
Σ
u∗ωφ
}
+
∫
Σ
u∗dλ <∞. (21)
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For a J-holomorphic map u : Σ→ R× M˜ we write u = (a, u˜) and define
E˜(u) =
∫
Σ
u˜∗dλ. (22)
Denote
E˜(s) =
∫ ∞
s
∫
S1
u˜∗(dλ).
Then
E˜(s) =
∫ ∞
s
∫
S1
|Πu˜t|2dsdt,
dE˜(s)
ds
= −
∫
S1
|Πu˜t|2dt. (23)
Here and later we use | · | denotes the norm with respect to the metric defined by (17).
The following two lemmas are well-known ( see [13]):
Lemma 2.2. (1) Let u = (a, u˜) : C → R × M˜ be a J-holomorphic map with finite energy. If∫
C
u˜∗(π∗dλ) = 0, then u is a constant.
(2) Let u = (a, u˜) : R×S1 → R×M˜ be a J-holomorphic map with finite energy. If ∫
R×S1 u˜
∗(π∗dλ) =
0, then (a, u˜) = (kTs+ c, kt+ d), where k ∈ Z+, c and d are constants.
Lemma 2.3. Let u = (a, u˜) : C −D1 → R × M˜ be a nonconstant J-holomorphic map with finite
energy. Put z = es+2π
√−1t. Then for any sequence si → ∞ , there is a subsequence, still denoted
by si, such that
lim
i→∞
u˜(si, t) = x(kT t)
in C∞(S1) for some kT -periodic orbit x(kT t).
2.5 Periodic orbits of Bott-type
Let F ⊂ M˜ be the locus of minimal periodic orbits with F = ⋃ℓi=1Fi, where each Fi is a connected
component of F with minimal periodic Ti. We assume that
Assumption 2.4. (1) every Fi is either non-degenerate or of Bott-type;
(2) let Fi be of Bott-type, then there exists a free S1-action on Fi such that Zi = Fi/S1 is a
closed, smooth manifold. Set ni = dim(Fi);
(3) for every periodic orbit x, there is a smooth submanifold ℜx ⊂ M˜ of dimension > 2 such that
dλ |ℜx= 0 and x ⊂ ℜx, and the almost complex structure J˜ can be chosen such that LX J˜ = 0
along x.
Let u = (a, u˜) : C−D1 → R× M˜ be a J-holomorphic map with finite energy. Put z = es+2πit.
Assume that there exists a sequence si → ∞ such that u˜(si, t) −→ x(kT t) in C∞(S1, M˜) as
i→∞ for some k ∈ Z, where T is the minimal periodic. Following Hofer (see [14]) we introduce a
convenient local coordinates near the periodic orbit x. Since S1 = R/Z, we work in the covering
space R→ S1.
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Lemma 2.5. Let (M˜ , λ) be a (2n−1)-dimensional compact manifold, and let x(kt) be a k-periodic
orbit with the minimal periodic T. Then there is an open neighborhood U ⊂ S1×R2n−2 of S1×{0}
with coordinates (ϑ,w1, · · · , w2n−2) and an open neighborhood ℑ ⊂ M˜ of {x(t)|t ∈ R} and a
diffeomorphism ψ : U → ℑ mapping S1 × {0} onto {x(t)|t ∈ R} such that
ψ∗λ = gλ0, (24)
where λ0 = dϑ +
∑
widwn+i−1 and g : U → R is a smooth function satisfying
g(ϑ, 0) = T, dg(ϑ, 0) = 0 (25)
for all ϑ ∈ S1.
Remark 2.6. We call the coordinate system (ϑ,w) in Lemma 2.5 a pseudo-Darboux coordinate
system, and call the following transformation of two local pseudo-Darboux coordinate systems
(ϑ,w) −→ (ϑˇ,w), ϑˇ = ϑ+ ϑ0 (26)
a canonical coordinate transformation, where ϑ0 is a constant.
The following theorem is well-known (see [5, 18,32])
Theorem 2.7. Suppose that F satisfies Assumption 2.4. Let u : C − D1 → R × M˜ be a J-
holomorphic map with finite energy. Put z = es+2π
√−1t. Then
lim
s→∞ u˜(s, t) = x(kT t)
in C∞(S1) for some kT -periodic orbit x, and there are constants ℓ0, ϑ0 such that for any 0 < c <
min{12 ,
C21
2 } and for all n = (n1, n2) ∈ Z2≥0
|∂n[a(s, t)− kTs− ℓ0]| ≤ Cne−c|s| (27)
|∂n[ϑ(s, t)− kt− ϑ0]| ≤ Cne−c|s| (28)
|∂nw(s, t)| ≤ Cne−c|s|, (29)
where Cn are constants. Here (ϑ,w) is a pseudo-Darboux coordinate near the periodic orbit x.
Let xo be a minimal periodic orbit. We choose a local pseudo-Darboux coordinate on an open
set ℑ ⊂ M˜ near xo. Let O be an open set such that O ⊂ ℑ is compact and xo ⊂ O.We fix a positive
constant C. Denote byS the class of J-holomorphic maps with finite energy u : [s′0,∞)×S1 → R×M˜
satisfying
(i) supφ∈ΦEφ(u) ≤ 12~, where ~ is the constant in Theorem 5.2 and Lemma 5.3,
(ii) lims→∞ u˜(s, t) = x(kT t) in C∞(S1) with x ⊂ O,
(iii) u˜([s′0,∞)× S1) lie in the pseudo-Darboux coordinate system on ℑ,
(iv) there is a ball D1(s0, t0) ⊂ [s′0,∞)× S1 such that u˜(D1(s0, t0)) ⊂ O and |a(D1(s0, t0))| ≤ C.
In our next paper [19] we will prove the following theorem.
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Theorem 2.8. Let u ∈ S. Then the constants Cn in Theorem 2.7 depend only on C1, s0,C, n, ~,
c and O. Moreover, we have
|ℓ0| ≤ C1, (30)
where C1 depends only on ~, Cn, c, s0,C and O.
Following [14] we introduce functions
a⋄(s, t) = a(s, t)− ks, ϑ⋄(s, t) = ϑ(s, t)− kt. (31)
Denote
£ = (a⋄, ϑ⋄). (32)
Set bi = 0, bn−1+i(w) = wi,∀ i = 1, · · · , n− 1, and
ei =
∂
∂wi
− bi ∂
∂ϑ
, i = 1, · · · , 2n− 2.
Then ξ =span{e1, · · · , e2n−2}. Denote J˜ei =
∑
J˜ijei. In the basis ∂ϑ, e1, · · · , e2n−2, the Reeb vector
field can be re-written as
X =
1
g
∂ϑ +
1
g2
 ∑
i≤n−1
en−1+i(g)ei −
∑
i≥n
ei−n+1(g)ei
 . (33)
Let X˜ = 1
g2
(eng, · · · , e2n−2g,−e1g, · · · ,−en−1g). By (18), we have
£s + J£t = h, ws + J˜wt + atX˜− asJ˜X˜ = 0.
where
h = (Σbi(w)(wi)t + (ϑt +Σbi(w)(wi)t)(Σfiwi),−Σbi(w)(wi)s − (ϑt +Σbi(w)(wi)s)(Σfiwi))
and fi =
∫ 1
0 ∂wig(ϑ, τw)dτ . Let V = £t and g = ht. Denote
Eˆ(£) =
∫
Σ
‖£s‖2 + ‖£t‖2dsdt. (34)
In our next paper [19] we will prove the following theorem.
Theorem 2.9. Suppose that M˜ satisfies the Assumption 2.4. Let u : [−R,R]× S1 → R× M˜ be a
J-holomorphic maps with finite energy. Assume that
(i) sup
φ∈Φ
Eφ(u,−R ≤ s ≤ R) + Eˆ(£) ≤ 12~,
(ii) u˜([−R,R]× S1) lie in a pseudo-Darboux coordinate system (ϑ,w) on ℑ,
(iii)
∑
n1,n2≤2
‖∇nu(−R, ·)‖L2(S1) ≤ C2,
∑
n1,n2≤2
‖∇nu(R, ·)‖L2(S1) ≤ C2, where n = (n1, n2),
Then there exist constants C1 > 0 and 0 < c < 12 depending only on J˜ and C2 such that
|∇w|(s, t) ≤ C1e−c(R−|s|), |∇£| ≤ C1e−c(R−|s|), ∀ |s| ≤ R− 1, (35)
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In this paper, we also need the following implicit function theorem (see [23]).
Lemma 2.10. Let X and Y be Banach spaces, U ⊂ X be an open set, and ℓ be a positive integer.
If F : U −→ Y is of class Cℓ. Let x0 ∈ U be such that D := dF (x0) : X −→ Y is surjective
and has a bounded linear right inverse Q : Y −→ X. Choose positive constants ~1 and C such that
‖Q‖ ≤ C, B~1(x0,X) ⊂ U and
‖dF (x)−D‖ ≤ 1
2C
, ∀ x ∈ B~1(x0) (36)
where B~1(x0) = {x ∈ X| ‖x− x0‖ ≤ ~1}. Suppose that x1 ∈ X satisfies
‖F (x1)‖ < ~1
4C
, ‖x1 − x0‖ ≤ ~1
8
. (37)
Then there exists a unique x ∈ X such that
F (x) = 0, x− x1 ∈ Im Q, ‖x− x0‖ ≤ ~1, ‖x− x1‖ ≤ 2C‖F (x1)‖. (38)
Moreover, write x := x0 + ξ +Q ◦ f(ξ), ξ ∈ kerD, then f is of class Cℓ.
3 Weighted sobolev norms
Consider R × M˜ and M+ = M+0
⋃{
[0,∞) × M˜
}
. Let N be one of R × M˜ , M+. Suppose that
Σ =
⋃
v
Σv is Riemann surface with nodal points {q1, · · · , qI}, puncture points {p1, · · · , pν} and
u : Σ → ⋃Ni is a continuous map such that the restriction of u to each smooth component is
smooth, where
⋃
Ni denotes the union of some copy of N . We choose cylinder coordinates (s, t) on
Σ near each nodal point and each puncture point. We choose a local pseudo-Darboux coordinate
system near each periodic orbit on N . Let
◦
Σ= Σ− {q1, · · · , qI, p1, · · · , pν}.
Over each tube the linearized operator Du takes the following form
Du =
∂
∂s
+ J0
∂
∂t
+ S = ∂¯J + S. (39)
By exponential decay we have ∣∣∣∣ ∂k+l∂sk∂tlS
∣∣∣∣ ≤ Ck,le−cs
for some constant Ck,l > 0 for s big enough. Therefore, the operator Hs = J0
d
dt + S converges to
H∞ = J0 ddt . Obviously, the operator Du is not Fredholm operator because over each puncture and
node the operator H∞ = J Ddt has zero eigenvalue. The kerH∞ consists of constant vectors. To
recover a Fredholm theory we use weighted function spaces. We choose a weight α for each end.
Fix a positive function W on Σ which has order equal to eα|s| on each end, where α is a small
constant such that 0 < α < c and over each end H∞ − α = J0 ddt − α is invertible. We will write
the weight function simply as eα|s|. Denote by C(Σ;u∗T (
⋃
Ni)) all tangent vector fields h on
⋃
Ni
along u satisfying
(a) h ∈ C0(Σ, u∗T (⋃Ni)),
(b) the restriction of h to each smooth component is smooth.
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For any section h ∈ C(Σ;u∗T (⋃Ni)) and section η ∈ Ω0,1(u∗T (⋃Ni)) we define the norms
‖h‖1,p,α =
∑
v
(∫
Σv
(|h|p + |∇h|p)dµ
)1/p
+
∑
v
(∫
Σv
e2α|s|(|h|2 + |∇h|2)dµ
)1/2
(40)
‖η‖p,α =
∑
v
(∫
Σv
|η|pdµ
)1/p
+
∑
v
(∫
Σv
e2α|s||η|2dµ
)1/2
(41)
for p ≥ 2, where all norms and covariant derivatives are taken with respect to the metric 〈 〉 on
u∗T (
⋃
Ni) defined in (17), and the metric on
◦
Σ. Denote
C(Σ;u∗T (
⋃
Ni)) = {h ∈ C(Σ;u∗T (
⋃
Ni)); ‖h‖1,p,α <∞}, (42)
C(u∗T (
⋃
Ni)⊗ ∧0,1) = {η ∈ Ω0,1(u∗T (
⋃
Ni)); ‖η‖p,α <∞}. (43)
Denote by W 1,p,α(Σ;u∗T (
⋃
Ni)) and L
p,α(u∗T (
⋃
Ni) ⊗ ∧0,1) the completions of C(Σ;u∗T (
⋃
Ni))
and C(u∗T (⋃Ni)⊗ ∧0,1) with respect to the norms (40) and (41) respectively. Then the operator
Du :W
1,p,α → Lp,α is a Fredholm operator.
For each puncture point pj, j = 1, ..., ν, let hj0 ∈ (Tpj(Fej ) ⊕ (span{ ∂∂a}). For each bounded
nodal qi, denote Hqi = TqiN , let h(i+ν)0 ∈ Hqi ; for each unbounded nodal qi, denote Hqi =
(Tqi(Fij ) ⊕ (span{ ∂∂a}) and let h(i+ν)0 ∈ Hqi , where u : Σ → N converges to kT periodic or-
bit x(kT t) ⊂ Fij as z → qi. Put H =
(
⊕νj=1(Tpj (Fej )⊕ (span{ ∂∂a})
)⊕(⊕Ii=1Hqi)), h0 =
(h10, ..., hν0, h(1+ν)0, ..., h(I+ν)0).
h0 may be considered as a vector field in the coordinate neighborhood. We fix a cutoff function
ρ:
ρ(s) =
{
1, if |s| ≥ d,
0, if |s| ≤ d2
where d is a large positive number. Put
hˆ0 = ρh0.
Then for d big enough hˆ0 is a section in C
∞(Σ;u∗TN) supported in the tube {(s, t)||s| ≥ d2 , t ∈ S1}.
Denote
W1,p,α = {h+ hˆ0|h ∈W 1,p,α, h0 ∈ H}.
We define the weighted Sobolev norm on W1,p,α by
‖(h, hˆ0)‖Σ,1,p,α = ‖h‖Σ,1,p,α + |h0|.
Obviously, the operator Du :W1,p,α → Lp,α is also a Fredholm operator.
4 Moduli spaces of J-holomorphic maps
4.1 Boundary conditions
Consider the symplectic manifold with cylindrical end
M+ =M+0
⋃{
[0,∞)× M˜
}
.
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Let ((Σ, j);y,p) be a connected semistable curve with m marked points y = (y1, ..., ym) and ν
puncture points p = (p1, ..., pν), and u : Σ → M+ be a J-holomorphic map. Let Σ =
d⋃
v=1
(Σv, jv)
where (Σv, jv) is a smooth Riemann surface and πv : Σv → Σ is a continuous map. To describe the
boundary conditions we consider two different cases separately:
Case A . Moduli space of J-holomorphic maps in contact geometry.
Definition 4.1. Let p = (p1, · · · , pν) be the puncture points. We assign two weights (k, e) to p:
(1) k : p→ Z>0 assigning a ki to each puncture point pi, denote k = (k1, · · · , kν).
(2) e : p→ Z>0 assigning a number ei, 1 ≤ ei ≤ ℓ to each puncture point pi.
We call a J-holomorphic map u satisfies (k, e) boundary condition if
u(z) converges to a ki · Tei-periodic orbit x(ki · Teit) ⊂ Fei as z tends to pi.
Case B. Moduli space of J-holomorphic maps in (M,L).
As we show in section §2.2 that M − L can be considered as M+ = M+0
⋃{
[0,∞)× M˜
}
. Let
[ci], i = 1, · · · , a is a bases in H1(L;Z).
Definition 4.2. Let p = (p1, · · · , pν) be the order puncture points. We assign a weight −→µ to p:−→µ : p → Z⊕a>0 assigning a µi =
∑a
l=1 µil[cl] to each puncture point pi, where µil ∈ Z. Choose
the cylinder coordinates (si, ti) near pi. We call a J-holomorphic map u satisfies (
−→µ ) boundary
condition if u satisfies
[π( lim
si→∞
u(si, S
1))] = µi, ∀ 1 ≤ i ≤ ν, (44)
where π : T ∗L→ L is the canonical projection.
4.2 Homology
We fix A ∈ H2(M+,ℜ;Z) satisfying ∂A = ∑[x(kiTeit)], where x(kiTeit) ⊂ Fei is a kiTei periodic
orbit. Consider a J-holomorphic map u satisfying
[u∗(Σ)] = A. (45)
We show that the homology class A give a bound of Energy. To simplify notation we let (u, (Σ, j),y, p)
be a J-holomorphic map converging to a kT -periodic orbit x(kT t) as z tends to p, where x(kT t)
lie in Fi and T is the minimal periodic. For the case A, by the assumption (3) of F , we construct
a connected surface W ⊂ ℜx with boundary x(kT t) ( including the kT -periodic). Then u∗(Σ)∪W
is a closed surface in M+ and
[u∗(Σ) ∪W ] ∈ H2(M+;Z).
Denote A = [u∗(Σ) ∪W ]. By dλ|ℜx = 0 and W ⊂ M˜ we have
ω(A) =
∫
u∗(Σ)
ω +
∫
W
ω = Eφ(u) +
∫
W
dλ = Eφ(u). (46)
Let W ′ ⊂ ℜx be another surface with boundary x, denote A′ = [u∗(Σ) ∪W ′] ∈ H2(M+;Z). We
have ω(A) = ω(A′) = Eφ(u), that is, Eφ(u) is independent of the choice of W in ℜx.
For case B let A ∈ H2(M,L;Z) be a fixed homology class satisfying ∂A =∑µi. We have the
same results.
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4.3 Holomorphic blocks in M+
Let ((Σ, j);y,p) be a connected semistable curve with m marked points y = (y1, ..., ym) and ν
puncture points p = (p1, ..., pν). Let u : Σ → M+ be a J-holomorphic map. Suppose that u(z)
converges to a ki · Tei-periodic orbit x(kiTeit) ⊂ Fei as z tends to pi.
Definition 4.3. A J-holomorphic map (u; ((Σ, j),y,p)) is said to be stable if for each v one of the
following conditions holds:
(1). u ◦ πΣv : Σv →M+ is not a constant map.
(2). Let valv be the number of special points on Σv which are nodal points, marked points or
puncture points. Then valv + 2gv ≥ 3.
Definition 4.4. Two stable J-holomorphic maps Γ = (u, (Σ, j),y,p) and Γˇ = (uˇ, (Σˇ, jˇ), yˇ, pˇ)
is called equivalent if there exists a diffeomorphism ϕ : Σ → Σˇ such that it can be lifted to bi-
holomorphic isomorphisms ϕvw : (Σv, jv)→ (Σˇw, jˇw) for each component Σv of Σ, and
(1) ϕ(yi) = yˇi, ϕ(pj) = pˇj for any 1 ≤ i ≤ m, 1 ≤ j ≤ ν,
(2) uˇ ◦ ϕ = u.
(3) near every periodic orbit x, u˜ and ˇ˜u ◦ ϕ may differ by a canonical coordinate transformation
(26).
Definition 4.5. Put
Aut(u; ((Σ, j),y,p)) = {φ : Σ→ Σ|φ is an automorphism satisfying (1), (2)
and (3) in Definition 4.4}.
We call it the automorphism group of (u; ((Σ, j),y,p)).
The following Lemma is obvious.
Lemma 4.6. A J-holomorphic map (u; ((Σ, j),y,p)) is stable if and only if Aut(u; ((Σ, j),y,p))
is a finite group.
Denote by MA(M+, C, g,m + ν,y,p, (k, e)) the moduli space of equivalence classes of all J-
holomorphic curves in M+ representing the homology class A and satisfying (k, e) boundary con-
dition.
Fix A ∈ H2(M,L;Z), denote by MA(M,L; g,m + ν,y,p,−→µ ) the moduli space of equivalence
classes of all J-holomorphic curves in M+ representing the homology class A and satisfying (−→µ )
boundary condition.
Lemma 4.7. There is a constant C > 0 depending on A and k such that for any b = (u; (Σ, j),y,p) ∈
MA(M+, C, g,m + ν,y,p, (k, e)) we have, over the cylinder end,
Eφ(u) +
∫
Σ
u∗dλ ≤ C. (47)
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Proof. By the Stokes formula we have
∫
Σ u
∗dλ ≤∑νi=1 ki ·Tei over the cylinder end. Then the
lemma follows from (46) 
Similarly, we also have
Lemma 4.8. There is a constant C > 0 depending on A and −→µ such that for any b = (u; (Σ, j),y,p) ∈
MA(M,L; g,m + ν,y,p,−→µ ) we have, over cylinder end,
Eφ(u) +
∫
Σ
u∗dλ ≤ C. (48)
We call MA(M+, C, g,m + ν,y,p, (k, e)) a holomorphic block in M+.
Let b = (u; (Σ, j),y,p) ∈ MA(M+, C, g,m + ν,y,p, (k, e)), Du :W1,p,α → Lp,α be a Fredholm
operator with ind = dim(kerDu)− dim(cokerDu). Put
IndC = ind+ 6(g − 6) + 2(m+ ν).
The virtual dimension of MA(M+, C, g,m + ν,y,p, (k, e)) is IndC .
Similarly, let b = (u; (Σ, j),y,p) ∈ MA(M,L; g,m+ν,y,p,−→µ ). Suppose that lim
sj→∞
u(sj , S
1) ⊂
Fij and
[π( lim
sj→∞
u(sj, S
1))] = µj, ∀ 1 ≤ j ≤ ν. (49)
Then Du :W1,p,α → Lp,α be a Fredholm operator with ind = dim(kerDu)− dim(cokerDu). Put
IndL = ind+ 6(g − 6) + 2(m+ ν).
The virtual dimension of MA(M,L; g,m + ν,y,p,−→µ ) is IndL.
It is possible that there are finite many combinations such that (49) holds. In this caseMA(M,L; g,m+
ν,y,p,−→µ ) is the union of some MA(M+, C, g,m + ν,y,p, .).
Remark 4.9. As we mod the S1 action on every periodic orbit of Reeb vector field, the situation
is very similar to the symplectic cutting. For example, let b = (u; Σ, j, p) ∈ MA(M+, C; g,m +
1, (k, e1)). Roughly speaking :
We collapse the S1-action on the orbit x(kTe1t) at infinity to get a “manifold” M̂
+, locally ,
such that Ze1 is a “submanifold” of M̂
+, choose a local pseudo-Daubaux coordinate (a, ϑ,w) around
x(kTe1t). Our estimates (27),(28), (29) show that the puncture point p can be “removed”, we get
a J-holomorphic map u¯ from Σ into M̂+. The condition that u converges to a k-multiple periodic
orbit at p is naturally interpreted as u¯ being tangent to Ze1 at p with order k.
We will study the local geometry in other paper.
4.4 Holomorphic blocks in R× M˜
Note that the spaceMA(M+, C; g,m+ν, (k, e)) is not large enough to compactify the moduli space
of all J-holomorphic maps intoM+, we need considerMA(R×M˜,C; (k−, e−), (k+, e+)), which will
be studied in this section.
Let ((Σ, j);y,p+,p−) be a connected semistable curve with m marked points y = (y1, ..., ym)
and ν± puncture points p+ = (p+1 , ..., p
+
ν+), p
− = (p−1 , ..., p
−
ν−), and u : Σ → R × M˜ be a J-
holomorphic map. Suppose that u(z) converges to a k±i · Te±i -periodic orbit xk±i ⊂ Fe±i as z tends
to p±i .
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Similar to the situation of relative invariants, there is a R action, which induces a R-action on
the moduli space of J-holomorphic maps. We need mod this action. Since there is a vector field X
with |X| = 1 on M˜ , the Reeb vector field, there is a one parameter group ϕθ action on M˜ generated
by −X. In particular, there is a S1-action on every periodic orbit, corresponding to the freedom
of the choosing origin of S1. Along every periodic orbit we have LXλ = 0. Recall that by (3) of
Assumption 2.4, LXJ = 0 along every periodic orbit. We can mod this action.
Definition 4.10. Two J-holomorphic maps Γ = (u, (Σ, j),y,p+,p−) and Γˇ = (uˇ, (Σˇ, jˇ), yˇ, pˇ+, pˇ−)
are called equivalent if there exists a diffeomorphism ϕ : Σ → Σˇ such that it can be lifted to
bi-holomorphic isomorphisms ϕvvˇ : (Σv, jv)→ (Σˇvˇ, jvˇ) for each component Σv of Σ, and
(1) ϕ(yi) = yˇi, ϕ(p
+
j ) = pˇj
+, ϕ(p−l ) = pˇl
− for any 1 ≤ i ≤ m, 1 ≤ j ≤ ν+, 1 ≤ l ≤ ν−; u and
uˇ ◦ ϕ converges to the same periodic orbit xk±i at z tends to p
±
i ;
(2) aˇ ◦ ϕ = a+ C, ˇ˜u ◦ ϕ = u˜ for some constant C;
(3) near every periodic orbit x, u˜ and ˇ˜u ◦ ϕ may differ by a canonical coordinate transformation
(26).
Definition 4.11. A J-holomorphic map (u; ((Σ, j),y,p)) is said to be stable if for each v one of
the following conditions holds:
(1). E˜(u ◦ πΣv) 6= 0,
(2). Let valv be the number of special points on Σv which are nodal points, marked points or
puncture points. Then valv + 2gv ≥ 3.
Definition 4.12. Put
Aut(u; ((Σ, j),y, pˇ+, pˇ−)) = {φ : Σ→ Σ|φ is an automorphism satisfying (1), (2)
and (3) in Definition 4.10}.
We call it the automorphism group of (u; ((Σ, j),y, pˇ+, pˇ−)).
For any A ∈ H2(R × M˜ ,ℜ;Z) we define dλ(A) as following: let v : R × S1 → R× M˜ be a C∞
map such that [v(R × S1)] = A, we define dλ(A) := ∫
R×S1 v
∗(dλ).
We fix A ∈ H2(R× M˜,ℜ;Z) and k± = (k±1 , ..., k±ν±), e± = (e±1 , ..., e±ν± ) satisfying
dλ(A) =
ν+∑
i=1
k+i · Te+i −
ν−∑
i=1
k−i · Te−i . (50)
We defineMA(R× M˜, g,m+ ν++ ν−, (k−, e−), (k+, e+)) to be the space of equivalence classes
of all stable J-holomorphic maps in R×M˜ representing A and converging to a k±i ·Te±i -periodic orbit
xk±i
⊂ Fe±i as z tends to p
±
i . For any (u,Σ,y,p
+,p−) ∈ MA(R×M˜, g,m+ν++ν−, (k−, e−), (k+, e+)),
by Stoke’s formula we have
dλ(A) =
∫
Σ
u∗dλ =
ν+∑
i=1
λ(k+i x
+
i )−
ν−∑
i=1
λ(k−i x
−
i ) =
ν+∑
i=1
k+i · Te+
i
−
ν−∑
i=1
k−i · Te−
i
.
We callMA(R×M˜,C; g,m+ν++ν−, (k−, e−), (k+, e+)) a holomorphic rubber block in R×M˜ .
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Remark 4.13. Let Σv ⊂ Σ be a smooth connected component of Σ. Suppose that u(Σv) lie in
a compact set K ⊂ R × M˜ . Then every nodal point of Σv is a removable singular point. As
ωφ = d(φλ) we conclude that Eφ(u) |Σv= 0, then u(Σv) is one point, then E˜(u) |Σv= 0.
4.5 Local coordinate system of holomorphic blocks
Let b = (u,Σ,y,p+,p−) ∈ MA(R×M˜,C; g,m+ν++ν−, (k−, e−), (k+, e+)), and h ∈ W1,p,α(Σ, u∗T (R×
M˜)) such that Du(h) = 0. Under the transformation
aˆ = a+C (51)
and the canonical transformation of local pseudo-Daubaux coordinate system
ϑˆ = ϑ+ ϑ0 (52)
h is invariant ( see subsection §7.1.2, Case 2 below), so we can view h as a element in Tb(MA(R×
M˜,C;m + ν+ + ν−, (k−, e−), (k+, e+)). We assume that Du is surjective. Let e1, ..., ea be a base
of kerDu. Then for any h ∈ kerDu we have h =
∑a
i xiei. Let w1, ..., wd be the local coordinates of
Mg,m+ν++ν− around Σ, where d = 6g − 6 + 2(m + ν+ + ν−). Then the (w1, ..., wd, x1, ..., xa) is a
local coordinate system of MA(R× M˜,C;m+ ν+ + ν−, (k−, e−), (k+, e+)).
Similarly, let b = (u,Σ,y,p+) ∈ MA(M+, C; g,m + ν, (k, e)), h ∈ W1,p,α(Σ, u∗T (M+)) with
Du(h) = 0, we view h as a element in Tb(MA(M+, C; g,m+ν, (k, e)). Assume that Du is surjective.
We can choose a local coordinate system in Mg,m+ν around Σ together with a coordinate system
in kerDu as a local coordinate system of MA(M+, C; g,m+ ν, (k, e)).
5 Compactness theorems
We will use Li-Ruan’s Compactification to our setting. Roughly speaking, the idea of Li-Ruan’s
Compactification is that firstly let the Riemann surfaces degenerate in Delingne-Mumford space
and then let M+ degenerate compatibly. We will give a detail description of the Li-Ruan’s idea
and give the definition of the stable compactification using language of graphs. This is one of the
key parts of this paper.
5.1 Bubble phenomenon
The proofs of the following two theorems are standard (see [6]).
Theorem 5.1. There is a constant ~ > 0 such that for every J-holomorphic map u = (a, u˜) : C→
R× M˜ with finite energy,
(1) if Eφ(u) 6= 0, we have Eφ(u) ≥ ~;
(2) if E˜(u) 6= 0, we have E˜(u) ≥ ~.
Theorem 5.2. There is a constant ~ > 0 such that for every J-holomorphic map u ∈ MA(R ×
M˜,C; g,m+ ν±, (k−, e−), (k+, e+)) with finite energy, if E˜(u) 6= 0, we have
E˜(u) =
ν+∑
i=1
k+i −
ν−∑
i=1
k−i ≥ ~.
17
Let Γ(i) = (u(i),Σ(i);y(i),p(i)) ∈ MA(M+, C, g,m + ν,A, (k, e)) be a sequence. Then there is a
constant C > 0 such that
E˜(u(i)) + Eφ(u
(i)) < C ∀ i.
Suppose that (Σ(i);y(i),p(i)) is stable and converges to (Σ;y,p) inMg,m+ν . On a neighborhood
of (Σ;y,p) in Mg,m+ν we construct a smooth family of metrics on each (Σ(i);y(i),p(i)) such that
near each marked point the metric is the Euclidean metric on disc in C, and near each nodal point
the metric is the standard cylinder metric.
5.1.1 Bound of the number of singular points
Following McDuff and Salamon [23] we introduce the notion of singular points for a sequence u(i)
and the notion of mass of singular points. We show that there is a constant ~ > 0 such that the mass
of every singular point is large than ~. Let q be a singular point and q(i) ∈ Σ(i), q(i) → q. In case
u(i)(q(i)) ∈M+0 the argument is standard (see [23]). We only consider E˜ over the cylinder end. Since
the metrics near nodal points are the standard cylinder metrics, we have, in the cylinder coordinates
D1(q
(i)) ⊂ Σ(i)−{nodal points}, whereD1(q(i)) = {(s(i), t(i)) | (s(i)−s(i)(q(i)))2+(t(i)−t(i)(q(i)))2 ≤
1}. We identify q(i) with 0 and consider J-holomorphic maps u(i) : D1(0)→ N.
The proof of the following lemma is similar to Theorem 4.6.1 in [23]. We give the proof here
for the reader’s convenience.
Lemma 5.3. Let u(i) : D1(0) → R × M˜ be a sequence of J-holomorphic maps with finite energy
such that
sup
i
E˜(u(i)) <∞, |du(i)(0)| −→ ∞, as i→∞.
Then there is a constant ~ > 0 independent of u(i) such that, for every ǫ > 0
lim inf
i→∞
E˜(u(i);Dǫ(0)) ≥ ~. (53)
Proof: Consider the function
F (i)(z) = |du(i)|(z)d2(z, ∂D1(0))
where d(z, ∂D1(0)) denotes the distance from z to ∂D1(0) with respect to the standard Eucildean
metrics. Obviously, F (i) attains its maximum at some interior point q⋆i ∈ D1(0) and lim
i→∞
F (i)(q⋆i ) =
∞. Set δi = 12d(q⋆i , ∂D1(0)). Then for any q ∈ Dδi(q⋆i ),
|du(i)|(q) ≤ 4|du(i)|(q⋆i ) := 4Ai.
Consider the re-scaling sequence
v(i)(z) = u(i)
(
q⋆i +
z
Ai
)
As lim
i→∞
Fi(q
⋆
i ) =∞, we have lim
i→∞
δiAi =∞. Then in DδiAi(0)
sup |dv(i)| ≤ 4, |dv(i)|(0) = 1, E˜(v(i),DδiAi(0)) = E˜(u(i),Dδi(q⋆i )).
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By choosing a subsequence we conclude that vi locally uniformly converges to a nonconstant J-
holomorphic map with finite energy v : C −→ R × M˜ . Then the lemma follows from Lemma 5.1.

Recall that N denotes one ofM+ and R×M˜ . By Lemma 5.3 we conclude that the rigid singular
points are isolated and the limit
mǫ(q) = lim
i→∞
E˜(u(i);Dq(i)(ǫ, h
(i)))
exists for every sufficiently small ǫ > 0. The mass of the singular point q is defined to be
m(q) = lim
ǫ→0
mǫ(q).
Denote by P ⊂ Σ the set of singular points for u(i), the double points and the puncture points.
By Lemma 5.3 and (46), P is a finite set. By definition, |du(i)|h(i) is uniformly bounded on every
compact subset of Σ− P . By a possible translation along R and passing to a subsequence we may
assume that u(i) converges uniformly with all derivatives on every compact subset of Σ − P to a
J-holomorphic map u : Σ− P → N. Obviously, u is a finite energy J-holomorphic map.
We need to study the behaviour of the sequence u(i) near each singular point for u(i). Let q ∈ Σ
be a rigid singular point for u(i). We have two cases.
(a) q ∈ Σ− {nodal points}. We consider J-holomorphic maps u(i) : D1(0)→ N .
(a-1) there are ǫ > 0 and a compact set K ⊂ N such that u(i)(Dǫ(q)) ⊂ K.
(a-2) q is a nonremovable singularity.
(b) q ∈ {nodal points}. In this case a neighborhood of q is two discs D1(0) joint at 0, where
D1(0) = {|z|2 ≤ 1}.
For (a-1) we construct bubbles as usual for a compact symplectic manifold (see [23,25,28]). We
call this type of bubbles (resp. bubble tree) the normal bubbles (resp. normal bubble tree).
5.1.2 Construction of the bubble tree for (a-2)
We use cylindrical coordinates z = e−s−2π
√−1t and write
u(i)(s, t) = (a(i)(s, t), u˜(i)(s, t))
u(s, t) = (a(s, t), u˜(s, t)).
Note that the graduate |du(i)| depends not only on the metric <,> on N but also depends
on the metric on Σ(i). The energy don’t depend on the metric on Σ(i). To construct bubbling in
present case it is more convenient to take the Euclidean metric |dz|2 on the disk D1(0) and pullback
to the coordinate (s, t) through z = e−s−2π
√−1t. Obviously, if q is a singular point with respect to
the cylinder metric, then it is also a singular point with respect to the disk metric.
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By Theorem 2.7, we have
lim
s→∞ u˜(s, t) = x(kT t)
in C∞(S1), where x( , ) is a kT -periodic orbit on M˜ . Choosing ǫ small enough we have
|mǫ(q)−m(q)| ≤ 1
10
min{~, T}
For every i there exists δi > 0 such that
E˜(u(i);Dδi(0)) = m(q)−
1
2
min{~, T}, (54)
where T is the minimal positive periodic. By definition of the mass m(q), the sequence δi converges
to 0. Since u(i) converges uniformly with all derivatives to u on any compact set of Dǫ(0)−{0}, δi
must converge to 0. Put
sˆ(i) = s+ logδi, tˆ
(i) = t for |s(i)i | > 2R0. (55)
aˆ(i) = a− kT (− log δi). (56)
Define the J-holomorphic curve v(i)(sˆ, t) by
v(i)(sˆ, t) = (aˆ(i)(sˆ, t), v˜(i)(sˆ, t)) =
(
a(i)(− log δi + sˆ, t)− kT (− log δi), u˜(i)(− log δi + sˆ, t)
)
. (57)
Lemma 5.4. Suppose that 0 is a nonremovable singular point of u. Define the J-holomorphic map
v(i) as above. Then there exists a subsequence (still denoted by v(i)) such that
(1) The set of singular points {Q1, · · ·, Qd} for v(i) is finite and tame, and is contained in the disc
D1(0) = {z || z |≤ 1};
(2) The subsequence v(i) converges with all derivatives uniformly on every compact subset of
C\{Q1, · · ·, Qd} to a nonconstant J-holomorphic map v : C\{Q1, · · ·, Qd} → R× M˜ ;
(3) E˜(v) > 13 min{~, T};
(4) E˜(v) +
d∑
1
m(Qi) = m(0).
(5) lim
s→∞ u˜(s, t) = limsˆ→−∞
v˜(sˆ, t).
Proof: The proofs of (1), (2) and (4) are standard (see [23]), we omit them here. The proof of
(5) will be given in our next paper (see [19]). We only prove (3).
(3) Note that∣∣∣∣∣
∫
u˜(i)(− log δi,S1)
λ−
∫
u˜(i)(− log ǫ,S1)
λ
∣∣∣∣∣ = E˜(u;− log ǫ ≤ s ≤ − log δi) = 12 min{~, T}. (58)
Since lim
s→∞ u˜(s, t) = x(kT t) we have∣∣∣∣∣
∫
u˜(i)(− log ǫ,S1)
λ− kT
∣∣∣∣∣ ≤ 18 min{~, T}.
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when ǫ small enough and i big enough. Then by the locally uniform convergence of v(i)
E˜(v) ≥
∣∣∣∣∣kT −
∫
v˜(0,S1)
λ
∣∣∣∣∣ ≥ 13 min{~, T}. (59)

We can repeat this again to construct bubble tree.
We introduce a terminology. Let Σ1 and Σ2 join at p, and ui : Σi → R × M˜ a map. Choose
holomorphic cylindrical coordinates z1 = (s1, t1) on Σ1 and z2 = (s2, t2) on Σ2 near p respectively.
Suppose that
lim
s1→−∞
u˜1(s1, t1) = x1(k1T1t1)
lim
s2→+∞
u˜2(s2, t2) = x2(k2T2t2).
We say u1 and u2 converge to a same periodic orbit, if k1 = k2, and in the pseudo-Daubaux
coordinates (a, ϑ,w), (see Lemma 2.5) w(x1) = w(x2) (in this case T1 = T2 holds naturally).
5.1.3 Construction of bubble tree for (b)
Let Σ = Σ1 ∧Σ2, where Σ1 and Σ2 are smooth Riemann surfaces of genus g1 and g2 joining at
q. Let z1 , z2 be the local complex coordinates of Σ1 and Σ2 with z1(q) = z2(q) = 0. Recall that a
neighborhood of Σ1 ∧ Σ2 ∈ Mg,m+ν is given by
z1z2 = w = e
−R−2π√−1τ , w ∈ C,
where R = 2lr, l ∈ Z+. We will use (r, τ) as the local coordinates in the neighborhood of Σ ∈
Mg,m+ν . Let
z1 = e
−s1−2π
√−1t1 , z2 = es2+2π
√−1t2 .
(si, ti) are called the holomorphic cylindrical coordinates near p. In terms of the holomorphic
cylindrical coordinates we write
Σ1 − {p} = Σ10
⋃
{[0,∞) × S1},
Σ2 − {p} = Σ20
⋃
{(−∞, 0] × S1}.
s1 = s2 + 2lr (60)
t1 = t2 + τ. (61)
Then Σ(r) → Σ1 ∧Σ2 as r →∞ in the Mg,m+ν .
We consider the case that u(i) : Σ(i) → N is a sequence of J-holomorphic maps, where Σ(i) :=
Σ(r(i)), q
(i) ∈ Σ(i), q(i) → q.
Without loss of generality we assume that there is a subsequence, still denoted by i, such that
|s(i)1 (q(i))| ≤ lr(i). In this case we may identify a neighborhood of q(i) in Σ(i) with D1(0)\Dǫ(i)(0) ⊂
Σ1, where lim
i
ǫ(i) = 0. The sequence u(i) is considered to be a sequence of J-holomorphic maps from
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D1(0) \Dǫ(i)(0) into N , and q(i) ∈ D1(0) \Dǫ(i)(0), q(i) → 0. In terms of the cylinder coordinates
we can identify the coordinates (s(i), t(i)) in Σ(i) with the coordinates (s1, t1) of Σ1.
By Theorem 2.7, we have
lim
s1→∞
u˜(s1, t1) = x(kT t1)
in C∞(S1), where x( , ) is a kT -periodic orbit on M˜ . Choosing ǫ small enough we have
|mǫ(q)−m(q)| ≤ 1
10
min{~, T}
For every i there exists δi > 0 such that
E˜(u(i);Dδi(0)) = m(q)−
1
2
min{~, T}, (62)
where T is the minimal positive periodic. We choose a smooth conformal transformation ψ(i) :
Σ(i) → Σ(i) such that
ψ(i)|D(R0) = I, (63)
z(i) = δizˆ
(i) = δie
−sˆ(i)−2π√−1tˆ(i) , for |s(i)| > 2R0 (64)
where (sˆ(i), tˆ(i)) = ψi(s
(i), t(i)), i.e.,
sˆ(i) = s(i) + logδi = s1 + logδi, tˆ
(i) = t(i) = t1 for |s(i)i | > 2R0. (65)
We call coordinates rescalling of Riemann surface a D-rescaling. In our present case we need not
only a D-rescaling, but also a translation along R, called a T -rescaling. We call such composition
a DT -rescaling. Put
aˆ(i) = a− kT (− log δi). (66)
Define the J-holomorphic curve v(i)(sˆ, t) by
v(i)(sˆ, t) = (aˆ(i)(sˆ, t), v˜(i)(sˆ, t)) = (67)(
a(i)(− log δi + sˆ, t)− kT (− log δi), u˜(i)(− log δi + sˆ, t)
)
.
By the same argument as in subsection §5.1.2 we construct a bubble S2 with E(v) |S2> 13 min{~, T}
or E˜(v) |S2> 13 min{~, T}, inserted between Σ1 and Σ2. The same results as Lemma 5.4 still hold.
We can repeat this again to construct bubble tree.
5.1.4 For the case of genus 0
Let Γ(i) = (u(i),Σ(i);y(i),p(i)) ∈ MA(M+, C, g,m + ν,y,p, (k, e)) be a sequence. Let Σ(i) =⋃N
v=1 Σ
(i)
v . Assume that there is one component of Σ(i) that has genus 0 and is unstable. Let Σ
(i)
1
is such a component. We identify Σ
(i)
1 with a sphere S
2, and consider u(i) : S2 → N . We discuss
several cases:
1). u(i) |S2 has no singular point. Then ‖∇u(i) |S2 ‖ are uniformly bounded above. As (u(i), S2;y(i),p(i))
is stable, E(u(i)) |S2≥ ~ or E˜(u(i)) |S2≥ ~. Then u(i) |S2 locally uniformly converges to u |S2 with
E(u) |S2≥ ~ or E˜(u) |S2≥ ~, so (u;S2) is stable.
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2). S2 joints with Σ
(i)
2 at a nodal point q. Then the number of the special points, including the
marked points and the puncture points, is ≤ 1.
2a) There is one singular point p and one special point X .
(2a-1) p 6= q and p 6= X ,
(2a-2) p = X or p = q
2b) There are two singular points p1, p2.
(2b-1) p1 6= q and p2 6= q,
(2b-2) p1 = q or p2 = q.
2c) There is only one singular point p and no special point.
3). S2 joint with Σ
(i)
2 and Σ
(i)
3 at q1 and q2 respectively. There is only one singular point p.
(3a) p 6= q1 and p 6= q2,
(3b) p = q1 or p = q2,
For the cases (2a-1), (2b-1), 3a) we construct bubble tree at singular points as in subsection
§5.1.2 to get a stable map (u, S2). For the cases (2a-2), (2b-2), 2c) and (3b) we forget the map
u(i) |S2 and contract S2 as a point, then we construct a bubble as in subsection subsection §5.1.3.
By (3) of Lemma 5.4 we get a stable map (v, S2). We can repeat the procedure to construct bubble
tree.
5.2 T - rescaling
Let Γ(i) = (u(i),Σ(i);y(i),p(i)) ∈ MA(M+, C, g,m + ν,y,p, (k, e)) be a sequence. If there is some
Σv of genus 0, we treat it as in subsection 5.1.4. In the following we assume that (Σ
(i);y(i),p(i)) is
stable and converges to (Σ;y,p) in Mg,m+ν .
Note that we have fixed the degeneration of Riemann surfaces now, we are concern with the T -
rescaling. We explain our procedure of T -rescaling. We discuss maps intoM+, for maps into R×M˜
the situation are the same.
Let Σ be a Riemann surface with ν puncture points p = (p1, ..., pν). We choose holomorphic
coordinates (si, ti) near pi. Let u :
◦
Σ→M+ be a J-holomorphic map. Denote u = (a, u˜). Suppose
that
lim
|sj |→∞
u˜(sj, tj) = x(kjTej tj)
in C∞(S1) for some kjTej -periodic orbit x(kjTej t). For each j we choose a local pseudo-Darboux
coordinates (aj , ϑj,wj) near pj such that x(kjTej tj) = (kjTej tj +ϑj0, 0) for some constant ϑj. Note
that for any 0 < l, j ≤ ν,
al = aj + Clj ,
where Clj are constants.
For simplicity, we consider the case as in Figure 1, the other cases is similar. Let Σ =
⋃6
j=1Σj,
where each Σj is a smooth connected component. Let Tj ⊂ Σj − P be compact sets, where P ⊂ Σ
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denotes the set of singular points for u(i), the double points and the puncture points. Denote
I = {1, · · · , 6}. We write
u(i)(z) = (a(i)(z), u˜(i)(z)).
Figure 1:
For each j ∈ I, T (i)j ⊂ Σ(i) converges to Tj . We fix points zj ∈ Tj . Suppose that z(i)j ∈ T (i)j is a
sequence of points which converges to zj . Without loss of generality, we assume that
(1)
∣∣∣a(i)(z(i)1 )∣∣∣ ≤ minj∈I\{1} ∣∣∣a(i)(z(i)j )∣∣∣ , ∀i,
(2) sup
i
∣∣∣a(i)(z(i)1 )∣∣∣ <∞,
Restricting to T1, u
(i) uniformly converges to a map u1. For any compact K ⊂ Σ1 − P, u(i) also
converges to u1. Then u is naturally defined on Σ1 − P.
For Σ2 we consider two different cases:
Case 1. supi
∣∣∣a(i)(z(i)2 )∣∣∣ < ∞. Restricting to T2, u(i) uniformly converges to a map u2. Then
u2 is naturally defined on Σ2 −P. Then (u1; Σ1,y1,p1) and (u2; Σ2,y2,p2) are belong to the same
holomorphic block in M+.
Case 2. lim
k→∞
a(i)(z
(i)
2 ) =∞. In this case we take a coordinate transformation:
(a∗)(i) = a− a(i)(z(i)2 ). (68)
Define
(u∗)(i)(z) = ((a∗)(i)(z), (u˜∗)(i)(z)), (u˜∗)(i)(z) = u˜(i)(z). (69)
Note that |du(i)| is invariant under translation along R. As above, restricting to T (i)2 , (u∗)(i) locally
uniformly converges to a map u∗ = (a∗, u˜∗) : T2 −→ R × M˜ with a∗(z2) = 0, which extends to
u∗ : Σ2 − P −→ R× M˜ . If lim
ǫ→0
mǫ(q2) ≥ ~, then we can construct bubbles as in subsection §5.1.3.
Otherwise, u and u∗ converges to the same periodic orbit as z → q2. Note that, near q2, in terms
of the local cylinder coordinates the degeneration is given by
(s∗)(i) = s− 2lr(i), (t∗)(i) = t− τ (i). (70)
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In local pseudo-Dauboux coordinate system (a, ϑ,w) and the cylinder coordinates of Riemann
surface near q2 we write
u(s, t) = (a(s, t), u˜(s, t)), u∗(s∗, t∗) = (a∗(s∗, t∗), u˜∗(s∗, t∗)). (71)
Then
lim
|s|→∞
u˜(s, t) = x(kT t), lim
|s∗|→∞
u˜∗(s∗, t∗) = x(kT t∗ + ϑ∗0) (72)
in C∞(S1) for some kT -periodic orbit x(kT t).
We call u∗ : Σ2 −→ R× M˜ a rubber component.
By the same argument we can construct maps on Σj − P, j ≥ 3.
Remark 5.5. We use notations above. Suppose that sup
i
∣∣∣a(i)1 (z(i)1 )∣∣∣ → ∞ and there is only one
singular point p ∈ Σ1 with
p(i) → p, sup
i
∣∣∣u(i)(p(i))∣∣∣ <∞.
We re-scale as above and construct bubble tree as usual. Then all main part of u(Σ) are rubber
component and there is a bubble tree with u(p) ∈M+.
Remark 5.6. For Figure 1, it is possible that some u(i)(T
(i)
j ) ⊂ M+ for some j ≥ 2. We assume
that
u(i)(T
(i)
1 ) ⊂M+, u(i)(T (i)6 ) ⊂M+,
and
sup
i→∞
|a(i)(z(i)1 )| <∞, sup
i→∞
|a(i)(z(i)6 )| <∞. (73)
In this case there is a relation between a(i)(z
(i)
j ), 1 ≤ j ≤ 6. To see this and to simplify notations,
we omit the index (i) and let
l1 = a(z3)− a(z1), l2 = a(z4)− a(z3),
l3 = a(z5)− a(z4), l4 = a(z6)− a(z5).
Then
l1 + l2 + l3 + l4 = a(z6)− a(z1). (74)
This means that l1+ l2+ l3+ l4 is a T re-scaling invariant. By (73), there is only three independent
parameter.
If we start from Σ6 to re-scale by the above procedure, we get the same result. Similarly, we
start from any component Σi, i ≥ 3, we get also the same result. This suggests a alternative way
to do T -re-scaling for Σ: we first re-scale for both Σ1 and Σ6 by
aˇ(i)(z) = a(i)(z)− a(i)(z3) = a(i)(z)− l(i)1 − a(i)(z1),
a´(i)(z) = a(i)(z)− a(i)(z5) = a(i)(z) + l(i)4 − a(i)(z6),
then we re-scale for both Σ3 and Σ5 by
a•
(i)
(z) = aˇ(i)(z)− aˇ(i)(z4) = aˇ(i)(z)− l(i)2 ,
a•
(i)(z) = a´(i)(z)− a´(i)(z4) = a´(i)(z) + l(i)3 .
In view of (75) we find that the above re-scalings are equivalent.
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In the following we consider the singular points. Let q˜ be a singular point of u(i). We discuss
two cases:
Case a. q˜ is not a node of Σ. In this case we construct bubble tree as usual.
Case b. q˜ is a node of Σ. Suppose that q˜ = q1. We construct bubble as in subsection §5.1.3 to
get S2, inserted between Σ1 and Σ3, with E˜(v) |S2> 13 min{~, T}. Denote q′1 = Σ1∩S2, q1 = Σ3∩S2.
We fix a point z in the compact set of S2 − {q1, q′1}. Let z(i) ∈ Σ(i) such that z(i) → z. Then
Σ′ = Σ ∪ S2 is a semi-stable curve and there exists a fixed degeneration Σ(i) → Σ′.
Consider the coordinate transformations
aˆ(i) = a− kT (− log δi),
and
(a◦)(i) = aˆ(i) − aˆ(i)(z(i)3 ).
Note that for any z ∈ Σ3
aˆ(i)(z)− aˆ(i)(z(i)3 ) = a(i)(z)− a(i)(z(i)3 ).
Then we have
(a◦)(i)(z) = (aˇ)(i)(z).
To simplify notations, we omit the index (i) and let
l′1 = a(z)− a(z1), l⋆1 = a(z3)− a(z), l2 = a(z4)− a(z3),
l3 = a(z5)− a(z4), l4 = a(z6)− a(z5).
Then
l′1 + l
⋆
1 + l2 + l3 + l4 = a(z6)− a(z1). (75)
We conclude that the T -rescalling based on Σ(i) → Σ and the T -rescalling based on Σ(i) → Σ′ are
equivalent.
5.3 Equivalent DT - rescaling
We consider the example in subsection 5.2 (see Figure 1). For simplicity we only consider the
degeneration of Σ(r) at q2 and consider the Case 2 here. Let q
(i) ∈ Σ(i), q(i) → q2. Suppose that
there exists a constant N > 0 such that
lim
i→∞
sup E˜(u(i);N − 1 ≤ s ≤ 2lr(i) −N + 1) ≤ 1
2
min{~, T}. (76)
We have two DT -rescaling:
A. The degeneration of Riemann surfaces in the Delingne-Mumford space, together with the
T -re-scaling in Section §5.2, we have a DT -rescaling given by (68), (69) and (70)
B. There is another re-scaling as following. Assume that Σ(i) degenerate at q2 with the formula
(70). We choose a new coordinate system aˇ(i) by
aˇ(i) = a− 2kT lr(i). (77)
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Define
uˇ(i)(z) = (aˇ(i)(z), ˇ˜u(i)(z)) = (a(i)(z)− 2kT lr(i), u˜(i)(z)). (78)
Then the two coordinate systems aˇ(i) and (a∗)(i) satisfies
aˇ(i) = (a∗)(i) + a(i)(z(i)2 )− 2kT lr(i). (79)
Choose two sequences of points z
(i)
1 , z
(i)
2 such that (s, t)(z
(i)
1 ) = (N, 0) and ((s
∗)(i), (t∗)(i))(z(i)2 ) =
(−N, 0). Obviously, z(i)j → zj ∈ Σj − P, j = 1, 2. It follows from the convergence of u(i) and (u∗)(i)
on compact sets that
|a(i)(z(i)1 )− kTs(z(i)1 )| ≤ C2, |a(i)(z(i)2 )− a(i)(z(i)2 )| = |(a∗)(i)(z(i)2 )− (a∗)(i)(z(i)2 )| ≤ C3. (80)
By the same argument of (5) in Lemma 5.4 we have
|a(i)(z(i)2 )− kTs(z(i)2 )| ≤ C ′3.
By (70) we have
s(z
(i)
2 )− 2lr(i) = s∗(z(i)2 ) = −N.
Then
|a(i)(z(i)2 )− 2kT lr(i)| ≤ |a(i)(z(i)2 )− kTs(z(i)2 )|+ |kTs(z(i)2 )− 2kT lr(i)| ≤ C ′3 + kTN ≤ C4. (81)
It follows from (79), (80) and (81) that for any point z ∈ Σ2 − P we have
|aˇ(i)(z) − (a∗)(i)(z)| ≤ C (82)
for some positive constant C.
We call two DT -rescalings are equivalent if there exists a constant C > 0 independent of i such
that (82) holds. We have proved
Lemma 5.7. Let Σ = Σ1 ∧Σ2, where Σ1 and Σ2 are smooth Riemann surfaces of genus g1 and g2
joining at q. Assume that Σ(i) is a sequence of smooth Riemann surface which converges to Σ in
the Delingne-Mumford space as i→∞. Suppose that
lim
i→∞
supE(u(i);Dǫ(q)) ≤ 1
2
min{~, T}, (83)
and restricting on Σ2 \Dǫ(q) there is no singular points of u(i). Then the two DT -rescalings A and
B are equivalent.
The above discussion can be immediately generalized to the case of several nodal points.
Lemma 5.8. Let Σ = Σ1 ∧ Σ2, where Σ1 and Σ2 are smooth Riemann surfaces of genus g1 and
g2 joining at q1, · · · , qν. Assume that Σ(i) = Σ1#(r(i))Σ2 be a sequence of smooth Riemann surface
which converges to Σ in the Delingne-Mumford moduli space as i→∞. Let u(i) : Σ(i) → M+ be a
sequence J-holomorphic maps. Suppose that for any j ∈ {1, · · · , ν},
lim
i→∞
supE(u(i);Dǫ(qj)) ≤ 1
2
min{~, T}, (84)
and restricting on Σ2 −
⋃ν
j=1Dǫ(qj) there is no singular points of u
(i). Then the DT -rescaling of
type A and any DT re-scalings of type B are equivalent.
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5.4 Procedure of re-scaling
To sum up, for any sequence Γ(i) = (u(i),Σ(i);y(i),p(i)) ∈MA(M+, C, g,m+ν, (k, e)) our procedure
is following:
(1) If there is some Σv of genus 0, we treat it as in subsection 5.1.4. In the following we assume
that (Σ(i);y(i),p(i)) is stable and converges to (Σ;y,p) in Mg,m+ν .
(2) By Lemma 5.3 the number of singular points of Σ is finite. Denote by P ⊂ Σ the set of
singular points for u(i), the nodal points and the puncture points.
(3) We first find a component Σk of Σ, for example Σ1 in Figure 1, such that∣∣∣a(i)1 (z(i)1 )∣∣∣ ≤ min
j∈I\{1}
∣∣∣a(i)j (z(i)j )∣∣∣ , ∀i.
Without loss of generality we suppose that sup
i
∣∣∣a(i)1 (z(i)1 )∣∣∣ <∞, that is, u(i)(z(i)1 ) ⊂M+. Find
a set J ⊂ I such that j ∈ J if and only if u(Σj) ⊂ M+, for example Σ1 and Σ6 in Figure 1,
i.e., J = {1, 6}. Let Σ1⋆ = Σ −⋃j∈J Σj. Σ1⋆ may have several connected components. For
every connected component of Σ1⋆ we do T -rescaling independently as in §5.2.
We repeat the procedure. Finally we will stop after finite steps.
(4) Then we construct bubble tree for every singular point independently to get Σ′, where Σ′ is
obtained by joining chains of P1s at some double points of Σ to separate the two components,
and then attaching some trees of P1’s. Then we have
(a) for every nodal point q ∈ N there is a neighborhood Dǫ(q) so that
lim
i→∞
supE(u(k);Dǫ(q)) ≤ ~
2
,
where N denotes the set of all nodal points of Σ′;
(b) restricting on Σ′ \⋃q∈NDǫ(q) there is no singular points of u(i). 
For every sequence Γ(i) = (u(i),Σ(i);y(i),p(i)) ∈ MA(M+, C, g,m + ν, (k, e)), using our proce-
dure we get Γ = (u,Σ′,y,p), where
(A-1) Σ′ is obtained by joining chains of P1s at some double points of Σ to separate the two
components, and then attaching some trees of P1’s. Σ′ is a connected curve with normal
crossings. We call components of Σ principal components and others bubble components.
(A-2) u : Σ′ → (M+)′ is a continuous map, where (M+)′ is obtained by attaching some R × M˜
to M+. Let Σ1 be a connected component of Σ
′ and u|Σ1 : Σ1 → R × M˜ . We call (u; Σ1),
modulo the translations R× M˜ and the S1-action on periodic orbits, a rubber component.
(A-3) If we attach a tree of P1 at a marked point yi or a puncture point pi, then yi or pi will
be replaced by a point different from the intersection points on a component of the tree.
Otherwise, the marked points or puncture points do not change;
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(A-4) Let valv be the number of points on Σv which are nodal points or marked points or puncture
points. In case u(Σv) ⊂M+, if u|Σv is constant then valv +2gv ≥ 3; in case u : Σv → R× M˜ ,
if u˜|Σv is constant then valv + 2gv ≥ 3;
(A-5) u converges exponentially to (k1Te1 , · · · , kνTeν ) periodic orbits (xk1 , ..., xkν ) as the variable
tends to the puncture (p1, ..., pν); more precisely, u satisfies (27)-(29);
(A-6) The restriction of u to each component of Σ′ is J-holomorphic. Let q be a nodal point of Σ′ .
Suppose q is the intersection point of Σv and Σw. If q is a removable singular point of u, then
u is continuous at q; If q is a nonremovable singular point of u, then u|Σv and u|Σw converge
exponentially to the same periodic orbit on M˜ as the variables tend to the nodal point q.
5.5 Weighted dual graph with a oriented decomposition
It is well-known that the moduli space of stable maps in a compact symplectic manifold has a
stratification indexed by the combinatorial type of its decorated dual graph. In this section we gen-
eralizes this construction to our setting and in the next section we state Li-Ruan’s compatification
by using weighted dual graphs.
Let G be a graph. Denote G = (V (G), E(G)), where V (G) is a finite nonempty set of vertices
and E(G) is a finite set of edges. Suppose that V = {v1, ..., vN}. Given a partition of {1, 2, ..., N}
d : {1, · · · , N} = (∪ci=1Ii)
⋃
(∪dα=1Jα),
it induces a decomposition of V , still denoted by d,
d : V = A
⋃
B,
where
A =
c⋃
i=1
WIi , B =
d⋃
α=1
WJα , WIi = {vk|k ∈ Ii}, WJα = {vk|k ∈ Jα}.
Obviously, A
⋂
B = ∅. Every subset WIi ( resp. WJα) determines a induced subgraph GIi ( resp.
GJα) of G.
Assumption 1. For any WIi ,WIj ⊂ A, i 6= j, there is no edge in E(G) connecting GIi and
GIj .
Denote by R(G) all the edges which connect two subgraphs above. Obviously,
R(G) = E(G) − (∪ci=1E(GIi))
⋃
(∪dα=1E(GJα)).
Let ℓ ∈ R(G) be an edge connecting vi and vj . We give an orientation to ℓ, denoted by
−→
ℓ : vi
ℓ−→ vj . (85)
Sometimes we denote simply by vi
ℓ−→ vj.
We call
−→
ℓ ∈ R(G) an oriented edge, the edges in E(G) − R(G) are called normal edges, or
simply edges. If for all ℓ ∈ R(G) we have an orientation, we say that d is an oriented decomposition.
Assumption 2. There is an orientation of d such that
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(1) For any edge ℓ ∈ R(G) connecting vi ∈ GIi and vj ∈ GJα , we have
−→
ℓ : vi
ℓ−→ vj,
and we denote GIi → GJα .
(2) For any connected subgraph GJα and GJβ , all edges between GJα and GJβ have the same
orientation, that is, if there is an edge ℓ ∈ R(G) connecting vi ∈ GJα and vj ∈ GJβ satisfying
vi
ℓ−→ vj, then any edge ℓ′ ∈ R(G) connecting v′i ∈ GJα and v′j ∈ GJβ satisfies v′i ℓ−→ v′j. We
denote GJα → GJβ .
(3) For any subgraph sequence GJα1 , · · · , GJαl satisfying
GJα1 → GJα2 → · · · → GJαl ,
if there is an edge ℓ ∈ R(G) connecting vi ∈ GJαi and vj ∈ GJαj with j > i then we have
vi
ℓ−→ vj , GJαi → GJαj .
(4) For any vertices vj0 , vji ∈ G, if there exist a walk of the form
vj0 , ej1 , vj1 , ej2 , · · · , eji , vji ,
where each edge ejl , 1 ≤ l ≤ i, is the normal edge, then vj0 , vji belong to the same subgraph;
otherwise vj0 , vji belong to different subgraphs.
Let vk
ℓ−→ vj, vk ∈ GIi (or GJα), vj ∈ GJβ . When we consider the subgraphs GIi , GJβ we attach a
half edge ℓ+ to vk and attach ℓ
− to vj .
Let (V (G), E(G)) be a graph and d be an oriented decomposition satisfying Assumption 1
and Assumption 2. We call the graph G a graph with a oriented decomposition d, denoted by
(V (G), E(G), d).
Definition 5.9. Let g, m and ν be nonnegative integers. A (g,m + ν, d)-weighted dual graph G
consists of (V (G), E(G), d) together with three weights, where
(1) (V (G), E(G) is a graph, and d is an oriented decomposition of V (G),
(2) g : V (G)→ Z≥0 assigning a nonnegative integer gv to each vertex v such that
g =
∑
v∈V (G)
gv + b1(G)
where b1(G) is the first Betti number of the graph G;
(3) assign m ordered tails m = (t1, · · · , tm) to V (G) : attach mv tails to v for each v ∈ V (G),
(4) assign ν ordered half edges l = (e1, · · · , eν) to V (G) : attach lv half edges to v for each
v ∈ V (G).
30
We denote the (g,m + ν, d)-weighted dual graph G by (V (G), E(G), g,m, l, d).
We introduce a terminology: a vertex v is called an interior vertex if there is no half edge
attached it, it is called boundary vertex if there are some half edges attached it.
Definition 5.10. Let g, m and ν be nonnegative integers. A H-(g,m + ν, d) weighted dual graph
G consists of (V (G), E(G), g,m, l, d) together with three weights:
(1) h : V (G) → H2(M+,ℜ,Z)
⋃
H2(M
+,Z) assigning a Av ∈ H2(M+,ℜ,Z) to each boundary
vertex, assigning a Av ∈ H2(M+,Z) to each interior vertex v ∈ A, assigning a 0 to each
interior vertex v ∈ B. For any GIi and GJα , denote
AIi =
∑
v∈V (GIi )
Av ∈ H2(M+,ℜ,Z), AJα =
∑
v∈V (GJα)
Av ∈ H2(M+,ℜ,Z),
and
A =
c∑
i=1
AIi +
d∑
α=1
AJα .
(2) assign ν ordered weights k = (k1, ..., kν) and weights e = (e1, · · · , eν) to the half edges l =
(e1, · · · , eν) such that l becomes weighted half edges l(k,e) = ((k1, e1)e1, · · · , (kν , eν)eν).
(3) k : R(G) → Z+, for each ℓ ∈ R(G) with vk ℓ−→ vj , vk ∈ GIi (or GJα), vj ∈ GJβ , assigning
k(ℓ) = kℓ > 0 such that ∑
ej∈GIi
kj +
∑
ℓ+∈GIi
kℓ > 0, for any GIi
and
dλ(AJα) =
∑
ej∈GJα
kj · Tej +
∑
ℓ+∈GJα
kℓ+ · Tℓ+ −
∑
ℓ−∈GJα
kℓ− · Tℓ− , for any GJα .
and for each boundary vertex v ∈ GJα
dλ(Av) =
∑
e+i ∈l+v
k+i · Te+i −
∑
e−i ∈l−v
k−i · Te−i , (86)
where l±v is the subset of l±, the half edges attached to v
We denote the H-(g,m + ν, d) weighted dual graph G by (V (G), E(G), g,m, l(k,e) , k, h, d).
By a leg of G we mean either a tail or a half-edge.
Definition 5.11. Let G be a (V (G), E(G), g,m, l(k,e) , k, h, d) graph. A vertex v is called stable if
one of the following holds:
(1) 2gv + val(v) ≥ 3, where val(v) denotes the sum of the number of legs attached to v;
(2) Av 6= 0, when v ∈ A;
(3) dλ(Av) 6= 0 when v ∈ B.
G is called stable if all vertices are stable.
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Let G be a stable (V (G), E(G), g,m, l(k,e) , k, h, d) graph. Then all subgraphs GIi , GJα are stable.
Two H-(g,m + ν, d) weighted dual graphs G1 and G2 are called isomorphic if there exists a
bijection T between their vertices and edges keeping oriented decomposition and all weights.
Let Sg,m,l(k,e),k,h,d be the set of isomorphic classes ofH-(g,m+ν, d) weighted dual graphs. Given g,
m, ν, A ∈ H2(M+,ℜ,Z) and two weights k = (k1, ..., kν), e = (e1, · · · , eν), denote by Sg,m+ν,A,l(k,e)
the union of all possible Sg,m,l(k,e),k,h,d.
5.6 Li-Ruan’s Compactification
In this section we state Li-Ruan’s compactification on the moduli space of maps in terms of language
of graphs.
Let G be a stable (V (G), E(G), g,m, l(k,e) , k, h, d) graph with N vertices (v1, ..., vN ), m tails and
ν half edges, and (Σ,y,p) be a semi-stable curve with m marked points and ν puncture points.
Let A ∈ H2(M+,ℜ,Z). A stable J-holomorphic map of type G is a quadruple
(u; Σ,y,p)
where u : Σ → (M+)′ is a continuous map, (M+)′ is obtained by attaching some R × M˜ to M+,
satisfying the following conditions:
[A-1] Σ =
⋃N
v=1 Σv, where each v ∈ V (G) represents a smooth component Σv of Σ.
[A-2] for the i-th tail attached to the vertex v there exists the i-th marked point yi ∈ Σv, mv is
equal to the number of the marked points on Σv,
[A-3] for the j-th half edge attached to the vertex v there exists j-th puncture point pj ∈ Σv, lv is
equal to the number of puncture points on Σv;
[A-4] if there is an edge connected the vertices v and w, then there exists a node between Σv and
Σw, the number of edges between v and w is equal to the number of node points between Σv
and Σw;
[A-6] the restriction of u to each component Σv is J-holomorphic.
[A-7] u converges exponentially to (k1 · Te1 , · · · , kν · Teν ) periodic orbits (xk1 , ..., xkν ) satisfying
xki ⊂ Fei as the variable tends to the puncture (p1, ..., pν); more precisely, u satisfies (27)-
(29);
[A-8] let q be a nodal point of Σ. Suppose q is the intersection point of Σv and Σw associated to the
edge ℓ ∈ R(G). Then kℓ > 0, u|Σv and u|Σw converge exponentially to the same kℓ periodic
orbit xkℓ on M˜ as the variables tend to the nodal point q.
[A-9] For any v ∈ V (G), [u(Σv)] = Av ∈ H2(M+,ℜ,Z) when v is a boundary vertex; [u(Σv)] =
Av ∈ H2(M+,Z) when v ∈ A is an interior vertex, [u(Σv)] = 0 when v ∈ B is an interior
vertex; A =
∑v
i=1Av.
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Definition 5.12. Two stable J-holomorphic maps Γ = (u, (Σ, j),y,p) and Γˇ = (uˇ, (Σˇ, jˇ), yˇ, pˇ) of
type G are called equivalent if there exists a diffeomorphism ϕ : Σ→ Σˇ such that it can be lifted to
bi-holomorphic isomorphisms ϕvw : (Σv, jv)→ (Σˇw, jˇw) for each component Σv of Σ, and
(1) ϕ(yi) = yˇi, ϕ(pj) = pˇj for any 1 ≤ i ≤ l, 1 ≤ j ≤ ν,
(2) u(Σv) and uˇ ◦ ϕ(Σv) lie in the same holomorphic block for any Σv,
(3) In case v ∈ A we have uˇ ◦ ϕ = u on Σv; In case v ∈ B, we have
ˇ˜u ◦ ϕ = u˜, aˇ ◦ ϕ = a+C on Σv.
Moreover, near every periodic orbit x, u˜ and ˇ˜u ◦ ϕ may differ by a canonical coordinate
transformation (26).
Denote by MG the space of the equivalence class of stable J-holomorphic maps of type G.
Remark 5.13. Every subgraph GIi determines a holomorphic block of type GIi in M
+, every
subgraph GJα determines a holomorphic rubber block of type GJα in R×M˜ . Roughly speaking, MG
is the gluing of several holomorphic blocks.
We define the automorphism group of u:
Aut(u) = {ϕ | ϕ : Σ→ Σ is a holomorphic isomorphic such that (1), (2)
and (3) hold in Definition 5.12.}
It is easy to see
Lemma 5.14. For any stable holomorphic map u of type G the automorphism group Aut(u) is
finite .
Given g, m, ν, A ∈ H2(M+,ℜ,Z), two weights k = (k1, ..., kν) and e = (e1, · · · , eν), we define
MA(M+, C; g,m + ν, (k, e)) =
⋃
G∈S
g,m+ν,A,l(k,e)
MG.
This gives a stratification of MA(M+, C; g,m + ν, (k, e)). Denote by DJ,Ag,m+ν,k,e the number of
all possible Sg,m,l(k,e),k,h,d. The following Lemma is obvious.
Lemma 5.15. DJ,Ag,m+ν,k,e is finite.
We immediately obtains
Theorem 5.16. MA(M+, C; g,m+ ν, (k, e)) is compact.
Remark 5.17. Let u : S2 −→ R × M˜ be a J-holomorphic map with E˜(u) = 0. Then u must be
u = (kTs+d, x(kt+ϑ0)). If the number of the special points (including nodal points, puncture points
and marked points) ≤ 2, u is called a unstable second class ghost bubble. In our compactification
there is no unstable second class ghost bubble.
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6 Gluing theory-Pregluing
The gluing is the inverse of the degeneration. In section §5 we see that for a sequence Γ(i) =
(u(i),Σ(i);y(i),p(i)) ∈ MA(M+, C; g,m + ν, (k, e)), each component degenerates independently,
and the bubble trees are also constructed independently, furthermore each node of a connected
component degenerates also independently. So we also glue independently for each nodal points.
Recall that there are some freedoms of choosing the coordinates a, ϑ for M+ and R × M˜ (see
subsection §2.3).
For any r we glue M+ and R × M˜ with parameter r to get again M+. We cut off the part of
M+ and R× M˜ with cylindrical coordinate |a±| > 3lr2 and glue the remainders along the collars of
length lr of the cylinders with the gluing formulas:
a1 = a2 + 2lr. (87)
6.1 Gluing one relative node for M+ ∪ (R× M˜)
Let b = (u1, u2; Σ1 ∧ Σ2, j1, j2) ∈ MA1(M+, C; g1,m1 + 1, (k, e1)) × MA2(R × M˜, g2,m2 + ν +
1, (k, e1), (k
+, e+)), where (Σ1, j1) and (Σ2, j2) are smooth Riemann surfaces of genus g1 and g2
joining at q and u1 : Σ1 → M+, u2 : Σ2 → R × M˜ are J-holomorphic maps such that ui(z)
converge to the same kT -periodic orbit x as z → q. To describe the maps ui we choose a local
pseudo-Darboux coordinate system (ai, ϑi,w), i = 1, 2, near x. Suppose that
ai(si, ti)− kTsi − ℓi → 0 ϑi(si, ti)− kti − ϑi0 → 0.
If we choose a different origin in the periodic orbit x, we have a different coordinate system ϑ∗i .
Suppose that
ϑ∗i = ϑi + τi.
Obviously,
ϑ∗i (si, ti)− kti − (ϑi0 + τi)→ 0.
Without loss of generality we assume that ϑ10 = 0. Set τ = −ϑ20. We consider τ to be a parameter
satisfying 0 ≤ τ < 1. Then
ϑ1 = ϑ2 + τ (88)
Given gluing parameters (r) = (r, τ) we construct a surface Σ(r) = Σ1#(r)Σ2 with gluing formulas:
s1 = s2 +
2lr
Tk (89)
t1 = t2 +
τ+n
k (90)
for some n ∈ Zk.
To get a pregluing map u(r) from Σ(r) we set
u(r) =

u1 on Σ10
⋃{
(s1, t1)|0 ≤ s1 ≤ lr2Tk , t1 ∈ S1
}
(kTs1, x(kT t1)) on
{
(s1, t1)| 3lr4Tk ≤ s1 ≤ 5lr4Tk , t1 ∈ S1
}
u2 on Σ20
⋃{
(s2, t2)|0 ≥ s2 ≥ − lr2Tk , t2 ∈ S1
}
,
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where x(kT t1) = (kt1, 0) as ϑ10 = 0.
To define the map u(r) in the remaining part we fix a smooth cutoff function β : R→ [0, 1] such
that
β(s) =
{
1 if s ≥ 1
0 if s ≤ 0
and
√
1− β is a smooth function, |β′(s)| ≤ 2. We assume that r is large enough such that ui maps
the tube {(si, ti)||si| ≥ lr4Tk , ti ∈ S1} into a domain with pseudo-Darboux coordinates (ai, ϑi,w).
We write u(r) =
(
a(r), u˜(r)
)
and define
a(r) = kTs1 +
(
β(3− 4Tks1lr )(a1(s1, t1)− kTs1) + β(4Tks1lr − 5)(a2(s2, t2)− kTs2)
)
, (91)
u˜(r) = x(kT t1) +
(
β(3− 4Tks1lr )(u˜1(s1, t1)− x(kT t1)) + β(4Tks1lr − 5)(u˜2(s2, t2)− x(kT t2))
)
, (92)
where x(kT t2) = (kt2, 0) as (90) and (88). It is easy to check that u(r) is a smooth function.
6.2 Gluing two relative nodal points for M+ ∪ (R× M˜)
Recall Lemma 5.8, we glue two relative nodal points independently.
Let b = (u1, u2; Σ1 ∧ Σ2, j1, j2) ∈ MA1(M+, C; g1,m1 + 2, (k, e)) ×MA2(R × M˜,C; g2,m2 +
2, (k−, e−), (k′, e′)), where k = k− = (k1, k2), e = e− = (e1, e2), and k′ satisfying
∑2
j=1 kj < k
′.
Here (Σ1, j1) and (Σ2, j2) are smooth Riemann surfaces of genus g1 and g2 joining at q1, q2, and
u1 : Σ1 → M+, u2 : Σ2 → R × M˜ are J-holomorphic maps such that uj(z) converge to the same
kjTej -periodic orbit xj(kjTej) as z → qj, j = 1, 2 (see Figure 2). Choose cylinder coordinates
(s1j , t1j) and (s2j, t2j) on Σ1 and Σ2 near node qj. We choose local pseudo- Darboux coordinate
systems (a1, ϑ1j ,wj) on the cylinder end of M
+, (a2, ϑ2j ,wj) on R × M˜ near xj , where wj is a
local coordinates near xj. Suppose that
a1(s1j, t1j)− kTs1j − ℓ1j → 0, ϑ1j(s1j , t1j)− kt1j − ϑ1j0 → 0, j = 1, 2,
a2(s2j, t2j)− kTs2j − ℓ2j → 0, ϑ2j(s2j , t2j)− kt2j − ϑ2j0 → 0, j = 1, 2.
Figure 2:
Without loss of generality we assume that ℓ1j = ℓ2j = 0, for j = 1, 2. Denote Tj = Tej , j = 1, 2.
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For any parameter ̺ > 0, we can gluing M+ and R× M˜ to get M+̺ with gluing formula:
a1 = a2 + 2l̺. (93)
For each xj we take T translation:
a1j = a1 − c1j , a2j = a2 − c2j (94)
for some constants c1j ≥ 0. Then (a1j , ϑ1j ,wj) and (a2j , ϑ2j ,wj) are local coordinate systems near
xj over cylindrical end of M
+ and over R× M˜ .
Choose R0 such that
2∑
i=1
2∑
j=1
E˜(ui; |sij| ≥ R0
2
) ≤ min{~, T}
8
, 2C1c−11 e−
cR0
4 ≤ ~1
8
, (95)
where ~, C1, c and ~1 are the constants in Theorem 2.9 and Theorem 2.10.
For any rj ≥ R0 we glue M+ and R× M˜ in coordinates a1j and a2j with the gluing formula:
a1j = a2j + 2lrj . (96)
Now we return to the coordinates ai, i = 1, 2. By relation (94) the gluing formula can be
re-written as
a1 = a2 + c1j − c2j + 2lrj . (97)
Choose
c1j = −c2j = l(ρ− rj). (98)
By (98), in order to get M+̺ we need
R0 ≤ rj ≤ ̺, j = 1, 2. (99)
Now we glue J-holomorphic maps. We express (u1, u2) in terms of the coordinates (a1j , ϑ1j)
and (a2j , ϑ2j):
a1j(s1j , t1j)− kjTjs1j + c1j → 0, ϑ1j(s1j , t1j)− kjt1j − ϑ1j0 → 0, j = 1, 2,
a2j(s2j , t2j)− kjTjs2j + c2j → 0, ϑ2j(s2j , t2j)− kjt2j − ϑ2j0 → 0, j = 1, 2.
As in subsection §6.1 we assume ϑ1j0 = 0 and consider τj = −ϑ2j0 as parameters, and construct a
surface Σ(rj) = Σ1#(rj)Σ2 with gluing formulas:
s1j = s2j +
2lrj
kjTj
, j = 1, 2, (100)
t1j = t2j +
τj+nj
kj
, j = 1, 2, (101)
for some nj ∈ Zkj , j = 1, 2. By (98), in terms of ̺ the gluing formulas (100) and (101) can be
written as
s1j = s2j +
2lρ−c1j+c2j
kjTj
, j = 1, 2, (102)
t1j = t2j +
τj+nj
kj
, j = 1, 2, (103)
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for some nj ∈ Zkj , j = 1, 2. We construct pre-gluing map u(rj) as in subsection §6.1. Then we have
u(r1) = u(r2) = u1, in
2⋂
j=1
{|s1j | ≤ lrj
4Tjkj
}, u(r1) = u(r2) = u2, in
2⋂
j=1
{|s2j | ≤ lrj
4Tjkj
}.
The pre-gluing above can be generalized immediately to the case of gluing several nodal points.
6.3 Norms on C∞(Σ(r); u∗(r)TM
+
(r))
We only consider the case of gluing one node, the other cases are the same. For any η ∈
C∞(Σ(r);u∗(r)TM
+
(r) ⊗ ∧0,1)), let ηi be its restriction to the part Σi0
⋃{(si, ti)| |si| < 3lr2kT }, ex-
tended by zero to yield a section over Σi. Define
‖η‖p,α,r = ‖η1‖Σ1,p,α + ‖η2‖Σ2,p,α. (104)
Denote the resulting completed spaces by Lp,αr .
We define a norm ‖ · ‖1,p,α,r on C∞(Σ(r);u∗(r)TM+(r)). For any section h ∈ C∞(Σ(r);u∗(r)TM+(r)),
denote
h0 =
∫
S1
h
(
lr
Tk
, t
)
dt, (105)
h1 = (h− hˆ0)β
(
3
2
− Tks1
lr
)
(106)
h2 = (h− hˆ0)
[
1− β
(
3
2
− Tks1
lr
)]
. (107)
We define
‖h‖1,p,α,r = ‖h1‖Σ1,1,p,α + ‖h2‖Σ2,1,p,α + |h0|. (108)
Denote the resulting completed spaces by W1,p,αr .
We introduce some notations. Choose the cylinder coordinates near puncture points and nodal
points. Denote
Di(R0) = Σi0 ∪ {(si, ti)| |si| ≤ R0}, i = 1, 2,
D(R0) = D1(R0)
⋃
D2(R0).
Choose R0 such that
2∑
i=1
E˜(ui; |si| ≥ R0
2
) ≤ min{~, T}
8
, 4C1c−11 e−
cR0
4 ≤ ~1
8
, (109)
We let lrTk >> 4R0.
Lemma 6.1. There exists ǫ > 0 such that for any J-holomorphic map v : Σ(r) → M+(r) with
v = expu(r)(h), if
|h |Di(R0) |C1 ≤ ǫ for i = 1, 2, (110)
then for any 0 < α < c
‖h‖1,p,α,r ≤ ~1
4
,
where c is the constant in Theorem 2.9.
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Proof. Note that
E˜(v; |si| ≥ R0/2) =
∫
R0/2≤s1≤ 2lrTk−R0/2
v∗dλ =
∫
v( 2lr
Tk
−R0/2,S1)
λ−
∫
v(R0/2,S1)
λ.
Denote s0 = R0/2. A direct calculation gives us∣∣∣∣∣
∫
v(s0,S1)
λ−
∫
u1(s0,S1)
λ
∣∣∣∣∣ =
∣∣∣∣∫
S1
λ(vt)(s0, t)dt−
∫
S1
λ((u1)t)(s0, t)dt
∣∣∣∣
≤
∣∣∣∣∫
S1
λ(Pu1,v(u1)t))(s0, t)dt−
∫
S1
λ((u1)t)(s0, t)dt
∣∣∣∣+ ∣∣∣∣∫
S1
λ(d expu1 ht)(s0, t)dt
∣∣∣∣
≤ C|h |D1(R0) |C1 (111)
Then
E˜(v; |si| ≥ R0/2) ≤ E˜(ui; |si| ≥ R0/2) + C
∑
|h |Di(R0) |C1 .
It follows that
E˜(v; Σ(r) −D(R0/2)) ≤
min{~, T}
4
,
when 0 < ǫ < min{~,T}8C . Then by Theorem 2.9 we have
|∇v |Σ(r)−D(R0) | ≤ C1e−cR0/2 (112)
for all R0 ≤ s1 ≤ lrTk −R0. Together with (110) we have
‖h |D(R0) ‖1,p,α ≤
~1
8
when ǫ small enough. Then lemma follows. 
The lemma can be generalized to the case of gluing several Riemann surfaces and several nodal
points.
7 Gluing theory–Regularization
7.1 Local regularization
We fist discuss the top strata, then consider lower stratas.
7.1.1 Top strata.
Let b = (u, (Σ, j);y,p) ∈ MA(M+, C; g,m + ν, (k, e)). Here Σ is a smooth Riemann surface of
genus g, j is a complex structure (including marked points ), which is standard near each puncture
point. We introduce the holomorphic cylindrical coordinates on Σ near each puncture points pi.
We discuss two different cases:
(1.1) Σ is stable.
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Denote by Oj a neighborhood of complex structures on (Σ, j). Note that we change the complex
structure in the compact set D(R0) of Σ away from the puncture points. A neighborhood Ub of b
can be described as
Oj × {expu(h+ hˆ0);h ∈ C(Σ;u∗TM+), h0 ∈ H, ‖h‖1,p,α + |h0| < ǫ}/stabb,
where H =
⊕ν
j=1(Tpj (Fej )⊕ (span{ ∂∂a})).
(1.2) Σ is unstable.
In this case the automorphism group AutΣ is infinite. One must construct a slice of the action
AutΣ and construct a neighborhood Ub of b. This is done in [7]. We omit it here.
There is a neighborhood U of b such that E is trivialized over U , more precisely , P (u, v) gives a
isomorphism E|u → E|v for any v ∈ U . Choose Kb ⊂ E|u to be a finite dimensional subspace such
that
Kb + imageDu = E|u, (113)
where Du : W
1,p,α(u∗TM+) → E|u. Without loss of generality we may assume that every element
of Kb is smooth along u and supports in the common compact subset D(R0). Define a thickned
Fredholm system (Kb × U,Kb × E|U , Sb), where
S(κ, v) = ∂¯Jv + Pu;vκ ∈ Ev, ∀ (κ, v) ∈ Kb × U.
By (113), there exists a smaller neighborhood of b, still denoted by U , such that DS(κ,v) : Kb ×
W 1,p,α → Lp,α is surjective for any (κ, v) ∈ Kb×U . Then for each b′ = (κ, v) ∈ Kb×U there exists
a right inverse
Qb′ : L
p,α → Kb ×W 1,p,α
such that ‖Qb′‖ ≤ C1. Obviously, DSb′ : Kb × W1,p,α → Lp,α is also surjective, Qb′ : Lp,α →
Kb ×W1,p,α is also a right inverse of DSb′ .
A pair (κ, v) ∈ Kb × U is called a perturbed J-holomorphic map if
∂¯Jv + Pu;vκ = 0.
7.1.2 Lower strata.
We shall consider two cases for simplicity, the discussion for general cases are the same. Let D
be a strata whose domain has two components (Σ1, j1) and (Σ2, j2) joining at p.
Case 1. Let b = (u1, u2; Σ1 ∧ Σ2, j1, j2), where (Σ1, j1) and (Σ2, j2) are smooth Riemann surfaces
of genus g1 and g2 joining at p and ui : Σi → M+ are J-holomorphic maps with u1(p) = u2(p).
Suppose that both (ui,Σi, ji) are stable. A neighborhood UDb of b in the strata D can be described
as
Oj1 ×Oj2 ×
{(
expu1(h1 + hˆ10), expu2(h2 + hˆ20)
)
|hi ∈W 1,p,α(Σ;ui∗TM+) ,
h10 = h20 ∈ Tu1(p)M+, ‖hi‖1,p,α + |h0| < ǫ
}
/stabu.
The fiber of ED(M+, g,m+ν)→ BD(M+, g,m+ν) at b is Lp,α(u∗1TM+⊗∧0,1)×Lp,α(u∗2TM+⊗∧0,1).
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Case 2. Let b = (u1, u2; Σ1 ∧ Σ2, j1, j2), where (Σ1, j1) and (Σ2, j2) are smooth Riemann surfaces
of genus g1 and g2 joining at q, u1 : Σ1 → M+ and u2 : Σ2 → R × M˜ are J-holomorphic maps
such that u1 and u2 converge to a same kT -periodic orbit x(kT t) ⊂ Fj for some j when z1 and z2
converge to q. Suppose that both (ui,Σi, ji) are stable.
We first describe the neighborhood of u2 : Σ2 → R × M˜ in the space of W1,p,α-maps. The R-
action on R×M˜ and S1-action on every periodic orbit naturally induce the actions onW 1,p,α(Σ2,R×
M˜), which we need mod. Write u(s, t) = (a(s, t), u˜). For any C, the R-action is defined as
RC ◦ u(s, t) = (C + a(s, t), u˜).
We construct a local R-action slice as follows. We fix a point p ∈ Σ2 and choose coordinates a
such that the u2(p) = (0, ⋆). Let h be a vector field along u2. We write
h = b1
∂
∂a
+ h˜,
where h˜ ∈ W 1,p,α(u˜∗2(TM˜)) is a vector field along u˜2. Then h = b1 ∂∂a + h˜ can be considered in
a natural way as a R equivalent vector field along R ◦ u. We can construct a equivalent tubular
neighborhood around the orbit R ◦ u. The point-wise exponential map give us a Banach manifold
structure on the space of R equivalence class of W 1,p,α(Σ2,R × M˜). To simplify notations we will
use W 1,p,α(Σ2,R × M˜) to denote the space of R equivalence class if no danger of confusion.
On the other hand, we need mod S1-action on every periodic orbit. Let x be a periodic orbit.
We choose a local pseudo-Darboux coordinate system (a, ϑ,w), near x. If we choose another
origin in S1 we get another local pseudo-Darboux coordinate system (a′, ϑ′,w), which differ by a
canonical coordinates transformation (26). The vector h = b1
∂
∂a + h˜ is independent of the local
pseudo-Darboux coordinates, so independent of the choice of the origin.
For simplicity we assume that Σi, i = 1, 2 has no puncture points. A neighborhood UDb of b in D
can be described as
Oj1 ×Oj2 ×
{
(expu1(h1 + hˆ10), expu2(h2 + hˆ20))|h1 ∈W 1,p,α(Σ;u1∗TM+),
h2 ∈W 1,p,α(Σ;u2∗T (R× M˜)), h10 = h20 ∈ H, Σ2i=1‖hi‖1,p,α + |h10| < ǫ
}
/stabu,
where H = Tq(Fj)⊕ (span{ ∂∂a}). The fiber of ED → BD at b is Lp,α(u∗1TM+ ⊗∧0,1)×Lp,α(u∗2(R×
M˜)⊗ ∧0,1).
We use the gluing argument to describe the neighborhoods Ub of b in BA(M+, C; g,m+ν, (k, e)).
Denote GluT0 = {(r, τ)|0 ≤ τ < 1, T0 ≤ r ≤ ∞}. Then
Ub =
⋃
T0≤r<∞
B(u(r), ǫ)
where B(u(r), ǫ) = {u ∈ B| u = expu(r)(h+ hˆ0), ‖h‖1,p,α + |h0| < ǫ}.
Choose Kb = (K1,K2) ⊂ E|b = (Eu1 , Eu2) to be a finite dimensional subspace such that
K1 + imageDu1 = Eu1 , K2 + imageDu2 = Eu2 .
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where Dui : W
1,p,α → Eui . We may assume that every element of Ki is smooth along ui and
supports in the compact subset D(R0) of Σi. For any (r, τ) ∈ GluT0 there is a neighborhood U of
(Σ(r), u(r)) in BA(M+, C; g,m + ν, (k, e)) such that E is trivialized over U . We choose T0 > R0 so
large that for r > T0
Kb ⊂ E|U .
Note that u(r)||si|≤R0 = ui||si|≤R0 and supp (Kb) ⊂ {|si| ≤ R0}. Then P (u(r), v)||si|≤R0 is indepen-
dent of r. Hence κu is well defined for any u ∈ B(u(r), ǫ). We can naturally identify Kb and Kb(r) .
We define a thickned Fredholm system and regularization equation as in (1). Then there exists a
neighborhood U of b, such that DSb′ : Kb×W 1,p,α → Lp,α is surjective for any b′ = (κ, v) ∈ Kb×U .
Then DSb′ : Kb ×W1,p,α → Lp,α is also surjective.
7.2 Global regularization
Denote
U ǫb = {v ∈ B| v = expu(h+ hˆ0), ‖h‖1,p,α + |h0| < ǫ}.
As MA(M+, C; g1,m1 + ν, (k, e)) is compact, there exist finite points bi, 1 ≤ i ≤ n such that the
collection {U ǫbi} is an open cover of MA(M+, C; g1,m1+ ν, (k, e)). For any I ⊂ {1, 2, ..., n}, setting
KI =
∏
i∈I
Kbi , SI((κi)i∈I , v) = ∂J(v) +
∑
i∈I
βbiPu,v(κi) ∈ Ev.
One can construct a global regularization (CI , FI , SI) of the original Fredholm system (B, E , ∂J).
From the global regularization we can obtain that (see [7, 8]):
Lemma 7.1. There exists a finite dimensional virtual orbifold system for (B, E , ∂J) which is a
collection of triples
{(UI , EI , σI)|I ⊂ {1, 2, · · · , n}}
indexed by a partially ordered set (I = 2{1,2,··· ,n},⊂), where
1. {UI |I ⊂ {1, 2, · · · , n}} is a finite dimensional proper e´tale virtual groupoid, where UI =
S−1I (0),
2. {EI} is a finite rank virtual vector bundle over {UI},
3. {σI} is a section of the virtual vector bundle {EI} whose zeros {σ−1I (0)} form a cover of
MA(M+, C; g1,m1 + ν, (k, e)).
Let UI,ǫ be the set of points ((κi)i∈I , v) ∈ UI such that
∑
i∈I ‖κi‖p,α ≤ ǫ, where I ⊂ {1, 2, ..., n}.
We define UI,ǫ(R × M˜ ), UI,ǫ(M+ ∪ (R× M˜)) in the same way.
By the same argument of Theorem 5.16 we conclude that:
Theorem 7.2. {UI,ǫ(M+)} is a compact virtual manifold.
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8 Gluing theory– analysis estimates
8.1 Gluing theory for 1-nodal case
We consider the case of gluing one node in Subsection §6.1. The general cases are similar.
Recall that we have a global regularization {(C,F,S)}. Consider the regular Fredholm system
(CI , FI , SI). Let b = ((u1, u2),Σ1∧Σ2; j1, j2) ∈ CI , where (Σ1, j1) and (Σ2, j2) are smooth Riemann
surfaces of genus g1 and g2 joining at q and u1 : Σ1 → M+, u2 : Σ2 → R × M˜ are J-holomorphic
maps such that ui(z) converge to the same kT -periodic orbit x(kT t) ⊂ Fj for some j as z → p.
For any (κ, h, h0) ∈ KerDSb, where h ∈W 1,p,α(Σ;u∗TN), we define
‖(κ, h)‖1,p,α = ‖κ‖p,α + ‖h‖1,p,α, ‖(κ, h, h0)‖ = ‖(κ, h)‖1,p,α + |h0|.
For any (κ, h(r)) ∈ KerDSb(r), we define
‖(κ, h(r))‖ = ‖κ‖p,α + ‖h(r)‖1,p,α,r.
By using the exponential decay of ui one can easily prove that u(r) are a family of approximate
J-holomorphic map, precisely the following lemma holds.
Lemma 8.1. For any r > R0, we have
‖∂¯J (u(r))‖p,α,r ≤ Ce−(c−α)r. (114)
The constants C in the above estimates are independent of r.
8.2 Estimates of right inverse
Lemma 8.2. Let DSb : Kb×W1,p,α → Lp,α be a Fredholm operator defined in section §7. Suppose
that DSb|Kb×W 1,p,α : Kb ×W 1,p,α → Lp,α is surjective. Denote by Qb : Lp,α → Kb ×W 1,p,α a right
inverse of DSb. Then DSb(r) is surjective for r large enough. Moreover, there are a right inverses
Qb(r) such that
DSb(r)Qb(r) = Id (115)
‖Qb(r)‖ ≤ C (116)
for some constant C > 0 independent of r.
Proof: We first construct an approximate right inverse Q′b(r) such that the following estimates
holds
‖Q′b(r)‖ ≤ C1 (117)
‖DSb(r) ◦Q′b(r) − Id‖ ≤
1
2
. (118)
Then the operator DSb(r) ◦Q′b(r) is invertible and a right inverse Qb(r) of DSb(r) is given by
Qb(r) = Q
′
b(r)
(DSb(r) ◦Q′b(r))−1 (119)
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Denote β1 = β(3/2− Tks1lr ). Let β2 ≥ 0 be a smooth function such that β22 = 1−β21 . Given η ∈ L2,αr ,
we have a pair (η1, η2), where
η1 = β1η, η2 = β2η.
Let Qb(η1, η2) = (κb, h). We may write h as (h1, h2), and define
h(r) = h1β1 + h2β2. (120)
Note that on { lr2Tk ≤ s1 ≤ 3lr2Tk}, κ = 0 and on {|si| ≤ lr2Tk} we have u(r) = ui, κ(r) = κb, so along
u(r) we have κ(r) = κb. Then we define
Q′b(r)η = (κ(r), h(r)) = (κb, h(r)). (121)
Since |β1| ≤ 1 and |∂β1∂s1 | ≤ CTklr , (117) follows from ‖Qb‖ ≤ C. We prove (118). Since κb +Duh = η
we have
DSb(r) ◦Q′b(r)η = η, |si| ≤
lr
2Tk
. (122)
It suffices to estimate the left hand side in the left annulus lr2Tk ≤ |si| ≤ 3lr2Tk . Note that in this
annulus
β21 + β
2
2 = 1, κb = 0, Duihi = ηi,
β1Du1h1 + β2Du2h2 = (β
2
1 + β
2
2)η.
Since near u1(p) = u2(p) ( or near the periodic orbit x(kT t)), Dui = ∂¯J0 + Sui , we have
DSb(r) ◦Q′b(r)η − (β21 + β22)η = κb(r) +Du(r)h(r) − (β21 + β22)η
= (∂¯β1)h1 + β1(Su(r) − Su1)h1 + (∂¯β2)h2 + β2(Su(r) − Su2)h2. (123)
By the exponential decay of S and β21 + β
2
2 = 1 we get∥∥∥DSb(r) ◦Q′b(r)η − η∥∥∥p,α,r = ∥∥∥DSb(r) ◦Q′b(r)η − (β21 + β22)η∥∥∥p,α,r
≤ C1
r
(‖h1‖p,α + ‖h2‖p,α) ≤ C2
r
‖η‖p,α,r (124)
In the last inequality we used that ‖Qb‖ ≤ C and (h1, h2) = π2 ◦Qb(η1, η2). Then (118) follows by
choosing r big enough. The estimate (118) implies that
1
2
≤ ‖DSb(r) ◦Q′b(r)‖ ≤
3
2
. (125)
Then (116) follows. 
8.3 Isomorphism between KerDSb and KerDSb(r)
Put
E1 := KerDSu1 , E2 := KerDSu2 , H = Tq(Fj)⊕ (span{
∂
∂a
}),
Denote
KerDSb := E1
⊕
H
E2.
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For a fixed gluing parameter (r) = (r, τ) we define a map Ir : KerDSb −→ KerDSb(r). For any
(κ, h, h0) ∈ KerDSb, where h ∈W 1,p,α(Σ;u∗TN), we write h = (h1, h2), and define
h(r) = hˆ0 + h1β1 + h2β2, (126)
Ir(κ, h, h0) = (κ, h(r))−Qb(r) ◦DSb(r)(κ, h(r)). (127)
Lemma 8.3. Ir is an isomorphisms for r big enough.
Proof: The proof is basically a similar gluing argument as in [9]. The proof is devides into 2 steps.
Step 1. We define a map I ′r : KerDSb(r) −→ KerDSb and show that I ′r is injective for r big
enough. For any (κ, h) ∈ KerDSb(r) we denote by hi the restriction of h to the part |si| ≤ lrkT + 1α ,
we get a pair (h1, h2). Let
h0 =
∫
S1
h
(
lr
kT
, t
)
dt. (128)
We denote
β[h] =
(
(h1 − hˆ0)β
(
αlr
kT
+ 1− αs1
)
+ hˆ0, (h2 − hˆ0)β
(
αlr
kT
+ 1 + αs2
)
+ hˆ0
)
and define I ′r : KerDSb(r) −→ KerDSb by
I ′r(κ, h) = (κ, β[h]) −Qb ◦DSb(κ, β[h]), (129)
where Qb denotes the right inverse of DSb|Kb×W 1,p,α : Kb × W 1,p,α → Lp,α. Since DSb ◦ Qb =
DSb|Kb×W 1,p,α ◦Qb = I, we have I ′r(KerDSb(r)) ⊂ KerDSb.
Since κ and Du(β(h− hˆ0)) have compact support and Su ∈ Lp,α, we have DSb(κ, β[h]) ∈ Lp,α.
Then Qb ◦DSb(κ, β[h]) ∈ Kb ×W 1,p,α.
Let (κ, h) ∈ KerDSb(r) such that I ′r(κ, h) = 0. Since β(h− hˆ0) ∈W 1,p,α and Qb ◦DSb(κ, β[h]) ∈
Kb ×W 1,p,α, then I ′r(κ, h) = 0 implies that h0 = 0. From (129) we have
‖I ′r(κ, h) − (κ, βh)‖1,p,α ≤ C1‖κ+Du(βh)‖p,α
= C1
∥∥∥κ+ β (Duh+Du(r)h+ κ−Du(r)h− κ)+ (∂¯β)h∥∥∥
p,α
Since (κ, h) ∈ KerDSb(r), we have κ + Du(r)h = 0. We choose lr2kT > R0. As κ||si|≥R0 = 0 and
β||si|≤ lrkT = 1 we have κ = βκ. Therefore∥∥I ′r(κ, h) − (κ, βh)∥∥1,p,α ≤ C1‖(∂¯β)h+ β(Su − Su(r))h‖p,α.
Note that
Su = Su(r) if s1 ≤
lr
2kT
, or s2 ≥ − lr
2kT
.
By exponential decay of S we have
‖(Su − Su(r))βh‖p,α ≤ Ce−c
lr
2kT ‖βh‖1,p,α
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for some constant C > 0. Since (∂¯β(αlrkT +1−αs1))h1 supports in lrkT ≤ s1 ≤ lrkT + 1α , and over this
part
|∂¯β(αlr
kT
+ 1− αs1)| ≤ 2|α|
β(
αlr
kT
+ 1 + αs2) = 1, e
2α|s1| ≤ e4e2α|s2|,
we obtain
‖(∂¯β(αlr
kT
+ 1− αs1))h1‖p,α ≤ 2|α|e4‖h2‖p,α ≤ 2|α|e4‖βh‖p,α.
Similar inequality for (∂¯β(αlrkT + 1 + αs2))h2 also holds. So we have
‖(∂¯β)h‖p,α ≤ 4|α|e4‖βh‖1,p,α.
Hence
‖I ′r(κ, h) − (κ, βh)‖1,p,α ≤ C3(|α| + e−
clr
2kT )‖βh‖1,p,α ≤ 1/2‖βh‖1,p,α (130)
for some constant C3 > 0, here we choosed 0 < α <
1
4C4
and r big enough such that lrkT >
1
α and
C3e
− clr
2kT < 1/4.
Then I ′r(κ, h) = 0 and (130) gives us
‖κ‖p,α = 0, ‖βh‖1,p,α = 0.
It follows that κ = 0, h = 0. So I ′r is injective.
Step 2. Since ‖Qb(r)‖ is uniformly bounded, from (127) and (116), we have
‖Ir((κ, h), h0)− (κ, h(r))‖1,p,α,r ≤ C‖DSb(r)(κ, h(r))‖.
By a similar culculation as in the proof of Lemma 8.2 we obtain
‖Ir((κ, h), h0)− (κ, h(r))‖1,p,α,r ≤
C
r
(‖h‖p,α + |h0|). (131)
In particular, it holds for p = 2. It remains to show that ‖h(r)‖2,α,r is close to ‖h‖2,α. Denote π
the projection into the second component, that is, π((κ, h), h0) = h. Then π(kerDSb) is a finite
dimentional space. Let fi, i = 1, .., d be an orthonormal basis. Then F =
∑
f2i e
2α|s| is an integrable
function on Σ. For any ǫ > 0, we may choose R0 so big that∫
|si|≥R0
F ≤ ǫ.
Then the restriction of h to |si| ≥ R0 satisfies
‖h||si|≥R0‖2,α ≤ ǫ‖h‖2,α,
therefore
‖h(r)‖2,α,r ≥ ‖h||si|≤R0‖2,α + |h0| ≥ (1− ǫ)‖h‖2,α + |h0|, (132)
for r > R0. Suppose that Ir((κ, h), h0) = 0. Then (131) and (132) give us h = 0 and h0 = 0, and
so κ = 0. Hence Ir is injective.
The step 1 and step 2 together show that both Ir and I
′
r are isomorphisms for r big enough. 
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8.4 Gluing maps
There is a neighborhood U of b(r) in BA(M+, C; g,m + ν, (k, e)) such that E is trivialized over U ,
more precisely, Pu(r),v gives a isomorphism E|u(r) → E|v for any v ∈ U .
Consider a map
F(r) : Kb(r) ×W1,p,αr (Σ(r);u∗(r)TM+)→ Lp,αr (u∗(r)TM+ ⊗ ∧0,1)
F(r)(κ, h) = Pexpu(r)h,u(r)
(
∂¯Jexpu(r)h+ κ
)
.
Let (κτ , hτ ) : [0, δ) −→ Kb(r) ×W1,p,αr (Σ(r);u∗(r)TM+) be a curve satisfying
κ0 = κ, h0 = h,
d
dτ
κτ |τ=0= η, d
dτ
hτ |τ=0= g
By the same method of [23] we can prove
Lemma 8.4. 1. dF(r)(0) = DSb(r).
2. There is a constant ~2 > 0 such that for any (κ, h) ∈ Kb(r) × W1,p,αr (Σ(r);u∗(r)TM+) with
‖(κ, h)‖ < ~2 and ‖Fu(r)(κ, h)‖p,α,r ≤ 2~2, the following inequality holds
‖dF(r)(κ, h) − dF(r)(0)‖ ≤
1
4C2 . (133)
Let ~3 = min{~1, ~2}. Note that M+ = M+0 × ([0,∞) × M˜). By the definition of the metrics
〈, 〉 (see (16) and (17)) the curvature |Rm| is uniform bounded above. Then there exists a constant
C2 > 0 such that |dexpp| ≤ C2 for any p ∈M+. For any ‖(κ, h)‖ ≤ ~38C2C2 ,
‖F(r)(κ, h)‖p,α,r = ‖∂¯Jexpu(r)h+ κ‖p,α,r
≤ ‖∂Ju(r)‖p,α,r + ‖dexpu(r)∂sh‖p,α,r + ‖dexpu(r)∂th‖p,α,r + ‖κ‖p,α
≤ ‖∂Ju(r)‖p,α,r +C2‖(κ, h)‖ ≤ C1e−(c−α)r +
~3
8C2 ≤
~3
4C2 (134)
when r big enough. It follows from (2) of Lemma 8.4 and (134) that
‖dF(r)(κ, h) −DSb(r)‖ ≤
1
4C2 . (135)
Then F(r) satisfies the conditions in Lemma 2.10. It follows that for any (κ, h) ∈ kerDSb(r)
with ‖(κ, h)‖ ≤ ~38C2C2 there exists a unique (κv , ζ) such that F(r)(κv , ζ) = 0. Since Kb(r) ×
W1,p,αr (Σ(r);u∗(r)TM+) = imQb(r) + kerDSb(r) and Qb(r) is injective, then there exists a unique
smooth map
f(r) : Ker DSb(r) → Lp,αr (u∗(r)TM+ ⊗ ∧0,1)
such that (κv , ζ) = ((κ, h) +Qb(r) ◦ f(r)(κ, h)).
On the other hand, suppose that (κv , ζ) satisfies
F(r)(κv , ζ) = 0, ‖(κv , ζ)‖ ≤
~3
8(1 + C2‖DSb(r)‖)C2C2
. (136)
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We write (κv , ζ) = (κ, h) +Qb(r) ◦ η where (κ, h) ∈ kerDSb(r) and η ∈ Lp,αr (u∗(r)TM+ ⊗∧0,1). Since
(κ, h) = (I −Qb(r) ◦DSb(r))(κv , ζ), we have ‖(κ, h)‖ ≤ ~38C2C2 , then η = f(r)(κ, h), i.e.,
(κv , ζ) = (κ, h) +Qb(r) ◦ f(r)(κ, h)). (137)
Hence the zero set of F(r) is locally the form ((κ, h), Qb(r) ◦ f(r)(κ, h)), i.e
F(r)((κ, h) +Qb(r) ◦ f(r)(κ, h)) = 0 (138)
where (κ, h) ∈ Ker DSb(r).
For fixed (r) denote
Ub(r) =
{
(κ, h) ∈ Kb(r) ×W1,p,α,r(Σ(r);u∗(r)TM+) | ∂¯Jexpu(r)h+ κ = 0
}
,
(κ(r), ζ(r)) := Ir(κ, ζ) +Qb(r) ◦ f(r) ◦ Ir(κ, ζ)).
Define π1, π2 by
π1(κ, h) = κ, and π2(κ, h) = h, for any (κ, h).
Since Ir : kerDSb → KerDSb(r) is a isomorphism, we have proved the following
Lemma 8.5. There is a neighborhood O of 0 in kerDSb and a neighborhood Oj of (j1, j2) and
R0 > 0 such that
glu(r) : Oj ×O × Zk → Ub(r)
defined by
glu(r)(j1, j2, κ, ζ, n) = (π1(κ(r), ζ(r)), expu(r)(π2(κ(r), ζ(r))))
where for r > R0 is a family of orientation preserving local diffeomorphisms.
We may choose ((j1, j2), r, τ, κ, ζ) as a local coordinate system around b in UI,ǫ. We write f(r) ◦ Ir
as a function f(j1, j2, r, τ, κ, ζ). As Ir is a smooth map we can see that f(j1, j2, r, τ, κ, ζ) is smooth
(see p.131 in [30]).
8.5 Surjectivity and injectivity
Proposition 8.6. The gluing map in Lemma 8.5 is surjective and injective in the sense of the
Gromov-Uhlenbeck convergence.
Proof. The injectivity follows immediately from the implicit function theorem. We prove the
surjectivity. Let Γ = ((κv , v),Σ(r)) ∈ Ub(r) and ζ ∈ W 1,p,αr such that expu(r)(ζ) = v. Suppose that
‖κv‖p,α+ |ζ|C1(Di(R0)) ≤ ǫ. By the same argument of Lemma 6.1 we have (κ, ζ) satisfies (136). Then
there exists a unique (κ, h) ∈ Ker DSb such that
(κv , ζ) = Ir(κ, h) +Qb(r) ◦ f(r) ◦ Ir(κ, h)).
The surjectivity follows.
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9 Estimates of differentiations for gluing parameters
In the section, let α << c be a constant. We estimate the differentiations for gluing parameters.
This is another key point of this paper.
9.1 Linear analysis on weight sobolov spaces
Let Σ = R × S1, E = Σ × R2n. Let π : E −→ Σ be the trivial vector bundle. Consider the
Cauchy-Riemannian operator D on E defined by
D =
∂
∂s
+ J0
∂
∂t
+ S = ∂¯J0 + S,
where S(s, t) = (Sij(s, t))2n×2n is a matrix such that for any k > 0,∑
i+j=k
∣∣∣∣ ∂kS∂is∂jt
∣∣∣∣ ≤ Cke−cs. (139)
for some constant Ck > 0. Therefore, the operator Hs = J0
d
dt + S converges to H∞ = J0
d
dt as
s→∞.
We choose a small weight α for each end such that H∞ − α = J0 ddt − α is invertible. Let W
be the function in section §3. We can define the space W 1,p,α(Σ;E) and Lp,α(E ⊗ ∧0,1). Then the
operator D : W 1,p,α(Σ;E)→ Lp,α(E⊗∧0,1) is a Fredholm operator so long as α does not lie in the
spectrum of the operator Hi∞ for all i = 1, · · · , ν.
By the observation of Donaldson we know that the multiplication by W gives isometries from
W 1,2,α to W 1,2 and L2,α to L2, and
‖f‖2,α = ‖Wf‖L2 , C−1‖Wf‖W 1,2 ≤ ‖f‖1,2,α ≤ C‖Wf‖W 1,2. (140)
Consider the operator
D :W 1,2,α → L2,α.
It is equivalent to the map (see [9],P59)
DW := D − ∂
∂s
logW =WDW−1 :W 1,2 → L2.
Let h ∈W 1,2,α be the solution of the equation Dh = η, where η ∈ L2,α. Obviously,
DW (Wh) =WD(W
−1Wh) =Wη.
Let ρ =Wη, f =Wh. Then f satisfies the equation DW f = ρ.
When s ≥ R0 we consider the operator D−α :W 1,2 → L2. We write D := D−α = ∂∂s +L+S,
where L := J0
∂
∂t − α is a invertible elliptic operator on S1 when 0 < α < 1.
The space L2(S1) can be decomposed two infinite spaces H+ and H−(see P33 in [9]), where
H+ =
{∑
ane
int|n ≥ 0
}
, H− =
{∑
ane
int|n < 0
}
.
Since L is an invertible operator, there exists a complete eigen-function space decomposition such
that Lφλ = λφλ where |λ| > δ for some δ > 0. Obviously, λ ∈ Z− α. By choosing 0 < α < 1/2 we
have α = min |λ|.
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Using the same method of Donaldson in [9] we can prove the following lemmas (for details
please see our next paper [20].)
For A > 1 we consider the finite tube (−A,A)× S1 and denote
B−A = (−A,−A+ 1)× S1, B+A = (A− 1, A)× S1.
Lemma 9.1. Let h be a solution of Dh = 0 over the finite tube (−A,A) × S1. Then for any
0 < α < min{c, 12}, there exists a constant C1 > 0 such that for any 0 < |so|+ 1 < A
‖h |(−|so|+1,|so|−1)×S1 ‖1,p,α ≤ C1e−α(A−|so|)
(
‖h|B+
A
‖2,α + ‖h|B−
A
‖2,α
)
. (141)
Using this lemma we can prove the following corollary.
Corollary 9.2. Suppose that D is surjective. Denote by Q a bounded right inverse of D. Let
h = Qη be a solution of Dh = η over the finite tube (0, 2lrkT )×S1. Then for any 0 < α < min{c, 12},
there exists a constant C2 > 0 such that for any 0 < A <
lr
2kT ,
‖h |( lr
2kT
, 3lr
2kT
)×S1 ‖1,2,α ≤ C2
(
e−αA‖η‖2,α + ‖η | lr
2kT
−A≤s≤ 3lr
2kT
+A ‖2,α
)
. (142)
Proof. Denote by ηˆ the restriction of η to the part lr2kT −A ≤ s ≤ 3lr2kT +A. Let hˆ = Qηˆ.
Then D(h− hˆ) = 0 in lr2kT −A ≤ s ≤ 3lr2kT +A. By (141) and
‖ηˆ‖1,p,α = ‖η | lr
2kT
−A≤s≤ 3lr
2kT
+A ‖2,α ‖hˆ‖1,p,α = ‖Qηˆ‖1,p,α ≤ C‖ηˆ‖1,p,α
we have
‖h |( lr
2kT
, 3lr
2kT
)×S1 ‖1,2,α ≤ ‖h− hˆ |( lr
2kT
, 3lr
2kT
)×S1 ‖1,2,α + ‖hˆ |( lr
2kT
, 3lr
2kT
)×S1 ‖1,2,α
≤ C1
(
e−αA‖h− hˆ | lr
2kT
−A≤s≤ 3lr
2kT
+A ‖1,2,α + ‖η | lr
2kT
−A≤s≤ 3lr
2kT
+A ‖2,α
)
.
Then the corollary follows from ‖h− hˆ‖1,2,α = ‖Q(η − ηˆ)‖1,2,α ≤ C‖η‖2,α. 
9.2 Estimates of
∂Qb(r)
∂r
Lemma 9.3. Let DSb : Kb ×W1,p,α → Lp,α be a Fredholm operator. Suppose that DSb|Kb×W 1,p,α :
Kb ×W 1,p,α → Lp,α is surjective. Denote by Qb : Lp,α → Kb ×W 1,p,α a right inverse of DSb. Let
Qb(r) be an right inverse of DSb(r) defined in (119). Then there exists a constant C3 > 0, independent
of r, such that
∥∥∥ ∂∂rQb(r)∥∥∥ ≤ C3 and for any 0 < s0 ≤ lr4kT∥∥∥∥ ∂∂r (Qb(r)ηr)
∥∥∥∥ ≤ C3 [‖ ∂∂rηr‖p,α,r + 1r‖ηr | lr4kT ≤|si|≤ 7lr4kT ‖p,α,r + e−α lr8kT ‖ηr‖2,α,r
]
, (143)
for any ηr ∈ L2,αr .
Proof. Given ηr ∈ L2,αr , denote η˜r = (DSb(r) ◦ Q′b(r))−1ηr, we have a pair (η˜1, η˜2), where
η˜1 = β1η˜r, η˜2 = β2η˜r. Set
Qb(η˜1, η˜2) = (κ˜b, h˜1, h˜2), h˜(r) = h˜1β1 + h˜2β2.
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Then Qb(r)ηr = Q
′
b(r)
η˜r = (κ˜b, h˜(r)). So
∂
∂r
(
Qb(r)ηr
)
||si|≤ lr2kT =
(
∂κ˜b
∂r
,
∑ ∂h˜i
∂r
βi +
∑
h˜i
∂βi
∂r
)
||si|≤ lr2kT = Qb
(
∂
∂r
η˜1,
∂
∂r
η˜2
)
||si|≤ lr2kT ,
where we used β ||si|≤ lr2kT = 1. As
∂
∂r η˜i = βi
∂
∂r η˜r +
∂βi
∂r η˜r, we have∥∥∥∥∥(∂κ∂r , ∂h˜1∂r , ∂h˜2∂r )
∥∥∥∥∥ =
∥∥∥∥Qb( ∂∂r η˜1, ∂∂r η˜2
)∥∥∥∥ ≤ C1 ∥∥∥∥∂η˜r∂r
∥∥∥∥
p,α,r
+
C1
r
∥∥∥η˜r | lr
2kT
≤|si|≤ 3lr2kT
∥∥∥
p,α,r
. (144)
By the same calculation as (123) we have
ηr − η˜r = DSb(r) ◦Q′b(r) η˜r − (β21 + β22)η˜r = κb(r) +Du(r) h˜(r) − (β21 + β22)η˜r
=
∑
(∂¯βi)h˜i +
∑
βi(Su(r) − Sui)h˜i. (145)
By the exponential decay Su(r) , Sui and
∂¯β||si|≤ lr2kT = 0, |∂¯β| ≤
C
r
, Su(r) ||si|≤ lr2kT = Sui ||si|≤ lr2kT , (146)
we conclude from (145) that
‖η˜r | lr
4kT
≤|si|≤ 7lr4kT
‖2,α,r ≤
∥∥∥ηr | lr
4kT
≤|si|≤ 7lr4kT
∥∥∥
2,α,r
+
C2
r
‖h˜i | lr
2kT
≤|si|≤ 3lr2kT
‖1,2,α,r. (147)
Applying Corollary 9.2 to (147) we have(
1− C3
r
)
‖η˜r | lr
4kT
≤|si|≤ 7lr4kT ‖2,α,r ≤
∥∥∥ηr | lr
4kT
≤|si|≤ 7lr4kT
∥∥∥
2,α,r
+ e−α
lr
4kT ‖ηr‖2,α,r, (148)
where we used ‖η˜r‖p,α,r ≤ 2‖ηr‖p,α,r. Taking the derivative of (145), by the exponential decay of
Su(r), Sui , and | ∂∂r ∂¯β| ≤ Cr2 , using (146), (142) and (145), we have
‖ ∂
∂r
η˜r‖p,α,r ≤ ‖ ∂
∂r
ηr‖p,α,r + C4
r2
‖h˜i | lr
2kT
≤|si|≤ 3lr2kT ‖1,p,α +
C4
r
∥∥∥∥∥∂h˜i∂r | lr2kT ≤|si|≤ 3lr2kT
∥∥∥∥∥
1,p,α
≤ ‖ ∂
∂r
ηr‖p,α,r + C5
r2
‖η˜r | lr
4kT
≤|si|≤ 7lr4kT ‖1,p,α + e
−α lr
4kT ‖ηr‖2,α + C5
r
∥∥∥∥∂η˜r∂r
∥∥∥∥
p,α,r
. (149)
Following from (149) and (148) we obtain
C1‖ ∂
∂r
η˜r‖p,α,r + C1
r
‖η˜r | lr
4kT
≤|si|≤ 7lr4kT
‖2,α,r
≤ C6
[
‖ ∂
∂r
ηr‖p,α,r + 1
r
∥∥∥ηr | lr
4kT
≤|si|≤ 7lr4kT
∥∥∥
2,α,r
+ e−α
lr
4kT ‖ηr‖2,α
]
. (150)
(144) and (150) gives us∥∥∥∥ ∂∂r (Qb(r)ηr) ||si|≤s0
∥∥∥∥
1,2,α,r
≤ ‖ ∂
∂r
ηr‖p,α,r + C7
r
‖ηr | lr
4kT
≤|si|≤ 7lr4kT
‖1,p,α + e−α lr4kT ‖ηr‖2,α. (151)
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Using (142) and (148), we have
‖
∑
h˜i
∂βi
∂r ‖1,p,α ≤
C8
r
(
e−α
lr
8kT ‖η˜‖1,2,α + ‖η˜ | 3lr
8kT
≤|si|≤ 13lr8kT
‖2,α
)
≤ C9
r
(
e−α
lr
8kT ‖η‖1,2,α + ‖η | lr
4kT
≤|si|≤ 7lr4kT
‖2,α
)
(152)
Note that ∂∂r
(
Qb(r)ηr
)
=
(
∂κ˜b
∂r ,
∑ ∂h˜i
∂r βi +
∑
h˜i
∂βi
∂r
)
. Then (143) follows from (144), (150) and
(152). 
9.3 Estimates of
∂I(r)
∂r
Lemma 9.4. Let Ir : KerDSb −→ KerDSb(r) be an isomorphisms defined in (127). Then there
exists a constant C > 0, independent of r, such that∥∥∥∥ ∂∂r (Ir(κ, h, h0))
∥∥∥∥
1,2,α,r
≤ C
r
‖(κ, h) | lr
2kT
≤|si|≤ 3lr2kT
‖1,2,α ≤ C
r
e−(c−α)
lr
2kT ‖(κ, h)‖, (153)
for any (κ, h, h0) ∈ KerDSb.
Proof. By definition κ is independent of r. Then ∂∂rh(r) =
∑ ∂
∂rβihi and
∂
∂r
Ir(κ, h, h0) = (0,
∂h(r)
∂r
) +
∂
∂r
(
Qb(r)
)
DSb(r)(κ, h(r)) +Qb(r)
∂
∂r
(
DSb(r)(κ, h(r))
)
.
A direct calculation gives us
DSb(r)(κ, h(r)) = (∂¯β1)h1 + β1(Su(r) − Su1)h1 + (∂¯β2)h2 + β2(Su(r) − Su2)h2. (154)
By (146) we have supp DSb(r)(κ, h(r)) ⊂ { lr2kT ≤ |si| ≤ 3lr2kT }. Since
(
|Su(r)|+ |Su|
)
| lr
2kT
≤|si|≤ 3lr2kT
≤
Ce−c
lr
2kT , the lemma follows from ‖Qb(r)‖ ≤ C, ‖ ∂∂rQb(r)‖ ≤ C. 
9.4 Estimates of ∂
∂r
[
Ir(κ, ζ) +Qb(r)f(r)(Ir(κ, ζ))
]
First we prove the following lemma.
Lemma 9.5. Let (κ, ζ) ∈ kerDSb with ‖(κ, ζ)‖ ≤ ~3 such that
(κ, h(r)) = Ir(κ, ζ) +Qb(r) ◦ fr ◦ Ir(κ, ζ) (155)
∂¯J expu(r)(h(r)) + κ = 0. (156)
Then there exists a positive constants C such that
‖fr ◦ Ir(κ, ζ)| lr
4kT
≤|si|≤ 7lr4kT ‖p,α,r ≤ Ce
−(c′−α) lr
4kT ‖(κ, ζ)‖, ∀ lr
8kT
≥ R0. (157)
Proof. From (155) and κ||si|≥R0 = 0 we have
f(r)(Ir(κ, ζ)) =
(
∂
∂s
+ J0
∂
∂t
)
h(r) + Su(r)h(r), ∂¯J expu(r) h(r) = 0, (158)
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for any |si| ≥ R0. By the assumption ui converges to kT -periodic orbit x(kT t) as z → p. In the
given local pseudo-Dauboux coordinate (a, ϑ,w), we denote
expu(r)(h(r)) = (aˆ(r)(s, t), ϑˆ(r)(s, t), wˆ(r)(s, t)).
By Theorem 2.7, (91) and (92) we have for any |si| ≥ R0
|∇(a(r) − kTsi)| ≤ Ce−c
lr
4kT , |∇(ϑ(r) − kti)| ≤ Ce−c
lr
4kT , (159)
|∇(w(r))| ≤ Ce−c
lr
4kT . (160)
Let
a⋄(r) = a(r) − kTsi, ϑ⋄(r) = ϑ(r) − kti, aˆ⋄(r) = aˆ(r) − kTsi, ϑˆ⋄(r) = ϑˆ(r) − kti.
By (159) and (160) we have∫
|si|≥so
‖∇a⋄(r)‖2 + ‖∇ϑ⋄(r)‖2 + ‖∇w(r)‖2dsdt ≤ Ce−cso, ∀so ≥ R0. (161)
Since ‖(κ, h(r))‖ ≤ C~3 and κ||si|≥R0 = 0, we have
‖h(r)||si|≥R0‖1,2,α ≤ C~3. (162)
By the elliptic regularity we can get
|h(r)| ≤ Ce−αmin{|s1|,|s2|}, ∀|si| ≥ R0.
Then wˆ(r)(|si| ≥ R0) is also in the pseudo-Dauboux coordinates when lr8kT > R0 and ~3 small. By
(161) ∫
|si|≥so
‖∇aˆ⋄(r)‖2 + ‖∇ϑˆ⋄(r)‖2 + ‖∇wˆ(r)‖2dsdt ≤ Ce−αso, ∀so ≥ R0. (163)
Then by Theorem 2.9 we have for any lr4kT ≤ |si| ≤ 7lr4kT
|∇(aˆ(r) − kTsi)| ≤ Ce−c
lr
4kT , |∇(ϑˆ(r) − kti))| ≤ Ce−c
lr
4kT , (164)
|∇(wˆ(r))| ≤ Ce−c
lr
4kT . (165)
Since ∇ expu(r)(h(r)) = Pu(r),expu(r)(h(r))(∇u(r)) + d expu(r)(∇h(r)), (159), (160), (164) and (165)
gives us
|d expu(r) ∇h(r)| lr4kT ≤|si|≤ 7lr4kT | ≤ Ce
−c lr
4kT . (166)
Note that d exp−1u(r) is uniform bounded as ‖h(r)‖1,p,α,r small. Then
‖∇h(r)| lr
4kT
≤|si|≤ 7lr4kT ‖p,α ≤ Ce
−(c−α) lr
4kT . (167)
The lemma follows from (158), (167) and the exponential decay of Su(r). 
Lemma 9.6. There exists a constant C > 0 such that,∥∥∥∥ ∂∂r (Ir(κ, ζ) +Qb(r) ◦ f(r) ◦ Ir(κ, ζ))
∥∥∥∥
1,2,α,r
≤ Ce−α lr8kT ‖(κ, ζ‖1,2,α. (168)
Restricting to the compact set {|si| ≤ R0}, we have∣∣∣∣ ∂∂r (Ir(κ, ζ) +Qb(r) ◦ f(r) ◦ Ir(κ, ζ))
∣∣∣∣ ≤ Ce−α lr8kT ‖ζ‖L∞ . (169)
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Proof. Without loss of generality, we will fix a complex structure (j1, j2) to simplify notations.
We write
Ir(κ, ζ) +Qb(r) ◦ f(r)(Ir(κ, ζ)) = (κr, h(r)) (170)
where κr ∈ Kb(r), h(r) ∈ C∞(Σ;u⋆(r)TM+). We have
∂¯Jexpu(r)h(r) + κr = 0. (171)
To simplify the expressions of formulas we denote
∂
∂r
expu(r)(h(r)) = G,
∂
∂r
κr = Ψ.
Taking differentiation of (171) with respect to r we get
Dexpu(r)(h(r))
G+Ψ = 0. (172)
We may write (172) as
Pexpu(r)h(r)
(
DSexpu(r)h(r)(Ψ, G)
)
−DSb(r)
(
∂
∂r
(
κr, h(r)
))
(173)
+DSb(r)
(
∂
∂r
(
κr, h(r)
))
= 0.
We estimate the difference
Pexpu(r)h(r)
(
DSexpu(r)h(r)(Ψ, G)
)
−DSb(r)
(
∂
∂r
(
κr, h(r)
))
.
We choose ‖η‖1,p,α,r very small. From the Implicity function Theorem we have
‖f(r)(Ir(κ, ζ))‖p,α,r ≤ C‖(κ, ζ)‖1,p,α + ‖∂¯Ju(r)‖ (174)
for some constant C > 0. For any small ζ ∈ kerDSb, expuiζ converges to a periodic orbit as
|si| → ∞. It follows that Sexpuζ converges to zero exponentially. Since (κ, h(r)) satisfies (171) with
κ||s1|≥ lr2kT = 0, by elliptic estimate we conclude that in the part
lr
2kT ≤ |si| ≤ 3lr2kT
|Sexpu(r)h(r)| ≤ C0e
−c lr
2kT , |Su(r) | ≤ C0e−c
lr
2kT (175)
for r big enough. Moreover, we may choose r very large and |(κ, ζ)| very small such that
‖Qb(r)‖
∥∥∥∥Pexpu(r)h(r) (DSexpu(r)h(r)(Ψ, G)) −DSb(r)
(
∂
∂r
(
κr, h(r)
))∥∥∥∥
1,p,α,r
≤ ǫ
∥∥∥∥ ∂∂r (κr, h(r))
∥∥∥∥
1,p,α,r
+ Ce−(c−α)
lr
2kT , (176)
where ǫ > 0 is a constant such that 4ǫC3 ≤ 1. Note that
∂
∂r
(κr, h(r)) =
∂
∂r
Ir(κ, ζ) +
∂
∂r
(
Qb(r)
)
◦ f(r)(Ir(κ, ζ)) +
(
Qb(r)
∂
∂r
◦ f(r)(Ir(κ, ζ))
)
. (177)
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Then
DSb(r)
(
∂
∂r
(κr, h(r))
)
= DSb(r)
(
∂
∂r
Ir(κ, ζ)
)
+DSb(r)
(
∂
∂r
(Qb(r))f(r)(Ir(κ, ζ))
)
+
∂
∂r
(f(r)(Ir(κ, ζ))).
It follows together with (174), (176) that∥∥∥∥ ∂∂r (f(r)(Ir(κ, ζ)))
∥∥∥∥
p,α,r
≤ ǫ
∥∥∥∥ ∂∂r (κr, h(r))
∥∥∥∥
1,p,α,r
+
∥∥∥∥DSb(r) ( ∂∂r Ir(κ, ζ)
)∥∥∥∥
p,α,r
+ ‖DSb(r) ◦
∂
∂r
(Qb(r)) ◦ f(r)(Ir(κ, ζ))‖p,α,r.
(178)
For any (κ1, h1), we have
∂
∂r
(
DSb(r)
)
(κ1, h1) =
∂
∂r
(
Du(r)h1 + κ1
)
=
∂Su(r)
∂r
h1 =
(
0,
∂Su(r)
∂r
)
· (κ1, h1).
Then
∂
∂r
(
DSb(r)
)
=
(
0,
∂Su(r)
∂r
)
(179)
As Ir(κ, ζ) ∈ kerDSb(r) we have
DSb(r) ◦ Ir(κ, ζ) = 0.
Then
DSb(r)
(
∂
∂r
Ir(κ, ζ)
)
+
(
0,
∂Su(r)
∂r
)
Ir(κ, ζ) = 0.
Since
∂Su(r)
∂r supports in the part
lr
2kT ≤ |si| ≤ 3lr2kT , by the exponential decay of Sui we get∥∥∥∥DSb(r) ( ∂∂rIr(κ, ζ)
)∥∥∥∥
p,α,r
≤ C1e−(c−α)
lr
2kT . (180)
Taking the differentiation of the equality
DSb(r) ◦Qb(r) = I
we get
DSb(r)
(
∂
∂r
(Qb(r))
)
= −
(
0,
∂Su(r)
∂r
)
·Qb(r) .
Together with (174) and (175) we get
‖Qb(r)‖
∥∥∥∥DSb(r) ∂∂r (Qb(r))f(r)(Ir(κ, ζ))
∥∥∥∥
1,p,α,r
≤ C2e−(c−α)
lr
2kT (181)
and ∥∥∥∥ ∂∂r (f(r)(Ir(κ, ζ)))
∥∥∥∥
p,α,r
≤ C2e−(c−α)
lr
8kT + ǫ
∥∥∥∥ ∂∂r (κr, h(r))
∥∥∥∥
1,p,α,r
. (182)
By (170) we have∥∥∥∥ ∂∂r (κr, h(r))
∥∥∥∥
1,p,α,r
≤
(∥∥∥∥ ∂∂r Ir(κ, ζ)
∥∥∥∥
1,p,α,r
+
∥∥∥∥ ∂∂r (Qb(r) ◦ f(r)(Ir(κ, ζ)))
∥∥∥∥
1,p,α,r
)
(183)
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Together with (143) we have∥∥∥∥ ∂∂r (κr, h(r))
∥∥∥∥
1,p,α,r
≤ C3
(
e−α
lr
8kT +
∥∥∥∥ ∂∂r Ir(κ, ζ)
∥∥∥∥+ ∥∥∥∥ ∂∂r (f(r)(Ir(κ, ζ)))
∥∥∥∥
1,p,α,r
+ ‖fr ◦ Ir(κ, ζ) | lr
4kT
≤|si|≤ 7lr4kT
‖p,α,r
)
≤ C4e−α
lr
8kT + C3ǫ
∥∥∥∥ ∂∂r (κr, h(r))
∥∥∥∥
1,p,α,r
. (184)
where we used (153), (157) and (182) in last inequality. Then the Lemma follows from 4C3ǫ < 1
and (184). 
10 Contact invariants and Open string invariants
Proposition 10.1. UI has the property
(1). Each strata of UI is a smooth manifold.
(2). If UI,D′ ⊂ UI,D is a lower stratum, it is a submanifold of codimension at least 2.
Proof. The proof of (1) for the top strata is standard, we omit it here. The proof for the lower
strata will be given in our next paper [20]. It is well-known that an interior node corresponds to
codimension 2 stratum. It suffices to consider those nodal corresponding to periodic orbits. Note
that:
(1). we mod the freedoms of choosing the origin in R and the origin of the periodic orbits;
(2). we choose the Li-Ruan’s compactification in [18], that is, we firstly let the Riemann surfaces
degenerate in Delingne-Mumford space and then letM+ degenerate compatibly. At any node,
the Riemann surface degenerates independently with two parameters, which compatible with
those freedoms of choosing the origins ( see section §5 for degeneration and section §6 for
gluing);
Then both blowups at interior and at infinity lead boundaries of codimension 2 or more. 
From section §7.2 we have a finite dimensional virtual orbifold system {UI , EI , σI} and a finite
dimensional virtual orbifold {UI} indexed by a partially ordered set (I = 2{1,2,··· ,N},⊂). By the
same argument of Theorem 5.16 we conclude that {UI,ǫ(M+)} is a compact virtual manifold. As
we have mod the S1-action on periodic orbit, and S1-action on the puncture points on Riemann
surfaces, by the same method of [23] we can show that {UI,ǫ(M+)} is oriented (see [20]).
Let Λ = {ΛI} be a partition of unity and {ΘI} be a virtual Euler form of {EI} such that ΛIΘI
is compactly supported in UI,ǫ.
Recall that we have two natural maps
ei : UI,ǫ −→M+
(u; Σ,y,p) −→ u(yi)
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for i ≤ m defined by evaluating at marked points and
ej : UI,ǫ −→ Zej
(u; Σ,y,p) −→ u(pj)
for j > m defined by projecting to its periodic orbit. The contact invariant can be defined as
Ψ
(C)
(A,g,m+ν,k,e)(α1, ..., αm;βm+1, ..., βm+ν) =
∑
I
∫
UI,ǫ
∏
i
e∗iαi ∧
∏
j
e∗jβj ∧ ΛIΘI . (185)
for αi ∈ H∗(M+,R) and βj ∈ H∗(Zej ,R) represented by differential form. Clearly, ΨC = 0 if∑
deg(αi) +
∑
deg(βi) 6= IndC .
Similarly, the open string invariant can be defined as
Ψ
(L)
(A,g,m+ν,−→µ )(α1, ..., αm) =
∑
I
∫
UI,ǫ
∏
i
e∗iαi ∧ ΛIΘI . (186)
for αi ∈ H∗(M+,R). Clearly, Ψ(L) = 0 if
∑
deg(αi) 6= IndL.
It is proved that these integrals are independent of the choices of ΘI and the choices of the
regularization ( see [8]). We must prove the convergence of the integrals (185) and (186) near each
lower strata.
Let α ∈ H∗(M+,R) and β ∈ H∗(Z,R) represented by differential form. We may write∏
i
e∗iαi ∧
∏
j
e∗jβj ∧ ΛIΘI = ydr ∧ dτ ∧ dj ∧ dζ,
where dζ and dj denote the volume forms of kerDSb and the space of complex structures respectively
and y = y(r, τ, j, ζ) is a function. Then (169) implies that |y| ≤ C1e−C2r for some constants
C1 > 0, C2 > 0. Then the convergence of the integral (185) follows. Similarly, we can prove the
convergence of the integral (186).
Obviously, both Ψ(C) and Ψ(L) are generalizations of the relative GW invariants.
One can easily show that
Theorem 10.2. (i). Ψ
(C)
(A,g,m+ν,k,e)(α1, ..., αm;βm+1, ..., βm+ν) is well-defined, multi-linear and skew
symmetric.
(ii). Ψ
(C)
(A,g,m+ν,k,e)(α1, ..., αm;βm+1, ..., βm+ν) is independent of the choice of forms αi, βj represent-
ing the cohomology classes [βj ], [αi], and the choice of virtual neighborhoods.
(iii). Ψ
(C)
(A,g,m+ν,k,e)(α1, ..., αm;βm+1, ..., βm+ν ) is independent of the choice of J˜ and J over M
+
0 .
Theorem 10.3. (i). Ψ
(L)
(A,g,m+ν,−→µ )(α1, ..., αm) is well-defined, multi-linear and skew symmetric.
(ii). Ψ
(L)
(A,g,m+ν,−→µ )(α1, ..., αm) is independent of the choice of forms αi representing the cohomology
classes [αi], and the choice of virtual neighborhoods.
(iii). Ψ
(L)
(A,g,m+ν,−→µ )(α1, ..., αm) is independent of the choice of J˜ and J over M
+
0 .
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