Abstract. Answering on the question of S
Introduction
Let D be the open unit disk, let T be the unit circle, and let E and E * be separable Hilbert spaces. The space H ∞ (E → E * ) is the space of bounded analytic functions on D whose values are (linear, bounded) operators acting from E to E * . If F ∈ H ∞ (E → E * ), then F has nontangential boundary values F (ζ) for a.e. ζ ∈ T with respect to the Lebesgue measure m on T. Every function F ∈ H ∞ (E → E * ) has the inner-outer factorization, that is, there exist an auxiliary Hilbert space D and two functions Θ ∈ H ∞ (E → D) and Ω ∈ H ∞ (D → E * ) such that F = ΘΩ, Θ is inner, that is, Θ(ζ) is an isometry for a.e. ζ ∈ T, and Ω is outer. The definition of outer function is not recalled here, but it need to mentioned that for an outer function Ω, clos Ω(z)D = E * for all z ∈ D and for a.e. z ∈ T. Recall that a function F ∈ H ∞ (E → E * ) is called * -inner ( * -outer), if the function F * ∈ H ∞ (E * → E), F * (z) = F * (z), z ∈ D, is inner (outer) (see [16, Ch.V] , also [14, §A.3.11.5 
]).
Every analytic operator-valued function F ∈ H ∞ (E → E * ) such that F ≤ 1 can be represented as an orthogonal sum of a unitary constant and a purely contractive function F 0 , that is, there exist representations of Hilbert spaces E = E ′ ⊕ E 0 and E * = E ′ * ⊕ E * 0 and a unitary operator W : E ′ → E ′ * such that F (z)E ′ ⊂ E ′ * , F (z)| E ′ = W , F (z)E 0 ⊂ E * 0 , F 0 (z) = F (z)| E 0 for every z ∈ D, and F 0 (0)x < x for every x ∈ E 0 , x = 0 ([16, Proposition V.2.1]). In all questions considered in this note it can be supposed that F ≤ 1 and F is purely contractive.
The Operator Corona Problem is to find necessary and sufficient condition for a function F ∈ H ∞ (E → E * ) to be left invertible, that is, to exist a function G ∈ H ∞ (E * → E) such that G(z)F (z) = I E for all z ∈ D. If F ∈ H ∞ (E → E * ) is left invertible, then there exists δ > 0 such that (1.1) F (z)x ≥ δ x for all x ∈ E, z ∈ D.
It is easy to see that if F satisfies (1.1) and F = ΘΩ is the inner-outer factorization of F , then the outer function Ω is invertible, and the inner function Θ satisfies (1.1) (may be with another δ).
The condition (1.1) is sufficient for left invertibility, if dim E < ∞ [19] , but is not sufficient in general [20] , [21] . Also, (1.1) is not sufficient under additional assumption
In [23] , for every δ, 0 < δ < 1/3, two functions
but F 1 and F 2 are not left invertible. It is mentioned in [23] that the method from [20] , [21] gives examples of such functions for δ < 1/ √ 2, and a question was posed if for every δ, 0 < δ < 1, there exists F ∈ H ∞ (E → E * ) such that F satisfies (1.2) and (1.3), and F is not left invertible. In this note, it is shown that such function F exists for every 0 < δ < 1, and any from the following cases can be realized:
or (1.6) dim E * ⊖ F (ζ)E = 1 for a.e. ζ ∈ E, and F (ζ)E = E * for a.e. ζ ∈ T \ E, where E ⊂ T is a closed set satisfying the Carleson condition with 0 < m(E) < 1 (see Sec. 5 of this note where the definition is recalled). Actually, not operator-valued functions, but contractions are constructed, and the required functions are the characteristic functions of these contractions [16, Ch. VI], see Sec. 3 of this note.
In [22] , some sufficient conditions are given, which imply the left invertibility of functions, in particular, it is proved in [22] , that if F ∈ H ∞ (E → E * ) satisfies to (1.1) and
where S 1 is the trace class of operators, then F is left invertible. In this note, it is shown that the condition (1.7) is necessary for left invertibility of F , if F is inner and dim E * ⊖ F (z)E < ∞ for some z ∈ D. Actually, an appropriate fact is proved for contractions with such characteristic functions, and the statement on function follows from the fact for contractions.
The function F ∈ H ∞ (E → E * ) has a left scalar multiple if there exist G ∈ H ∞ (E * → E) and a function ρ ∈ H ∞ , where H ∞ is the algebra of all bounded analytic functions on D, such that ρ(z)I E = G(z)F (z) for all z ∈ D. The left invertibility of F means that F has a scalar multiple, which is invertible in H ∞ . Functions F 1 and F 2 from [23] mentioned above do not have scalar multiple, the proof is actually the same as the proof that F 1 and F 2 are not left invertible. In this note, it is shown that the existence of the left scalar multiple of F with (1.1) is not sufficient for the left invertibility of F , even if F is inner and F satisfies (1.2). In this case,
Again, an appropriate contraction is constructed, and F is the characteristic function of this contraction.
We shall use the following notation: D is the open unit disk, T is the unit circle, m is the normalized Lebesgue measure on T, and H 2 is the Hardy space in D. For a positive integer n, 1 ≤ n < ∞, H 2 n and L 2 n are orthogonal sums of n copies of spaces H 2 and L 2 = L 2 (T, m), respectively. The unilateral shift S n and the bilateral shift U n of multiplicity n are the operators of multiplication by the independent variable in spaces H 2 n and L 2 n , respectively. For a Borel set σ ⊂ T, by U (σ) we denote the operator of multiplication by the independent variable on the space L 2 (σ, m) of functions from L 2 that are equal to zero a.e. on T \ σ.
For a Hilbert space H, by I H and O H the identity and the zero operators acting on H are denoted, respectively.
Let T and R be operators on spaces H and K, respectively, and let X : H → K be a (linear, bounded) operator which intertwines T and R: XT = RX. If X is unitary, then T and R are called unitarily equivalent, in notation: T ∼ = R. If X is invertible (the inverse X −1 is bounded), then T and R are called similar, in notation: T ≈ R. If X a quasiaffinity, that is, ker X = {0} and clos XH = K, then T is called a quasiaffine transform of R, in notation: T ≺ R. If T ≺ R and R ≺ T , then T and R are called quasisimilar, in notation: T ∼ R.
Let H be a Hilbert space, and let T : H → H be a (linear, bounded) operator. T is called a contraction, if T ≤ 1. Let T be a contraction on a space H. T is of class C 1· (T ∈ C 1· ), if lim n→∞ T n x > 0 for each x ∈ H, x = 0, T is of class C 0· (T ∈ C 0· ), if lim n→∞ T n x = 0 for each x ∈ H, and T is of class C ·a , a = 0, 1, if T * is of class C a· .
It is easy to see that if a contraction T is a quasiaffine transform of an isometry, then T is of class C 1· , and if T is a quasiaffine transform of a unilateral shift, then T is of class C 10 .
The paper is organized as follows. In Sec. 2 and 3, the known facts about contractions, their relations to isometries, and their characteristic functions are collected. In Sec. 4, the necessity of (1.7) to the left invertibility of some operator-valued functions is proved. Sec. 5 is the main section of this paper, where for any δ, 0 < δ < 1, examples of subnormal contractions are constructed such that their characteristic functions satisfy (1.2), and (1.3) with δ, and are not left invertible.
Isometric and unitary asymptotes of contractions
For a contraction T the isometric asymptote (X T,+ , T (a) + ), and the unitary asymptote (X T , T (a) ) was defined, see, for example, [16, Ch. IX.1]. There are some ways to construct the isometric asymptote of the contraction, for our purpose, it is convenient to use the following, see [11] .
Let (·, ·) be the inner product on the Hilbert space H, and let T : H → H be a contraction. Define a new semi-inner product on H by the formula x, y = lim n→∞ (T n x, T n y), where x, y ∈ H. Set
Then the factor space H/H 0 with the inner product x+H 0 , y +H 0 = x, y will be an inner product space. Let H + be the natural imbedding, X T,+ x = x + H 0 . Clearly, X T,+ is a (linear, bounded) operator, and X T,+ ≤ 1. Clearly, T x, T y = x, y for every x, y ∈ H. Therefore,
+ the continuous extension of T 1 to the space H A contraction T is similar to an isometry V if and only if X T,+ is an invertible operator, that is, ker X T,+ = {0} and X T,+ H = H + the space on which T (a) acts, and by X T the imbedding of H into H (a) . Clearly, X T T = T (a) X T and X T,+ x = X T x for every x ∈ H. The pair (X T , T (a) ) is called the unitary asymptote (X, T (a) ) of a contraction T .
Contractions and their characteristic functions
All statement of this section are well-known and can be found in [16 
Let H be a separable Hilbert space, and let T : H → H be a contraction. A contraction T is called completely nonunitary, if T has no invariant subspace such that the restriction of T on this subspace is unitary. For a contraction T put D T = clos(I H − T * T )H. It is easy to see that
Lemma 3.1. Let T : H → H be a contraction, and let 0 < δ ≤ 1. Then T x ≥ δ x for every x ∈ H if and only if T x ≥ δ x for every x ∈ D T .
Proof. Indeed, it need to prove the "if" part only. Let x ∈ D T , and let y ∈ H ⊖ D T . Then, by (3.1), (T x, T y) = (x, T * T y) = (x, y) = 0 and T y = y ≥ δ y . Therefore,
The characteristic function Θ T of the contaction T is the analytic operatorvalued function acting by the formula
, and Θ T ≤ 1. It is easy to see that Θ T is purely contractive. Conversely, for every analytic operator-valued function F ∈ H ∞ (E → E * ) such that F ≤ 1 and F is purely contractive there exists a contraction T such that
The following theorem was proved in [15] , see also [14, C.1.5.5].
Theorem A.
[15] The contraction T is similar to an isometry if and only if Θ T is left invertible.
Let T be a completely nonunitary contraction. Then T is of class C 1· if and only if Θ T is * -outer, and T is of class C ·0 , if and only if Θ T is inner [16, VI.3.5] .
Recall that the multiplicity of an operator is the minimum dimension of its reproducing subspaces. An operator is called cyclic if its multiplicity is equal to 1.
The following theorem was proved in [7] , [10] , [17] , [24] , [25] .
Theorem B. Let T be a contraction, and let 1 ≤ n < ∞. The following are equivalent:
(1) T ≺ S n ; (2) T is of class C 10 , dim ker T * = n, and I − T * T ∈ S 1 ; (3) Θ T is an inner * -outer function, Θ T has a left scalar multiple, and
Moreover, if T is a contraction such that T ≺ S n , 1 ≤ n < ∞, then the following are equivalent:
(4) T ∼ S n ; (5) multiplicity of T is equal to n; (6) Θ T has an outer left scalar multiple.
Remark. If T is a contraction and T ≺ S n , 1 ≤ n < ∞, then b λ (T ) is a contraction and
Let T be a completely nonunitary contraction. Put (3.5) 
Setting z = 0 in (3.4) and (3.8), we conclude that
The following lemma is a straightforward consequence of (3.2), (3.3), (3.9), and Lemma 3.1.
Lemma 3.2. Suppose T : H → H is a completely nonunitary contraction.
(
On contractions similar to an isometry
The following theorem is actually proved in [7, Theorem 2.1] (see also enlarged version on arXiv).
Theorem 4.1. [7]
Suppose T is a contraction with finite multiplicity, and T is similar to an isometry. Then
Corollary 4.2. Suppose E, E * are Hilbert spaces, F ∈ H ∞ (E → E * ) is an inner function, and dim E * ⊖ F (λ)E < ∞ for some λ ∈ D. If F is left invertible, then F satisfies (1.7).
Proof. Let H be a Hilbert space, and let T : H → H be a contraction such that Θ T = F , where Θ T is the characteristic function of T (see [16, Ch. VI.3] ). Since F is inner, T ∈ C ·0 , see [16, VI.3.5] . By Lemma 3.2(ii),
Now suppose that F is left invertible. Then, by Theorem A, there exist a Hilbert space K and an isometry V : K → K such that T ≈ V . Since T ∈ C ·0 , V is a unilateral shift, and the multiplicity of V is equal to
By Theorem 4.1, T satisfies (4.1). By Lemma 3.2(iii), F satisfies (1.7).
Subnormal contractions
Operators that are considered in this sections are subnormal ones, and are studied by many authors, the reader can consult with the book [6] .
Let ν be a positive finite Borel measure on the closed unit disk D. Denote by P 2 (ν) the closure of analytic polynomials in L 2 (ν), and by S ν the operator of multiplication by the independent variable in P 2 (ν), i.e.
(S ν f )(z) = zf (z) for a.e. z ∈ D with respect to ν, f ∈ P 2 (ν).
Clearly, S ν is a contraction. Recall that m is the Lebesgue measure on T. If ν = m, then S ν is the unilateral shift of multiplicity 1, it is denoted by S in this section.
The following lemma is a straightforward consequence of the construction of the isometric asymptote of a contraction from [11] , see Sec. 2 of this paper, so its proof is omitted.
Lemma 5.1. Suppose ν is a positive finite Borel measure on D, H = P 2 (ν), and T = S ν . Then H 0,T = {f ∈ P 2 (ν) : f = 0 a.e. on T with respect to ν}, H (a)
is the natural imbedding, and T 
f (z) = 0 for a.e. z ∈ D with respect to ν} and P 2 (ν)⊖D b λ (Sν ) * ⊂ {f ∈ P 2 (ν) : f (z) = 0 for a.e. z ∈ D with respect to ν}.
Proof. Let P + : L 2 (ν) → P 2 (ν) be the orthogonal projection. It is easy to see that (b λ (S ν )f )(z) = b λ (z)f (z) for a.e. z ∈ D with respect to ν, and
, then, by (3.1), f = b λ f , and, by Lemma 5.2, f (z) = 0 for a.e. z ∈ D with respect to ν.
and, by Lemma 5.2, f (z) = 0 for a.e. z ∈ D with respect to ν.
Denote by m 2 the normalized Lebesgue measure on the unit disk D, for −1 < α < ∞ put dA α (z) = (α + 1)(1 − |z| 2 ) α dm 2 (z). It is well known that the Bergman space P 2 (A α ) has the following properties: f ∈ P 2 (A α ) if and only f is an analytic function in D and f ∈ L 2 (A α ), the functional f → f (z) is bounded on P 2 (A α ) for every z ∈ D, and there exists a constant C α > 0 (which depends on α) such that
(see, for example, [9, Sec. 1.1 and 1.2]). It is easy to see that S Aα ∈ C 00 .
Corollary 5.5. Let −1 < α < ∞, and let µ be a positive finite Borel measure on T. Then for every f ∈ P 2 (A α + µ) and
Proof. Clearly,
We have
because of |b λ | = 1 on T and 1 > 1/(α + 2) for −1 < α < ∞.
Recall the following definition. Definition. Let E be a closed subset of T, and let
Let w ∈ L 1 (T, m), w ≥ 0 a.e. on T. Then P 2 (wm) = L 2 (wm) if and only if log w ∈ L 1 (T, m), and then S wm ∼ = U (σ), where σ ⊂ T is a measurable set such that wm and m| σ are mutually absolutely continuous. If log w ∈ L 1 (T, m), then there exists an outer function ψ ∈ H 2 such that |ψ| 2 = w a.e. on T. Then (5.2)
and S wm ∼ = S In Theorems 5.6 and 5.7, we consider nontangential boundary values of functions from P 2 (µ) for some measures µ. Nontangential boundary values of functions from P t (µ) with 1 ≤ t < ∞ are considered in [4] in relation to another questions, see also references therein, especially [1] , [12] , [13] , [18] , and [2] . In Theorems 5.6 and 5.7 we formulate particular cases of these results in the form convenient to our purpose. Theorems 5.6 and the main part of Theorem 5.7 were proved in [8, Sec. 2] for α = 0, but the proofs are the same in the case of −1 < α ≤ 0 (because the estimate (5.1) involves the estimate |f (z)| ≤ C α f P 2 (Aα) 1−|z| 2 for −1 < α ≤ 0, which is used in [8, Sec. 2]), therefore, the proofs of Theorem 5.6 and of the main part of Theorem 5.7 are omitted. In addition, to prove Theorems 5.6 and 5.7, one needs to apply the notion of isometric asymptote (see Sec. 2 of this paper and references therein).
Theorem 5.6. [8] Let −1 < α ≤ 0, and let E ⊂ T be a closed set such that 0 < m(E) < 1 and E satisfies the Carleson condition. Then the functional f → f (z) is bounded on P 2 (A α + m| E ) for every z ∈ D. Furthermore, for f ∈ P 2 (A α +m| E ) the restriction f | D is analytic on D, f | D has nontangential boundary values a.e. on E with respect to m, which coincide with f | E . Therefore, S Aα+m| E ∈ C 10 . Also, I − S * Aα+m| E S Aα+m| E is compact, and (S Aα+m| E ) (a) + = U (E). Thus, S Aα+m| E is not similar to an isometry.
Theorem 5.7.
[8] Let −1 < α ≤ 0, and let w ∈ L 1 (T, m). Suppose that for every closed arc J ⊂ T \ {1} there exist two constants 0 < c J < C J < ∞ such that c J ≤ w ≤ C J a.e. on J (with respect to m). Then the functional f → f (z) is bounded on P 2 (A α + wm) for every z ∈ D. Furthermore, for f ∈ P 2 (A α + wm) the restriction f | D is analytic on D, f | D has nontangential boundary values a.e. on T with respect to m, which coincide with f | T . Therefore, S Aα+wm ∈ C 10 . Also, I − S * Aα+wm S Aα+wm is compact, (S Aα+wm ) (a) + = S wm , and the canonical mapping which intertwines S Aα+wm with S wm is the natural imbedding
Therefore, (i) S Aα+wm ∼ S if and only if log w ∈ L 1 (T, m); (ii) S Aα+wm is similar to an isometry if and only if S Aα+wm ≈ S; (iii) S Aα+wm ≈ S if and only if log w ∈ L 1 (T, m) and for every h ∈ H 2 there exists f ∈ P 2 (A α + wm) such that f | T = h/ψ a.e. on T (with respect to m), where ψ ∈ H 2 is an outer function such that |ψ| 2 = w a.e. on T.
Remark. In the conditions of Theorem 5.7, let h, ψ ∈ H 2 , ψ(z) = 0 for every z ∈ D, f ∈ P 2 (A α + wm), and f | T = h/ψ a.e. on T (with respect to m). Then f (z) = h(z)/ψ(z) for every z ∈ D. Indeed, set g(z) = h(z)/ψ(z), z ∈ D. Then g is a function analytic on D, and g has nontangential boundary values h(ζ)/ψ(ζ) for a.e. ζ ∈ T. Then f − g is a function analytic on D, and f − g has zero nontangential boundary values a.e. on T. By Privalov's theorem (see, for example, [5, Theorem 8.1] ), f (z) = g(z) for every z ∈ D. Therefore, if the conditions (iii) of Theorem 5.7 are fulfilled, then P 2 (A α + wm) = H 2 /ψ as the set, and the norms on these spaces are equivalent.
Proof of Theorem 5.7. The main part of Theorem 5.7 is proved in [8, Sec. 2] . Let X be the imbedding,
Then XS Aα+wm = S wm X. Since S Aα+wm ∈ C 1· , ker X = {0}, therefore, X is a quasiaffinity which realizes the relation S Aα+wm ≺ S wm . If log w ∈ L 1 (T, m), then S wm ∼ = S, therefore, S Aα+wm ≺ S. Since S Aα+wm is a cyclic contraction, S Aα+wm ∼ S by Theorem B(5). The "if" part of (i) is proved. The assumptions of the "if" part of (iii) mean that XP 2 (A α + wm) = P 2 (wm), see (5.2). Thus, X realizes the relation S Aα+wm ≈ S wm , and, since S wm ∼ = S, the relation S Aα+wm ≈ S is proved. Now suppose that S Aα+wm ≈ V , where V is an isometry. Then, by [11, Theorem 1] (see Sec. 2 of this paper), XP 2 (A α + wm) = P 2 (wm) and V ∼ = S wm . Since S Aα+wm ∈ C 10 , S wm ∈ C 10 . By [14, A.4.1.5 ] (see the description of S wm before (5.2) in this paper), log w ∈ L 1 (T, m) and S wm ∼ = S. The parts (ii) and (iii) are proved. Now suppose that S Aα+wm ∼ S. By [11, Theorem 1] , see also [16, Ch. IX.1], there exists an operator Y : P 2 (wm) → H 2 such that Y S wm = SY and clos Y P 2 (wm) = H 2 . If log w ∈ L 1 (T, m), then S wm is unitary, and from the relations Y * S * = S * wm Y * and ker Y * = {0} we conclude that S * ∈ C 1· , a contradiction. Therefore, log w ∈ L 1 (T, m). The "only if" part of (i) is proved.
The following lemma is a variant of [9, Theorem 1.7].
Lemma 5.8. Let −1 < α < ∞, and let β ∈ R. Put ϕ β (z) = 1/(1 − z) β , z ∈ D. Then ϕ β ∈ H 2 if and only if β < 1/2, and ϕ β ∈ P 2 (A α ) if and only if β < 1 + α/2.
, where Γ is the Gamma function, and for every function f analytic on
n!Γ(β) , n ≥ 0, we have that ϕ β ∈ P 2 (A α ) if and only if the series
Therefore, the series
n!Γ(α+n+2) converges if and only if β < 1 + α/2. The first statement of the lemma can be proved similarly.
Lemma 5.9. Let −1 < α ≤ 0, and let β < −1 − α. Then S Aα+|ϕ β |m ∼ S, but S Aα+|ϕ β |m is not similar to an isometry.
Proof. By Theorem 5.7(i), S Aα+|ϕ β |m ∼ S. Put ψ = ϕ β/2 . Clearly, |ψ| 2 = |ϕ β |. By (5.2), P 2 (|ϕ β |m) = H 2 /ψ. By Theorem 5.7(iii), if S Aα+|ϕ β |m is similar to an isometry, then H 2 /ψ = P 2 (A α + |ϕ β |m) ⊂ P 2 (A α ). Take γ, 1 + α/2 + β/2 ≤ γ < 1/2. Put h = ϕ γ . Then h ∈ H 2 , and h/ψ = ϕ γ−β/2 ∈ P 2 (A α ) by Lemma 5.8. Therefore, S Aα+|ϕ β |m is not similar to an isomertry.
Corollary 5.10. Let 0 < δ < 1, and let E ⊂ T be a closed set satisfying the Carleson condition and such that 0 < m(E) < 1. Then there exist operatorvalued inner functions F k , such that F k satisfy (1.2), and (1.3) with δ, and F k are not left invertible, k = 1, 2, 3. Also, F 1 , F 2 , F 3 satisfy (1.4), (1.6), (1.5), respectively, F 3 has an outer left scalar multiple, and I − F 3 (z) * F 3 (z) ∈ S 1 for every z ∈ D.
Remark. Since F 3 is not left invertible, F 3 does not satisfy (1.7), see [22] .
Proof of Corollary 5.10. Put α = 1/ max(δ 2 , 1/2) − 2, then −1 < α ≤ 0. Take β < −1 − α. Put H 1 = P 2 (A α ), H 2 = P 2 (A α + m| E ), H 3 = P 2 (A α + |ϕ β |m), T 1 = S Aα , T 2 = S Aα+m| E , T 3 = S Aα+|ϕ β |m . Clearly, T k are cyclic contractions, k = 1, 2, 3, T 1 ∈ C 00 , and T k ∈ C 10 by Theorems 5.6 and 5.7, k = 2, 3. By Corollary 5.5, Indeed, let k be fixed, and let λ ∈ D. Then there exists g λ ∈ H k such that f (λ) = (f, g λ ) for every f ∈ H k . Since (b λ (T k )f )(z) = b λ (z)f (z) for every z ∈ D, f ∈ H k , it is clear that g λ ∈ H k ⊖b λ (T k )H k . Since T k is cyclic, T k −λI is cyclic, too, therefore, dim
The equality (5.4) is proved. Now find the unitary asymptotes of T k , k = 1, 2, 3, see Sec. 2 of this paper and references therein. Since T 1 ∈ C 00 , T Also, T 1 is not similar to an isometry, because T 1 ∈ C 00 , and T 2 and T 3 are not similar to an isometry by Theorem 5.6 and Lemma 5.9, respectively. Now put F k = Θ T k , that is, F k is the characteristic function of the contraction T k , k = 1, 2, 3, see Sec. 3 of this paper and references therein. Since T k ∈ C ·0 , F k are inner. By (5.3) and Lemma 3.2(i), F k satisfy (1.3) with δ. By (5.4) and Lemma 3.2(ii), F k satisfy (1.2). F k are not left invertible, because of T k are not similar to an isometry, see Theorem A. F 1 , F 2 , F 3 satisfy (1.4), (1.6), (1.5), respectively, because of (3.7) and (5.5). Since T 3 ∼ S (by Lemma 5.9), F 3 has an outer left scalar multiple by Theorem B (6) , and I − F 3 (z) * F 3 (z) ∈ S 1 for every z ∈ D by Lemma 3.2(iii) and Theorem B(2).
