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Abstract
We propose local segmentation of multiple sequences sharing a com-
mon time- or location-index, building upon the single sequence local
segmentation methods of Niu and Zhang (2012) and Fang, Li and
Siegmund (2016). We also propose reverse segmentation of multiple se-
quences that is new even in the single sequence context. We show that
local segmentation estimates change-points consistently for both single
and multiple sequences, and that both methods proposed here detect
signals well, with the reverse segmentation method outperforming a
large number of known segmentation methods on a commonly used
single sequence test scenario. We show that on a recent allele-specific
copy number study involving multiple cancer patients, the simultane-
ous segmentations of the DNA sequences of all the patients provide
information beyond that obtained by segmentation of the sequences
one at a time.
1 Introduction
The segmentation of a single sequence of length T using hidden Markov
models dates back to the seminal papers of Barnard (1959) and Chernoff
and Zacks (1964). Yao (1984) and Lai and Xing (2011) revisited the hidden
Markov model, but making important changes that improve, for example,
the computational time required from 2T to T 3 and T 2 respectively. More
generally a Bayesian approach can be adopted, the resulting computational
complexity handled either via dynamic programming with the use of conju-
gate priors, see for example Du, Kao and Kou (2016), or by using sampling
algorithms such as Markov chain Monte Carlo (see Chib, 1998) and particle
filtering (see Koop and Potter, 2007).
Another type of algorithms are the so-called top-down approaches in
which the change-points are added one at a time using global test statistics.
Well-known examples of this approach include the circular binary segmenta-
tion (CBS) method of Olshen, Venkatraman, Lucito and Wigler (2004) and
the modified BIC method of Zhang and Siegmund (2007).
More recently that have been keen interest in the use of local test statis-
tics in a bottom-up approach in which a large number of small segments are
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tested for the presence of change-points within the segments. Notable exam-
ples include Fryzlewicz (2014) and Baranowski, Chen and Fryzlewicz (2016),
where the segments are generated randomly, as well as Niu and Zhang (2012)
and Fang, Li and Siegmund (2016), where the segments are generated sys-
tematically. Fang et al. (2016) improves upon Niu and Zhang (2012) by
considering a wider-class of local test statistics, albeit with increase of the
computational complexity, from T to T 3.
We propose here two algorithms for multi-sequence segmentation that
use the bottoms-up approach. The first is similar to that in Fang et al.
(2016) but with a more selective choice of segments for testing, and with an
additional post-segmentation adjustment that improves upon the accuracy
of the change-point estimation. The second is a total reverse of binary
segmentation. Starting with the hypothesis that every location is a change-
poiny, the putative change-points are deleted one at a time.
An important application of these algorithms is the simultaneous seg-
mentation of multiple DNA sequences. A popular dataset, provided by
Bredel et al. (2005), contains the comparative genome hybridization (CGH)
observations of 26 patients with a malignant type of brain tumor. Lai,
Johnson, Kucherlapati and Park (2005) analyze 13 approaches, all applying
sequence segmentation one at a time, not taking into account the possibility
of change-point locations common among the 26 patients. This study has
motivated a literature on the estimation of change-point based on a multi-
sequence approach, see for example Siegmund, Yakir and Zhang (2011), Cai,
Jeng and Li (2011) and Chan and Walther (2015). These approaches are
however built-upon a restricted model in which there are potentially one or
more segments for which a subset of the sequences have distributions devi-
ating from a baseline. Our multi-sequence approach admits a more complex
change-point model in line with the model used in sequence segmentation.
In addition to analysis on this classical dataset, we also apply our methods
on a recent multi-patient allele-specific copy number aberration dataset.
The outline of this paper is as follows. In Section 2 we introduce the local
approach for sequence segmentation using a representative set of window-
sizes, and show that it provides consistent estimation of change-points. In
Section 3 we introduce the reverse segmentation approach for the estimation
of change-points. In Section 4 we extend these methods to multi-sequence
segmentation. In Sections 5 and 6 we apply these methods on simulation
studies and CGH array datasets. In Sections 7 and 8 we prove the theorems
of Sections 2 and 4 respectively.
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2 Local segmentation
We consider here the simplest case of detecting mean shifts in a sequence
of normal observations with known variance. The method can be similarly
applied to the detection of parameter changes in exponential families us-
ing, for example, likelihood ratio test statistics. In Section 4 we extend
the methodology to the detection of simultaneous mean shifts in multiple
sequences.
Consider observations Y = (Y1, . . . , YT ), with
Yt = µt + ǫt, (2.1)
and ǫt
i.i.d.∼ N(0, 1). Let µt be constant within each segment defined by the
change-points τ1 < · · · < τJ . That is τ := {τj : 1 ≤ j ≤ J} is the set of all t
such that µt 6= µt+1. Let Y¯t,k = k−1(St+k − St), where St =
∑t
1 Yu, and let
X(t, k, ℓ) =
|Y¯t,k − Y¯t−ℓ,ℓ|√
k−1 + ℓ−1
. (2.2)
Let λk,ℓ be the threshold for concluding that t is a change-point.
Because it is likely that the thresholds are exceeded not just at τj, but
also at multiple t near τj , the question arises as to how to select the best
τ̂j . There is also a computational issue as the total computational cost can
go up to T 3 if all (t, k, ℓ) are considered. Niu and Zhang (2012) considers
the ranking and selection of change-points based on the values of X(t, k, k)
for a select number of k-values, and applies BIC to obtain Ĵ . Fang, Li
and Siegmund (2016) consider all possible (t, k, ℓ), giving priority to those
X(t, k, ℓ) for which k + ℓ is minimized (hence local).
We strike a compromise by selecting a representative set KT of (k, ℓ)-
values so that computational cost is of a manageable T log T . More specifi-
cally, let r > 1 and h ≥ 1 be user-specified. For a ≥ 0, let fa = ⌊ra⌋, where
⌊·⌋ denotes the greatest integer function, and let
KT = {(fa, fb) : fa + fb ≤ T, h−1 ≤ fb/fa ≤ h}. (2.3)
Local segmentation
1. Find A = {(t, k, ℓ) : (k, ℓ) ∈ KT ,X(t, k, ℓ) ≥ λk,ℓ}. Arrange the
members of A, denoted by (ti, ki, ℓi), in increasing order of max(ki, ℓi),
followed by increasing order of min(ki, ℓi), followed by decreasing order
of X(ti, ki, ℓi).
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2. Initializing with τ 0 = ∅, for i = 1, . . . , |A|:
(a) If [ti − ℓi + 1, ti + ki − 1] ∩ τ̂ i−1 = ∅, then let τ̂ i = τ̂ i−1 ∪ {ti}.
(b) Otherwise let τ̂ i = τ̂ i−1.
Let τ̂ = τ̂ |A|(= {τ̂j : 1 ≤ j ≤ Ĵ} with τ̂1 < · · · < τ̂Jˆ).
3. Initializing with τ̂∗0 = 0, for j = 1, . . . , Ĵ : Let
τ̂∗j = arg max
τˆ∗j−1<t<τˆj
X(t, τ̂j+1 − t, t− τ̂∗j−1).
Let τ̂ ∗ = {τ̂∗j : 1 ≤ j ≤ Ĵ}.
Step 3 is a post-segmentation adjustment that we find can improve the
accuracy of the change-point location estimation by a few percentage points.
This is because while the use of local test statistics is good for the identifica-
tion of change-points, the estimation of τj is better when more information
is utilized.
In Theorems 1 and 2 below, we show the consistency of τ̂ for the two
cases λk,ℓ =
√
2 log( eTmin(k,ℓ) + c and λk,ℓ =
√
2 log T + c, as c→∞ and T →
∞. From the asymptotic point of view as given in Theorems 1 and 2, the
first choice of λk,ℓ can detect change-points lying far apart better, without
loss of performance for the detection of change-points lying close together.
However in practice for finite T , the second choice of λk,ℓ is substantially
more sensitive in the detection of change-points lying close together, can be
be seen from the simulation study in Section 5.
Let d = min1≤j≤J+1(τj−τj−1), ∆j = µτj+1−µτj (with convention τ0 = 0
and τJ+1 = T ) and ∆ = min1≤j≤J |∆j |.
Theorem 1. Consider local segmentation of a sequence following (2.1) us-
ing the local test statistics as given in (2.2), with window-sizes (2.3) and
thresholds
λk,ℓ =
√
2 log[eT/min(k, ℓ)] + c. (2.4)
(a) If J = 0 and c→∞ as T →∞, then P{Ĵ = 0} → 1.
(b) If J > 0 and c→∞, d→∞ as T →∞, and
lim inf
T→∞
(∆2d)/λ2d,d > 2r, (2.5)
then P{Ĵ = J} → 1 and
max
1≤j≤J
∣∣∣ τ̂j − τj
T
∣∣∣ = Op((√2 log(∆2T ) + c)2
∆2T
)
. (2.6)
4
The detection lower bound in (2.5) is smaller than in Theorem 2.6 of
Frick, Munk and Sieling (2014), for their (multiscale) SMUCE algorithm. It
was shown there that consistency of their change-points can be achieved if
lim inf
T→∞
∆2d
2 log(T/d)
> 4. (2.7)
By choosing r close to 1 and c → ∞ slowly, we reduce the constant in the
right-hand side of (2.7) from 4 to effectively 2.
Theorem 2. Consider local segmentation of a sequence as in Theorem 1,
but with thresholds
λk,ℓ =
√
2 log T + c. (2.8)
For this case the results of Theorem 1 still hold.
3 Reverse segmentation
The idea of pruning in the search of the optimal set of change-points has been
considered recently in Killick, Fernheard and Eckley (2012), where it was
shown that the computational time of a class of cost-minimizing algorithms
can be reduced from quadratic or cubic to linear. What we suggest here has
similar time-savings, however our motivations come chiefly from the ideas
embedded within local segmentation, that significance of local test statistics
take priority over global ones in the estimation of change-points.
The proposed algorithm, which we call reverse segmentation, is totally
opposite of binary segmentation, with putative change-points being deleted
one at a time instead of being added. Hence like in local segmentation, local
test statistics are considered first before global ones. An advantage of work-
ing in this way is that a ranking of the change-points arises independently of
any stipulated threshold. The threshold only serves to identify the number
of change-points to be considered significant.
As before, let us illustrate on (2.1), letting X(t, k, ℓ) be given as in (2.2).
Let c > 0 be a user-specified threshold.
Reverse segmentation
1. Initializing with τ̂ T−1 = {0, . . . , T}, for j = (T − 1), . . . , 1: Express
τ̂ j = {τ̂0, . . . , τ̂j+1}, with τ̂0 < · · · < τ̂j+1.
(a) If
min
1≤i≤j
X(τ̂i, τ̂i+1 − τ̂i, τ̂i − τ̂i−1) < c, (3.1)
then let τ̂ j−1 = τ̂ j \ {τ̂i}, where i is the minimizer of (3.1).
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(b) Otherwise let Ĵ = j, τ̂ = τ̂ j \ {0, T}, and end the algorithm.
2. Initializing with τ̂∗0 = 0 (and τ̂ Jˆ = {τ̂0, . . . , τ̂Jˆ+1}), for j = 1, . . . , Ĵ :
Let
τ̂∗j = arg max
τˆj−1<t<τˆj+1
X(t, τ̂j+1 − t, t− τ̂∗j−1).
Let τ̂ ∗ = {τ̂∗j : 1 ≤ j ≤ Ĵ}.
4 Multi-sequence detection
We consider here the situation of N observed sequences, Yn = (Y n1 , . . . , Y
n
T ),
1 ≤ n ≤ N , with
Y nt = µ
n
t + ǫ
n
t , (4.1)
with ǫnt
i.i.d.∼ N(0, 1). Let τ = {t : µnt 6= µnt+1 for some n}. In this section we
shall show the extend to which detection power is increased when we pool
information across sequence to estimate τ directly, instead of estimating
each τn := {n : µnt 6= µnt+1} separately. The following test statistics are
considered, in conjunction with either local or reverse segmentation.
1. The higher-criticism test statistic, see Donoho and Jin (2004),
X(t, k, ℓ) = max
1≤n≤N/2
n−Np(n)kℓ√
Np(n)kℓ(1− p(n)kℓ)
,
where p(1)kℓ ≤ · · · ≤ p(N)kℓ are the ordered two-sided p-values of
Znt,k,ℓ := (Y¯
n
t,k − Y¯ nt−ℓ,ℓ)/
√
k−1 + ℓ−1, 1 ≤ n ≤ N.
2. The Berk-Jones test statistics, see Berk and Jones (1979),
X(t, k, ℓ) = N max
1≤n≤N/2
B+( nN , p(n)kℓ),
where
B+(u, p) =
{
u log(up ) + (1− u) log(1−u1−p ) if u > p,
0 otherwise.
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3. The score test statistic, see Siegmund, Yakir and Zhang (2011) and
Chan (2016),
X(t, k, ℓ) =
N∑
n=1
log(1 + p0{exp[(Znt,k,ℓ)2/4]/
√
2− 1}),
where p0 =
√
(log T )/N .
The higher-criticism and Berk-Jones test statistics are well-known to be
optimal in the identification of sparse normal mixtures, and when applied
here they have the effect of providing good detection capabilities when only a
small fraction of the sequences exhibit changes at a particular location. The
score test, which was proposed more recently for sequential change-point
detection, has similar capabilities.
Let ∆nj = µ
n
τj − µnτj−1 and let Nj = |{n : |∆nj | ≥ ∆}| for some positive
∆. Let d = min1≤j≤J+1(τj − τj−1). In Theorem 3 below, we show to what
extend changes can be detected when
log T ∼ N ζ for some 0 < ζ < 1, (4.2)
min
1≤j≤J
(Nj/N) ≥ N−β+ǫ for some 0 < β < 1− ζ, (4.3)
with 0 < ǫ ≤ 1 − β. For the range 0 < ζ < 1 and 1−ζ2 < β < 1− ζ, there is
an asymptotic constant for the detection boundary given by
ρ(β, ζ) =
{
β − ζ−12 if 1−ζ2 < β ≤ 3(1−ζ)4 ,
(
√
1− ζ −√1− ζ − β)2 if 3(1−ζ)4 < β < 1− ζ.
This is a two-dimensional extension of the constants ρ(β, 0), associated with
the detection of sparse normal mixtures, see Donoho and Jin (2004) and
Chan and Walther (2015).
In Theorem 3 below, under case i, we show that the minimum required
∆2d for successful detection is reduced from about
√
2 log(eTd ) (∼
√
2N ζ for
small d) in single sequence segmentation, see (2.5), to order logN in multiple
sequence segmentation. To avoid complications in the proof of Theorem 3,
we replace step 2 with the following more stringent rule for admitting a
change-point.
2′. Initializing with B0 = τ̂ 0 = ∅, for i = 1, . . . , |A|:
(a) If (ti − ℓi, ti + ki] ∩ (t − ℓ, t + k] = ∅ for all (t, k, ℓ) ∈ Bi−1, then let
Bi = Bi−1 ∪ (ti, ki, ℓi) and τ̂ i = τ̂ i−1 ∪ {ti}.
(b) Otherwise let Bi = Bi−1 and τ̂ i = τ̂ i−1.
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Theorem 3. Assume (4.2) and (4.3). Consider local segmentation with the
score test, applying window-sizes (2.3). The following holds if we apply a
constant threshold c ∼ a log T for some a > 1 as T →∞.
(a) If J = 0, then P{Ĵ = 0} → 1.
(b) Consider J > 1 and d→∞ as T →∞.
i. If 1−ζ2 < β < 1− ζ and
lim inf
T→∞
∆2d
logN
> 8rρ(β, ζ), (4.4)
then P{Ĵ = J} → 1 and
max
1≤j≤J
∣∣∣ τ̂j − τj
T
∣∣∣ = Op( logN
∆2T
)
. (4.5)
ii. If β < 1−ζ2 and
lim inf
T→∞
∆2d
Nβ−
1
2
√
log T
> 0, (4.6)
then P{Ĵ = J} → 1 and
max
1≤j≤J
∣∣∣ τ̂j − τj
T
∣∣∣ = Op(Nβ− 12√log T
∆2T
)
. (4.7)
5 Numerical studies
We compare here the performance of the local and reverse segmentation
algorithms, on a simulation study and on a CGH array dataset. The thresh-
olds for these algorithms are chosen to satisfy a 0.05 global false detection
probability.
Example 1. Consider (2.1) with T = 500 and ǫt
i.i.d.∼ N(0, 0.252). The
objective is to estimate τ for
µt =

1 if t ∈ ∪5i=1Ii, where I1 = [49, 50], I2 = [147, 151],
I3 = [245, 254], I4 = [340, 349], I5 = [430, 469],
0 otherwise.
(5.1)
Under (5.1), J = 10 with 2 change-points corresponding to each Ii.
A comprehensive simulation study was conducted in Du, Kao and Kou
(2016), with comparisons of their proposed marginal likelihood algorithm
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P{Îi = Ii}
Ĵ − J i = 1 i = 2 i = 3 i = 4 i = 5
Marg. Like. (A) 6.01 0.861 0.890 0.883 0.877 0.832
Marg. Like. (B) −0.04 0.625 0.877 0.880 0.905 0.876
Reverse −0.11 0.803 0.889 0.901 0.902 0.893
Potts −0.32 0.696 0.903 0.904 0.909 0.832
Local (constant) −0.33 0.678 0.902 0.886 0.896 0.909
Quasi −0.58 0.621 0.902 0.905 0.913 0.887
mBIC −0.70 0.578 0.903 0.905 0.912 0.890
Local (multiscale) −0.76 0.486 0.888 0.904 0.896 0.909
SMUCE −1.17 0.168 0.868 0.905 0.916 0.894
CBS −1.77 0.006 0.904 0.907 0.907 0.890
Table 1: Signal detection probabilities of various sequence segmentation
algorithms.
against a number of competitors: the Potts functional method of Boysen
et al. (2009), the quasi-likelihood method of Yao (1988), the modified BIC
method of Zhang and Siegmund (2007), the SMUCE method of Frick, Munk
and Sieling (2014) and the CBS method of Olshen et al. (2007). They
generated 1000 datasets from (2.1) and (5.1), to estimate both Ĵ − J and
P{Îi = Ii}, i = 1, . . . , 5. They defined {Îi = Ii} to have occurred when
[τ2i−1, τ2i]∩τ̂ = {τ2i−1, τ2i}, that is when the change-points of the ith interval
are estimated exactly, with no estimated change-points in between.
We add onto the study of Du et al. (2016) by segmenting the simulated
datasets using both local and reverse segmentation, checking whether {Îi =
Ii} has occurred with τ̂ ∗. For local segmentation, we select window-sizes
(2.3) with parameters r = 1.2 and h = 10. Both the multiscale threshold
(2.4) and constant threshold (2.8) are applied.
The simulation outcomes, in Table 1, show that local segmentation com-
pares well against the competition, with the constant threshold version doing
substantially better in the detection of I1. The reverse segmentation algo-
rithm has the best performance among all algorithms considered, achieving
an 80% accuracy in the estimation of I1, and unlike version A of the marginal
likelihood algorithm, it does not over-estimate J .
Example 2. We consider the CGH array dataset studied in Lai et al.
(2005), Du, Kao and Kou (2016) and Fang, Li and Siegmund (2016). The
full dataset consists of the CGH array data of N = 26 individuals, with
chromosome 7 of GBM29 and chromosome 13 of GBM31 being highlighted
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by these papers.
We first apply the local and reverse segmentation algorithms on the high-
lighted cases. For chromosome 7 of GBM29, both the local (using constant
threshold) and reverse segmentation algorithms estimate the change-points
by τ̂ = {81, 85, 89, 96, 123, 133}. For chromosome 13 of GBM31, the reverse
segmentation algorithm gives τ̂ = {317, 318, 538, 727, 728} whereas the local
segmentation algorithm does not give 317 as a change-point. These results
are largely consistent with what has been found earlier.
We next apply multi-sequence segmentation (ignoring locations with
missing observations) for chromosome 7 of the N = 26 individuals, using
the score, Berk-Jones and higher-criticism test statistics, with reverse seg-
mentation. For the score test, there are a total of 26 estimated change-points
when the threshold is simulated using (4.1), and 17 change-points when the
threshold is simulated by permuting the observations within each sequence.
In Figure 1 we compare the top 5 and top 10 multi-sequence change-
points using the score test statistic against the total number of change-points
when the 26 sequences are segmented individually using reverse segmenta-
tion. We see that multi-sequence segmentation provide us with a useful
guide on what to investigate, summarizing and adding onto the information
given by the total number of estimated change-points of the sequences when
segmented separately.
When we repeat the exercise using the Berk-Jones test, we found that
the only difference is the relocation of the change-point from 147 to 149.
When applying Tukey’s higher-criticism test, there are more substantial
differences, with the top 5 change-points being {82, 119, 125, 132, 147}, and
the next 5 being {30, 31, 85, 89, 96}. Closer examination of the z-scores reveal
the differences in this example to be mainly due to the score and Berk-Jones
tests tending to favor change-points with many large z-values among the N
sequences, and the higher-criticism test tending to favor change-points with
one large z-value.
6 Multi-sample allele-specific copy number varia-
tion detection
Everyone inherits two copies of the genome, one each from his or her fa-
ther and mother. Tumor cells often undergo somatic structural mutations
that delete or amplify certain chromosomal segments in one or both copies.
These somatic copy number aberrations (CNAs) play critical roles in cancer
progression, and their accurate detection and characterization is important
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for disease prognosis and treatment. A challenging problem in the anal-
ysis of tumor genome is to accurately estimate the number of copies of
each inherited allele, sometimes called the allele-specific copy number or the
parent-specific copy number.
Methods for quantifying CNAs have evolved with the advance of tech-
nology, from traditional spectral karyotyping to array-based CGH, to sin-
gle nucleotide polymorphism (SNP) genotyping arrays, and more recently
to high throughput sequencing-based methods. As one of the earliest high
throughput methods, CGH allows the genome-wide assessment of the sum of
the copy numbers of the two inherited chromosomes. In contrast genotyping
microarrays, which have probes that target the different alleles separately
at single nucleotide polymorphic sites, allow the estimation of allele-specific
copy numbers. High throughput sequencing is a natural platform for allele-
specific copy number estimation, since at heterozygous loci both alleles will
be sequenced and observed in the data. High throughput sequencing can
provide much finer resolution than genotyping microarrays, especially for
allele-specific analysis. This is because most polymorphic loci have low mi-
nor allele frequency and are not targeted by the probes on standard geno-
typing microarrays.
Allele-specific copy number estimation is especially important for the
detection of copy-neutral loss-of-heterozygosity, where a region on one chro-
mosome is replaced by the same region duplicated from the other homolo-
gous copy, resulting in an unchanged total copy number. For CNAs that do
involve changes in total copy number, it is often important to know whether
one or both of the inherited alleles are affected. Thus in addition to methods
for total copy number estimation, methods for allele-specific copy number
estimation have received increasing attention.
Current procedures advocate the processing of samples one at a time
in the detection of allele-specific copy number variation. For the study of
cancer prognosis, detecting changes that are shared by a certain number of
patients is of scientific importance since the changes can be due to driver
mutations that play critical roles in the prognosis. In this work we pool
data across individuals to boost detection power of simultaneous changes
occurring in a fraction of the sequences.
The problem can be formulated as follows. After proper data transfor-
mation [cite], each individual n ∈ {1, . . . , N} has two sequences,
Y nt = µ
n
t + ǫ
n
t , ǫ
n
t
i.i.d.∼ N(0, σ21)
Znt = α
n + ξnt , ξ
n
t
i.i.d.∼ 12N(−bnt , σ22) + 12N(bnt , σ22),
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where µnt and b
n
t are piecewise constant functions of t, possibly sharing the
same change-points. In addition when t is a homogeneous site in individual
n or when the copy numbers of the two alleles are the same, bnt = 0.
We apply either local or reverse segmentation, on the Berk-Jones test
statistic
X(t, k, ℓ) = N
[
max
1≤n≤N
2
B+( nN , p(n)kℓ)
]
,
where p(1)kℓ ≤ · · · ≤ p(N)kℓ are the ordered two-sides p-values of
V nt,k,ℓ :=
(Y¯ nt,k − Y¯ nt−ℓ,ℓ)2
σ̂21(k
−1 + ℓ−1)
+ 2 logUnt,k,ℓ,
where Unt,k,ℓ is the generalized likelihood ratio test statistic for testing
H0 : b
n
t = constant on (t− ℓ, t+ k],
vs H1 : there is a change-point at t.
We use the χ22-distribution to convert V
n
t,k,ℓ to its p-value.
We estimate αn by the sample average of Znt . We suggest the following
recursive procedure for the estimation of σ21 and σ
2
2 . First estimate σ
2
1 by
half the sample variance of {Y nt+1 − Y nt : 1 ≤ t ≤ (T − 1), 1 ≤ n ≤ N}, and
σ22 by the sample variance of {Znt − α̂n : 1 ≤ t ≤ T, 1 ≤ n ≤ N}. After the
segmentation has been completed, re-estimate σ21 and σ
2
2 (together with µ
n
t
and bnt ) using maximum likelihood, and repeat.
7 Proofs of Theorems 1 and 2
Let Φ¯(z) =
∫∞
z φ(x)dx, where φ(x) = (2π)
− 1
2 e−
x2
2 is the standard nor-
mal density function. Let Zt,k,ℓ = (ǫ¯t,k − ǫ¯t−ℓ,ℓ)/
√
k−1 + ℓ−1, where ǫ¯t,k =
k−1
∑t+k
t+1 ǫu. In the case of J = 0, X(t, k, ℓ) = |Zt,k,ℓ|. We preface the proof
of Theorem 1 with the following lemma.
Lemma 1. Let k ≤ ℓ. For x ≥ 0, y ≥ 0 and 0 < δ ≤ 1,
P{ max
t≤u≤t+δk
|Zu,k,ℓ − Zt,k,ℓ| ≥ x} ≤ 4Φ¯( x2√δ ), (7.1)
P{ max
t≤u≤t+δk
|Zu,k,ℓ| ≥ y + x} ≤ 2Φ¯(y) + 4Φ¯( x2√δ ). (7.2)
Proof. Let
Wv = Zt+v,k,ℓ − Zt,k,ℓ
12
{
= (k−1 + ℓ−1)−
1
2
v∑
i=1
[k−1ǫt+k+i − (k−1 + ℓ−1)ǫt+i + ℓ−1ǫt−ℓ+i]
}
.
We note that {Wv : v = 0, . . . , k} are the discrete-time realizations of a
Brownian random walk, with
Var(Wv) = v(k
−1 + ℓ−1)−1[k−2 + (k−1 + ℓ−1)2 + ℓ−2] (7.3)
≤ 2v(k−1 + ℓ−1) ≤ (4v)/k.
We conclude (7.1) from (7.3) and the reflection principle. To show (7.2),
simply divide into the cases |Zt,k,ℓ| ≥ y and |Zt,k,ℓ| < y, applying (7.1) in
the second case. ⊓⊔
Proof of Theorem 1(a). Consider firstly k ≤ ℓ. By (7.2) and Bon-
ferroni’s inequality,
pk,ℓ := P{|Zt,k,ℓ| ≥ λk,ℓ for some t} ≤ Tδk [2Φ¯(y) + 4Φ¯( x2√δ )], (7.4)
where y =
√
2 log(eTk ) +
c
2 , x =
c
2 and δ =
c2/4
4(
√
2 log(eT/k)+c/2)2
. By (7.4),
pk,ℓ ≤ 6Tδk Φ¯(
√
2 log(eTk ) +
c
2) (7.5)
= o(δ−1 exp(− c2
√
2 log(eTk )))
= o(log(eTk ) exp(− c2
√
2 log(eTk ))),
uniformly over k. For k = ⌊ra⌋, log(eTk ) = 1 + log T − a log r + O(1), and
since that there are bounded many ℓ ≥ k such that λk,ℓ =
√
2 log(eTk ) + c,
and pk,ℓ = pℓ,k, it follows from (7.5) and∫ ∞
0
x exp(− c2
√
2x)dx→ 0 as c→∞,
that
∑
(k,ℓ)∈KT pk,ℓ → 0 as T → ∞. We can then conclude Theorem 1(a)
using Bonferroni’s inequality. ⊓⊔
Proof of Theorem 1(b). Let Sj = (τj−1, τj], 1 ≤ j ≤ J + 1, and
let Mt,k,ℓ = {j, . . . , j +m} if (t − ℓ, t + k] has non-empty intersection with
Sj , . . . , Sj+m. By the arguments in the proof of Theorem 1(a),
P{X(t, k, ℓ) ≥ λk,ℓ for some (k, ℓ) ∈ KT with |Mt,k,ℓ| = 1} → 0. (7.6)
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We shall next show that for 1 ≤ j ≤ J ,
P{X(τj , k, k) ≥ λk,k for some (k, k) ∈ KT with |Mt,k,k| = 2} → 1. (7.7)
By (2.5), there exists ǫ > 0 small such that for all large T , there exists
k = ⌊ra⌋ with k ≤ d such that
(∆2k)/λ2k,k ≥ 2(1 + ǫ)2. (7.8)
Hence |EYτj ,k,k| ≥ ∆
√
k/2 ≥ λk,k(1 + ǫ). Since λk,k → ∞, (7.7) indeed
holds.
It follows from (7.6), (7.7) and Lemma 2 below that P{Ĵ = J} → 1 and
that with probability approaching 1,
max
1≤j≤J
|τ̂j − τj| ≤ k, (7.9)
where k = ⌊ra⌋ is the smallest k for which (7.8) holds. In particular by
(7.8), ∆2k →∞, and hence√
2 log(∆2T ) + c ≥ λk,k for T large.
Therefore by (7.9), with probability approaching 1,
max
1≤j≤J
∣∣∣ τ̂j − τj
T
∣∣∣ ≤ (√2 log(∆2T ) + c)2
∆2T
(∆2k
λ2k,k
)
,
and (2.6) follows from the smallest k satisfying (7.8) having a bounded
(∆2k/λ2k,k). ⊓⊔
The next lemma rules out (asymptotically) the cases of two estimated
change-points for one true change-point, and one estimated change-point for
two true change-points.
Lemma 2. Assume (2.5). If |∆j | ≥ |∆j+1|, then for any 0 < δ0 < δ1 ≤ 1,
P{ max
τj+δ0ℓ≤t≤τj+δ1ℓ
X(t, k, ℓ) ≥ max(λk,ℓ,X(τj , k, ℓ))} → ∞ as T →∞,
(7.10)
uniformly over 1 ≤ j ≤ J and (k, ℓ) ∈ KT with max(k, ℓ) ≤ (1 − ǫ)d for
some ǫ > 0. In addition, (7.10) holds if δ1ℓ ≤ dǫ, without requiring that
|∆j | ≥ |∆j+1|.
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Proof. Let Ut,k,ℓ = (Y¯t,k − Y¯t−ℓ,ℓ)/
√
k−1 + ℓ−1, noting that X(t, k, ℓ) =
|Ut,k,ℓ|. We divide into the following cases.
Case 1: |EUτj ,k,ℓ| ≤
√
2 log( eTmin(k,ℓ)) +
c
2 . We shall show that in this
case,
P{ max
τj+δ0ℓ≤t≤τj+δ1ℓ
|Ut,k,ℓ| ≥ λk,ℓ} → 0. (7.11)
Case 2: |EUτj ,k,ℓ| >
√
2 log( eTmin(k,ℓ))+
c
2 . We shall show that in this case
there exists b→∞ such that
P{ max
τj+δ0ℓ≤t≤τj+δ1ℓ
|Ut,k,ℓ| ≥ |EUτj ,k,ℓ| − b} → 0. (7.12)
We first observe that uniformly over the range of t considered in (7.10),
|EUt,k,ℓ| ≤ (1− η)|EUτj ,k,ℓ| for some η > 0.
For case 1, apply (7.1) (with x = y = c2) to show (7.11). For case 2 again
apply (7.1), letting x = y = b = η3 |EUτj ,k,ℓ|, to show (7.12). ⊓⊔
Proof of Theorem 2. Since√
2 log T + c ≥
√
2 log( eTmin(k,ℓ)) + c− 1,
Theorem 2(a) follows from Theorem 1(a). The proof of Theorem 2(b) uses
arguments similar to those used to prove Theorem 1(b). ⊓⊔
8 Proof of Theorem 3
Let g(z) = log{1+p0[exp(z2/4)/
√
2−1]}, where p0 =
√
(log T )/N . We shall
let C denote a generic constant and Z a standard normal random variable.
Proof of Theorem 3(a). We check that g(Z) is a log-likelihood ratio
statistic for testing
H0 : Z ∼ N(0, 1) vs H1 : Z ∼ (1− p0)N(0, 1) + p0N(0, 2).
Hence by the independence of {Znt,k,ℓ : 1 ≤ n ≤ N} for each (t, k, ℓ), X(t, k, ℓ)
is also a log-likelihood ratio test statistic. Thus in view that c ∼ a log T for
a > 1,
P{X(t, k, ℓ) ≥ c} ≤ e−c = o((T log T )−1). (8.1)
The number of X(t, k, ℓ) considered is of order T log T and therefore Theo-
rem 3(a) follows from Bonferroni’s inequality. ⊓⊔
The proof of Theorem 3(b) requires the following lemma.
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Lemma 3. Let V =
∑N
n=1 g(Z
n) for Zn
i.i.d.∼ N(0,1). If log T ∼ N ζ , then
P (V ≥ −N ζ)→ 1 as N →∞.
Proof. Let wN =
√
2(1 − ζ) logN − log logN , and note that p0 ∼
N
ζ−1
2 . Let g˜(z) = g(z)I{|z|≤wN}. Since p0e
w2
N
4 → 0 and log(1 + w) ∼ w for
w → 0,
|Eg˜(Z)| ∼ N ζ−12
∣∣∣ ∫ wN
−wN
( 1
2
√
π
e−
x2
4 − 1√
2π
e−
x2
2 )dx
∣∣∣ (8.2)
= 2N
ζ−1
2 |Φ¯(wN )− Φ¯(wN√2 )|
∼ {2/[π(1 − ζ)]} 12N ζ−1(logN)− 14 = o(N ζ−1),
Eg˜2(Z) = N ζ−1
∫ wN
−wN
(e
x2
4 /
√
2− 1)2φ(x)dx = O(N ζ−1 logN). (8.3)
By (8.2), (8.3) and Chebyshev’s inequality,
∣∣∣ N∑
n=1
g˜(Zn)
∣∣∣ = op(N ζ) +Op(√N ζ logN),
and Lemma 3 follows from g ≥ g˜. ⊓⊔
Proof of Theorem 3(b). By (8.1), P{Ĵ > J} → 0. To show that
P{Ĵ < J} → 0, it suffices to show that for each j, there exists k = ⌊ra⌋
such that k ≤ d2 and
P{X(τj , k, k) ≥ c} → 1. (8.4)
Case 1: 1−ζ2 < β < 1− ζ. Select the smallest k = ⌊ra⌋ such that
∆2k ≥ 4ρ(β, ζ) logN. (8.5)
By (4.4) and d→∞, k ≤ d2 asymptotically. By (8.5), if |∆nj | ≥ ∆, then
|EUnτj ,k,k| ≥ ∆
√
k/2 ≥
√
2ρ(β, ζ) logN, (8.6)
where Unt,k,ℓ = (Y¯
n
t,k − Y¯ nt−ℓ,ℓ)/
√
k−1 + ℓ−1.
(a) 1−ζ2 < β <
3(1−ζ)
4 . Let
D1 = {n : |∆nj | ≥ ∆, |Unτj ,k,k| ≥ 2
√
2ρ(β, ζ) logN}.
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Since ρ(β, ζ) = β − 1−ζ2 (< 1−ζ4 ) and |{n : |∆nj | ≥ ∆}| ≥ N1−β+ǫ, it follows
from (8.6) and LLN that
|D1| ≥ [2 + op(1)]N1−β+ǫΦ¯(
√
2ρ(β, ζ) logN)
∼ CN1−2β+ 1−ζ2 +ǫ(logN)− 12 ,
and therefore by g(z) ∼ N ζ−12 (e z
2
4 /
√
2 − 1) for |z| ≤ 2√2ρ(β, ζ) logN and
the stochastic monotonicity of g(µ + Z) with respect to |µ|,
N∑
n=1
[g(Unτj ,k,k)− g(Znτj ,k,k)]
≥ [1 + op(1)]
∑
n∈D1
[g(Unτj ,k,k)− g(Znτj ,k,k)]
≥ [1 + op(1)]|D1|g(2
√
2ρ(β, ζ) logN)
∼ 2− 12 |D1|N2β+
3(ζ−1)
2 (logN)−
1
2 = CN ζ+ǫ(logN)−
1
2 .
By Lemma 3 and c ∼ aN ζ , we conclude (8.4). It follows from the selection
of the smallest k satisfying (8.5) that (4.5) holds.
(b) 3(1−ζ)4 < β < 1− ζ. Let
D2 = {n : |∆nj | ≥ ∆, |Unτj ,k,k| ≥
√
2(1− ζ) logN}.
Similar to the arguments in (a), since ρ(β, ζ) =
√
2(1 − ζ)−√2(1 − ζ − β),
|D2| ≥ [2 + op(1)]N1−β+ǫΦ¯(
√
2(1 − ζ − β) logN) ∼ CN ζ+ǫ(logN)− 12 ,
and therefore as g(
√
2(1 − ζ) logN)→ log 2,
N∑
n=1
[g(Unτj ,k,k)− g(Znτj ,k,k)]
≥ [1 + op(1)]
∑
n∈D2
[g(Unτj ,k,k)− g(Znτj ,k,k)]
≥ [1 + op(1)]|D2|g(
√
2(1 − ζ) logN) ∼ CN ζ+ǫ(logN)− 12 ,
and so (8.4) and (4.5) follows from Lemma 3 and (8.5).
Case 2: β < 1−ζ2 . Select the smallest k = ⌊ra⌋ such that
∆2k ≥ min(1,θ)2r ∆−2N
ζ−1
2
+β[= o(1)], (8.7)
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where θ is the positive limit in (4.6). By (4.2), k ≤ d2 asymptotically. As
µ→ 0,
E[g(µ + Z)− g(Z)] ∼ 2− 12N ζ−12
∫ ∞
−∞
(e
(z+µ)2
4 − e z
2
4 )φ(z)dz ∼ α2µ2N
ζ−1
2 ,
where α =
∫∞
−∞(
d2
dz2 e
z2
4 )φ(z)dz. Hence by (8.7), LLN and |EUnτj ,k,k| =
|∆nj |
√
k/2,
N∑
n=1
[g(Unτj ,k,k)− g(Znτj ,k,k)]
≥ [1 + op(1)]
∑
n:|∆nj |≥∆
[g(Unτj ,k,k)− g(Znτj ,k,k)]
≥ [C + op(1)]N1−β+
ζ−1
2
+ǫ∆2k ∼ CN ζ+ǫ,
and (8.4) follows from Lemma 3. It follows from (4.2) and the selection of
the smallest k satisfying (8.7) that (4.7) holds. ⊓⊔
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