We use the simulated gravitational-wave data to explore the evolution of the universe in light of current observations of the Laser Interferometer Gravitational-Wave Observatory (LIGO). Taking advantage of state-of-the-art Markov Chain Monte Carlo technique to constrain the basic cosmological parameters, the Hubble constant, present matter density parameter and equation of state of dark energy, we find that LIGO needs about, at least 5-year data accumulation, namely about 1000 events, to achieve the accuracy comparable to the Planck result. We also find that, from a new information channel, the constrained value of the Hubble constant from 1000 simulated events is more consistent with the direct local observation by Riess et al. than the indirect global measurement by the Planck Collaboration at the 2σ confidence level. The combination of gravitational waves and electromagnetic signals is very prospective to reveal the underlying physics of the universe.
I. INTRODUCTION
In the past almost two decades, the late-time acceleration of the universe has been discovered and confirmed by a large number of cosmic probes such as Type Ia supernovae (SNIa) [1, 2] , cosmic microwave background (CMB) radiation [3, 4] , large scale structure (LSS) observations [5] , weak gravitational lensing [6] and so on. To explain this accelerated mechanism, physicists introduce phenomenologically a cosmic fluid with abnormal negative pressure dubbed dark energy (DE). Up to date, the most popular cosmological scenario to explain the intriguing phenomena is still the simplest one, i.e., a combination of the cosmological constant Λ and cold dark matter (CDM) component (ΛCDM model). Especially, the Planck-2015 public release with an unprecedented accuracy verified, once again, the correctness of the standard six-parameter ΛCDM cosmology [7] . To a large extent, this result enhances our confidence to the current standard cosmological paradigm. Nonetheless, this model is not as perfect as one can expect and encounters several severe challenges: (i) the so-called fine-tuning and coincidence problems [8] ; (ii) the small scale puzzles of CDM [9] ; (iii) the Hubble constant tension over 3σ confidence level (CL) between the direct local observation from Riess et al. [10] using improved SNIa calibration techniques and indirect global measurement from the Planck Collaboration under the assumption of ΛCDM [11] ; (iv) the inconsistencies of the amplitude of matter density fluctuations between the Planck CMB data and some low redshift surveys including lensing, cluster counts and redshift space distortions (RSD) [11] [12] [13] . These discrepancies indicate that the ΛCDM model still needs to be further validated at small and large scales. Meanwhile, determining the basic cosmological parameters such as the * Electronic address: Cstar@mail.nankai.edu.cn
Hubble constant and present matter density with high accuracy is one of the most urgent tasks in modern observational cosmology. Furthermore, one may naturally ask whether the late universe is dominated by the dynamical dark energy (DDE) at all, whose equation of state (EoS) is ω = −1. Therefore, it is also important to determine the value of EoS of DE with forthcoming high-precision data.
Until now, one should notice that main observations (SNIa, CMB and LSS) to explore the background evolution of the universe are based on the electromagnetic (EM) measurements. However, the observation of gravitational wave (GW) will open a new information channel to constrain the cosmological quantities. Based on the fact that the physics governing the inspiral of a binary due to GW emission is well characterized in the framework of general relativity, Schutz [14] first proposed that it is possible to implement a direct and absolute measurement of the luminosity distance to a source by measuring the gravitational waveform during the inspiral and merger of a binary. Standard sirens are GW sources for which the redshift and luminosity distance can be determined, and consequently are the GW analog to standard candles [15] [16] [17] [18] [19] [20] [21] [22] [23] . Making use of the simplicity of black holes (BH), which are completely described by mass, spin and charge, gravitational sirens can give luminosity distances without invoking the cosmic distance ladders or phenomenological scaling relations. Note that the GW sources do not provide the redshift to the source, since the redshift is highly degenerate with the intrinsic parameters of the sources. Determining accurately the redshift related to a GW source is quite a challenge in the field of GW astronomy. In the literature, there are several scenarios to address this topic such as the use of neuron star mass distribution [24] , the utilization of the tidal deformation of neutron stars [25] and the identification of an accompanying EM signal [19] [20] [21] [22] . Once the redshift of a source is determined in a statistical fashion, we can fully unlock the power of the binary sources as cosmological standard sirens in revealing the evolution of the universe.
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A century after Einsteins prediction about the existence of the GW, on September 14, 2015 at 09:50:45 UTC the two detectors of the LIGO simultaneously observed the first transient GW signal GW150914 in human history [26] . This opens the door to new areas of study not possible with light given the electromagnetically quiet nature of BH mergers, and marks the beginning of a new era of multi-messenger astronomy. What is more exciting, the LIGO collaboration reported subsequently two GW events GW151226 and GW170104 from the coalescence of two stellar-mass binary black holes (BBH) [27, 28] , which were identified with high statistical significance, as well as a candidate LVT151012 also probable to be a BBH system [29, 30] . Based on these observations, the LIGO collaboration predicts that the merger rate of BBH system will lie in the range 9-240 Gpc −3 yr −1 [30, 31] . If assuming tentatively LVT151012 is also a realistic GW event, we can find that the LIGO detected four events in about a year and a half. This implies that with increasing sensitivity, the LIGO have enough potential to detect more GW events an provide more abundant information for us. In light of current detection sensitivity of LIGO, the aim of this work is to make forecasted constraints on the basic cosmological parameters under the most optimistic assumption by using the current sparse GW data. We find that LIGO needs about at least 5-year data accumulation to achieve the accuracy comparable to the Planck results.
The structure of this work is displayed as follows. In the next section, we introduce the basic cosmological formula. In Section III, we present our simulation based on the current four GW events, while we implement the numerical analysis and exhibit our results in Section IV. The discussions and conclusions are presented in the final section.
II. BACKGROUND FORMULA
In a Friedmann-Robertson-Walker (FRW) universe, the luminosity distance d L (z) can be written as
where z denotes the redshift, c is the speed of light, the dimensionless Hubble parameter E(z) = H(z)/H 0 , the present cosmic curvature Ω k0 = −Kc 2 /(a 0 H 2 0 ), and for sinn(x) = sin(x), x, sinh(x), K = 1, 0, −1, which corresponds to a closed, flat and open universe, respectively. Since we just focus on the evolution of the late universe and the Planck CMB data has given a very stringent constraint on the present cosmic curvature Ω k0 < |0.005| [7] , we ignore the background contribution from the relativistic radiation and curvature components in the cosmic pie. To estimate the abilities of current LIGO experiment in describing the evolution of the universe, we use the simulated GW data to constrain three cosmological models: ΛCDM, ωCDM, and Chevallier-Polarski-Linder (CPL) parametrization [32, 33] . The squared dimensionless Hubble parameter of the ΛCDM model reads
where Ω m0 is the present matter density parameter. The ωCDM model regarding the DE as a single negative pressure fluid is the simplest parametrization of EoS of DE ω(z) = ω = constant, and its squared dimensionless Hubble parameter of ωCDM model is written as
If ω differs from -1, it is very likely to evolve with time. The CPL model ω(z) = ω + ω a z 1+z gives an excellent fit for a great deal of theoretically conceivable scalar field potential scenarios and provide a a good explanation for small deviation from the phantom divide (ω = −1). Meanwhile, ω(z) is also a well-behaved function at z 1 and recovers the linear behavior at low redshifts. The squared dimensionless Hubble parameter of the CPL model can be expressed as
where ω and ω a are two free parameters of CPL model. One can easily find that when ω = −1 in Eq. (3) and ω = −1 and ω a = 0 in Eq. (4), the ωCDM and CPL models reduce to the ΛCDM one (see Eq. (2) 
III. GW SIMULATION
As emphasized above, we implement tentatively the cosmological forecasts according to current GW observations of LIGO in this section. We list the available 4 GW data points in Tab. I. Note that here we have assumed LVT151012 as a realistic GW event to carry out the simulation. Through observing the data, one can find that the redshifts of 4 GW sources have large uncertainties and these error bars are almost symmetric about the best-fit redshifts. Since current GW data is very sparse and our goal is to estimate the cosmological quantities under the most optimistic assumption, we just consider the best-fit redshift points for every GW event. Although the Fermi Gamma-ray Burst Monitor (GBM) and Large Area Telescope (LAT) observations of LIGO GW events still indicate no evidence of EM counterparts [34-36], we cannot rule out the possibility of detecting accompanying EM signals with gradually improved observational techniques in the future. As a consequence, we may reasonably assume that future experiments can measure the redshifts of 4 GW sources with ultrahigh precision by identifying them as realistic EM counterparts (e.g. short and intense gamma-ray bursts). Furthermore, these measured redshifts with high accuracy can be reasonably regarded as the best-fit redshifts of 4 GW events. In addition, one can also observe that the luminosity distances of 3 GW events obey asymmetric uncertainties. For simplicity, we use the maximal ones of the upper and lower limits of data uncertainties as the errors of luminosity distances. By adding a boundary data point d L (0) = 0 into the above GW data, we show our basic 5 GW data points before the simulation in Fig.  1 . Due to the lack of redshift distribution information of GW sources and the fact the largest redshift is up to 0. Ω m0 = 0.3 standard cosmology as our fiducial model (see Fig. 1 ). By calculating the relative difference ratios of the best-fit luminosity distances of 4 GW events with respect to the corresponding values of the fiducial model at the best-fit redshifts (e.g. (880 − d L (0.18))/d L (0.18) = 0.88% for GW170104), we find that GW151226 gives the largest relative difference ratio (RDR) 6.86%. Consequently, we set a upper limit 6.86% for the RDR of luminosity distance in the process of simulation. Then, we fit a linear cubic polynomial function (LCPF) σ L (z) = −44893.4z 3 + 17059.5z 2 + 883.8z − 7.7 × 10 −14 to the basic 5 GW data points in order to ensure the redshift satisfying σ L (z) = 0 is smaller than the redshift of the first simulated event (see Fig. 2 ). For instance, if we simulate 200 GW events in the case of LCPF, the redshift z = 8.71 × 10 −17 < 0.001 is well satisfied. However, if we consider the case of a linear square polynomial function, the redshift z = 0.009 letting σ L (z) = 0 is larger than 0.001. Therefore, the LCPF is a very good choice for our simulation. Meanwhile, as similarly as done for the RDR of luminosity distance, we find that GW151226 gives the largest RDR of the error of luminosity distance 2.70% (e.g. set another upper bound on the RDR of the error of luminosity distance 2.70% in our simulation.
The simulated GW samples are generated by using
Lf id (z) and N (0,σ L (z)) denote the simulated values of luminosity distance at redshift z, fiducial values of luminosity distance at redshift z and random numbers normally distributed with mean zero and varianceσ L (z), respectively. The errors of the simulate dataσ L (z) also obey a normal distribution N (0, σ ero (z)). It is worth noting that we have discarded the data points which go beyond the RDR of luminosity distance 6.86% forσ L (z) and that of the error of luminosity distance 2.70% for σ ero (z). We repeat this process 10 4 times, and calculate the mean values of the luminosity distance and its related error at each redshift, respectively. Hence, these mean values can be regarded as our simulated GW data.
Since the LIGO collaboration reported the merger rate of GW events lies in the range 9-240 Gpc −3 yr −1 , we make the most optimistic assumption in light of current sensitivity of LIGO that the LIGO will observe 200 events per Gpc −3 per year. We are aimed at exploring how many future identified GW events can give the cosmological estimations comparable to recent results by the Planck Collaboration. To this end, we simulate 200 (1 year), 400 (2 year), 600 (3 year), 800 (4 year) and 1000 (5 year) events, respectively. As a performance, we show the simulated 5-year data, namely 1000 events in Fig. 3 . To constrain the basic cosmological quantities, we adopt a usual χ 2 statistics for the simulated GW data as follows
whered L (z i ) andσ L (z i ) are the luminosity distance and corresponding 1σ error of luminosity distance for the simulated GW data at a given redshift z i , θ denote free parameters of different cosmological models, and n is number of simulated events, respectively.
IV. ANALYSIS RESULTS
Utilizing the simulated GW data, we employ the Markov Chain Monte Carlo (MCMC) method to constrain the basic cosmological parameters. More specifically, we use the public MCMC package CosmoMC as a sampler [37] , which obeys a convergence diagnostic based on the Gelman and Rubin statistic. To perform the Bayesian analysis, we choose the uniform priors for different model parameters as follows: Ω m0 ∈ [0.01, 0.9], ω ∈ [−3, 1], and ω a ∈ [ −3, 3] . It is noteworthy that the prior ranges for different model parameters are chosen to be much wider than the posterior ones in order not to affect the results of parameter estimation.
In Fig. 4 , we show our MCMC estimations of H 0 for different numbers of events in the framework of ΛCDM model and make a comparison with the results of Planck-2015 CMB and Riess et al. analysis. We find that about 600 events give the same accuracy of H 0 as Riess et al. result [10] , who recently give a 2.4% local determination on H 0 , and that 1000 events can give H 0 = 69.54 ± 0.71 km s −1 Mpc −1 with 1% precision, which is well comparable to the Planck-2015 result H 0 = 66.93 ± 0.62 km s −1 Mpc −1 with 0.9% precision [11] . Interestingly, we also find that these 1000 simulated GW data points can alleviate the current H 0 tension from 3.4σ to 1.97σ CL. This indicates that, under the most optimistic estimation, we have verified that the gravitational sirens from a new information channel can effectively elucidate the current cosmological anomaly. Subsequently, we find that 1000 events can provide the matter density parameter Ω m0 = 0.2872 ± 0.0095 with a little higher accuracy (3.3%) than Planck analysis Ω m0 = 0.308 ± 0.012 (3.9%) [11] (see the left panel of Fig. 5 ). Using only Planck-2015 temperature angular power spectrum (Planck TT) and low-multipole polarization (lowP) data, the Planck Collaboration gives the constraint on the EoS of DE ω = −1.54
+0.19
−0.39 at the 68% CL [11] . We find that about 800 events can provide the prediction of ω comparable to the Planck result and 1000 events give the constraint ω = −1.15
+0.39
−0.31 at the 68% CL (see the right panel of Fig. 5 ). Furthermore, we conclude that about 1000 GW events can give the same prediction as Planck CMB result.
To demonstrate this conclusion better and exhibit the capabilities of gravitational sirens in constraining the cosmological models, we show the 1-dimensional and 2-dimensional marginalized posterior distributions for ωCDM and CPL models in Figs. 6-7 using the 1000 simulated events and Planck CMB data. In Fig. 6 , one can easily find that the constrained H 0 and ω from 1000 GW events are well comparable to the Planck analysis using Planck TT + lowP. The former gives a larger EoS of DE and a smaller expansion rate of the universe than the latter. Very interestingly, unlike Planck TT + lowP, H 0 is very weakly anti-correlated with ω using GW data. The same situation also occurs in the case of CPL model (see Fig. 7 ). One can also find that the GW data gives a higher cosmic expansion rate than the CPL case utilizing Planck TT + lowP + BAO (baryonic acoustic oscillations). Meanwhile, we report the 95% upper limit of ω a < 1.28 from GW data, which is much larger than the prediction ω a < −0.045 from Planck TT + lowP + BAO [11] . It is worth noting that the GW data also cannot provide the positively-correlated properties between H 0 and ω a like Planck TT + lowP + BAO.
V. SUMMARY AND DISCUSSIONS
Until 2015, due to the fact there is no realistic GW events, theorists just use the simulated GW data based on future detectors such as Einstein Telescope [15] [16] [17] [18] [19] [20] [21] [22] [23] and Laser Interferometric Space Antenna to explore the evolution of the universe [38] [39] [40] [41] [42] . The detections of GW has opened a new era of multi-messenger astronomy. Recently, with the third GW event reported by the LIGO Collaboration, it is very timely and necessary to start directly from current data to make forecasted constraints on the cosmological parameters.
Under the optimistic assumption described above, we use the Monte Carlo simulation technique to generate the GW data. Taking advantage of MCMC method, we find that about 1000 events can give the predictions of the Hubble constant and present matter density parameter with the accuracy comparable to the Planck-2015 results. About 800 events can provide the constraint on the EoS of DE with the nearly same precision as the Planck-2015 analysis using Planck TT + lowP. We also find that the 1000 simulated GW events can alleviate effectively the current H 0 tension from 3.4σ to 1.97σ CL.
It should be stressed again that, before the simulation, we have assumed boldly the redshifts of 4 GW events can be determined accurately and they are exactly the best-fit redshift points. As mentioned above, a possible realization is that these 4 events have accompanying EM signals and their redshifts can be measured with ultrahigh precision, which current detectors cannot identify.
From Fig. 5 , one can observe that when simulating 1000 events, the present matter density parameter and EoS of DE are consistent with the Planck prediction at the 68% CL. However, if we simulate more GW events, they may tend to be lower and higher than the Planck result, respectively. With more forthcoming GW data, this issue should be discussed further.
From Figs. 6-7, we find that the ΛCDM model is still favored at the 68% CL in the GW information channel. Very interestingly, based on the simulated GW data, the expansion rate of the universe is insensitive to the EoS of DE in the ωCDM model and two free parameters in the CPL one. This issue is also worth being investigated in the future.
With the coming of GW astronomy, we expect the combination of two information channels, GW and EM, can provide more abundant information for us about the evolution and structure formation of the universe.
