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THÉORIE D’IWASAWA POUR LES FORMES MODULAIRES DE POIDS 1
ALEXANDRE MAKSOUD
RÉSUMÉ. La conjecture principale pour les formes modulaires ordinaires de poids supérieur ou
égal à 2 prédit que l’idéal caractéristique du groupe de Selmer est engendré par une fonction L
p-adique analytique. Nous étudions les propriétés du groupe de Selmer des formes modulaires de
poids 1 sous des hypothèses générales sur la représentation galoisienne associée. Nous formulons
une conjecture principale dont nous démontrons une divisibilité grâce au théorème des systèmes
d’Euler de Kato.
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2 ALEXANDRE MAKSOUD
INTRODUCTION
Soit f (z)=
∑
n≥1anq
n une forme modulaire parabolique primitive de poids 1, de niveau Γ1(N) et
Nebentypus ǫ. Soit ρ : Gal(Q/Q) −→GL2(C) la représentation continue et irréductible attachée
à f par Deligne et Serre ([DS74]). Elle se factorise par le groupe de Galois G d’un corps de
nombres H ⊂ Q de degré d et est réalisable sur le corps de nombres Q[ρ] engendré par les
valeurs prises par Trρ. Fixons des plongements ι∞ : Q ,→ C et ιℓ : Q ,→ Qℓ pour tout nombre
premier ℓ.
Soit p un nombre premier impair. On exclura dans la suite un nombre fini de valeurs de p avec
l’hypothèse :
(hyp) : p ∤ Nd
Via le plongement ιp on peut voir ρ comme une représentation p-adique à coefficients dans
l’anneau des entiers O d’une extension non-ramifiée suffisamment grande de Qp. On note α et
β les racines du p-ième polynôme de Hecke X2−apX +ǫ(p) de f , ainsi que fα(z)= f (z)−β f (pz)
et fβ(z)= f (z)−α f (pz) les p-stabilisations de f .
Comme la forme modulaire fα est p-ordinaire, on peut suivant [Gre91] lui attacher pour tout
K ⊆Q un groupe de Selmer Sel( fα,K ), de façon analogue à celui des formes modulaires de poids
k ≥ 2. Nous nous intéressons tout particulièrement au cas où K est égal à Qn, le n-ième étage
de la Zp-extension cyclotomique Q∞ de Q, et introduisons les O[Gal(Qn/Q)]-modules
Seln( fα) :=Sel( fα,Qn)
(voir définition III.2.1). De même, on considère le groupe de Selmer Sel∞( fα) :=Sel( fα,Q∞) qui
est un module sur l’anneau de groupe complété O[[Gal(Q∞/Q]]. Notre premier résultat est le
suivant :
Théorème A. Supposons (hyp) vérifiée. Alors, pour tout n ∈N, le O-module Seln( fα) est fini.
L’ingrédient clef de la preuve de ce théorème est un résultat de [BD16], dont la preuve repose
sur le théorème de Baker-Brumer sur l’indépendance linéaire des logarithmes p-adiques de
nombres algébriques.
Nous étudions ensuite les propriétés du groupe de Selmer dual
X∞( fα) :=Homct(Sel∞( fα),Qp/Zp).
Rappelons que l’on a un isomorphisme entre O[[Gal(Q∞/Q)]] et l’algèbre d’Iwasawa Λ=O[[T]],
envoyant un générateur topologique γ de Gal(Q∞/Q) sur 1+T.
Théorème B. Supposons (hyp) vérifiée. Alors le Λ-module X∞( fα) est de type fini et de torsion,
et de plus il ne possède pas de sous-modules finis non-nuls.
Notons Lalgp ( fα,T)∈Λ un générateur de l’idéal caractéristique de X∞( fα). Alors :
(i) pour tout ζ∈µp∞ avec ζ 6= 1, on a L
alg
p ( fα,ζ−1) 6= 0.
(ii) on a l’équivalence
Lalgp ( fα,0)= 0⇐⇒α= 1
De plus, lorsque α 6= 1, on a l’égalité suivante (définie à une unité p-adique près) :
Lalgp ( fα,0)=
logp(ǫρ)
p
√
#Clp(H)ρ
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où Clp(H)ρ est la composante ρ-isotypique de la p-partie du groupe des classes de H, où
logp est le logarithme p-adique et où ǫρ ∈
(
O×H ⊗ZQ[ρ]
)ρ est une unité globale de H, vue
dans O× grâce à ιp. (c.f. IV.2.10 pour une définition précise).
Une grande partie de la preuve du Théorème B repose sur le calcul du O-rang du module des
co-invariants X∞( fα)Gal(Q∞/Qn). On montre que les "flèches de contrôle"
Seln( fα)−→Sel∞( fα)
Gal(Q∞/Qn).
sont des isomorphismes pour tout entier naturel n lorsque α 6= 1, et sont injectives et de conoyau
de co-rang égal à 1 pour tout n lorsqueα= 1. La formule du terme constant de la série Lalgp ( fα,T)
nécessite en plus de calculer explicitement l’ordre de Sel0( fα). Enfin, la non-existence de sous-
Λ-modules finis non-nuls de X∞( fα) résulte du Théorème principal de [Gre16]. Ce résultat est
présenté dans la proposition II.3.1 sous une forme moins générale et utilise le fait que X∞( fα)
est de torsion, mais est plus adapté à nos applications.
Afin de formuler une conjecture principale pour fα, nous avons besoin de l’hypothèse de régula-
rité suivante de f en p :
(reg) : α 6=β
Sous les hypothèses (hyp) et (reg), la représentation résiduelle ρ¯ de ρ est irréductible et p-
distinguée, et d’après [Wil95], la composante locale Hρ¯ de l’algèbre de Hecke ordinaire univer-
selle de niveau modéré N est Gorenstein. On peut alors, selon [EPW06], construire une fonction
L p-adique analytique Lanp (ρ¯,T)∈Hρ¯[[T]] uniquement déterminée à H
×
ρ¯ -près par certaines pro-
priétés d’interpolation. D’autre part, d’après [Wil88], à la forme fα est attaché un morphisme de
spécialisation Hρ¯ −→O. On définit Lanp ( fα,T), la fonction L p-adique analytique de fα, comme
étant l’image de Lanp (ρ¯,T) par le morphisme induit Hρ¯[[T]]−→Λ.
Conjecture A. Supposons que les hypothèses (hyp) et (reg) sont vérifiées. Il existe une unité u
de Λ telle que
Lalgp ( fα,T) ·u =L
an
p ( fα,T)
La conjecture A est un analogue de la conjecture principale d’Iwasawa-Greenberg formulée
pour les formes de poids supérieur ou égal à 2, étudiée entre autres dans [Kat04], [SU14] et
prédisant en particulier que pour toute forme modulaire classique g congrue à f , il existe une
unité ug de Zp[[T]] telle que
(⋆) Lalgp (g,T) ·ug = L
an
p (g,T)
Notre dernier résultat est le suivant.
Théorème C. Supposons que les hypothèses (hyp) et (reg) sont vérifiées. Alors
Lalgp ( fα,T) divise L
an
p ( fα,T)
dans Λ[ 1p ].
La preuve du Théorème C utilise la théorie des familles de Hida. Soit F une famille de Hida
primitive de niveau N se spécialisant sur fα. Elle correspond à un idéal premier minimal a
du quotient new Hnewρ¯ de Hρ¯. D’après [BD16], F est par ailleurs unique à conjugaison près (c.f.
[Dim14, Corollary 7.7]). On peut voir F à coefficients dans HF :=
(
Hnewρ¯
)
/a. L’image Lanp (F,T) ∈
HF[[T]] de Lanp (ρ¯,T) par la projection Hρ¯[[T]]։ HF[[T]], satisfait la propriété suivante : pour
toute spécialisation g classique de poids k≥ 2 de F, correspondant à un morphisme HF −→Og ⊆
Zp, l’image de Lanp (F,T) dans Og[[T]] coïncide avec la fonction L p-adique analytique usuelle
Lanp (g,T) de g.
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Nous donnons à présent une esquisse de la preuve du Théorème C. L’anneau HF est une algèbre
finie et plate sur Zp[[X ]], où X est une variable formelle paramétrant le poids. On normalise
le poids de sorte que fα soit de poids X = 0, et plus généralement, une spécialisation g de F de
poids k≥ 2 ait un poids X = ζ(1+ p)k−1−1, où ζ ∈µp∞ . Soit (X )⊆ p⊆HF l’idéal premier de hau-
teur 1 correspondant à la spécialisation sur fα. D’après le résultat principal de [BD16], (HF)p
est local régulier de dimension 1, i.e. c’est un anneau valuation discrète (c.f.[Dim14, Proposi-
tion 7.4]). Supposons par commodité que (HF)p est non-ramifié au-dessus de Zp[[X ]](X ). Alors,
il existe un morphisme injectif de Zp[[X ]]-algèbres HF ,→ O[[X /pr]], fournissant un paramé-
trage local F†(X ) de F au voisinage de fα par le poids, dans un disque de centre X = 0 et de
rayon pr. On peut alors produire une suite de formes modulaires primitives gn p-stabilisées de
niveau Np dont les coefficients du q-développement convergent p-adiquement vers ceux de fα.
Une fois cette construction en main, on aura schématiquement :
Lalgp (gn,T)
(c) n→+∞

(a)
divise Lanp (gn,T)
(b)n→+∞

Lalgp ( fα,T) divise
(d)
Lanp ( fα,T)
Les limites sont calculées dans Λ et les divisibilités sont dans Λ[ 1p ]. La preuve du (a) est une
application d’un célèbre théorème de Kato donnant une divisibilité de la conjecture principale
pour les formes modulaires qui sont des p-stabilisations ordinaires de formes de poids k≥ 2 et
de niveau N.
L’idée de la preuve des points (b) et (c) repose sur la construction d’une fonction L p-adique
(algébrique et analytique) à deux variables (poids X et cyclotomique T) attachée à F†(X ) qui in-
terpole (en X ) les fonctions L p-adiques des gn et de fα. La construction analytique est formelle
et la preuve du point (b) est un simple passage à la limite dans les séries formelles. Du côté al-
gébrique, on commence par définir un O[[X /pr,T]]-module de type fini et de torsion X∞(F†).
Comme l’anneau O[[X /pr,T]] est un anneau de séries formelles, il est factoriel, et donc X∞(F†)
possède une fonction L p-adique Lalgp (X ,T). Pour montrer qu’elle satisfait les propriétés d’inter-
polation évidentes, on doit d’abord montrer que les groupes de Selmer attachés à fα et aux gn
sont isomorphes aux changements de base de X∞(F†). Puis on montre que X∞(F†) ne possède
pas de sous-modules pseudo-nuls non-triviaux, de manière similaire à la preuve du Théorème
B. Notons que cette dernière propriété nécessite que l’on travaille sur des anneaux intégrale-
ment clos, ce qui n’est pas nécessairement le cas de HF. Un résultat standard implique alors
que la formation de la fonction L p-adique algébrique commute avec les changements de base,
et la preuve du point (c) s’en déduit facilement.
Enfin, la preuve du point (d) repose sur les trois points précédents et sur le Lemme VII.1.1
justifiant un passage à la limite dans les divisibilités. Précisons qu’une hypothèse essentielle
pour que ce lemme s’applique est que l’élément Lalgp ( fα,T) soit non-nul, ce qui est contenu
dans l’énoncé du théorème B. Remarquons que nos méthodes permettent de démontrer que la
conjecture (⋆) implique la conjecture A.
La section I constitue des rappels d’algèbre commutative sur les idéaux caractéristiques, et
redémontre des résultats standard relatifs aux changements de bases. La section II rappelle
la définition du groupe de Selmer attaché à une représentation ordinaire. On étudie les chan-
gements de bases, et donnons des conditions suffisantes pour qu’ils soient sans sous-modules
pseudo-nuls non-triviaux. La section III définit le groupe de Selmer de fα. Les sections IV et V
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sont dédiées aux preuves des théorèmes A et B. La section VI prépare la preuve du théorème
C, qui est donnée dans la dernière section.
Après complétion de ce travail nous avons pris connaissance de la prépublication de Greenberg
et Vatsal ([GV18]) qui contient des résultats similaires aux théorèmes A et B.
QUELQUES NOTATIONS
Pour E ⊆F ⊆Q on note Iℓ(F/E) le groupe d’inertie de la place définie par le plongement ιℓ :Q ,→
Qℓ dans l’extension F/E.
Représentation et caractères. Soit G un groupe fini d’ordre d premier à p, et soit O l’anneau des
entiers d’une extension finie et non-ramifiée L de Qp contenant µd. On peut attacher à toute
L-représentation irréductible (π,Vπ) de G l’idempotent
eπ =
dimπ
d
∑
g∈G
Tr◦π(g−1)g ∈ L[G]
Comme d est inversible dans O, on a même eπ ∈ O[G]. L’application de réduction GLn(O) −→
GLn(O/p) modulo p a pour noyau un pro-p groupe, donc toute représentation irréductible π de
G à valeurs dans O est résiduellement irréductible. Le choix d’un réseau G-stable Tπ ⊆Vπ est
donc unique à homothétie près.
Dans l’algèbre de groupe O[G], on a
∑
π eπ = 1, et eπeπ′ = 0 pour toutes représentations irréduc-
tibles π 6= π′ de G. Pour tout O[G]-module M, on a ainsi une décomposition en somme directe
M =
⊕
π eπM et pour M =O[G], on obtient
O[G]=
⊕
π
eπO[G]≃
⊕
π
Tdimππ
Dualité de Pontryagin. Pour unZp-modules localement compactM, on noteM∨ =Homct(M,Qp/Zp)
le dual de Pontryagin de M. Le foncteur M 7→ M∨ induit une équivalence de catégories entre
la catégorie des Zp-modules discrets de torsion et les Zp-modules compacts. Un Zp-module est
autodual si et seulement si il est fini.
L’application de trace TrL/Qp réalise un accouplement parfait O×O −→ Zp, donc on a un O-
isomorphisme Homct(O,Zp) ≃ O, et donc O∨ ≃ O⊗Zp Qp/Zp. Plus généralement, pour un O-
module M discret de torsion ou bien compact, on a
M∨ ≃HomO(M,O⊗Zp Qp/Zp).
SiM est de plus muni d’une structure deO[G]-module (à gauche), alorsM∨ aussi via la formule
(g. f )(m) = f (g−1.m) pour f ∈ M∨ et m ∈M. Pour toute représentation irréductible π de G, on
vérifie aisément que
(eπM)
∨
≃ eπ∨M
∨.
où π∨ désigne la représentation contragrédiente de π.
Caractères cyclotomiques et algèbres d’Iwasawa. Soit χ˜cyc :GQ −→Z×p le caractère cyclotomique
et soit ω : GQ −→ µp−1 le caractère de Teichmuller. χ˜cyc induit un isomorphisme entre Γ˜ =
Gal(Q(µp∞)/Q) et Z×p , et ω un isomorphisme entre Gal(Q(µp)/Q) et µp−1. Le caractère χcyc :=
χ˜cycω
−1 se factorise via le groupe de Galois Γ de la Zp-extension extension cyclotomique, notée
Q∞/Q, et réalise un isomorphisme Γ ≃ 1+ pZp. On notera γ ∈ Γ l’image inverse du générateur
1+p de 1+pZp. On a ainsi Γ≃ γZp . L’algèbre d’Iwasawa est l’anneau de groupe complété Zp[[Γ]].
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Elle est isomorphe à l’anneau des séries formelles en une variable Zp[[T]] après identification
de γ avec 1+T.
On note Qn le n-ème étage de la tour cyclotomique, c’est-à-dire le corps fixé par Γp
n
, et on
note Γn = Gal(Qn/Q) ≃ Z/pnZ. Si ζ ∈ µp∞(Qp) est une racine de l’unité d’ordre pn, on définit
χζ :GQ −→Q×p le caractère galoisien se factorisant par Γn et envoyant γ sur ζ. Le caractère χζ
est d’ordre pn et de conducteur pn+1.
I. IDÉAUX CARACTÉRISTIQUES ET FONCTIONS L p-ADIQUES ALGÉBRIQUES
Nous rappelons dans cette section comment attacher un idéal caractéristique a à un module
M sur un anneau A. Il faut pour cela supposer que A est un anneau de Krull, et que M est
de type fini et de torsion sur A. Notre référence principale est [Bou07, Chapitre VII]. Comme
tous nos anneaux sont noethériens, il faut et il suffit de supposer que A est intégralement clos.
Si de plus A est un anneau factoriel, alors a est principal et on définira la fonction L p-adique
algébrique de M comme étant un générateur de a. Dans les applications nous considérerons
typiquement des anneaux de séries formelles à coefficients dans O ou dans Zp. Nous étudions
dans un deuxième temps le lien entre idéaux caractéristiques et changements de bases, en vue
de la preuve du théorème C.
Dans toute la suite, A désigne un anneau noethérien intégralement clos, de corps des fractions
K .
I.1. Idéaux premiers de hauteur 1 et idéaux divisoriels. Soit PA l’ensemble des idéaux
premiers de hauteur 1 de A, c’est-à-dire l’ensemble des idéaux premiers non-nuls p ne conte-
nant pas d’autre idéal premier que (0). On a le théorème classique suivant ([Bou07, Chap. VII,
Théorème 1.7.4]).
I.1.1. Théorème. (1) Pour tout p ∈PA, le localisé Ap est un anneau de valuation discrète.
(2) On a
A =
⋂
p∈PA
Ap
(3) Pour tout x 6= 0 dans A, il n’existe qu’un nombre fini d’idéaux p ∈PA tels que x ∈ p.
On notera ordp la valuation essentielle attachée à p. Plus généralement, si N est un A-module
de type fini et de torsion, on notera ordp(N) la longueur (finie) du Ap-module localisé Np de N.
On a ainsi, pour tout x 6= 0 dans A, vp(x) = ordp(A/(x)). D’après le point (3) du Théorème I.1.1,
on en déduit que le uplet d’entiers (ordp(N))p est presque nul.
I.1.2. Définition (Idéal divisoriel). Soit a un idéal de A. On dit que a est un idéal divisoriel s’il
est égal à l’intersection des idéaux principaux le contenant.
D’après le point (2) du théorème I.1.1, pour tout x ∈ A et pour tout idéal entier divisoriel a, on
a x ∈ a si et seulement si ordp(x)≥ ordp(A/a) pour tout p ∈PA. Réciproquement, si (mp)p est un
uplet d’entiers presque tous nuls, alors l’ensemble
a= {x ∈ A : ordp(x)≥mp, ∀p ∈PA}
est un idéal divisoriel de A, et l’on a mp = ordp(a). En particulier, si a est un idéal entier
divisoriel et p1, . . . ,pd sont les idéaux premiers de hauteur 1 contenant a, alors, en posant
mi = ordpi (A/a), on a
a= pm11 . . .p
md
d .
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Ainsi, pour deux idéaux divisoriels a et b, on a a ⊆ b si et seulement si ordp(a) ≥ ordp(b) pour
tout idéal p ∈PA.
I.1.3. Définition (Idéal caractéristique). Soit M un A-module de type fini et de torsion. On
appelle idéal caractéristique de M, et l’on note carA(M), l’idéal entier divisoriel
carA(M)= {x ∈ A : ordp(x)≥ ordp(M), ∀p ∈PA}.
Comme l’application qui à un module de longueur finie associe sa longueur est additive sur les
suites exactes, on en déduit le lemme suivant :
I.1.4. Lemme. L’application qui, à un A-module de type fini et de torsion, associe son idéal
caractéristique est multiplicative sur les suites exactes. Autrement dit, si l’on a une suite exacte
0 // N // M // P // 0
alors carA(M)= carA(N)carA(P).
I.1.5. Définition. Soit M un A-module de type fini. M est dit pseudo-nul s’il vérifie l’une des
deux conditions équivalentes suivantes :
(1) Pour tout idéal p ∈PA∪ {(0)}, on a Mp = 0
(2) L’annulateur de M n’est contenu dans aucun idéal premier de hauteur 1.
Un module pseudo-nul M est nécessairement de torsion, car M(0) = M ⊗A K = 0. De plus, un
module M de type fini et de torsion est pseudo-nul si et seulement si carA(M)= A.
I.1.6.Définition. Soit φ une application linéaire entre A-modules de type fini M −→N. On dit
que φ est un peudo-isomorphisme si le noyau et le conoyau de φ sont pseudo-nuls. Si un tel φ
existe, on dit que M est pseudo-isomorphe à N.
De manière équivalente, φ est un pseudo-isomorphisme si et seulement si les applications loca-
lisées φp :Mp −→Np sont des isomorphismes pour tout idéal p ∈PA. Si M est pseudo-isomorphe
à N, alors M est de torsion si et seulement si l’est, auquel cas on a carA(M)= carA(N) d’après
le lemme I.1.4. Par ailleurs, la relation "être pseudo-isomorphe à" est symétrique si l’on se
restreint à la catégorie des modules de type fini et de torsion sur A.
I.1.7. Théorème (Théorème de structure). Soit M un A-module de type fini et de torsion. Il
existe p1, . . . ,pd ∈PA, des entiers mi > 0 et un pseudo-isomorphisme de M vers
⊕
i A/p
mi
i . Autre-
ment dit, on a une suite exacte
0 // C // M //
⊕
i A/p
mi
i
// D // 0
où C,D sont des modules pseudo-nuls.
Les idéaux pi et les entiers mi sont uniquement déterminés. On a en effet carA(M)= p
m1
1 . . .p
md
d ,
donc mi = ordpi (M) pour tout 1≤ i≤ d.
I.2. Idéaux caractéristiques et changement de bases.
I.2.1. Lemme. Soit M un A-module de type fini et de torsion, soit p ∈PA.
(1) Si M est pseudo-nul, alors M[p] et M/pM sont de torsion sur A/p.
(2) Si M/pM est de torsion sur A/p, alors p ne divise pas carA(M).
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Démonstration. Supposons M pseudo-nul. Alors il existe un élément x ∈ A−p tel que xM = 0.
Donc l’image de x dans A/p est un élément non-nul tuant M[p] et M/pM, ce qui prouve que ces
deux modules sont de torsion sur A/p.
Montrons le point (2) par contraposée et supposons que p divise l’idéal caractéristique de M.
Alors d’après le théorème I.1.7, il existe une application A-linéaire M −→ A/p de conoyau
pseudo-nul. En tensorisant par A/p au-dessus de A, on obtient un morphisme de A/p-modules
M/pM −→ A/p dont le conoyau est de torsion d’après le point (1). DoncM/pM n’est pas de torsion
sur A/p. 
I.2.2. Proposition. Soient M un A-module de type fini et de torsion, et p ∈PA. Supposons que
p est principal et que A/p est encore un anneau intégralement clos.
(1) Si M est pseudo-nul, alors on a carA/p(M[p])= carA/p(M/pM).
(2) Si M n’a pas de sous-A-modules pseudo-nuls différents de {0} et si M/pM est de torsion
sur A/p, alors
carA/p(M/pM)= carA(M)/pcarA(M).
(3) Plus généralement, si l’on suppose uniquement que M/pM est de torsion sur A/p, alors
M[p] est aussi de torsion sur A/p et on a la relation
carA/p(M/pM)= carA/p(M[p]). (carA(M)/pcarA(M)) .
Démonstration. Sans perte de généralité, on peut supposer que A est de dimension de Krull
au moins égale à 2. Soit x ∈ A un générateur de p. Supposons d’abord M pseudo-nul. D’après le
lemme I.2.1, les A/p-modules M[p] et M/pM sont de torsion. Comme A/p est supposé intégrale-
ment clos, il a un sens de considérer leurs idéaux caractéristiques. La multiplication par x sur
M induit une suite exacte de A-modules :
0 // M[p] // M // M // M/pM // 0
Fixons maintenant un idéal q ∈ PA/p, et montrons que ordq(M[p]) = ordq(M/pM). Notons Q ⊆
A l’image inverse de q par la projection A։ A/p. C’est un idéal premier de A de hauteur 2
contenant p. En localisant en Q la suite exacte précédente, on obtient une suite exacte :
0 // M[p]Q // MQ // MQ // (M/pM)Q // 0
Comme M est pseudo-nul, le localisé MQ est pseudo-nul sur AQ, qui est un anneau noethé-
rien intégralement clos de dimension de Krull égale à 2. L’annulateur de MQ contient donc
une puissance de l’idéal maximal QAQ, et ainsi MQ est de longueur finie. On en déduit que
ordQM[p] = ordQ(M/pM). Comme ordqM[p] = ordQM[p] et ordq(M/pM) = ordQ(M/pM), cela
montre que les A/p-modules M[p] et M/pM ont la même q-longueur, ce qui termine la preuve
du point (1).
Supposons maintenant que M n’a pas de sous-modules pseudo-nuls non-triviaux, et que M/pM
est de torsion sur A/p. Alors d’après le lemme I.2.1, on sait que p n’apparaît pas dans la suite
des p1, . . . ,pd ∈PA divisant carAM. Par ailleurs, le pseudo-isomorphisme donné par le théorème
I.1.7 est injectif, et donc définit une suite exacte courte
0 // M //
⊕
i A/p
mi
i
// D // 0
où les mi sont des entiers positifs et D est un A-module pseudo-nul. En considérant la multi-
plication par x, on en déduit une suite exacte longue⊕
i A/p
mi
i [p]
// D[p] // M/pM //
⊕
i A/p
mi
i ⊗A A/p
// D/pD // 0
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Comme x n’appartient pas aux pi , le premier terme de cette suite exacte est nul. D’après le
lemme I.1.4 et le premier point, on a donc carA/p(M/pM)= carA/p
(⊕
i A/p
mi
i ⊗A A/p
)
et ainsi
carA/p(M/pM)=
∏
i
pmii /pp
mi
i = carA(M)/pcarA(M).
Montrons maintenant le point (3). Supposons uniquement que M/pM est de torsion sur A/p.
D’après le théorème I.1.7, il existe un pseudo-isomorphisme φ définissant une suite exacte
0 // C // M //
⊕
i A/p
mi
i
// D // 0
où C,D sont des A-modules pseudo-nuls. D’après le lemme I.2.1, p est distinct des pi, donc on
a A/pmii [p]= 0. On en déduit facilement que C[p]=M[p]. Comme C est pseudo-nul, C[p] est de
torsion sur A/p d’après le lemme I.2.1, et donc M[p] aussi. On définit le A-module M′ comme
étant l’image de M par φ. Alors M′ est pseudo-isomorphe à M et donc a le même idéal carac-
téristique que M. De plus, c’est un sous-module de
⊕
i A/p
mi
i , donc il n’a pas de sous-modules
pseudo-nuls non-triviaux. Enfin, M′/pM′ est un quotient de M/pM, donc il est de torsion sur
A/p. D’après le point (2) précédemment démontré, on a donc
carA/p(M
′/pM′)= carA(M)/pcarA(M)
Il reste à montrer que carA/p(M/pM) = carA/p(M[p]).carA/p(M′/pM′). On a une suite exacte
courte
0 // C // M // M′ // 0
Comme A/pmii [p] = 0 pour tout 1 ≤ i ≤ d, on a M
′[p] = 0, d’où une suite exacte courte de A/p-
modules de torsion induite par la multiplication par x :
0 // C/pC // M/pM // M′/pM′ // 0
D’après le lemme I.1.4, on a donc carA/p(M/pM) = carA/p(C/pC).carA/p(M′/pM′). Or, d’après le
lemme I.2.1, on a carA/p(C/pC)= carA/pC[p], et l’on a vu précédemment que C[p]=M[p]. On a
donc montré que
carA/p(M/pM) = carA/p(M[p]).carA/p(M′/pM′)
= carA/p(M[p]).carA(M)/pcarA(M),
ce qui termine la preuve de la proposition. 
I.3. Fonctions L p-adiques algébriques.
I.3.1. Définition. Soit M un module de type fini et de torsion sur A. La fonction L p-adique
algébrique de M, notée Lp(M), est un générateur de l’idéal caractéristique de M. Lorsqu’elle
existe, elle est unique à multiplication par une unité de A près.
Lorsque A est factoriel, ses idéaux premiers de hauteur 1 sont tous principaux, et donc la fonc-
tion L p-adique algébrique existe toujours. C’est le cas par exemple quand A est régulier d’après
le théorème de Auslander–Buchsbaum, en particulier c’est vrai lorsque A est une algèbre de
séries formelles.
Considérons le cas particulier où A = A0[[T]], où A0 est l’anneau des entiers d’une extension
finie de Qp, d’uniformisante ̟. Rappelons que d’après le théorème de préparation de Weiers-
trass, une série formelle non-nulle f (T) ∈ A se décompose de manière unique en un produit
f (T)=̟µU(T)P(T), où µ ∈N, U(T) ∈ A× et P(T) est un polynôme distingué. On s’intéresse en
théorie d’Iwasawa aux invariants suivants :
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I.3.2. Définition. Supposons que A = A0[[T]], et soit M un A-module de type fini et de torsion.
Soit f (T) la fonction L p-adique algébrique de M, que l’on décompose en f (T) = ̟µU(T)P(T).
Les λ et µ invariants de M, notés λ(M) et µ(M), sont respectivement définis comme étant
λ(M)= degT P(T) et µ(M)=µ.
Nous terminons cette section avec un lemme utile interprétant le terme constant de la fonction
L p-adique algébrique comme étant un quotient de Herbrand :
I.3.3. Lemme. Supposons que A = A0[[T]] et soit M un A-module de type fini et de torsion tel
que M/TM est fini. Alors M[T] est aussi fini, et l’on a
Lp(M;0) =˙
#(M/TM)
#M[T]
où =˙ désigne l’égalité à une unité de A0 près.
Démonstration. Soit p l’idéal premier de hauteur 1 de A engendré par T. On a A/p = A0, et
Lp(M;0) est un générateur de carA(M)/pcarA(M). Par ailleurs, un A/pmodule N de type fini est
de torsion si et seulement si il est fini, auquel cas carA/pN est engendré par #N. Par hypothèse,
M/pM est de torsion sur A/p, donc d’après le point (3) de la proposition I.2.2, M[p] est fini, et
l’on a une égalité entre idéaux principaux
(#M[p]).(Lp(M;0))= (#(M/pM)),
d’où l’égalité Lp(M;0) =˙
#(M/TM)
#M[T] . 
II. GROUPE DE SELMER D’UNE REPRÉSENTATION ORDINAIRE
II.1. Groupe de Greenberg-Selmer.
II.1.1. Soient A une Zp-algèbre profinie, et T un A-module libre de rang fini muni d’une action
continue de Gal(QΣ/Q), où Σ est un ensemble fini de places de Q contenant p et ∞, et QΣ est
la plus grande extension algébrique de Q non-ramifiée en dehors de Σ. On se donne une suite
exacte courte de GQp-modules libres sur A
0 // T+ // T+ // T− // 0
On considère aussi les A-modules co-libresD=T⊗A A∨ et D± =T±⊗A A∨. Pour n ∈N∪ {∞}, on
définit Dn une déformation cyclotomique de D comme étant l’induite Ind
GQ
GQn
D, c’est-à-dire le
A-module des fonctions localement constantes f :GQ −→D telles que
∀g ∈GQ, ∀h ∈GQn , f (hg)= hf (g).
Il est muni de l’action de GQ donnée par la formule (γ. f )(g) = f (gγ). Il est canoniquement
isomorphe au A-module D⊗A A[Γn] si n est fini (resp. à D⊗A A[[Γ]] si n =∞) muni de l’action
deGQ sur les deux facteurs du produit tensoriel. On peut voirDn (resp.D∞) comme un module
colibre de rang d sur l’anneau A[Γn] (resp. sur l’anneau A[[Γ]]). On définit similairement D±n ,
et on a aussi une suite exacte courte
0 // D+n // Dn // D
−
n
// 0
La définition suivante est tirée de la définition de [Gre91] du groupe de Selmer d’un motif
vérifiant une condition d’ordinarité (voir aussi [Gre89]).
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II.1.2. Définition. Soit n ∈N∪ {∞}. On appelle groupe de Selmer de niveau n attaché à (T,T+)
le noyau de la flèche de restriction globale-locale :
Seln(T,T
+) :=ker
[
H1(QΣ/Q,Dn)−→H
1(Ip,D
−
n )×
∏
ℓ∈Σ,ℓ 6=p
H1(Iℓ,Dn)
]
Le groupe de Selmer dual est défini comme étant
Xn(T,T
+)=Seln(T,T
+)∨
Ce sont des modules sur l’anneau de groupe A[Γn] si n est fini (resp. sur l’anneau de groupe
complété A[[Γ]] si n=∞).
D’après les propriétés de base de la cohomologie des modules discrets, on a Sel∞(T,T+) =
lim
−−→n
Seln(T,T+). Par ailleurs, H1(QΣ/Q,Dn)∨ étant de type fini sur A[Γn] pour n fini (resp. sur
A[[Γ]] pour n=∞), cela est encore vrai pour Xn(T,T+).
II.1.3. Lemme de Shapiro. Soit D un A-module discret sur lequel un groupe profini G agit
continûment, et soit H un sous-groupe ouvert normal de G. D’après le lemme de Shapiro, on a
un isomorphisme canonique
H i(H,D)≃H i(G, IndGHD)(II.1.3.1)
II.1.4. Lemme. L’isomorphisme II.1.3.1 induit un isomorphisme :
Seln(T,T
+)= ker
[
H1(QΣ/Qn,D)−→H
1(Ip(QΣ/Qn),D
−)×
∏
ℓ∈Σ,ℓ 6=p
H1(Iℓ,D)
]
Démonstration. D’après le lemme de Shapiro pour G =GQ et H =GQn , on a ainsi H
1(Qn,D)≃
H1(Q,Dn). Par ailleurs, on peut vérifier qu’un cocycle de H1(Q,Dn) est non-ramifié en ℓ si et
seulement si son image dans H1(Qn,D) est non-ramifiée en au moins une place λ de Qn au-
dessus de ℓ (auquel cas il sera non-ramifié en toute place au-dessus de ℓ). Enfin, la condition
locale en p est aussi conservée sous cet isomorphisme. On a en effet Ip(Qn/Q) = Γn, et d’après
le lemme de Shapiro on a un isomorphisme H1(Ip(Q/Qn),D−) ≃ H1(Ip(Q/Q),D−n ) compatible à
l’isomorphisme précédent. Cela prouve que Seln(T,T+) ≃ Sel0(Tn,T+n ) pour tout entier naturel
n. Comme D∞ = lim−−→nDn, le cas n =∞ s’obtient par passage à la limite injective, qui est exact
et qui commute avec la formation des groupes de cohomologie de modules discrets. 
II.1.5. Remarque. Soit λ une place de Q∞ au-dessus d’un nombre premier ℓ 6= p. Le groupe
de Galois Gal(Qnr
ℓ
/Q∞,λ) = GQ∞,λ/Iℓ est d’ordre premier à p, donc la suite exacte d’inflation-
restriction montre que l’application de restriction
H1(Q∞,λ,D)−→H
1(Iℓ,D)
est injective. On a donc la description alternative suivante de Sel∞(T,T+) :
Sel∞(T,T
+)≃ker
[
H1(QΣ/Q∞,D)−→H
1(Ip(QΣ/Q∞),D
−)×
∏
λ|ℓ∈Σ,ℓ 6=p
H1(Q∞,λ,D)
]
Le lemme de Shapiro montre alors que l’on a aussi :
Sel∞(T,T
+)= ker
[
H1(QΣ/Q,D∞)−→H
1(Ip,D
−
∞)×
∏
ℓ∈Σ,ℓ 6=p
H1(Qℓ,D∞)
]
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II.2. Changement de bases. On conserve les notations précédentes. Pour tout idéal a⊆ A, on
a un isomorphisme naturel
(A/a)∨ = A∨[a],
et donc on a T/a⊗A/a (A/a)∨ =D[a] (et similairement pour T+). En particulier, on a une applica-
tion naturelle
Sel∞(T/a,T
+/a)−→Sel∞(T,T
+)[a].
Il s’agit d’un isomorphisme sous certaines conditions générales, comme le précise la proposition
suivante, inspirée de [SU14, Proposition 3.7].
II.2.1. Proposition. Soit n ∈N∪ {∞}. Supposons que l’idéal a est principal, que Ip(Q/Qn) agit
trivialement surD−, et que les A-modulesDGQn et DIℓ sont divisibles pour tout l ∈Σ.
Alors on a Seln(T/a,T+/a)≃Seln(T,T+)[a], et donc par dualité Xn(T,T+)/aXn(T,T+)≃ Xn(T/a,T+/a).
Démonstration. Soit x ∈ A un générateur de a. D’après le lemme II.1.3.1, on a
Seln(T,T
+)= ker
[
H1(QΣ/Qn,D)−→H
1(Ip(QΣ/Qn),D
−)×
∏
ℓ∈Σ,ℓ 6=p
H1(Iℓ,D)
]
On montre d’abord que l’application naturelle τ : H1(QΣ/Qn,D[a]) −→ H1(QΣ/Qn,D)[a] est un
isomorphisme. Comme a est engendré par x et que D est A-divisible, on a une suite exacte
courte induite par la multiplication par x :
0 // D[a] // D // D // 0
Celle-ci induit une suite exacte longue associée en cohomologie :
DGQn // DGQn // H1(QΣ/Qn,D[a])
τ // H1(QΣ/Qn,D) // H1(QΣ/Qn,D)
où la première et la dernière flèche sont induites par la multiplication par x. Par hypothèse
la première flèche est surjective, et par définition le noyau de la dernière flèche est égal à
H1(QΣ/Qn,D)[a]. Donc τ est un isomorphisme.
Pour montrer que τ envoie Seln(T/a,T+/a) sur Seln(T,T+)[a], il suffit de prouver que les applica-
tions
H1(Ip(QΣ/Qn),D
−[a])−→H1(Ip(QΣ/Qn),D
−)[a]
et, pour ℓ ∈Σ,
H1(Iℓ,D[a])−→H
1(Iℓ,D)[a])
sont injectives. La première l’est clairement, car par hypothèse les H1 sont des Hom, et la
deuxième est injective par le même argument que précédemment (et utilisant le fait que DIℓ
est A-divisible). 
II.3. Structure des groupes de Selmer. Jusqu’à la fin de cette section, nous supposons que
A est un anneau de séries formelles à coefficients dans une extension finie O de Zp, de corps
résiduel F. On a ainsi A =O[[X1, . . . ,Xm]], m ≥ 1 ou bien A =O. Notons mA son idéal maximal.
On conserve les notations des paragraphes précédents, et on note d (resp. d±) le rang de T
(resp. de T∨). On introduit de plus le A-module libre (de rang d) T∗ = HomZp (D,µp∞) et son
dualD∗ =T∗⊗A A∨. On note encore les modules induits avec un indice. Le résultat principal de
[Gre16] donne des conditions suffisantes pour qu’un groupe de Selmer dual, défini de manière
générale, n’admettent pas de sous-modules pseudo-nuls différents de 0. Nous simplifions le
critère dans le but de l’appliquer dans la suite aux groupes de Selmer attachés à une forme
modulaire ordinaire ou à une famille de Hida.
II.3.1. Proposition. Supposons que :
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(a) X∞(T,T+) est de torsion sur A[[Γ]].
(b) H2(QΣ/Q∞,D)∨ est de torsion sur A[[Γ]].
(c) RangAT
Gal(C/R) = d+
(d) L’inertie en p de Q∞ agit trivialement surD−.
(e) En tant que F[GQ]-représentation,D[mA] n’a pas de quotient isomorphe à F ou à µp.
Alors X∞(T,T+) n’a pas de sous-modules pseudo-nuls non-triviaux.
Démonstration. On va montrer que l’on peut appliquer [Gre16, Proposition 4.1.1] au A[[Γ]]-
module D∞. Avec les notations de loc. cit., on pose Lℓ = 0 pour l ∈Σ, l 6= p et enfin
Lp = ker
[
H1(Qp,D∞)−→H
1(Ip,D
−
∞)
]
.
La remarque II.1.5 montre que le groupe de Selmer défini dans loc. cit. est bien égal à Sel∞(T,T+),
et par ailleurs, la conclusion de la proposition 4.1.1 de loc. cit. est équivalente à ce que X∞(T,T+)
n’a pas de sous-modules pseudo-nuls non-triviaux d’après [Gre06, Proposition 2.4].
La condition RFX(D∞) est vérifiée car D∞ est réflexif, et LEO(D∞) l’est aussi d’après notre
hypothèse (b). Montrons que l’on a LOC(1)
ℓ
(D∞) pour tout ℓ, c’est-à-dire que (T∗∞)
GQℓ = 0. Il suffit
de prouver que le rang sur A[[Γ]] de (T∗∞)
GQℓ est nul. D’après [Gre06, Proposition 3.10], celui-ci
est égal au corang de
(
D∗∞
)GQℓ =H0(Qℓ,D∗∞). D’après le lemme de Shapiro, on a H0(Qℓ,D∗∞)=∏
λ|ℓH
0(Q∞,λ,D∗). Ce dernier module est de corang fini sur A, en particulier son corang sur
A[[Γ]] est nul, ce qu’on voulait démontrer.
Montrons maintenant que L∨p n’a pas de sous-A[[Γ]]-modules pseudo-nuls non-triviaux. On a
Lp =ker
[
H1(Qp,D∞)
a // H1(Qp,D−∞)
b // H1(Ip,D−∞)
]
L’application a est surjective. En effet, cokera s’injecte dans H2(Qp,D+∞). D’après la dualité
locale de Tate, on a H2(Qp,D+∞) ≃
(
(T+,∗∞ )
GQp
)∨
qui est trivial car (T+,∗∞ )
GQp = 0 par le même
argument que précédemment. On a ainsi une suite exacte courte :
0 // kera // Lp // kerb // 0
Il suffit de montrer que (kera)∨ et (kerb)∨ n’ont pas de sous-modules pseudo-nuls non-triviaux.
Comme kera est un quotient de H1(Qp,D+∞), il suffit de montrer la même propriété pour
H1(Qp,D+∞)
∨. Or ceci est vrai d’après [Gre06, Proposition 3.7], qui s’applique car on sait que
H2(Qp,D+∞)= 0. Décrivons maintenant kerb. D’après la suite exacte d’inflation-restriction, on
a kerb ≃ H1(Zˆ,H0(Ip,D−∞)) où Zˆ est topologiquement engendré par Frobp. D’après le lemme
de Shapiro, on a H0(Ip,D−∞)=H
0(Ip(Q/Q∞),D−) qui est égal à D− d’après notre hypothèse (d).
On a donc kerb≃D−/(Frobp−1)D− et ainsi (kerb)∨ est un sous-module de (D−)∨. En tant que
modules sur l’anneau A[[Γ]]≃ A[[T]], on a (D−)∨ ≃ Ad
−
= (A[[T]]/(T))d
−
. Ce dernier module n’a
pas de sous-modules pseudo-nuls non-triviaux, donc (kerb)∨ non plus et donc L∨p non plus.
On vérifie maintenant l’hypothèse CRK(D∞,L), c’est-à-dire l’égalité des corangs sur A[[Γ]] :
Corang(H1(QΣ/Q,D∞))=Corang(Sel∞(T,T
+))+
∑
ℓ∈Σ−{∞}
Corang(Qℓ(T,T
+))
où Qℓ(T,T+) = H1(Qℓ,D∞)/Lℓ pour tout premier l ∈ Σ. On va montrer que les deux termes de
l’égalité sont égaux à d− sous les hypothèses de la proposition. D’après [Gre06, Proposition 4.1],
on a
Corang(H1(QΣ/Q,D∞))=Corang(D
GQ )+Corang(H2(QΣ/Q∞,D))+d−Corang(D
Gal(C/R)
∞ )
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D’après les hypothèses (b) et (e), les deux premiers termes de la somme sont nuls. D’autre part,
on a Corang(DGal(C/R)∞ ) = CorangA(D
Gal(C/R)) = RangAT
Gal(C/R) = d+. Cela montre que le corang
de H1(QΣ/Q,D∞) est bien égal à d−. Calculons maintenant le terme de droite de l’égalité de
CRK(D∞,L). On va montrer que le corang de Qℓ(T,T+) est 0 si l 6= p et qu’il est égal à d−
pour ℓ = p. Cela terminera la vérification de CRK(D∞,L) vu que, d’après l’hypothèse (a), le
A[[Γ]]-module Sel∞(T,T+) a un corang égal à 0. Si ℓ 6= p, on a Qℓ(T,T+) = H1(Qℓ,D∞). Son
corang est égal à la somme des corangs de H0(Qℓ,D∞) et de H0(Qℓ,T∗∞)
∨ d’après la proposition
4.2(b) de loc. cit. et d’après la dualité locale de Tate. Or ces deux modules sont de co-torsion
sur A[[Γ]] d’après le même argument utilisant le lemme de Shapiro que précédemment, donc
de corang nul. Enfin, pour ℓ = p, on a vu que Lp et kera ont le même corang. Comme a est
surjectif, Qp(T,T+) et H1(Qp,D−∞) ont le même corang. D’après la proposition 4.2(a) de loc. cit.
et un argument identique à celui pour ℓ 6= p, ce dernier a un corang égal à d−. Ceci termine la
vérification de l’hypothèse CRK(D∞,L).
Pour appliquer [Gre16, Proposition 4.1.1], il suffit maintenant de vérifier l’une des trois hypo-
thèses supplémentaires. La condition (b) stipulant queD∞ est co-libre et que laGQ-représentation
résiduelle de D∞ n’a pas de quotient isomorphe à µp est clairement vérifiée, car cette dernière
est isomorphe à D[mA] et qu’elle vérifie la même condition d’après notre hypothèse (e). 
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III.1. Préliminaires. On reprend les notations du début de l’article. La représentation de
Deligne-Serre ρ de f est une représentation complexe irréductible d’image finie, impaire de
dimension 2, non-ramifiée en-dehors des places divisant N et vérifiant
∀ℓ ∤ N, Trρ f (Frobℓ)= aℓ, et detρ f (Frobℓ)= ǫ(ℓ)
où Frobℓ ∈G désigne le Frobenius en ℓ. Comme ρ est impaire, son indice de Schur est égal à 1
et elle est réalisable sur le corps de nombres Q[ρ] engendré par les Tr(ρ(g)) quand g parcourt
G. On a de plus Q[ρ]⊆Q(µd).
On suppose dans toute la suite que f vérifie l’hypothèse (hyp), c’est-à-dire p ∤ Nd. On note v la
place de Q au-dessus de p définie par ιp. Le complété Hv de H est une extension non-ramifiée
de Qp de degré fv et de groupe de Galois Gv. Soit L ⊆ Qp une extension finie et non-ramifiée
de Q contenant Hv et Qp(µd). On note O son anneau des entiers et F=O/pO son corps résiduel.
On notera encore ρ la représentation p-adique obtenue via ιp :
ρ :G ,→GL2(O)
On note simplement V = Vρ et T = Tρ. Posons D := V /T = T ⊗Zp Qp/Zp = T ⊗O L/O. C’est un
O[G]-module qui est isomorphe à (L/O)2 en tant que O-module discret. On a par ailleurs un
isomorphisme (canonique) O∨ = L/O, et donc D ≃ T⊗OO∨. On utilisera plusieurs fois le lemme
élémentaire suivant :
III.1.1. Lemme. Soit M un O[G]-module.
(1) La partie ρ-isotypique eρM de M est (non-canoniquement) isomorphe en tant que O-
module à HomG(T,M)⊕2.
(2) Si M est de type fini, alors on a HomG(T,M)∨ ≃HomG(M,D).
Démonstration. Montrons le point (1). Comme O[G] =
⊕
χT
dimπ
π , on a eρO[G] = T
⊕2, et donc
(par orthogonalité des idempotents) on a : eρM =HomG(O[G], eρM)=HomG(T⊕2, eρM)=HomG(T,M)⊕2.
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Montrons le point (2). Notons d’abord que Hom(T,D)= coker(Hom(T,T)−→Hom(T,V )) car T
est libre, et donc HomG(T,D) = coker(HomG(T,T)−→HomG(T,V )) car G est d’ordre premier
à d. Comme les réseaux G-stables de V sont tous L-homothétiques, HomG(T,D) s’identifie
naturellement à L/O. On a donc l’isomorphisme recherché pour M = T. Soit M un O[G]-module
de type fini. On peut supposer que M = eρM. On a une présentation finie O[G]m → O[G]n →
M→ 0 qui, en appliquant l’idempotent eρ, donne la présentation
T2m
r // T2n
s // M // 0
de O[G]-modules. On a HomG(M,D)= ker r∗ et HomG(T,M)= coker r∗ où r∗ : HomG(T2n,D)→
HomG(T2m,D) et r∗ : HomG(T,T2m)→HomG(T,T2n) sont respectivement la pré-composition et
la post-composition par r. En utilisant l’isomorphisme construit précédemment et l’exactitude
du foncteur de dualité, on a aisément HomG(T,M)∨ = (coker r∗)∨ ≃ ker r∗ =HomG(M,D). 
Comme p est non-ramifié dans H, le sous-groupe Gv de G est cyclique et engendré par le Fro-
benius arithmétique Frobv. De plus, les valeurs propres de ρ(Frobv) sont α et β, donc il existe
une O-base de T dans laquelle ρ f (Frobv) =
(
β 0
0 α
)
. On note T = T+
⊕
T− la décomposition
correspondante. On a similairement des décompositions en sommes directes de Gv-modules
V =V+
⊕
V− et D =D+
⊕
D−.
III.2. Définition de Seln( fα). On définit les groupes de Selmer attachés à fα à l’aide des défi-
nitions de la section précédente, avec les données A =O, T = T et T+ = T+.
III.2.1. Définition. Soit n ∈ N
⋃
{∞}. Le groupe de Selmer de niveau n attaché à fα est le O-
module
Seln( fα)=Seln(T,T
+)
On note Xn( fα) :=Seln( fα)∨ le groupe Selmer dual.
Comme T⊗OO∨ ≃D, on a donc, d’après le lemme II.1.4 :
Seln( fα)= ker
[
H1(Qn,D)−→H
1(Ip,D
−)×
∏
ℓ 6=p
H1(Iℓ,D)
]
.
III.3. Isomorphismes de restriction. La représentation ρ étant d’image finie, la suite d’inflation-
restriction en cohomologie galoisienne va nous permettre ici de décrire Seln( fα) faisant interve-
nir l’arithmétique du corps de nombres H. Soit H∞ =∪nHn =∪nHQn l’extension cyclotomique
de H. Soit n un entier naturel. Comme p ∤ d, les extensions H/Q et Qn/Q sont linéairement
disjointes, et l’on a
Gn :=Gal(Hn/Q)≃G×Γn
Le groupe de Galois Gal(H∞/H) s’identifie à Γ, et l’algèbre de groupe complétée O[[Gal(H∞/H)]]
à l’algèbre d’Iwasawa Λ=O[[T]].
Soit Mn/Hn la pro-p-extension abélienne maximale de Hn non-ramifiée en-dehors des places
de Hn divisant p et∞. On note Xn son groupe de Galois. La suite d’inflation-restriction permet
de réécrire le groupe de Selmer de fα sous la forme d’un Hom, grâce à la condition p ∤ d.
III.3.1. Lemme. La flèche de restriction de GQn à GHn induit un isomorphisme :
ker
[
H1(Qn,D)−→
∏
ℓ 6=p
H1(Iℓ,D)
]
≃HomG(Xn,D)
où l’action de G ≃Gal(Hn/Qn) sur Xn est donnée par la conjugaison.
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Démonstration. La suite d’inflation-restriction fournit une suite exacte :
0 // H1(G,D) // H1(Qn,D)
res // HomG(GHn ,D) // H
2(G,D)
Comme p ∤ d, les groupes de cohomologie H i(G,D)= 0 pour i > 0, et donc l’application de res-
triction réalise un isomorphisme H1(Qn,D)≃HomG(GHn ,D). Montrons à présent que les condi-
tions de trivialité locale sont conservées après restriction. Soit c ∈ H1(Qn,D). Alors pour tout
nombre premier ℓ, c
|Iℓ(Q/Qn)
est trivial si et seulement si c
|Iℓ(Q/Hn)
l’est. En effet, la flèche
H1(Iℓ(Q/Qn),D)
res // H1(Iℓ(Q/Hn),D)
est injective, car son noyau H1(Iℓ(Hn/Qn),D) est nul d’après le même argument que précédem-
ment. On a donc :
ker
[
H1(Qn,D)−→
∏
ℓ 6=pH
1(Iℓ,D)
]
≃ ker
[
HomG(GHn ,D)−→
∏
ℓ 6=pHom(Iℓ(Q/Hn),D)
]
≃ HomG(Xn,D)

III.3.2. Corollaire. La flèche de restriction de GQn à GHn induit un isomorphisme :
Seln ≃ker
[
HomG(Xn,D)−→Hom(Ip(Mn/Hn),D
−)
]
Démonstration. Comme p est non-ramifié dans Hn/Qn, on a Ip(Mn/Qn)= Ip(Mn/Hn) et donc la
condition de trivialité en p pour un cocycle de ker
[
H1(Qn,D)−→
∏
ℓ 6=pH
1(Iℓ,D)
]
est la même
que celle pour son image dans HomG(Xn,D). 
III.4. Groupes de Selmer auxiliaires.
III.4.1. Notation. Pour un entier naturel n et une place w de Hn au-dessus de p, on note :
• Un,w =
{
x ∈O×Hn,w / x−1 ∉O
×
Hn,w
}
le Zp-module des unités locales principales de Hn,w.
• Un :=
∏
w|pUn,w le produit des unités locales de Hn au-dessus de p.
• En :=O×Hn ⊗ZZp le complété p-adique des unités globales de Hn.
• Mρ := eρ(M⊗Zp O) la partie ρ-isotypique d’un Zp[G]-module M.
On enlèvera l’indice n lorsque n= 0. Notons que les suites (Un,w)n, (Un)n et (En)n forment des
systèmes projectifs dont les flèches de transition sont les applications de norme.
III.4.2. Remarque. • Les Zp-modules Un et En sont libres. En effet, les complétés p-
adiques du corps Hn ne contiennent pas de racines p-ièmes de l’unité, car l’extension
H/Q est non-ramifiée en p.
• On a la description alternative suivante pour Un. Soit (OHn ⊗ZZp)
×
lib le Zp-module ob-
tenu en tuant la torsion (d’ordre nécessairement premier à p) du groupe (OHn ⊗ZZp)
×.
Les plongements de Hn dans ses complétés p-adiques induisent un isomorphisme natu-
rel de Zp[Gn]-modules
Un ≃ (OHn ⊗ZZp)
×
lib.
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III.4.3. L’application de réciprocité d’Artin de la théorie des corps de classes induit une suite
exacte de Zp[Gn]-modules
En
ι // Un
rec // Xn // Clp(Hn) // 0
où Clp(Hn) est la p-partie du groupe de classes de Hn. La conjecture de Leopoldt prédit que ι
est injective. Le théorème de Baker-Brumer implique que la restriction de ι à la ρ-composante
Eρn est injective. Autrement dit, on a la proposition suivante.
III.4.4. Proposition. On a une suite exacte de O[Gn]-modules
0 // Eρn // U
ρ
n
rec // X
ρ
n
// Clp(Hn)ρ // 0
Démonstration. On applique à la suite exacte précédente le foncteur exact M 7→Mρ et l’on doit
justifier l’injectivité de la première flèche. Comme les modules Eρn et U
ρ
n sont O-libres, ils s’in-
jectent respectivement dans QpE
ρ
n :=E
ρ
n⊗OQp et dans QpU
ρ
n :=U
ρ
n⊗OQp. Montrons que le mor-
phisme de Qp[Gn]-modules QpE
ρ
n −→ QpU
ρ
n est injectif. Comme Gn est isomorphe au produit
direct G×Γn, toute représentation irréductible (sur Qp) de Gn est égale à un produit tensoriel
π⊗χ où π est une représentation irréductible de G et χ un caractère de Γn. En notant Mρ⊗χ la
composante ρ⊗χ-isotypique d’un Qp[Gn]-module M, on est ramené à montrer l’injectivité de la
flèche (QpEn)ρ⊗χ −→ (QpUn)ρ⊗χ pour tout χ.
On peut décrire la structure des Qp[Gn]-modules QpUn et QpEn comme suit. Notons Vπ le
Qp-espace vectoriel réalisant une représentation π de Gn. Grâce aux logarithmes p-adiques on
peut montrer que
QpUn =
⊕
π
V dimVππ
où la somme est prise sur l’ensemble des représentations irréductibles de Gn. D’autre part, la
preuve de Minkowski du théorème des unités de Dirichlet montre que
QpEn =
⊕
π6=1
V
dimV+π
π
où V±π désigne le sous-espace propre de la conjugaison complexe associé à la valeur propre ±1.
Soit mπ la multiplicité de π apparaissant dans coker[QpEn −→QpUn]=QpXn. Le théorème de
Baker-Brumer permet de montrer (comme dans la preuve de [EKW84, Theorem 1]) que l’on a
mπ < dimVπ dès que π 6= 1 et V+π 6= 0. On peut l’appliquer à π= ρ⊗χ qui vérifie dimVρ⊗χ = 2 et
dimV+ρ⊗χ = 1. On obtient mρ⊗χ ≤ 1, et finalement un comptage de dimensions donne
dimker
[
(QpEn)
ρ⊗χ
−→ (QpUn)
ρ⊗χ
]
= 2−4+2mρ⊗χ ≤ 0
ce qui termine la preuve de l’injectivité et de la proposition. 
III.4.5. Pour tout Zp-module M, on a clairement HomG(M,D)=HomG(Mρ ,D). En appliquant
le foncteur (exact) contravariant HomG(−,D) à la suite exacte de O[G]-modules de la proposi-
tion III.4.4, on obtient donc une suite exacte courte de O[Γn]-modules :
0 // HomG(Clp(Hn),D) // HomG(Xn,D) // HomG(Un/ι(En),D) // 0
D’après la théorie des corps de classes locale, l’application de reciprocité locale envoie bijective-
ment le groupe d’inertie Iv(Mn/Hn) sur Un,v. On peut compléter la suite exacte précédente en
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un diagramme commutatif dont la ligne et la colonne centrale sont exactes :
0

Seln( fα)

0 // HomG(Clp(Hn),D) // HomG(Xn,D) //

HomG(Un/ι(En),D) //

0
HomGv (Iv(Mn/Hn),D
−)
≃ // HomGv (Un,v,D
−)
III.4.6. Définition. Pour tout n ∈N
⋃
{∞}, on définit :
SelIwn := HomG(Clp(Hn),D) resp. X
Iw
n :=
(
SelIwn
)∨
Sel#n := ker
[
HomG(Un/ι(En),D)−→HomGv (Un,v,D
−)
]
resp. X#n :=
(
Sel#n
)∨
D’après le diagramme commutatif précédent, on a pour tout entier naturel n,
0−→SelIwn −→Seln( fα)−→ Sel
#
n −→ 0(III.4.6.1)
une suite exacte courte de O[Γn]-modules. Elle reste valable pour n =∞, car le passage à la
limite directe est une opération exacte sur les modules discrets.
IV. FINITUDE DES GROUPES DE SELMER
On prouve dans cette section le théorème A. Pour tout entier naturel n, le groupe des classes du
corps de nombres Hn est fini, donc il suffit de montrer que Sel#n est fini d’après la suite exacte
III.4.6.1. On donne aussi une description explicite de Sel#0 qui la formule du terme constant de
la fonction L p-adique algébrique du théorème B.
IV.1. Traces et réseaux. On décrit dans la suite leO[Γn]-module Sel
♯
n et d’autres sous-modules
de HomG(Un,D). Comme Un est libre sur Zp et comme le fait de prendre les G-invariants est
exact, on a une suite exacte courte
(IV.1.0.1) 0−→HomG(Un,T)−→HomG(Un,V )−→HomG(Un,D)−→ 0
IV.1.1. Définition. Pour tout n ∈N, notons Qp,n ⊆Qp le n-ième étage de la Zp-extension cyclo-
tomique de Qp et Ln = L ·Qp,n, et Zp,n et On leurs anneaux des entiers respectifs. Le choix de
L non-ramifiée et contenant Hv entraîne que Ln ⊇Hn,v et aussi L∩Qp,n =Qp. Pour n=∞, on
posera Qp,∞ =
⋃
nQp,n et L∞ =
⋃
nLn. On définit enfin sur l’extension L∞/L un opérateur trace
(normalisé) :
Tr :
{
L∞ −→ L
x 7→ 1pn TrLn /L(x) si x ∈ Ln
Notons que Tr est bien définie, car si x ∈ Ln et si m≥ n, alors
1
pn TrLn /L(x)=
1
pm TrLm /L(x).
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IV.1.2. Soit n ∈N. L’application
(x, y) 7−→Tr(xy)
est une forme L-bilinéaire sur Ln qui est symétrique et non-dégénérée. Pour R un sous-O-
module de Ln, on définit
R⊥ := {y ∈ Ln / ∀x ∈R, Tr(xy) ∈O}.
L’application R 7→R⊥ est décroissante, et l’on a (aR)⊥ = a−1R⊥ pour tout a ∈ L×n. Si 0 6=R ⊆ Ln
est un On-module (nécessairement libre de rang 1) alors R⊥ en est aussi un. De même, si R est
un O-réseau de Ln (i.e. R est un sous-O-module de rang pn), alors R⊥ aussi.
IV.1.3. Notation. Dans toute la suite, on fixe une O-base (t+, t−) de T (et donc aussi une L-
base de V ) adaptée à la décomposition T = T+
⊕
T−. La matrice de ρ(g) dans cette base sera
notée
(
ag bg
cg dg
)
∈GL2(O). De plus, on notera ( f +, f −) les coordonnées relatives à cette base d’un
morphisme f à valeurs dans V .
IV.1.4. Proposition. (1) Tout élément f ∈HomG(Un,V ) s’écrit de manière unique
f (x⊗ c)=Tr
( ∑
g∈G
logp
(
ιp(g
−1(x))c
)
ρ(g)
(
z+
z−
))
où x⊗ c ∈ (OHn ⊗Z Zp)
×
lib = Un (c.f. remarque III.4.2), et où z
+, z− ∈ Ln (la trace Tr est
calculée coordonnée par coordonnée). De plus, la restriction de f à Un,v est égale à
f|Un,v =Tr
(
fv−1∑
j=0
(
logp ◦Frob
j
v
)(β− j · z+
α− j · z−
))
où fv est l’ordre de Gv.
(2) L’application Φn qui, au couple (z+, z−) ∈ L2n associe f définie comme en (1) est un
L-isomorphisme équivariant pour l’action naturelle de Γn ≃ Gal(Ln/L) sur L2n et sur
HomG(Un,V ).
Démonstration. On a Gal(Hn,v/Qp)=Gv×Γn, ainsi qu’un isomorphisme Gv×Γn-équivariant
Qp[Gv×Γn]≃HomZp (O
×
Hn,v
,Qp)(IV.1.4.1)
g 7→ logp ◦g
−1
Soit f0 =
∑
g∈Gv×Γn zg logp ◦g
−1 ∈Hom(O×Hn ,v,Qp). Si f0 est à valeurs dans Ln, alors pour tout h ∈
Gal(Qp/Ln), h◦ f0 = f0. Comme les éléments logp ◦g
−1 sont à valeurs dans Ln, on en déduit que
h(zg)= zg pour h arbitraire, et donc zg ∈ Ln pour tout g ∈Gv×Γn. Supposons maintenant que
f0 ∈Hom(O×Hn,v ,L). Pour tout γ ∈Gal(Ln/L)≃Γn, on a γ◦ f0 = f0, dont on déduit que γ(zgγ)= zg
pour tout g ∈Gv×Γn. On a ainsi
f0 =
∑
g∈Gv
∑
γ∈Γn zgγ logp ◦γ
−1g−1
=
∑
g∈Gv
∑
γ∈Γn γ
−1
(
γ(zgγ) logp ◦g
−1
)
=
∑
g∈Gv
∑
γ∈Γn γ
−1
(
zg logp ◦g
−1
)
= Tr
(∑
g∈Gv zg logp ◦g
−1
)
De même, comme Un ≃ IndGGvUn,v, un élément f0 ∈ Hom((OHn ⊗Zp)
×,L) s’écrit de manière
unique f0 =Tr
(∑
g∈G zg logp ◦g
−1
)
, et l’on a un isomorphisme similaire à l’isomorphisme IV.1.4.1.
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Sous l’identification (OHn ⊗ZZp)
×
lib =Un (c.f. remarque III.4.2), on a
f0(x⊗ c)=Tr
( ∑
g∈G
zg logp
(
ιp ◦ g
−1(x)c
))
avec (zg)g∈G ∈ LG . Considérons à présent f ∈HomG(Un,V ). CommeHomG(Un,V )=
(
HomZp (O
×
Hn
,L)⊗LV
)G
,
on peut écrire f dans la base (t+, t−) de V sous la forme
f (x⊗ c)=Tr
( ∑
g∈G
logp
(
ιp ◦ g
−1(x)c
)(z+g
z−g
))
f étant G-équivariante, on a pour tout g ∈ G l’identité
(
z+g
z−g
)
= ρ(g)
(
z+1
z−1
)
, qui donne (en po-
sant z+ = z+1 , z
− = z−1 ) la description du point (1). La définition de Φn donnée par la formule
Φn(z+, z−) = f est G-équivariante. En effet, si γ ∈ Γn, alors γ commute avec g, ιp, logp et ρ(g)
pour tout g ∈G, d’où :
γ. f = f ◦γ−1
= Tr
(∑
g∈G
(
logp(ιp(g
−1(γ−1(x)))c)
)
ρ(g)
(
z+
z−
))
= Tr
(
γ−1
(∑
g∈G
(
logp(ιp(g
−1(x))c)
))
ρ(g)
(
z+
z−
))
= Tr
(∑
g∈G
(
logp(ιp(g
−1(x))c)
)
ρ(g)
(
γ(z+)
γ(z−)
))
= Φn(γ(z+),γ(z−))

IV.1.5. Soit πn une uniformisante de Zp,n. C’est aussi une uniformisante de OHn,v , de On et on
a par définition Un,v = 1+πnOHn,v . Les propriétés usuelles du logarithme et de l’exponentielle
p-adique impliquent que l’on a logp(1+ pOHn,v ) = pOHn,v , mais on n’a pas de description aussi
explicite de l’image deUn,v. Néanmoins, pour 1+πna ∈ 1+πnOHn,v , on a facilement
vp
(
logp(1+πna)
)
= vp
(
πna+
(πna)2
2
+·· ·+
(πna)p
n
pn
+·· ·
)
≥ vp
(
π
pn
n
pn
)
= 1−n
On a ainsi l’encadrement pOHn,v ⊆ logp(Un,v)⊆ p
1−nOHn,v .
IV.1.6. D’après la preuve de la proposition III.4.4, on a (avec les notations de la proposition)
QpE
ρ
n ≃ (V ⊗L Qp)
⊕
pn . Comme En est sans torsion et ρ est résiduellement irréductible, on a
donc Eρn ≃ T
⊕
pn .
IV.1.7. Notation. • On définit R+n,loc ⊆Ln (resp. R
−
n,loc ⊆ Ln) comme étant l’image du sous-
module deUn,v⊗ZpO sur lequel Frobv agit par multiplication par β (resp. multiplication
par α) par l’application composée
Un,v⊗Zp O
logp⊗1// Hn,v⊗Zp O
m // Ln
où m désigne la multiplication interne dans Ln. On a donc, pour ζ= β ou ζ=α selon le
choix du signe ±,
R±n,loc =
{∑
i
a i
f−1∑
j=0
ζ− j logp(F
j(xi)), xi ∈Un,v,a i ∈O
}
.
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• On fixe un isomorphisme de G-modules Eρn ≃ T
⊕pn , et on définit de même R±n,gl comme
étant l’image du sous-O-module
(
Eρn
)±
:=
(
T±
)⊕pn par la composée
En⊗Zp O
ιp⊗1 // Un,v⊗Zp O
logp⊗1// Hn,v⊗Zp O
m // Ln
Autrement dit, on a
R±n,gl =
{∑
i
bi logp(ιp(xi)), x=
∑
i
xi⊗bi ∈
(
Eρn
)±}
On a clairement R±n,gl ⊆R
±
n,loc ⊆ Ln, car Frobv agit par multiplication par ζ sur les éléments de(
Eρn
)±
.
IV.1.8. Proposition. R±n,loc est un réseau de Ln, et pour n=0, on a R
±
0,loc = pO.
Démonstration. Posons ζ = β ou ζ = α selon le choix du signe ±. On a clairement R±n,loc ⊆
p1−nOHn,v ·On = p
1−nOn d’après le paragraphe IV.1.5. Montrons que R±n,loc contient un réseau
de Ln. L’application définissant R±n,loc est Gv-équivariante, donc d’après le même paragraphe,
R±n,loc contient le O-module S =m
(
(pOHn,v ⊗O)
Frobv=ζ
)
. On a le lemme :
IV.1.9. Lemme. Il existe x ∈OHn,v tel que
∑ f−1
j=0 ζ
− jFrob jv(x) soit une unité de On.
Preuve du lemme. On réduit la somme modulo l’uniformisante πn de On. Soit Fn = On/(πn) le
corps résiduel de Ln. D’une part, le polynôme P(X )=
∑ fv−1
j=0 ζ
− jX p
j
∈ Fn[X ] est de degré p fv−1 et
d’autre part, le corps résiduel de Hn,v est Fp fv ⊆ Fn. Donc P n’est pas identiquement nul sur Fp f ,
et donc il existe x ∈OHn,v tel que P(x mod πn) 6= 0, et un tel x convient. 
Soit x0 comme dans le lemme. Posons y0 =
∑ f−1
j=0 ζ
− jF j(x). On a O · py0 ⊆ S ainsi que tpy0 =
p
∑ f−1
j=0 ζ
− jF j(t·x0) ∈ S pour tout t ∈Zp,n. On a donc O·Zp,n ·py0 ⊆ S. Comme L et Qp,n sont arith-
métiquement disjoints, on a O ·Zp,n =On, et comme y0 est une unité de On, on a O.Zp,n.py0 =
pOn. On a ainsi montré que pOn ⊆ S ⊆R±n,loc ⊆ p
1−nOn. Donc R±n,loc est un réseau de Ln, et pour
n=0, on a bien R±0,loc = pO. 
IV.1.10. Corollaire. Soit f =Φn(z+, z−) ∈HomG(Un,V ) (c.f. proposition IV.1.4). On a les équiva-
lences
(1) f ±(Un,v)= 0⇐⇒ z± = 0 et f ±(Un,v)⊆ T±⇐⇒ z± ∈
(
R±n,loc
)⊥
(2) Si n= 0, alors f ±(Uv)⊆ T±⇐⇒ pz± ∈O
Démonstration. D’après la description de f dans la proposition IV.1.4, on a f ±(Un,v) = 0 (resp.
f ±(Un,v)⊆ T±) si et seulement si Tr(xz±)= 0 (resp. Tr(xz±) ∈O) pour tout x ∈R±n,loc. Par ailleurs,
l’égalité Tr(xz±) = 0 est encore vraie pour tout x dans le L-espace engendré par R±n,loc, qui est
égal à Ln. Donc f ±(Un,v)= 0 équivaut à z± = 0, ce qui prouve le point (1). Le point (2) se déduit
du (1), car pour n=0, on a
(
R±n,loc
)⊥
= (pO)⊥ = 1pO. 
IV.1.11. Notation. À l’aide de l’isomorphisme Eρn ≃ T
⊕
pn , on définit (x+i , x
−
i ) la préimage de la
base (t+, t−) de la i-ème copie de T. On notera aussi s+i et s
−
i les images de x
+
i et de x
−
i par
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l’application Λp :=m ◦ (logp ◦ιp⊗1) utilisée pour définir R
±
n,gl. Notons que la famille
(
s±i
)
1≤i≤pn
engendre R±n,gl.
IV.1.12. Pour tout g ∈ G et pour tout 1 ≤ i ≤ pn, on a les relations g(x+i ) = (x
+
i )
a(g)(x−i )
c(g) et
g(x−i )= (x
+
i )
b(g)(x−i )
d(g). On en déduit facilement une égalité de matrices lignes :(
Λp(g(x+i )) Λp(g(x
−
i ))
)
=
(
s+i s
−
i
)
ρ(g).
IV.1.13. Proposition. Soit f =Φn(z+, z−). Alors on a (avec les notations en IV.1.11) les équiva-
lences suivantes :
f (En)= 0⇐⇒∀1≤ i≤ p
n, Tr(s+i z
+
+ s−i z
−)= 0
f (En)⊆ T⇐⇒∀1≤ i≤ p
n, Tr(s+i z
+
+ s−i z
−) ∈O
Démonstration. On a f (En) ⊆ T si et seulement si f (E
ρ
n) ⊆ T si et seulement si f (x
+
i ), f (x
−
i ) ∈
T pour tout 1 ≤ i ≤ pn, c’est-à-dire si la matrice carrée Mi :=
(
f (x+i ) f (x
−
i )
)
∈ M2(L) est à
coefficients dans O. On peut réécrire cette matrice sous la forme :
Mi = Tr
(∑
g∈G ρ(g)
(
z+
z−
)(
Λp(g−1(x+i )) Λp(g
−1(x−i ))
))
= Tr
(∑
g∈G ρ(g)
(
z+
z−
)(
s+i s
−
i
)
ρ(g−1)
)
d’après IV.1.12
où Tr désigne l’opérateur trace (défini en IV.1.1) appliqué à chaque entrée de la matrice. On
observe que Mi est une matrice commutant avec ρ(G) qui est absolument irréductible. DoncMi
est scalaire, disons Mi =λiI2. En prenant la trace matricielle, on trouve λi =
d
2 Tr(s
+
i z
++ s−i z
−).
Comme p ∤ 2d, on obtient que f (En)⊆ T si et seulement si Tr(s+i z
++ s−i z
−)∈O pour tout 1≤ i≤
pn, d’où la première équivalence. La deuxième équivalence est similaire : on a f (En) = 0 si et
seulement si Mi = 0 pour tout 1≤ i≤ pn, c’est-à-dire si Tr(s+i z
++ s−i z
−)= 0. 
IV.1.14. Corollaire. On a un isomorphisme de O[Γn]-modules
Sel♯n ≃
(
R+n,gl
)⊥
(
R+n,loc
)⊥
Démonstration. Grâce à la suite exacte IV.1.0.1, on voit que le O[Γn]-module Sel#n est isomorphe
à {
f ∈HomG(Un,V ) / f −(Un,v)⊆ T−, f (En)⊆ T
}
{
f ∈HomG(Un,V ) / f (Un,v)⊆ T
}
En utilisant la description avec l’isomorphisme Φn ainsi que le corollaire IV.1.10 et la proposi-
tion IV.1.13, ce dernier module est isomorphe à{
(z+, z−) ∈ L2n / z
− ∈
(
R−n,loc
)⊥
et ∀1≤ i≤ pn,Tr(s+i z
++ s−i z
−) ∈O
}
(
R+n,loc
)⊥
×
(
R−n,loc
)⊥
Enfin, pour z− ∈
(
R−n,loc
)⊥
, on a z− ∈
(
R+n,gl
)⊥
donc Tr(s−i z
−) ∈O pour tout 1≤ i ≤ pn. Donc Sel#n
est isomorphe à :
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{
(z+, z−) ∈ L2n / z
− ∈
(
R−n,loc
)⊥
et ∀1≤ i≤ pn,Tr(s+i z
+) ∈O
}
(
R+n,loc
)⊥
×
(
R−n,loc
)⊥ =
(
R+n,gl
)⊥
×
(
R−n,loc
)⊥
(
R+n,loc
)⊥
×
(
R−n,loc
)⊥ =
(
R+n,gl
)⊥
(
R+n,loc
)⊥ .

IV.2. Fin de la preuve du théorème A. Considérons le diagramme commutatif
(IV.2.0.1) 0

0

HomG(Un,T)

// HomG(En,T)×HomGv (Un,v,T
−)

HomG(Un,V ) //

HomG(En,V )×HomGv (Un,v,V
−)

0 // Sel#n // HomG(Un,D) //

HomG(En,D)×HomGv (Un,v,D
−)

0 0
Les colonnes sont exactes par le même argument que celui pour la suite exacte IV.1.0.1. On va
prouver que la flèche horizontale dumilieu est un isomorphisme, grâce à la proposition suivante
et à un simple comptage de dimensions. Cela suffira pour conclure que Sel#n est fini.
IV.2.1. Proposition. Soit
Seln(V ) :=ker
[
HomG(Un/En,V )−→HomGv (Un,v,V
−)
]
Alors Seln(V )= 0 pour tout entier naturel n.
IV.2.2. La représentation ρ est à coefficients dans un corps de nombres, donc on peut consi-
dérer son Q[G]-module QV , ainsi que QpV son Qp[G]-module associés. Comme L ⊆ Qp, on a
une injection Seln(V ) ,→ Seln(QpV ) := ker
[
HomG(Un/En,QpV )−→HomGv (Un,v,QpV
−)
]
. On va
montrer que Seln(QpV ) est nul. Suivant [BD16], on introduit les définitions suivantes.
IV.2.3. Définition. On note Hom(Un,Qp)Q le sous-Q-espace vectoriel de Hom(Un,Qp) engen-
dré par les logp(ιp ◦ g
−1⊗1) quand g décrit G, c’est-à-dire l’image de Q[G] via l’isomorphisme
IV.1.4.1.
IV.2.4.Définition. On définit Hom(Un/En,Qp)Q comme étant l’intersection de Hom(Un/En,Qp)
avec Hom(Un,Qp)Q dans Hom(Un,Qp).
Le théorème de Baker-Brumer sur la Q-indépendance de logarithmes p-adiques de nombres al-
gébriques permet à Bellaiche et Dimitrov de déterminer la structure de Q[Gn]-module à gauche
de Hom(Un/En,Qp)Q.
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IV.2.5. Théorème ([BD16], Theorem 3.5). En tant que Q-représentations de Gn, on a
Hom(Un/En,Qp)Q ≃
⊕
π=1 ou πFrob∞=1=0
Vdimππ
où la somme est prise sur toutes les représentations irréductibles π de Gn avec π triviale ou bien
telle que la conjugaison complexe Frob∞ ∈Gn ne fixe aucun vecteur non-nul de Vπ.
IV.2.6. Corollaire. On a (
Hom(Un/En,Qp)Q⊗QQpV
)G
= 0.
Démonstration. SoitW la représentation contragrédiente de Hom(Un/En,Qp)Q. Il suffit de mon-
trer que Hom
Q[G](W,QV )= 0. D’après le théorème de réciprocité de Frobenius, on a
Hom
Q[G](Dn,QV )=HomQ[Gn ](W,QV ⊗QQ[Γn]).
Or, en tant que Q[Gn]-représentations, on a V ⊗QQ[Γn] =
⊕
ζp
n
=1V ⊗Q(ζ), où Q(ζ) désigne la
droite Q munie de l’action de Γn donnée par le caractère envoyant le générateur γn ∈ Γn sur
ζ ∈Q×. La conjugaison complexe Frob∞ ∈Gn fixe l’extension Q∞/Q, donc on a Frob∞ ∈G ⊆Gn.
Ainsi, l’action de Frob∞ sur un V ⊗Q(ζ) est donnée par l’action sur la première composante.
Comme V est impaire, on a donc πFrob∞=1 6= 0 pour π égale à la contragrédiente de V ⊗Q(ζ).
D’après le lemme de Schur et le théorème IV.2.5, on en déduit que
Hom
Q[Gn]
(W,QV ⊗
Q
Q(ζ))= 0
quelque soit ζ ∈µpn . Ainsi, on a bien HomQ[G](W,QV )= 0. 
Démonstration de la proposition IV.2.1. Soit f ∈Seln(QpV ). D’après la preuve de la proposition
IV.1.4, f peut s’écrire comme
f (x⊗ c)=
∑
g∈G
(
logp(ιp(g
−1(x))c)
)
ρ(g)
(
z+
z−
)
avec z+, z− ∈Qp. D’après le corollaire IV.1.10, la condition f −(Un,v)= 0 entraîne z− = 0. Quitte
à normaliser f , on peut supposer que z+ ∈ Q¯. Comme les coefficients de ρ(h) (pour h ∈G) sont
dans Q¯, on en déduit que f ∈
(
Hom(Un/En, Q¯p)Q¯⊗QQpV
)G
. D’après le corollaire IV.2.6, on a
ainsi f = 0. 
IV.2.7. Corollaire (Théorème A). Pour tout n ∈ N, Seln( fα) et Sel
♯
n sont finis, et R
+
n,gl est un
réseau de Ln.
Démonstration. Soit n ∈N. D’après la preuve de la proposition III.4.4, les L-espaces vectoriels
HomG(Un,V ) et HomG(En,V )×HomGv (Un,v,V
−) ont tous deux une dimension égale à 2pn. Donc
d’après la proposition IV.2.1, la flèche verticale au milieu du diagramme commutatif IV.2.0.1
est un isomorphisme. Ainsi, Sel#n est fini. D’après IV.1.14,
(
R+n,gl
)⊥
est un réseau de Ln, et
donc R+n,gl aussi. Enfin, Seln( fα) est fini d’après la suite exacte III.4.6.1 et ce qui a été montré
précédemment. 
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IV.2.8. Pour n = 0, le corollaire précédent dit que le générateur s+0 du O-module R
+
0,gl (défini
à ue unité multiplicative de O près) est non-nul. Cet élément est le logarithme p-adique d’une
unité globale dont on rappelle la construction. On fixe un isomorphisme entre Eρ = eρ(O×H⊗ZO)
et T, et on choisit x+0 ∈ E
ρ la préimage d’un générateur du sous-O-module T+ de T. Avec les
notations IV.1.7, on a alors s+0 = m ◦ (logp ◦ιp ⊗1)(x
+
0 ) ∈ pO. On écrit simplement s
+
0 = logp(x
+
0 ).
Comme ρ est à coefficients dans Q[ρ]≃ ιp(Q[ρ]) ⊆ L, on peut trouver un O×-multiple de s+0 qui
soit le logarithme d’un élément de (O×H ⊗ZQ[ρ])
ρ .
IV.2.9.Définition. On définit l’unité globale ǫρ comme étant un élément
∑
i ǫi⊗αi ∈
(
O×H ⊗ZQ[ρ]
)ρ
tel que son logarithme p-adique logp(ǫρ)=
∑
i ιp(αi) logp(ιp(ǫi)) engendre R
+
0,gl. Elle est définie à
une puissance à un élément de Q[ρ]×∩O× près.
IV.2.10. Corollaire. On a un isomorphisme
Sel♯0 ≃O/
logp(ǫρ)
p O.
Démonstration. D’après le corollaire IV.1.14, on a Sel♯0 ≃
(
R+0,gl
)⊥
/
(
R+0,loc
)⊥
. Or on a
(
R+0,gl
)⊥
=(
logp(ǫρ)O
)⊥
= logp(ǫρ)
−1O d’une part, et
(
R+0,loc
)⊥
= (pO)⊥ = 1pO d’après la proposition IV.1.8
d’autre part, ce qui termine le calcul. 
V. PREUVE DU THÉORÈME B
V.1. Le groupe de Selmer est de torsion. Rappelons que l’on a un isomorphisme entre l’al-
gèbre de groupe complétée O[[Γ]] et l’algèbre d’Iwasawa Λ = O[[T]], envoyant le générateur
topologique γ sur 1+T. Nous prouvons dans ce paragraphe la proposition suivante.
V.1.1. Proposition. Le Λ-module X∞( fα) est de torsion. Soit Lp( fα,T) sa fonction L p-adique.
Alors Lp( fα,0)= 0 si et seulement si α= 1, et l’on a toujours Lp(ζ−1) 6= 0 pour ζ ∈µp∞ − {1}.
D’après le corollaire III.3.2, on a pour tout n ∈N∪ {∞} :
Seln( fα)≃ ker
[
HomG(Xn,D)
rn // HomGv (Ip(Mn/Hn),D
−)
]
On a une application naturelle Seln( fα) −→ Sel∞( fα)Γ
pn
, dont on va décrire le noyau et le co-
noyau.
V.1.2. Lemme. La flèche de restriction X∞ −→Xn induit un diagramme commutatif de Zp[Gn]-
modules à lignes exactes :
0 // (X∞)Γpn
res // Xn // Γ
pn // 0
0 // Ip(Mn/H∞) //
?
Ip(Mn/Hn) //
?
Ip(H∞/Hn) // 0
Démonstration. On a clairement Mn ⊇H∞, et donc on a une tour d’extensions M∞/Mn/H∞/Hn.
Par définition de l’action de Γp
n
sur X∞ = Gal(M∞/H∞), le groupe (X∞)Γpn est le groupe de
Galois de K /H∞, la sous-extension maximale de Mn/H∞ telle que K est abélienne sur Hn. Il
suffit de prouver que K =Mn, ce que l’on montre par double inclusion. On a d’une part K ⊆Mn,
par maximalité de Hn/Hn car l’extension K /Hn est abélienne (par définition) non-ramifiée en
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dehors de p (car K /H∞ et H∞/Hn le sont). On a d’autre part Mn ⊆K , par maximalité de K car
Mn/Hn est abélienne et Mn/H∞ est une sous-extension de Mn/H∞.

V.1.3. Proposition. On a une suite exacte de O[Γn]-modules :
0 // Seln( fα) // Sel∞( fα)Γ
pn // (D−)Gv // 0
Par ailleurs, (D−)Gv = 0 si α 6= 1 et (D−)Gv = L/O si α= 1.
Démonstration. Comme G agit trivialement sur Γp
n
≃Zp, la composante ρ-isotypique de ce der-
nier module est triviale. D’après le lemme précédent, on a donc HomG(Xn,D)≃HomG(X∞,D)Γ
pn
,
ainsi qu’une suite exacte :
0 // Seln( fα) // Sel∞( fα)Γ
pn // HomGv (Ip(H∞/Hn),D
−) // coker rn
On a d’une part Ip(H∞/Hn)≃Zp muni de l’action triviale deGv, donc HomGv (Ip(H∞/Hn),D
−)≃
(D−)Gv . D’après le théorème A, on sait que Seln( fα) est fini. On en déduit que rn est surjective.
En effet, d’après la proposition III.4.4, on sait que Xρn a un Zp-rang égal à 2p
n, donc le O-corang
de HomG(Xn,D) est pn d’après le lemme III.1.1. D’autre part, le facteur direct de Ip(Mn/Hn)⊗
O ≃Un,v⊗O sur lequel Frobv agit par multiplication par α est un O-module libre de rang pn,
donc HomGv (Ip(Mn/Hn),D
−) est un O-module divisible de corang pn. Ainsi, coker rn est fini, et
c’est de plus un quotient d’un module divisible, donc coker rn = 0 comme annoncé.

Preuve de la proposition V.1.1. Notons ωn(T) = (1+T)p
n
−1. Avec l’identification γ = 1+T, le
groupe Γp
n
est généré par ωn(T)+1. Ainsi, pour un Λ-module Z, on a ZΓpn = Z/ωn(T)Z.
Notons δα = 1 si α = 1 et δα = 0 si α 6= 1. D’après la proposition V.1.3, le O-rang de X∞( fα)Γpn
est égal à δα pour tout entier naturel n. Soit r le Λ-rang de X∞( fα). D’après le théorème de
structure des Λ-modules de type fini, il existe des polynômes irréductibles Pi(T) de Λ, des
entiers naturels mi et un pseudo-isomorphisme
φ : X∞( fα)−→Λ
r
⊕(⊕
i
Λ/(Pmii )
)
Soit Y l’image de φ, et soient C son noyau et D son conoyau. On a deux suites exactes courtes
0 // C // X∞( fα) // Y // 0, 0 // Y // Λr
⊕(⊕
iΛ/(P
mi
i )
)
// D // 0
La multiplication par ωn(T) induit deux suites exactes longues O-modules de type fini. Comme
C et D sont finis, elles impliquent les deux égalités de rangs suivantes :
RangO X∞( fα)Γpn =RangOYΓpn , RangOYΓpn =RangO (O[T]/ωn(T))
r
⊕(⊕
i
O[T]/(Pmii ,ωn(T))
)
On en déduit que pour tout entier naturel n, on a :
(En) : δα = rp
n
+
∑
i
degT pgcd(Pi(T)
mi ,ωn(T)).
En particulier, on obtient r = 0, c’est-à-dire X∞( fα) est de torsion sur Λ. On peut donc définir
Lp( fα,T) comme étant égale au produit des Pi(T)mi . Comme ω0(T)= T, l’équation (E0) montre
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que Lp( fα,0) est nul si et seulement si δα = 1, c’est-à-dire α= 1. Enfin, pour n quelconque, en re-
tranchant (E0) à (En) on voit que Lp( fα,T) est premier à
ωn(T)
T , dont les racines sont exactement
les ζ−1, où ζ parcourt µpn − {1}. On a donc toujours Lp( fα,ζ−1) 6= 0 pour tout ζ ∈µpn − {1}. 
V.2. Absence de sous-modules pseudo-nuls et terme constant de Lp( fα).
V.2.1. Proposition. Le Λ-module X∞( fα) n’a pas de sous-modules pseudo-nuls non-triviaux.
Démonstration. On va vérifier les hypothèses de la proposition II.3.1, pour A = O et M = T.
Le point (a) a été vérifié dans la proposition V.1.1. Notons Σ l’ensemble des diviseurs premiers
de Np et montrons que H2(QΣ/Q∞,D) est de cotorsion sur Λ. D’après la suite spectrale de
Hochschild-Serre, le noyau de l’application de restriction H2(QΣ/Q∞,D)−→ H2(QΣ/H∞,D) est
contrôlé par la cohomologie du groupe Gal(H∞/Q∞) ≃ G à valeur dans certains Zp-modules
discrets, qui est triviale car p ∤ d. Il suffit donc de montrer que H2(QΣ/H∞,D) est de cotorsion.
Celui-ci est isomorphe à H2(QΣ/H,D∞) d’après le lemme de Shapiro. Comme QΣ =HΣ, on peut
utiliser la formule de caractéristique d’Euler-Poincaré de [Gre06, Proposition 4.1] donnant :
Corang(H2(QΣ/H∞,D))=Corang(H
1(QΣ/H∞,D))−Corang(H
0(QΣ/H∞,D))−2r2(H)
où r2(H) est le nombre de places complexes de H. Le Λ-corang du H0 est 0, car il est égal à
D ≃ (L/O)2, qui est de co-torsion sur Λ. Il faut donc montrer que le corang du H1 est égal à
2r2(H). Comme QΣ est aussi la plus grande extension de H∞ non-ramifiée en dehors de Σ, et
que l’action de GH∞ sur D est triviale, on a H
1(QΣ/H∞,D)=Hom(Gal(M∞,Σ/H∞),D) où M∞,Σ
est la plus grande pro-p extension abélienne de H∞ non-ramifiée en dehors de Σ. Son groupe
de Galois X∞,Σ a le même rang sur Λ que X∞, qui est égal à r2(H) d’après [Iwa73, Theorem 17].
Comme Hom(X∞,Σ,D)∨ =Hom(T,X∞,Σ)≃X⊕2∞,Σ d’après le lemme III.1.1, ce dernier Λ-module a
pour rang 2r2(H), ce qui termine la vérification de l’hypothèse (b).
L’hypothèse (c) est clairement vérifiée, car la représentation ρ est impaire. L’hypothèse (d) aussi,
car ρ est non-ramifiée en p. Enfin, l’hypothèse (e) est vérifiée car ρ est résiduellement irréduc-
tible de dimension 2. On peut ainsi conclure que X∞( fα) n’a pas de sous-modules pseudo-nuls
non-triviaux. 
V.2.2. Proposition. Si α 6= 1, alors le terme constant de Lp( fα,T) est égal (à une unité de O
près) à
logp(ǫρ )
p
√
#Clp(H)ρ , où ǫρ est l’élément de la définition IV.2.10.
Démonstration. D’après la proposition V.1.3, on sait que X∞( fα)/TX∞( fα) est fini et à le même
ordre que X0( fα), c’est-à-dire que Sel0( fα). D’après le lemme I.3.3, le sous-module X∞( fα)[T]
est donc fini, et d’après la proposition V.2.1, il est nécessairement trivial. Ainsi, toujours d’après
le lemme I.3.3, Lp( fα,0) est égal (à une unité de O près) à l’ordre de Sel0( fα). Ce dernier module
est une extension de HomG(Clp(H),D) par Sel
#
0. Le groupe HomG(Clp(H),D) a même ordre que
son dual HomG(T,Clp(H)) qui est égal à
√
#Clp(H)ρ d’après le lemme III.1.1. Le groupe Sel#0 a
quant à lui un O-ordre égal à
logp(ǫρ )
p d’après le corollaire IV.2.10. Cela termine la preuve de la
formule annoncée. 
VI. THÉORIE D’IWASAWA ET FAMILLES DE HIDA
VI.1. Familles de Hida.
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VI.1.1. Spécialisations. On pose u = 1+ p un générateur du groupe multiplicatif 1+ pZp. Soit
H une extension finie de Zp[[X ]]. On dit qu’un morphisme d’anneaux φ : H −→ Qp est une
spécialisation classique de H s’il existe un entier k≥ 1 et une racine de l’unité ζ ∈µp∞ primitive
d’ordre pr−1 (où r > 0) tels que φ(X )= ζuk−1−1. On dit que φ est une spécialisation algébrique
si, de plus, k ≥ 2. On pose kφ := k, rφ := r, et aussi χφ = χζ. La spécialisation φ définit par
ailleurs un idéal pφ :=kerφ de H, qui est premier de hauteur 1, et un anneau Oφ := imφ qui est
une extension finie de Zp.
VI.1.2. Une forme parabolique ordinaire Zp[[X ]]-adique de niveau modéré N et de caractère
ǫ est un q-développement formel F =
∑
n≥0an(F)q
n à coefficients dans une extension finie H de
Zp[[X ]] telle que, pour toute spécialisation algébrique φ de H, le q-développement
gφ :=φ(F)=
∑
n
φ(an(F))q
n
∈ Skφ(Np
rφ ,ǫχφω
1−kφ,Oφ)
définit une forme parabolique ordinaire p-stabilisée de poids kφ et de niveau Nprφ . On dit que
F est N-nouvelle si toutes ses spécialisations classiques le sont. Une famille de Hida primi-
tive F est une forme parabolique ordinaire Zp[[X ]]-adique N-nouvelle qui est propre pour les
opérateurs de Hecke Uℓ (resp. Tℓ, 〈ℓ〉) pour ℓ|Np (resp. ℓ ∤ Np).
VI.1.3. SoitHN l’algèbre de Hecke universelle ordinaire de niveaumodéré N. C’est uneZp[[X ]]-
algèbre générée par les opérateurs de Hecke agissant sur l’espace des formes paraboliques
ordinaires. Elle est libre de rang fini d’après [Hid86b, Theorem 3.1], et ses spécialisations al-
gébriques correspondent aux formes paraboliques propres de niveau modéré N. Le quotient
HnewN de HN agissant fidèlement sur l’espace des formes N-nouvelles est de même une Zp[[X ]]-
algèbre finie réduite et sans torsion. Ses spécialisations algébriques sont de plus en bijection
avec les (orbites galoisiennes de) formes propres classiques de poids k ≥ 2 et niveau modéré N
qui sont nouvelles en N.
VI.2. Fonctions L p-adiques analytiques en familles et en poids 1. Pour attacher une
fonction L p-adique à fα, on commence par déformer fα p-adiquement, ce qui est possible grâce
à [Wil88, Theorem 3], donnant le résultat suivant.
VI.2.1. Théorème (Wiles). Il existe une famille de Hida primitive F se spécialisant en fα.
D’après le théorème principal de [BD16], on sait même que F est unique à conjugaison près sous
l’hypothèse (reg) (c.f. [Dim14, Corollary 7.7]). La famille F définit un morphisme d’anneaux
HnewN −→ Frac(Zp[[X ]]), dont le noyau a est un idéal premier minimal de H
new
N . On peut alors
voir F à coefficients dans HF := H
new
N /a. On note φα : HF −→ Qp la spécialisation classique de
poids 1 associée à fα, et on note simplement pα = kerφα l’idéal premier de hauteur 1 associé à
fα. Les coefficients de Fourier de fα sont dans O, donc φα est à valeurs dans O.
VI.2.2. Remarque. Soit φ une spécialisation algébrique de poids k de HF telle que p−1|k−1
et χφ = 1. Alors, par définition, gφ :=F(φ) est de niveau Np et son nebentypus ǫ est de niveau
N. Comme p ∤ N, gφ est nécessairement p-old d’après [Miy06, Theorem 4.6.17/2]. Ainsi, gφ est
la p-stabilisation d’une forme primitive de niveau N.
VI.2.3. La Zp[[X ]]-algèbre HN est finie donc semi-locale, elle est isomorphe au produit fini
de ses localisés aux idéaux maximaux
∏
m (HN)m. On note Hρ¯ le localisé de HN en l’idéal maxi-
mal correspondant à ρ¯. Lorsque ρ¯ est absolument irréductible et p-distinguée, l’anneau Hρ¯ est
Gorenstein. [EPW06] construit alors un élément de Hm[[T]] à l’aide de symboles modulaires
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qui interpole les fonctions L p-adiques usuelles des spécialisations algébriques de Hρ¯, c’est-à-
dire des formes paraboliques propres p-ordinaires de niveau modéré N dont la représentation
galoisienne associée est résiduellement isomorphe à ρ¯.
VI.2.4. Proposition. Supposons (hyp) et (reg) vérifiées. Il existe un élémentLp(F,T) ∈HF[[T]],
défini à une unité de HF près, satisfaisant la propriété suivante : pour toute spécialisation al-
gébrique gφ = φ(F) de F, l’image Lp(gφ,T) ∈ Oφ[[T]] de Lp(F,T) par la projection naturelle
HF[[T]]։ Oφ[[T]] est la fonction L p-adique usuelle attachée à gφ. Autrement dit, pour tout
0≤m≤ k−2 et ξ racine primitive pt−1-ème de l’unité, on a la formule d’interpolation :
Lp(gφ,ξ(1+ p)
m
−1)= e g(ξ,m)
pt
′(m+1)m!
ap(g)t
′ (−2iπ)m+1G(ωmχ−1
ξ
)Ω(−1)
m
g
L(gφ,ω
mχ−1ξ ,m+1)
où ap(gφ) = φ(ap(F)), où χξ :GQ։ Γ։ µpt−1 est le caractère envoyant γ sur ξ, avec e g(ξ,m) =
1− ap(gφ)−1pm et t′ = 0 lorsque ξ = 1 et p−1|m, et avec e g(ξ,m) = 1 et t′ = t sinon, où G(−)
désigne la somme de Gauss usuelle, et où Ω±g est une période canonique de g, définie à une unité
de Oφ près. Le choix des périodes peut par ailleurs être effectué simultanément pour toutes les
spécialisations gφ.
Démonstration. Sous les hypothèses (hyp) et (reg), ρ¯ est irréductible et p-distinguée. On peut
alors considérer l’élément L(m,N,ω0) ∈ Hρ¯[[T]] défini (à une unité de Hρ¯ près) dans [EPW06,
Section 3.4], et on définitLp(F,T) comme étant son image par la projection naturelleHρ¯[[T]]։
HF[[T]]. La formule est la conséquence directe de la proposition 3.4.3 de loc. cit. 
VI.2.5.Définition. Supposons (hyp) et (reg) vérifiées. On définitLp( fα,T)∈O[[T]] la fonction
L p-adique analytique de fα comme étant l’image de Lp(F,T) par l’application HF[[T]] −→
O[[T]] induite par φα. Elle est bien définie à une unité multiplicative de O près.
VI.3. Groupe de Selmer en famille. D’après [Hid86a, Theorem 2.1], on peut attacher à F
une représentation galoisienne sur HF ⊗Zp[[X ]] Frac(Zp[[X ]]) qui interpole ρ et les représen-
tations de Deligne attachées aux spécialisations algébriques de F. De plus, l’espace des Ip-
coinvariants est une droite sur laquelle Frobv agit par multiplication par ap(F), d’après [Wil88,
Theorem 2.2.2]. Comme ρ¯ est absolument irréductible, cette représentation est même définie
sur HF, d’après le théorème de Nyssen [Nys96] et de Rouquier [Rou96]. On obtient le résultat
suivant.
VI.3.1. Théorème. Sous les hypothèses (hyp) et (reg), il existe un HF-module libre de rang 2,
noté TF, et une représentation continue impaire et irréductible
ρF :GQ −→GLHF (TF),
non-ramifiée en-dehors de Np telle que Tr(ρF(Frobℓ))= aℓ(F) pour tout ℓ ∤ Np. On a en outre les
propriétés suivantes :
• Pour toute spécialisation algébrique gφ =φ(F) de F, le Oφ-module Tφ :=TF⊗HF ,φOφ est
isomorphe à un réseau de la représentation de Deligne attachée à gφ. De même, on a
T ≃TF⊗HF ,φα O.
• Il existe T+
F
⊆ TF un sous-HF-module libre de rang 1 qui est stable par GQp vérifiant
les propriétés suivantes. Le quotient T−
F
:= TF/T+F est libre de rang 1, et l’action de GQp
sur T−
F
est donnée par le caractère non-ramifié δ tel que δ(Frobp)= ap(F). De plus, pour
toute spécialisation algébrique gφ de F, la filtration obtenue se spécialise sur la filtration
ordinaire attachée à Tφ. De même, on a T± ≃T±⊗HF ,φα O.
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VI.4. Conjectures principales.
VI.4.1. Soit gφ une spécialisation classique de F. Le groupe de Selmer (resp. groupe de Selmer
dual) attaché à gφ est par définition le Oφ[[T]]-module
Sel∞(φ) :=Sel∞(Tφ,T
+
φ ), resp. X∞(φ) :=Sel∞(φ)
∨
On pose Lp(gφ,T) := Lp(X∞(φ),T) lorsque X∞(φ) est de torsion sur Oφ[[T]]. La conjecture
principale pour les formes primitives ordinaires de poids k≥ 2 prédit l’égalité suivante.
VI.4.2.Conjecture. Le Oφ[[T]]-module X∞(φ) est de torsion, et il existe une unité uφ de Oφ[[T]]
telle que
uφ ·Lp(gφ,T)=Lp(gφ,T).
Kato a prouvé une divisibilité partielle dans le cas où gφ est la p-stabilisation d’une forme
primitive ordinaire de niveau premier à p ([Kat04, Theorem 17.4]). D’après la discussion du
paragraphe VI.2.2, ceci est valable précisément lorsque p− 1|kφ− 1 et χφ = 1. On a donc le
théorème suivant.
VI.4.3. Théorème (Kato). Supposons que p−1|kφ−1 et χφ = 1. Le Oφ[[T]]-module X∞(φ) est
de torsion, et
Lp(gφ,T) divise Lp(gφ,T))
dans Oφ[[T]][ 1p ].
Nous formulons la conjecture suivante :
VI.4.4. Conjecture (=Conjecture A). Supposons les hypothèses (hyp) et (reg) vérifiées. Il
existe une unité u de O[[T]] telle que
u ·Lp( fα,T)=Lp( fα,T)
Les arguments de passage à la limite utilisé dans la preuve du théorème C montreront (sous
les hypothèses du théorème C) que la conjecture VI.4.2 implique la conjecture VI.4.4. Notre
résultat est le suivant :
VI.4.5. Théorème (= Théorème C). Supposons les hypothèses (hyp) et (reg) vérifiées. Alors
Lp( fα,T) divise Lp( fα,T)
dans O[[T]][ 1p ]. De plus, si la conjecture VI.4.2 est vraie pour toute spécialisation gφ de poids kφ
suffisamment proche p-adiquement de 1 et de niveau Np, alors la conjecture VI.4.4 est vraie.
VII. PREUVE DU THÉORÈME C
VII.1. Articulation de la preuve. Nous supposons dans cette section que les hypothèses
(hyp) et (reg) sont vérifiées. Comme déjà noté dans l’introduction, on sait alors que (HF)pα
est un anneau de valuation discrète d’après le résultat principal de [BD16] (voir aussi [Dim14,
Proposition 7.4]). Dans le paragraphe VII.2, on construit un paramétrage de F au voisinage de
fα, donnant une suite de formes modulaires primitives p-stabilisées gn (c.f. notation VII.2.6)
dont les coefficients de Fourier vivent dans une extension finie O′ de O et convergent vers ceux
de fα. Les étapes de la preuve du théorème C sont rassemblées dans le schéma suivant :
THÉORIE D’IWASAWA POUR LES FORMES MODULAIRES DE POIDS 1 31
Lp(gn,T)
(c) n→+∞

(a)
divise Lp(gn,T)
(b)n→+∞

Lp( fα,T) Lp( fα,T)
Toutes les fonctions L p-adiques sont des éléments de l’anneau topologique O′[[T]], et les divi-
sibilités sont dans O′[[T]][ 1p ]. Le point (a) est une application du théorème de Kato (Théorème
VI.4.3). Les points (b) et (c) sont respectivement démontrés dans le lemme VII.3.1 et la pro-
position VII.4.2, après avoir construit une fonction L p-adique analytique et algébrique au
voisinage de fα dans les paragraphes VII.3 et VII.4. Une fois les points (a), (b) et (c) prouvés,
la preuve du théorème C découle immédiatement du lemme suivant, pour A = O′[[T]], π une
uniformisante de O′, an = Lp(gn,T), a=Lp( fα,T), bn =Lp(gn,T), et b=Lp( fα,T).
VII.1.1. Lemme. Soit A un anneau topologique compact. Soient (an)n et (bn)n deux suites d’élé-
ments de A convergeant respectivement vers a et b.
(1) Si an divise bn dans A pour tout n, alors a divise b.
(2) Soit π ∈ A un élément premier, régulier et topologiquement nilpotent. Si an divise bn
dans A[ 1π ] pour tout n, et si a 6= 0, alors a divise b dans A[
1
π ].
Démonstration. Commençons par le (1). Écrivons bn = ancn avec cn ∈ A. Comme A est compact,
on peut supposer, quitte à extraire une sous-suite, que (cn)n converge. On a ainsi b = ac par
passage à la limite, et donc (a)⊇ (b).
Traitons (2). Soit n ∈ N. Il existe k(n) ∈ N et cn ∈ A tels que πk(n)bn = ancn. L’élément π étant
régulier, quitte à simplifier suffisamment de fois par π, on peut supposer que l’on a, ou bien
k(n) = 0, ou bien π ∤ cn. Dans tous les cas, π étant premier, on a πk(n)|an. Par hypothèse, an
converge vers a 6= 0 et π est topologiquement nilpotent, donc k(n) est borné avec n d’après
(1). Ainsi, il existe un entier K suffisamment grand tel que (an) ⊇ (πK bn) pour tout n, et donc
(a)⊇ (πKb) par (1), ce qu’on voulait démontrer. 
VII.2. Lissité et paramétrage local de la famille de Hida.
VII.2.1. Soit F(W) =
∑
n cnW
n ∈ Qp[[W]] une série formelle de rayon de convergence posi-
tif. Alors il existe un entier r tel que F(W) converge sur le disque de rayon p−r, c’est-à-dire
que la suite (cnpnr)n est bornée. On peut donc voir F(Y ) comme un élément du sous-anneau
Zp[[W/pr]][
1
p ] de Qp[[W]].
VII.2.2.Lemme. Soit F(W) ∈Qp[[W]]. Supposons que F(W) est entier surZp[[W]]. Alors il existe
une extension finie M de Qp et un entier r tel que F(W) ∈OM[[W/pr]].
Démonstration. Soit Q(W,Z)∈Zp[[W]][Z] un polynôme (en la variable Z) unitaire de degré dQ
qui s’annule en F(W). Comme Qp[[W]] est intègre, Q(W,Z) a un nombre fini de racines dans
Qp[[W]]. Le théorème d’approximation d’Artin [Art68, Theorem 1.2] implique que, pour tout
entier c ≥ 0 et pour toute racine G(W) de Q(W,Z), il existe une série formelle Gˆ(W) ∈Qp[[W]]
de rayon de convergence positif qui est une racine de Q(W,Z) et qui satisfait la congruence
G(W) ≡ Gˆ(W) modW c. En choisissant c suffisamment grand, on voit que l’on a G(W) = Gˆ(W),
et donc toute racine du polynôme Q(W,Z) converge au voisinage de 0. En particulier, il existe
un entier r tel que F(W) ∈Zp[[W/pr]][
1
p ].
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Soit M le compositum de toutes les extensions de Qp de degré inférieur ou égal à dQ . Pour tout
w ∈ pr+1Zp, l’équation Q(w,F(w))= 0 implique que F(w) satisfait une équation de degré dQ , et
donc f (w)∈M. On en déduit que F(W) est à coefficients dans M, et donc F(W) ∈OM[[W/pr]][
1
p ].
Enfin, comme F(W) est entier, il est p-entier et donc F(W) ∈OM[[W/pr]] comme annoncé. 
VII.2.3. Soient r ≥ 0 et e ≥ 1 des entiers etM une extension finie de L. On noteraOM[[X1/e/pr]]
la OM [[X ]]-algèbre OM[[X ,Y ]]/(preY e−X ). Un morphisme de spécialisation X = a pour a ∈mCp
s’étend à OM [[X1/e/pr]] dès que p−rea ∈mCp , et dépend du choix d’une racine e-ième de p
−rea
dans Cp.
VII.2.4. Proposition. Il existe des entiers r et e ≥ 1, une extension finie M/L suffisamment
grande et unmorphisme (injectif) de Zp[[X ]]-algèbresΦ tel qu’on ait un diagramme commutatif :
(VII.2.4.1) HF
φα //
Φ ''
OM
Zp[[X ]]
OO
// OM[[X1/e/pr]]
X=0
OO
Démonstration. Comme (HF)pα est un anneau de valuation discrète d’égale caractéristique, son
complété est un anneau de séries formelles en une variables sur sur son corps résiduel. Donc il
existe un morphisme injectif d’anneaux topologiques
Φ : (HF)pα ,→Qp[[Y0]]
où Y0 est une variable formelle. L’élément X ∈ (HF)pα satisfait limn→+∞X
n = 0, donc comme
élément de Qp[[Y0]], X est une série formelle sans terme constant X = aY e0 + bY
e+1
0 + . . . où
e ≥ 1 et a 6= 0. Soit H(Y0) ∈Qp[[Y0]] une racine e-ième de la série a+bY0+ . . ., de sorte que X =
(Y0H(Y0))
e. Comme H(0) 6= 0, on voit que Y =Y0H(Y0) définit une nouvelle variable formelle, i.e.
on a un isomorphisme d’anneaux topologiques Qp[[Y0]]≃Qp[[Y ]]≃Qp[[X1/e]]. La restriction de
Φ à HF donne un morphisme de Zp[[X ]]-algèbres HF ,→ Qp[[X
1/e]]. Comme HF est finie sur
Zp[[X ]], l’image de ce morphisme est inclue dans un anneau de la forme OM[[X1/e/pr]] d’après
le lemme VII.2.2, oùM est une extension finie deQp. On note encoreΦ le morphisme de Zp[[X ]]-
algèbres obtenu :
Φ :HF ,→OM [[X
1/e/pr]]
Il vérifie par construction Φ−1
(
(X1/e/pr)
)
= pα, ce qui rend le diagramme VII.2.4.1 commutatif.

VII.2.5. Corollaire. Soit Y la variable formelle X1/e/pr et soit A := OM[[X1/e/pr]] ≃ OM[[Y ]].
On définit
F
†(Y )=
∑
m≥1
am(F
†;Y )qm ∈A[[q]] où am(F
†;Y ) :=Φ(am(F))
Alors F†(Y ) paramètre F au voisinage de fα au sens suivant : on a F†(0)= fα, et pour tout entier
k ≥ 2 tel que pre|k−1, et pour tout choix y ∈ M d’une racine e-ième de u
k−1−1
pre , F
†(y) est une
spécialisation algébrique de F de poids k, de niveau Np et nebentypus ǫω1−k.
Démonstration. On a en effet pre+1|uk−1−1, donc |y|p < 1 et il existe un unique morphismeΨy :
A−→OM satisfaisant Ψy(Y )= y. On a de plus Ψy(X )= uk−1−1, donc la composée φy =Ψy ◦Φ :
HF −→OM est une spécialisation algébrique de HF de poids k et de caractère χφy = 1. La forme
F†(y)=F(φy) définit bien une spécialisation algébrique de F avec les propriétés annoncées. 
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VII.2.6.Notation. Quitte à agrandirM, on peut supposer que M contient toutes les extensions
deQp de degré ≤ e, et doncM contient toutes les racines e-ièmes d’éléments de Q×p . On fixe dans
toute la suite une telle extension M.
Pour tout entier naturel n, on note k(n) = (p−1)pn+re +1. On fixe yn ∈ M une racine e-ième
de u
k(n)−1−1
pre et on pose gn = F
†(yn). Comme p−1|k(n)−1, gn est la p-stabilisation d’une forme
primitive classique de poids k(n), de niveau N, de nebentypus ǫ et à coefficients dansOM d’après
le corollaire VII.2.5 la remarque VI.2.2. On note φn :HF −→OM le morphisme de spécialisation
correspondant à gn et pn = pφn ⊆HF. Notons que dans OM , on a
lim
n→+∞
yn = 0,
donc les coefficients du q-développement de gn convergent vers ceux de fα lorsque n→∞.
VII.3. Fonction L p-adique analytique au voisinage de fα. On définit une fonction L p-
adique analytique au voisinage de fα comme étant l’élément L
†
p(Y ,T) ∈A[[T]] obtenu en pre-
nant l’image de Lp(F,T) par le morphisme HF[[T]]→ A[[T]] induit par Φ. Ainsi, d’après le
corollaire VII.2.5 et avec les notations VII.2.6, on a :
L
†
p(0,T)=Lp( fα,T) et L
†
p(yn,T)=Lp(gn,T)
pour tout entier naturel n.
VII.3.1. Lemme. La suite (Lp(gn,T))n converge vers Lp( fα,T) dans OM[[T]].
Démonstration. Il est clair que toute série formelle F(Y ,T)∈OM[[Y ,T]] définit une application
continue y 7−→ F(y,T) sur OM−O×M à valeurs dans OM[[T]]. En considérant F(Y ,T)=L
†
p(Y ,T),
on a donc limn→+∞Lp(gn,T)= limn→+∞L
†
p(yn,T)=L
†
p(0,T)=Lp( fα,T) dans OM[[T]]. 
VII.4. Fonction L p-adique algébrique au voisinage de fα. Il n’existe pas a priori de fonc-
tion L p-adique algébrique associée au groupe de Selmer X∞(TF,T
+
F
), ni même d’idéal caracté-
ristique, car l’anneau HF[[T]] n’est pas nécessairement factoriel, ni même intégralement clos
(c.f. définitions I.1.3 et I.3.1). Notre paramétrage local de la famille de Hida nous permet de
surmonter ce problème et de travailler sur un anneau de séries formelles A[[T]]≃OM[[Y ,T]],
qui est factoriel et sur lequel on peut en outre appliquer les résultats des sections I et II.
VII.4.1. On notera simplement les A-modules T=TF⊗HF ,ΦA et D=T⊗AA
∨. On définit simi-
lairement T± et D±. On définit aussi les A[[T]]-modules
Sel∞(F
†)=Sel∞(T,T
+), resp. X∞(F
†)=Sel∞(F
†)∨
Rappelons que pour tout entier naturel n, le groupe de Selmer Sel∞(φn) attaché à gn est de tor-
sion d’après le théorème VI.4.3. Nous démontrons dans la suite la proposition suivante.
VII.4.2. Proposition. La suite (Lp(gn,T))n converge vers Lp( fα,T) dans OM[[T]].
VII.4.3. Lemme. On a des isomorphismes de OM[[T]]-modules :
X∞(F
†)/ (Y − yn) ·X∞(F
†)≃ X∞(φn)⊗Oφn OM , et X∞(F
†)/Y ·X∞(F
†)≃ X∞( fα)⊗OOM
(VII.4.3.1)
pour tout entier naturel n. En particulier, X∞(F†) est de torsion sur A[[T]].
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Démonstration. Cela résulte d’une application directe de la proposition II.2.1. Avec les nota-
tions de la proposition, on pose A =A, T =T, T± =T±, et a est l’idéal principal de A engendré
par Y − yn ou bien par Y . Montrons que ses hypothèses sont vérifiées. L’idéal a est principal par
définition. Le groupe d’inertie en p agit trivialement sur D− parce que ceci est déjà le cas pour
T−
F
. Il reste à montrer que DGQ∞ et DIℓ (pour l|N) sont A-divisibles. Il suffit de démontrer qu’ils
sont A-colibres. On note Dgn = Vgn /Tgn le OM-module discret usuel construit à partir de la re-
présentation de Deligne de gn, et on note encore D le OM -module D⊗OOM . Les propriétés de
spécialisation énoncées dans le théorème VI.3.1 entraînent les identifications Dgn ≃ D[Y − yn]
et D ≃ D[Y ]. Soit ̟ une uniformisante de OM , soit FM = OM /̟ et notons M = (̟,Y ) l’idéal
maximal de A. La représentation résiduelle D de ρF vérifie D ≃ Dgn [̟] ≃ D[̟] en tant que
FM[GQ]-modules.
On a déjà DGQ∞ = 0. En effet, comme l’action galoisienne est A-linéaire, on a DGQ∞ [Y ]= DGQ∞ .
Comme H∩Q∞ =Q et ρ est irréductible, on a DGQ∞ =DGQ = 0. D’après le lemme de Nakayama,
on a bien DGQ∞ = 0.
Soit ℓ|N, et montrons que DIℓ est colibre sur A. Soit P =
(
DIℓ
)∨
le dual de Pontriyagin de DIℓ .
Alors on a P/MP=
(
D Iℓ
)∨
=D Iℓ . C’est un FM-espace vectoriel, de dimension 0 si aℓ(F†;Y ) ∈M,
et de dimension 1 si aℓ(F†;Y ) est une unité de A. Dans le premier cas, on a P= 0 par le lemme
de Nakayama, donc P est libre. Supposons que P/MP est de dimension 1. Alors P est monogène,
et donc P ≃A/( f (Y )) pour un certain f (Y ) ∈A. Par ailleurs, on a aℓ(gn) ∈O×M pour tout entier
naturel n, donc P/ (Y − yn)P≃
(
Tgn
)
Iℓ
est de OM-rang égal à 1. Cela implique que l’élément f (Y )
s’annule en toutes les valeurs Y = yn, n ∈N, et donc f (Y )= 0 d’après le théorème de préparation
de Weierstrass. Donc P est libre (de rang 1) comme annoncé, et cela termine la vérification.
D’après le théorème B, X∞( fα) est de O[[T]]-torsion, donc X∞(F†)/Y ·X∞(F†) est de torsion sur
OM[[T]]. L’assertion élémentaire suivante montre alors que X∞(F†) est de torsion sur A[[T]].
Soit M un module de type fini sur un anneau B. Supposons qu’il existe un idéal premier Q⊆B
tel que M/QM est de torsion sur B/Q. Alors il existe s ∈ B−Q qui tue M, et en particulier M
est de torsion. 
VII.4.4. Lemme. Le A[[T]]-module X∞(F†) n’a pas de sous-modules pseudo-nuls non-triviaux.
Démonstration. On va montrer que l’on peut appliquer la proposition II.3.1 aux données A =A,
T = T et T+ = T+. L’hypothèse (a) est vérifiée d’après le lemme VII.4.3. Montrons que (b) est
satisfaite, à savoir que le module H := H2(QΣ/Q∞,D)∨ est de torsion sur A[[T]]. On a montré
dans la preuve de la proposition V.2.1 que H2(QΣ/Q∞,D)∨ est de type fini et de torsion sur
OM[[T]]. La multiplication par Y définit une suite exacte courte
0 // D // D // D // 0
induisant une application surjectiveH2(QΣ/Q∞,D)։H2(QΣ/Q∞,D)[Y ]. Donc leOM[[T]]-module
H/Y ·H est un sous-module d’un module de type fini et de torsion. Il est donc de type fini et de
torsion, et il en est de même pour le A[[T]]-module H. L’hypothèse (c) est clairement vérifiée,
car la représentation ρF est impaire. L’hypothèse (d) aussi, car Ip agit trivialement sur D−.
Enfin, l’hypothèse (e) est vérifiée car ρF est résiduellement irréductible de dimension 2. Cela
termine la vérification des hypothèses, et donc la preuve du lemme. 
Une variante du lemme précédent pour X∞(F) = X∞(TF,T+F) est montrée dans [Och06, Propo-
sition 8.1] sous l’hypothèse que HF est régulier.
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Preuve de la proposition VII.4.2. Le groupe de Selmer X∞(F†) est de type fini et de torsion sur
l’anneau A[[T]] qui est factoriel, donc possède une fonction L p-adique algébrique L†p(Y ,T) ∈
A[[T]]. D’après les lemmes VII.4.3, VII.4.4 et en appliquant la proposition II.2.1 (2), les idéaux
caractéristiques de Sel∞(φn) et de Sel∞( fα) sont engendrés respectivement par L
†
p(yn,T) et
L†p(0,T). Autrement dit, on a :
Lp(gn,T)= L
†
p(yn,T) resp. Lp( fα,T)= L
†
p(0,T)
L’argument de la preuve du lemme VII.3.1 montre alors que limn→+∞Lp(gn,T) = Lp( fα,T)
dans OM [[T]], ce qui termine la preuve de la proposition VII.4.2. 
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