In some long term studies, a series of dependent and possibly censored failure times may be observed. Suppose that the failure times have a common marginal distribution function having a density, and the nonparametric estimation of density and hazard rate under random censorship is of our interest. In this paper, we establish the asymptotic normality and the uniform consistency (with rates) of the kernel estimators for density and hazard function under a censored dependent model. A numerical study elucidates the behavior of the estimators for moderately large sample sizes.
INTRODUCTION AND MAIN RESULTS

Let [T i ]
n i=1 be a sequence of the true survival times for n individuals in a life table. The random variables (r.v.'s) are not assumed to be mutually independent (see Assumption (K1) for the kind of dependence stipulated); it is assumed, however, that they have a common unknown continuous marginal distribution function (d.f.) F(t)=P(T i t) with a probability density function (p.d.f.) f =F$. Let the r.v. T i be censored on the right by the r.v. Y i , so that one observes only
and
where 7 denotes minimum and I( } ) is the indicator (r.v.) of the event specified in parentheses. In this random censorship model, the censoring times
. For this purpose, define two stochastic processes, N n (t)= :
the number of uncensored observations less than or equal to t, and Y n (t)= :
I(Z i t), the number of censored or uncensored observations greater than or equal to t. Then the Kaplan Meier (K M) estimator for 1&F(t), based on the censored data [ (Z i 
for t<Z (n) .
Here Z (i) are the order statistics of Z i , $ (i) is the concomitant of Z (i) , and dN n (s)=N n (s)&N n (s ). Also, the empirical cumulative hazard function for the underlying cumulative hazard function 2(t)=&log(1&F(t)) is
Note that 2 n is the usual so-called Nelson estimator of 2. Our estimator for f will be the well-known estimate
where [b n ; n 1] is a sequence of bandwidths tending to zero at an appropriate rate, K is a smooth kernel function, q 1 =F n (Z (1) ), and
Another question of interest in survival analysis is the estimation of the hazard rate *(t)= f (t)Â(1&F(t)) =2$(t) for F(t)<1. As an estimate for *, we shall consider
For the case in which the failure time observations are mutually independent, the estimation for density and hazard rate has been studied extensively by many authors during recent years, for example, Tanner and Wong (1983) , Padgett and McNichols (1984) , Diehl and Stute (1988) , Lo, Mack and Wang (1989) , and Mu ller and Wang (1990) . There are no results available, however, for the case in which these observations exhibit some kind of dependence. At this point, two examples might be appropriately presented here regarding the consideration of the censoring dependent data. Voelkel and Crowley (1984) Cai (1998) studied some asymptotic properties of the Kaplan Meier estimator F n (t) for censored dependent data.
It is the aim of the present paper to give a representation of f n (and * n ) in terms of a sum of random variables which are assumed to be :-mixing whose definition is given below, plus a negligible remainder. In addition, the asymptotic normality and the uniform consistency with rates of the estimators for density and hazard rate are presented in this section. In Section 2, we show a small numerical study to illustrate the performance of the estimators. Finally, the outline of the proofs for the main results is given in Section 3.
Let F k i (X) denote the _-field of events generated by [X j ; i j k]. For easy reference, let us recall the following definition.
Definition. Let [X n ; n 1] denote a sequence of r.v.'s. Given a positive integer n, set
The sequence is said to be :-mixing if the mixing coefficient :(n) Ä 0 as n Ä .
Among various mixing conditions used in the literature, :-mixing is reasonably weak and has many practical applications. Many stochastic processes and time series are known to be :-mixing. Withers (1981) obtained various conditions for linear process to be :-mixing. Under certain weak assumptions autoregressive and more generally bilinear time series models are strongly mixing with exponential mixing coefficients. Auestad and Tjo% stheim (1990) provided an illuminating discussion of the role of :-mixing for model identification in nonlinear time series analysis.
For the sake of simplicity, the assumptions used in this paper are listed below. All limits are taken as n Ä , unless otherwise specified. (K3) :(n)=O(n && ) for some &>3.
(K4) K is a continuously differentiable p.d.f. vanishing outside some finite interval, <s 1 <0<s 2 < .
(K5) For each j 2, the joint p.d.f. of T 1 and T j , f 1, j ( } , } ) exists and 
tending to infinity and such that c n +d n n, and let + n be the largest positive integer for which + n (c n +d n ) n. Then:
is bounded, where # is as in (K6).
Remark. If j 1 : # ( j)< for 0<#<1Â2, then (K6) is satisfied (for details, see the arguments on page 258 in Masry (1986) ). It is always possible to choose those sequences, as described in (K7), for which the conditions in (K7) are satisfied (for details, see Comments on page 85 in Roussas (1990) ).
For easy reference, denote with G the distribution of the Y i 's. Since censored data traditionally occur in lifetime analysis, we assume that T j and Y j are nonnegative, though this in no way limits the method. The actually observed Z i 's have a d.f. H satisfying.
Denote by H*(t)=P(Z 1 t, $ 1 =1) the sub-distribution function for the uncensored observations, and by h*(t)=(1&G(t)) f (t) the corresponding ``sub-density.'' This then suggests that a reasonable estimate of f should behave like h n *(t)Â (1&G(t) ), where
is the kernel estimate pertaining to H n *(t)= 1 n :
Note that H n *(t) is unbiased for H*(t). Let
It follows from a standard device in the kernel estimation literature that
at the continuity points of f, since (H*(t))$=h*(t)=(1&G(t)) f (t). Then, f n *(t) is one of asymptotically unbiased estimators for f.
In the following, we shall fix some point 0<{< such that H({)<1. We restrict our attention to the estimation of f and * on [0, {]. We do not have local information about the T i 's on ({, ) when H({)=1 and F({)<1 but G({)=1. On the other hand, f#0 on ({, ) when F({)=1 and G({)<1. Estimation in boundary points needs some special care, as is known from the uncensored case (see, for example, Falk, 1984) and the censored situation (see Diehl and Stute, 1988) . We now state our main results and their proofs are deferred to Section 3. Theorem 1. Under Assumptions (K1) (K4), then, we have
As for * n (t), we have Theorem 2. Under Assumptions (K1) (K4), then,
We shall only prove Theorem 1 in detail since for * n the arguments are similar. Also, the corollaries below only treat the density case. As a first application, we obtain the asymptotic normality of f n (t); however, we need some extra assumptions, (K5) (K7), since we employ a standard result from Roussas (1990) for density estimation under :-mixing condition.
Corollary 1. Assume that Assumptions (K1) (K7) hold true; then for t # [0, {],
where
Proof. It follows from Theorem 3.1 in Roussas (1990) that
This, in conjunction with Theorem 1, completes the proof of the corollary. K
As a second application, we have the uniform rate of almost sure convergence.
Corollary 2. Assume that Assumptions (K1) (K4) hold true. Then, we have
Proof. By (3), integration by parts and Lemma 2,
This proves the corollary. K
SIMULATION
We have conducted a numerical study to examine the performance of two estimators, f n (t) and * n (t), given in Eqs. (1) and (2), respectively. In our simulations, we generated data as follows:
2 |X i | where [X i ] were generated from AR(1) with the correlation coefficient \=0.2, and the censoring times [Y i ] were generated independently from exp (2.5). We considered three sample sizes, n=300, 500, and 1000. Also, the kernel function was taken to be K(u)=0.75(1&u 2 ) I(|u| 1), and the bandwidth b n =n &1Â5 . Clearly, [T i ] are stationary and :-mixing with geometric mixing coefficient, p.d.f. f (t)=2,(t), and hazard rate *(t)=,(t)Â8(&t), where ,(t) and 8(t) are the standard normal p.d.f. and d.f., respectively. Figures 1a 1c suggest that both estimators perform well for the moderately large sample sizes even though the estimator for density performs slightly better than that for hazard rate. Each figure has two graphs: the true underlying function is denoted by a solid line, and the estimate is denoted by a dashed line.
LEMMAS AND PROOFS
In this section, we provide a brief outline of the proof for Theorem 1. To this effect, we first state and prove some auxiliary results which might be of independent interest. Lemma 1. Let [X n ; n 1] be a sequence of :-mixing r.v.'s with mixing coefficient :(n), independent of an independent sequence of r.v.'s [Y n ; n 1]. Then [(X n , Y n ); n 1] is a sequence of :-mixing r.v.'s with mixing coefficient 4:(n). In particular, so is [X n 7 Y n ; n 1].
Proof. For any sets
By the independence between [X n ] and [Y n ] and the fact that the r.v.'s [Y n ] are independent, we have
Clearly, |,| 1 and
by Theorem 17.2.1 in Ibragimov and Linnik (1971, p. 306) since ,(X j ; j k+n) is F k+n (X )-measurable. This completes the proof of the lemma. K Let us first consider the uniform convergence rate of the empirical cumulative hazard function 2 n . To this end, let Y n (t)=Y n (t)Ân, and a n =(log log nÂn)
1Â2 . Then, we have the following result.
Lemma 2. Under Assumptions (K1) (K3),
Consequently, we have
In order to prove Lemma 2, we need the following lemma, which is Theorem 3.2 in Cai and Roussas (1992) , stated here without proof.
Lemma 3. Let [X n ; n 1] be a stationary :-mixing sequences of r.v.'s with d.f. F and mixing coefficient satisfying :(n)=O(n && ) for some &>3, and let F n be the empirical d.f. based on the segments X 1 , ..., X n . Then
We now proceed to prove Lemma 2 by utilizing Lemma 3.
Proof of Lemma 2. It is easy to see from Lemma 1 that [Z n ; n 1] and [(Z i , $ i ); n 1] are two sequences of stationary :-mixing r.v.'s. Then, (4) and (5) follow by Lemma 3 and the fact that both 1&Y n and H n * are empirical functions. An application of Lemma 2 in Gill (1981) 
where \ { is the supremum metric on [0, {]. Therefore, (6) holds true from (7), (4), and (5). This completes the proof of the lemma. K Proof of Theorem 1. It is easy to see from Lemma 2 that H(Z (n) ) wÄ a.s. 1.
Then 0<{<Z (n) for sufficiently large n. Therefore, Lemma 1 in Breslow and Crowley (1974) implies that
for sufficiently large n, where 0<C({)< independent of n. Using the Taylor expansion, we have
for some 2 n *(t) and 2 n **(t) satisfying respectively \ { (2 n *, 2) \ { (2 n , 2) and \ { (2 n ** , 2 n ) \ { (&log(1&F n ), 2 n ).
Therefore, it follows from (6), and (8) (10) that F n (t)&F(t) = a.s. (1&F(t)) [2 n (t)&2(t) ]+O(a 2 n ). This, in conjunction with integration by parts and (6), implies that f n (t)&E[ f n (t)] = a.s. &b +O(a n )+O \ log log n nb n + # f n *(t)&E[ f n *(t)]+r n (t)+O(a n )+O \ log log n nb n + ,
where f n *(t) is defined in (3) and r n (t)=b
Next we obtain an upper bound for r n (t). To this end, we employ Assumption (K4) on the kernel function K. It follows from (4) and (5) that for sufficiently large n |r n (t)| sup 
uniformly in t # [0, {]. Substitution of (12) into (11) proves the theorem. K
