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Recently, Space-Time Plasma Steering Source has been proposed as an innovative microwave
plasma source to meet the challenge of controlling plasmas in overmoded cavities. This concept
has been successfully demonstrated experimentally, allowing the space time control of nanosecond
microwave plasmas on initiators. This paper gives insights into the path that shall be taken to reach
full space-time control of plasmas in overmoded cavities. To that end, a key criterion, namely the
“Plasma Steering criterion”, is introduced and verified with a numerical model. This criterion must
be respected for an accurate space-time control of plasmas in overmoded cavities. The importance
of the plasma density (depending on its value with respect to the critical plasma density) on the
plasma control capabilities is also highlighted.
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One of the challenges that face plasma technologies
is the development of “plasma source concepts that can
be scaled to larger dimensions” [1]. Indeed, there is an
increasing need to be able to process large area which
comes, among other things, from the need to process so-
lar panel, flat panel displays, and larger wafers [1]. Thus,
a lot of efforts have been made toward the upscaling of
existing technologies [2–6]. Furthermore, control of the
deposition pattern of arbitrary shapes is also central to
the development of many technologies, for example in the
context of nanotechnologies [7] or for the fabrication of
3D metamaterials [8]. However, in material processing,
all of these technologies share a common feature: the
larger the surface to be processed, the more difficult it
is to treat it. In fact, when increasing the area these
technologies face physical and technological limitations
[1, 9–11]. For microwave plasma sources, the inability
to control plasmas comes from the overmoded nature of
large cavities, which makes the control of the spatial dis-
tribution of the electric field (and thus of the plasma)
very difficult with conventional technologies [12].
Another challenge facing plasma technologies is the de-
velopment of plasma metamaterials, because their exten-
sion in three-dimensional structures will be of great inter-
est in the future [1]. Indeed, plasmas have been proposed
as a mean to develop reconfigurable metamaterials with
exotic properties, such as nonlinearity or with negative
refractive index when coupled with split ring resonators
[13, 14]. More specifically, a certain spatial design of
the system structure can be used to spatially pattern
the medium properties. Very recently, an inverse design
method has been proposed, allowing to determine the
plasma pattern on a 2D plasma metamaterial (composed
of plasma rods) giving the desired optical behavior, such
as multiplexing or waveguiding [15]. However, the diffi-
culties of controlling spatial plasma patterns have been
pointed out in [16] and the authors state that in 3D co-
ordinates, “formation methods of plasmas in arbitrary
shapes are challenging research targets”. Furthermore,
these methods are not versatile as the spatial pattern
obtained is limited by the spatially fixed structure of the
system.
These two essential challenges come from the same is-
sue: the difficulty of patterning plasma structures with
arbitrary shapes in 2D and even more in 3D. To resolve
this issue, a promising way is the innovative concept of
microwave plasma source we introduced recently [17–20].
The idea of this source is to dynamically control the
plasma location by changing the waveform of the trans-
mitted signal to a large, overmoded cavity. This rever-
berant cavity allows to store the electromagnetic energy
inside before focusing this energy at the desired instants
and locations, in order to trigger breakdown phenomena
(for low pressure plasmas, a metallic cavity is inherently
present in the set-up). Following this principle, it is then
the behavior of the waves inside the cavity that controls
the plasma location. Thus, it allows a dynamic control of
plasmas, hence the name “Space-Time Plasma Steering
Source”1 (STPSS). Experimentally, it has been shown to
efficiently control plasmas on initiators in an overmoded
cavity [17–19]. As noted in [20], the most essential step
that needs to be taken for the development of this inno-
vative plasma source is the “unhooking” of the plasmas
from the initiators. This requires a precise understand-
ing of the mechanisms at play. The aim of this paper
is to provide a thorough investigation of these mecha-
nisms in order to identify the key criterion allowing an
efficient space-time control of plasmas with STPSS. A
simple numerical model is used to verify the validity of
this criterion. This paper is organized as follows:
In section II of this paper, the principle of the STPSS
is presented and put into perspective with the principle of
the usual microwave plasma sources based on microwave
resonance. The general principle allowing space-time
control of plasmas in overmoded cavities with STPSS is
explained.
In section III, a key criterion, namely the “Plasma
Steering Criterion”, is introduced. It must be respected
for envisioning an effective space-time control of plasmas
by the STPSS. This criterion is then detailed for a par-
ticular case, namely the STPSS based on Time Reversal
(TR).
In section IV, the model used to study the spatio-
temporal control capabilities of STPSS is presented. It
consists in coupling Maxwell equations with a fluid de-
scription of the plasma. The parameters of this model
are set so that the physical conditions of the simulations
are similar to the ones of the experimental plasmas that
have been ignited by STPSS.
In section V, this model is used to investigate the va-
lidity of the “Plasma Steering Criterion” in the case of
the STPSS based on TR. Description of a plasma igni-
tion by TR is proposed when this criterion is respected
or not. The influence of the initial plasma density on
the space-time behavior of this unusual plasma is also
investigated.
II. FROM MICROWAVE RESONANCE
PLASMA SOURCE TO SPACE-TIME PLASMA
STEERING SOURCE
Microwave plasma sources in cavities often use a reso-
nance phenomena to reach an electric field high enough to
obtain a gas breakdown. They are sometimes called “Mi-
crowave Resonance Plasma Source” (MRPS) [21]. How-
ever, as the volume of the cavity increases, the plasma
control becomes more and more difficult, as explained in
this section.
1 Because of its potential application in the context of surface pro-
cessing, it has been originally referred to “plasma brush” or “low
pressure microwave plasma brush” [17–19], by analogy with the
existing plasma brush based on plasma torch or plasma jet.
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Sending a signal sptq to a cavity through a transmitter
at a certain feeding location leads to a signal rptq mea-
sured by a receiver at a certain location inside the cavity,
which can be written:
rptq  sptq  hptq (1)
with hptq the impulse response of the cavity with respect
to these locations. In the spectral domain, equation (1)
becomes:
Rpfq  Spfq.Hpfq (2)
with Rpfq, Spfq and Hpfq the complex Fourier transform
of rptq, sptq and hptq, respectively. The transfer function
Hpfq of the cavity results from the contribution of the






with Θkpfq the response of the k-th mode (with k P v1 :
Mpfqw), weighted by complex coefficients γk  αk  jβk.
At each of these modal responses Θkpfq is associated a
certain spatial distribution of the eigenfield Ekprq. The
modal weights γk are functions of the feeding and mea-
suring positions and of the corresponding spatial field dis-
tribution Ekprq. At each frequency f , a certain number
of modes Mpfq, called “significant modes”, contributes
to the transfer function Hpfq [22, 23].
In the lossless case, the response of the modes Θkpfq
becomes Dirac at frequencies f  fk. The number
of significant modes is thus equal to M  1 and the
transfer function can be written as Hpfq  γlkpfq, with
γlkpfq  γk if f  fk and 0 otherwise. Feeding a cavity
with a sinusoidal signal of frequency fc equal to one of
the mode frequencies leads to a spatial distribution of
the field corresponding to the topography Ekprq of the
corresponding mode.
In a more realistic case, the presence of losses implies
that energy is stored for a finite time in the cavity at res-
onance, resulting in a certain spectral width of the Θkpfq
coefficients, noted Γk. The quality of a resonance is gen-
erally characterized by the quality factor of the cavity at
the resonance frequency, defined as Qk  fk{Γk [24]. It
corresponds to the ratio between the stored energy and
the dissipated energy (especially by the walls). As a first
approximation, the stored energy is proportional to the
inverse of the cube wavelength (the more the wavelength
decreases and the larger the cavity becomes for the waves,
the more energy is stored) and the dissipated energy is
proportional to the inverse of the squared wavelength
(since the energy is dissipated at the walls of the cavity).
In these conditions the quality factor is proportional to




kq91{λk  fk{c. The
spectral width must then be constant, as obtained ex-
perimentally in [25]. We will thus take Γk  Γ. These
modal responses Θkpfq can generally be represented by
Lorentzian functions, as shown for example in gray on
the right of the schematic of Figure 1 for two cavities of
different volumes.
Figure 1. Control of microwave plasmas in cavities at a cen-
tral frequency fc as a function of the volume V of the cavity.
For small volumes of the cavity, one single resonant mode can
be excited (MRPS: Microwave Resonant Plasma Source). For
large volumes space and time control of the plasmas is pos-
sible (STPSS: Space-Time Plasma Steering Source) by using
transient signals.
Mathematically, equations (2) and (3) state that the
measured signal rptq, obtained by transmitting a signal
sptq of central frequency fc to the cavity, results from the
contribution of a certain number of modes Mpfcq, called
“significant modes”. They correspond to the modes
whose frequency fk is close enough to the excitation fre-
quency fc to have a significant influence on the transfer
function Hpfq. Indeed, the modes that have a resonant
frequency too far from fc are negligible. In a simple way,
these significant modes can be quantified by a dimension-






where δf represents the average spacing between the res-
onance frequencies of the modes.
There are three regimes of modal overlap, which de-
pend on the losses (i.e. of Γ) and the mean spacing
between the frequencies of the modes δf . The latter de-
pends on the feeding frequency for a given cavity volume
or the cavity volume for a given feeding frequency. For
pedagogical reasons, we focus on the latter case in this
demonstration (a similar reasoning can be made with the
former one), meaning we describe the microwave sources
that can be used at a certain central frequency fc as a
function of the cavity volume V or equivalently of the
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modal overlap d (indeed, for a constant frequency fc, an
increase of the cavity volume leads to an increase of the
modal overlap).
II.1. Undermoded regime: Microwave Resonance
Plasma Source
For small cavities (i.e. when the frequency fc is close to
the fundamental frequency ff of the cavity), the frequen-
cies of the modes are far apart from each others (d   1)
and the modes can be seen as independent of each other,
as represented on the upper spectral diagram of Figure
1. The modal overlap is then small and the cavity is said
to be undermoded. The cavity response Epr, fq resem-
bles the lossless response: Epr, fq9Ekprq if f  fk and
Epr, fq  0 otherwise. Feeding the cavity with a sinu-
soidal signal of central frequency fc equal to one of the
frequency mode fk leads to a spatial distribution of the
field very similar to that of the corresponding eigenfield
Ekprq.
Thus, in this regime, it is possible to excite only one
resonant mode in order to obtain a spatial distribution of
the electric field allowing a plasma at a desired location.
To that end the spectral bandwidth ∆f of the feeding
signal sptq must be lower than the spectral width Γ of
the excited mode. The resonance phenomenon can then
be used to ignite plasmas and the plasma source is called
MRPS. However, the presence of a plasma has an impact
on the spatial distribution of the electric field. Thus, it
is crucial to take this effect into account in order to avoid
parasitic discharges. They can be avoided by a thorough
design of the cavity, as stated in [21]: “The geometry
of a resonant cavity is the key element in the design of
the MRPS”. The final cavity design is thus the result of
many designing steps, usually done using a multi-physical
model as for example done in [26].
Finally, feeding the final customized cavity with a sinu-
soidal signal oscillating at the proper frequency fc leads
to the desired spatially fixed plasma pattern, as repre-
sented on Figure 1. This source principle is effective for
controlling plasmas in cavities as long as it is possible
to excite one single resonant mode. It is thus limited to
small cavities (compared to the excitation wavelength).
II.2. Moderate regime: Microwave Resonance
Plasma Source and Space-Time Plasma Steering
Source
For medium cavities, the modal overlap is moderate
(d  1). That is, the spectral spacing between modes
is of the order of the spectral width of the modes δf 
Γ. The cavity response to a sinusoidal signal of central
frequency fc equal to one of the frequency mode fk is
different from the corresponding lossless response Ekprq,
as several modes (the ones with frequencies close to the
feeding frequency fc) contribute to the resulting field.
The spatial distribution of the field is thus a combination
of the eigenfields Ekprq from which the frequency is close
to the feeding frequency.
Thus, in this regime, controlling the spatial distribu-
tion of the field by feeding a resonant mode is compli-
cated. Indeed, the central frequency fc of the source
must be finely tuned to excite only the desired mode
and its spectral width must be lower than the one of the
mode. Other solutions have been proposed, consisting
in carefully designing the system such as several reso-
nant modes (typically two or three) are obtained at the
same resonant frequency. Then, the control of the spa-
tial distribution of the field (and of the plasma) is done
by exciting the cavity at this frequency, resulting in the
simultaneous exciting of these resonant modes2 [27–29].
To avoid parasitic discharges in the cavity, a quartz dome
delimiting the plasma chamber (of volume much lower
than the one of the cavity) may also be placed inside the
cavity [28]. For those sources, the designing process of
the system (cavity   coupling devices   quart windows)
requires even more accuracy than for the undermoded
regime.
To control the spatial distribution of the field inside
the cavity in this regime, another solution consists in
using feeding signals sptq with bandwidth much larger
than the modal bandwidth Γ. We called this method of
space-time plasma control “Space-Time Plasma Steering
Source”, operating in this regime (moderate) and in over-
moded regime. Its principle is detailed in the following
subsection.
II.3. Overmoded regime: Space-Time Plasma
Steering Source
For large cavities (compared to the excitation wave-
length), the spacing between modes is smaller than the
width of the modes (d ¡ 1), so the modal overlap is
strong. The modes overlap each other (as represented on
the lower spectral diagram of Figure 1) and the response
Epr, fq to an excitation depends on a large number of
modes. The number of significant modes is important.
In this case the spatial distribution of each eigenfield is
not important and the resulting field can be assimilated
to a random superposition of plane waves. In this regime,
feeding only one resonant mode is difficult if not impos-
sible [12]. It follows that the control of plasmas in this
regime is not possible with conventional MRPS.
The control of plasmas in large cavities thus requires
the development of different methods. A promising one
is the STPSS we introduced recently. Instead of con-
trolling the spatial distribution of the field and thus of
2 These sources have been referred to as “multimode” sources
[27, 28], because several modes are simultaneously excited. How-
ever, for the same reason, they have also been referred to as
“overmoded” [29], which in this case does not have the same
signification as the one used in the present paper (in which it
corresponds to a modal regime of overlap).
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the plasma by carefully shaping the cavity geometry, dy-
namic control of plasma distribution is made possible by
shaping the temporal waveform of the transmitted signal
to the cavity. The waveform of this signal determines the
spatio-temporal behavior of the waves inside the cavity.
For a dynamic control of the spatial distribution of
the field in the cavity, the spectral bandwidth ∆f of the
transmitted signal Spfq must be significantly larger than
the spectral width of the modes Γ. Then, the ampli-
tude and the phase of Spfq must be tuned in order to
excites the cavity modes (contained in Hpfq) in such a
way that the desired space-time field is obtained in the
cavity. Indeed, when transmitting the signal Spfq to the
cavity, the amplitude and phase of Spfq weights the com-
plex modal weights γk as stated by equation (2). With a
large enough number of modes in the useful bandwidth
∆f , astutely weighting these modal weights leads to a
space-time control of the field in the cavity.
In other words, shaping the temporal waveform of sptq
 or equivalently controlling the amplitude and the phase
of the excited modes in the bandwidth ∆f  allows a
control of the behavior of the waves in the cavity. Then,
these waves can be structured so that, by interference,
a local concentration of electromagnetic power occurs at
desired location and instant. If this concentrated energy
is high enough, a breakdown phenomena can be triggered
at this instant and location. Following this idea, shaping
the waveform of sptq allows a spatio-temporal control of
plasmas in overmoded cavities, as represented on Figure
1. Thus, this waveform is the key element in the de-
sign of the STPSS. In this case, plasmas are ignited with
transient signals. Space-time steering of plasmas is then
made possible in a pulsed regime.
STPSS offers the possibility of space-time control of
plasmas in cavities as long as there are enough modes
contained in the bandwidth of the feeding signal. It is
thus limited to large cavities (and medium ones). Fur-
thermore, it does not require a fine tuning of the system
design.
III. THE “PLASMA STEERING CRITERION”
In the case of plasma control by STPSS, the cavity
is excited by transient signal. The temporal waveform
of this signal determines the behavior of the wave in the
cavity. In order to obtain a concentration of energy at the
desired instant tp and location rp, waves must propagate
during a certain amount of time preceding this instant.
Furthermore, after the concentration of energy is desired,
waves will continue to propagate during a certain dura-
tion inside the cavity. Thus, igniting a plasma with the
STPSS requires the presence of the waves inside the cav-
ity during a certain duration, that we call τe. The aim
is then to obtain at the desired instant tp and location
rp an electric field high enough to trigger a breakdown
phenomena.
To define breakdown, the continuity equation can be









with νnet  νi  νd the net ionization coefficient, νi the
ionization rate, νd the diffusion rate, ne0 the initial den-
sity of electrons and where the microwave power is as-
sumed to be turned on at t  0.
The critical multiplication beyond which one considers
that there is breakdown is generally (and quite empiri-
cally) taken equal to ne{ne0  10
8 [30, 31]. For a rectan-
gular shape of the microwave power, applied during τb,





According to this criterion, for a rectangular shape of the
microwave power, a breakdown occurs when the electric
field reaches the breakdown value Eb, at which τbνnet 
20.
For triggering a breakdown only at the desired instant
tp and location rp, the value of the electric field Ep at
this instant and location must be equal or superior to the
value of the breakdown field and no breakdown should oc-
curs before and after this instant anywhere in the cavity.
Breakdown is a transient phenomenon, whose character-
istics have been shown to depend, among other things,
on:
 The duration of the applied field [30], as can be
seen in equations (5) and (6): Eb  Ebpτbq. The
longer this time, the lower the field level required
to break down the gas [30, 32].
 The shape of the microwave pulse [30, 31, 33].
This dependence of the breakdown field on these two pa-
rameters is central in the determination of the criterion
allowing an accurate space-time steering of plasmas by
STPSS. In the following of this section, this criterion is
introduced in the general case and then in the particular
case of the STPSS based on TR.
III.1. Introduction of the “Plasma Steering
Criterion”
The principle of space-time plasma control by STPSS is
illustrated on Figure 2. A representation of an arbitrary
temporal evolution of the magnitude |sptq| of the trans-
mitted signal to the cavity is represented. The shape
of this waveform must allows a concentration of energy
high enough at the desired instant tp and location rp so
that a plasma is ignited and at the same time an energy
low enough anywhere in the cavity so that no breakdown
occurs anywhere else in the cavity. Three signals are
measured in the cavity, two of them at random locations
rg and ry (represented in green and yellow respectively)
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and one at the location rp at which a plasma is desired.
The electric fields at the locations of the corresponding
receivers are linked to theses measured signals through
the transfer function of the receivers. For simplicity, we
will focus in the following of this section on these electric
fields, assuming a similar evolution between these electric
fields and the measured signals.
... ...
Figure 2. Schematic of a space-time plasma control by
STPSS. Illustration of the “Plasma Steering Criterion”.
The evolution of the two electric fields at rg and ry in
the cavity are plotted in green and yellow on Figure 2, re-
spectively. On these signals, the levels of the fields evolve
around a mean value Enoise. The evolution of the electric
field at location rp is represented in purple. Before the
instant tp, at which a breakdown is desired, the mean
level of the noise field is the same as elsewhere in the
cavity, meaning equal to Enoise. At the instant tp, the
level of the field at this location rp increases significantly
during a duration τ . If this field reaches the breakdown
value Ebpτq corresponding to a duration of application
of the field of τ , a breakdown occurs at instant tp and
location rp, as represented on Figure 2. In order to avoid
parasitic discharges at any time anywhere in the cavity,
the mean level of the noise Enoise must be lower than
the breakdown field Ebpτeq corresponding to a duration
of application of the field of τe, as represented on Figure
2.
Thus, for an accurate control of plasmas: Ep ¥ Ebpτq
and at the same time Enoise   Ebpτeq. This discussion
allows to determine the key criterion for an accurate con-
trol of plasmas by TR, which is contained in the following
expression:
SNR ¡ Rb (7)
with SNR  Ep{Enoise defined as the ratio between the
level of the field at the breakdown instant tp and the
mean level of the noise, and Rb  Ebpτq{Ebpτeq defined
as the ratio between the breakdown level for a duration τ
and the breakdown level for a duration τe, as represented
on Figure 2. Relation (7) must be satisfied together with
Ep ¥ Ebpτq or Enoise   Ebpτeq.
We call this criterion the “Plasma Steering Criterion”,
as when this criterion is met, an effective space-time con-
trol of plasmas can be envisioned (note that, as shown
in simulation in section V, the quality of this control is
also conditioned by the value of the maximum plasma
density with respect to the critical plasma density). In
the following subsection, this criterion is detailed for the
STPSS based on Time Reversal.
III.2. The “Plasma Steering Criterion” for the
Space-Time Plasma Steering Source based on Time
Reversal
As explained in section II.3, the temporal waveform
of the signal sptq is the key element in the design of the
STPSS. Several techniques can be envisioned to construct
this signal so that its emission in the cavity, described by
equation (1), yields the desired space-time evolution of
the field, meaning a field meeting the “Plasma Steering
Criterion”. Experimentally, we have used two techniques
to construct this signal sptq: Time Reversal [17, 18] and
Linear Combination of Configuration Field [19]. The lat-
ter one have been shown to enhance spatial control of
plasmas compared to the former one, but is more com-
plicated to implement as it requires more complex signal
processing developments. For simplicity, we focus on the
present paper on the STPSS based on TR.
The spatio-temporal patterning of plasmas in over-
moded cavities based on TR requires two steps. The
first step consists in measuring, using a transducer array
named Time Reversal Mirror (TRM), one (or several) im-
pulse response iptq in the cavity. This impulse response
corresponds to the cavity response to an initial impul-
sion eptq of duration τ , defined here as the duration at
half maximum. It can be expressed as iptq  eptq  hptq.
The level of this signal decreases exponentially, due to
the losses in the cavity. The duration of this exponential
decay is usually characterized by the reverberation time,
that we call τr.
Time reversed of this impulse response sptq  iptq is
then transmitted to the cavity by the TRM. Assuming
system reciprocity (hptq  hptq) [34], the signal rptq
measured at location rp is [35]:
rptq  iptq  hptq  eptq  hptq  hptq (8)
This equation reflects a focusing of the waves. Indeed,
sending iptq leads to a coherent summing of these waves
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at the focusing instant tp and location rp, focusing of
duration equal to the one of the initial impulse τ . An-
alytically, this process can be highlighted by rewriting
equation (8) as [22]:
rptq  ρeptq   nptq (9)
with ρeptq the component of rptq that is coherent with
respect to eptq (i.e. the TR focusing peak) and nptq
a residual noise. Obtaining this coherent component is
related to the phase of the transmitted signal Spfq (cor-
responding to the time reversed impulse response) that
exactly compensates the phase of the modes (argument
of the modal weights γk). Indeed, in the spectral domain,
equation (8) writes Rpfq  |Hpfq|2.|Epfq|.ejφEpfq with
|Epfq|.ejφEpfq the Fourier transform of eptq. The
phase of the received signal Rpfq is thus equal to the
inverse of the phase φEpfq of the initial impulse. This
reflects the coherent summing of the waves at the fo-
cusing instant and location. The presence of noise nptq
surrounding this focusing peak is related in the spectral
domain to the non-flat nature of the transfer function
Hpfq (due the presence of resonant modes), that induces
a difference between the magnitude |Rpfq| of the received
signal and the one of the initial pulse |Epfq|. In the tem-
poral domain, this is equivalent to saying that before and
after the focusing (and elsewhere in the the cavity), the
waves are incoherently summed. Thus, the signal mea-
sured at the focusing location possesses a focusing peak
(ρeptq) and surrounding noise (nptq) before and after.
The evolution of the electric field ETRptq at rp is linked
to the measured signal rptq through the transfer function
of the receivers. As done in section III.1, we will focus in
the following of this section on the electric field, assuming
a similar evolution between ETRptq and rptq.
It follows that the electric field ETRptq measured at
the focusing location possesses a focusing peak and sur-
rounding noise before and after. If the focusing field Ep is
high enough, a breakdown occurs at the focusing instant
tp and location rp, as represented on Figure 3. In the
case of the STPSS based on TR, the signal transmitted
to the cavity allowing for an accurate space-time con-
trol of plasmas corresponds to the time reversed impulse
response, meaning sptq  iptq.
One important parameter used to characterize the TR









where the brackets   . ¡ denote an ensemble aver-
age and Enoise the rms value of 〈Eprp, t R τq〉 [36–40].
In a chaotic cavity3, the spatial signal-to-noise ratio,
3 In short, a chaotic cavity ensures, statistically, a uniform spatial
distribution of the field, avoiding undesired energy concentra-
tions that would compromise an efficient spatial focusing by TR
at the desired location.





〈Epr  Vp, tpq〉 (with Vp the focusing volume), has been
shown to be equivalent to the temporal signal-to-noise
ratio: SNRspatial  SNR [39]. In this case, a mea-
surement of the temporal evolution of the electric field
at one location in the cavity during a TR experiment is
an image of the field level elsewhere in the cavity. Since
the introduction of Time Reversal in the 90s [41], a lot
of work has been done on understanding the parameters
influencing this SNR [35, 37, 38]. The square of this
signal-to-noise ratio SNR2 has been shown to be pro-
portional to ∆f and the number Nant of transducers in
the TRM. Furthermore, it is proportional to the rever-
beration time τr in the overmoded case (d ¡ 1) and to the
Heisenberg time τH (that depends on the cavity volume)
in the undermoded case (d   1).
... ...
Figure 3. Schematic of a space-time plasma control
by STPSS based on TR. Illustration of the corresponding
“Plasma Steering Criterion”.
In a TR operation the level of the field exponentially
increases before the focusing peak, with a duration classi-
cally equal to the reverberation time τr. After the focus-
ing peak, the waves continue to propagates and follow an
exponential decay, during a duration of τr. Thus, precise
evaluation of the breakdown condition for the noise sur-
rounding the peak would require taking into account the
exponential growth and decay shapes. For simplicity, we
consider, as a first approximation, that the exponentially
increasing then decreasing shape of the electric field in
the cavity is equivalent, with respect to the breakdown,
to a constant level of the field of its rms value Enoise.
Following this idea, for an accurate control of plasmas
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by TR, it is required that Ep ¥ Ebpτq and at the same
time Enoise   Ebp2τrq, as represented on Figure 3. Thus
for the STPSS based on TR, the “Plasma Steering Cri-
terion” becomes:




with Rb defined as the ratio between the breakdown level
for a duration τ and the breakdown level for a duration
2τr. When this criterion is met, an accurate control of
plasmas by STPSS based on TR can be envisioned, as
shown in simulation in section V, using the model pre-
sented in section IV.
IV. MODEL PRESENTATION
The aim of the model presented in this section is to
describe plasma ignition by STPSS based on TR. The
simulation conditions are chosen so that they are close
to the experimental TR plasmas. The only experimental
demonstrations of these plasmas are our recent works, in
which the plasmas are ignited on initiators in argon at a
pressure close to p  1.5 torr [17, 18]. As a result, the
details of the physical mechanisms of these plasmas are
not fully understood yet, and more experimental charac-
terization are necessary, as noted in [18]. We focus in the
present paper on making use of a simple physical model
to verify the validity of the “Plasma Steering Criterion”.
Developing a more accurate physical model is beyond the
scope of this paper.
Experimentally, these plasmas have been ignited in ar-
gon and the minimum breakdown field has been found
around p  1.5 torr [18]. The same conditions (argon
and pressure) are chosen for the simulations presented in
this paper. Furthermore, experimentally, the presence of
initiators locally enhance the electric field at the focus-
ing locations and play an significant role on the plasma
dimensions, as noted in [18]. This experimental plasma
dimension was found to be typically of radius L  5 mm
[18]. In the present paper, in simulation, we focus on a
more “ideal” case, where the breakdown field is reached
only as a consequence of the focusing of the waves by
TR, without the need of initiators. Hence, the plasma
dimension in simulation will be equal to the focusing di-
mension, meaning of half the wavelength. Finally, exper-
imentally, TR plasmas have been maintained in a pulsed
regime. In the present paper, we focus on one plasma
ignition by TR, as the aim is verifying the validity of the
“Plasma Steering criterion”. A description of a pulsed
regime would require a more elaborated model than the
one used in this paper because it requires an accurate
description of the plasma decay between pulses, which is
outside the scope of this paper. Future work is planned
on the description of this pulsed regime.
A 2D simulation is used for computational time consid-
erations. The cavity in which the plasmas are controlled
by TR is a truncated disk with reflecting lossy walls, as
represented on Figure 4. It is a chaotic cavity, which has
been shown to enhance the space-time TR focusing capa-
bilities [36, 38]. We focus in this paper on the Transverse
Electric (TE) case, meaning the electric field is along
the z axis and the magnetic field is contained in the xy
plane. The same central frequency and pulse duration
as for the experimental demonstration of plasma ignition
by TR [17, 18] is chosen in simulation, meaning a cen-
tral frequency of fc  2.4 GHz and a pulse duration of
τ  4 ns, τ being here the duration at half maximum.
The corresponding bandwidth associated to this pulse is
of ∆f  250 MHz. The dimensions and the wall losses of
the cavity are chosen so that its modal overlap is similar
to the one of the experimental cavity in which plasmas
have by ignited by TR [17, 18]. This gives a cavity surface
of Scavity  3.5 m
2 for a mean modal overlap of d  3.5,
meaning the cavity is overmoded. The walls conductiv-
ity is tuned to obtain a reverberation time equal to the
experimental one, meaning of τr  300 ns (here the re-
verberation time is defined as the double of the inverse
of the spectral width of the modes: τr  2{Γ, with Γ 
6 MHz, the presence of a factor 2 being a consequence of
the signals modulation at the carrier frequency fc).
Figure 4. Schematic of the two steps of the TR opera-
tion. The region where the TRM (Time Reversal Mirror)
is located (in white) is at atmospheric pressure (no plasma
can develop) and the plasma chamber (in purple) is at a
pressure p  1.5 torr. (Left) Measure of the impulse re-
sponses imptq by a certain number of transducers in the TRM,
m P v0 : Nantw. (Right) Emission of the time reversed impulse
responses imptq by the TRM.
Experimentally, TRM, consisting of one emitting
monopole, is located in an appendix of the cavity in which
the initial air remains at atmospheric pressure to prevent
gas breakdown in its vicinity during the high power re-
emission of the time-reversed waveforms [17–19]. For the
same reason, in simulation the fluid model is resolved
only on the bottom part of the cavity (TRM is located
on the upper part), coloured in purple on Figure 4.
The method used in simulation is the following. An
initial plasma density ne0 is assumed to be present in
the lower part of the cavity (coloured in purple on Fig-
ure 4). Plasma ignition by TR in simulation consists in
sending a initial pulse iptq of duration τ at the location
at which a plasma is desired, this location being inside
the bottom part of the cavity (in purple). The impulse
responses imptq are measured by the TRM, with a cer-
tain number of receivers Nant. Then, theses impulses re-
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sponses are time reversed and transmitted by the TRM,
leading to a focusing of duration τ at the desired loca-
tion, as represented on Figure 4. The amplitude of these
time reversed impulse responses imptq is then adjusted so
that the plasma density at the focusing location increases
with a factor of 108, reflecting the presence of a plasma
breakdown at this location.
The receivers and transmitters are assumed to be ideals
in simulation, meaning excitation of the cavity is done by
imposing an electric field at the desired locations and the
measured signals (imptq and rptq) are in volt per meter.
It follows that, for example during the second phase of
TR, the electric field at rp is equal to the measured signal:
ETRptq  rptq. Thus, in section V showing the simulation
results, we only talk about ETRptq.
IV.1. Physical model
Maxwell equations are coupled with the plasma trans-
port equations through the electron current density, as in









  Jp   Jc (13)
Jp  eneve (14)








Here, E and H represent the electric and magnetic field
respectively; Jp is the plasma current density induced by
the waves (the ion contribution to the current density is
neglected) and Jc  σE the density current representing
the wall losses (with σ the wall conductivity). ne is the
electron density, ve the electron mean velocity, ε0 and µ0
the permittivity and permeability of vacuum respectively.
me represents the electron mass and νm the electron-
neutral collision frequency in argon.
The electron mobility can be obtained from the
electron-neutral momentum collision frequency by µe 
e{pmeνmq, the electron diffusion coefficient is given by
De  µekBTe{e and the ambipolar diffusion coefficient
by Da  pµi{µeqDe, with µe{µi  100. On the time
scales we are considering here, electron diffusion can be
neglected. The electron diffusion time can be estimated
using the following equation: τdiff  Γ
2{Ddiff with
Ddiff being the free or ambipolar diffusion, depending
on the value of the electron density, and L is the char-
acteristic dimension of the plasma defined by the the di-
mension of the region of electromagnetic energy deposi-
tion. In the case of TR focusing, this dimension is of
half the wavelength [44]. Consequently, L is set equal to
λc{2  6 cm. As the aim of the simulations is to describe
plasma ignition by TR, their duration is set to two times
the reverberant time τr, as it allows the description of
the exponential growth preceding the focusing peak and
the exponential decay following this peak, as can be seen
on Figure 3. The simulations duration is then equal to
τe  2τr  600 ns, which is much shorter than the char-
acteristic diffusion times (free and ambipolar): the free
electron diffusion coefficient of Te  2 eV electrons in
argon at 1 torr is about 50 m2/s, so that the electron
diffusion time L2{Ddiff is on the order of 100 µs.
Thus, diffusion can be neglected in our simulations
(this has been checked numerically in the examples be-
low) and the plasma density ne can be described by a
simple fluid equation accounting for plasma growth asso-
ciated with ionization (without attachment and neglect-
ing recombination and diffusion):
Bne
Bt
 se  νine (16)
with se is the net electron production rate and νi the
ionization rate. The evolutions of νi and νm as a function
of the value of the rms field Erms are obtained with Bolsig
+ [45].
IV.2. Numerical model
These equations are discretized using Finite-difference
time domain (FDTD) method. This method uses cen-
tered finite differences on a uniform Cartesian grid, yield-
ing the spatio-temporal variation of the electric and mag-
netic fields and of plasma quantities [42, 43]. An issue
encountered when making use of numerical modelling
by FDTD is numerical dispersion. It is a consequence
of the discretization of continuous functions (since they
represent a physical quantity). It is expressed by the
dependence of the propagation speed of waves on their
frequency and direction of propagation. This effect is
weaker as the spatial step is small compared to the small-
est wavelength λmin of the useful bandwidth. However,
this also implies a smaller time step according to the sta-
bility relation and thus a longer simulation time. Gen-
erally a good trade off consists in taking a spatial step
∆s  λmin{10 [46]. Since TR experiments in reverber-
ant cavities require long simulation times, the numerical
dispersion will not be negligible [47]. However, TR can
operate in dispersive media, the dispersion being intrin-
sically compensated by the process [47–49].
For the TE case, density, velocity, and electric field are
defined at the same locations, meaning at the corners of






















































Here, the temporal index ‘n’ denote the time t  n∆t.
These equations for electric field and velocity, along
with the conventional equation for the magnetic field are
stepped in time, alternately updating the electric and
magnetic field components at each grid point. We use the
same grid spacing, noted ∆s in the x and y directions,
and the time step of the FDTD scheme is ∆t  0.5∆s{c,
where c is the velocity of light.
Furthermore, equation (16) becomes:
nn 1e  p1 ∆tF νiqn
n
e (20)
with ∆tF the time step for the continuity equation, cor-
responding to the wave period ∆tF  1{fc [43].
The principle of the algorithm describing the space-
time evolution of electromagnetic and plasma quantities
is as follows. Maxwell equations (equation (17) with the
conventional equations for the magnetic field), together
with the electron momentum equation (equation (18)),
are solved during one period of the electromagnetic wave.
The rms field then calculated is used to solve the den-
sity equation at time step ∆tF (this is possible because
the time scale of the density variations is much longer
than that of the 2.4 GHz electromagnetic field). Then
Maxwell equations and the electron momentum equation
are solved over the next period using the updated density.
This numerical model is used in the following section for
investigating the validity of the “Plasma Steering Crite-
rion”.
V. DESCRIPTION OF PLASMA IGNITION BY
TIME REVERSAL
In this section, we make use of the model presented in
section IV to describe a plasma ignition by TR when the
“Plasma Steering Criterion” introduced in section III is
respected or not.
The values of the breakdown field, according to equa-
tion (6) (using data from Bolsig   and neglecting diffu-
sion), are found to be in our conditions (argon, p  1.5
torr, fc  2.4 GHz, τ  4 ns and τr  300 ns):
 Ebpτq  3200 V/cm
 Ebp2τrq  180 V/cm
Thus, we find a condition SNR ¡ Rb  18 that must
be respected for an accurate space-time control of plas-
mas by TR.
The quality of this control is also conditioned by the
plasma density. Indeed, the nature of the wave-plasma
interaction is a function of the ratio of the carrier fre-
quency fc and the plasma frequency fp. The latter is
defined as: fp  1{2π.
a
nee2{meε0, with e the electron
charge and me the electron mass. At low density, mean-
ing for fp{fc    1 Ø ne    nec (with nec the critical
density), the plasma behaves as a dielectric (with a per-
mittivity close to the one of vacuum). In this case the be-
havior of the waves inside the cavity is not much affected
by the presence of plasmas in the cavity. At high den-
sity, meaning for fp{fc ¡¡ 1 Ø ne ¡¡ nec , the plasma
behaves as a conductor. In this case the behavior of the
waves inside the cavity may significantly be affected by
the presence of plasmas in the cavity (for example by
reflection of waves by the plasma). In our case (for a
central frequency of fc  2.4 GHz), the critical plasma
density from which the behavior of the plasma changes
is of nec  7.10
16 m3. We will show in this section
how this critical density is an important parameter on
the plasmas control capabilities of STPSS.
For each simulation presented in this section, the elec-
tric field at the focusing location ETRptq is plotted for
two cases: “without plasma” that corresponds to a simu-
lation in which only Maxwell equations are used (no fluid
model) and “with plasma” that corresponds to a simula-
tion in which the fluid model is resolved on the part of
cavity shown on Figure 4. The temporal evolution of the
density neTRptq measured at the focusing location is also
plotted. Its value neTRpτeq at the end of the simulation
τe  600 ns must be superior to 10
8ne0 for a breakdown
to occur at the focusing location.
V.1. “Plasma Steering Criterion” not respected
Experimentally, TR plasmas have been ignited with
only one antenna in the TRM [17–19]. In this case (over-
moded cavity with Nant  1) the signal-to-noise ratio
can be estimated as SNR 
a
∆f{Γ [35, 37, 38] and
is found to be SNR  6.5. The rms value of the noise
before and after the focusing peak, applied during 600
ns, is in this case equal to ENant1noise  Ep{SNR  490
V/cm. This value is superior to the breakdown field for
a duration of 600 ns, which is of Ebp2τrq  180 V/cm. In
other words, SNR   Rb, meaning the “Plasma Steering
Criterion” is not respected.
An example of plasma ignition by TR obtained in sim-
ulation in those conditions is plotted on Figure 5 with an
initial plasma density ne0  10
6 m3. This density corre-
sponds to the typical number of free electrons in a metal-
lic chamber (which are caused by cosmic ray) [50, 51]. In
this case, a breakdown occurs when the plasma density
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has reached 1014 m3, meaning a lower density than the
critical plasma density.
The TR focusing peak of duration τ  4 ns is obtained
at tp  300 ns, with surrounding noise after and be-
fore. On the spatial snapshots of the plasma density, the
plasma density increases during the focusing, meaning
during τ  4 ns around tp  300 ns, and at the focusing
location, meaning a surface of diameter λc{2 at location
rp. First we note that the signals ETRptq without and
with plasma are very closed to each other. This means
that the increase of the plasma density at the focusing
location and elsewhere in the cavity does not significantly
affects the behavior of the waves. However, there seems
to be a change of behavior around 400 ns.
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Figure 5. Example of a plasma ignition by TR with an
initial plasma density ne0  10
6 m3 and Nant  1. (a)
Electric fields (without and with plasma) and plasma den-
sity measured at the focusing location. (b) Snapshots of the
plasma density at different instants. Colorbar is settled with
a minimal value equal to ne0 and a maximum value of 10
8ne0 .
Before 400 ns, the two fields (without and with plasma)
have exactly the same temporal shape, with a level
slightly lower (not visible on the Figure 5) for the case
with plasma due to plasma absorption. This absorption
of electromagnetic energy by the plasma leads to an in-
crease of the plasma density at the focusing location as
can be seen on the evolution of neTRptq. This evolu-
tion shows the influence of the lobes before and after the
focusing peak, which contribute to the majority of the
increase of plasma density.
After 400 ns, the evolutions of the two fields differ from
one another whereas the density at the focusing loca-
tion remains much lower than the critical plasma den-
sity. This difference comes from the presence of parasitic
discharges in the cavity, parasitic discharges that can be
seen on the spatial snapshots of the plasma density of Fig-
ure 5. Some of these parasitic discharges possess higher
density than the one at the focusing location. The loca-
tion of the parasitic discharge with the highest density is
noted as rpar. The evolution of the electric fields Eparptq
without and with plasma as well as the plasma density
nepar ptq at this location are plotted on Figure 6. Even if
the maximum level of the field at this location is lower
than the level of the focusing peak, a parasitic discharge
is generated at this location, with a higher density than
the one obtained at the focusing location. The density
nepar ptq of this parasitic discharge becomes superior to
the critical density nec around 400 ns, as represented on
Figure 6. This explains the change of behavior of the
electric fields without and with plasma around 400 ns
at this location. Furthermore, this may also explain the
same change of behavior observed at the focusing loca-
tion on Figure 5. Indeed, the high plasma density at rpar
influences the behavior of the wave at this location, thus
impacting the behavior of the waves in the cavity and so
of the field measured at another location.



















Figure 6. Evolution of the electric fields Eparptq without and
with plasma and of the plasma density nepar ptq, measured at
location rpar.
In this case, plasma ignition at the desired location
is not possible without the presence of significant para-
sitic discharges. This supports our claim that when the
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“Plasma Steering Criterion” is not respected, parasitic
discharges may easily occur and thus space-time control
of plasmas by TR is not possible in these conditions4.
V.2. “Plasma Steering Criterion” respected
As the aim of this paper is to explore the space-time
patterning capabilities of the STPSS, we choose to en-
hance the value of signal-to-noise ratio so that equation
(11) is respected. As noted in section III.2, several so-
lutions are possible. In our simulation, the easiest way
to enhance the SNR is to increase the number Nant of
transmitters in the TRM. Indeed, it does not increase the
computation time and it allows to keep similar conditions
as the experimental ones (same τ , τr, fc and d). Finally,
the number of transducers in the TRM is chosen equal to
Nant  10, as it allows to obtain a signal-to-noise ratio
SNR  20.5 ¡ Rb, meaning the “Plasma Steering Crite-
rion” is respected. It is important to note that although
the easiest way to respect the “Plasma Steering Crite-
rion” in our simulations is the increase of the number of
antenna in the TRM, in practice it would seem easier to
include this criterion in the early design process stages of
the system, so that the final system respect this criterion.
Two cases are studied for highlighting the difference
of behavior depending on value of the plasma density
compared to the critical plasma density. The first case
is simulated with an initial plasma density of ne0  10
6
m3, leading to a plasma density at the focusing location
of 1014 m3 inferior to the critical plasma density5. The
second case is simulated with an initial plasma density of
ne0  10
9 m3, leading to a plasma density at the focus-
ing location of 1017 m3 superior to the critical plasma
density.
V.2.1. Time Reversal plasma density inferior to the critical
plasma density
Plasma ignition by TR with Nant  10 at the same
location as the one that has been previously chosen with
Nant  1 and the same initial plasma density ne0  10
6
m3 is plotted on Figure 7.
In this case, the focusing peak is responsible for an in-
crease of 104 on the plasma density, so half of its total
logarithmic increase during the TR operation. On the
4 Experimentally, plasmas have been successfully controlled by TR
in those conditions [17, 18]. However, in the experiments theses
plasmas have been ignited on initiators, which locally enhance
the electric field, limiting the possibility of generating parasitic
discharges in the cavity.
5 Note that in practice, a density of 1014 m3 is quite low for
a plasma. However, similar behavior is obtained with higher
plasma densities at the focusing location as long as they remains
lower than the critical plasma density (for example with initial
plasma densities of 107 m3 and 108 m3, leading to plasma
density at the focusing location of 1015 m3 and 1016 m3).
snapshots of plasma density, we can clearly see a plasma
ignited only at the focusing location rp, on a surface of
diameter λc{2. The density obtained at the focusing is
superior to the one obtained anywhere in the cavity, re-
flecting the successful ignition of plasma by TR. We see
the presence of secondary lobes of plasma density, which
possess on average densities lower by a factor 104 (with
the highest secondary lobes lower by a factor 103).
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Figure 7. Example of a plasma ignition by TR with an
initial plasma density ne0  10
6 m3 and Nant  10. (a)
Electric fields (without and with plasma) and plasma den-
sity measured at the focusing location. (b) Snapshots of the
plasma density at different instants. Colorbar is settled with
a minimal value equal to ne0 and a maximum value of 10
8ne0 .
The signals ETRptq without and with plasma are closed
to each other during the whole TR operation. As for
previous results with Nant  1, the one with plasma
is slightly lower than the one without (this difference
is not visible on Figure 7), due to plasma absorption.
This similarity of the waveforms of ETRptq without and
with plasma is due to the fact that the plasma density
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anywhere in the cavity is lower than the critical plasma
density.
Horizontal and vertical cuts at the focusing location
are plotted, at the focusing instant (300 ns) for the elec-
tric field and right after (304 ns) for the plasma density,
on Figure 8. Snapshots of the electric field and of the
plasma density are also plotted at these instants.
The snapshot of the electric field shows the focusing
of the waves at the focusing location, of dimension λc{2
(as predicted in [44]). However, this focusing lasts τ  4
ns and is modulated by a carrier frequency of fc  2.4
GHz. At the location of focusing, the field will therefore
oscillate at 2.4 GHz during 4 ns on a dimension of 6 cm.
This is why we see, around the focusing peak, cylindrical
wavefronts converging towards the focusing point (since
the focusing will still last 4 ns). Their cylindrical shape is
a consequence of the chaoticity of the cavity, that allows
to recreate cylindrical wavefronts since the waves arrive
from all directions [36].





























Figure 8. Focus on the TR focusing with an initial plasma
density ne0  10
6 m3. (a) Horizontal and vertical cuts at
the focusing location, meaning along the x axis for y  0.7
m and along the y axis for x  1.2 m, respectively. In red
is plotted the electric field at the focusing instant t  300
ns and in black is plotted the plasma density right after the
focusing peak at t  304 ns. (b) Snapshots of the electric
field and plasma density at these instants (meaning t  300
ns and t  304 ns, respectively).
The snapshot of the plasma density shows a dimension
of the plasma obtained at the focusing similar to the
one of the focusing, with relatively high secondary lobes
around the focusing due to the high level of the field of
cylindrical wavefronts shown on the snapshot of the elec-
tric field. On the horizontal and vertical cuts plotted on
Figure 8, it is clear that the shape of the plasma ignited
by TR is determined by the shape of the TR focusing
pulse. Thus, plasmas ignited by TR are found to have a
dimension at half maximum of λc{2  6 cm.
V.2.2. Time Reversal plasma density superior to the
critical plasma density
To highlight the influence of the plasma density on the
plasma control capabilities of STPSS, plasma ignition by
TR with Nant  10 at the same location as the one that
has been previously chosen and with an initial plasma
density ne0  10
9 m3 is plotted on Figure 9.
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Figure 9. Example of a plasma ignition by TR with an
initial plasma density ne0  10
9 m3 and Nant  10. (a)
Electric fields (without and with plasma) and plasma den-
sity measured at the focusing location. (b) Snapshots of the
plasma density at different instants. Colorbar is settled with
a minimal value equal to ne0 and a maximum value of 10
8ne0 .
In this case the signals ETRptq without and with
plasma are close to each other before and during the fo-
cusing peak. After the focusing peak, the ETRptq with
14
plasma is lower than the one without plasma. The fo-
cusing peak is responsible for an increase of more than
104 on the plasma density, so more than half of its total
logarithmic increase during the TR operation. On the
snapshots of plasma density, we can clearly see a plasma
ignited only at the focusing location rp, on a surface of
diameter λc{2. The density obtained at the focusing is
superior to the one obtained anywhere in the cavity, re-
flecting the successful ignition of plasma by TR. We see
the presence of secondary lobes of plasma density, which
possess on average densities lower by a factor 104.
However, contrary to the previous case with an ini-
tial density of ne0  10
6 m3, the secondary lobes with
the highest densities possess relatively high densities, of
about 1015 m3. This is due to the reflection of the waves
by the plasma at the focusing location. Indeed, as shown
on Figure 9, the plasma density at the focusing location
becomes greater than the critical plasma density around
320 ns. The waves are thus reflected by the plasma at
this location and a lower field level is obtained compared
to the case without plasma. After this instant, the in-
crease of the plasma density is lower than in the previous
case (for an initial density of ne0  10
6 m3) in which the
waves where not reflected by the plasma and could thus
play a more significant role on the increase of the plasma
density (Figure 7). This is why the level of focusing field
with an initial density of ne0  10
9 m3 required for an
increase of a factor 108 is higher than the one required
with an initial density of ne0  10
6 m3. This leads to
secondary lobes of density with higher densities.
V.2.3. Synthesis
In both cases, meaning for initial density of ne0  10
6
m3 and ne0  10
9 m3, the control of plasma by TR is
effective. This supports our claim that when the “Plasma
Steering Criterion” is respected, parasitic discharges are
avoided and thus space-time control of plasmas by TR is
possible. However, plasma density obtained at the focus-
ing location also plays a role on the control capabilities
of STPSS, depending on its value with respect to the
critical plasma density.
Furthermore, a thorough attention is required on this
last point when a pulsed regime will be considered. In-
deed, when the plasma density is close to or superior
to the critical plasma density, its presence in the cavity
may change its fundamental characteristics, modifying
the resonant modes. Thus, if the density of a previous
peak is still close to or superior to the critical plasma
density at the next iteration, the behavior of the waves
may be significantly affected, resulting in a degradation
of the focusing capabilities.
Thus, controlling plasmas of high density (close to the
critical density) may require more advanced techniques,
that allows the nonlinear behavior of these plasmas to
be taken into account. To that end, TR may still offers
promising outlooks, as it has been extended to electro-
magnetic cavities containing nonlinearity [52, 53]. Fur-
thermore, other methods that have recently been devel-
oped [54], which allow the control of electromagnetic
fields in nonlinear systems, also seems to be promising
for the space-time control of these nonlinear plasmas.
VI. CONCLUSION
Space-Time Plasma Steering Source has been intro-
duced to meet the challenge of controlling plasmas in
large, overmoded cavities. This original plasma source
may find applications in the context of surface process-
ing, as it could lead the development of plasma assisted
processing and tool manufacturing. Space-Time Plasma
Steering Source could also find applications in the context
of “Space-time modulated media” [55]. It has received re-
cently a notable interest in the context of electromagnetic
wave engineering, as it allow the development of materi-
als with exotic and unique properties [55, 56]. In particu-
lar, space-time metamaterials [57–59] have received a lot
of attention. Space-time control of 3D plasma patterns
by STPSS could lead to promising applications in this
domain.
The control of energy deposition in time and space also
offers new opportunities to study and control microwave
plasma breakdown. Indeed, the control of the electro-
magnetic energy deposition on dimensions inferiors to the
ones of the breakdown pattern and on durations inferiors
to the breakdown dynamics could lead to unprecedented
control of these breakdown pattern and dynamics. Fur-
thermore, field polarization has also been shown to have
a significant impact on microwave breakdown dynamics
and pattern [60]. Although it was not discussed in this
paper, TR allows the control of the focusing field polar-
ization [61, 62]. Thus, this Space-Time Plasma Steering
Source could lead to the development of methods allow-
ing the space-time sculpture of microwave breakdown,
with the microwave energy that would “accompany” the
breakdown dynamics and pattern.
Experimentally, the most essential step that needs to
be taken for the development of this innovative plasma
source is the “unhooking” of the plasmas from the ini-
tiators [20]. This paper gives insights into the path that
shall be taken to reach this objective. To that end, a key
criterion, namely the “Plasma Steering criterion”, is in-
troduced. It must be respected for an accurate control of
plasmas in overmoded cavities. The validity of this cri-
terion is verified in the case of STPSS based on TR with
a numerical model. When this criterion is not respected,
several solutions are possibles and discussed in this pa-
per. The influence of the plasma density obtained at the
focusing location (depending on its value with respect to
the critical plasma density) on the plasma control capa-
bilities is also highlighted.
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