Abstract-In cognitive radio (CR) technology, the trend of sensing is no longer to only detect the presence of active primary users, as a large number of applications demand for more comprehensive knowledge on primary network behaviors in spatial, temporal, and frequency domains. To satisfy such requirements, we study the statistical relationship among primary nodes by introducing a Bayesian network (BN)-based framework. How to efficiently learn such a BN structure is a long-standing issue that is not fully understood even in the statistical learning community. To address such an issue in CR, this paper proposes a BN structure learning scheme consisting of a concise directional dependence checking function and a regular BN graph, which achieves significantly lower computational complexity compared with existing approaches. With this result, cognitive users could efficiently understand the statistical behavior patterns in the primary networks, such that more efficient cognitive protocols could be designed across different network layers.
usage of the scarce spectrum resource with the initial objective of maximizing spectrum utilization. Recently, cognitive network design has gone beyond spectrum utilization and targeted at broader network objectives such as higher quality of service and lower energy costs [2] [3] [4] [5] [6] [7] [8] . To achieve such new objectives, the statistical knowledge of the primary network behavior becomes necessary for resource management and system control [9] , [10] , which gets us closer to the ideal CR operation that integrates spectrum sensing, environment learning, statistical reasoning, and predictive acting. This goes beyond most of the existing CR sensing literature, which usually focuses on detecting the presence of primary activities only [11] [12] [13] [14] [15] .
In practice, primary network behaviors are influenced by many factors that may change dynamically, making it challenging to appropriately characterize their statistical properties. In this paper, we introduce a Bayesian network (BN) model [16] , [17] to characterize the statistical primary networking pattern based on the observed on/off status of primary base stations across space and time. Such a BN model has been successfully used in a wide variety of areas as a powerful tool for modeling complex interactions among real-world facts [18] . BN represents relationships among variables via a probabilistic directed acyclic graphical model and, hence, can handle uncertainty through the established theory of probability. Since it is directional, it also has a unique advantage of representing the causal relationship among primary base stations, which cannot be discovered by other network models based on undirected dependence such as correlation. For example, when sensing two base stations 1 and 2, a BN reveals whether certain behavior of base station 1 is caused by base station 2 and provides, for example, the conditional probability that base station 1 is busy when base station 2 is switched on. Such directional dependence information is crucial for resource management and system control. However, the existing literature in CR cannot provide an effective approach to sense the directional dependence among multiple targets [2] [3] [4] [5] [6] [7] [8] , [10] , [15] , which is addressed in this paper by introducing a BN model, along with the BN learning method.
Existing algorithms for BN structure learning can be sorted into two categories. One is to use heuristic searching to construct a probability model for a BN and then evaluate how well it fits the data using a scoring function [20] . The structure with the highest score is chosen as the learning outcome. However, the score-based approach of learning BNs has been proven to be an NP-hard problem [21] . The other one is to use conditional independence test to evaluate every possible directional dependence relationship and then determine the BN structure using 0018-9545 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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these dependence relations as constraints [22] - [25] . In both of the aforementioned methods, the associated computational complexity for BN learning with a large number of variables (nodes) is high since it needs to evaluate the dependence between each pair of variables in a target system and compute the corresponding conditional probability table 1 [19] , which becomes the major drawback in practical applications.
In [26] , a much more efficient approach to learn the ordered BN by using mutual information to check the dependence between any possible pairs of nodes is shown. In [19] , it is shown that this mutual-information-based BN learning algorithm is a computationally fast and effective solution compared with other BN learning algorithms. However, the method in [26] suffers from three major limitations: It cannot be adaptively adjusted when the number of variable changes; additionally, when the number of variables (nodes) is large, its computational complexity is still too high to be executed online; moreover, it stops working when the probabilities inside the logarithm operation are close to zero.
In this paper, to overcome the drawbacks of the current learning methods for BN structures, we first derive a directional dependence checking function that is evidently more concise than the mutual-information-based dependence quantification and does not contain the troublesome logarithm operation. Since dependence checking is required to be executed frequently, the proposed concise checking function can reduce the overall computational cost. In addition, its compact form offers a potential to develop a BN structure learning scheme based on closed-form expressions. With the proposed dependence checking function, a cognitive BN (CBN) structure is proposed for CRs to learn the primary system dynamics. The CBN is modeled as a fully connected graph, and hence, each pair of variables in the CBN is defined with a generalized relationship where the independence case is unified as the weakest dependence case. With this, the structure of CBN becomes regular. Based on both the concise checking function and the regular CBN, we propose a structure learning scheme formulated as a sequence of closed-form function evaluations, leading to efficient learning over both the structure and the corresponding conditional probability table. By analysis and simulations, we show that the proposed learning scheme not only achieves a lower computational cost than that in [26] but can dynamically adapt to different numbers of variables as well. In addition, since there are no logarithm operations in our checking function, the proposed learning scheme is applicable to broader applications. In particular, with comprehensive simulation results, we show that the conventional mutual-information-based learning may be infeasible in CR applications, whereas the proposed learning scheme can correctly sense the directional dependence structure in the primary network by only observing the binary busy/idle statuses of primary base stations, which is helpful in designing efficient cognitive protocols across different network layers. The remainder of this paper is organized as follows. In Section II, the system model is presented in details to introduce the BN method for cognitive learning of primary wireless systems, with issues in conventional BN structure learning schemes discussed in Section III. In Section IV, an efficient algorithm is proposed for jointly learning the structure and the corresponding conditional probability table. In Section V, simulation results are presented to validate the proposed scheme. Finally, we conclude this paper in Section VI.
II. SYSTEM MODEL
As illustrated in Fig. 1 , our system model focuses on a primary network, consisting of a number of base stations and multiple mobile users within an observation area that is partitioned into multiple cells. Specifically, it obeys the following setup: 1) Base stations are located according to a predesigned network deployment plan (e.g., at the centers of the cells); 2) mobile users access a base station if they are located within the associated cell of that station; and 3) an ideal frequency-division multiple access (FDMA)-based multiple access scheme is adopted, e.g., orthogonal FDMA. The busy/idle status of a base station is determined by the overall data traffic generated from the mobile users in its cell (here, we only consider the uplink transmissions). One cognitive secondary sensor is installed at a location close to each primary base station to sense the on/off status of the primary base station periodically in a synchronous fashion, i.e., error free for sensing (the cases with sensing error will be discussed later).
Let M := {1, 2, . . . , M} denote the set of monitored base stations and N := {1, 2, . . . , N} denote the sequence of observation time epochs at the CR sensors to sense the primary base stations. Here, N also means the number of observations collected by a CR sensor. In addition, let
be a column vector recording the state of the ith base station, and its entry takes values from O := {0, 1}, where 0 and 1 represent the idle and busy statuses, respectively.
In CR, most existing studies with respect to CR sensing have been focusing on studying the busy/idle status of a particular primary node (i.e., a particular base station in our setup). In practice, the busy/idle statuses of neighboring base stations typically exhibit spatial and temporal dependence patterns since data traffic is generated by mobile users moving across space and time. As stated previously, it is valuable to learn the statistical behavior and dependence pattern of a primary network. By exploring such knowledge, the secondary network could exploit the idle system resource more efficiently and more broadly. In our setup, each secondary sensor obtains a number of observations (or samples) about the on/off status of the observed primary base station. Our objective in this paper is to jointly model observations across multiple primary stations and time epochs to learn the primary network spatial-temporal dependence pattern.
To achieve this objective, we adopt a BN framework as the key methodology. The BN framework has been known in the field of artificial intelligence and exploited in different expert systems to model complex interactions among causes and consequences. A common way to specify a BN is via a directed graph G = (V, E), where V is a finite nonempty set whose elements are called nodes (or variables) [28] , and E is a set of directed lines, which are called edges, connecting pairs of distinct nodes in V. In CR, we let f i,t represent a variable node denoting the state of the ith base station at time t ∀ f i,t ∈ O. Assuming i and t are known, if there is a directed edge from
Obviously, the directional and statistical dependence is expressed by such a BN. In BN analysis, BN structure learning aims to derive and quantify the complex interaction among the variable nodes from observation data. The directional relationship is generally quantified by the conditional probability P (f i 2 ,t 2 |f i 1 ,t 1 ), which could be featured as the weight of the corresponding graph edge. Once the directed graph (V, E) from the primary network is learned, we could utilize the values of P (f i 2 ,t 2 |f i 1 ,t 1 ) to predictively allocate radio resources. For example, when station i 1 becomes busy, the value of P (f i 2 ,t 2 = 1|f i 1 ,t 1 = 1) could help the secondary users within the coverage of base station i 2 avoid interference to the related primary users. Clearly, the statistical dependence learning problem becomes how to learn the BN structure (V, E). In the following, we first review issues in the conventional BN learning methods in Section III and then introduce a new BN structure learning scheme in Section IV.
III. ISSUES IN CONVENTIONAL BAYESIAN NETWORK LEARNING
Recently, conditional mutual-information-based BN structure learning has become a popular approach [26] and has been widely used in different applications [17] , [29] , [30] since it greatly alleviates the computational burden. However, its computational complexity is still high for online learning and reasoning, and its checking function may be infeasible in CR sensing.
A. Issues With Mutual-Information-Based Dependence Checking
In [26] , the SLA − Π algorithm is proposed for constructing a BN structure by checking every possible structure between any two nodes. 2 As a result, the number of dependence checking is O(|V| 3 ), where |V| is the size of V. For example, to check one edge between f 1,t and f 1,t+1 with V = {f 1,t , f 2,t , f 3,t , f 1,t+1 , f 2,t+1 , f 3,t+1 }, the mutual-informationbased dependence checking function One main computational load lies in the empirical estimations of the joint probability P (f 1,t , F p,t , f 1,t+1 ) and the calculation of I(f 1,t ; f 1,t+1 |F p,t ). Clearly, the required computation involves the enumeration of all the realizations of {f 1,t , f 2,t ,
As a result, the computational complexity of the dependence checking function is determined by calculating O(2
Furthermore, the dependence checking function (1) requires multiple nested for-loops for implementation, and the number of for-loops is determined by the number of variables in the BN. Therefore, this checking function is not suitable for online learning cases where the number of variables may be large or time varying.
Moreover, according to (1), the mutual-information-based dependence checking function requires estimating the probabilities P (F p,t ), P (f 1,t , F p,t , f 1,t+1 ), P (f 1,t , F p,t ), and P (f 1,t+1 , F p,t ). Hence, when any of such probabilities is close to zero, the mutual-information-based dependence checking may no longer work properly due to the logarithm operation.
B. Issues With Learning Conditional Probability Table
To learn a BN, one critical element is to estimate the conditional probability table, which is defined over a set of discrete random variables to demonstrate the marginal probability of each single variable with respect to the others [27] . In fact, each term in (1) can be calculated from the conditional probability table.
Therefore, if we could efficiently learn the complete conditional probability table and quantify each edge dependence by closed-form expressions without nested numerical for-loops, the issues of large or varying number of variables could be mitigated.
IV. EFFICIENT PRIMARY NETWORKS BEHAVIOR SENSING
Here, we first formulate the sensing objective over a BN structure and then propose an efficient BN learning algorithm, which circumvents all the issues presented in Section III. 
A. CBN Structure Learning
Considering our CR sensing case, the BN becomes a CBN as we discussed earlier, as shown in Fig. 2 . The CBN has the following three characteristics.
1) It is a first-order BN, and its nodes are ordered in the temporal domain. 2) Its structure is completely connected over two consecutive time instants. In other words, ∀ i ∈ M and ∀ t ∈ T \ {1}, with T := {1, . . . , T } denoting the operation time window of the CBN, there exists an edge between f i,t and f i,t−1 . Here, T also stands for the learning period of the CBN, with T N (N is usually taken as an integer multiple of T ).
3) The observation value of each variable is binary.
Since characteristic 3 is a direct outcome from the system model, we only explain characteristics 1 and 2 in the following.
According to [31] , in many practical scenarios, movements and data service behaviors of users at the current time epoch t could be statistically determined by the system state at the former time epoch t − 1, i.e., our system model could assume a first-order Markov property. Additionally, in [31] , it is shown that a wireless communication network could be represented by a Markov state transition system, which means that the observations are faithful with a BN. Hence, we have characteristic 1 in our model, which leads to substantial complexity reduction in checking the dependence among multiple ordered nodes. Next, we explain characteristic 2 in details, which is unique and critical in further reducing the computational burden.
When learning the edges in a BN, conventional approaches usually consider each edge either present or absent, by analyzing the mutual information based on the empirical probabilities generated from observations. Such a process could be considered as a bilevel quantization of the mutual information measure [32] . In this paper, we first assume the existence of every possible edge in the first-order CBN model and then quantify each edge with an analog dependence value to reflect the dependence level between any two nodes. In other words, we consider independence as an extreme case of dependence with edge value = 0, which implies that each pair of connected variables in the CBN has a generalized relationship. Based on such an approach, the CBN has a fully connected structure that is highly regular, as shown in Fig. 2 . In Section IV-C and D, we show that, by exploring the regularity of the CBN structure, both the analog-valued edges and the conditional probability table could be learned by evaluating a sequence of closed-form functions. We note that, although we assume a fully connected structure while learning the CBN, one can easily apply some postprocessing approaches such as simple binary thresholding to decide the existence of edges as in [26] .
With the aforementioned setup of the BN structure, the objective of sensing the statistical primary network pattern is transferred to learning the CBN structure, which will be discussed in detail next.
B. Efficient Dependence Checking Function
Here, we first show that the covariance cov(X, Y ) of two binary variables (X, Y ) has the same capability of checking dependence as the mutual information I(X, Y ) and then propose a new dependence checking function that involves a much simpler expression and fewer variables (thus less computation).
First, we prove that, for binary variables, the mutual information I(X, Y ) has a direct functional relationship with the covariance cov(X, Y ), which is given by Theorem 1.
Theorem 1: For random variables X, Y ∈ O, the mutual information I(X, Y ) is a monotone increasing function over the absolute value of covariance abs(cov(X, Y )).
Proof: See Appendix A. It is well known that the mutual information deals with general dependence, whereas the correlation can only measure the linear dependence. Thus, although the correlation function typically has a more concise form than the mutual information, we usually prefer the mutual information to quantify the dependence between two variables. However, Theorem 1 indicates that the mutual information and the covariance are equivalent for the purpose of independence checking over bivariate cases, which means that the covariance function could be employed as the dependence checking function in our sensing case.
Additionally, when compared with the mutual information, the positive/negative covariance can reflect that the greater values of a variable correspond to the greater/smaller values of the other one. Hence, it is worth considering the covariancebased checking function under our setup. Based on Theorem 1, we prove that the covariance-based checking function could be further simplified to be a more concise one, which is shown in the following.
Corollary 1: For random variables Y, X ∈ O, the conditionalprobability-based dependence (CPbD), which is given by (2) is proportional to the covariance function.
Proof: See Appendix B. According to Corollary 1, the CPbD could also measure the general dependence between X and Y , for Y, X ∈ O, with a more concise expression than that based on mutual information. Additionally, when compared with mutual information, the positive covariance function means that the greater values of a variable correspond to the greater values of the other one, whereas the negative covariance function reflects that the greater values of a variable are related to the smaller values of the other one.
In addition, its positive/negative value inherits the properties from the covariance. Moreover, it only requires conditional probabilities that can be obtained from the conditional probability table directly. Therefore, we adopt the CPbD as the dependence checking function. For multiple-variable cases, the CPbD between X and Y , which is conditioned on Z, is given by
When comparing (3) with (1), it is obvious that the proposed dependence checking function D p (Y ; X|Z) has a simpler expression than the mutual information defined in (1).
C. Efficient Conditional Probability Table Computation
Here, we explain our effort to efficiently compute the conditional probability table by utilizing characteristic 2 of our CBN.
1) Completely Connected Structure and Its Benefit:
According to information theory [26] , [33] , it holds that
where 3 ) of the conventional SLA − Π algorithm. Intuitively, the completely connected BN should be of high computational complexity due to the large number of edges. However, the fact is just the opposite. Taking advantage of the symmetric structure of a completely connected BN, the algorithm of computing the conditional probability table could be given by a sequence of closed-form functions, which is described as follows. For a variable f i,t , consider its associated observations denoted by a column vector o i,t , with
For brevity, we take M = 2 with binary observations to explain our idea and then extend the results to general cases with M ≥ 2. From the perspective of frequentist probability, the empirical conditional probability table of P (f 1,t |f 1,t−1 , f 2,t−1 ) is given by
where • is the Hadamard product,ō
, there exist similar results, which are given by
From (5)- (8) and (9)- (12), it is obvious that the empirical conditional probability could be calculated by multiplying the observation vector o i,t with a regular arithmetic operator, which is denoted by F . We add an index c to F to express the condition, e.g., F c , with c = 00, with stands for the arithmetic operator when f 1,t−1 = 0 and f 2,t−1 = 0, such that
Accordingly, the computation of the conditional probability table is transformed to obtaining the arithmetic operator F c with every realization of index c, where the structure of F c is highly regular due to characteristic 2 of our CBN. Taking advantage of the regularity of F c , the edges no longer need to be learned one by one, which is explained as follows.
2) Binary-Observation-Based Conditional Probability Table  Computation : In CR, utilizing the fact that the on/off behavior of a primary base station is expressed by a binary value, we develop the following efficient algorithm with closed-form matrix operations of function evaluations, which is called the binary-observation-based conditional probability table (BbCPT) method.
Given binary observations, the number of realizations of c is 2 M , and based on this, we define x ∈ {0, 1, . . . , 2 M − 1}. For any given x, we represent c by a row vector c x such that c = c
, where × means concatenation, in which
where modn denotes the modulo n operation, and i ∈ {1, 2, . . . , M}. For example, when M = 2 and x = 2, we have c 2 = [1 0], which leads to c = 10. Furthermore, we define a matrix C of which the rows are constructed by c x with every realization of x, i.e.,
Again, take M = 2 as an example. We reformulate the numerators of F 11 , F 10 , F 01 , and F 00 as follows:
respectively. Let nom(y) and dnom(y) denote the numerator and the denominator of y, respectively, and F be a matrix containing all F c . We arrive at the following simpler form for nom(F ):
nom(F ) = [nom(F 00 ); nom(F 01 ); nom(F 10 ); nom(F 11 )]
where
where C is as defined in (15) . The denominator of F is given by
where 1 Q is a column vector of Q ones. By extending (20) to an arbitrary value of M , we obtain a general arithmetic operator F , i.e.,
where ./ and ⊗ denote the entrywise division and the Kronecker product, respectively, and
Let B i,t−1 be a column vector with size 2 M containing every probability that f i,t = 1 holds conditioned on c, e.g.,
T under M = 2 and i = 1. Hence, the empirical conditional probability table could be calculated as
Consequently, the BbCPT learning algorithm is given by (15) and (24)- (27) . Evidently, the proposed BbCPT algorithm can utilize matrix operations of closed-form function evaluations to calculate the empirical conditional probability efficiently.
D. Efficient CBN Learning Based on C-Clique Learning
By using the completely connected structure and the characteristic of binary variables, Section IV-C has shown that the computational complexity of computing the BbCPT could be reduced evidently using our proposed algorithm. Recall that the CPbD dependence checking function defined in Section IV-B only requires conditional probabilities. Here, we propose an efficient CBN learning scheme based on the closed-form expressions for both the CPbD dependence checking function evaluation and the BbCPT computation.
According to the first characteristic in CBN, the considered CBN is a first-order BN and sorted in the temporal domain. It means that, in CBN, the direction of edges is known, and the edge only connects to the adjacent nodes for a given i at time t, as shown in Fig. 2 . The subgraph enclosed by the bold-line rectangle in Fig. 2 is called a clique in an undirected graph. Here, we adopt the same term for the convenience of expression. Clearly, the task of learning a CBN becomes learning each C-clique. Therefore, in the following study, we focus on how to efficiently learn a C-clique in CBN.
Taking the example of M = 2 in CBN, the CPbD between f 1,t−1 and f 1,t conditional on f 2,t−1 is given by
where each term could be directly obtained from the conditional probability table computed in Section IV-C. As shown in the previous subsection, the conditional probability 
Combining the expressions of CPbD for every possible edge pointing to f 1,t , we have
Similar to the preceding, it is easy to check that L and S obtained for f 1,t remain the same for f 2,t . Thus, when M = 2, the CPbD of the C-clique at t − 1 is given by
According to the statistics theory, with random variables X, Y, Z ∈ O, the covariances between X and Y and between X and Z have different value ranges. Such a fact has impacts on learning the CBN structure when covariance is involved in dependence checking. Since CPbD is derived from covariance, we need to normalize each entry in D t−1 for horizontal comparison across different edges, which is supported by the following Corollary 2.
Corollary 2: With random variables X, Y, Z ∈ O, the CPbD between X and Y and between X and Z can be normalized as
of which the values have normalized magnitude.
Proof: See Appendix C. In Corollary 2, (40) and (41) could be treated as the weighted normalization, where 1/ P (Y = 0)P (Y = 1) and 1/ P (Z = 0)P (Z = 1) are the weights. Under 0.1 < P (Y = 1) < 0.9 and 0.1 < P (Z = 1) < 0.9, such weights are approximately equal. Hence, we could utilize the equal gain combination for normalization under those conditions. That is, D t−1 could be normalized as
where Λ(abs(D t−1 )1 2 ) denotes a matrix with the elements of D t−1 1 2 on the main diagonal. In a typical CR wireless system, we only need to focus on non-extreme primary system conditions, e.g., 0 < P (f i,t = 1) < 0.9, i ∈ M, and t ∈ T.
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The reason is that, when the base station is really busy, i.e., P (f i,t = 1)>0.9, it is not necessary to bother with CR opportunistic operation; when the base station is very idle, i.e., P (f i,t = 1) < 0.1, the CR could always transmit. Additionally, the busy statuses of neighboring base stations are similar due to moving users. Hence, such equal gain combination is a reasonable approximation in learning the statuses of base stations. Furthermore, we show that, by simulations in the following, the equally normalized CPbD delivers reasonable performance, even under extreme cases. Consequently, for an arbitrary M , the normalized CPbD of C-clique at t − 1 is given bȳ
We see that the algorithm requires the computation of matrix L, which only depends on the number of variables in each C-clique. Here, we provide a feasible method to generate L, as shown in Table I . This algorithm has the potential to be improved, which is not the focus of this paper. Based on the previous discussion, the C-clique learning scheme is summarized in Table II . Additionally, the comparison of computational complexity is given by Table III . It is worth emphasizing that, since matrix L only depends on the number of variables in each C-clique, it only needs to be computed once for a given M . It could be computed and stored offline prior to the online CBN learning. By treating C and L as prior knowledge, the procedure is described in Table II , which shows that our learning algorithm is a sequence of closed-form function evaluations and has a simpler dependence checking function compared with that in [26] . More importantly, the proposed learning method achieves greatly reduced computational complexity and is capable of adapting to different numbers of variables.
V. SIMULATION RESULTS
Here, we first present a comprehensive simulation analysis on the CBN learning and then give the comparison of computational complexity between the proposed CPbD algorithm and the conventional one [26] .
A. CBN Learning
The simulation scenario is illustrated by Fig. 1 , where mobile users move from the right to the left and access one of the three primary base stations according to their locations. The primary base stations are labeled #1, #2, and #3 from the right to the left, respectively. The length of the road is 300 m, which is covered by the three cells. Once a mobile user arrives, it passes the road at a speed of 120 km/h. Since the length of the road is 300 m, a mobile user spends 9 s on passing through the road. Spectrum sensing over the primary base stations is performed once per second. Accordingly, we have T := {1, 2, . . . , 9} and V := {f 1,1 , f 2,1 , f 3,1 , f 1,2 , . . . , f 3,9 }, where |T| = 9, and |V| = 27. To validate the effectiveness of our learning scheme, we employ three cases representing different levels of complexities.
Case 1) The arrival of mobile users follows a constant rate, i.e., one user per 9 s; additionally, consider that the mobile user keeps transmitting when passing the road.
Case 2) The arrival of mobile users follows a constant rate, i.e., one user per 9 s; additionally, the data traffic arrival rate of each user follows a Poisson distribution with mean λ t = 3, and the traffic service duration follows an exponential distribution with mean μ t = 7. Case 3) The interarrival of mobile users follows an exponential distribution with mean μ = 2; additionally, consider that the data traffic arrival rate of each user follows a Poisson distribution with mean λ t = 3, and the traffic service duration follows an exponential distribution with mean μ t = 7.
In Case 1, based on the configuration, the mobile user stays within each cell for 3 s. Hence, it is obvious that the structure of C-clique changes every 3 s and the status of base station #1 determines that of base station #2, and the status of base station #2 determines that of base station #3. This simple scenario has a clear network structure that can be used to evaluate the effectiveness of our learning algorithm. Following the proposed C-clique learning scheme, we obtain the CPbD, which is given bȳ
and the corresponding CBN structure presented in Fig. 3 , where the solid and dashed lines represent the positive and negative values of CPbD, respectively. As explained in Section IV-B, the negative CPbD shows the opposite behavior between two nodes. Thus, we focus on the positive CPbD. The learning outcomes suggest the following observations.
1) The first and second C-cliques have the same structure, where the directional edges with positive CPbD mean that only base station #1 at t = 2, 3 is impacted by the statuses of base station #1 at t = 1, 2, respectively. 2) In the third C-clique, base station #2 at t = 4 is impacted by base station #1 at t = 3, which shows that the mobile traffic moves from base station #1 to base station #2.
3) The fourth and fifth C-cliques have the same structure, indicating that base station #2 is impacted by the statuses of base station #2 at the former epoch. 4) In turn, the structure of the sixth C-clique shows that the mobile traffic moves from base station #2 to base station #3 in the seventh C-clique, and the structures of the seventh and eighth C-cliques reflect that base station #3 is impacted by the statuses of base station #3 at the former time epoch. Such outcomes are consistent with the simulation system setup, which validates the correctness of our learning scheme.
In Case 2, the traffic of mobile user follows a stochastic process, which could be modeled as an M/M/1 queue. Similar to Case 1, the mobile user also stays 3 s per cell, and the arrival rate of mobile users is one user per 9 s, which means that there is one mobile user in the road at each time epoch. Therefore, in this case, the CBN has the same structure as the one in Case 1 presented in Fig. 3 . Indeed, the learning outcomes show that the stochastic traffic does not impact the directional dependence among the base stations. For both Case 1 and Case 2, the mutual-information-based dependence checking function [26] is no longer applicable, since it cannot work if there exists zero probability when calculating the mutual information. The estimated conditional probability table B 1:8 is reported in Table IV , where [i, j] is short for B t [i, j] , showing directional dependence and statistical pattern from the aspect of probability. For example, when the observed statuses of three primary base stations are busy, idle, and idle in the order from the right to the left, we can infer that the mobile traffic is served by base station #1 since only B t [5, 1] 
Under this condition, the network pattern [busy, idle, idle] belongs to the first and second C-cliques with equal probability of 50%. Furthermore, if it is of interest to know the probability of base station #2 being busy at the next epoch under the current network status [busy, idle, idle], we can infer it by 50% × P (f 2,3 = 1|f 1,2 = 1, f 2,2 = 0, f 3,2 = 0) = 35% directly from the conditional probability table.
In Case 3, since the interval between mobile user arrivals is exponentially distributed, there is a random number of mobile users in the observed system, and the maximal number of busy mobile users in a wireless channel is 3. For this case, the sensed structure of CBN is presented in Fig. 4 , and the corresponding CPbD are given in Fig. 5(a) . In Fig. 5 , the vertical axis represents the CPbD, and the notation (i, j) is short forD p (f i,t ; f j,t−1 |F t−1 \ f j,t−1 ) , where F t−1 := {f 1,t−1 , f 2,t−1 , f 3,t−1 }. As shown, the random number TABLE IV  CONDITIONAL PROBABILITY TABLE IN CASE 2 of mobile users enhances self-dependence and weakens the directional dependence between different base stations. Sincē
, it is evident that the entries in the upper triangular part ofD are generally larger than the entries in the lower triangular part, which implies that the statuses of base stations #2 and #3 are heavily impacted by base stations #1 and #2 respectively, but the reverse does not hold. Accordingly, it is remarkable to note that the learned results could reflect the directional dependence, even in such a complicated case. To provide a comprehensive study on the learning results of CPbD, we conduct several similar experiments for Case 3 with different configurations, of which the corresponding outcomes are presented in Fig. 5 . When comparing the nine subfigures in Fig. 5 , we find that, under different setups, there always exists
, which is consistent with the previous results.
We remark that such directional dependence results are generated from the random binary observations without prior knowledge on the system configuration. Consequently, the simulated outcomes show that the proposed CBN structure learning algorithm not only can quantify the strength of dependence but correctly reflect the directional statistical pattern caused by the mobile traffic as well, indicating that our learning scheme can efficiently learn the CBN structure to represent the true statistical behavior of the underlying network. Based on the learned conditional probability table, we can estimate the joint distribution of the on/off behaviors of the primary base stations and predict the status of the network for the future to serve broader CR applications.
B. Comparison of Dependence Measurement
The mutual-information-based checking function (1) stop working in the preceding simulations, since the probabilities inside the logarithm operation are zeros. To compare the effectiveness between the CPbD checking function and the mutualinformation-based one, we consider a basic BN/CBN consisting of two nodes V := {X, Y } and a directed edge from X to Y . In addition, let P (Y = 1|X = 0) = 0.5 and the observations/ samples be generated following a binomial distribution. Fig. 6 shows the outputs of CPbD and mutual information checking with regard to P (Y = 1|X = 1), P (X = 0), and N . As indicated, the simulated outcomes match the theoretical results under various conditions. Additionally, the outputs of CPbD remain stable whatever P (Y = 1|X = 1), P (X = 0), and N are, similar to the mutual-information-based one. This means that the proposed CPbD checking function owns the same robustness as the mutual-information-based one. Furthermore, it is obvious that mutual information cannot reflect the negative dependence, but CPbD can. As shown in Section V-A, the negative dependence measure provides more information on the relationship among nodes. Thus, our CPbD checking function is more effective than the mutual-informationbased one.
In CR, spectrum sensing could not ensure the detected binary status of the primary base station to be completely correct, due to the randomness of wireless channels. Hence, there exist two types of detection errors: false alarm and misdetection. Let P f = P (X = 1|X = 0 is true) = P (Y = 1|Y = 0 is true) and P m = P (X = 0|X = 1 is true) = P (Y = 0|Y = 1 is true) denote the false alarm and misdetection probabilities, respectively. According to [34] and [35] , the existing spectrum sensing method can ensure P f = P m < 0.1 easily. In particular, when the signal-to-noise ratio (SNR) is larger than 10 dB, we could achieve P f = P m 0.001. In a typical system, the SNR could be much larger than 10 dB when the sensor/detector is close to the base station. Hence, we configure the simulation based on P f = P m ≤ 0.1. Fig. 7 shows the outputs of CPbD and mutual information checking with regard to detection errors. As indicated, the simulated outcomes match the theoretical results that are calculated under error-free conditions. Briefly speaking, even when considering practical detection errors, the proposed CPbD checking function could properly sense the primary network behaviors.
C. Comparison of Computational Complexity
The computational complexity is evaluated by running the MATLAB codes of the proposed algorithm and the conventional one in the same desktop. The corresponding running time is recorded to reflect the real computational cost. The learning complexity is evaluated for a CBN that only consists of one C-clique, since the learning time of a general CBN structure is linear to that of a C-clique. Additionally, we do experiments with different numbers of observations and variables for a comprehensive comparison. In our simulations, the observations are generated based on M binomial distributions instead of the collected observations as in the previous subsection to avoid the situation that the mutual-information-based checking function is infeasible. 4 The simulation indicates that when M = 12 and N = 36 000, the conventional algorithm demands 502.2 s to learn. It implies that the conventional algorithm is not suitable for online learning even when the number of variables is not large. Additional simulated results are presented in Fig. 8 , where the computational cost is evaluated based on the time needed to obtain the conditional probability table and to learn the BN structure. Fig. 8 shows the relative reduction on the computational complexity by the ratio of the computational cost between the conventional method and that of the proposed one. It is obvious that the computational cost of the proposed algorithm is much less than that of the conventional one, particularly when the numbers of base stations and observations increase. For example, the proposed algorithm only requires 1/38 of the running time as the conventional one when M = 12 and N = 36 000. Fig. 8 also shows that the trends of the two curves are consistent with the complexity analysis in Table III . In addition, we remark that the proposed algorithm could adapt to any number of variables online, whereas the conventional one cannot.
VI. CONCLUSION
In this paper, we have proposed a learning scheme to obtain the statistical activity pattern of a primary network in both spatial and temporal domains simultaneously. The proposed scheme achieves significantly lower computational complexity when compared with the traditional ones. Additionally, it is capable of learning the directional dependence to represent the practical network behavior. By simulations, we show that the learning results correctly reflect certain network behaviors beyond spectrum usage, which could be useful for broader CR network control applications [36] [37] [38] .
T be a column vector containing N observations of variable X. If X is a Bernoulli random variable, the related probability P (X = 1) is
Additionally, when Y is also a Bernoulli random variable, the conditional probability P (Y = 1|X = 1) is
T is a column vector containing N observations of variable Y . Accordingly, (49) and (50) can be interpreted by the expectation of the corresponding random variables.
When treating X and Y as two random variables, the covariance between X and Y is given by
That is, the relationship between P (X = 1, Y = 1) and |cov(X, Y )| is given by
Next, we show the similar relationship with regard to P (X = 0, Y = 1), P (X = 1, Y = 0), and P (X = 0, Y = 0). According to the probability theory, there exist
Substituting (53)- (55) into (52) yields
respectively. For the two random variables X and Y , the corresponding mutual information is given by
Substituting (56)- (58) into (59) yields
Similarly, we have the following result for the case cov(X, Y ) < 0:
Obviously, f + and f − are monotone increasing functions of d. Since d ≥ 0, the minimal values of f + and f − are equal to 1, resulting in (δI(X, Y ))/δd ≥ 0. Consequently, the mutual information I(X, Y ) is proportional to the absolute value of the covariance abs(cov(X, Y )), which means that Theorem 1 holds.
APPENDIX B PROOF OF Corollary 1
According to (49)-(51), we have
which shows that the value of P (Y = 1|X = 1) − P (Y = 1|X = 0) is proportional to the covariance. Consequently, Corollary 1 is proved.
APPENDIX C PROOF OF Corollary 2
Essentially, the normalization of CPbD is to normalize the statistical dependence between any two random variables. Since the CPbD is derived from the covariance, we could achieve our objective by normalizing the covariance. According to statistics theory, the correlation coefficient is the normalized version of the covariance and owns a standard magnitude. Hence, we can achieve the normalization of CPbD by using the correlation coefficient. When considering X, Y , and Z as three random variables, the correlation coefficient ρ(X, Y ) between X and Y and the correlation coefficient ρ(X, Z) between X and Z are, respectively, given by
where σ x denotes the standard deviation of x. In turn, by normalizing the correlation coefficient, we arrive at
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