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Abstract
We solve the existence problem in the renormalized, or viscosity sense, and obtain global pointwise
estimates of solutions for quasilinear and Hessian equations with measure coefficients and data, including
the following model problems:
−pu = σuq +μ, Fk[−u] = σuq +μ, u 0,
on Rn, or on a bounded domain Ω ⊂Rn. Here p is the p-Laplacian defined by pu = div(∇u|∇u|p−2),
and Fk[u] is the k-Hessian, i.e., the sum of the k × k principal minors of the Hessian matrix D2u
(k = 1,2, . . . , n); σ and μ are general nonnegative measurable functions (or measures) on Ω .
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Let σ , ω be arbitrary nonnegative locally integrable functions, or more generally, nonnegative
locally finite measures on a domain Ω in Rn. By Lqσ,loc(Ω), q > 0, we denote the space of
measurable functions f such that |f |q is locally integrable with respect to σ in Ω .
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source terms and measure coefficients and data:
−pu = σuq +ω, u 0, u is p-superharmonic in Ω, (1.1)
and
Fk[−u] = σuq +ω, u 0, −u is k-convex in Ω, (1.2)
where u ∈ Lqσ,loc(Ω), q > 0, 1 < p < ∞, and k = 1, . . . , n. Here p is the p-Laplacian defined
by
pu = div
(|∇u|p−2∇u),
and Fk[u] denotes the k-Hessian
Fk[u] =
∑
1i1<···<ikn
λi1 · · ·λik ,
where λ1, . . . , λn are the eigenvalues of the Hessian matrix D2u. In other words, Fk[u] is the sum
of the k × k principal minors of D2u, which coincides with the Laplacian F1[u] = 2u = u if
k = 1, and the Monge–Ampère operator Fn[u] = Det(D2u) if k = n.
The k-Hessian operator was first studied by Caffarelli, Nirenberg, and Spruck in [11], and
independently by Ivochkina in [19]. The fundamental properties of the p-Laplacian and the
k-Hessian, along with the corresponding notions of p-superharmonicity and k-convexity, are
discussed in [11,18,19,28,29].
In the semilinear case, i.e., when p = 2 in (1.1) or k = 1 in (1.2), such equations with nonlinear
sources are well studied, especially for specific coefficients and data σ , ω (see, e.g., [2–4]). For
arbitrary positive σ , ω (possibly singular measures), necessary and sufficient conditions for the
existence of weak solutions, along with sharp pointwise estimates of solutions, were given in
[10,23]. In [23,32], more general linear elliptic operators, as well as some nonlocal operators in
place of the Laplacian were considered. We refer to [33] for a recent survey of these and other
related results.
Quasilinear equations (1.1) in the special case σ ≡ 1 have been studied extensively over the
past 20 years (see [5–9,17,27,33]). For the k-Hessian equation (1.2), when ω ≡ 0, the existence
of nonzero bounded solutions was studied in [14]. Recently, in [24] we obtained necessary and
sufficient conditions for the solvability of (1.1) in this case, without any a priori assumption on the
inhomogeneous term ω  0, along with a complete characterization of removable singularities
for the corresponding homogeneous equation. We also obtained analogous results for Hessian
equations (1.2).
A crucial role in [24] is played by estimates of solutions in terms of Wolff’s potentials:
Wα,sμ(x) =
∞∫ (
μ(Bt (x))
tn−αs
) 1
s−1 dt
t
, x ∈Rn, (1.3)0
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the p-Laplacian, and α = 2k
k+1 , s = k + 1 for the k-Hessian. These potentials were originally in-
troduced by Hedberg and Wolff as a tool for solving certain hard problems of nonlinear potential
theory and Sobolev spaces (see [1, Sections 4.9 and 9.13]). Their importance for quasilinear and
Hessian equations was discovered subsequently by Kilpeläinen and Malý [21], and Labutin [22].
In particular, it was shown in [24] that if the equation of Lane–Emden type,
−pu = uq +ω, u 0, u is p-superharmonic in Rn, (1.4)
has a solution, then W1,pω(x) < +∞ a.e., and there exists a constant C = C(n,p,q) > 0 such
that
W1,p
[
(W1,pω)q dx
]
(x) CW1,pω(x) dx-a.e., (1.5)
where dx stands for Lebesgue measure on Rn.
Conversely, there exists a constant C0 = C0(n,p, q) > 0 such that if W1,pω(x) < +∞ a.e.,
and if (1.5) holds for some C  C0, then Eq. (1.4) admits a solution u such that
c1W1,pω(x) u(x) c2W1,pω(x), (1.6)
where c1, c2 are positive constants depending only on n, p, q . Analogous results are obtained
in [24] for the corresponding Dirichlet problem on a bounded domain Ω ⊂ Rn, as well as for
Hessian equations. Furthermore, several equivalent characterizations of (1.5), along with simpler
sufficient and necessary coefficients are given there.
However, for variable coefficients σ in the source term, the global existence problem for (1.1),
(1.2) and control of the corresponding solutions are much harder due to a nonlinear interplay be-
tween σ , the inhomogeneous term ω, and the operator on the left-hand side. Such a phenomenon,
observed previously in the semilinear case in [10,23], becomes substantially more complicated
for quasilinear and fully nonlinear operators. Some partial results towards the solution of this
problem were obtained in [25].
In the present paper, we develop new techniques to establish criteria for the solvability of (1.1)
and (1.2) with a pair of general weights σ and ω. Our results are new even in the special case of
power weights σ(x) = |x|γ , γ > −n (see [25], and the literature cited there).
As we will demonstrate below, an analogue of (1.5), namely the pointwise condition
Wα,s
[
(Wα,sω)q dσ
]
(x) CWα,sω(x) dσ -a.e., (1.7)
with α = 1, s = p (or α = 2k
k+1 , s = k+ 1), is still necessary and sufficient, with a gap only in the
best constants, for the solvability of (1.1), or (1.2), respectively.
An important part of our approach, which distinguishes it from that of [24], is concerned with
nonlinear two-weight trace inequalities of the type:
∫
n
[
Wα,s(g dω)(y)
]q
dσ (y) C
∫
n
g
q
s−1 dω, (1.8)
R R
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q
s−1
ω (R
n), g  0, and its “testing” counterpart:
∫
B
[
Wα,sωB(y)
]q
dσ (y) Cω(B), (1.9)
where B are balls in Rn, and dωB = χB dω. The preceding inequality is deduced from (1.8) by
letting g = χB .
It turns out that (1.8) is intimately connected with Eqs. (1.1) and (1.2). We will show that
(1.8), and hence (1.9), with α = 1, s = p (or α = 2k
k+1 , s = k + 1), is necessary for the existence
of a solution to (1.1), or (1.2), respectively.
Actually, it follows from our earlier work [24] that, for σ ≡ 1, (1.8) or (1.9), with the appro-
priate α and s, is also sufficient for the solvability of (1.1) and (1.2).
In the case where σ is a general nonnegative measure, we will show below that (1.8), or (1.9),
together with the additional pointwise condition
r∫
0
(
σ(Bt (x))
tn−αs
) 1
s−1 dt
t
·
[ ∞∫
r
(
ω(Bt (x))
tn−αs
) 1
s−1 dt
t
] q
s−1 −1
 C, (1.10)
where C does not depend on x ∈ Rn and r > 0, with α = 1, s = p (or α = 2k
k+1 , s = k + 1), is
sufficient for the solvability of (1.1), or (1.2), respectively. Remarkably, (1.10) with the appro-
priate α, s is also necessary for the solvability of (1.1) and (1.2), as was shown in [25]. This
gives a complete solution to the existence problem, with a gap only in the best constants in the
sufficiency and necessity parts. Such characterizations of solvability were obtained earlier [23]
for semilinear equations where p = 2 or k = 1.
Analogous results for equations of the type (1.1), (1.2) on bounded domains Ω in Rn with
Dirichlet boundary conditions are obtained in Theorems 3.11 and 4.9 below as well. In this case,
we use a truncated version of Wolff’s potentials defined for α > 0, s > 1, and a nonnegative
measure μ on Ω by
Wrα, sμ(x) =
r∫
0
(
μ(Bt (x))
tn−αs
) 1
s−1 dt
t
,
where x ∈ Ω and 0 < r < 2 diam(Ω).
In the present paper, we use extensively dyadic models [24,32], and various global and local
Wolff’s potential estimates obtained in [12,13,21,22,24,25], along with fundamental weak con-
tinuity theorems for quasilinear and Hessian equations [29–31]. This makes it possible to give
a unified treatment for both quasilinear equations and equations of Monge–Ampère type with
general coefficients and data.
Our main results are summarized in the following theorems. In Theorems 1.1, we assume that
A :Rn ×Rn →Rn is a vector-valued mapping that satisfies A(x, ξ) · ξ ≈ |ξ |p where 1 <p < n,
i.e.,
A(x, ξ) · ξ  α|ξ |p, ∣∣A(x, ξ)∣∣ β|ξ |p−1
N.C. Phuc, I.E. Verbitsky / Journal of Functional Analysis 256 (2009) 1875–1906 1879for some α, β > 0. The precise structural conditions imposed on A along with the notion of
A-superharmonic functions are introduced in the next section. This includes the standard case
A(x, ξ) = |ξ |p−2ξ which corresponds to the usual p-Laplacian p , and the corresponding no-
tion of p-superharmonic functions.
Theorem 1.1. Let ω and σ be nonnegative locally finite measures on Rn and let q > p − 1 > 0.
If the equation
−divA(x,∇u) = σuq +ω (1.11)
has a solution u ∈ Lqσ,loc(Rn), u 0, then there exists a constant C = C(n,p,q,α,β) > 0 such
that statements (i), (ii) and (iii) below are valid.
(i) The inequality
∫
Rn
[
W1,p(g dω)(y)
]q
dσ (y) C
∫
Rn
g
q
p−1 dω (1.12)
holds for all g ∈ L
q
p−1
ω (R
n), g  0, and
r∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
·
[ ∞∫
r
(
ω(Bt (x))
tn−p
) 1
p−1
] q
p−1 −1
dt
t
 C (1.13)
holds for all x ∈Rn and r > 0.
(ii) The inequality
∫
B
[
W1,pωB(y)
]q
dσ (y) Cω(B) (1.14)
holds for all balls B ⊂Rn, and (1.13) holds for all x ∈Rn and r > 0.
(iii) For each x ∈Rn,
W1,p
[
(W1,pω)q dσ
]
(x) CW1,pω(x). (1.15)
Conversely, there exists a constant C0 = C0(n,p, q,α,β) > 0 such that if anyone of state-
ments (i), (ii), (iii) holds with C  C0 then Eq. (1.11) has a solution u ∈ Lqσ,loc(Rn), u 0, such
that
M1W1,pω(x) u(x)M2W1,pω(x).
Theorem 1.2. Let ω and σ be nonnegative locally finite measures on Rn, and let 1  k < n2 ,
q > k. If the equation
Fk[−u] = σuq +ω (1.16)
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statements (i), (ii) and (iii) below are valid.
(i) The inequality ∫
Rn
[
W 2k
k+1 , k+1(g dω)(y)
]q
dσ (y) C
∫
Rn
g
q
k dω
holds for all g ∈ L
q
k
ω (R
n), g  0, and
r∫
0
(
σ(Bt (x))
tn−2k
) 1
k dt
t
·
[ ∞∫
r
(
ω(Bt (x))
tn−2k
) 1
k
] q
k
−1
dt
t
 C (1.17)
holds for all x ∈Rn and r > 0.
(ii) The inequality ∫
B
[
W 2k
k+1 , k+1ωB(y)
]q
dσ (y) Cω(B)
holds for all balls B ⊂Rn, and (1.17) holds for all x ∈Rn and r > 0.
(iii) For each x ∈Rn,
W 2k
k+1 ,k+1
[
(W 2k
k+1 ,k+1ω)
q dσ
]
(x) CW 2k
k+1 ,k+1ω(x).
Conversely, there exists a constant C0 = C0(n, k, q) > 0 such that if anyone of statements (i),
(ii), (iii) holds with C  C0, then Eq. (1.16) has a solution u ∈ Lqσ,loc(Rn), u 0 such that
M1W 2k
k+1 ,k+1ω(x) u(x)M2W 2kk+1 ,k+1ω(x).
2. A-superharmonic functions
In this section, we recall for later use some facts on A-superharmonic functions, most of
which can be found in [18,20,21,31]. Let Ω be an open set in Rn, and let p > 1. (We will be
mostly interested in the case Ω = Rn and 1 < p < n.) Let us assume that A : Rn ×Rn → Rn is
a vector-valued mapping which satisfies the following structural properties:
the mapping x →A(x, ξ) is measurable for all ξ ∈Rn, (2.1)
the mapping ξ →A(x, ξ) is continuous for a.e. x ∈Rn, (2.2)
and there are constants 0 < α  β < ∞ such that for a.e. x in Rn, and for all ξ in Rn,
A(x, ξ) · ξ  α|ξ |p, ∣∣A(x, ξ)∣∣ β|ξ |p−1, (2.3)[A(x, ξ1)−A(x, ξ2)] · (ξ1 − ξ2) > 0, if ξ1 
= ξ2, (2.4)
A(x,λξ) = λ|λ|p−2A(x, ξ), if λ ∈R \ {0}. (2.5)
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if ϕ ∈ C∞0 (Ω), then
divA(x,∇u)(ϕ) = −
∫
Ω
A(x,∇u) · ∇ϕ dx.
It is well known that every solution u ∈ W 1,ploc (Ω) to the equation
−divA(x,∇u) = 0 (2.6)
has a continuous representative. Such continuous solutions are said to be A-harmonic in Ω . If
u ∈ W 1,ploc (Ω) and
∫
Ω
A(x,∇u) · ∇ϕ dx  0,
for all nonnegative ϕ ∈ C∞0 (Ω), i.e., −divA(x,∇u)  0 in the distributional sense, then u is
called a supersolution to (2.6) in Ω .
A lower semicontinuous function u : Ω → (−∞,∞] is called A-superharmonic if u is not
identically infinite in each component of Ω , and if for all open sets D such that D ⊂ Ω , and all
functions h ∈ C(D), A-harmonic in D, it follows that h u on ∂D implies h u in D.
We recall here the fundamental connection between supersolutions of (2.6) and A-superhar-
monic functions [18].
Proposition 2.1. (See [18].)
(i) If u ∈ W 1,ploc (Ω) is such that
−divA(x,∇u) 0,
then there is an A-superharmonic function v such that u = v a.e. Moreover,
v(x) = ess lim inf
y→x v(y), x ∈ Ω. (2.7)
(ii) If v is A-superharmonic, then (2.7) holds. Moreover, if v ∈ W 1,ploc (Ω), then
−divA(x,∇v) 0.
(iii) If v is A-superharmonic and locally bounded, then v ∈ W 1,ploc (Ω), and
−divA(x,∇v) 0.
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on Ω for which u v a.e. on Ω then u v everywhere on Ω .
Note that an A-superharmonic function u does not necessarily belong to W 1,ploc (Ω), but its
truncation min{u, k} does, for every integer k, by Proposition 2.1(iii). Using this we set
Du = lim
k→∞∇
[
min{u, k}],
defined a.e. If either u ∈ L∞loc(Ω) or u ∈ W 1,1loc (Ω), then Du coincides with the regular distribu-
tional gradient of u. In general we have the following gradient estimates [20] (see also [18,31]).
Proposition 2.2. (See [20].) Suppose u is A-superharmonic in Ω and 1 q < n
n−1 . Then both
|Du|p−1 and A(·,Du) belong to Lqloc(Ω). Moreover, if p > 2 − 1n , then Du is the distributional
gradient of u.
We can now extend the definition of the divergence of A(x,∇u) to those u which are merely
A-superharmonic in Ω . For such u we set
−divA(x,∇u)(ϕ) =
∫
Ω
A(x,Du) · ∇ϕ dx,
for all ϕ ∈ C∞0 (Ω). Note that by Proposition 2.2 and the dominated convergence theorem,
−divA(x,∇u)(ϕ) = lim
k→∞
∫
Ω
A(x,∇ min{u, k}) · ∇ϕ dx  0,
whenever ϕ ∈ C∞0 (Ω) and ϕ  0.
Since −divA(x,∇u) is a nonnegative distribution in Ω for anA-superharmonic u, it follows
that there is a positive (not necessarily finite) Radon measure denoted by μ[u] such that
−divA(x,∇u) = μ[u] in Ω.
Conversely, given a nonnegative finite measure μ in a bounded domain Ω , there is an A-
superharmonic function u (not necessarily unique) such that −divA(x,∇u) = μ in Ω and
min{u, k} ∈ W 1,p0 (Ω) for all integers k; see [20].
The following weak continuity result in [31] will be used later to prove the existence of A-
superharmonic solutions to quasilinear equations.
Theorem 2.3. (See [31].) Suppose that {un} is a sequence of nonnegative A-superharmonic
functions in Ω that converges a.e. to an A-superharmonic function u. Then the sequence of
measures {μ[un]} converges to μ[u] weakly, i.e.,
lim
n→∞
∫
Ω
ϕ dμ[un] =
∫
Ω
ϕ dμ[u]
for all ϕ ∈ C∞(Ω).0
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functions was established, which serves as a major tool in our study of quasilinear equations of
Lane–Emden type.
Theorem 2.4. (See [21].) Let u be an A-superharmonic function in Rn with infRn u = 0. If
μ = −divA(x,∇u), then
1
K
W1,pμ(x) u(x)KW1,pμ(x)
for all x ∈ Rn, where K is a positive constant depending only on n,p and the structural con-
stants α and β .
3. Quasilinear equations
In this section, we study the solvability problem for the quasilinear equation
−divA(x,∇u) = σuq +ω (3.1)
in a bounded domain Ω ⊂ Rn or in the entire space Rn, where A(x, ξ) · ξ ≈ |ξ |p is given as in
Section 2. Here we assume p > 1, q > p−1, and ω is a nonnegative locally finite measure on Rn.
The solvability of (3.1) in Rn is understood in the “potential-theoretic” sense, i.e., u ∈ Lqσ,loc(Rn),
u 0, is a solution to (3.1) if u is A-superharmonic, and
−divA(x,∇u)(ϕ) =
∫
uqϕ dσ +
∫
ϕ dω
for all test functions ϕ ∈ C∞0 (Rn). Here as discussed in Section 2,
−divA(x,∇u)(ϕ) =
∫
lim
k→∞A
(
x,∇ min{u, k}) · ∇ϕ dx
for each ϕ ∈ C∞0 (Rn). On the other hand, to deal with (3.1) in bounded domains we will use the
notion of renormalized solutions.
We first prove a necessary condition for the solvability of (3.1) in Rn in terms of a certain
nonlinear weighted norm inequality.
Theorem 3.1. Let u ∈ Lqσ,loc(Rn) be a nonnegative A-superharmonic function for which
−divA(x,∇u) = σuq +ω
in Rn, where 1 <p < n and q > p − 1. Then∫
Rn
[
W1,p(g dω)
]q
dσ  C
∫
Rn
g
q
p−1 dω (3.2)
for all g ∈ L
q
p−1
ω (R
n), g  0, and for a constant C depending only on n, p, q , and the structural
constants α, β .
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constant C = C(n,p,α,β) > 0 such that
u(x) CW1,pμ(x)
for all x ∈Rn. From this we obtain
(W1,pμ)q dσ  C dμ, (3.3)
where C = C(n,p,q,α,β). Moreover, it is also easily checked that all constants C appearing
in the rest of the proof depend only on n,p,q , and α,β , but not on the measures σ and ω.
Inequality (3.3) now gives
∫
Rn
(W1,pμ)q(Mμg)
q
p−1 dσ  C
∫
Rn
(Mμg)
q
p−1 dμ,
which holds for all g ∈ L
q
p−1
μ . Here Mμ denotes the centered Hardy–Littlewood maximal function
defined for a locally μ-integrable function f by
Mμf (x) = sup
r>0
∫
Br (x)
|f |dμ
μ(Br(x))
.
Since Mμ is bounded on Lsμ(Rn), s > 1 (see, e.g., [16]), from (3.4) we obtain∫
Rn
(W1,pμ)q(Mμg)
q
p−1 dσ  C
∫
Rn
g
q
p−1 dμ
for all g ∈ L
q
p−1
μ (R
n), g  0. From this inequality and the estimate
[
W1,pμ(x)
]q[Mμg(x)] qp−1  C[W1,p(g dμ)(x)]q
we deduce ∫
Rn
[
W1,p(g dμ)(x)
]q
dσ (x) C
∫
Rn
g
q
p−1 dμ. (3.4)
We now continue the proof of Theorem 3.1 with the cases 1 <p  2 and p > 2 being treated
separately.
The case 1 <p  2. We first rewrite (3.4) in the form
∫
n
{[∑
j∈Z
(∫
B(x,2−j ) g dμ
(2−j )n−p
) 1
p−1 ]p−1} qp−1
dσ(x) C
∫
n
g
q
p−1 dμ.R R
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q
p−1
σ (
1
p−1 ) = [L
q
q−p+1
σ (
1
2−p )]∗, this is
equivalent to
∫
Rn
∑
j∈Z
∫
B(x,2−j ) g dμ
(2−j )n−p
φj (x) dσ (x) C‖g‖
L
q
p−1
μ
‖ φ‖
L
q
q−p+1
σ (
1
2−p )
for all φ = {φj }j∈Z ∈ L
q
q−p+1
σ (
1
2−p ). Using Fubini’s theorem, the above inequality can be rewrit-
ten as
∫
Rn
∫
Rn
[∑
j∈Z
χB(x,2−j )(y)
(2−j )n−p
φj (x) dσ (x)
]
g(y)dμ(y) C‖g‖
L
q
p−1
μ
‖ φ‖
L
q
q−p+1
σ (
1
2−p )
. (3.5)
Again by duality (3.5) is equivalent to
∫
Rn
[ ∫
Rn
∑
j∈Z
χB(x,2−j )(y)
(2−j )n−p
φj (x) dσ (x)
] q
q−p+1
dμ(y) C‖ φ‖
q
q−p+1
L
q
q−p+1
σ (
1
2−p )
. (3.6)
Since ω μ, inequality (3.6), and hence inequality (3.4), holds also for ω in place of μ, i.e.,∫
Rn
[
W1,p(gω)(x)
]q
dσ (x) C
∫
Rn
g
q
p−1 dω
for all g ∈ L
q
p−1
ω (R
n), g  0, which gives (3.2).
The case p > 2. Since Q ⊂ B√n(Q)(x) for every cube Q that contains x, we see that
∑
Q∈D
( ∫
Q
g dμ
(Q)n−p
) 1
p−1
χQ(x) CW1,p(g dμ)(x).
Thus from (3.4) we obtain
∫
Rn
[ ∑
Q∈D
( ∫
Q
g dμ
(Q)n−p
) 1
p−1
χQ(x)
]q
dσ (x) C
∫
Rn
g
q
p−1 dμ. (3.7)
We next choose a number s such that s > max{1, 1
p−1 ,
1
q−p+1 } and replace g by gs(p−1) in (3.7)
to get
∫
Rn
[ ∑
Q∈D
(∫
Q
gs(p−1) dμ
(Q)n−p
) s
s(p−1)
χQ(x)
]q
dσ (x) C
∫
Rn
gqs dμ.
Since s(p − 1) > 1, from this and Hölder’s inequality we obtain
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Rn
[{ ∑
Q∈D
(
cQ
∫
Q
g dμ
μ(Q)
)s
χQ(x)
} 1
s
]qs
dσ (x) C
∫
Rn
gqs dμ, (3.8)
where we set cQ = [(Q)p−nμ(Q)]
1
s(p−1)
. By duality (3.8) is equivalent to
∫
Rn
∑
Q∈D
cQ
∫
Q
g dμ
μ(Q)
χQ(x)φQ(x)dσ (x) C‖g‖Lqsμ ‖ φ‖L(qs)′σ (s′ ) (3.9)
for all φ = {φQ}Q∈D ∈ L(qs)
′
σ (
s′). Here and in what follows for r > 1 we denote by r ′ its conju-
gate, i.e., r ′ = r
r−1 . Observe that inequality (3.9) can be rewritten in the form
∫
Rn
∑
Q∈D
cQ
∫
Q
φQ dσ
μ(Q)
χQ(y)g(y) dμ(y) C‖g‖Lqsμ ‖ φ‖L(qs)′σ (s′ ),
which again by duality is equivalent to
∫
Rn
[ ∑
Q∈D
cQ
∫
Q
φQ dσ
μ(Q)
χQ(y)
](qs)′
dμ(y) C‖ φ‖(qs)′
L
(qs)′
σ (
s′ )
. (3.10)
Applying Proposition 2.2 in [13] we see that this inequality is equivalent to
∑
Q∈D
λQ
(
1
μ(Q)
∑
Q′⊂Q
λQ′
)(qs)′−1
 C‖ φ‖(qs)′
L
(qs)′
σ (
s′ )
, (3.11)
where λQ = cQ
∫
Q
φQ dσ = [(Q)p−nμ(Q)]
1
s(p−1)
∫
Q
φQ dσ . Note that 1s(p−1) − (qs)′ + 1 > 0
by the choice of s. Thus (3.11), and hence (3.8), holds also for ω in place of μ, i.e.,
∫
Rn
[ ∑
Q∈D
sQ
(∫
Q
gdω
ω(Q)
)s
χQ(x)
]q
dσ (x) C
∫
Rn
gqs dω, (3.12)
which holds for all g ∈ Lqsω (Rn), g  0. We set sQ = [(Q)p−nω(Q)]
1
p−1
.
Let Mdμ denote the dyadic Hardy–Littlewood maximal function defined for each locally μ-
integrable function f by
Mdμf (x) = sup
Qx
∫
Q
|f |dμ
μ(Q)
,
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[Mdω(gs(p−1))]
1
s(p−1) in (3.12) we obtain
∫
Rn
[ ∑
Q∈D
sQ
(∫
Q
gs(p−1) dω
ω(Q)
) 1
p−1
χQ(x)
]q
dσ (x) C
∫
Rn
[
Mdω(g
s(p−1))
] q
p−1 dω. (3.13)
Since q > p − 1, the boundedness of Mdω on Lsω, s > 1 (see, e.g., [26]), and (3.13) then yield
∫
Rn
[ ∑
Q∈D
sQ
(∫
Q
gs(p−1) dω
ω(Q)
) 1
p−1
χQ(x)
]q
dσ (x) C
∫
Rn
gqs dω.
Thus replacing g with g
1
s(p−1) in the above inequality we get
∫
Rn
[ ∑
Q∈D
( ∫
Q
g dω
(Q)n−p
) 1
p−1
χQ(x)
]q
dσ (x) C
∫
Rn
g
q
p−1 dω, (3.14)
which holds for all g ∈ L
q
p−1
ω (R
n), g  0. Note that a shifted version of (3.14), namely,
∫
Rn
[ ∑
Q∈D
( ∫
Qt
g dω
(Qt )n−p
) 1
p−1
χQt (x)
]q
dσ (x) C
∫
Rn
g
q
p−1 dω, (3.15)
holds for the same constant C > 0 independent of t ∈ Rn as well. Here Qt = Q + t for each
t ∈ Rn. We next introduce the truncated version WR1,p , R > 0, of Wolff’s potentials defined for
each nonnegative measure ν by
WR1,pν(x) =
R∫
0
(
ν(Bt (x))
tn−p
) 1
p−1 dt
t
. (3.16)
It was established in [12, p. 399], that
WR1,p(g dω)(x)
C
Rn
∫
|t |cR
∑
Q∈D
( ∫
Qt
g dω
(Qt)n−p
) 1
p−1
χQt (x) dt,
which holds for constants C, c > 0 depending only on n. From this estimate, Hölder’s inequality
and the fact that q > p − 1 > 1 we get
[
WR1,p(g dω)(x)
]q  C
Rn
∫
|t |cR
[ ∑
Q∈D
( ∫
Qt
g dω
(Qt)n−p
) 1
p−1
χQt (x)
]q
dt.
Thus in view of (3.15), applying Fubini’s theorem and letting R → ∞, we obtain (3.2). 
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and sufficient for the solvability of (3.1) in Rn.
Theorem 3.2. Let σ and ω be nonnegative locally finite measures on Rn for which∫
B
[
W1,pωB(y)
]q
dσ (y)Mω(B) (3.17)
for all balls B ⊂Rn, and
r∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
·
[ ∞∫
r
(
ω(Bt (x))
tn−p
) 1
p−1 dt
t
] q
p−1 −1
M (3.18)
for x ∈Rn and 0 < r < ∞. Then
W1,p
[
(W1,pω)q dσ
]
(x) CW1,pω(x)
for a constant C > 0 depending only on p, q and M .
Proof. Let dν = (W1,pω)qdσ and let x be as in the theorem. We have to show that for a constant
C = C(p,q,M),
W1,pν(x) =
∞∫
0
(
ν(Br(x))
rn−p
) 1
p−1 dr
r
 CW1,pω(x).
For r > 0 we write ω = ω1 + ω2 where dω1 = χB2r (x) dω and dω2 = (1 − χB2r (x)) dω. From
(3.17) we have
ν(Br(x)) =
∫
Br (x)
[
W1,pω(y)
]q
dσ (y)
 C
∫
Br (x)
{[
W1,pω1(y)
]q + [W1,pω2(y)]q}dσ
 Cω
(
B2r (x)
)+C ∫
Br (x)
[
W1,pω2(y)
]q
dσ, (3.19)
where C = C(p,q,M). On the other hand, for y ∈ Br(x),
W1,pω2(y) =
∞∫
r
(
ω2(Bt (y))
tn−p
) 1
p−1 dt
t

∞∫ (
ω(B2t (x))
tn−p
) 1
p−1 dt
t
,r
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∫
Br (x)
[
W1,pω2(y)
]q
dσ 
[ ∞∫
r
(
ω(B2t (x))
tn−p
) 1
p−1 dt
t
]q
σ
(
Br(x)
)
.
From this inequality and (3.19) we get
W1,pν(x) C
∞∫
0
(
ω(B2r (x))
rn−p
) 1
p−1 dr
r
+CI (x), (3.20)
where
I (x) =
∞∫
0
[ ∞∫
r
(
ω(B2t (x))
tn−p
) 1
p−1 dt
t
] q
p−1(
σ(Br(x))
rn−p
) 1
p−1 dr
r
.
Using integration by parts we can write
I (x) = q
p − 1
∞∫
0
[ ∞∫
r
(
ω(B2t (x))
tn−p
) 1
p−1 dt
t
] q
p−1 −1
×
(
ω(B2r (x))
rn−p
) 1
p−1
[ r∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
]
dr
r
,
which by (3.18) gives
I (x)M
∞∫
0
(
ω(B2r (x))
rn−p
) 1
p−1 dr
r
.
Thus in view of (3.20) we obtain for a constant C = C(p,q,M),
W1,pν(x) C
∞∫
0
(
ω(B2r (x))
rn−p
) 1
p−1 dr
r
 CW1,pω(x),
which completes the proof of the theorem. 
As we will employ the notion of renormalized solutions below, we now recall two of its
equivalent definitions established in [15]. In what follows, for a measure μ of bounded total
variation on a bounded open set Ω we will denote by μ0 its continuous part (with respect to the
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Here the capacity cap1,p(·,Ω) is defined by
cap1,p(K,Ω) = inf
{ ∫
Ω
|∇ϕ|p dx: ϕ ∈ C∞0 (Ω), u 1 on K
}
for each compact set K ⊂ Ω . Thus we can write
μ = μ0 +μ+s −μ−s ,
where μ+s and μ−s are positive and negative parts of μs respectively.
Definition 3.3. Let μ be a measure of bounded total variation on Ω . Then u is said to be a
renormalized solution of
{−divA(x,∇u) = μ in Ω,
u = 0 on ∂Ω, (3.21)
if the following conditions hold:
(a) The function u is measurable and finite almost everywhere, and Tk(u) belongs to W 1,p0 (Ω)
for every k > 0, where for k > 0 and s ∈R, Tk(s) = max{−k,min{s, k}} .
(b) The gradient Du of u satisfies |Du|p−1 ∈ Lq(Ω) for all q < n
n−1 , where Du is defined by
Duχ{|u|<k} = ∇Tk(u) a.e. on Ω, for all k > 0.
(c) If w belongs to W 1,p0 (Ω) ∩ L∞(Ω) and if there exist k > 0, w+∞ and w−∞ in W 1,r (Ω) ∩
L∞(Ω), with r > N , such that
{
w = w+∞ a.e. on the set {u > k},
w = w−∞ a.e. on the set {u < −k},
then
∫
Ω
A(x,Du) · ∇wdx =
∫
Ω
wdμ0 +
∫
Ω
w+∞ dμ+s −
∫
Ω
w−∞ dμ−s .
Definition 3.4. Let μ be a measure of bounded total variation on Ω . Then u is a renormalized
solution of (3.21) if u satisfies (a) and (b) in Definition 3.3, and if the following conditions
hold:
(c) For every k > 0 there exist two nonnegative measures λ+k and λ−k which are continuous
with respect to the capacity cap1,p(·,Ω) and concentrate on the sets {u = k} and {u = −k},
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i.e., ∫
Ω
φ dλ+k →
∫
Ω
φ dμ+s and
∫
Ω
φ dλ−k →
∫
Ω
φ dμ−s ,
for every bounded continuous function φ on Ω .
(d) For every k > 0,∫
{|u|<k}
A(x,Du) · ∇ϕ dx =
∫
{|u|<k}
ϕ dμ0 +
∫
Ω
ϕ dλ+k −
∫
Ω
ϕ dλ−k
for every ϕ in W1,p0 (Ω)∩L∞(Ω).
Remark 3.5. As was shown in [24], if u is a renormalized solution to (3.21) with measure
data μ 0, then u has an A-superharmonic representation. Thus when dealing with pointwise
values of u we will implicitly identify it with such an A-superharmonic representative.
One of the advantages of renormalized solutions is the following global pointwise estimate
proved in [24].
Theorem 3.6. (See [24].) Suppose that u is a renormalized solution to the equation
{−divA(x,∇u) = ν in Ω,
u = 0 on ∂Ω,
where ν is a nonnegative finite measure on Ω . Then there exists a constant K = K(n,p,α,β)
such that
u(x)K,W2 diam(Ω)1,p ν(x)
for every x in Ω . Here for R > 0, WR1,pν is a truncated Wolff’s potential defined by (3.16).
The following lemma was also proved in [24].
Lemma 3.7. (See [24].) Let μ, ν be nonnegative finite measures on Ω . Suppose that u is a
renormalized solution of
{−divA(x,∇u) = μ in Ω,
u = 0 on ∂Ω.
Then there exists v  u such that{−divA(x,∇v) = μ+ ν in Ω,
v = 0 on ∂Ω
in the renormalized sense.
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domains.
Theorem 3.8. Let ω and σ be nonnegative finite measures on Ω such that for q > p − 1 > 0,
W2R1,p
[(
W2R1,pω
)q
dσ
]
 CW2R1,pω σ -a.e., (3.22)
where R = diam(Ω) and
C 
(
q − p + 1
qK max{1,2p′−2}
)q(p′−1)
p − 1
q − p + 1 , (3.23)
where K is the constant in Theorem 3.6. Then there is a renormalized solution u ∈ Lqσ (Ω) to the
Dirichlet problem
{−divA(x,∇u) = σuq +ω in Ω,
u = 0 on ∂Ω (3.24)
such that
u(x)MW2R1,pω(x)
for all x in Ω , where the constant M depends only n,p,q , and the structural constants α, β .
Proof. Using Lemma 3.7 we can construct a nondecreasing sequence of functions {uj }j0 for
which {−divA(x,∇u0) = ω in Ω,
u0 = 0 on ∂Ω
and {−puj = σuqj−1 +ω in Ω,
uj = 0 on ∂Ω
in the renormalized sense for each j  1. By Theorem 3.6 we have
u0 KW2R1,pω, um KW2R1,p
(
u
q
m−1 +ω
)
.
Thus using (3.22), (3.23) and arguing by induction as in the proof of Theorem 5.3 in [24] we
obtain a constant M > 0 such that
uj MW2R1,pω
for all j  0. Therefore, the sequence {uj }j0 converges pointwise increasingly to a nonnegative
function u for which
uMW2R ω.1,p
N.C. Phuc, I.E. Verbitsky / Journal of Functional Analysis 256 (2009) 1875–1906 1893Thus from the stability result in [15] we see that u is a renormalized solution of (3.24), which
proves the theorem. 
To obtain an existence result similar to that of Theorem 3.8 for equations in the entire space
R
n we will need the following technical lemma.
Lemma 3.9. Let μ and ν be nonnegative locally finite measures on Rn such that μ  ν and
W1,pν < ∞ a.e. Suppose that u is a nonnegative A-superharmonic function for which
−divA(x,∇u) = μ in Rn,
and u is a pointwise a.e. limit of a subsequence of the sequence {uk}k1, where uk are renormal-
ized solutions of
{−divA(x,∇uk) = μBk in Bk+1,
uk = 0 on ∂Bk+1. (3.25)
Then there exists an A-superharmonic function v for which v  u and
{−divA(x,∇v) = ν in Rn,
infRn v = 0. (3.26)
Moreover, v is also a pointwise a.e. limit of a subsequence of the sequence {vk}k1, where vk are
renormalized solutions of
{−divA(x,∇vk) = νBk in Bk+1,
vk = 0 on ∂Bk+1. (3.27)
Proof. By Lemma 3.7, we choose a sequence of functions {vk} satisfying equation (3.27) such
that vk  uk for each k ∈N. Then by Theorem 3.6 we have
vk KW1,pν. (3.28)
Thus there is a subsequence of {vk} that converges a.e. to an A-superharmonic function v  u
(see [20]). By Theorem 2.3 we have
−divA(x,∇v) = ν in Rn.
On the other hand, from (3.28) we have
v KW1,pν a.e.,
which by Theorem 2.4 gives
v  C
(
v − inf
Rn
v
)
.
Hence infRn v = 0. This completes the proof of the lemma. 
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a.e., and for some q > p − 1 > 0,
W1,p
[
(W1,pω)qdσ
]
 CW1,pω σ -a.e. (3.29)
with
C 
(
q − p + 1
qK max{1,2p′−2}
)q(p′−1)
p − 1
q − p + 1 , (3.30)
where K is the constant in Theorem 2.4. Then there is a function u ∈ Lqσ,loc(Rn), A-
superharmonic in Rn, such that
{−divA(x,∇u) = σuq +ω,
infRn u = 0, (3.31)
and
c1W1,pω u c2W1,pω (3.32)
for constants c1, c2 > 0 depending only on n, p, q , and the structural constants α, β .
Proof. Using Lemma 3.9 we can construct inductively a sequence of nonnegative A-superhar-
monic functions {uj } such that uj  uj+1, where{−divA(x,∇u0) = ω,
infRn u0 = 0,
and {−divA(x,∇uj ) = σ(uj−1)q +ω,
infRn uj = 0
for each j  1. Note that uj ∈ Lqσ,loc(Rn) by Theorem 2.4 and condition (3.29). Also from
Theorem 2.4, conditions (3.29), (3.30) and arguing by induction we have
uj 
K max{1,2p′−2}q
q − p + 1 W1,pω.
Thus by weak continuity (Theorem 2.3) uj ↑ u for an A-superharmonic function u  0 that
satisfies equation (3.31) and estimate (3.32). 
We are now in a position to prove Theorems 1.1 stated in Section 1.
Proof of Theorem 1.1. Suppose first that u ∈ Lqσ,loc(Rn), u  0, is a solution of (1.11). By
Theorem 3.1 we obtain inequality (1.12) which holds for all g ∈ L
q
p−1
ω (R
n), g  0, and with
a constant C = C(n,p,q,α,β). Consequently, letting g = χB in (1.12) we deduce inequality
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equality (1.13). Thus statements (i) and (ii) have been verified. Note that statement (iii) follows
from statement (ii) and Theorem 3.2. Therefore, from Theorem 3.10 we obtain the last statement
of the theorem. Note that the constant C in Theorem 3.10 can be chosen independently of the
measures σ , ω and so is the constant C0 in Theorem 1.1 
We next present similar results for quasilinear equations (1.11) on a bounded domain Ω ⊂Rn
with the Dirichlet boundary condition.
Theorem 3.11. Let p > 1, q > p − 1, and R = diam(Ω). Suppose that ω and σ are non-
negative finite measures on Ω such that supp(ω)  Ω and in the case 1 < p  n we assume
σ ∈ Ls(Ω \K) for some s > n
p
and a compact set K Ω . If the equation
{−divA(x,∇u) = σuq +ω in Ω,
u = 0 on ∂Ω (3.33)
has a nonnegative solution u ∈ Lqσ,loc(Ω), then there exists a constant C = C(n,p,q,α,β,u,
σ,ω) > 0 such that statements (i), (ii) and (iii) below are valid.
(i) The inequality
∫
Rn
[
W2R1,p(g dω)(y)
]q
dσ (y) C
∫
Rn
g
q
p−1 dω (3.34)
holds for all g ∈ L
q
p−1
ω (Ω), g  0, and
r∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
·
[ 2R∫
r
(
ω(Bt (x))
tn−p
) 1
p−1 dt
t
] q
p−1 −1
 C (3.35)
holds for all x ∈ Ω and 0 < r < 2R.
(ii) The inequality
∫
B
[
W2R1,pωB(y)
]q
dσ (y) Cω(B) (3.36)
holds for all balls B ⊂Rn, and (3.35) holds for all x ∈ Ω and 0 < r < 2R.
(iii) For all x ∈ Ω ,
W2R1,p
[(
W2R1,pω
)q
dσ
]
(x) CW2R1,pω(x). (3.37)
Conversely, there exists a constant C0 = C0(n,p, q,α,β) > 0 such that if anyone of state-
ments (i), (ii), (iii) holds with C  C0, then Eq. (3.33) has a nonnegative renormalized solution
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pointwise estimate:
u(x)MW2R1,pω(x).
Here we implicitly extend σ and ω to the whole space Rn in such a way that σ(Rn \ Ω) =
ω(Rn \Ω) = 0.
Proof. We first adapt the proof of Theorem 3.1 to derive inequality (3.34). Suppose that
u ∈ Lqσ,loc(Ω), u  0, is a solution of (3.33), where ω is compactly supported in Ω . Let
r0 = dist(supp(ω), ∂Ω) and Ω ′ = {x ∈ Ω: dist(x, supp(ω)) < r02 }. In what follows we will need
the following obvious inequality
C1
∑
j0
[
μ(B(x, r2 2
−j ))
( r2 2−j )n−p
] 1
p−1
Wr1,pμ(x) C2
∑
j0
[
μ(B(x, r2−j ))
(r2−j )n−p
] 1
p−1
.
From the lower Wolff potential estimate (see [20,21]) we have
u(x) CW
δ(x)
3
1,p μ(x), x ∈ Ω,
where μ = σuq +ω and δ(x) = dist(x, ∂Ω). As in the proof of Theorem 3.1, from this we obtain
the following analogue of (3.4):
∫
Rn
[∑
j0
(∫
B(x,
δ(x)
6 2−j )
g dμ
(
δ(x)
6 2−j )n−p
) 1
p−1 ]q
dσ (x) C
∫
Rn
g
q
p−1 dμ,
which holds for all g  0, g ∈ L
q
p−1
μ (R
n). This implies that for all g  0, g ∈ L
q
p−1
μ (R
n) and
supp(g) ⊂ Ω ′ we have
∫
Rn
[∑
j0
(∫
B(x,
r0
48 2−j )
g dμ
(
r0
48 2−j )n−p
) 1
p−1 ]q
dσ (x) C
∫
Rn
g
q
p−1 dμ. (3.38)
Thus in the case 1 <p  2 arguing as before we see that this is equivalent to an analogue of (3.6):
∫
Ω ′
[ ∫
Rn
∑
j0
χ
B(x,
r0
48 2−j )
(y)
(
r0
48 2−j )n−p
φj (x) dσ (x)
] q
q−p+1
dμ(y) C‖ φ‖
q
q−p+1
L
q
q−p+1
σ (
1
2−p )
,
which gives ∫
Rn
[
W
r0
48
1,p(g dω)(x)
]q
dσ (x) C
∫
Rn
g
q
p−1 dω, 1 <p  2, (3.39)
for all g  0, g ∈ L
q
p−1
ω , since ω μ and supp(ω) ⊂ Ω ′.
N.C. Phuc, I.E. Verbitsky / Journal of Functional Analysis 256 (2009) 1875–1906 1897We now consider the case p > 2. As before, from (3.38) we get
∫
Rn
[ ∑
Q∈D, (Q) r048√n
(
∫
Q
g dμ
(Q)n−p
)
1
p−1 χQ(x)
]q
dσ (x) C
∫
Rn
g
q
p−1 dμ
for all g  0, g ∈ L
q
p−1
μ and supp(g) ⊂ Ω ′. Thus, with the same notation as in (3.10), we obtain
the following localized version of (3.10)
∫
Ω ′
[ ∑
Q∈D, (Q) r048√n
cQ
∫
Q
φQ dσ
μ(Q)
χQ(y)
](qs)′
dμ(y) C‖ φ‖(qs)′
L
(qs)′
σ (
s′ )
.
Let Qi , i = 1, . . . ,N(r0), be dyadic cubes that intersect supp(ω) and that r096√n < (Qi) r048√n .
Since Qi ⊂ Ω ′, from the above inequality we get
N(r0)∑
i
∫
Qi
[ ∑
Q⊂Qi
cQ
∫
Q
φQ dσ
μ(Q)
χQ(y)
](qs)′
dμ(y) C‖ φ‖(qs)′
L
(qs)′
σ (
s′ )
.
As before, by applying Proposition 2.2 in [13] we see that this inequality is equivalent to the
following analogue of (3.11)
N(r0)∑
i=1
∑
Q⊂Qi
λQ
(
1
μ(Q)
∑
Q′⊂Q
λQ′
)(qs)′−1
 C‖ φ‖(qs)′
L
(qs)′
σ (
s′ )
,
where λQ and s are as in (3.11). Since ω  μ and supp(ω) ⊂⋃N(r0)i=1 Qi , arguing as before we
obtain an inequality similar to (3.12):
∫
Rn
[ ∑
Q∈D, (Q) r048√n
sQ
(∫
Q
g dω
ω(Q)
)s
χQ(x)
]q
dσ (x) C
∫
Rn
gqs dω, (3.40)
for every nonnegative g in Lqsω (Rn) and sQ = [(Q)p−nω(Q)]
1
p−1
. Now using (3.40) and adapt-
ing the argument after (3.12) in the proof of Theorem 3.1 we can find a constant c = c(n) such
that
∫
n
[
W
r0
c
1,p(g dω)(y)
]q
dσ (y) C
∫
n
g
q
p−1 dω (3.41)
R R
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q
p−1
ω (R
n) and p > 2. In view of (3.39) we see that (3.41) holds for any
1 <p < ∞. Thus from the estimate
W2R1,p(g dω)W
r0
c
1,p(g dω)+
2R∫
r0
c
(∫
Ω
g dω
tn−p
) 1
p−1 dt
t
with R = diam(Ω) and Hölder’s inequality we get the desired inequality (3.34).
We next prove (3.35). Since both σ and ω are finite we may assume that 0 < r < R0128 , where
R0 = min{r0,dist(K, ∂Ω)}. Note that for x ∈ Ω such that δ(x) 12R0 we have
r∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
[ 2R∫
r
(
ω(Bt (x))
tn−p
) 1
p−1 dt
t
] q
p−1 −1
=
r∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
[ 2R∫
R0
4
(
ω(Bt (x))
tn−p
) 1
p−1 dt
t
] q
p−1 −1
 C
since
R0
4∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
 C
due to the fact that in the case 1 < p  n we have σ ∈ Ls(Ω \K) with s > n
p
. Thus it is enough
to consider x in the set E = {x ∈ Ω: δ(x) > R02 }. From Theorem 2.4 in [25] we have
r∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
[ δ(x)8∫
r
(
μ(Bt (x))
tn−p
) 1
p−1 dt
t
] q
p−1 −1
 C, (3.42)
where 0 < r < δ(x)16 and as before μ = σuq +ω. This gives
R0
128∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
[ R016∫
R0
32
(
μ(Bt (x))
tn−p
) 1
p−1 dt
t
] q
p−1 −1
 C. (3.43)
Note that if u ≡ 0 then necessarily ω ≡ 0. Thus we may assume that u 
≡ 0 and since u is A-
superharmonic we see that
u c > 0 on
{
x ∈ Ω: δ(x) > R0
}
.4
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[
σ
(
B
(
x,
R0
32
))]q−p+1 R0128∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
 C(u,R0).
We next cover the set E by a finite number of open balls {B R0
128
(xi)}Ni=1. For x ∈ B R0
128
(xi) we
have
B R0
128
(x) ⊂ BR0
64
(xi) ⊂ BR0
32
(x).
Thus if x ∈ E ∩B R0
128
(xi) with σ(BR0
64
(xi)) = 0 then
R0
128∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
= 0,
and if x ∈ E ∩B R0
128
(xi) with σ(BR0
64
(xi)) > 0 we have
R0
128∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
m−q+p−1C(u,R0),
where
m = min{σ (BR0
64
(xi)
)
: σ
(
BR0
64
(xi)
)
> 0
}
> 0.
Therefore, for any x ∈ E we obtain
R0
128∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
 C(u,R0, σ ).
It is then easy to see from this inequality and (3.42) that
r∫
0
(
σ(Bt (x))
tn−p
) 1
p−1 dt
t
·
[ 2R∫
r
(
ω(Bt (x))
tn−p
) 1
p−1 dt
t
] q
p−1 −1
 C(u,R0,R,σ,ω)
for all 0 < r < R0128 and x ∈ E. This completes the proof of (3.35) and hence that of statement (i).
Note that statement (ii) follows from statement (i) as inequality (3.36) is a trivial consequence
of (3.35). Moreover, by modifying the proof of Theorem 3.2 we see that (ii) implies (iii).
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if the constants C in (i) depend only on n,p,q , and α,β then so do the constants C in (ii)
and (iii). Thus from Theorem 3.8 we obtain the last statement of the theorem. 
4. Hessian equations
In this section, we study a fully nonlinear counterpart of the theory presented in the previous
sections. Here the notion of k-subharmonic (k-convex) functions associated with the fully non-
linear k-Hessian operator Fk , k = 1, . . . , n, introduced by Trudinger and Wang in [28–30] will
play a role similar to that of A-superharmonic functions in the quasilinear theory.
Let Ω be an open set in Rn, n 2. For k = 1, . . . , n and u ∈ C2(Ω), the k-Hessian operator
Fk is defined by
Fk[u] = Sk
(
λ
(
D2u
))
,
where λ(D2u) = (λ1, . . . , λn) denotes the eigenvalues of the Hessian matrix of second partial
derivatives D2u, and Sk is the kth symmetric function on Rn given by
Sk(λ) =
∑
1i1<···<ikn
λi1 · · ·λik .
Thus F1[u] = u and Fn[u] = detD2u. Alternatively, we may also write
Fk[u] =
[
D2u
]
k
,
where for an n× n matrix A, [A]k is the k-trace of A, i.e., the sum of its k × k principal minors.
Several equivalent definitions of k-subharmonicity were given in [29], one of which involves
the language of viscosity solutions: An upper-semicontinuous function u : Ω → [−∞,∞) is
said to be k-subharmonic in Ω , 1  k  n, if Fk[q]  0 for any quadratic polynomial q such
that u − q has a local finite maximum in Ω . Equivalently, an upper-semicontinuous function
u : Ω → [−∞,∞) is k-subharmonic in Ω if, for every open set Ω ′ Ω and for every function
v ∈ C2loc(Ω ′)∩C0(Ω ′) satisfying Fk[v] 0 in Ω ′, the following implication holds:
u v on ∂Ω ′ ⇒ u v in Ω ′
(see [29, Lemma 2.1]). It turns out that a function u ∈ C2loc(Ω) is k-subharmonic if and only if
Fj [u] 0 in Ω for all j = 1, . . . , k.
We denote by Φk(Ω) the class of all k-subharmonic functions in Ω which are not identically
equal to −∞ in each component of Ω . It was proven in [29] that Φn(Ω) ⊂ Φn−1(Ω) ⊂ · · ·
⊂ Φ1(Ω) where Φ1(Ω) coincides with the set of all proper classical subharmonic functions
in Ω , and Φn(Ω) is the set of functions convex on each component of Ω .
The following weak continuity result [29] is fundamental to potential theory associated with
k-Hessian operators.
N.C. Phuc, I.E. Verbitsky / Journal of Functional Analysis 256 (2009) 1875–1906 1901Theorem 4.1. (See [29].) For each u ∈ Φk(Ω), there exists a nonnegative Borel measure μk[u]
in Ω such that
(i) μk[u] = Fk[u] for u ∈ C2(Ω), and
(ii) if {um} is a sequence in Φk(Ω) converging in L1loc(Ω) to a function u ∈ Φk(Ω), then the
sequence of the corresponding measures {μk[um]} converges weakly to μk[u].
The measure μk[u] in the above theorem is called the k-Hessian measure associated with u.
Due to (i) in Theorem 4.1 we sometimes write Fk[u] in place of μk[u] even in the case where
u ∈ Φk(Ω) does not belong to C2(Ω). The k-Hessian measure was used by Labutin [22] to
derive local pointwise estimates for functions in Φk(Ω) in terms of Wolff potentials, from which
we deduced in [24] the following global versions.
Theorem 4.2. Let ω be a nonnegative finite measure on Ω such that ω = ω′ + f where ω′
is a nonnegative measure compactly supported in Ω , and f  0, f ∈ Ls(Ω) with s > n2k if
1 k  n2 , and s = 1 if n2 < k  n. Suppose that −u is a nonpositive k-subharmonic function in
Ω such that u is continuous near ∂Ω and solves the equation
{
Fk[−u] = ω in Ω,
u = 0 on ∂Ω.
Then there is a constant K = K(n, k) > 0 such that
u(x)KW2 diam(Ω)2k
k+1 ,k+1
ω(x)
for every x in Ω .
Theorem 4.3. Let u  0 be such that −u ∈ Φk(Rn), where 1  k < n2 . If μ = μk[−u] and
infRn u = 0 then for all x ∈Rn,
1
K
W 2k
k+1 ,k+1μ(x) u(x)KW 2kk+1 ,k+1μ(x)
for a constant K > 0 depending only on n and k.
We now recall an existence result for Hessian equations with measure data established in
[28,29] for bounded uniformly (k−1)-convex domains Ω in Rn, i.e., ∂Ω ∈ C2 and Hj(∂Ω) > 0,
j = 1, . . . , k − 1, where Hj(∂Ω) denotes the j -mean curvature of the boundary ∂Ω .
Lemma 4.4. (See [28,29].) Let Ω be a bounded uniformly (k−1)-convex domain in Rn. Suppose
that μ = μ′ + f where μ′ is a nonnegative measure compactly supported in Ω , and f  0,
f ∈ Ls(Ω) with s > n2k if 1 k  n2 , and s = 1 if n2 < k  n. Then there exists u 0 such that
−u ∈ Φk(Ω) and u is continuous near ∂Ω which satisfies the equation
{
μk[−u] = μ in Ω,
u = 0 on ∂Ω. (4.1)
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However, if μ is continuous with respect to the capacity capk(·,Ω), i.e., μ(E) = 0 whenever
capk(E,Ω) = 0 where capk(·,Ω) is defined by
capk(K,Ω) = sup
{
μk[u](K): u ∈ Φk(Ω) and − 1 < u < 0
}
for each compact set K ⊂ Ω , then the uniqueness follows from the following comparison prin-
ciple which was established in [30].
Theorem 4.5. (See [30].) Suppose u,v ∈ Φk(Ω) are such that the measures μk[u] and μk[v]
are continuous with respect to capk(·,Ω), and u v continuously on ∂Ω . If μk[u] μk[v], then
u v on Ω .
From Theorem 4.5 and the weak continuity result (Theorem 4.1) one gets the following ana-
logue of Lemma 3.7, which was also proved earlier in [24].
Lemma 4.6. (See [24].) Let Ω , μ and u be as in Lemma 4.4. Suppose that ν is a measure similar
to μ, i.e., ν = ν′ + g where ν′ is a nonnegative measure compactly supported in Ω , and g  0,
g ∈ Ls(Ω) with s > n2k if 1 k  n2 , and s = 1 if n2 < k  n. Then there exists a function v such
that −v ∈ Φk(Ω), v  u and
{
μk[−v] = μ+ ν in Ω,
v = 0 on ∂Ω.
The following technical lemma will be needed in the proof of Theorem 4.8 below to construct
a solution to Hessian equations. It is the Hessian counterpart of Lemma 3.9.
Lemma 4.7. Let μ, ν be nonnegative locally finite measures on Rn for which μ  ν and
W 2k
k+1 , k+1ν < ∞ a.e. Suppose that u is a nonnegative function for which −u ∈ Φ
k(Rn),
μk[−u] = μ, and u is a pointwise a.e. limit of a subsequence of the sequence {um}, where
−um ∈ Φk(Bm+1) and
{
μk[−um] = μBm in Bm+1,
um = 0 on ∂Bm+1.
Then there exists a function v for which −v ∈ Φk(Rn), v  u and
{
μk[−v] = ν,
infRn v = 0. (4.2)
Moreover, v is also a pointwise a.e. limit of a subsequence of the sequence {vm}, where
−vm ∈ Φk(Bm+1) and
{
μk[−vm] = νBm in Bm+1,
vm = 0 on ∂Bm+1. (4.3)
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that vm  um. Note that
vm KW 2k
k+1 ,k+1ν on Bm+1, (4.4)
by Theorem 4.2. Thus we can find a subsequence {vmk } that converges a.e. to a function v such
that −v ∈ Φk(Rn) and v  u. From (4.4) we have
v KW 2k
k+1 ,k+1ν a.e.,
which by Theorem 4.3 gives
v  C
(
v − inf
Rn
v
)
.
Thus infRn v = 0. Finally, from (4.4) and weak continuity we see that u satisfies equa-
tion (4.2). 
We next obtain an existence result for fully nonlinear equations on Rn which is an analogue
of Theorem 3.10 in the quasilinear case.
Theorem 4.8. Let ω,σ be nonnegative locally finite measure on Rn for which W 2k
k+1 , k+1ω < ∞
a.e. Let 1 k < n2 , and q > k. Suppose that
W 2k
k+1 ,k+1
[
(W 2k
k+1 ,k+1ω)
q dσ
]
 CW 2k
k+1 ,k+1ω σ -a.e. (4.5)
with
C 
(
q − k
qK
)q/k
k
q − k , (4.6)
where K is the constant in Theorem 4.3. Then there exists u  0, u ∈ Lqσ,loc(Rn), such that
−u ∈ Φk(Rn) and {
Fk[−u] = uqσ +ω,
infx∈Rn u(x) = 0. (4.7)
Moreover, u satisfies the two-sided estimate
c1W 2k
k+1 ,k+1ω(x) u(x) c2W 2kk+1 ,k+1ω(x) (4.8)
for all x in Rn, where the constants c1, c2 depend only on n, k, q .
Proof. Using Lemma 4.7 we can construct inductively a sequence of nonnegative functions {uj }
for which −uj ∈ Φk(Rn) and uj  uj+1, where{
Fk[−u0] = ω,
infRn u0 = 0,
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Fk[−uj ] = (uj−1)qσ +ω,
infRn uj = 0
for each j  1. Note that uj ∈ Lqσ,loc(Rn) by Theorem 4.3 and condition (4.5). Also from Theo-
rem 4.3, conditions (4.5), (4.6) and arguing by induction we have
uj 
Kq
q − kW 2kk+1 ,k+1ω.
Thus by weak continuity uj ↑ u for a function u  0 that satisfies equation (4.7) and esti-
mate (4.8). 
We can now say a few words on the proof of Theorems 1.2 stated in Section 1.
Proof of Theorem 1.2. The proof of this theorem is completely analogous to that of Theo-
rem 1.1. One only needs to use Theorem 4.8 in place of Theorem 3.10 and argue as in Section 3
with W 2k
k+1 ,k+1 in place of W1,p . 
Finally, we consider the nonlinear Dirichlet problem on a bounded domain Ω ⊂ Rn. In this
case, one only needs to use the truncated Wolff potential W2R2k
k+1 ,k+1
and adapt the arguments
employed in the proof of Theorem 3.11 to obtain the following theorem.
Theorem 4.9. Let 1 k  n, q > k, and R = diam(Ω). Suppose that ω and σ are nonnegative fi-
nite measures on Ω such that supp(ω)Ω and in the case 1 k  n2 we assume σ ∈ Ls(Ω \K)for some s > n2k and a compact set K Ω . If the equation{
Fk[−u] = σuq +ω in Ω,
u = 0 on ∂Ω (4.9)
has a nonnegative solution u ∈ Lqσ,loc(Ω), then there exists a constant C > 0 such that statements
(i), (ii) and (iii) below are valid.
(i) The inequality ∫
Rn
[
W2R2k
k+1 , k+1
(g dω)(y)
]q
dσ (y) C
∫
Rn
g
q
k dω
holds for all g ∈ L
q
k
ω (Ω), g  0, and
r∫
0
(
σ(Bt (x))
tn−2k
) 1
k dt
t
·
[ 2R∫
r
(
ω(Bt (x))
tn−2k
) 1
k
] q
k
−1
dt
t
 C (4.10)
holds for all x ∈ Ω and 0 < r < 2R.
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B
[
W2R2k
k+1 ,k+1
ωB(y)
]q
dσ (y) Cω(B)
holds for all balls B ⊂Rn, and (4.10) holds for all x ∈ Ω and 0 < r < 2R.
(iii) For each x ∈ Ω ,
W2R2k
k+1 ,k+1
[(
W2R2k
k+1 ,k+1
ω
)q
dσ
]
(x) CW2R2k
k+1 ,k+1
ω(x).
Conversely, there exists a constant C0 = C0(n, k, q) > 0 such that if Ω is uniformly (k − 1)-
convex, and if anyone of statements (i), (ii) and (iii) holds with C  C0, then Eq. (4.9) has a
nonnegative solution u ∈ Lqσ (Ω) such that
u(x)MW2R2k
k+1 ,k+1
ω(x),
provided σ = σ ′+f and ω = ω′+g, where σ , σ ′ are nonnegative measures compactly supported
in Ω , and f , g are nonnegative functions in Ls(Ω) with s > n2k if 1  k  n2 , and s = 1 if
n
2 < k  n. Here the boundary condition in (4.9) is understood in the classical sense.
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