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Abstract In this article, we present a brief overview of some of the recent progress
made in identifying and generating finite dimensional integrable nonlinear dy-
namical systems, exhibiting interesting oscillatory and other solution properties,
including quantum aspects. Particularly we concentrate on Lienard type nonlinear
oscillators and their generalizations and coupled versions. Specific systems include
Mathews-Lakshmanan oscillators, modified Emden equations, isochronous oscilla-
tors and generalizations. Nonstandard Lagrangian and Hamiltonian formulations
of some of these systems are also briefly touched upon. Nonlocal transformations
and linearization aspects are also discussed.
1 Introduction
Dynamical systems with finite degress of freedom/finite dimensions, whose under-
lying evolution equations are solvable in terms of analytic functions of elementary
and transcendental types, are of extreme importance in physical, enginearing and
biological sciences1,2,3,4,5. Particularly, systems exhibiting periodic oscillations of
different types have considerable applications5,6. Starting from the linear harmonic
oscillator equation,
x¨+ ω20x = 0 (
.=
d
dt
), (1)
with suitable initial conditions, say x(0) = A, x˙(0) = 0, which is solvable in terms
of the periodic function
x(t) = A cosω0t, (2)
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one can identify increasing number of autonomous and nonautonomous linear/nonlinear
differential equations of different orders, nonlinearity and dimensions which are
solvable in terms of suitable functions. Identifying such systems and understand-
ing their solution properties of the underlying dynamical systems and developing
new applications in the classical, semiclassical and quantum regimes are of fun-
damental significance. In this paper, we will be concerned with a class of such
nonlinear integrable dynamical systems and their properties.
Consider the cubic undamped, free anharmonic oscillator described by the
second order nonlinear ordinary differential equation (ODE),
x¨+ ω20x+ λx
3 = 0 (.=
d
dt
), (3)
with the initial conditions x(0) = A, x˙(0) = 0. The corresponding solution to the
initial value problem is
x(t) = Acn(Ωt, k), (4)
where the frequency of oscillation as a function of the amplitude A is
Ω =
√
ω2o + λA2, (5)
and the modulus square of the Jacobian elliptic function is
k2 =
λA2
2(ω20 + λA
2)
. (6)
Note that the frequency now depends on the amplitude or initial condition, which
is a characteristic feature of typical nonlinear oscillators. In fact this dependence
can become highly sensitive when suitable additional external force, nonlinearity,
damping, etc. are added, leading to bifurcations and chaos 3,5. A typical example
is the Duffing oscillator1,2,3,4,5 x¨+ αx˙+ ω20x+ λx
3 = f cosωt.
Then, the question arises as to whether nonlinear system always admit elliptic
or higher functions and whether amplitude dependence of frequency of oscillations
is a fundemental property of such oscillators. In this paper we will demonstrate
that a large class of interesting nonlinear dynamical systems admitting elementary
periodic solutions with or without dependence on initial conditions exist, apart
from systems solvable by more complicated functions, and show the possibility of
amplitude independent frequency of oscillations (isochronous property6) and other
related properties in a large class of nonlinear systems.
Specifically, we will consider the following class of dynamical systems (the
following naming is our personal choice for convenience):
(a) Lienard type I:
x¨+ f(x)x˙2 + g(x) = 0 (7)
(b) Lienard type II:
x¨+ h(x)x˙+ g(x) = 0 (8)
(c) Lienard type III:
x¨+ f(x)x˙2 + h(x)x˙+ g(x) = 0 (9)
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(d) Lienard type IV:
x¨+ f(x, t)x˙2 + h(x, t)x˙+ g(x, t) = 0 (10)
(e) Coupled versions of the above Lie´nard type of dynamical systems:
x¨+ f1(x, y, t)x˙
2 + f2(x, y, t)y˙
2 + f3(x, y, t)x˙y˙
+h1(x, y, t)x˙+ h2(x, y, t)y˙ + g1(x, y, t) = 0
y¨ + f4(x, y, t)x˙
2 + f5(x, y, t)y˙
2 + f6(x, y, t)x˙y˙
+h3(x, y, t)x˙+ h4(x, y, t)y˙ + g2(x, y, t) = 0. (11)
Here f, g, h, etc. are arbitrary functions in the indicated variables. Considering
Lie´nard type I equation (7), one can identify an interesting class of nonlinear
oscillators with velocity dependent or position dependent mass Hamiltonians of
the form
H =
1
2
F (x)p2 + V (x), (12)
having very interesting classical properties and quantum spectrum (see Sec. 2 for
more details). 3-dimensional and N-dimensional generalizations corresponding to
motion of dynamical systems on 3 and N dimensional spheres can be identified.
Underlying Lie point symmetries of (7) can be classified as linearizable and inte-
grable ones.
On the other hand system (8), though in general nonintegrable, can admit
integrable dynamical systems under certain conditions. In particular, it can admit
a class of nonstandard type Hamiltonian systems of the form
H =
1
2
F (p)x2 + U(p), (13)
and generalizations (see Sec. 3 for further details). Of particular interest here is
the modified Emden equation (MEE), which is of PT symmetric type and can be
quantized in momentum space. N-dimensional generalizations of the above type
of systems can also be identified. Finally we will consider some of the integrable
versions of Eqs. (9)-(11) also in this paper.
The plan of the paper is as follows. In Sec. 2, we discuss Lie´nard type nonlinear
oscillators (7) with quadratic velocity terms. In particular, we discuss Mathews-
Lakshmanan oscillators and their generalizations and discuss their classical and
quantum properties. In Sec. 3, we analyse the Lie´nard type oscillators (8) with
linear velocity terms. Special attention is given to PT symmetric modified Emden
equation (MEE) and generalizations and discuss the associated nonstandard La-
grangian and Hamiltonian formulations. Quantum aspects of the systems are also
discussed. Higher dimensional integrable generalizations of MEEs are discussed in
Sec. 4, while integrable Lie´nard type systems of the types III-IV are briefly dis-
cussed in Sec. 5, including infinite hierarchies. In Sec. 6, we briefly discuss other
interesting systems including Painleve´ and Gambier equations and present a brief
outline of further challenges.
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2 Lie´nard Type I systems: Mathews-Lakshmanan oscillators and
generalization
Consider the dynamical equation
x¨+ f(x)x˙2 + g(x) = 0. (14)
Multiplying by an integrating factor x˙e2
∫
f(x)dx, one can obtain after one integration7
x˙2e2
∫
f(x)dx + 2
∫
g(x)e2
∫
f(x)dx = I, (15)
where I is an integral of motion. In general this leads to velocity dependent8 or
position dependent mass 9 Hamiltonian systems, depending on the forms of the
functions f(x) and g(x):
H(x) = F (x)
p2
2
+ V (x), (16)
where p(x) is the canonically conjugate momentum, while F (x) and V (x) are
functions related to f(x) and g(x).
2.1 Mathews-Lakshmanan (ML) oscillators
One of the most interesting examples is the case
f(x) =
λx
(1− λx2) , g(x) =
ω20x
(1− λx2) , (17)
where λ and ω0 are constant parameters. Note that in the above, when λ > 0,
the range of displacement is restricted as −1/√λ < x < 1/√λ, while for λ < 0,
there is no such restriction. The resulting system (14) is the Mathews-Lakshmanan
oscillator8 equation,
x¨+
λx
(1− λx2) x˙
2 +
ω20x
(1− λx2) = 0, (18)
leading to the nonpolynomial Hamiltonian/Lagrangian
H =
1
2
[
p2(1− λx2) + ω
2
0x
2
(1− λx2)
]
, L =
1
2
[
x˙2 − ω20x2
(1− λx2)
]
, (19)
where
p =
x˙
(1− λx2) . (20)
The ML oscillator equation (18) may be considered as the zero-dimensional ver-
sion of a scalar nonpolynomial field equation10 or as a velocity dependent potential
oscillator. It can also be considered as an oscillator with a position dependent effec-
tive mass11. The nonpolynomial oscillator system (18) exihibits simple harmonic
periodic solutions but with amplitude dependent frequency,
x(t) = A cos(Ωt+ δ), Ω =
ω0√
1− λA2 . (21)
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The phase plane structure for the cases λ > 0 and λ < 0 are shown in Fig. 1.
It is interesting to note that the system (18) is linearizable under the nonlocal
transformation12
U =
x√
1− λx2 , dτ =
1
(1− λx2)dt, (22)
so that
d2U
dτ2
+ ω20U = 0. (23)
Solving (23) and using (22), one can indeed recover back the solution (21).
The quantum version of (19) is also exactly solvable13. Symmetrizing the clas-
sical Hamiltonian in the quantum case as
Hq =
1
2
[
1
2
pˆ2(1− λxˆ2) + 1
2
(1− λxˆ2)pˆ2 + ω
2
0 xˆ
2
(1− λxˆ2)
]
, (24)
(where hat stands for linear differential operators) the time-independent Schro¨dinger
equation Hqψ = Eψ can be written as the linear eigen value problem
(1− λx2)d
2ψ
dx2
− 2λxdψ
dx
+
[
2E
~2
+
ω20
λ~2
− λ− ω
2
0
λ~2
(
1
(1− λx2)
]
ψ = 0. (25)
On solving (25), for appropriate boundary conditions, the energy spectrum and
eigenfunctions turn out to be the following: (i) λ > 0:
En = (n+
1
2
)~ω0 +
1
2
λ~2(n2 + n+ 1), n = 0, 1, 2, . . . (26)
and
ψn =

NnP
−µ
n+µ
(
λ1/2x
)
, |x| < λ−1/2, nonumber
0, |x| > λ−1/2, µ = ω0λ~ .
, (27)
(ii) λ < 0:
(a) Bound States:
En = (n+
1
2
)~ω0 − 1
2
|λ|~2(n2 + n+ 1), n = 0, 1, 2, . . . , N. (28)
and
ψn =

NnQ
µ
µ−(n+1)
(
|λ|1/2x
)
, |x| < |λ|1/2,
0, |x| > |λ|1/2.
,
(b) Scattering states:
ψ(x) = NP−µ− 1
2
+ip
(
λ1/2x
)
Θ
(
|λ|1/2x− 1
)
. (29)
In the above P γµ (x)and Q
γ
µ(x) are associated Legendre functions
13 and Θ is the
Heaviside step function.
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2.2 Three-dimensional and N-dimensional generalizations:
A three dimensional generalization of the ML oscillator (18) corresponds to the
Hamiltonian14
H =
1
2
[
p
2 − λ(p.q)2 + ω
2
0q
2
(1− λq2)
]
, q = (q1, q2, q3). (30)
It is the zero-dimensional isoscalar version of the SU(2)⊗SU(2) chiral model in the
Gasiorowicz-Geffen coordinates14. The associated canonical equations of motion
can be rewritten in the form
q¨i +
[
λ(q.q¨)
(1− λq2) +
λq˙2
(1− λq2) +
λ2(q.q˙)2
(1− λq2)2 +
ω20
(1− λq)2
]
qi = 0. (31)
In spherical polar coordinates
q = (q sin θ cosφ, q sin θ sinφ, q cos θ), (32)
Eq. (31) can be separated out as
φ˙ =
C1
q2 sin2 θ
, q4θ˙2 = C22 − C
2
1
sin2 θ
,
q¨ +
λqq˙2
1− λq2 +
ω20q
1− λq2 =
C22 (1− λq2)
q3
, (33)
where C1 and C2 are constants. On integration one can write down the solution
as
q(t) = A
[
1− β sin2Ωt
] 1
2
, Ω2 =
ω20
(1− λA2) +
λC22
A2
(34)
where β = 1− 1λA2
(
1− λA2 − ω20−λ2C2Ω2
)
and A is the integration constant.
In fact the above system can be interpreted15 as an isotropic oscillator moving
on a 3-sphere, q21 + q
2
2 + q
2
3 =
√
λ.
The associated quantum Hamiltonian can be symmetrized in the form
Hq =
1
2
pˆ
2 − λ(pˆ.qˆ)(qˆ.pˆ) + ω
2
0qˆ
2
1− λqˆ2 . (35)
From the Lie symmetries associated with system (31), one can identify the follow-
ing symmetry generators and Lie algebra for the quantum system (35):
Ji = ǫijk(qjpk − pjqk), i, j, k = 1, 2, 3,
Fi =
1
2
[
(1− λq2) 12 pi + pi(1− λq2)
1
2
]
, (36)
so that a nonlinear algebra can be realized.
[Ji, Jj ] = iǫijkJk, [Fi, Fj ] = iλǫijkJk, [Ji, Fj ] =
i
λ
ǫijkFk,
[Fi, qj ] = − 1
λ
√
1− λq2δij . (37)
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λ>0 λ<0
Fig. 1 The phase plane structure of Mathews-Lakshmanan oscillator (18) (left) λ > 0 and
(right) λ < 0.
Depending on whether λ > 0 or λ < 0, one has an SO(4) or SO(3,1) algebra,
respectively. The problem can be generalized to N-dimensionas and the associated
nonlinear algebra can be written down as was done by Higgs15 and Leemon16.
Such algebras in fact are the precursors to the study of quantum groups17.
The three dimensional quandum problem itself can be solved completely14
namely Hqψnlm = Enψnlm, in spherical polar coordinates. The eigenvalues and
eigenfunctions turn out to be
En = (n+
3
2
~ω0) +
1
2
λ~2(n2 + 3n), (n = 2ni + l), i = 1, 2, . . .
ψn = A(1− λq2) 12 qµ−1F (1
2
µ+
1
2
ν +
1
2
p,−n;µ+ 1
2
, λq2)
×Ylm(θ, φ), 0 ≤ q < λ−
1
2 (38)
where Ylm are the spherical harmonics and F (α, β, γ;x) is the hypergeometric func-
tion. For certain class of N-dimensional version of the above systems corresponding
to an isotropic oscillator moving on an N-sphere, one can again solve the quantum
machanical eigenvalue problem. For a complete solution, see for example15. These
problems continue to evoke considerable interest in the literature in their classical
and quantum versions for their oscillatory properties, energy level spectra, eigen-
functions, construction of creation and annihilation operators, coherent states and
generalizations leading to bifurcations and chaos18,19,20,21,22,23,24.
A particularly interesting completely integrable N-degrees of freedom system
introduced by Carinena et al.19 is
H =
1
2
[∑
p2i + λ(
N∑
i=1
qipi)
2
]
+
α2
2
(
q2
1− λq2
)
, q2 =
N∑
i=1
q2i . (39)
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The higher dimensional equation (39) is superintegrable with 2N − 1 quadratic
constants of motion.
Finally the case
f(x) =
λx
(1 + λx2)
, g(x) =
ω20
(1 + λx2)
(40)
in Eq. (14) is also of considerable interest which corresponds to the motion of a
particle on a rotating parabola and the corresponding damped and forced version
exhibits a rich variety of bifurcations and chaos phenomena, see for more details
ref.18,23.
2.3 Lie point symmetries and isochronous oscillators
It is of interest to consider the Lie point symmetries21 associated with Eq. (7). It
can be shown that it admits eight, three, two and one parameter symmetries. In
particular, the case corresponding to eight parameter symmetries is linearizable
under coordinate transformations, in confirmty with the general theory of Lie on
group classification of ODEs. This case corresponds to the choice
g(x) = e−
∫
f(x)dx
[
g1
∫
dxe
∫
f(x)dx + g2
]
, (41)
where g1 and g2 are arbitrary constants and f(x) is any given function in Eq. (14).
In this case, one can consider a transformation of the form
X(x) =
g1
ω20
[∫
e
∫
f(x)dxdx+
g2
ω20
]
(42)
which linearizes equation (7) to the linear harmonic oscillator form (1). Conse-
quently the solution of (7) will be periodic with period T = 2piω0 , which is the same
as that of the linear harmonic oscillator (Note that the solution may be regular or
singular depending on the form of f(x)).
A typical example is the perturbed Morse type oscillator
x¨+ λx˙2 +
ω20
λ
(1− e−λx) = 0 (43)
corresponding to the Hamiltonian
H =
1
2λ2
e−2λxp2 +
1
2
ω20(1− e−λx), (44)
where the canonically conjugate momentum p = λ2e2λxx˙. The isochronos solution
of (43) is then given by
x(t) =
1
λ
ln[1− λA sin(ω0t+ δ)], 0 ≤ A < 1
λ
. (45)
The system can also be quantized as in the case of ML oscillator. One can find the
general form of integrable systems of (7) with three and two parameter symmetries
whose integrals can be constructed from the symmetries. However, remarkably the
ML oscillator possesses only one Lie point symmetry. Yet it is integrable, the reason
being that it possesses the so called λ-symmetry which is essentially of nonlocal
type22.
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3 Lie´nard Type II system: Modified Emden Equation and
Generalizations - Nonlocal Transformations
The standard Lie´nard system
x¨+ h(x)x˙+ g(x) = 0 (46)
can also be classified group theoretically25. It possesses Lie point symmetries which
can be eight, three, two or one. The conditions for eight parameter symmetries to
exist are
hxx = 0, 3gxx − 2hhx = 0, (47)
implying
h(x) = ax+ b, g(x) =
2a
3
(
a
6
x3 +
b
2
x2 + cx+ d), (48)
where a, b, c and d are constant parameters. In a similar way one can classify all the
forms of (46) possessing three and two point symmetries and their integrability
can be established. The full equation (46) for arbitrary form of h(x) and g(x)
possesses at least one point symmetry whose integrability depends on the specific
forms of f(x) and g(x).
3.1 The Modified Emden Equation (MEE)
An interesting case belonging to the family of Lie´nard type II equation possessing
eight parameter Lie point symmetries satisfying the criteria (47) or (48) is the
MEE26,27,
x¨+ kxx˙+
k2
9
x3 + ω20x = 0. (49)
Eq. (50) is linearizable under the nonlocal transformation
U(t) = x(t)ek
∫
xdt (50)
so that U¨ + ω20U = 0, U = A sin(ω0t+ δ), and
x˙− U˙
U
x+ kx2 = 0. (51)
Consequently, solving the Riccati equation, we obtain the general solution as
x(t) =
A sin(ω0t+ δ)
1− kA3ω0 cos(ω0t+ δ)
, 0 ≤ A < 3ω0
k
. (52)
Note that the frequency is independent of the amplitude of oscillations or the solu-
tion (52) is isochronous6. The integrability of system (50) can be proved by finding
two explicit time dependent integrals27, from which one time independent integral
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Fig. 2 (left) Time series and (right) (x− p) phase plane structure of MEE.
can be identified. Consequently a nonstandard Hamiltonian and Lagrangian de-
scription can be developed for (50) with the forms
L =
27λ31
2k2
(
1
kx˙ + k
2
3 x
2 + 3λ1
)
+
3λ1
2k
x˙− 9λ
2
1
2k2
, (53a)
p =
(
−27ω60
2k(kx˙+ k
2
3 x
2 + 3ω20)
2
)
, (53b)
H =
1
2
F (p)x2 + U(p), F (p) = ω20
(
1− 2k
3ω20
p
)
, (53c)
U(p) =
9ω40
2k2
(√
1− 2k
3ω0
p− 1
)2
, (53d)
The isochronous time series and the phase space structure is shown in Fig. 2. Note
that the trajectries are bounded in the upper half (x, p) plane by the condition
p ≤ 3ω202k , beyond which the trajectories become complex.
It is also of interest to compare the Hamiltonian structure of the Lie´nard type
II MEE given by (53c) with the structure (16) of the quadratic Lie´nard type I
equation, where the role of x and p are interchanged. The quadratic structure
in x of the Hamiltonian (53c) allows one to quantize 28 the system exactly, now
not in coordinate space but in momentum space. Before presenting the results
briefly, we also note the fact that the MEE (50) is invariant under the combined
reversible transformation x → −x and t → −t so that (50) and (53c) are PT
symmetric systems but now for real dynamical variables. Note that the standard
PT symmetric systems are PT invariant for complex dynamical variables28,30. It
appears that in this context system (50) is unique.
To quantize the system (53c), one can rewrite the classical Hamiltonian in the
position dependent mass form
H(x, p) =
1
2
x2
m(p)
+ U(p), (54)
Generating Finite Dimensional Integrable Nonlinear Dynamical Systems 11
where
m(p) = ω−2
(
1− 2k
3ω2
p
)−1
, U(p) =
9ω4
2k2
(√
1− 2k
3ω2
p− 1
)2
, ω = ω0.
We can now quantize the system in the momentum space using the so called
von Roos ordering29 and with the operator replacement xˆ = i~
d
dp
in the time
independent Schro¨dinger equation,
H(xˆ, i~
d
dp
)Ψ(x, p) = EΨ(p), (55)
along with the boundary conditions Ψ(−∞) = Ψ
(
3ω2
2k
)
= 0. For admissible wave-
functions, one can show that the appropriate Hamiltonian for the present problem
is
H(xˆ, pˆ) =
1
2
[
m−1/4(pˆ)xˆm−1/2(pˆ)xˆm−1/4(pˆ)
]
+ U(pˆ), (56)
so that the Schro¨dinger equation becomes
− ~
2ω2
2
(
1− 2k
3ω2
p
)
Φ′′ − ~
2k2
24ω2
(
1− 2k3ω2 p
)Φ+ 9ω4
2k2
(√
1− 2k
3ω2
p− 1
)2
Φ = EΦ,
where
(
′ = ddp
)
. Note that the Hamiltonian (56) is non-hermitian and nonsym-
metric associated with its PT symmetric nature. There are two sectors of solutions
as given below.
(i) Case 1: The sector −∞ < p ≤ 3ω22k :
The PT invariant solution is
Φn(p) =


N˜n
(
1− 2k3ω2 p
)1/4
exp
(
− 9ω32 ~ k2
(
1− 2k3ω2 p− 2
√
1− 2k3ω2 p
))
×Hn
[
3ω3/2√
~ k
(√
1− 2k3ω2 p− 1
)]
,−∞ < p ≤ 3ω22k ,
0, p ≥ 3ω22k ,
with the associated eigenvalue spectrum as just that of the linear harmonic oscil-
lator,
En = (n+
1
2
) ~ ω, n = 0, 1, 2, .... (57)
In the above Hn’s are the Hermite polynomials and Nn is the normalization con-
stant.
(ii) Case 2: The sector p > 2ω2k :
Φn(p) =


N˜n
(
2k
3ω2 p− 1
)1/4
exp
(
− 9ω32 ~ k2
(
2k
3ω2 p− 1 + i 2
√
2k
3ω2 p− 1
))
×Hn
[
3ω3/2√
~ k
(√
2k
3ω2 p− 1 + i
)]
, p ≥ 3ω22k ,
0, −∞ < p ≤ 3ω22k ,
,
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(N˜n is the normalization constant) with energy eigenvalues without a lower bound
En = −(n+ 1
2
)~ω, n = 0, 1, 2, 3, .... (58)
Note that the eigenfunctions are no longer PT symmetric, even though the Hamil-
tonian (56) is, leading to a negative energy spectrum which is unbounded below,
a property shared by other complex valued PT symmetric potentials30.
Thus one finds the above MEE and its quantized version turns out to be
possessing unusual structures. Higher dimensional generalization of this system is
indeed possible both at the classical and quantum levels, which will be presented
elsewhere.
It is not only the specific form (50) of MEE which is integrable. Even the
generalized version31,32,12
x¨+ αxx˙+ βx3 + ω20x = 0, (59)
where α and β are arbitrary parameters, is completely integrable32 and time in-
dependent integrals of motion and solutions upto quadrature can be written down
32. However, in this case the structure of the integrals and solutions are more
complicated. For details see Chandrasekar et al.32. A simple way to look at the
integrability of (59) is that it is linearizable under the nonlocal transformation
y =
x2
2
+
ω20
λ
, dτ = xdt (60)
so that one obtains damped linear harmonic oscillator equation,
d2y
dτ2
+ α
dy
dτ
+ λy = 0. (61)
In fact one can generalize this result by considering a more general nonlocal trans-
formation
y =
∫
f(x)dx, dτ =
f(x)
g(x)
dt, (62)
so that the general class of Lie´nard type equation III
x¨+
g′(x)
g(x)
x˙2 + α
f(x)
g(x)
x˙+ λ
f(x)
g(x)2
∫
f(x)dx = 0 (63)
itself gets linearized to (61). This allows one to associate a nonstandard Lagrangian
and Hamiltonian description to (63) as shown in Gladwin Pradeep et al.12. For
further discussion on nonstandard Lagrangian/Hamiltonian formulation, see for
example refs.37,38
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4 Higher dimensional coupled integrable versions of MEE
An interesting two dimensional generalization of MEE given by (50) can be identified36
as
x¨ = −2(k1x+ k2y)x˙− (k1x˙+ k2y˙)x− (k1x+ k2y)2x− λ1x,
y¨ = −2(k1x+ k2y)y˙ − (k1x˙+ k2y˙)y − (k1x+ k2y)2y − λ2y. (64)
Eq. (64) can be linearized under the nonlocal transformation
U = xe
∫
(k1x+k2y)dt, V = ye
∫
(k1x+k2y)dt. (65)
so that
U¨ + λ1U = 0, V¨ + λ2V = 0. (66)
From (65), one can also identify a set of coupled Riccati equations,
x˙ =
U˙
U
x− k1x2 − k2xy, y˙ = V˙
V
y − k1xy − k2y2. (67)
Solving the system (67) one can obtain the explicit oscillatory solutions,
x(t) =
A sin(ω1t+ δ1)
1− Ak1ω1 cos(ω1t+ δ1)−
Bk2
ω2
cos(ω2t+ δ2)
,
y(t) =
B sin(ω2t+ δ2)
1− Ak1ω1 cos(ω1t+ δ1)−
Bk2
ω2
cos(ω2t+ δ2)
,
∣∣∣∣Ak1ω1 + Bk2ω2
∣∣∣∣ < 1,
where ωj =
√
λj , j = 1, 2,
∣∣∣∣Ak1ω1 +Bk2ω2
∣∣∣∣ < 1. Note that the solutionmay be periodic
or quasiperiodic depending on the value of the ratio ω1/ω2, that is whether it is
rational or irrational. Typical solutions are plotted in Fig. 3.
The system (59) also admits four independent integrals, two of which are time
independent and the remaining two are time dependent:
I1 =
(x˙+ (k1x+ k2y)x)
2 + λ1x
2[
k1
λ1
(x˙+ (k1x+ k2y)x) +
k2
λ2
(y˙ + (k1x+ k2y)y) + 1
]2 , (68a)
I2 =
(y˙ + (k1x+ k2y)y)
2 + λ2y
2[
k1
λ1
(x˙+ (k1x+ k2y)x) +
k2
λ2
(y˙ + (k1x+ k2y)y) + 1
]2 , (68b)
I3 =


tan−1
[ √
λ1x
x˙+(k1x+k2y)x
]
−√λ1 t, λ1 > 0
e2
√
|λ1|t(x˙+(k1x+k2y)x−
√
|λ1|x)
x˙+(k1x+k2y)x+
√
|λ1|x
, λ1 < 0,
(69)
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Fig. 3 (a) Quasi-periodic oscillations (ω1 = 1 and ω2 =
√
2) (b) periodic oscillations (ω1 = 1
and ω2 = 5) of Eq. (64). Here (i) phase space plot (ii) Configuration space plot and (iii)
Poincare´ SOS.
and
I4 =


tan−1
[ √
λ2y
y˙+(k1x+k2y)y
]
−√λ2 t, λ2 > 0
e2
√
|λ2|t(y˙+(k1x+k2y)x−
√
|λ2|y)
y˙+(k1x+k2y)y+
√
|λ2|y
, λ2 < 0.
(70)
The system (59) does admit a singular Lagrangian for the case λ1 = λ2 = λ as
L =
1
[k1(x˙+ (k1x+ k2y)x) + k2(y˙ + (k1x+ k2y)y) + λ]
. (71)
The problem of constructing appropriate Lagrangian and Hamiltonian to (64) still
remains an open problem. One can generalize the above results to a system of
N-coupled MEEs,
x¨i + 2
N∑
j=1
kjxj x˙i +
N∑
j=1
kjx˙jxi + (
N∑
j=1
kjxj)
2xi + λixi = 0, i = 1, 2, ...,N, (72)
and obtain the explicit periodic solutions. The associated 2N integrals turn out to
be
I1i =
(x˙i +
∑N
j=1(kjxj)xi)
2 + λix
2
i[∑N
j=1
[
kj
λj
(x˙j +
∑N
n=1(knxn)xj)
]
+ 1
]2 , (73)
I2i = tan
−1
[ √
λixi
x˙i +
∑N
j=1(kjxj)xi
]
−
√
λit, λi > 0, (74)
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We also note here that one can make appropriate contact-type transformations to
(72) which maps them onto a system of N uncoupled harmonic oscillators.
4.1 Generalized nonlocal transformations and integrable N-coupled dynamical
systems
Consider the set of uncoupled linear harmonic oscillators
U¨i + ω
2
i Ui = 0, i = 1, 2, . . . , N. (75)
Under the nonlocal transformation
Ui = xie
∫
fi(x1,x2,...,xN)dt, (76)
Eqs. (75) gets transformed to39
x¨i +
N∑
j=1
f
(j)
i (x)xix˙j + fi(x)x˙i + f
2
i (x)xi + ω
2
i xi = 0, i = 1, 2, . . . , N, (77)
where f
(j)
i =
dfi
dxj
and x = (x1, x2, . . . , xN ). Then using the Riccati connection, we
can obtain the set of first order ODEs,
x˙i =
ωi
tan(ωit+ δi)
xi − fi(x1, x2, . . . , xN )xi, i = 1, 2, . . . N. (78)
(δi’s : N -integration constants). For the special choice
fk = fN (x¯) = f(x¯) = f(x1, x2, . . . xN ), k = 1, 2, . . . , N − 1, (79)
(N − 1) integrals can be obtained from the relations
xk
xN
= Ik
sin(ωkt+ δk)
sin(ωN t+ δN )
= hk(t), k = 1, 2, . . . , N − 1 (80)
where Ik’s are the (N-1) independent integrals.
Then the problem (77) reduces to the problem of solving a single first order
ODE39:
x˙N =
ωNxN
tan(ωN t+ δN )
− f(h¯(t), xN )xN . (81)
The associated integrals can be explicitly given as
I2k =
(ω2kx
2
k + (x˙k + f(x¯)xk)
2)
(ω2Nx
2
N + (x˙N + f(x¯)xN )
2)
, k = 1, 2, . . . , N − 1. (82)
The remaining integral IN can be obtained by solving the Riccati equation (81)
for appropriate forms of f . One can extend this procedure to analyse even nearby
nonintegrable systems39.
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5 Singular and nonsingular isochronous Hamiltonian systems
In the following we briefly discuss the procedure to deduce singular35 and nonsin-
gular Hamiltonian systems associated with a class of isochronous systems33,34.
5.1 Singular isochronous Hamiltonian systems
Let us consider an N -dimensional system with a Hamiltonian of the form40 in-
volving velocity dependent potentials,
H˜(p, q;Ω) =
1
2


{
N∑
n=1
anpn
(
∂Q(q)
∂qn
)−1}2
+Ω2Q(q)2

 , (83)
where an and Ω are constants, p = (p1, p2, ..., pN ) and q = (q1, q2, ..., qN ) and Q(q)
is an arbitrary function of the canonical coordinates q′ns, n = 1, 2, ...N . Hamil-
tonian (83) results in the following 2N coupled first order canonical equations of
motion for the canonical coordinates qn and pn,
q˙n = an
[
∂Q(q)
∂qn
]−1
H, n = 1, 2, . . . , N (84a)
p˙n = H
N∑
m=1
{
ampm
[
∂Q(q)
∂qm
]−2 [ ∂2Q(q)
∂qm∂qn
]}
−Ω2Q(q)∂Q(q)
∂qn
. (84b)
The corresponding Newton’s equation of motion is obtained by differentiating
(84a) with respect to t and using (84b) for p˙n. It is given in the form
∂Q(q)
∂qn
q¨n +
N∑
m=1
(
q˙nq˙m
∂2Q(q)
∂qnqm
)
+Ω2anQ(q) = 0, n = 1, 2, . . . , N. (85)
However, one can easily check that not all the coordinates qi, i = 1, 2, . . . , N are
independent: there are (N − 1) holonomic constraints existing between them40:∫
dq1
∂Q
∂q1
−
∫
dqj
∂Q
∂qj
= Cj , j = 2, 3, . . . , N, (86)
where Cj ’s are constants. Equation (86) obviously constitutes a set of (N−1) holo-
nomic constraints on the coordinates qi. One can easily check that the Hamiltonian
(83) is indeed singular: The Hessian
∂2H˜
∂pi∂pj
= 0 and is of rank one only.
Interestingly the Newton’s equation of motion (85) admits a nonsingular Hamil-
tonian too:
H˜ =
1
2
(
N∑
i=1
a2i p
2
i
[
∂Q(q)
∂qi
]−2
+Ω2Q(q)2
)
, (87)
with the associated canonical equations,
q˙i = a
2
i pi
[
∂Q(q)
∂qi
]−2
, p˙i =
N∑
j=1
a2jp
2
j
[
∂Q(q)
∂qj
]−3 ∂2Q(q)
∂qj∂qi
−Ω2Q(q)∂Q
∂qi
. (88a)
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To be more specific, we consider the choice
Q(q) =
N∑
m=1
bmq
km
m , (89)
where bm’s are arbitrary real parameters and km’s are such that (1/km)’s are
positive integers. For the Newton’s equation (85) without the constraints (86) one
obtains the general solution as
qn(t) = qn(0)
(
1 +
an
bn
1
(qn(0))kn
(
H(0)
Ω
sinΩt+Q(0)(cosΩt− 1)
)
+ Cn(0)t
) 1
kn
,(90)
where qn(0)
′s, H(0), and Cn(0),
∑N
n=1 Cn = 0, n = 1, 2, . . . , N are integration
constants fixed by the initial condition and Q(0) =
∑N
m=1 bmqm(0)
km . But the
solution (90) is unbounded and nonisochronic. On the other hand, subject to the
(N − 1) constraints (86), the Newton’s equation admits the (N + 1) parameter
bounded, isochronous solution
qn(t) = qn(0)
(
1 +
an
bn
1
(qn(0))kn
[
H(0)
sin(Ωt)
Ω
+Q(0)(cos(Ωt)− 1)
]) 1
kn
, (91)
which is also the solution of the Hamilton’s equations (84). The solution (91) is
isochronous and bounded but corresponds to the singular Hamiltonian of the form
(83).
Our analysis clearly shows that for the singular Hamiltonian systems (83), the
equivalent Newton’s equation is a holonomic constrained system (with (N − 1)
constraint conditions) admitting isochronous oscillatory solution as the general
solution. Consequently, the associated system possesses only one independent co-
ordinate variable. However, the nonsingular Hamiltonian system admits only un-
bounded solution as the general solution.
In the following, we describe a procedure to modify this system such that
the new system with N -degrees of freedom admits isochronous oscillations and
nonsingular Hamiltonian.
5.2 Systematic method to construct higher dimensional isochronous systems
Let us define the modified Hamiltonian for a two-dimensional system as
H˜ =
1
2
[(
p1Q2q2 − p2Q2q1
)2
∆2
+
(
p2Q1q1 − p1Q1q2
)2
∆2
+Ω21Q1(q1, q2)
2 +Ω22Q2(q1, q2)
2
]
(92)
From the Hamilton’s equations of motion we get the following system of constraint
free two coupled second order ODEs,
q¨i =
1
∆

 2∑
k=1
2∑
j=1
Aijk q˙j q˙k +Bi

 , i = 1, 2, (93)
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where
Aijk = (−1)i+1
∣∣∣∣Q1qi+1 Q2qi+1Q1qjqk Q2qjqk
∣∣∣∣ , Bi = (−1)i
∣∣∣∣ Q1Ω21 Q2Ω22Q1qi+1 Q2qi+1
∣∣∣∣ , 2 + i = i. (94)
In order to obtain the explicit general solution of (93) one has to fix the form of
Q1 and Q2 in the above equation such that the resultant solutions are analytic
and single valued. For example, we can make the choice
Q1 = k1q
r1
1 + k2q
r2
2 Q2 = k3q
r1
1 + k4q
r2
2 , (95)
where r1 and r2 are such that (1/r1) and (1/r2) are positive integers so that the
resultant solution is single valued and analytic.
The general solution of the system (93) can be obtained as
q1 =
(
Bk2
Ω2
sin(Ω2t+ δ2)− Ak4Ω1 sin(Ω1t+ δ1)
k2k3 − k1k4
) 1
r1
, (k2k3 − k1k4) 6= 0, (96a)
q2 =
(
Ak3
Ω1
sin(Ω1t+ δ1)− Bk1Ω2 sin(Ω2t+ δ2)
k2k3 − k1k4
) 1
r2
. (96b)
The obtained solution (96) is analytic and bounded and exhibits oscillatory be-
haviour for the choice 1/r1 and 1/r2 which are positive integers.
One can generalize the procedure of constructing isochronous Hamiltonian sys-
tems to N degrees of freedom system. We find the following system of N coupled
second order ODEs,
q¨i =
−1
∆

 N∑
k=1
N∑
j=1
Aijk q˙j q˙k +Bi

 , i = 1, 2, . . . , N, N > 2 (97)
where Aijk and Bij , j, k = 1, 2, . . . , N are determinants of the form
Aijk =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Q1qi+1 Q2qi+1 . . . QNqi+1
Q1qi+2 Q2qi+2 . . . QNqi+2
...
. . .
. . .
...
Q1qN Q2qN . . . QNqN
Q1q1 Q2q1 . . . QNq1
...
. . .
. . .
...
Q1qi−1 Q2qi−1 . . . QNqi−1
Q1qjqk Q2qjqk . . . QNqjqk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
N×N
, Bi =
∣∣∣∣∣∣∣∣∣∣∣∣∣
Q1Ω
2
1 Q2Ω
2
2 . . . QNΩ
2
N
Q1qi+1 Q2qi+1 . . . QNqi+1
Q1qi+2 Q2qi+2 . . . QNqi+2
...
. . .
. . .
...
Q1qN Q2qN . . . QNqN
Q1qi−1 Q2qi−1 . . . QNqi−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
N×N
,
admit isochronous oscillations for appropriate choices of the determinants A and
B. For the general solution of (97), canonical variables qi, i = 1, 2, ...,N , evolve
periodically with a fixed period T when Ωi’s are commensurate, for appropriate
forms of Qi(q1, q2, . . . , qN ) such that the resultant solutions qi’s are analytic and
single valued40.
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6 Generalized Lie´nard type III and IV equations
Let us consider a damped linear harmonic oscillator,
U¨ + c1U˙ + c2U = 0, (98)
where c1 and c2 are arbitrary parameters. Now we consider a nonlocal transfor-
mation of the form
U = xne
∫ t
0
(β(t′)xm+γ(t′))dt′ , (99)
where n and m are constants and β(t) and γ(t) are arbitrary functions of t, and
substitute it into (98) so that the latter becomes a nonlinear second order ODE
of the form59
x¨+ (n− 1) x˙
2
x
+
β2
n
x2m+1 + b1(t, x)x˙+ b2(t)x
m+1 + b3(t)x = 0, (100)
where
b1(t, x) =
1
n
(
2nγ + nc1 + (m+ 2n)βx
m
)
,
b2(t) =
1
n
(
β˙ + 2γβ + c1β
)
, b3(t) =
1
n
(
γ˙ + γ2 + γc1 + c2
)
. (101)
From equation (99) we get the first order ODE,
x˙ =
(
U˙
U
− γ(t)
)
x
n
− β(t)
n
xm+1. (102)
Solving equation (102) we get the general solution for Eq. (100) in the form
x(t) = e
1
n
∫
t
0
(aˆ(t′)−γ(t′))dt′
[
C +
m
n
∫ t
0
(
β(t′)e
m
n
∫
t′
0
(aˆ(t′′)−γ(t′′))dt′′
)
dt′
]−1
m
.(103)
Interestingly, one can introduce the independent variable t using the general
nonlocal transformation (62), that is, y =
∫
f(x, t)dx, dτ = f(x,t)g(x,t)dt. Then the
Lie´nard type III equation becomes the general class of Lie´nard type IV equation
of the form
x¨+
gx
g
x˙2 + α
f + gt
g
x˙+ λ
f
g2
∫
fdx = 0. (104)
Special cases of the celebrated Gambier equation44,45,46 can be related to the
above system. The most general form of second-order Gambier equation43,44,45,46
is described by the following form
w′′ =
r − 1
r
w′2
w
+ a
r + 2
r
ww′ + bw′ − r − 2
r
w′
w
σ − a
2
r
x3
+ (a′ − ab)x2 +
(
cr − 2aσ
r
)
w − bσ − σ
2
rw
, (105)
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where a, b and c are functions of the independent variable z, r is an integer and σ is
a constant. Gambier equation describes all the linearisable equations (not necessar-
ily under point transformations but involves more general transformations) of the
Painleve´-Gambier list by making appropriate limits in their coefficients 43,45,46.
The above results can be generalized to higher order ODEs also. For details see
ref.42.
Next, let us consider a set of two uncoupled damped linear harmonic oscillators
U¨ + c11U˙ + c12U = 0, V¨ + c21V˙ + c22V = 0. (106)
Introducing a nonlocal transformation,
U = xαe
∫
f(x,y,t)dt, V = yβe
∫
g(x,y,t)dt, (107)
where f and g are two arbitrary functions of their arguments, in (106) we obtain
a set of two coupled second order nonlinear ODEs of the form42
x¨+ (α− 1) x˙
2
x
+ (2f + c11)x˙+
x
α
[
f2 + c11f + c12 + f˙
]
= 0,
y¨ + (β − 1) y˙
2
y
+ (2g + c21)y˙ +
y
β
[
g2 + c21g + c22 + g˙
]
= 0, (108)
The solution of equation (108) can be obtained from the solution of a system of
two first order coupled nonlinear, nonautonomous ODEs of the form
x˙ =
x
α
[
U˙
U
− f(x, y, t)
]
, y˙ =
y
β
[
V˙
V
− g(x, y, t)
]
. (109)
This analysis can be generalized in principle to a system of arbitrary 2-coupled
lth order ODEs and classes of solvable ones from the linear ODEs can be identified.
Let us consider a system of two uncoupled linear ODEs
(
dl
dtl
+ c11
d(l−1)
dt(l−1)
+ . . .+ c1l−1
d
dt
+ c1l
)
U(t) = 0,
(
dl
dtl
+ c21
d(l−1)
dt(l−1)
+ . . .+ c2l−1
d
dt
+ c2l
)
V (t) = 0, (110)
where cijs, i = 1, 2, j = 1, 2, ...l, are arbitrary constants. The nonlocal transfor-
mation (107) connects (110) to the set of coupled nonlinear ODEs of the form(
D
(l)
1 + c11D
(l−1)
1 + . . .+ c1l−1D
(1)
1 + c1l
)
x = 0,(
D
(l)
2 + c21D
(l−1)
2 + . . .+ c2l−1D
(1)
2 + c2l
)
y = 0, (111)
where D
(l)
1 = (
d
dt + f(x, y, t))
l and D
(l)
2 = (
d
dt + g(x, y, t))
l. The solution of Eq.
(111) can be deduced from the nonlocal transformation (107) and the solution of
the system of linear ODEs (110) only for specific forms of f (x, y, t) and g(x, y,
t)47. These results can be further generalized to nth order systems as well.
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Using the nonlocal connection between linear and nonlinear ODEs one can
generate the following integrable chains of ODEs:
(a) Coupled Ricatti chain:
D
0
R
(
x1
x2
)
⇒ x1 = 0,
x2 = 0.
(112)
D
1
R
(
x1
x2
)
⇒ x˙1 + (a1x1 + a2x2)x1 = 0,
x˙2 + (a1x1 + a2x2)x2 = 0.
(113)
D
2
R
(
x1
x2
)
⇒ x¨1 + 2(a1x1 + a2x2)x˙1 + (a1x˙1 + a2x˙2)x1 + (a1x1 + a2x2)
2x1 = 0,
x¨2 + 2(a1x1 + a2x2)x˙2 + (a1x˙1 + a2x˙2)x2 + (a1x1 + a2x2)
2x2 = 0.
(114)
D
3
R
(
x1
x2
)
⇒
...
x 1 + (3(a1x1 + a2x2))x¨1 + x(a1x¨1 + a2x¨2) + 3(a1x˙1 + a2x˙2)x˙1
+(a1x1 + a2x2)(3x˙1(a1x1 + a2x2) + 3x1(a1x˙1 + a2x˙2)
+(a1x1 + a2x2)
2x1) = 0,...
x 2 + (3(a1x1 + a2x2))x¨2 + y(a1x¨1 + a2x¨2) + 3(a1x˙1 + a2x˙2)x˙2
+(a1x1 + a2x2)(3x˙2(a1x1 + a2x2) + 3x2(a1x˙1 + a2x˙2)
+(a1x1 + a2x2)
2x2) = 0,
(115)
and so on, where DlR =
(
d
dt + (a1x1 + a2x2)
)l
.
(b) Coupled Abel chain:
D
0
A
(
x1
x2
)
⇒ x1 = 0,
x2 = 0.
(116)
D
1
A
(
x1
x2
)
⇒ x˙1 + (a1x
2
1 + a2x
2
2)x1 = 0,
x˙2 + (a1x
2
1 + a2x
2
2)x2 = 0.
(117)
D
2
A
(
x1
x2
)
⇒ x¨1 + (2(a1x
2
1 + a2x
2
2))x˙1 + x1((a1x
2
1 + a2x
2
2)
2 + 2a1x1x˙1 + 2a2x2x˙2) = 0,
x¨2 + (2(a1x
2
1 + a2x
2
2))x˙2 + x2((a1x
2
1 + a2x
2
2)
2 + 2a1x1x˙1 + 2a2x2x˙2) = 0.
(118)
D
3
A
(
x1
x2
)
⇒
...
x1 + 3(a1x
2
1 + a2x
2
2)x¨1 + 6(a1x1x˙1 + a2x2x˙2)(x˙1 + x1(a1x
2
1 + a2x
2
2))
+2x1(a1x¨1 + a2x2x¨2) + 2a1x1x˙
2
1 + 3(a1x
2
1 + a2x
2
2)
2 + x1(a1x
2
1 + a2x
2
2)
3 = 0,
...
x2 + 3(a1x
2
1 + a2x
2
2)x¨2 + 6(a1x1x˙1 + a2x2x˙2)(x˙2 + x2(a1x
2
1 + a2x
2
2))
2x2(a1x¨1 + a2x2x¨2) + 2a2x2x˙
2
2 + 3(a1x
2
1 + a2x
2
2)
2 + x2(a1x
2
1 + a2x
2
2)
3 = 0,
(119)
and so on, where DlA =
(
d
dt + (a1x
2
1 + a2x
2
2)
)l
. The above integrable chains are
generalized coupled version of the Riccati and Abel chains48. Some of the inter-
esting equations in the above chains are the coupled modified Emden equations
(114), coupled generalization of Chazy type equation49 (115) and the coupled gen-
eralized Duffing-van der Pol oscillator equations50 (118) and so on. One can also
identify a third type of integrable chain which is given as
D
0
N
(
x1
x2
)
⇒ x1 = 0,
x2 = 0.
(120)
D
1
N
(
x1
x2
)
⇒ x˙1 + a1x
2
1x2 = 0,
x˙2 + a1x1x
2
2 = 0.
(121)
D
2
N
(
x1
x2
)
⇒ x¨1 + 2a1x1x2x˙1 + a1x
3
1x
2
2 + a1(x˙1x2 + x1x˙2) = 0,
x¨2 + 2a1x1x2x˙2 + a1x
2
1x
3
2 + a1(x˙1x2 + x1x˙2) = 0.
(122)
D
3
N
(
x1
x2
)
⇒
...
x 1 + 2a1(x1x2x¨1 + x1x˙1x˙2 + x˙
2
1x2) + a1(3x
2
1x2x˙1 + x
3
1x˙2)
+a1(x¨1x2 + x1x¨2 + 2x˙1x˙2) = 0,
...
x 2 + 2a1(x1x2x¨2 + x2x˙1x˙2 + x˙1x
2
2) + a1(3x1x
2
2x˙2 + x1x˙
3
2)
+a1(x¨1x2 + x1x¨2 + 2x˙1x˙2) = 0,
(123)
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and so on, where D
(l)
N =
(
d
dt + a1x1x2
)l
.
7 Conclusion
Lie´nard type nonlinear oscillators and their coupled versions are of much interest
in science and technology in recent times due to their wide applicability. In this
context, we have presented a brief overview of some of the recent progress made
in identifying and generating integrable Lie´nard type nonlinear dynamical sys-
tems. They exhibit interesting oscillatory solutions and other properties, including
quantum aspects. For example Mathews-Lakshmanan oscillators admit amplitude
dependent oscillatory property and correspond to velocity dependent or position
dependent mass Hamiltonian systems, while modified Emden equations possesses
amplitude independent oscillatory property (isochronous oscillation) with maximal
number of Lie point symmetries, PT symmetric property and so on. We have also
shown that the Lie´nard type II systems admit nonstandard Lagrangian and Hamil-
tonian formulations. We have briefly presented a system of completely integrable
N -coupled Lie´nard type II nonlinear oscillators. In general, the system admits N
time-independent and N time-dependent integrals. We have also given a method
of identifying integrable coupled nonlinear ODEs of any order from linear uncou-
pled ODEs of the same order by introducing suitable nonlocal transformations.
We found that the problem of solving these classes of coupled nonlinear ODEs of
any order effectively reduces to solving a single first order nonlinear ODE. It is
clear that more general transformations and linearizations can give rise to very
many interesting new dynamical systems.
However, all the integrable systems discussed in this article have elemantary
type (oscillatory) solutions. As we have noted in the introduction there are inte-
grable system that possess other type of solutions like elliptic functions, hyperel-
liptic functions, Painleve´ transcendental functions, etc. For example special para-
metric choices of the coupled generalized H´enon-Heiles51,52,53 or coupled quartic
anharmonic oscillator system54,52,53 admits elliptic function solutions and gener-
alizations. Painleve´ transcendental equations55,56,
w′′ = 6w2 + z, (124)
w′′ = 2w3 + zw + α, (125)
w′′ =
(w′)2
w
− w
′
z
+
αw2 + β
z
+ γw3 +
δ
w
(126)
w′′ =
(w′)2
2w
+
3
2
w3 + 4zw2 + 2(z2 − α)w + β
w
(127)
w′′ =
(
1
2w
+
1
w − 1
)
(w′)2 − w
′
z
+
(w − 1)2
z2
(
αw +
β
w
)
+
γw
z
+
δw(w + 1)
w − 1 (128)
w′′ =
1
2
(
1
w
+
1
w − 1 +
1
w − z
)
(w′)2 −
(
1
z
+
1
z − 1 +
1
w − z
)
w′
+
w(w − 1)(w − z)
z2(z − 1)2
[
α+
βz
w2
)
+
γ(z − 1)
(w − 1)2 +
δz(z − 1)
(w − z)2
]
, (129)
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require the introduction of new transcendental functions to solve them57. These
equations are linearizable in a more generalized sense. Coupled versions of such sys-
tems and their linearization properties are all challenging future problems. One can
employ several recently developed methods for this purpose, for example modified
Prelle-Singer method58 , generalized linearization procedure59, method of Jacobic
multipliers60, Darboux polynomial method61, factorizationmethod62,63,64, inverse
scattering transform method65 and so on. One can expect continued multifaceted
progress in these topics.
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Appendix A : Some technical terminologies
In this Appendix, we briefly explain certain technical terms used in this article.
1. Integrable system
A dynamical system is called integrable typically if the underlying nonlinear differential
equation admits sufficient number of independent integrals of motion so that the equation
of motion can in principle be integrated in terms of regular (meromorphic) functions.
2. Lienard equation
A second order equation of the form x¨+f(x)x˙+g(x) = 0, where f(x), g(x) are continuously
differentiable functions on the real line, f is an even function and g is an odd function,
is usually called the Lie´nard equation. It has been studied in the context of vacuum tube
oscillating circuits. In general Lie´nard equation has a unique and stable limit cycle solution
if it satisfies the following conditions:
(a) g(x) > 0 for x > 0,
(b) F (x) =
∫ x
0
f(x′)dx′ has exactly one positive root at some value m, where F (x) < 0
for 0 < x < m and F (x) > 0 and monotonic for x > p and
(c) limx→∞F (x) =∞.
A typical example of Lie´nard equation is the well known van der Pol equation, x¨− µ(1 −
x2)x˙ + x = 0. As a generalization to the Lie´nard equation one can include an additional
quadratic term of x˙ such that the equation takes the form of Eq. (9) with a redesignation
of the functions f(x), g(x) and h(x).
3. Emden equation
The Lane-Emden equation arises in the study of the gravitational potential of a Newtonian
self-gravitating spherically symmetric, polytropic fluid and is of the form u¨+ 2
t
u˙+un = 0.
Using a series of transformations one can transform the above equation to the form66
x¨ + αxx˙ + βx3 = 0. We call this equation with an additional linear force ω20x as the
modified Emden equation, see Eq. (49).
4. PT symmetry
A dynamical equation which is invariant under the combined transformation x→ −x and
t→ −t is known to be PT symmetric. PT symmetric Hamiltonians are important in the
study of non-Hermitian quantum mechanics, where one requires additionally i→ −i. Here
the energy eigenvalues can be real inspite of the Hamiltonian being non-Hermitian30.
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5. Isochronous oscillators
An oscillator whose frequency of oscillation is independent of the amplitude is called
an isochronous oscillator. A simple example is the linear harmonic oscillator. The in-
teresting fact is that even nonlinear oscillators of suitable forms can exhibit isochronous
oscillations6,36,39.
6. Nonstandard Lagrangian/Hamiltonian
Standard Lagrangian/natural Lagrangian is written as the difference between kinetic en-
ergy and potential energy. However, there are situations where one is unable to write an
identified Lagrangian as above. Such Lagrangians are called nonstandard Lagrangians. The
corresponding Hamiltonians, which cannot be written as the sum of kinetic and potential
energy terms, are called nonstandard Hamiltonians12,37.
7. Singular Lagrangian/Hamiltonian
A given Lagrangian is known as a singular/degenerate Lagrangian35 if the determinant
of the Hessian matrix is zero, that is the condition
∂2L
∂x˙i∂x˙j
= 0, i, j = 1, 2, . . . , N, is
valid. Similarly, a given Hamiltonian is known as a singular/degenerate Hamiltonian if
the determinant of the Hessian matrix is zero, that is the condition
∂2H
∂pi∂pj
= 0, i, j =
1, 2, . . . , N, is satisfied.
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