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Abstract
This paper begins with the observation that the category of crossed modules is tripleable
over the category of sets, so that it is an algebraic category. This leads to a cotriple cohomology
theory for crossed modules, whose basic study this work is mainly dedicated to. c© 2001 Elsevier
Science B.V. All rights reserved.
MSC: 18H40; 18C15; 20G10
1. Introduction and summary
Crossed modules have enjoyed a lively interest in the literature ever since their
de:nition in the late 1940s by J.H.C. Whitehead as a means of representing homotopy
2-types [44] and their subsequent use by S. Mac Lane and Whitehead to represent
H 3 in group cohomology [31]. They have therefore been used in homotopy theory
(see the survey [8]), mainly through its involvement in various classi:cation problems
for low-dimensional homotopy types and in the derivation of van Kampen Theorem
generalizations; in homological algebra (see Mac Lane’s historical note in [23]), due
partially to the discovery of the signi:cance of their higher-dimensional analogous to
group cohomology; in non-abelian cohomology (see [7] for references), where crossed
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modules play a central role in what must be coeHcients; in combinatorial group the-
ory and applications of the related algebra (see the survey [9]), since they give an
expression for identities among relations; in algebraic K-theory (see [27]), where the
Steinberg group of an associative ring arises as a crossed module over the general
linear group; and in ring theory, where the classi:cation of crossed product group al-
gebras is made through the crossed module de:ned by the group of units of an algebra
over the group of its automorphisms (see [20]). Crossed modules also arise in cyclic
or dihedral homology (see [27,28]).
The algebraic structure of crossed modules was long neglected mainly due to the
fact that they are homotopy 2-types. That point of view, for instance, was the guid-
ing principle taken by Ellis in [14] and by Baues in [5] to de:ne the (co)homology
of a crossed module to be the (co)homology of its classifying space. Nevertheless,
in view of the many purely algebraic settings in which crossed modules occur, the
study of crossed modules as algebraic objects in their own right is a subject of
interest. Recently, a body of research has appeared with that aim, starting with the
Ph.D. thesis of Norrie [36] (see also [37]). She shows that the category of crossed
modules has many formal properties analogous to those of the category of groups
and establishes how much of group theoretical concepts and results have suitable
counterparts for crossed modules. A :rst approach to an internal homology theory
of crossed modules was done by Ladra and Grandjean in [25]. The present work
is based on that research program, starting with the observation that the category
of crossed modules is an algebraic category, that is, there is a tripleable “under-
lying” functor from the category of crossed modules to the category of sets. This
leads to a cotriple (co)homology theory for crossed modules that enjoys many desir-
able properties, whose study this paper is mainly dedicated to. In [18], this cotriple
homology theory is related to the homology of crossed modules de:ned by Ellis
in [14].
Section 2 contains the proof that the category of crossed modules is tripleable over
the category of sets. This result involves new concepts of free and projective crossed
modules. In Section 3 we particularize the Barr and Beck [1] cotriple (co)homology to
introduce the (co)homology of crossed modules and summarize its more basic prop-
erties. This section includes a study of the category of abelian group objects in the
category of crossed modules. The relationship of our (co)homology of crossed modules
and Eilenberg and Mac Lane group (co)homology is treated in Section 4. In the next
section , we establish 5-term exact sequences linking the (co)homology of crossed mod-
ules in dimensions 1 and 2, which generalize the well known exact sequences due to
Hochschild and Serre [22], Stallings [41] and Stammbach [42]. We then deduce expres-
sions for the second homology and cohomology of a crossed module that extend Hopf’s
and Mac Lane’s formulas in group (co)homology [24,29]. The classi:cation of central
extensions of a crossed module by its second cohomology group H 2 is the main pur-
pose of Section 6. In Section 7 we conclude by stating a universal coeHcient theorem
for crossed module cohomology, which extends the classical one for the cohomology of
groups.
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2. The category of crossed modules is tripleable over the category of sets
This section is devoted to showing that the category CM of crossed modules is
algebraic, that is, there is an underlying functor from CM to the category of sets
U :CM→ Set, inducing a triple T on Set such that an Eilenberg–Moore’s T-algebra
is just a crossed module. We assume that the reader is familiar with the basic facts
concerning triples and tripleable categories. See [30, Chapter VI; 32; 4, Chapters 3, 9]
for the needed background. We focus our exposition here on proving the tripleability
of the category of crossed modules by applying the following criterion, due to Linton
[26] (see also [12]).
Theorem 1. A functor U :D → Set is tripleable if and only if U has a left-adjoint;
and the following three conditions are satis3ed:
(a) D has kernel pairs and coequalizers;
(b) p :Y → Z is a coequalizer if and only if Up is a coequalizer;
(c) X
s−−−→−−−t Y is a kernel pair if and only if UX
Us−−−→−−−
Ut
UY is a kernel pair.
Let us recall that a crossed module =(T; G; @) consists of a group homomorphism
@ :T → G called the boundary map, together with a group action of G on T satisfying
@( xt)= x@(t)x−1; @(t)t′= tt′t−1
for all t; t′ ∈T and x∈G. A crossed module morphism f=(fT ; fG) : (T; G; @) →
(T ′; G′; @′) is a pair of group homomorphisms fT :T → T ′ and fG :G → G′, such
that @′fT =fG@ and, for all x∈G; t ∈T; fT (xt)=fG(x) fT (t). The corresponding cate-
gory of crossed modules is denoted here by CM.
We will generally follow the standard notation and terminology that can be found in
[36,37]. In addition, when G is a group acting on a group T , the subgroup [G; T ] ⊆ T
of G-commutators is that generated by the elements
[x; t] = xtt−1 (x∈G; t ∈T ):
The faithful functor
V :CM→ Gp; (T; G; @) → T × G; (1)
from the category of crossed modules to the category of groups, that assigns to any
crossed module (T; G; @) the group direct product T × G, has a left adjoint that can
be described as follows: If H is any group, let H ∗ H be the free product group of
H with itself, with injections ui :H → H ∗H; i=1; 2, and let MH =Ker(H ∗H p2→H) be
the kernel of the retraction p2, determined by the conditions p2u1 = 0 and p2u2 = idH .
Since MH is a normal subgroup of H ∗H , we have a crossed module MH ,→ H ∗H with
the inclusion as boundary map.
Proposition 2. The functor H → ( MH;H ∗ H; in) is left adjoint to the functor V.
Proof. We claim that for any group H , the homomorphism
(u1; u2) :H → MH × (H ∗ H)
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is a universal arrow from H to V. Let (T; G; @) be any crossed module and let h :H →
T , g :H → G be any two homomorphisms de:ning a homomorphism (h; g) :H →
T × G=V(T; G; @). We then have the following commutative diagram of split exact
sequences:
where T o G is the semidirect product group of T by G,  is the homomorphism
de:ned by u1 = ih and u2 = jg, and fT is the restriction of . The homomorphism
fT : MH → T , together with the homomorphism fG :H ∗ H → G de:ned by fGu1 = @h
and fGu2 = g, de:ne a crossed module morphism (fT ; fG) : ( MH;H ∗H; in)→ (T; G; @).
Indeed, for any x∈H , w′ ∈ MH and w∈H ∗ H we have
fT (u1(x)w′u1(x)−1)= h(x)fT (w′)h(x)−1 = @h(x)fT (w′)= fGu1(x)fT (w′);
fT (u2(x)w′u2(x)−1)= g(x)fT (w′)= fGu2(x)fT (w′)
and therefore, for any !∈H ∗ H and !′ ∈ MH ,
fT ( ww′)=fT (ww′w−1)= fG(w)fT (w′):
Furthermore, the square
is commutative, since MH is the subgroup of H ∗ H generated by the elements of the
form wu1(x)w−1, x∈H , w∈H ∗ H , and for any such element
@fT (wu1(x)w−1) = @(fG(w)h(x))=fG(w)@h(x)fG(w)−1
=fG(w)fGu1(x)fG(w)−1 =fG(wu1(x)w−1):
Hence, (fT ; fG) is a crossed module homomorphism, clearly the unique one such that
(fT × fG)(u1; u2)= (h; g).
Now, by composing the functor (1), with the usual forgetful functor Gp→ Set, we
have the underlying set functor
U :CM→ Set; (T; G; @) → T × G; (2)
which assigns to any crossed module (T; G; @), the cartesian product of the underlying
sets of the groups T and G. Since the forgetful functor Gp → Set has a left adjoint,
the free group functor X → F(X ), we deduce the following from Proposition 2:
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Proposition 3. The functor U :CM→ Set has a left adjoint F :Set→ CM given by
X →F(X )= (F(X ); F(X ) ∗ F(X ); in): (3)
In order to see that the functor U, (2), is tripleable, we proceed to check that
conditions of Theorem 1 hold.
First note that the category CM has pullbacks and then kernel pairs; in fact, the
kernel pair of a crossed module homomorphism (T; G; @)→ (T ′; G′; @′) is given by the
crossed module (T×T ′T; G×G′G; @×@), with componentwise action, (x;y)(s; t)= (xs;y t),
and componentwise boundary map via @, together with the obvious projections
(T ×T ′ T; G ×G′ G; @× @)
(!1T ;!
1
G)−−−→−−−
(!2T ;!
2
G)
(T; G; @): (4)
Then, the functor U clearly preserves kernel pairs.
To see that CM has coequalizers, let us :rst note that, by a congruence on a crossed
module, we shall mean a subcrossed module (R;C; @×@) of the product crossed module
(T; G; @)× (T; G; @)= (T × T; G×G; @× @), such that both R ⊂ T × T and C ⊂ G×G
are equivalence relations. For example, the kernel pair of any homomorphism is a
congruence on the domain. As in groups, giving a congruence (R;C; @×@) on a crossed
module (T; G; @) is equivalent to giving a normal subcrossed module of it; namely the
subcrossed module (NR; NC; @) ⊆ (T; G; @), with NR= {t ∈T | (1; t)∈R} the R-class
of 1∈T and NC= {x∈G | (1; x)∈C} the C-class of 1∈G. It is straightforward to see
that the intersection of congruences, as well as the union of a chain of congruences,
on a crossed module (T; G; @) are again congruences on it. Therefore, the congruences
on a crossed module form a complete lattice.
Then, suppose we have a pair of crossed module homomorphisms
(T ′′; G′′; @′′)
(fT ;fG)−−−→−−−
(gT ;gG)
(T; G; @) (5)
and let (R;C; @ × @) be the smallest congruence on (T; G; @) that contains the image
of the induced morphism (T ′′; G′′; @′′)→ (T; G; @)× (T; G; @). Considering the quotient
groups T=R and G=C, the induced homomorphism M@ :T=R → G=C, M@(Mt)= @t (where
the upper-bar denotes the corresponding equivalence class), and the action by which
the C-class of x acting on the R-class of t is the R-class of xt, i.e., Mx Mt= xt, we have
a crossed module (T=R; G=C; M@) called the quotient crossed module of (T; G; @) by
(R;C; @ × @). The canonical projections prT :T → T=R and prG :G → G=C de:ne a
homomorphism
(prT ; prG) : (T; G; @)→ (T=R; G=C; M@) (6)
that is easily seen to be the coequalizer of the pair (5).
Since in the category of sets, coequalizers are just surjective maps, it is clear that
the functor U preserves coequalizers. Now, let (hT ; hG) : (T; G; @) → (T ′; G′; @′) be a
crossed module homomorphism such that U(hT ; hG) = hT×hG is surjective. Then, both
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hT and hG are group epimorphisms and therefore we have an isomorphism
( MhT ; MhG) :
(
T
T ×T ′ T ;
G
G ×G′ G ;
M@
)
∼→(T ′; G′; @′)
such that ( MhT ; MhG)(prT ; prG)= (hT ; hG). But, the homomorphism
(prT ; prG) : (T; G; @)→
(
T
T ×T ′ T ;
G
G ×G′ G ;
M@
)
is the coequalizer of the pair (4), and we therefore conclude that (hT ; hG) is also the
coequalizer of that pair.
It only remains to check condition (c) in Linton’s criterium. Let us suppose that (5)
is a pair of homomorphisms that is a kernel pair in the category of sets. This means
that the map (fT×fG; gT×gG) :T ′′×G′′ → (T×G)×(T×G) is injective and its image
is an equivalence relation on T ×G. But these conditions are equivalent to saying that
both (fT ; gT ) :T ′′ → T × T and (fG; gG) :G′′ → G×G are injective and their images
are equivalence relations on T and G, respectively. If we denote R= img(fT ; gT )
and C= img(fG; gG), then we obtain a congruence (R;C; @ × @) on (T; G; @) and an
isomorphism ((fT ; gT ); (fG; gG)) : (T ′′; G′′; @′′)
∼→(T ×T=R ×T; G ×G=C G; @ × @), which
makes commutative this diagram:
Therefore, we conclude that (5) is the kernel pair of the projection (T; G; @) →
(T=R; G=C; M@).
We have already proved the main theorem of this section:
Theorem 4. The underlying set functor U :CM→ Set is tripleable.
To end this section, we shall point out some facts on projective crossed modules that
we will use later in the study of the (co)homology of crossed modules. Let us recall
that an object P in a category is said to be projective if, for any regular epimorphism
(i.e., a coequalizer) p :A  B, the map p∗ :Hom(P; A) → Hom(P; B) is surjective. A
category is said to have enough projective objects if, for any object Y , there exists a
regular epimorphism P  Y with P projective, that is, a projective presentation of Y .
It follows from Theorem 4 that, in the category of crossed modules, regular epi-
morphisms are just those homomorphisms (fT ; fG) : (T; G; @)  (T ′; G′; @′) such that
both fT and fG are onto maps. Hence, for any set X , the free crossed module on X
(relative to U) F(X ), (3), is projective and every crossed module (T; G; @), admits a
projective presentation by means of the free crossed module on its underlying set and
the counit of the adjunction FU(T; G; @) (T; G; @).
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In the following proposition we give a family of projective crossed modules that
contains members not isomorphic to any value of F, contrary to what happens in the
category of groups where projective and free groups concide.
Proposition 5. If P is a free group and Q is a free P-group; then the inclusion map
into the semidirect product Q
in
,→Qo P; de3nes a projective crossed module.
Proof. It is enough to see that any regular epimorphism over (Q;Q o P; in), say
(fT ; fG) : (T; G; @)  (Q;Q o P; in), is a retraction. Since P is free, there exists a
homomorphism h1 :P → G with fGh1(x)= (1; x)∈Qo P, for all x∈P. Then, T is a
P-group via h1 and, since Q is a free p-group, there exists a P-group homomorphism
hT :Q → T such that fThT = idQ. We then have a homomorphism hG :Qo P → G
by hG(y; x)= @(hT (y))h1(x), and a crossed module homomorphism (hT ; hG) : (Q;Qo
P; in)→ (T; G; @) satisfying (fT ; fG)(hT ; hG)= id(Q;QoP; in).
3. Cotriple (co)homology of crossed modules
In this section we particularize Barr–Beck (co)homology to introduce homology and
cohomology theories for crossed modules. We refer to [2] for the background about
cotriple (co)homology. We also use a few well-known basic facts about simplicial
sets for which we refer to [33,40]. Note that, as Quillen shows in [40, 5, Theo-
rem 5], cotriple cohomology for any algebraic category coincides with that obtained
through generalized sheaf cohomology using a suitable Grothendieck topology on the
category.
The category of abelian group objects, AbC, in a category C plays a fundamental role
in any understandable description of homology and cohomology for C. For example, it
is often the case that the obvious forgetful functor J :AbC→ C admits a left adjoint,
that is, the abelianization functor exists, and also that AbC is an abelian category.
Then, the nth homology of an object X in C is de:ned to be Lnab(X ), n¿ 0, where
Lnab denotes the nth derived of the abelianization functor ab :C→ AbC, provided that
these derived functors can be constructed. Next, we analyze the category of abelian
group objects in the category of crossed modules.
It is well known that the category of abelian group objects in the category of groups
is simply the category of abelian groups. This fact is easily proved since, if (A;m) is
an abelian group object in Gp, then xy=m(x; 1)m(1; y)=m(x; y)=m(1; y)m(x; 1)=yx
for all x; y∈A. Therefore, the two multiplications are equal and A is commutative. We
shall prove the counterpart result for the category of crossed modules. For that end, let
us recall from [36] that the center .(T; G; @) of a crossed module (T; G; @) is de:ned
as the subcrossed module of it (TG; Z(G)∩ stG(T ); @), where TG = {t ∈T | xt= t for all
x∈G} is the :xed point subgroup of T , stG(T )= {x∈G | xt= t for all t ∈T} is the
stabilizer in G of T and Z(G) is the center of G. This de:nition is consistent with
the categorical notion of center, that is, .(T; G; @) is the maximal central subobject
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of (T; G; @), and then, the crossed module is termed abelian if .(T; G; @)= (T; G; @).
Equivalently, (T; G; @) is abelian if both G and T are abelian groups and G acts trivially
on T .
Proposition 6. The forgetful functor J :AbCM → CM is a full embedding whose
replete image consists of abelian crossed modules.
Proof. There is a faithful product-preserving functor / :CM→ Gp, from the category
of crossed modules to the category of groups, de:ned by
/((T; G; @)
(fT ;fG)−−−−→(T ′; G′; @′))=T o G fT×fG−−−−→T ′o G′;
where o denotes semidirect product and fT ×fG : (t; x) → (fT (t); fG(x)). Therefore,
if ((A; B; 0); (mA;mB)) is an abelian group object in CM, the group A o B has to
be an abelian group object in Gp, with group structure given by mA × mB. But this
clearly means that both A and B are abelian groups, the action of B on A is trivial
and mA × mB concides with the group structure of the product A × B. Then, it is
plain to see that J is fully-faithful and one-to-one on objects; moreover, any crossed
module in the image of J is abelian. Finally, if (A; B; 0) is an abelian crossed module,
any hom set HomCM((T; G; @); (A; B; 0)) has a natural abelian group structure given
by (fT ; fG) + (f′T ; f
′
G)= (fT + f
′
T ; fG + f
′
G), where fT + f
′
T : t → fT (t)f′T (t) and
fG + f′G : x → fG(x)f′G(x).
The full replete subcategory of abelian crossed modules is closed under the formation
of products, subcrossed modules and quotients, so that it is a BirkhoQ variety of CM
[32]. Hence, the forgetful-inclusion functor J :AbCM→ CM has a left adjoint
ab :CM→ AbCM; (7)
termed the abelianization functor. This functor can be described in terms of quotients
by commutators as follows: Let us recall that the commutator subcrossed module
[(T; G; @); (T; G; @)] of a crossed module (T; G; @) is de:ned to be ([G; T ]; [G;G]; @). The
commutator subcrossed module is the smallest normal subcrossed module (K;H; @) /
(T; G; @) such that the quotient (T=K; G=H; M@) is abelian. Therefore, AbCM ⊆ CM is a
reRexive subcategory with a reRector ab :CM→ AbCM given by
(T; G; @) → (T; G; @)ab=
(
T
[G; T ]
;
G
[G;G]
; M@
)
: (8)
Since AbCM can be identi:ed with the morphism category of abelian groups, the
statement in the following proposition must be imputed to Mitchel [35, Theorem 8:1].
Proposition 7. The category AbCM is equivalent to the category of right modules
over the ring of matrices(
Z 0
Z Z
)
=
{(
a 0
b c
)
; a; b; c∈Z
}
;
and it has global dimension equal to 2.
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Proof. Since AbCM is a BirkoQ variety of CM, then it is an algebraic category
with (A; B; 0) → A × B as forgetful functor. Therefore, AbCM is a complete and
cocomplete abelian category (note that all its objects are abelian group objects, and
therefore it is additive). In view of the fact that the free functor abF :Set→ AbCM
maps a set X to the abelian crossed module (⊕XZ; (⊕XZ)⊕ (⊕XZ); u1) (see that this
construction satis:es the required universal property), we conclude that (Z;Z⊕ Z; u1)
is a small projective generator. Hence, a classic result by P. Frey shows that AbCM
is then equivalent to the category of right modules over the ring of endomorphisms of
(Z;Z⊕ Z; u1). Now, a simple direct veri:cation proves that the mapping
(fZ; fZ⊕Z) →
(
a 0
b c
)
;
where a=fZ(1) and (b; c)=fZ⊕Z(0; 1), de:nes a ring isomorphism
EndCM(Z;Z⊕ Z; u1) ∼=
(
Z 0
Z Z
)
:
That AbCM has global dimension 2 follows from [35, Corollary 10:10].
Proposition 7 implies, in particular, that AbCM has enough projective and injective
objects. We know by [39, Theorem 5:3] how they look: the injective abelian crossed
modules are precisely those of the form (I ⊕ J; I; pr), where both I and J are divisible
abelian groups and the boundary map is the projection. The projective abelian crossed
modules are those of the form (P; P ⊕Q; u1), where P;Q are both free abelian groups
and the boundary map is the inclusion.
We are now ready for introducing crossed module (co)homology.
Let U;F :CM→ Set be the tripleable pair of adjoint functors de:ned in Section 2
and let u : idSet → UF and v :FU→ idCM denote the adjunction transformations. We
will denote by (G; w; v) the induced cotriple on the category of crossed modules; thus,
G=FU :CM→ CM, the comultiplication is w=FuU :G→ G2, and the counity is
v :G→ idCM.
Then, any crossed module (T; G; @) has a standard free simplicial resolution
G•(T; G; @)
v
(T; G; @). Namely, G•(T; G; @) is the simplicial crossed module de:ned
by Gn(T; G; @)=Gn+1(T; G; @); n¿ 0, with face and degenerancy operators
di =Gn−ivGi(T; G; @) :Gn(T; G; @)→ Gn−1(T; G; @); 06 i6 n;
si =Gn−i−1wGi(T; G; @) :Gn−1(T; G; @)→ Gn(T; G; @); 06 i6 n− 1:
Now, applying the abelianization functor (7), ab :CM → AbCM, we obtain an aug-
mented simplicial complex of abelian crossed modules
(G•(T; G; @))ab
Mv
(T; G; @)ab; (9)
and then a chain complex of abelian crossed modules associated to it
((G•(T; G; @))ab; d)
= · · ·Gn+1(T; G; @)ab dn→Gn(T; G; @)ab · · · d1→G(T; G; @)ab → 0; (10)
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where the diQerential morphism is de:ned as the alternating sum of the face operators
of (9), that is dn=
∑n
i=0(−1)i Mdi; n¿ 1.
We de:ne the nth homology group of a crossed module (T; G; @) by
Hn(T; G; @)=Hn−1((G•(T; G; @))ab; d); n¿ 1: (11)
If (A; B; 0) is any abelian crossed module, then by “hom”-ing the cotriple simplicial
resolution of a crossed module (T; G; @) into (A; B; 0), we obtain an augmented cosim-
plicial complex of abelian groups
and then a cochain complex of abelian groups
where the diQerential homomorphisms are dn=
∑n
i=0(−1)id∗i , n¿ 1. Note that from
the adjunction ab  J , we have an isomorphism of cochain complexes
HomCM(G•(T; G; @); (A; B; 0)) ∼= HomAbCM((G•(T; G; @))ab; (A; B; 0));
where the latter is obtained by applying the functor HomAb(CM)(−; (A; B; 0)) to (10).
We de:ne the cohomology groups of (T; G; @) with coe9cients in (A; B; 0) by
Hn((T; G; @)(A; B; 0)) =Hn−1(HomCM(G•(T; G; @); (A; B; 0)))
=Hn−1(HomAb(CM)((G•(T; G; @))ab; (A; B; 0))) (12)
for n¿ 1.
The dimension shift we have made is mainly due to the relationship between this
(co)homology and the usual (co)homology of groups (see Theorem 10 in the following
section). We also remark that the homology groups of a crossed module are actually
internal abelian groups in the category of crossed modules, that is, abelian crossed
modules, whereas the cohomology groups are strictly abelian groups.
The following proposition summarizes the more elementary properties of the
(co)homology of crossed modules. These are an immediate specialization of well-known
basic facts of cotriple cohomology in a general setting.
Proposition 8. (i) Hn(−) :CM→ Ab(CM) and Hn(−;−) :CMop ×AbCM→ Ab are
functors; for all n¿ 1.
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(ii) For any crossed module (T; G; @);
H1(T; G; @)= (T; G; @)ab=
(
T
[G; T ]
;
G
[G;G]
; M@
)
:
(iii) For any crossed module (T; G; @) and any abelian crossed module (A; B; 0);
H 1((T; G; @)(A; B; 0)) =HomCM((T; G; @); (A; B; 0))
=HomCM(H1(T; G; @); (A; B; 0)):
(iv) If (T; G; @) is a projective crossed module; then
Hn(T; G; @)= 0=Hn((T; G; @); (A; B; 0))
for any abelian crossed module (A; B; 0) and all n¿ 2.
(v) Any short exact sequence of abelian crossed modules
0→ (A′; B′; 0′)→ (A; B; 0)→ (A′′; B′′; 0′′)→ 0
provides a long exact sequence in cohomology
Remark 9. For computing the (co)homology of a crossed module =(T; G; @), we can
use some “non-standard” resolutions, for example, the so called projective simplicial
resolutions of , de:ned as augmented simplicial crossed modules • →  such that
n is projective for all n¿ 0, and the induced simplicial map U(•) → U() is a
homotopy equivalence (between U(•) and the constant simplicial set). The cotriple
simplicial resolution of  is a projective simplicial resolution and by [2, 5.3], if • →
 is any of them, there are natural isomorphisms
Hn(T; G; @) ∼= Hn−1((•)ab; d)
and
Hn((T; G; @); (A; B; 0)) ∼= Hn−1(HomCM((•)ab; (A; B; 0)); d∗)
for any abelian crossed module (A; B; 0) and for all n¿ 1. Above, ((•)ab; d) is the
chain complex obtained by applying the abelianization functor to • and then taking
alternating sums.
Let us note that if n=(Tn; Gn; @n), then U(•) is the simplicial set T•×G•. Hence,
U(•) always is a Kan simplicial set and consequently U(•)→ U() is a homotopy
equivalence if, and only if, T• → T and G• → G are both weak equivalences, that
is, !i(T•)= 0= !i(G•) for all i¿ 0, !0(T•)=T and !0(G•)=G, where !i are the
(Moore) homotopy groups of simplicial groups.
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4. The relationship with the (co)homology of groups
The category of groups can be regarded as a BirkhoQ subcategory of the category
of crossed modules by means of the full embedding
6 :Gp→ CM; (13)
which applies a group G to 6G=(1; G; i), where 1 ⊆ G is the trivial subgroup and the
boundary map is the inclusion. Its left adjoint (the reRector) is the functor
7 :CM→ Gp; (14)
given by 7(T; G; @)=G=@T (note that @T is necessarily a normal subgroup of G).
Furthermore, the embedding 6 also has a right adjoint
8 :CM→ Gp; (15)
de:ned by 8(T; G; @)=G.
The other way of regarding a group G as a crossed module, that is, via the identity
map id :G → G, with action given by conjugation, de:nes a functor
9 :Gp→ CM; (16)
9(G)= (G;G; id), which is right adjoint to the functor 8 and left adjoint to the functor
: :CM→ Gp; (17)
de:ned by :(T; G; @)=T .
We thus have four adjoint pairs 7  6, 6  8, 8  9 and 9  :. In terms of these
adjunctions, we will deduce several close connections between the (co)homology of
groups and the (co)homology of crossed modules introduced in the previous section.
In the following theorem we summarize the main general relationships between them.
There, Hn(G)=Hn(G;Z) denotes the nth integral homology group of a group G, and
Hn(G; A) denotes the nth cohomology group of G with coeHcients in an abelian group
A, considered as trivial G-module.
Theorem 10. (i) For any group G and all n¿ 1;
Hn(6G) ∼= 6Hn(G) and Hn(9G) ∼= 9Hn(G):
(ii) For any group G; any abelian crossed module (A; B; 0) and all n¿ 1;
Hn(6G; (A; B; 0)) ∼= Hn(G; B) and Hn(9G; (A; B; 0)) ∼= Hn(G; A):
(iii) For any crossed module (T; G; @) and all n¿ 1;
8Hn(T; G; @) ∼= Hn(G):
If (T; G; @) is aspherical; that is @ is injective; there exists a natural long exact
sequence of abelian groups
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(iv) For any crossed module (T; G; @); any abelian group A and all n¿ 1;
Hn((T; G; @); 9(A)) ∼= Hn(G; A):
If (T; G; @) is aspherical; then
Hn((T; G; @); 6A) ∼= Hn
(
G
@T
; A
)
:
Let us note that the exact sequence in (iii) is a natural elongation of Stalling–
Stammbach’s 5-term sequence [41,42] induced by the group exact sequence T  G 
G=@T .
Proof. Barr and Beck prove in [1, Theorem 4:1] that the Eilenberg–Mac Lane
(co)homology of groups can be computed via cotriple (co)homology, or equivalently
by [2, 5.3], via free simplicial resolutions. Hence, if G is a group and F•  G is a
free simplicial resolution of it, then there are natural isomorphisms
Hn+1(G) ∼= Hn((F•)ab; d);
Hn+1(G; A) ∼= Hn(HomGp((F•)ab; A); d∗)
for any abelian group A and n¿ 0. Above, ((F•)ab; d) is the chain complex obtained
by applying the abelianization functor ab :Gp→ Ab to F• and taking alternating sums
of the induced face operators. By Proposition 5 and Remark 9, the augmented simpli-
cial crossed modules 6F•  6G and 9F•  9G are projective simplicial resolutions.
Therefore, for all n¿ 1;
Hn(6G) ∼= Hn−1((6F•)ab) ∼= Hn−1(6(F•)ab) ∼= 6Hn−1((F•)ab) ∼= 6Hn(G) ;
and
Hn(9G) ∼= Hn−1((9F•)ab) ∼= Hn−1(9(F•)ab) ∼= 9Hn−1((F•)ab) ∼= 9Hn(G):
Since both 6 and 9 are limit and colimit preserving functors and commute with the
abelianization functors (in the obvious sense that 6 ab= ab 6 and 9 ab= ab 9). Then (i)
is proved. Furthermore, if (A; B; 0) is an abelian crossed module, we have
Hn(6G; (A; B; 0))∼=Hn−1(HomCM((6F•); (A; B; 0))
∼=Hn−1(HomGp(F•; B)) ∼= Hn(G; B)
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and
Hn(9G; (A; B; 0))∼=Hn−1(HomCM((9F•); (A; B; 0))
∼=Hn−1(HomGp(F•; A)) ∼= Hn(G; A);
which proves (ii).
Now let us address to the :rst parts of (iii) and (iv): If =(T; G; @); by Remark 9,
the simplicial group 8G•() is a free simplicial resolution of G; whence
8Hn()= 8Hn−1((G•())ab)=Hn−1((8(G•())ab)=Hn(G);
since 8 ab= ab 8. Analogously, for any abelian group A we have
Hn(; 9A)=Hn(HomCM(G•(); 9A)=Hn(HomGp(8G•(); A)=Hn(G; A):
To prove the remaining parts of (iii) and (iv), let us recall from Proposition 3, that the
free crossed module on a set X is the aspherical crossed module F(X )= (F(X ); F(X )∗
F(X ); in); whose abelianization is isomorphic to the abelian crossed module (F(X )ab;
F(X )ab ⊕ F(X )ab; in) (see the proof of Proposition 7). Then, there is a short exact
sequence of free groups
:F(X ) 8F(X ) 7F(X );
and a short exact sequence of free abelian groups
:(F(X )ab) 8(F(X )ab) 7(F(X ))ab:
Consequently, from the standard simplicial resolution of =(T; G; @) we obtain a short
exact sequence of free simplicial groups
:G•() 8G•() 7G•(); (18)
and a short exact sequence of free abelian group chain complexes
:(G•()ab) 8(G•()ab) (7G•())ab: (19)
Now, assume that @ :T  G is injective and consider the homotopy exact sequence
induced by (18)
We know (see Remark 9) that :G•() is a free simplicial resolution of T and
therefore that 8G•() is likewise of G. Hence, !i(:G•())= 0= !i(8G•()); i ¿ 0;
!0(:G•())=T; !0(8G•())=G and the induced homomorphism
!0(:G•())→ !0(8G•())
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is just the boundary map @ :T  G. Therefore, we have !i(7G•())= 0 for i¿ 0
while !0(7G•())=G=@T . That is, 7G•() is a free simplicial resolution of G=@T;
whence Hn((7(G•())ab)=Hn(G=@T ) for all n¿ 1.
Then, the announced exact sequence in (iii) is just the long exact homology sequence
associated to the short exact sequence (19), since :Hn(T; G; @)=Hn−1(:(G•()ab);
:Hn(G)=Hn−1(8(G•()ab); and :H1(T; G; @)=T=[G; T ].
Finally, for any abelian group A we have
Hn(; 6A) =Hn(HomCM(G•(); 6A)
=Hn(HomGp(7G•(); A)=Hn
(
G
@T
; A
)
;
and the proof of the proposition is complete.
5. The 5-term exact sequences and Hopf’s formula
In group theory, it was proved by Stallings in [41] and by Stammbach in [43] (cf.,
Theorem 11(iii)), that any short exact sequence of groups N  G  Q induces a
natural exact sequence in integral cohomology
H2(G)→ H2(Q)→ N[G;N ] → H1(G)→ H1(Q)→ 0: (20)
Moreover, Hochschild and Serre prove in [22] that N  G  Q also has associated a
natural exact sequence in cohomology with trivial coeHcients
0→ H 1(Q; A)→ H 1(G; A)→ HomAb
(
N
[G;N ]
; A
)
→ H 2(Q; A)→ H 2(G; A)
(21)
for each abelian group A.
In this section we establish 5-term exact sequences for the (co)homology of crossed
modules analogous to (20) and (21). Indeed, by Theorem 10, both Stallings–Stammbach
and Hochschild–Serre exact sequences are instances of those in Theorem 12 below.
Let =(N; R; =) be a normal subcrossed module of >=(Q; F; =) with quotient
crossed module ?=(T; G; @). These data can be summarized in the short exact sequence
of crossed modules
(22)
We recall from [37] that the commutator subcrossed module [>;] ⊆ > is de:ned
to be ([R;Q][F; N ]; [F; R]; =). This is a normal subcrossed module of > which, by the
normality conditions of ; is contained in .
Since [;]6 [>;]6 [>;>] and p clearly restricts to a regular epimorphism
p : [>;>]  [?;?]; we obtain the following exact sequence of abelian crossed mod-
ules:

[>;]
Mi−→>ab Mp−→?ab −→ 0: (23)
162 P. Carrasco et al. / Journal of Pure and Applied Algebra 168 (2002) 147–176
The lemma below establishes that >ab ∼= =[>;] ⊕ ?ab; when p :>  ? is a
retraction.
Lemma 11. If p :> ? admits a section; then the sequence
0→ 
[>;]
Mi→>ab Mp→?ab → 0 (24)
is a split short exact sequence of abelian crossed modules.
Proof. Let s=(sT ; sG) :? → > be a crossed module morphism such that ps= id?.
By the exactness of (23), it is enough to prove the existence of a crossed module
morphism Mr=( MrN ; MrR) :>ab → =[>;] satisfying Mr Mi= id.
Since ps= id?; we have maps rN :Q → N=[R;Q][F; N ] and rR :F → R=[F; R] given
by rN (u)= u sTpT (u)−1; (u∈Q) and rR(x)= x sGpG(x)−1; (x∈F); (where the over-bar
denotes the equivalence class in each case).
We next show that r=(rN ; rR) :>→ =[>;] is a crossed module morphism.
For all x; y∈F; the commutator [sGpG(x); sGpG(y) y−1] belongs to [F; R] and then
we have
rR(xy) = xy sGpG(xy)−1 = xy sGpG(y)−1sGpG(x)−1
= xy sGpG(y)−1sGpG(x)−1[sGpG(x); sGpG(y)y−1]
= x sGpG(x)−1 y sGpG(y)−1 = x sGpG(x)−1y sGpG(y)−1 = rR(x) rR(y)
and therefore rR is a homomorphism. The proof that rN is a homomorphism is similar,
taking into account that for any u; v∈Q; the commutator [sTpT (u); sTpT (v) v−1]=
[@sTpT (u); sTpT (v) v−1] belongs to [F; N ].
Now let x∈F and u∈Q. Since =[>;] is abelian, we have to prove that rN (xu)=
rN (u). If consider the commutator elements [sGpG(x)−1x; u] and [sGpG(x); u sTpT
(u)−1]; both in [F; N ][R;Q]; we have
rN (xu) = xu sTpT (ut)−1 = xt sTpT (x(u−1))
= xu sT (pG(x)(pT (u−1)))= xt sGpG(x)(sTpT (u−1))
= sGpG(x)(sGpG(x)−1 xu sTpT (u−1))
= sGpG(x)(u sTpT (u)−1))= u sTpT (u)−1 = rN (u)
as required.
Therefore r=(rN ; rR) is a crossed module morphism, which induces a morphism
Mr=( MrN ; MrR) :>ab → =[>;] that clearly satis:es the identity Mr Mi= id; and the proof is
completed.
We can now establish our main result in this section.
Theorem 12. Let (N; R; =)
i
(Q; F; =)
p
(T; G; @) be a short exact sequence of crossed
modules. Then
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(i) There exists a natural exact sequence of abelian crossed modules
(ii) For any abelian crossed module (A; B; 0); there exists a natural exact sequence
of abelian groups
Proof. Let us denote =(N; R; =); >=(Q; F; =) and ?=(T; G; @). For each n¿ 0;
let n=Ker(Gn+1(p) :Gn+1(>) → Gn+1(?)) so that •  G•(>)  G•(?) is
a short exact sequence of simplicial crossed modules. Since every Gn(p) is a split
epimorphism, by Lemma 11, we obtain a weakly split short exact sequence of abelian
crossed module complexes
•
[G•(>); •]
 G•(>)ab  G•(?)ab: (25)
Then, the exact sequence in (i) follows from the exact sequence in homology obtained
from the above one, proving previously that
H0
(
•
[G•(>); •]
)
=

[>;]
:
To do so, let us consider the following commutative diagram of Kan simplicial sets
and simplicial maps
where v :0 →  is the restriction of v> :G(>)→ > to the kernels. Since both rows
are :ber sequences [40, Chapter II, 3 Proposition 1] and Uv> and Uv? are homotopy
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equivalences [2, Proposition 5:3], then, we deduce that Uv is also a homotopy equiv-
alence and, in particular, that U1  U0  U is a contractible coequalizer.
Now, the tripleability of the functor U :CM→ Set (Theorem 4) implies, by Beck’s
theorem [32, Chapter 3, 1.9], that 1  0   is a coequalizer in the category of
crossed modules. Furthermore, it is clear that v> restricts to a regular epimorphism
from the commutator [G(>); 0] onto the commutator [>;]; and consequently the
sequence
1
[G2(>); 1]
−→ 0
[G(>); 0]
−→ 
[>;0]
−→ 0 (26)
is exact in the category of abelian crossed modules. Therefore, H0(•=[G•(>); •])=
=[>;] as required.
The proof of (ii) is quite similar: Homming the sequence (25) into an abelian crossed
module (A; B; 0) produces a weakly split exact sequence of abelian group complexes,
which yields to an exact sequence in cohomology:
Now, the exactness of (26) implies that
H 0
(
HomCM
((
•
[G•(>); •]
; (A; B; 0)
)))
∼= HomCM
(

[>;]
; (A; B; 0)
)
;
and then the 5-term exact sequence in (ii) follows.
When the short exact sequence in Theorem 12 is central, Pirashvili has obtained in
[38] an associated 8-term exact sequence in low-dimensional homology, which elon-
gates the 5-term exact sequence in (i).
Suppose now that the short exact sequence (N; R; =)
i
(Q; F; =)
p
(T; G; @) is a pro-
jective presentation of (T; G; @); that is with (Q; F; =) a projective crossed module. By
Proposition 8(iv), we have H2(Q; F; =)= 0; then, the 5-term exact sequence in homol-
ogy in Theorem 12, provides an isomorphism of crossed modules
H2(T; G; @)∼= Ker
(
(N; R; =)
[(Q; F; =); (N; R; =)]
−→ (Q; F; =)
[(Q; F; =); (Q; F; =)]
)
=
(N; R; =) ∩ [(Q; F; =); (Q; F; =)]
[(Q; F; =); (N; R; =)]
; (27)
and we obtain the following Hopf’s formula for the second homology crossed module.
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Theorem 13. If (N; R; =)  (Q; F; =)  (T; G; @) is a projective presentation of a
crossed module (T; G; @); then there is a (natural) isomorphism of abelian crossed
modules
H2(T; G; @) ∼=
(
N ∩ [F;Q]
[F; N ][Q; R]
;
R ∩ [F; F]
[F; R]
; M=
)
: (28)
As an immediate consequence of the above formula, we deduce that the crossed module
on the right hand side of (28) does not depend on the choice of the presentation of
(T; G; @). Furthermore, it is remarkable that, from (iii) in Theorem 10, (28) implies
the classical Hopf’s formula for the second integral homology group, that is, H2(G) ∼=
R ∩ [F; F]=[F; R].
We shall remark that in [25,15] homological invariants H2 for crossed modules are
introduced by means of a similar formula (28), but using projective presentations of
crossed modules relative to some classes of regular epimorphisms. Hence, these are
relative homology invariants that, up to some particular cases (for instance, aspherical
crossed modules), do not agree with our absolute H2.
The counterpart to Hopf’s formula for group cohomology was shown by Mac Lane
in [13, Theorem 3:1; 29, Theorem A′]. With the same arguments as above, but using
the exact sequences in (ii) of Theorem 12, we obtain the following for crossed module
cohomology.
Theorem 14. Let (N; R; =)  (Q; F; =)  (T; G; @) be a projective presentation of a
crossed module (T; G; @). For any abelian crossed module (A; B; 0) there is a (natural)
exact sequence of abelian groups
The homology of a group in low dimensions is related to the lower central se-
ries of the group. The key result, from which a large number of interesting ap-
plications can be found in the literature (cf. [43, Chapter IV]), is due to Stallings
[41] and Stammbach [42]. This result establishes that if h :G → H is a homomor-
phism inducing an isomorphism H1(G) ∼= H1(H) and mapping H2(G) onto H2(H);
then, for each integer n¿ 0; h induces an isomorphism G=Gn ∼= H=Hn; and an em-
bedding G=G! ⊆ H=H!. Here, Gn denotes the nth term of the lower central series
of G.
As an application of the 5-term exact sequence in homology, we shall next show
that the Stallings–Stammbach basic theorem is an instance of a more general result
concerning to crossed modules.
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Recall from [36] that the lower central series (T; G; @)n; n¿ 0; of a crossed module
(T; G; @) is de:ned inductively setting
(T; G; @)0 = (T; G; @);
(T; G; @)n = [(T; G; @); (T; G; @)n−1] for n¿ 1:
We also set (T; G; @)!=
⋂∞
n=1(T; G; @)n.
As in groups, the terms (T; G; @)n are characteristic subcrossed modules of (T; G; @)
and every factor (T; G; @)n=(T; G; @)n+1 lies in the center of (T; G; @)=(T; G; @)n+1. A
crossed module (T; G; @) is nilpotent if it has a series all of whose factors are central
factors of (T; G; @); in such a case, the lower central series of (T; G; @) is its more
rapidly descending central series. Thus, a crossed module (T; G; @) is nilpotent if and
only if (T; G; @)n=0 for some integer n.
The following theorem is an absolute version of the Basic Theorem in [16], where
restrictive hypotheses are needed.
Theorem 15. Let f=(fT ; fG) : (T; G; @) → (S; H; ) be a morphism of crossed mod-
ules such that it induces an isomorphism H1(T; G; @) ∼= H1(S; H; ) and a regular
epimorphism of abelian crossed modules H2(T; G; @)  H2(S; H; ). Then; (fT ; fG)
induces isomorphisms
(T; G; @)n
(T; G; @)n+1
∼= (S; H; )n
(S; H; )n+1
;
(T; G; @)
(T; G; @)n+1
∼= (S; H; )
(S; H; )n+1
for any n¿ 0; and a monomorphism
f! :
(T; G; @)
(T; G; @)!

(S; H; )
(S; H; )!
:
If (T; G; @) and (S; H; ) are both nilpothent; then (fT ; fG) is an isomorphism.
Proof. The proof is parallel to the proof in [41,16].
6. Central extensions of crossed modules
The aim of this section is to prove a result of classi:cation of those crossed module
extensions of a crossed module (T; G; @) by an abelian crossed module (A; B; 0) that are
central. Namely, there is a one-to-one correspondence between the set of congruence
classes of such extensions and the cohomology group H 2((T; G; @); (A; B; 0)).
This result does not come as a surprise. As we have proved in Section 2, the
forgetful functor U :CM → Set is tripleable, hence Beck’s theorem [6], shows that
H 2((T; G; @); (A; B; 0)) classi:es principal crossed modules over (T; G; @) under (A; B; 0);
that is, (A; B; 0)-torsors over (T; G; @). Then, we could proceed, similarly as for groups
(see [6, Example 4] or [3, Theorem 4:6]), verifying that principal (A; B; 0)-crossed
modules over (T; G; @) are equivalent to central extensions of (T; G; @) with kernel
(A; B; 0). However this is a round about way of proving our classi:cation theorem and
we shall therefore establish it directly.
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A crossed module extension of a crossed module (T; G; @) by an abelian crossed
module (A; B; 0)
(29)
is called central if i embeds (A; B; 0) into the center of (S; H; A) or, equivalently, if the
commutator subgroups [H; B]; [B; S] and [H; A] are trivial.
If E and E′ are two central extensions of (T; G; @) by (A; B; 0); a congruence E →
E′ is a crossed module morphism f=(fS; fH ) : (S; H; =) → (S ′; H ′; =′) such that the
diagram
is commutative. By the (non-abelian) short :ve lemma, f=(fS; fH ) has to be an
isomorphism, hence each congruence has an inverse one. We can therefore consider
the set of congruence classes of central extensions of (T; G; @) by (A; B; 0), which will
be denoted by C ext((T; G; @); (A; B; 0)).
We shall need the following device:
Lemma 16. Let (N; R; =) (Q; F; =) (T; G; @) be a short exact sequence of crossed
modules and let (A; B; 0) be an abelian crossed module. Then
(i) For any morphism
f=(fA; fB) :
(
N
[F; N ][R;Q]
;
R
[F; R]
; M=
)
−→ (A; B; 0);
there exists a unique; up to congruence; central extension of (T; G; @) by (A; B; 0)
Ef : (A; B; 0) (Sf; Hf; ) (T; G; @); (30)
and a commutative diagram
(31)
where Mf=( MfA; MfB) is the morphism induced by (fA; fB).
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(ii) Two such central extensions Ef and Ef′ are congruent if; and only if; there ex-
ists a morphism g=(gA; gB) : (Q; F; =)→ (A; B; 0) such that ( Mf′A; Mf
′
B)= ( MfA; MfB) +
(gA; gB).
Proof. (i) Ef is built as follows: Consider the product crossed module (A × Q; B ×
F; 0× =), where B× F acts on A× Q pointwise, and set
Vf = {( MfA(n); n−1)∈A× Q | n∈N} and Uf = {( MfB(r); r−1)∈B× F | r ∈R}:
Next, we see that (Vf; Uf; 0× =) is a normal subcrossed module of the product (A×
Q; B× F; 0× =).
1. (0× =)(Vf) ⊆ Uf: For any n∈N
(0× =)( MfA(n); n−1)= (0 MfA(n); =(n)−1)= ( MfB(=(n)); =(n)−1)∈Uf:
2. Uf is a normal subgroup of B× F : For any r; s∈R
( MfB(r); r
−1)( MfB(s)
−1; s) = ( MfB(r) MfB(s)
−1; r−1s)= ( MfB(s
−1) MfB(r); r
−1s)
= ( MfB(s
−1r); (s−1r)−1)∈Uf;
so that Uf is a subgroup of B× F . For the normality, let r ∈R and (b; x)∈B× F ,
then
(b; x)( MfB(r); r
−1)(b−1; x−1)
= (b MfB(r)b
−1; xr−1x−1)= ( MfB(r); xr
−1x−1)
= (since MfB([F; R])= 1)= ( MfB(xr
−1x−1); xr−1x−1)∈Uf;
as required.
3. Vf is a (B × F)-invariant subgroup of A× Q: As above, it is easy to see that Vf
is a subgroup of A× Q. Now, for any n∈N and (b; x)∈B× F
(b;x)( MfA(n); n
−1) = ( b MfA(n);
x(n−1))= ( MfA(n); (
xn)−1)
= (since MfA([F; N ])= 1)= ( MfA(
xn); ( xn)−1)∈Vf;
and therefore Vf is (B × F)-invariant, which implies that it is a normal subgroup
of A× Q.
4. [Uf; A× Q] ⊆ Vf: Let r ∈R and (a; q)∈A× Q, then
( MfB(r); r
−1)(a; q)(a; q)−1
= ( MfB(r)a; r
−1
q)(a−1; q−1)= (aa−1; r
−1
qq−1)
= (since MfA([R;Q])= 1)= ( MfA(q
r−1 (q−1)); r
−1
qq−1)∈Vf:
We de:ne (Sf; Hf; ) as the quotient crossed module (A × Q=Vf; B × F=Uf; M0 × M=).
The morphism (A; B; 0) → (Sf; Hf; ) is that induced by the embedding (A; B; 0) 
(A × Q; B × F; 0 × =), while (Sf; Hf; ) → (T; G; 0) is induced by the projection
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(A × Q; B × F; 0 × =)  (Q; F; =) followed by (Q; F; =)  (T; G; @). Sequence (30)
so obtained is easily seen to be a central extension of (T; G; @) by (A; B; 0). Fi-
nally, f˜=(f˜Q; f˜F) : (Q; F; =) → (Sf; Hf; ) is induced by the embedding (Q; F; =) 
(A× Q; B× F; 0× =), and the diagram (31) is plainly commutative.
Next, we prove that Ef is unique up to congruence: Suppose a commutative diagram
(32)
where the bottom row is a central extension of (T; G; @) by (A; B; 0).
Since A and B are, respectively, central subgroups of S and H , the mappings
tS : (a; q) → akS (q); ((a; q)∈A× Q);
tH : (b; x) → bkH (x); ((b; x)∈B× F);
de:ne homomorphisms tS :A×Q → S and tH :B×F → H such that (tS ; tH ) : (A×Q; B×
F; 0 × =) → (S; H; A) is a homomorphism of crossed modules, as it derives from the
following two calculations: Given (a; q)∈A× Q and (b; x)∈B× F ,
tH (0× =)(a; q) = tH (0(a); =(q))= 0(a)(kH =)(q)
= A(a)AkS (q)= A(akS (q))= AtS (a; q)
and
tH (b;x)tS (a; q) =
bkH (x)(akS (q))=
b( kH (x)a kH (x)kS (q))
(a)
= kH (x)a kH (x)kS (q)
(b)
=a kH (x)kS (q)
= akS (
xq)
(c)
= bakS (
xq)= tS (
ba; xq)= tS (
(b;x)(a; q)):
where (a)–(c) are a consequence of the commutator subgroups [B; S], [H; A] and [B; A]
being trivial, respectively.
Now, by de:nition, Vf ⊆ Ker(tS ) and Uf ⊆ Ker(tH ), so that (tS ; tH ) induces a
homomorphism (MtS ; MtH ) : (Sf; Hf; )→ (S; H; A). An easy veri:cation shows that (MtS ; MtH )
de:nes a congruence Ef → E.
(ii) If (gA; gB) : (Q; F; =) → (A; B; 0) is a crossed module homomorphism with
( Mf
′
A; Mf
′
B)= ( MfA; MfB) + (gA; gB), then the extensions Ef and Ef′ are congruent by the
homomorphism (vS ; vH ) : (Sf′ ; Hf′ ; 
′)→ (Sf; Hf; ), where
vS : (a; q) → (agA(q); q); ((a; q)∈A× Q);
vH : (b; x) → (bgB(x); x); ((b; x)∈B× F):
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Conversely, assume that Ef and Ef′ are congruent by means of (vS ; vH ) : (Sf′ ; Hf′ ; 
′)→
(Sf; Hf; ). Then we may write
vS ((1; q))= (gA(q); q); (q∈Q)
vH ((1; x))= (gB(x); x); (x∈F);
so that we obtain homomorphisms gA :Q → A and gB :F → B.
From the equality vS = vH 
′ we deduce that for any q∈Q, (0gA(q); =(q))=
(gB=(q); =(q)), and then that 0gA= gB=. Now, if x∈F and q∈Q, we have, on the one
hand, vS (
(1; x)(1; q))= vS ((1; xq))= (gA( xq); xq) and, on the other hand vS (
(1; x)(1; q))=
vH (1; x)vS ((1; q))= (gB(x); x)(gA(q); q)= (gB(x)gA(q); xq)= (gA(q); xq). Therefore, gA(
xq)
= gA(q) and (gA; gB) : (Q; F; =)→ (A; B; 0) is a crossed module homomorphism.
Finally, for n∈N we have
1 = vS (( MfA(n); n−1))= vS (( MfA(n); 1))vS ((1; n−1))
= Mf
′
A(n)(gA(n−1); n−1)= Mf
′
A(n) (gA(n−1) MfA(n)−1); 1) ( MfA(n); n−1)
= Mf
′
A(n) (gA(n−1) MfA(n)−1); 1)= Mf
′
A(n)gA(n)
−1 MfA(n)
−1;
and thus Mf
′
A(n)= MfA(n)gA(n), n∈N . Similarly, for any x∈F Mf
′
B(x)= MfB(x) gB(x), and
in consequence ( Mf
′
A; Mf
′
B)= ( MfA; MfB) + (gA; gB) as required.
We are now ready for the desired classi:cation result:
Theorem 17. For any crossed module (T; G; @) and any abelian crossed module
(A; B; 0); there is a (natural) one-to-one correspondence;
C ext((T; G; @); (A; B; 0)) ∼= H 2((T; G; @); (A; B; 0)):
Proof. Let (N; R; F)  (Q; F; =)  (T; G; @) be a projective presentation of (T; G; 0).
According to Lemma 16(i), we have a mapping
HomCM
((
N
[F; N ][R;Q]
;
R
[F; R]
; M=
)
; (A; B; 0)
)
G→C ext((T; G; @); (A; B; 0));
G :f=(fA; fB) → MEf:
In view of the exact sequence in Theorem 14 and Lemma 16, G induces an injective
map
H 2((T; G; @); (A; B; 0)) C ext((T; G; @); (A; B; 0)):
Let us see that this map is onto: Given a central extension like (29), by the projec-
tivity of (Q; F; =), we can :nd a morphism (kS ; kH ) : (Q; F; =)→ (S; H; A) such that the
diagram (32) commutes, where Mf=( MfA; MfB) is, in this case, induced by (kS ; kH ). Since
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E is central, MfA([F; N ][R;Q]) ⊆ [H; A][B; S] = 1 and MfB([F; R]) ⊆ [H; B] = 1, that is,
( MfA; MfB) induces a crossed module homomorphism
f=(fA; fB) :
(
N
[F; N ][R;Q]
;
R
[F; R]
; M=
)
→ (A; B; 0):
By the uniqueness of Ef (Lemma 16(ii)), we conclude that G(fA; fB)= ME.
From the above theorem, C ext((T; G; @); (A; B; 0)) has a natural abelian group struc-
ture. The addition of (congruence classes) central extensions such that the bijection in
Theorem 17 becomes a group isomorphism is the Baer sum de:ned as follows: Given
(A; B; 0) (Si; Hi; Ai) (T; G; @) i=1; 2;
two central extensions, we :rst form the :bered product crossed module (S1×T S2; H1×G
H2; A1×A2) , with componentwise action of H1×G H2 on S1×T S2. Then there are two
embeddings
(A; B; 0) (S1 ×T S2; H1 ×G H2; A1 × A2):
When these homomorphisms are coequalized, the result is the Baer sum.
Central extensions of crossed modules were used in the study of perfect covers
for crossed modules by Norrie [36], where she stated (Theorem 2; 75) that a crossed
module (T; G; @) admits a universal central extension if and only if (T; G; @) is perfect,
that is , if and only if H1(T; G; @)= 0. Furthermore, in such a case the universal central
extension of (T; G; @) can be described (Theorem 2; 68) as the extension
Ker(c) (G ⊗ T; G ⊗ G; 1⊗ @) c(T; G; @); (33)
where (G ⊗ T; G ⊗G; 1⊗ @) is de:ned by means of the non-abelian tensor product of
groups in the sense of Brown and Loday [10]. Here, G acts on itself by conjugation, T
on G via @ and conjugation, and G⊗G on G⊗ T componentwise via the commutator
map, that is, x⊗y(z ⊗ t)= [x;y]z ⊗ [x;y]t, and the commutator morphism c is given by
cT (x ⊗ t)= [x; t] and cG (x ⊗ y)= [x; y], for x; y∈G and t ∈T .
What we would like to point out here is that if (T; G; @) is a perfect crossed module,
then the universal central extension (33) can be described in terms of projective pre-
sentations of (T; G; @), and in fact it is an extension of (T; G; @) by H2(T; G; @), such
as it happens in group theory [34]. Indeed, let (N; R; =)  (Q; F; =)  (T; G; @) be a
projective presentation of (T; G; @). We then have a central extension(
N
[F; N ][R;Q]
;
R
[F; R]
; M=
)

(
Q
[F; N ][R;Q]
;
F
[F; R]
; M=
)
 (T; G; @);
which, since (T; G; @) is perfect, restricts to commutators giving the following central
extension:
H2(T; G; @)
(
[F;Q]
[F; N ][R;Q]
;
[F; F]
[F; R]
; M=
)
Mq
(T; G; @): (34)
Parallel arguments to those given by Milnor in [34, p. 46] (see also the proof of the
theorem in [17]) prove that (34) is actually the universal central extension of (T; G; @).
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By uniqueness, (33) and (34) have to be isomorphic extensions of (T; G; @). In
particular Ker(c) in (33) is canonically isomorphic to H2(G; T; @).
We shall remark that the above facts on universal central extensions of crossed
modules summarize the results obtained in [19, Theorem 14, Corollary 15] for the
case q=0.
7. Universal coe5cient theorem for cohomology of crossed modules
If G is a group and C is an abelian group, regarded as a trivial G-module, then
the Universal CoeHcient Theorem [21, Theorem 15:1] states that for every n¿ 1, the
sequence
0 −→ Ext1Z(Hn−1(G); C) −→ Hn(G;C) −→ HomZ(Hn(G); C) −→ 0
is exact and split. Next, we establish a corresponding result for crossed module coho-
mology.
Theorem 18. Let (T; G; @) be a crossed module and let (A; B; 0) be an abelian crossed
module.
(i) There is a natural exact sequence
(ii) If H2(T; G; @)= 0;then there is a natural exact sequence
(iii) If Hi(T; G; @)= 0 for all 1¡i6 n and n¿ 2; then
Hi((T; G; @); (A; B; 0))= 0 for all 36 i6 n
and
Hn+1((T; G; @); (A; B; 0)) ∼= HomAbCM(Hn+1(T; G; @); (A; B; 0)):
P. Carrasco et al. / Journal of Pure and Applied Algebra 168 (2002) 147–176 173
(iv) Let (A; B; 0)  I• be an injective resolution of (A; B; 0) in the category of
abelian crossed modules; such that Im=0 for all m¿ 3 (such a resolution exists
by Proposition 7).
If HomAbCM(Hi(T; G; @);I2)= 0 for all i¿ 1; then there exists an exact and natural
sequence
for all n¿ 1.
Proof. Let • be a simplicial resolution of (T; G; @) by projective crossed modules
(e.g., the cotriple resolution). Applying the abelianization functor to •, we obtain
a chain complex of projective crossed modules whose homology is the homology of
(T; G; @), that is, Hn((•)ab)=Hn+1(T; G; @), n¿ 0.
Now, let (A; B; 0) I• be an injective resolution of (A; B; 0) in AbCM with Im=0
for m¿ 3. Then we have a :rst-quadrant double complex of abelian groups
HomAbCM((•)ab;I•)=HomCM(•;I•):
Fixing q and taking homology, we have
Hpv (HomCM(q;I
•))=
{
HomCM(q; (A; B; 0)); p=0;
0; p¿ 0;
taking homology again
HqhH
p
v (HomCM(•;I
•))=
{
Hq+1((T; G; @); (A; B; 0)); p=0;
0; p¿ 0:
Hence, the :rst spectral sequence collapses to give Hn+1((T; G; @); (A; B; 0)).
Furthermore, for the second spectral sequence, :xing p and taking homology gives
Hqh (HomAbCM((•)ab;I
p))=
{
HomAbCM(Hq+1(T; G; @); (A; B; 0)); p6 2;
0; p¿ 3;
and taking homology again
Hpv H
q
h (HomCM(•;I
•))=
{
ExtpAbCM(Hq+1(T; G; @); (A; B; 0)); p6 2;
0; p¿ 3:
so that we have a universal coeHcient spectral sequence
Ep;q2 =Ext
p
AbCM(Hq+1(T; G; @); (A; B; 0))⇒ Hp+q+1((T; G; @); (A; B; 0));
where the total complex is :ltered by p and Ep;q2 = 0 for p¿ 3.
The exact sequence in (i) follows from the low-degree 5-term exact sequence of this
spectral sequence, 0→ E1;02 → H 2 → E0;12 → E2;02 → H 3 [11, pp. 329, Case C].
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If H2(T; G; @)= 0, then E
p;1
2 = 0, and we have the exact sequence 0→ E2;02 → H 3 →
E0;22 → E3;02 = 0 [11, Theorem 5.12], which plainly is the sequence in (ii).
If Hi(T; G; @)= 0 for all 1¡i6 n (n¿ 3), then E
p;q
2 = 0 for 0¡q¡n. Again by
Theorem 5.12 of [11], Ei;02 ∼= Hi+1 for all i¡n, and there exists an exact sequence
0 → En;02 → Hn+1 → E0; n2 → En+1;02 . Since Ep;q2 = 0 if p¿ 3, we conclude that
Hi((T; G; @); (A; B; 0))= 0, 3¡i6 n, and Hn+1((T; G; @); (A; B; 0)) ∼= HomAbCM(Hn+1
(T; G; @); (A; B; 0)), so that (iii) holds. Finally, to prove (iv), let us note that the second
:ltration of Tot(HomCM(•;I•)), denoted by Fp, p¿ 0, is given by
(Fp)n=
∑
s¿p;s+r=n
HomCM(Jr;Is):
Thus Fp=0 for all p¿ 3, since Im=0, for all m¿ 3. Furthermore,
(F2)n=
{
HomCM(Jn−2;I2); n¿ 2;
0; n¡ 2;
whence
H∗(F2) =H∗(HomCM(J•;I2))=H∗(HomAbCM((J•)ab;I2))
= (since I2 is injective)=HomAbCM(H∗((J•)ab);I2))
=HomAbCM(H∗(T; G; @);I2)= 0;
by hypothesis. Therefore, the :ltration is under the assumptions of case E0 in
[11, p. 329], which yields the exact sequence 0 → E1; n2 → Hn+1 → E0; n−12 → 0,
which coincides with the one announced in (iv).
Remark 19. Let us consider the embedding (16), Gp
9
CM. This restricts to an exact
embedding Ab
9
AbCM that preserves injectives (see paragraph after Proposition 7).
Then, for any abelian crossed module (A; B; 0) and any abelian group C,
ExtiAbCM((A; B; 0); 9(C)) ∼= ExtiZ(8(A; B; 0); C);
i¿ 0. Hence, by Theorem 10(iii), for any crossed module (T; G; @) we have isomor-
phisms
ExtiAbCM(Hn(T; G; @); 9(C)) ∼= ExtiZ(Hn(G); C);
i¿ 0. Note also that Theorem 10(iv), yields isomorphisms Hi((T; G; @); 9(C)) ∼= Hi
(G;C), i¿ 1.
Therefore, applying Theorem 18(i), to (A; B; 0)= 9(C), we obtain the well-known
exact sequence
0 −→ Ext1Z(H1(G); C) −→ H 2(G;C) −→ HomZ(H2(G); C) −→ 0:
Furthermore, the abelian crossed module 9(C) clearly satis:es the hypothesis of (iv)
in Theorem 18 (since we can always consider an injective resolution of C, I•, with
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Im=0 for m¿ 2). The resulting exact sequences in this case are just the universal
coeHcient exact sequences
0→ Ext1Z(Hn(G); C)→ Hn+1(G;C)→ HomZ(Hn+1(G); C)→ 0:
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