Abstract-Key frame extraction algorithms consider the problem of selecting a subset of the most informative frames from a video to summarize its content. Several applications such as video summarization, search, indexing and prints from video can benefit from extracted key frames of the video under consideration. Most approaches in this class of algorithms work directly with the input video dataset, without considering the underlying low rank structure of the dataset. Other algorithms exploit the low rank component only; ignoring the other key information in the video. In this paper, a novel key frame extraction framework based on Robust Principal Component Analysis (RPCA) is proposed. Furthermore, we target the challenging application of extracting key frames from unstructured consumer videos. The proposed framework is motivated by the observation that RPCA decomposes an input data into (a) a low rank component that reveals the systematic information across the elements of the dataset and (b) a set of sparse components each of which containing distinct information about each element in the same dataset. The two information types are combined into a single 1-norm based non-convex optimization problem to extract the desired number of key frames. Moreover, we develop a novel iterative algorithm to solve this optimization problem. The proposed RPCA-based framework does not require shot(s) detection, segmentation, or semantic understanding of the underlying video. Finally, experiments are performed on a variety of consumer videos. A comparison of the results obtained by our method with the ground truth and related state-of-the-art algorithms clearly indicates the viability of the proposed RPCAbased framework.
Abstract-Key frame extraction algorithms consider the problem of selecting a subset of the most informative frames from a video to summarize its content. Several applications such as video summarization, search, indexing and prints from video can benefit from extracted key frames of the video under consideration. Most approaches in this class of algorithms work directly with the input video dataset, without considering the underlying low rank structure of the dataset. Other algorithms exploit the low rank component only; ignoring the other key information in the video. In this paper, a novel key frame extraction framework based on Robust Principal Component Analysis (RPCA) is proposed. Furthermore, we target the challenging application of extracting key frames from unstructured consumer videos. The proposed framework is motivated by the observation that RPCA decomposes an input data into (a) a low rank component that reveals the systematic information across the elements of the dataset and (b) a set of sparse components each of which containing distinct information about each element in the same dataset. The two information types are combined into a single 1-norm based non-convex optimization problem to extract the desired number of key frames. Moreover, we develop a novel iterative algorithm to solve this optimization problem. The proposed RPCA-based framework does not require shot(s) detection, segmentation, or semantic understanding of the underlying video. Finally, experiments are performed on a variety of consumer videos. A comparison of the results obtained by our method with the ground truth and related state-of-the-art algorithms clearly indicates the viability of the proposed RPCAbased framework.
Index Terms-Video summarization, robust principal component analysis, consumer video.
I. INTRODUCTION
G IVEN a huge dataset, the problem of finding a subset of important data points, also known as representatives or exemplars, which have the ability of describing the whole input dataset (at least to some extent) is emerging as a key approach for dealing with the massive growth of data, in general, and for video in particular.
Digital signals naturally belong to a high dimensional ambient space. Working directly in the high dimensional space generally involves much more complex algorithms. Meanwhile, signals are assumed to reside in an underlying low dimensional space, e.g. a set of high dimensional data points could be modeled by a union of multiple low dimensional subspaces. This modeling leads to the challenging problem of subspace clustering [1] , which aims at clustering data points into multiple linear/affine subspaces. On a different low dimensional model, manifolds with a few degrees of freedom have been used successfully for the class of non-parametric signals, e.g. image of human faces and handwritten digits [2] . Numerous methods aiming at dimensionality reduction have been developed that could be classified into two main categories. On one hand, several well-known (linear and non-linear dimensionality reduction) methods, e.g. Principal Component Analysis (PCA), multidimensional scaling, isomap, multilayer auto-encoders [3] , belong to the first category that mainly focus on preserving some particular desired properties. The algorithms in the other category aim at reconstructing the original dataset from the lower dimensional space measurement, e.g. compressive sensing and related random linear projections on a low dimensional manifold [4] .
Beside the dimensionality reduction approach, finding a subset of important data points plays an important role in handling massive growth of digital data in many applications in machine learning, computer vision and clustering to name a few [5] . In video, the problem of finding a small subset of frames (called key frames or representative frames) is known as key frame extraction. A set of key frames in a video sequence plays an essential role in intelligent video management systems such as video retrieval and browsing, navigation, indexing, and prints from video. It helps to reduce computational complexity since the system could process a smaller set of representative frames instead of the whole video sequence. Key frames capture both the temporal and spatial information of the video sequence, and hence, they also enable the rapid viewing functionality [6] .
In this paper, we adapt a dimensionality reduction technique for the problem of key frame extraction. The proposed approach has been originated from Robust Principal Component Analysis (RPCA) [17] , which provides a stable tool for data analysis and dimensionality reduction. Under the RPCA framework, the input dataset is decomposed into a sum of low rank and sparse components. A majority of prior approaches works directly with the input high dimensional dataset, without considering the underlying low rank structure of input videos [6] [7] . Other approaches focus on the low rank component only [8] , ignoring the essential information from the other components. In this paper, we exploit both components into the problem of key frame extraction. The main contributions of our work are: 1) A novel key frame extraction framework based on RPCA is proposed to automatically select a set of maximally informative frames from an input video. is developed from a novel perspective of low rank and sparse components, in which the low rank component of a video frame reveals the relationship of that frame to the whole video sequence, referred to as systematic information, and the sparse component indicates the distinct information of particular frames. 2) A set of key frames are identified by solving an 1 -norm based non-convex optimization problem where the solution minimizes the reconstruction error of the whole dataset for a given set of selected key frames and maximizes the sum of distinct information. 3) We propose a novel iterative algorithm to solve the aforementioned non-convex optimization problem. The algorithm allows to adapt to new observations and to update for the new set of key frames.
In our experiments, we test the proposed RPCA-based key frame extraction (RPCA-KFE) method on consumer (usergenerated) videos. It is important to note that consumer videos are different from professionally-produced videos in the following ways. First, consumer videos have rather diverse content with no predefined structure. Moreover, they may suffer from low quality due to factors such as poor lighting and camera shake. In addition, a majority of previous video summarization techniques are domain-dependent, in which they exploit specific properties of a video clip in a specific domain to generate a summary [9] [10] . However, until now, there is little focus on solving challenges associated with consumer videos [11] [12] [13] [ [33] [34] , not to mention that consumer videos have grown rapidly nowadays. Hence, this paper focuses on consumer videos, and the overall comparison of leading approaches with our RPCA-KFE method is presented to validate its effectiveness. The outline of the rest of the paper is as follows. Section II briefly reviews some related works to our proposed apprach. Section III formalizes the proposed RPCA-KFE method as well as the iterative algorithm to solve the optimization problem and how to deal with new observations. Experiments, results and comparison of the obtained results with other stateof-the-art methods are presented in Section IV. The last section outlines concluding remarks and discusses future works.
For easy reference, the following is a list of key symbols used in this paper: A capital notation will be used for a matrix:
i th row of a matrix C C/C i,:
Matrix C without its i th row C :,i i th column of a matrix C C/C :,i
Matrix C without its i th column
The 1 -norm of a matrix
The nuclear norm of matrix L #L r Number of elements in the set L r
II. RELATED WORKS
The general area of video summarization has been researched for years due to its important role in many video related applications. Comprehensive reviews of previous approaches could be found in [6] [27] [28] [29] . Here, we brieftly outline some related ideas and tools that have been exploited in our proposed approach.
A variety of pre-sampling techniques have been considered in prior works for other types of videos [25] [26] [32] . Such approach is naturally of low-complexity and effective strategy due to the inherent redundancy in video. However, sampling at a pre-determined rate [25] cannot guarantee the extraction of the best representative frames, especially in the case of consumer video where the content tends to change abruptly and unpredictably. Subsampling by selecting only I-frames [26] cannot ensure a viable set of representative frames either. This is due to the fact that, in general, no particular humanperception rules or video-summarization driven strategy are followed when coding video pictures as I-frame or B/P-frames. The video summarization based on compressed domain has a strong point of producing a video summary in a short time, which is potential for on-line applications [26] . However, creating a set of key frames while only a part of video available (for on-line application) cannot summarize the whole video content with a minimum number of key frames.
Zhang et al. [14] considered the problem of hybrid linear modeling (HLM), approximating a dataset with outliers by a mixture of d-dimensional linear subspaces. The paper concludes that replacing the 2 -norm by the 1 -norm improves significantly the robustness against outliers and noise. Yang et al. [15] considers the problem of sequential HLM that is of sequential recovery of multiple subspaces hidden in outliers. It leads to the problem of searching for the best 0 subspace (i.e. the subspace with largest number of data points) among multiple subspaces. G. Lerman and T. Zhang [16] studied the problem by minimizing the p -averaged distance of data points from d-dimensional subspaces in high ambient dimensional space. The paper has an important conclusion that if 0 < p ≤ 1, then with overwhelming probability (i.e. the probability is at least 1 − u × e − N u , N is the size of dataset and u is a constant independent of N ) the best 0 subspace can be recovered tractably. Even if some typical types of noise are added around the underlying subspaces, still the space can be recovered with overwhelming probability and the error will be proportional to the noise level. However, if p > 1, then the best 0 subspace cannot be recovered with overwhelming probability. The problem and results have been generalized into simultaneous recovery of multiple subspaces. In summary, the geometric properties of p norm for 0 < p ≤ 1 lead to the ability of recovering the underlying subspaces with overwhelming probability, while the result is negative if p > 1.
RPCA [17] aims to recover a low rank matrix L 0 and its corresponding sparse component S 0 from the corrupted measurement D under a rather weak assumption, which can be solved by the following tractable convex optimization problem:
The method has been exploited successfully in background modeling in surveillance video, removing shadows from human face images, robust image alignment and robust video denoising [18] [19] . As an application of background modeling in video sequences [17] , the extracted sparse component from a frame implies additional information that does not belong to other video frames. This kind of information, although being sparse, becomes rather important under key frame extraction perspective, since we prefer a smallest number of key frames covering the maximum amount of information in the input video.
The key frame extraction problem has inherently a strong connection with clustering techniques, where a key frame can be considered as a medoid of each cluster [6] . k-means clustering is one of the most popular one, in which each data point will be assigned uniquely to one and only one of the clusters (hard assignment). The performance of clustering has been improved by adopting a probabilistic approach with soft assignment of each data point to these clusters. This naturally leads to linear combination of clustering centers (in our case they are key frames). However, there are still some challenges when applying linear-combination analysis directly on video due to camera motion, moving objects, etc. However, many prior works [12] [20] [21] successfully assumed that each data point can be expressed as a linear combination of a set of representative data points. In our proposed method, we formalize the optimization using a linear function for the low rank components only after performing RPCA. The question is why our approach is better? Recent works have confirmed that RPCA provides a robust estimation of the underlying subspace by decomposing observations into a low rank matrix and a sparse matrix [17] [19] . In a recent application of RPCA into the problem of action recognition in video with moving camera [30] , the basis of the low-rank matrix successfully captured both camera motion and body motion, and thus, illustrating that RPCA can be used as a sound framework for video analysis. We believe that an even better underlying framework, which we exploit in our paper, is that the low-rank component data point can be expressed as a linear combination of the representatives.
III. KEY FRAME EXTRACTION BASED ROBUST PRINCIPAL COMPONENT ANALYSIS

A. Problem Formalation
A given input video could be represented by a data matrix D, where each video frame is a column vector of that matrix in a high dimensional ambient space. Then, D is decomposed into a low rank component L and a sparse component S via a RPCA framework. Using the notations that we mentioned earlier in Section I, we have D = L + S and D r = L r + S r , where D r is the data matrix of the selected key frames, L r and S r are the corresponding low rank and sparse components from D r . Fig.1 shows an example of these two components for some videos.
Under the proposed RPCA-KFE framework, D r will be analyzed jointly with systematic and distinct information corresponding to L r and S r , respectively. First, L r will be evaluated quantitatively by considering accumulatively the reconstruction error of each data point l i ∈ L, in a general form of ||l i − f (L r )|| q , where f (.) is chosen as a linear function in this work. This error indicates how well the set of key frames covers the content of data point l i . Hence, the reconstruction error using L r as a set of key frames to represent l i will be computed by ||l i − L r c i || q , in which
where q is a constant (to be defined below). Then, the overall reconstruction error for a given set of key frames L r becomes:
Second, the distinct information associated with each video frame, s i ∈ S r , can be by measured using its 1 norm: s i 1 . Hence, the total distinct information of the set of key frames
s tj 1 , which should be maximum for a good selection of key frames (with a fixed cardinality). Combining these two terms leads to an overall non-convex optimization problem:
Here, γ>0 is a regularization constant parameter that indicates the relative importance of two components. In the experiment, these two components are considered equally important, so we select γ=1.
As we mentioned earlier in Section II about the problem of HLM [16] , we expect to search for a subspace that contains the largest number of data points. Hence, 0 < q ≤ 1 leads to the ability of recovering the underlying subspaces with an overwhelming probability. Therefore, in our work, we select q = 1, and the problem (4) can be considered as a specific case of recovering the best 0 subspace with an additional condition that the subspace must be spanned by elements from the input dataset (key frames).
This selection distinguishes our 1 -norm based optimization from other 2 -norm based optimization methods in image collection/video summarization [20] [21] . More interestingly, our result is also consistent with other results from the compressive sensing theory area [22] . In particular, let us denote
In this case, X is a vector of distances from a data point to the linear subspace spanned by the selected key frames L r . Since the 1 norm-based minimization problem tends to encourage solutions to be sparse [22] , the linear space spanned by L r contains the maximum number of elements from the input dataset (or the best 0 subspace). Despite the merits of using 1 -norm, the solution obtained from 1 norm based problem might not be unique. However, under this circumstance, the additional constraint of maximizing the total distinct information leads to the unique solution for (5) . In addition, we take advantages of using 2 norm by considering the least square solution as an initial solution in an iterative process when solving (5). The detailed algorithm and corresponding solution is presented in the next subsection.
B. Overall solution
The optimization problem (5) has a form that is close to dictionary learning for sparse representation [23] . However, there are some key differences between these two problems. Dictionary learning aims at finding good bases/frames for a given set of input data for sparse representation (minimizing 0 norm of coefficients). Hence, the number of learned elements in that basis is huge. Moreover, these learned bases may not contain exact elements in the dataset but sparse combination of atoms in the basis/frame, so they cannot be used as representatives of input dataset. As a result, most existing algorithms in dictionary learning and sparse coding cannot be directly applied into our optimization problem. In this paper, we propose a novel iterative algorithm to solve the problem (5) with some distinguished properties. Conventional iterative algorithms update all elements simultaneously at each step that leads to some main drawbacks of slow convergence and difficulty of solving sub-optimization problem inside a single step. We propose an algorithm that divides each main update step into smaller sub-steps, so that elements will be updated sequentially in a single sub-step. In addition, the updated formula guarantees to decrease the objective function in (5) after a single step.
Recall that the objective function is to find a set of indices {t 1 , t 2 , . . . , t k }, for a given number of k, that minimize the objective function:
Here, L r = [l t1 , . . . , l t k ] is the corresponding low rank data matrix for the set of indices. Define L r i,ξ as a matrix for the current set of key frames of i th sub-step in the ξ th main step:
where the algorithm already update i elements
and computes the coefficient matrix:
Since the solution of (7) becomes the input of the iterative process in the RPCA-KFE algorithm, the exact solution is not strictly demanded. Therefore, we convert the problem into the least square problem for fast and easy computation of the unique solution:
Therefore,
Let us consider the low rank component matrix of the current set of key frames L r i,ξ and the corresponding coefficient
th sub-step of the ξ th main step of the algorithm. In this sub-step, to update l ti+1 (ξ−1) into l ti+1 (ξ) , the RPCA-KFE algorithm assumes that L r i,ξ / l ti+1 (ξ−1) and C i,ξ / C (ξ−1) i+1 T are constants, and then the optimization problem focuses only on l ti+1 (ξ−1) and its corresponding coefficient row. First, we state the following result dealing with multiplication of two matrices. The proof is given in the APPENDIX. Based on the result of Lemma 1, the multiplication L r i,ξ C i,ξ will be decomposed into the sum of two matrices:
, then the sub-step optimization has the following form:
Here, s i is the sparse component that corresponds to the low rank component l i ∈ L/L r i,ξ . The optimization problem (11) can be solved by scanning all possible value of l i ∈ L/L r i,ξ , and for a fixed value of l i , the coefficient vector c i ∈ R 1×N of the problem could be computed based on the following results: 
This lemma allows seeking an optimal value for each single element in the coefficient vector c i ∈ 1×N which belongs to that particular set. To avoid considering a single element in all m possible values of the set ui vi |1 ≤ i ≤ m , the following simple result helps to determine the exact solution:
Lemma 3. Without loss of generality, assuming that the sequence ui vi |1 ≤ i ≤ m is a non-decreasing sequence. Then, the unique solution for (12) is in the form of ut 0 vt 0 where:
The detail proof for Lemma 2 and 3 are given in the AP-PENDIX. Lemma 3 helps to determine the exact solution without scanning all m possible solutions. In the experiment, m is the dimension of high dimensional data points that is the number of image pixels in a visual dataset. Therefore, not scanning all m possible solutions significantly improves the speed of convergence of the algorithm.
C. RPCA-KFE with New Observations
In this section, we show how the proposed RPCA-KFE algorithm could be adapted to deal with new observations. Matrices
) are respectively the current set of data points, low rank, and sparse components as before. D 
where L (1) and S (1) for the low rank and sparse components, founding uding Robust PCA. The overall problem (6) could be rewritten as:
Here, s tj k j=1
are sparse components corresponding to L r . Instead of starting solve the problem from the beginning as in Section III.B, the algorithm will be adapted as follows. SinceL (0) r is the set of selected key frames for L (0) (the low rank component), it becomes the initial set of key frames. Hence, the initial coefficient matrix for the new dataset will be computed by:
In the iterative process, the search space for each element is restricted among elements from the new observations L (1) only, not the whole dataset L = L (0) L (1) . In particular, the algorithm considers the cost of changing from a current key frame in L (0) r into a new frame in L (1) . The new frame will be selected as a key frame if it leads to a smaller cost than the current one. In particular, we consider the algorithm at the i th sub-step of the ξ th main step, similar to the previous section. To update the current key frame l ti+1 (ξ−1) into l ti+1 (ξ) , the adapted RPCA-KFE algorithm consider l ti+1 (ξ) ∈ L
(1) only. 
IV. EXPERIMENTAL RESULTS
A. Dataset
While most prior efforts were applied to structured videos and used certain publically available datasets, we worked on a dataset of consumer videos. In particular, our simulations were run on the Kodak Home Video Database [11] . These clips were captured using KodakEasyShare C360 and V550 zoom digital cameras, with a VGA resolution (frame size of [640x480]). We perform our experiment on a set of 7 consumer video clips for evaluation and comparison. The detailed description of these clips is provided in Table I . They vary in duration from 250 frames to 656 frames, approximately 485 frames per clip on average. The average number of key frames is five per clip, and it depends on the number of key frames in the ground truth (explained below). The proposed algorithm does not perform any pre-sampling as in previous approaches, such as at a predetermined rate [24] or by selecting only Iframes [25] . Therefore, it is rather straightforward to extend the proposed algorithm for longer video clips in conjunction with simple sub sampling (e.g. 15 minutes if a pre-sampling rate at one frame/sec is employed).
B. The ground truth
The RPCA-KFE methods results are compared with the ground truth agreed by multiple human judges. The goals of creating the ground truth are to: (1) create a reference database of video clips, particularly for consumer video space; (2) identify a foundation by which automated algorithms can be used for comparison; (3) uncover the criteria used by human evaluation so they may influence algorithm design [11] . To establish the ground truth, three human judges were asked to independently browse the video clips and provide the key frames. Photographers who actually captured the videos were not selected as the judges. The key frames estimated by the three judges were reviewed in a ground session with a fourth judge (arbitrator) to derive final key frames for each of the video clips. Furthermore, the judges also need to keep the purpose of the frame selection task as a summarization of input video when making their decision [11] . The number of key frames was determined by the human judges based on the representatives and quality of the corresponding video clips.
C. Parameter Selection
For a given input video, each frame was first converted into YCbCr format, and down-sampled into a resolution of 80×60. The algorithm works with the luminance channel only. A frame of size 80 × 60 is converted to a column vector of dimension 4800×1. The input video becomes a dataset of high (normally full) rank matrix, dimension of [4800, number of frames]. Robust PCA method has been exploited to decompose the input data matrix into the low rank and sparse components. We use the augmented Lagrange multiplier method for this kind of decomposition because of its high accuracy in a small number of iterations. Some other parameters for this decomposition include: the maximum number of iterations is set to 100, and the tolerance of stopping criterion equals to 1e − 5, and the constant parameter balancing two components is λ 0 = 1/ max(4800, numberframes) as suggested by Candes et al. [17] . Algorithm 1 has been performed for the two obtained components. In the experiment, the initial set of key frames is sampled uniformly from the video sequence. The parameter γ is selected as a rule of thumb, γ=1. That means we consider these two types of information (distinct and systematic) to be equally important. We test the obtained result with some different values of maximum iteration (stopping rule), ξ max , and see that the algorithm converges quickly to the stable results in many cases. There is only two videos (SoloSurfer and SkylinefromOverlook), where the obtained set of selected key frames in second iteration (ξ max =3) is slightly different from the set of selected key frames from the first iteration (ξ max =2). Therefore, in our experiments, we select the maximum number of iterations ξ max =2 to minimize the computation burden. This implies that the algorithm requires only one iteration with k sub-steps to stop.
D. Baseline Algorithms
Sparse modeling finding representative (SMFR) [21] method was developed based on an assumption that each data point can be expressed as a linear combination of the representatives. The self-expressiveness property has been studied along with additional constraints for the representative selection problem. (The software implementation of this method is available online).
The color histogram based method of UCF [26] exploits the color histogram intersection similarity measure to extract key frames. The algorithm depends on how to select the first key frame (normally the first frame of video is selected as key frame), and then next frames are selected based on how they differ from the current selected key frames.
Motion based key frame extraction (MKFE) [11] method was developed based on analysis of spatio-temporal changes over time for capturing semantically meaningful information from the scene and camera motions. In particular, a video clip is segmented into homegenerous parts based on camera motion types, e.g. pan, zoom, pause, and steady. A set of candidate key frames has been extracted based on the motion type corresponding to each segment. Finally, the set of key frames is extracted from the initial candidate key frame set based on confidence measure of each frame. [12] , the BGS (2nd row) [13] , and the ground truth (the last row).
Sparse representation based method (SR) [12] is a typical sparse representation based clustering method in which each video frame is projected onto a low dimensional random feature space. A symmetric matrix is created from the projected dataset based on sparse representation, and then normalized clustering algorithm is applied for clustering the dataset. Middle frame in term of temporal order from each cluster will be selected as a key frame.
Bi-layer group sparsity (BGS) [13] approach segments each input video frame into visually homogenous patches, and proposed the bi-layer group sparsity approach by combining the traditional group sparse Lasso and Moreau-Yosida regulation. The spatial correlation is considered among frames for the first layer and the temporal correlation among frames is then considered for the final frame quality score.
E. Evalution
In order to quantitatively evaluate the performance of an automated algorithm in selecting key frames relative to the key frames in the ground truth, we examine both image content and time differences as have been done in prior efforts [11] [12] [13] . In particular, if the selected key frame by an automated algorithm has (a) similar content and (b) is within one second (30 frames) of the corresponding key frame in the ground truth, then the algorithm receives one full point. Otherwise, if the predicted key frame is only similar to the frame in the ground truth, but the time difference is larger than the threshold (30 frames), then the algorithm gets 0.5 point. In the latter case, if the selected key frame does not have similar content to the frame in the ground truth, then the algorithm receives no points. This happens in some videos, where a selected key frame is close to a key frame in the ground truth, however the content is not similar.
Quantitative Comparison: we compare the proposed RPCA-KFE algorithm with totally three other key frame extraction methods from the baseline algorithms. The overall result and comparison of our proposed RPCA-KFE algorithm with these leading approaches are summarized in Table 2 . Our method achieves the best results among them. More importantly, the RPCA-KFE algorithm does not require shot detection, segmentation, or semantic understanding.
Visual Comparison: Fig.2 shows the result of SkylinefromOverlook video. The video contains six key frames in the ground truth (the last row on the right figure), which was captured outdoors with a significant amount of change in perspective and brightness. In this video, the SR-based method [12] obtains 3.5 points. There are three frames (#28, 329, and 532) that get full one points due to the similarity of content as well as the within the threshold time difference. The second frame (#161) gets 0.5 points since it has similar content to the key frame #206; however, the time difference is beyond the threshold. The BGS [13] method performs slightly better with full 4 points for this video. However, there are two redundant frames of similar content. Our proposed RPCA-KFE method extracts successfully five key frames in this video, missing only the last key frame from the ground truth. As before, the ground truth is shown in the last row for comparison. Fig.3 shows the results of and HappyDog video. The video includes four key frames in the ground truth (row e) that focus on capturing different positions of the dog. Different camera operators, such as camera moving, object moving, pan, zomming, etc, have been used in this video. Our RPCA-KFE method obtains the best result (quantitatively 3.5 points) compares with other methods. The full comparison of all videos could be found at http://www.egr.msu.edu/ ∼ dangchin/ TIP RPCA Results.pdf.
Computational Complexity: since the source codes of the other methods being compared here are not available, and the time required for producing a set of key frames or a video skimming excerpt depends on a particular hardware, it is almost impossible to produce a fair comparison in term of complexity among these methods. In this paper, we evaluate the average processing time per frame, as appeared in [26] to evaluate the complexity. According to those experiments, our HIP-based technique takes 1.469 second on average to process a single frame, including 0.233 second per frame for RPCA decomposition input signal into low rank and sparse components, and then solving an optimization problem (on average 1.236 second per frame). This particular number depends on the computational power of the underlying hardware. In our work, we used an Intel Core E7500 2.93Ghz platform.
The average processing time per frame could be reduced by a factor depending on a presampling rate, and the image resize ratio in comparison with the size of 80x60, which we used in our experiments. For example, using a pre-sampling rate of 1frame/sec, the average time per a single frame could be reduced into 0.0612 sec/frame.
V. CONCLUSION
We proposed an automatic algorithm to extract a set of key frames from a video using RPCA. Our work was based on the assumption that the low rank component contains systematic information along with the distinct information from the sparse component. We formulate the problem of key frame extraction from a video as an optimization problem and analyzed the advantages of using 1 norm based optimization. A greedy algorithm has been proposed to solve the non-convex optimization problem. Experiments were performed on a consumer video dataset, and the obtained results were compared with state-of-the-art methods to validate the effectiveness of the proposed algorithm.
APPENDIX
Proof of Lemma 1. (end of proof)
