In this paper, we generalize the W 2,p interior estimates of fully nonlinear elliptic equations that were obtained by Caffarelli in [1] . The generalizations are carried out in two directions. One is that we relax the regularity requirement on the "constant coefficients" equations and the other one is that we broaden the range of p.
Introduction
This paper deals with the following equation:
where B 1 is the unit ball in R n (n ≥ 2) and F : S(n) × B 1 → R is uniformly elliptic, i.e., there exist 0 < λ ≤ Λ such that for a.e. x ∈ B 1 , λ N ≤ F (M + N, x) − F (M, x) ≤ Λ N , ∀ M, N ∈ S(n), N ≥ 0, where S(n) denotes the set of n × n symmetric matrices and N the spectral radius, and N ≥ 0 means the nonnegativeness. W 2,p estimates will be obtained by using perturbation method. Roughly speaking, suppose that all solutions to F (D 2 u, x 0 ) = 0 have sufficient regularity for all x 0 ∈ B 1 and the oscillation of F in x is small enough, then the desired regularity can be obtained for F (D 2 u, x) = f in B 1/2 . This was done by Caffarelli in his celebrated work [1] (see also Chapter 7 [2] ), where he required that F (D 2 u, x 0 ) = 0 satisfied C 1,1 interior estimates and obtained W 2,p estimates of (1.1) for n < p < +∞. Here we will generalize this result to less of a requirement on the regularity of F (D 2 u, x 0 ) = 0 and a larger range of p. In this paper, we will use C 2 −viscosity solutions and W 2,p −viscosity solutions whose definitions can be found in many papers. For instance, see Definition 2.3 in [2] for the former (called viscosity solutions there) and Definition 2.1 in [3] for the later (called L p − viscosity solutions there). In order to state our results clearly, we need the following definitions. Weaker W 2,q interior estimates requirement will be used in this paper: Definition 1.2. We say that F (D 2 w, x 0 ) has W 2,q interior estimates with constant c e if for any w 0 ∈ C(∂B 1 ), there exists a W 2,q −viscosity solution w ∈ W To measure the oscillation of F in x, we need the following definition.
In 1989, Caffarelli proved the following (Theorem 7.1 [2] , see also Theorem 1 [1] ): Proposition 1.4. Let u be a C 2 −viscosity solution of (1.1). Assume that F (0, ·) ≡ 0 in B 1 and that F (D 2 w, x 0 ) has C 1,1 interior estimates with constant c e for any x 0 ∈ B 1 . Let n < p < +∞ and suppose that f ∈ L p (B 1 ). Then there exist positive constants β 0 and C depending only on n, λ, Λ, c e and p, such that if
We will relax the condition that F (D 2 w, x 0 ) has C 1,1 interior estimates to that F (D 2 w, x 0 ) has W 2,q interior estimates. Of course, we need a closer connection between (1.1) and F (·, x 0 ) = 0 in the sense that p 2 > n for the integrability of β(x, x 0 ). Actually, we have:
Let u be a W 2,p −viscosity solution of (1.1). Assume that F (0, ·) ≡ 0 in B 1 and that F (D 2 w, x 0 ) has W 2,p1 interior estimates with constant c e for a.e. x 0 ∈ B 1 . Suppose that f ∈ L p (B 1 ). Then there exist positive constants β 0 and C depending only on n, λ, Λ, c e , p, p 1 and p 2 , such that if
, we see that Proposition 1.4 is a special case of Theorem 1.5.
(ii) It should be noted that the viscosity solutions of F (D 2 u, x 0 ) = 0 do not necessarily lie in C 1,1 . In fact, Nadirashvili et al. formulated equations F (D 2 u) = 0 who have solutions in W 2,p for some n < p and not in C 1,1 (see [8] - [10] ).
(iv) Proposition 1.4 requires that F is continuous in x whereas we don't need this assumption.
To prove Proposition 1.4 and Theorem 1.5, the Aleksandrov-Bakelman-Pucci maximum principle and Harnack inequality will be used essentially, where f ∈ L p with p ≥ n is needed. Relying on Fok's results (Theorem 3.1 and Theorem 5.20 in [6] ), we see that the range of p can be enlarged to p ≥ n − ǫ 0 , where ǫ 0 > 0 depends only on n, λ and Λ. Accordingly, we generalize Theorem 1.5 to the following.
where ε 0 > 0 originates from Theorem 3.1 in [6] and depends only on n, λ and Λ. Let u be a W 2,p −viscosity solution of (1.1). Assume that F (0, ·) ≡ 0 in B 1 and that F (D 2 w, x 0 ) has W 2,p1 interior estimates with constant c e for a.e. x 0 ∈ B 1 . Suppose that f ∈ L p (B 1 ). Then there exist positive constants β 0 and C depending only on n, λ, Λ, c e , p, p 0 , p 1 and p 2 such that if
A priori W 2,p estimates for n − ε < p were obtained by Escauriaza [5] in 1993 where ε > 0 can be traced back to [4] . In 1996, Fok in [6] generalized the Aleksandrov-Bakelman-Pucci maximum principle of (1.1) to allowing f ∈ L p for n − ε 0 < p. At almost the same time, Caffarelli et al. (see Theorem B.1 in [3] ) obtained analogous W 2,p estimates for strong solutions instead of classical solutions in [5] . This allowed authors to treat equations in measurable functions space. Furthermore, [3] generalized the equation to the full form, i.e., F (D 2 u, Du, u, x) = f , where a structure condition was needed. In 1997,Świech gave the W 2,p estimates for W 2,p −viscostiy solutions for p ≥ n − ε 0 (see Theorem 3.1 [12] ), but our method is different from his. Recently, Winter [14] obtained the global estimates analogous to interior estimates in [12] . We also note that Wang [13] gave the W 2,p estimates of fully nonlinear parabolic equations.
It should be noted that all mentioned papers above depend on the C 1,1 estimates for equations with constant coefficients whereas we only need a weaker W 2,p1 interior estimates. This paper is organized as follows: We prepare some preliminaries in Section 2. Theorem 1.7 will be proved in Section 3 and it is clear that Theorem 1.5 is an easy consequence of Theorem 1.7. The main technique of the proof is borrowed from [2] . That is, we use polynomials of degree 2 to touch solutions and estimate the decay of the measure of the set on which touching polynomials have large aperture. We use the following notations in this paper, many of which are standard.
Notation. 1. |x|: the Euclidean norm of x ∈ R n . 2. B(x, r) or B r (x): a ball of radius r centered at x in R n and B r : = B(0, r). 3. Q(x, r) or Q r (x): a cube of side-length r centered at x in R n and Q r : = Q(0, r). 4. |A|: the Lebesgue measure of a measurable set A ⊂ R n . 5. S(n): the set of n × n symmetric matrices. 6. N : the spectral radius of N ∈ S(n). 7. N + , N − : the positive and the negative parts of N ∈ S(n). 8. tr(N ): the trace of N ∈ S(n).
|f (x)|dx, the maximal function of f .
Preliminaries
For the reader's convenience, we collect some preliminaries related to fully nonlinear elliptic equations and viscosity solutions. In addition, we present here some results which will be used in the next section.
First, we introduce the Pucci extremal operators (see Section 2.2 [2] or [11] ). Let 0 < λ ≤ Λ and N ∈ S(n) be given. We define
Next, since the idea of the proof of Theorem 1.7 is to use polynomials of degree 2 to touch the solutions, we present here some preliminaries about this technique. Definition 2.1. A paraboloid is a polynomial in (x 1 , ..., x n ) of degree 2. We call P a paraboloid of opening M if
where M is a positive constant, l 0 a constant and l a linear function. P is convex if we have + in above equation and concave when we have −.
Definition 2.2. Given two continuous functions u and v defined in an open set Ω and a point x 0 ∈ Ω, we say that v touches u by above at x 0 in Ω whenever
We also have the analogous definition of touching by below.
Definition 2.3.
Let Ω ⊂ R n be bounded and u ∈ C(Ω). For x ∈ Ω, we define Θ(u, Ω)(x) = inf{M : there exists a convex paraboloid of opening M that touches u by above at x in Ω}.
Analogously, we define Θ(u, Ω)(x) = inf{M : there exists a concave paraboloid of opening M that touches u by below at x in Ω}.
Finally, we define Θ(u, Ω)(x) = max{Θ(u, Ω)(x), Θ(u, Ω)(x)}.
Θ(u, Ω) can be used to represent the second derivatives of u. Here, we have the following two results. The first was proved by Caffarelli and Cabré (see Proposition 1.1 [2] ): Proposition 2.4. Let 1 < q ≤ +∞ and u be a continuous function in Ω. Let ε be a positive constant and define
In fact, the converse is also true:
where C depends only on n, q and Ω.
Proof. Letũ be the extension of u to R n . Take q 1 = (q + n/2)/2 and n/2 < q 0 < min(n, q 1 ). Let x 0 ∈ Ω be a Lebesgue point ofũ, Dũ and D
2ũ
. We define
Then by Morrey's inequality, we have
From Poincare's inequality, we have
where m(g) denotes the maximal function of g. On the other hand, from Appendix C in [3] , we have
Hence, from (2.2), (2.3) and (2.4), we have
Note thatũ = u in Ω, we have
Hence, for a.e. x 0 ∈ Ω,
We have the corresponding inequality for Θ(u, Ω). Therefore,
From the viewpoint of which polynomials touch a solution, we have the following definition.
Definition 2.6. Let Ω ⊂ R n be bounded and u ∈ C(Ω). For any M > 0, we define
there exists a convex paraboloid of opening M that touches u by above at x in Ω} and A M (u, Ω) = Ω\G M (u, Ω). Analogously, we define
there exists a concave paraboloid of opening M that touches u by below at x in Ω}
Remark 2.7. From above definitions, it is clear that
We also use the following Calderón-Zygmund cube decomposition. Let Q 1 be the unit cube. We split it into 2 n cubes of half side. We do the same splitting with each one of these 2 n cubes and we iterate this process.
Then |A| ≤ δ|B|.
Proof. See Lemma 4.2 [2] .
We also need the following proposition whose proof is left to the reader.
Proposition 2.9. Let g be a nonnegative and measurable function defined in Ω and µ g be its distribution function, i.e., µ g (t) = |{x ∈ Ω : g(x) > t}| , t > 0.
Let η > 0 and M > 1 be constants. Then, for 0 < q < +∞,
, where C > 0 is a constant depending only on η, M and q.
W 2,p interior estimates
In this section, we will prove Theorem 1.7. By scaling and covering arguments, we only need to prove the following: Theorem 3.1. Let p, p 0 , p 1 and p 2 be the same as in Theorem 1.7. Let u be a W 2,p −viscosity solution of
Suppose that F (0, ·) ≡ 0 and F (D 2 w, x 0 ) has W 2,p1 interior estimates with constant c e for any x 0 ∈ B 8 √ n . Assume that
where ε and C are positive constants depending only on n, λ, Λ, c e , p, p 0 , p 1 , and p 2 . Furthermore, combining with Proposition 2.4, (2.5) and Proposition 2.9, we only need to prove
1)
for some constants M and C depending only on n, λ, Λ, c e , p 1 , p 2 and p.
The outline of the proof of (3.1) follows that in [2] . First, we prove that |A t | has a power decay in t for u ∈ S q (f ). Second, we use an approximation to accelerate the power decay corresponding to F (D 2 u) = f . From now on, unless otherwise stated, p, p 0 , p 1 and p 2 are fixed.
Lemma 3.2.
Let Ω be a bounded domain such that B 6 √ n ⊂ Ω and u be continuous in
where C 1 and µ are positive constants depending only on n, λ, Λ and q.
Proof. We adopt the idea from Lemma 4 in [5] . It follows from Corollary 3.10 [3] that there exists a unique
By the generalized Aleksandrov-Bakelman-Pucci maximum principle (see Theorem 3.1 and Remark 3.2 [6] ), we have
√ n in the viscosity sense. Extend v continuously in Ω such that |v| ≤ C. Hence,
where µ depends only on n, λ and Λ. Similarly, since
Next, we show that there exists a constant C such that, for any t ≥ 1, 5) where N is a set of measure zero. Equivalently, we show that
On the one hand, since v is differentiable almost everywhere, for a.e. x ∈ G t (−v, Ω), we have
In particular, w(y) : w ≤ C inf
On the other hand, since m(f q )(x) ≤ t q , we have f L q (Br (x)) ≤ tr n/q . Hence,
where σ is chosen such that y ∈ ∂B 6 √ n , and noting that |v| ≤ C and t ≥ 1, we get |Dv(x)| ≤ Ct.
Therefore, combining with (3.8), we have
Hence, x ∈ G Ct (v, Ω) ∩ Q 1 , i.e., (3.6) holds. Finally, from (3.3), (3.4) and (3.5), we have
By the similar argument, we have
This implies (3.2).
Remark 3.3. (3.2) implies that u ∈ W 2,δ for some δ > 0. This was first proved by Lin [7] , where q ≥ n is needed.
We will use the following approximation lemma to accelerate the power decay of A t .
Lemma 3.4. Let 0 < ε < 1 and u be a W 2,p0 −viscosity solution of
interior estimates with constant c e . Assume that
where ϕ(x) = f (x) − F (D 2 h(x), x), and C 2 and 0 < γ < 1 are positive constants depending only on n, λ, Λ, c e , p 0 , p 1 and p 2 .
Using the W 2,p1 interior estimates and a covering argument, we have
By interior Hölder estimates (see Theorem 5.21 [6] ), we know that u ∈ C α (B 7 √ n ) and
where 0 < α < 1 and C > 0 depend only on n, λ, Λ and p 0 . From the interior Hölder estimates, we easily get the following global Hölder estimates (see Proposition 4.12 and Proposition 4.13 in [2] ):
where C > 0 depends only on n, λ and Λ. Let 0 < δ < 1 and
√ n and we apply the scaled version of (3.11) . By a standard covering argument, we have
From the definition of β, we have
. On the other hand, since u − h = 0 on ∂B 7 √ n , we have, by (3.10) and
, combining with (3.12), (3.13) and (3.14), we conclude that
Lemma 3.5. Take 0 <ε < 1 and M 1 > 1 satisfying that
whereC is a constant which will be determined below and depends only on n, c e and p 1 , and c n > 1 is a constant depending only on n which will be determined in (3.19) .
Let Ω be a bounded domain such that B 8 √ n ⊂ Ω and u ∈ C(Ω) be a
Proof. Take 0 < ε 1 < 1 to be chosen later. Let h be given by Lemma 3.4 applied with ε 1 . Recall that h ∈ C(B 6
√ n ) and we extend h outside B 6 √ n continuously such that h = u in Ω\B 7
√ n . Combining with Lemma 2.5, (2.5) and h W 2,p 1 (B 6 √ n ) ≤ C where C depends only on n and c e , we have
where C 3 depends only on n, c e and p 1 . Consider
where C 2 and γ are the constants in (3.9) . It is easy to check, using Lemma 3.4 , that w satisfies the hypothesis of Lemma 3.2 in Ω. We apply Lemma 3.2 and get
Therefore, combining with (3.17), we have
TakingC = 2C 3 2 p1 , t = M 1 /2 and ε 1 small enough, then we have proved the lemma.
whereε and ε 1 are the same as in Lemma 3.5, and M = c n M 1 (see (3.15)).
Proof. Let x 1 ∈ G 1 (u, Ω) ∩ Q 3 . It follows that there is an affine function L such that
where c n is a large number depending on n such that
√ n . Apply Lemma 3.5 to v, which is the W 2,p0 −viscosity solution of
Lemma 3.7. Under the hypothesis of Theorem 3.1 where ε is small enough and depends only on n, λ, Λ, c e , p, p 0 , p 1 and p 2 , extend f by zero outside B 8 √ n and let, for k = 0, 1, 2, ...,
Where M > 1 and 0 <ε < 1 are the same as in Lemma 3.6, and c 3 > 0 depends only on n, λ, Λ and c e .
Proof. We use Proposition 2.8 with δ =ε. Clearly, A ⊂ B ⊂ Q 1 . Without loss of generality, we assume that
√ n ) ≤ c(n, p 2 )ε, Lemma 3.5 applied with Ω = B 8 √ n , gives that
by taking ε small enough such that c(n, p 2 )ε ≤ ε 1 (We will always take ε small enough so that we can apply Lemma 3.5 and Lemma 3.6.). Hence, |A| ≤ε. It remains to check that if
thenQ ⊂ B (recall thatQ is the predecessor of Q). First, we assume that F (D 2 w, x 0 ) = 0 has W 2,p1 interior estimates. SupposeQ B and take x 1 such that
Consider the transformation
Let us check thatũ satisfies the hypothesis of Lemma 3.6 with Ω replaced byΩ, the image of Ω under the translation above; here Ω = B 8 √ n . Since If F (D 2 u, x 0 ) doesn't have W 2,p1 interior estimates, then for any δ > 0, we take a cube Q l (x 0 ) ⊂ Q such that |Q\Q l (x 0 )| < δ andQ ⊂ Q 4l (x 0 ). Then we can process the proof as above with noting that G 1 (u, Ω) ∩ Q 4 = ∅ also implies |G M (u, Ω) ∩ Q 1 | ≥ 1 −ε (see (3.18) ). Since δ is arbitrary, we draw the conclusion. Now, we give the main result Theorem 1.7's Proof. Recall that we only need to prove (3.1). We define, for k ≥ 0,
By Lemma 3.7, α k+1 ≤ε(α k + β k ).
Hence
√ n ) ≤ C. Hence, by Proposition 2.9,
Finally, combining with (3.15), (3.23) and (3.24), we obtain (recall M = c n M 1 ):
where C is a constant depending only on n, λ, Λ, c e , p 0 , p 1 , p 2 and p.
