In this paper, we describe the results of sentiment analysis on tweets in three Indian languagesBengali, Hindi, and Tamil. We used the recently released SAIL dataset (Patra et al., 2015) , and obtained state-of-the-art results in all three languages. Our features are simple, robust, scalable, and language-independent. Further, we show that these simple features provide better results than more complex and language-specific features, in two separate classification tasks. Detailed feature analysis and error analysis have been reported, along with learning curves for Hindi and Bengali.
Introduction
Sentiment Analysis (also known as Opinion Mining) refers to the problem of identifying the dominant sentiment in a given piece of text. The sentiment is usually modeled as a categorical variable with three values: positive, negative, and neutral. With the proliferation of social media data such as blogs, news articles and comments on them, YouTube comments, Amazon product reviews and Yelp reviews, online forum discussions, tweets, Facebook posts, and emails, we face an ever-increasing need to process this information and distill the evaluative sentiment present in these pieces of text, so that we can better identify and analyze the minds of the people -usually in order to make better policy decisions, be it in business or government.
Sentiment Analysis in Twitter data is relatively recent (we discuss relevant related work in Section 2), and sentiment analysis of tweets in Indian languages is more recent still. It was only last year, for example, that a sizable corpus of sentiment-annotated tweets was released as part of the SAIL task (Patra et al., 2015) in three different Indian languages -Bengali, Hindi, and Tamil.
In this paper, we have two goals:
1. Can we beat the performance of the systems that participated in the SAIL task?
2. Can we do so using a set of features that are simple, robust, scalable, and language-independent?
Note that language-independence is critical for Indian languages, because India has hundreds of languages, 1 and most of them are resource-poor. 2 Robustness and Scalability, on the other hand, are necessary to combat the exponential increase in content in Indian languages. At this point, it is useful to point out that the dominant categories of features used so far in sentiment analysis of Indian languages fail in at least one of the four criteria (Table 1) . Syntax does not scale because we still do not have dependency parsers for Indian languages. WordNet is not robust (and does not scale) because it needs continuous improvement, hand-curation, regular maintenance, and management. Besides, its coverage is small. In this paper, we design a set of features that meet all four criteria, and still achieve state-of-the-art performance.
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1 https://en.wikipedia.org/wiki/Languages_of_India 2 With more data, we can use deep learning for sentiment analysis (Zhang et al., 2015) for Indian languages, but we are not quite there yet. Indian languages still do not have sufficient annotated data for training convolutional neural networks. Syntax  FAIL  SO-SO  FAIL  FAIL  WordNet  OK  FAIL  FAIL  FAIL  N-grams  OK  OK  OK  OK  Surface  OK  OK  OK  OK   Table 1 : Features used in sentiment analysis of Indian languages. First two rows are used in existing research, whereas we focus on the last two rows. WordNet refers esp. to SentiWordNet (Baccianella et al., 2010; Das and Bandyopadhyay, 2010) .
Simplicity Robustness Scalability Language-independence
The rest of this paper is organized as follows. We discuss relevant literature in Section 2. Section 3 gives details on the SAIL task, especially the data, task description, and our adaptation of it. We also describe our features, classifiers, and experimental methodology in this section. Section 4 provides experimental evaluation, along with feature ranking, error analysis, learning curves, and important insights. We conclude in Section 5, outlining our contributions, limitations, and directions for future research. Relevant terminology is introduced as and when they first appear in the paper.
Related Work
The overall task of sentiment analysis has been described in the books by Liu (2015) , and Pang and Lee (2008) . Essentially, the task is modeled as a three-way classification where a piece of text must be given one of the labels -positive, negative, or neutral. Sometimes the task is formulated as a regression problem, where a continuous output is desired. More details can be found in the surveys by Feldman (2013) , and Montoyo et al. (2012) .
The task of Twitter Sentiment Analysis is relatively recent. One of the first studies (Go et al., 2009 ) looked into this problem as a query-driven classification task. Using emoticons as (noisy) labels, authors achieved an accuracy above 80%. Subsequently, Pak and Paroubek (2010) created a corpus of 300,000 tweets (balanced between positive, negative and neutral classes) by querying happy and sad emoticons, and newswire tweets. The authors analyzed the relationship between POS tags and sentiment label of a tweet. A classification framework was then designed to investigate the relationships between training set size and test F-score, accuracy and negation words, accuracy and n-gram size, and salience vs. entropy. Kouloumpis et al. (2011) showed that part-of-speech features are not very useful for Twitter sentiment analysis, whereas Agarwal et al. (2011) reported that POS-specific prior polarity features and tree kernels result in a 4% increase in accuracy over state-of-the-art. Zhang et al. (2011) performed Twitter sentiment analysis at the entity level, and Wang et al. (2012) reported a real-time system for Twitter sentiment analysis of US Presidential elections. A. R. et al. (2012) reported the first study in cross-lingual sentiment analysis for Indian languages, where they showed that using WordNet senses as features can successfully bridge the language gap, achieving an accuracy improvement of 14%-15% over an approach that uses a bilingual dictionary. Sharma et al. (2014) reported a survey of sentiment analysis in Hindi, and Pandey and Govilkar (2015) proposed a system for sentiment analysis of Hindi movie reviews using Hindi SentiWordNet. Patra et al. (2015) reported the SAIL task, and the data released as part of it. Six teams submitted their systems. One of the best-performing systems is reported in (Kumar et al., 2015) that used distributional thesauri and sentence-level co-occurrences to expand Indian sentiment lexicons. They achieved an accuracy of 43.2% and 49.68% for the constrained submissions for Bengali and Hindi, respectively. A second system, reported in (Sarkar and Chakraborty, 2015) achieved constrained accuracy of 41.2% and 50.75% for Bengali and Hindi, respectively, using Multinomial Naive Bayes classifier. Finally, Akhtar et al. (2016) created an annotated dataset for aspect-based sentiment analysis in Hindi, consisting of Hindi product reviews crawled from multiple websites. The authors obtained an average F-score of 41.07% for aspect term extraction, and an accuracy of 54.05% for sentiment classification. 
Task Description
The SAIL task (Patra et al., 2015) released a set of sentiment-annotated tweets in three languagesHindi, Bengali, and Tamil. The statistics are shown in Table 2 . Each tweet was human-annotated as positive, negative, or neutral. Training data was released for all three languages, whereas development data was available for only two languages -Hindi and Bengali. We did not have access to the test data for any of the languages, so we performed our experiments only on training and development data. The SAIL task defined two types of submission -constrained and unconstrained. In the constrained submission, participants were only allowed to use the corpora released as part of the task, and the Indian SentiWordNet from Das and Bandyopadhyay (2010) . In the unconstrained submission, participants were additionally allowed to use any external resources such as POS-taggers, named entity recognizers, parsers, and additional data. Participants were requested to report the external resources they used.
At the end of the task, it was observed that constrained systems performed better than unconstrained ones (please see Table 3 of (Patra et al., 2015) ). We therefore chose to work with the constrained version of the task. We ran two types of classification experiments: (1) 2-class classification: positive and negative tweets only; (2) 3-class classification: positive, negative, and neutral tweets. As mentioned before, we did not have access to the test data, so we performed stratified 10-fold cross-validation on the training data, chose the best model (features + classifier) from the cross-validation experiments, retrained the model on whole training data, and tested it on the development data. Final accuracy values are thus reported on the development data. Note that Tamil did not have a development dataset, so for Tamil we only report accuracy values from 10-fold cross-validation.
We experimented with four categories of features: (1) Word n-grams (n = 1, 2, 3) with and without stop words. 3 , (2) Character n-grams (n = 1, 2, 3) with and without space characters and punctuation symbols, (3) Surface features (described later), and (4) SentiWordNet features (Das and Bandyopadhyay, 2010) (described later).
Note that the first three categories of features meet the simplicity, scalability, robustness, and languageindependence criteria outlined in Section 1 (Table 1) . For the word and character n-gram features, we experimented with three representations: binary (presence/absence), term frequency (tf), and tfidf. For the surface features, we used twelve of them, as follows: (1) Number of words in the tweet, (2) Number of characters in the tweet, (3) Number of hashtags in the tweet, (4) Number of English-character segments in the tweet, (5) Average English segment length in words, (6) Average English segment length in characters, (7) Number of "@" symbols in the tweet, (8) Number of "RT @" symbols in the tweet (retweets), (9) Number of "http:/" in the tweet (hyperlinks), (10) Number of punctuation characters in the tweet, (11) Number of punctuation characters, without leading and trailing periods, (12) Type-token ratio of the tweet (number of unique words divided by number of words).
Most of the surface features are derived from a manual inspection of the training data. For the SentiWordNet features, we constructed a vocabulary from all unique words given in the SentiWordNet files released by Das and Bandyopadhyay (2010) . Then we used the following encoding: Positive word: +5, Neutral word: +4, Negative word: +3, Ambiguous word: +2, and added up the scores for each unique word. So for example, if the word "ABCD" appears twice as positive and once as neutral, then its score will be 2 × 5 + 4 = 14. With these scores as our vocabulary, we experimented with three representations -binary, tf, and tfidf -as features. Note that SentiWordNet does not meet all the criteria outlined in Table  1 . However, we still used it to compare other features with SentiWordNet, and see how it performs. We used six different classifiers from the scikit-learn package (Pedregosa et al., 2011) with default parameter settings: Multinomial Naive Bayes (NB), Logistic Regression (LR), Decision Tree (DT), Random Forest (RF), SVM SVC (SV), and SVM Linear SVC (LS). In the next section, we will see how the combinations of different features and classifiers perform. Classifiers are written as "NB", "LR", etc.
Results
We show the results for 2-class classification in Table 3 , and the results for 3-class classification in Table  4 . Results from term frequency (tf) and tfidf representations have been omitted due to space restrictions; Table 3 : % accuracy of 2-class classification for three languages on 10-fold cross-validation on the training data. AW = all words, NS = all words except stop words, OS = only stop words. AC = all characters, SS = all characters except space, PP = all characters except punctuation, SP = all characters except space and punctuation. Rightmost six columns are classifiers, as indicated at the end of Section 3. Table 4 : % accuracy of 3-class classification for three languages on 10-fold cross-validation on the training data. AW = all words, NS = all words except stop words, OS = only stop words. AC = all characters, SS = all characters except space, PP = all characters except punctuation, SP = all characters except space and punctuation. Rightmost six columns are classifiers, as indicated at the end of Section 3. however, they are qualitatively similar to the binary feature representation. 4 There are several observations to be made from Tables 3 and 4 . The first observation is that overall, Hindi has the highest accuracy values, followed by Tamil, followed by Bengali. This indicates that sentiment classification in Bengali is the most difficult, followed by Tamil and Hindi. Later, we will perform error analysis to see which cases are the most difficult. Note further that we did not have access to a Tamil stop word list, hence the absence of "OS" and "NS" types for Tamil. Another interesting observation is that the accuracy values from 2-class classification are substantially higher -cell for cell -than those from 3-class classification. This shows that the 2-class classification task is substantially easier than the 3-class classification task. Surface features performed very well in this task, which is a surprising finding. It shows that a handful of manually chosen features can go a long way when the features are inspired by the data. Feature ranking by importance showed that tweet length in words and characters, and the number of punctuation symbols were the most important features in this category. SentiWordNet features performed comparably to surface features; however, their performance was not affected by the classifier used or the feature representation (binary/tf/tfidf). We believe that the reason this happened is because SentiWordNets are highly language-specific, and any feature representation would perform equivalently good (or bad) depending on what language we are dealing with, not what classifiers we have at our disposal.
The best performance numbers came from word and character n-grams, thereby showing beyond doubt that simple, robust, scalable, and language-independent features outperform complex, fragile, cumbersome, and language-dependent features. The best-performing feature-classifier combinations are as follows: 5
• Bengali, 2-class: Word unigrams, no stop words, tfidf, NB classifier (67.83%).
• Bengali, 3-class: Word unigrams, all words including stop words, binary, LR classifier (51.25%).
• Hindi, 2-class: Word unigrams, all words including stop words, binary, LR classifier (81.57%).
• Hindi, 3-class: Word unigrams, all words including stop words, tf, LR classifier (56.96%).
• Tamil, 2-class: Word unigrams, all words including stop words, binary, NB classifier (62.16%).
• Tamil, 3-class: Character unigrams, all characters, tf, RF classifier (45.24%).
Note that our best 3-class accuracy values are better than the best reported accuracy values in (Patra et al., 2015) . We obtained 51.25% for Bengali compared to 43.2%, 56.96% for Hindi compared to 55.67%, and 45.24% for Tamil compared to 39.28% -in the constrained version of the task. With the best combinations, we went ahead and trained them on the whole training data, and tested the models on the development data made available for Hindi and Bengali. For Hindi, we used the 3-class model because the development data had 3 classes, whereas for Bengali we used the 2-class model, because Bengali development data did not have any samples from the "neutral" class. We obtained 94.64% accuracy on the Hindi development data (which widely beats the 55.67% reported in (Patra et al., 2015) ), and 56.6% accuracy on the Bengali development data (which also handily beats the 43.2% reported by Patra et al. (2015) ) -showing again the importance of simple, robust, scalable, and language-independent features.
One question that arises at this point, is: which features are the most important in these top-performing models? We ranked the features by their importance in the training data, and show them in Figure  1 . Note that each ranking has at least one English segment -which shows that English words can be important in discriminating between sentiment classes. Note further that the Bengali words are more abstract, such as "freedom", "people", "wish", and "judges", with only one positive word -"joy" -in the end. Hindi words, on the other hand, are more direct: "auspicious", "development", "God", "help", "apology", "grace", "victory", "change", and "hearty". We believe that the reason this happened is the data collection process. The Bengali tweets that were collected reflect a more general view, whereas Hindi tweets reflect a more personal view.
Another question that arises, is: how sensitive is the development accuracy on the size of the training data? In other words, if we varied the training set size, how would the development accuracy change? To answer this question, we varied the number of training samples for Hindi and Bengali from 100 to the maximum -in steps of 100, trained the best-performing model on this reduced training set, and tested the resulting model on the development set. This gave us two learning curves, as shown in Figure 2 . First, note that the model overfits beyond a certain number of training instances, and the development accuracy drops beyond this point. Second, we do not need all training instances to obtain optimal development accuracy. For Bengali, the optimum comes at 200 training instances (60.38% accuracy), whereas for Hindi, the optimum comes at 300 instances (96.43% accuracy).
The last question that we investigated, is: what are the error cases that our best-performing models did not get right? Do they have any specific properties that make them hard to classify? To answer this question, we looked into the cases our models misclassified on the development set for Hindi and Bengali. Hindi had only three cases misclassified out of 56, and Bengali had 23 cases misclassified out of 53. We show four examples in Figure 3 that have been misclassified with relatively high confidence. Among these cases, Figure 3d is a case where the classifier truly misclassified a positive example as a neutral one. However, Figure 3c 's neutral-ness is debatable, because it is describing a somewhat negative and pessimistic aphorism on the transience of life. Similarly, the example shown in Figure 3b is not uniformly positive, because it starts to describe a set of financial impediments to the successful implementation of some of the policy recommendations by the United Nations. Also, Figure 3a 's dominant sentiment is negative, but it begins to provide a sense of hope, faith, and enlightenment towards the end. These examples show that although our best classifiers are not perfect, they misclassified examples that are truly hard to classify, and in fact may even be hard to classify by a human being.
Conclusion
In this paper, we performed tweet sentiment analysis of three Indian languages -Bengali, Hindi, and Tamil. We experimented with a set of simple, robust, scalable, and language-independent features, and showed that they achieve performance superior to the state-of-the-art, and also superior to languagespecific features. We performed detailed error analysis, and found out that in most cases, our models were performing well, and they only got confused when the sample was truly confusing -perhaps even to a human being. We performed feature importance ranking to identify words that were relevant to the task of sentiment classification in three different languages, and showed the variations thereof. We also showed how the development accuracy changed in response to the size of the training data. Our limitations include: not having access to the test data, and the stop word list for Tamil. However, our results demonstrably overcame these limitations. Future research should look into collecting more sentimentannotated tweets to get a better handle on the underlying psychological phenomena of opinion and subjectivity, and using existing NLP tools in Bengali, Hindi, and Tamil to see how they perform in this very interesting, but also challenging task.
