The paper is concerned with testing uniformity versus a monotone density. This problem arises at least in two important contexts, after transformations, testing whether a sample is a simple random sample or a biased sample, and testing whether the intensity function of a non-homogeneous Poisson process is constant against monotone alternatives. A penalized likelihood ratio test (P-test) and a Dip likelihood test (Dtest) are developed. The D-test is analogous to Hartigan and Hartigan (1985) 's DIP test for bump hunting problems. Despite being nonparametric tests, both P and D tests are quite e cient in comparison to the most powerful (MP) tests for some simple alternatives and also the Laplace test developed for non-homogeneous Poisson process. The P or D test has much higher power than the above MP tests under a di erent set of monotone alternatives and so has greater applicability. Moderate sample size performance and applications of our tests are illustrated via simulations and examination of an air conditioning equipment data set.
Introduction
Let f denote a density on the unit interval (0; 1], taken to be continuous from the left, and suppose that a sample X 1 ; ; X n ind f is available. The problem considered here is that of testing the null hypothesis H 0 : f = 1 that f is the standard uniform density against the alternative H 1 that f is non-increasing on (0; 1]. This problem arises in two important contexts, after transformations. After a probability integral transformation, the problem of testing whether a sample from a population is a simple random sample against alternatives that involve a monotone selection e ect is of the form considered. Also, the problem of testing whether the intensity function of a possibly non-homogeneous Poisson process is constant against monotone alternatives can be transformed into the form considered here.
The two potential applications are described in more detail in Section 2. A penalized likelihood ratio test (P-test) and a Dip likelihood test (D-test) of the hypotheses are derived in Section 3. The D-test is similar to Hartigan and Hartigan (1985) 's DIP test for bump hunting problems. The stability of these two tests is examined in Section 4 via asymptotics and simulation. Examples and power studies of the two tests and some MP tests are presented in Section 5. The P and D tests are competitive with the MP tests under the alternatives for which the MP tests are optimal and do better than the MP tests under di erent alternatives. An application to the air-conditioning equipment data from Moeller (1976) is also provided. Proofs are completed in an Appendix.
Testing homogeneity of parameters versus monotonicity of parameters, a related testing problem, has been studied by Cohen, Perlman and Sackrowitz (1990) , Wang (1994) and others. See also Robertson, Wright and Dykstra (1988, Chapter 5) . However, there is no non-parametric literature on the problem considered here (to our best knowledge). Our tests use ideas from Woodroofe and Sun (1993) WS hereafter], where a penalized non-parametric maximum likelihood estimator of a non-increasing density is developed in a closely related context and shown to improve the unpenalized version. The latter is admirably described by Robertson, Wright and Dykstra (1988) RWD hereafter], and some familiarity with the contents of this book is assumed here.
Examples
More detail on the two applications is provided in this section.
Example 1: Non-homogeneous Poisson Processes. Let N t ; 0 t < 1, be a possibly nonhomogeneous Poisson process (NHPP) with intensity function . Thus, N t ; 0 t < 1, has independent increments and N t ? N s has a Poisson distribution with mean (t) ? (s) for 0 s < t < 1, where (t) = s t N t might represent the number of defective items produced by time t. In such models, a constant represents a stable process, an increasing represents system deterioration, and there is interest in testing the two hypotheses. See Ascher and Feingold (1984) for a survey on applications of NHPPs and Misra (1983) for applications in software reliability analysis. Suppose that the process is observed over a time interval 0 t T, and let Y 1 < Y 2 < < Y n denote the times at which events occur. Then the conditional joint density of Y 1 ; ; Y n given N T = n is n! (y 1 ) (y n ) (T ) n ; 0 y 1 y n T:
Thus, the conditional joint distribution of Y 1 =T; ; Y n =T is the same as the joint distribution of the order statistics of a sample from the density f(x) = T (T x)= (T ); 0 x 1, and the problem becomes testing f = 1 against the alternative that f is non-decreasing. This is equivalent to the problem considered, as it is easy to adapt our tests for \non-increasing" alternatives to ones for \non-decreasing" alternatives. See also Remark 1 in next section. Of course, one might ask how does our tests compare with those using the information that the data are from a NHPP. Bain, Engelhardt and Wright (1986) compared, via Monte Carlo simulation, the power functions of six di erent tests for a constant intensity against the alternative of an increasing intensity function in a NHPP. They suggested using the L, Z, and W tests, described below. Cohen and Sackrowitz (1993) have the same conclusion and explain further why these three tests are recommended. They concluded, \there is essentially no reasonable test based on ranks of inter-failure times] that can have an acceptable power function." Our P and D tests are based on a penalized maximum likelihood estimator of a monotone density. If the penalty parameters are zero, the P-test happens to be the W test, and the D-test is the one-sided Kolmogorov-Smirnov test. It is well known and shown by WS that the unpenalized estimator su ers a spiking problem. So, our P-test should work better than the W test. Indeed, Boswell (1966) , the author of the W test, applies a bound (which is often unknown) on the intensity function to control the spiking problem. Our tests are non-parametric since the alternative hypothesis H 1 only speci es that the density be nonincreasing. In the context of a NHPP, P and D tests are based on the order statistics (not ranks) of failure times (not inter-failure times), so their competitive performance shown in Section 5 (in comparison to L and Z tests) does not contradict Cohen and Sackrowitz' (1993) conclusion. In Section 5, we show that the P and D test are e cient; that is, they do not lose much power in comparison to the L and Z tests under the two speci c alternatives for which L and Z are uniformly most powerful unbiased tests, and the P and D tests (especially P) do better than L and Z tests under other alternatives, e.g. some step functions. } Example 2: Testing a Sample for Bias. Consider a population with a known distribution function F. If a simple random sample is taken from the population, then the result is of the form Y 1 ; ; Y n ind F. On the other hand, if subjects with large values of y are selected with lower probability, then Y 1 ; ; Y n ind F # , where dF # (y) = w(y)dF(y) ; y 2 IR; w is a non-negative, non-increasing function, and denotes a normalizing constant. If F is the standard uniform distribution, then the problem is of the form considered in Section 1.
If F is not uniform, a probability integral transformation may be used to transform it to the uniform. A di culty may arise if F is unknown or partially unknown. We leave this case to future studies. It is encouraging as shown in Section 5 that our P and D tests are comparable to the most powerful tests for simple alternatives that require the selection function w(x) to be length biased and power biased.
} 3 The Test Statistics
A Penalized MLE. Let X 1 ; ; X n be independent and identically distributed with common density f and suppose that f is known to be non-increasing and left continuous on (0; 1]. Denote the order statistics by 0 < x 1 < < x n < 1, and let x 0 = 0, x n+1 = 1, and
where ; > 0. Then` ; is called the penalized log likelihood function. The penalty terms n f(0+) and n log f(x n )] are included to suppress the spiking problem, as in WS. The important di erence between the penalty here and that in WS is that both end points (rather than one) are penalized here and the two points are penalized in di erent ways. The next step is to nd the penalized maximum likelihood estimator. For this the penalized loglikelihood function must be maximized subject to the constraint that f be a non-increasing, left continuous density. It is easily seen that the penalized log likelihood function is maximized when f is a step function, say f(x) = f k for x k?1 < x x k and k = 1; ; n and f(x) = 0 for x > x n . The maximizing values of f k ; k = 1; ; n, may be found as in WS, who analyzed the special case = 0. See also the appendix in Sun and Woodroofe (1997) . In the sequel = n ! 0 as n ! 1, so that x n > =(1+ ) with probability approaching one (rapidly). It is convenient to let^ = 1=n (or other small positive constant) and de nê f as in the proposition when x n =(1 + ).
Remark 1. It is easy to see that in the non-decreasing case, all the results forf above and P and D tests below are valid after replacing x i by x 0 i = 1 ? x i for i = 1; : : : ; n.
The P-test. The rst test statistic to be studied is a penalized likelihood ratio test (P-test):
This has an alternative expression (3) below which is easier for analysis. WriteŴ 0 = 0 = t 0 , W k =ŵ 1 + +ŵ k = +^ x k , and t k =Ŵ k =Ŵ n = ( +^ x k )=( +^ x n ) for k = 1; ; n.
Next let G : 0; 1] ! IR be a right continuous step function for which
if k n ? 1
LetG be the least concave majorant of G and letg be the left hand derivative ofG. Then
for k = 1; ; n, using Theorem 1.4.4 from RWD (1988, pp. 23). So, the log likelihood ratio statistic is = n( +^ x n )
where the nal equality follows sinceG and G are equal at the points whereg jumps (which can be derived from RWD, 1988, Theorems 1.3.3 and 1.3.5, pp. 17).
It is useful to relate G to the empirical distribution function F , say, of X 1 ; ; X n . Let jF(t) ? tj (4) whereF is the cumulative distribution function corresponding to the penalized maximum likelihood estimatorf (as in Proposition 1). It is easy to see that sup t2(0;1) jF(t) ? tj = sup t2(0;1) F (t) ? t] when alternative consists of non-increasing densities; and if the penalty parameters are zero and f is non-increasing, then sup t2(0;1) F (t) ? t] = sup t2(0;1) F (t) ? t]:
So, the D-test is the one-sided Kolmogorov-Smirnov test when = 0.
Limiting Distributions and Critical Values
Preliminaries. For the asymptotics, it is convenient to subscript the estimators by n. Thus, write^ n for^ ,f n;k forf k ,f n (x) forf(x), D n for D etc. . Consider local alternatives in which the common density of X 1 ; ; X n is of the form (5) where (x) = s x 0 '(y)dy for 0 < x 1. Of course, H 0 is a special case with ' = 0. Suppose also that n = n = c p n (6) for all n 1, where 0 < c < 1. Then the following results hold, again as in WS. Proposition 2.f n (0+) ! 1 in probability as n ! 1.
Corollary.^ n = 1 + o p (1= p n), in probability as n ! 1.
Proofs. Under the null hypothesis (' = 0), Proposition 2 follows directly from Theorem 2 of WS. For the non-null case, Proposition 2 may be proved by retracing the arguments of WS or by observing that the local alternatives are contiguous to the null hypothesis (See Le Cam's second lemma in Bickel, Klaassen, Ritov and Wellner, 1993, pp. 500). The Corollary then follows since 1 ?^ n = n f n (x 1 ) ? 1] . } Strong Approximation. Write F n ; G n . etc. for F ; G, etc. , and let IF n (t) = p n F n (t) ? F n (t)]
for 0 t 1 and n 1. Then there is a sequence IB n ; n 1, of Brownian bridges for which
as n ! n +^ n x nn f F n U n (t) ? ( n +^ n x nn )t + 1 p n IF n U n (t) + c p n 1 (t)]: (8) U n (t nk ) = x nk = n +^ n x nk ? n + (^ n ? 1)x nk ] = ( n +^ n x nn )t nk ? n ? (^ n ? 1)x nk ( n +^ n x nn )t nk ? n ; (9) for 1 k n. Using (7), (8) and (9), it may be shown that H n (t) IB ' c;n (t) and, therefore, thatH n (t) Ĩ B ' c;n (t). Denoting derivatives by lower case letters, it then follows that p n g n (t)?1] =h n (t) b ' c;n (t). Combining these observations with a Taylor series expansion ofg(t) log g(t)] aboutg(t) = 1 suggests that (10) where IB ' c (t) = IB(t) + (t) ? c 0 (t) + c 1 (t); 0 t 1, IB denotes a standard Brownian Bridge, and W denotes a standard exponential random variable which is independent of IB ' c .
Of course, the null limiting distribution is a special case with ' = 0. See the Appendix for a proof of (10) .
Similarly, we can show that the limiting distribution of D n , the D-test statistic in (4) 
Remark 2. There is an alternative formulation of the problem with a di erent limiting distribution of n . If the penalty term n log f(x n ) is replaced by n log f(1) in the equation (2), and if +^ x n is replaced by +^ in the de nitions of t k and G, then
We have chosen to analyze form (2) because it is slightly more challenging and the convergence appeared to be faster in our simulation studies. 2 for all > 0. This provides the limiting null distribution of D n in (11) . Unfortunately, the limiting null distributions in (10) does not admit simple analytical descriptions (to the best of the authors' knowledge). The null distribution of n may be approximated by simulations, however, in which case the main impact of (10) is to guarantee that the simulations stabilize for large values of n. Table 1 show that the 95%tiles of D n stabilize at around n = 200, considering the estimated standard deviations of these estimated 95%tiles. The percentiles of the Pstatistic n stabilize too, though they seem to converge a little more slowly, especially for small c. This is to be expected, since there is no limiting distribution for the P-test when c = 0. The P-test with c = 0 is the unpenalized likelihood ratio test or the W test named by Bain et. al., 1986 . It appears to have a logarithmic growth in n when c = 0 (pay attention to the scale). This is consistent with a limit theorem by Groeneboom and Pyke (1983) . Standard deviations of the estimated percentiles ranged from .0055 to .019 for the D-tests and from .0025 to .0077 for the P-tests. We have also examined the mean, median, standard deviation of the sample and quartiles, they (except the W-test) all admit similar patterns { stabilize at about n = 200. The null distributions of P and D test statistics are skewed to the right. Table 2 . These unusual numbers of n are needed in the air-conditioning equipment data, described in Section 5.
Power Studies and Comparisons
Power studies of our two tests and other competing tests and an application are provided in this section.
Biased Sampling. Consider comparisons of the P and D tests with the most powerful (MP) tests for two simple alternatives. The rst alternative is that f(x) x which corresponds to the popular length biased sampling with w(x) = x, and the second is that f(x) e x ; c Z = ?1 + z 1 p n (13) is expected, since the main e ect of the penalty terms is only on the two end points of the density estimate. Note that P-test with c = 0:2 is better than the D-tests when w(x) = x, while the D-test is better than the P-test, with c = 0:2, when w(x) = e x =e, especially for smaller sample size n. The di erence between these two selection functions is that there is less sampling bias in power biased case than that in length biased case.
Overall, Figures 2 and 3 show that the P and D tests (with c = 0:2) are competitive with the Z and L tests on the latters' home ground, for length and power alternatives. For (12) while \Z" is MP in this case. Power is one for all except KS tests for n 50 and one for all tests for n 100. Notes: The left picture is for n = 50, the middle is for n = 300, and the right is for n = 20; 30; : : : ; 100; 150; : : : ; 450; 500. The \L" test is MP in this case.
other alternatives, the Z and L tests are no longer most powerful. One important type of alternative is that a proportion of the population is either missed entirely, or included with a much lower probability. .000 1.000 1.000 1.000 1.000 0.993 1.000 1.000 0.974 0.888 0.872 1.000 50 1.000 1.000 1.000 1.000 1.000 0.999 1.000 1.000 0.992 0.931 0.927 1.000 60 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.998 0.969 0.967 1.000 Notes: Due to space limit, the results for larger n values are omitted. They all showed that the P-test was the winner. For example, when the alternative is w 1 (x), powers of these tests are 1 (except L test for b=0.2 and Z, L and D tests for b=0.1) for n=60, . . . , 100.
The P and D tests have higher power than the Z and L tests for most of the cases considered, and the P test has higher power than the D test except when b = 1=3, when all powers are very high. Cohen and Sackrowitz (1993) , are the L-test and Z-test in (12) . They are uniformly most powerful unbiased tests for alternatives that (t) = ae bt and (t) = ( = )(t= ) ?1 , respectively, under the NHPP. The W test (happens to be the P-test with c = 0) is the third test these two papers suggested. However, as illustrated in Figure 3 , W-test is a ected by the spiking problem in the unpenalized maximum likelihood estimator of the density and is dominated by our P-test with c = 0:2 (see Figures 2 and 3) . Thus we shall mainly compare our P and D tests with the L and Z tests. Our setup is similar to that of Bain et. al. (1986) . The results are presented in Table 4 , where our gures for L and Z tests are consistent to those of Bain et. al. (1986) . Our simulation size is 10,000 and the critical values are from 10,000 Monte Carlo simulations rather than normal approximations in (13) . Notes: Under the rst set of alternatives: (t) = b e t , b cancels out in the sampling density f(x) = T (T x)= (T ); while under the next set of alternatives, T cancels out in the density.
Next we shall compare our tests with the L and Z tests under other monotone alternatives.
For simplicity, the following step functions are considered:
(t) = 0 if 0 t b; and 1 if t > b (14) where b are chosen to be 1=3; 1=2 and 2=3. The results are presented in Table 5 . Clearly, the P test is the winner while the D test is not bad. Failure of air-conditioning equipment in 13 Boeing 720 aircraft. Lastly, we apply our procedures to the air-conditioning equipment data from Cox and Lewis (1966) and compare our results with Moeller (1976)'s analysis. Moeller (1976) tted a Rasch-Weibull Process to the data set. The Rasch-Weibull process is a non-homogeneous Poisson process with intensity function (t) = t ?1 . Here = 1 corresponds to a constant intensity function, > 1 indicates that the intensity function is increasing (or, the system deteriorates as it ages), and < 1 indicates that the intensity function is decreasing. When an estimate of is close to 1, how do we know if it is signi cantly di erent from 1? The easy proof is left to the reader.
The Proof of (10) . The proof of (10) and the right side approaches zero in probability if n ! 0 su ciently slowly as n ! 1.
This establishes the two assertions made about the left end point, and the right end point may be handled similarly. } Lemma 7 kH n ?Ĩ B ' c;n k ! 0 in probability as n ! 1.
Proof. By Lemmas 1 and 5, it su ces to show that sup 0 t t n1 jH n (t) ?Ĩ B Proof. Let 0 < n ! 0 as n ! 1 in such a manner that p n n ! 1, and let A n be the event A n = f1 ? n f n (1) f n (0+) 1 + n g for each n 1. Then P(A n ) ! 1 as n ! 1 which approaches zero as n ! 1 by Lemmas 2, and 7. } For equation (10) , it remains to show that n(1 ? x nn ) has a limiting exponential distribution and is asymptotically independent of IB ' n;c . The rst part is clear. The asymptotic independence is implied by asymptotic independence of F n and x nn , which may be shown easily by conditioning on x nn . See a related calculation for a more complicated situation in McCormick and Sun (1993) .
