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Abstract
This paper considers optimization problems on Riemannian manifolds and ana-
lyzes iteration-complexity for gradient and subgradient methods on manifolds with
non-negative curvature. By using tools from the Riemannian convex analysis and
exploring directly the tangent space of the manifold, we obtain different iteration-
complexity bounds for the aforementioned methods, complementing and improving
related results. Moreover, we also establish iteration-complexity bound for the
proximal point method on Hadamard manifolds.
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1 Introduction
Optimization methods in the Riemannian setting have been the subject of intense re-
search; see, for example, [1–6, 8, 17, 18, 26, 27]. One advantage of this study is the
possibility to transform some Euclidean non-convex problems into Riemannian convex
problems, by introducing a suitable metric, and thus, enabling the modification of nu-
merical methods for the purpose of finding a global minimizer; see [7–10] and references
therein. Furthermore, many optimization problems are naturally posed on Riemannian
manifolds which have a specific underlying geometric and algebraic structure that can
be exploited to greatly reduce the cost of obtaining solutions. For instance, in order
to take advantage of the Riemannian geometric structure, it is preferable to treat cer-
tain constrained optimization problems as problems for finding singularities of gradient
vector fields on Riemannian manifolds rather than using Lagrange multipliers or projec-
tion methods; see [5,11,12]. Accordingly, constrained optimization problems are viewed
∗This work was supported by CNPq.
†IME/UFG, Avenida Esperanc¸a, s/n, Campus Samambaia, Goiaˆnia, GO, 74690-900, Brazil (e-mails:
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as unconstrained ones from a Riemannian geometry point of view. Besides, Rieman-
nian geometry also opens up new research directions that aid in developing competitive
methods; see [4, 5, 13].
The gradient method is one of the oldest optimization methods considered in the
Riemannian context. As far as we know, the early works dealing with this method
include [5, 10–12, 14, 15]. In order to deal with non-smooth convex optimization prob-
lems on Riemanian manifolds, [16] proposed and analyzed a subgradient method which
is quite simple and possess nice convergence properties. Since then, the subgradient
method in the Riemannian setting has been studied in different context; see, for in-
stance, [1, 7, 17, 18]. One of the most interesting optimization methods is the proximal
point method which was first proposed in the linear context by [19] and extensively
studied by [20]. In the Riemannian setting, the proximal point method was first studied
in [21] for convex optimization problems on Hadamard manifold and has been exten-
sively explored since then; see, for example, [8, 22–24] and references therein. The
asymptotic convergence analyses of optimization methods in the Riemannian setting
have been analyzed by many papers (see, for example, [5,10–12,14–16,21,25]), however,
only a few number of papers has studied iteration-complexity in the Riemannian context;
see [26–28]. In [26], the authors considered convex optimization problems on Hadamard
manifolds and obtained iteration-complexity bounds for some variants of gradient and
subgradient methods. In [27], the authors established some iteration-complexity bounds
for gradient method and trust region method on Riemannian manifold without any as-
sumption on its curvature or convexity of the problem. In [28], the authors presented
a fast stochastic Riemannian method for solving structured optimization problems as
well as some bounds for its iteration-complexity. From the above discussion, we see that
iteration-complexity analysis of optimization methods on Riemannian manifolds is an
interesting research subject.
In this paper, we analyze iteration-complexity of gradient, subgradient and proximal
point methods in the Riemannian setting. By using tools from the Riemannian convex
analysis and exploring directly the tangent space of the manifold, we obtain different
iteration-complexity bounds for the gradient and subgradient methods on manifolds
with non-negative curvature, complementing and improving related results; see [26,27].
More specifically, in comparison to [26], we overcome some of its technical difficulties
which obliged the authors to study the gradient and subgradient methods on Hadamard
manifolds. In contrast to [27], we make use of convexity in the Riemannian context, al-
lowing us to improve some of their iteration-complexity bounds for the gradient method.
Besides, we establish iteration-complexity bound for the proximal point method on
Hadamard manifolds under convexity assumption on the objective function. As far
as we know, this paper is the first one to present iteration-complexity bound for the
proximal point method in the Riemannian setting.
This paper is organized as follows. Section 2 presents some definitions and auxiliary
results related to the Riemannian geometry that are important to our study. Our op-
timization problem is stated at the end of this section. In Section 3.1, we review the
gradient method and presents its teration-complexity analysis. In Section 3.2, we con-
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sider non-smooth convex optimization problems and analyzes the subgradient method.
Section 3.3 is devoted to the iteration-complexity analysis of the proximal point method.
The last section contains a conclusion.
2 Notations and basic results
In this section, we recall some concepts, notations and basics results about Riemannian
manifolds. For more details see, for example, [10, 12,31,32].
We denote by TpM the tangent space of a Riemannian manifold M at p. The cor-
responding norm associated to the Riemannian metric 〈· , ·〉 is denoted by ‖ · ‖.
We use ℓ(γ) to denote the length of a piecewise smooth curve γ : [a, b] → M . The
Riemannian distance between p and q in a finite dimensional Riemannian manifold M
is denoted by d(p, q), which induces the original topology on M , namely, (M,d) is a
complete metric space and bounded and closed subsets are compact. Let (N, 〈· , ·〉)
and (M, 〈· , ·〉) be Riemannian manifolds and Φ : N → M be an isometry, that
is, Φ is C∞, and for all q ∈ N and u, v ∈ TqN , we have 〈u, v〉 = 〈dΦqu, dΦqv〉,
where dΦq : TqN → TΦ(q)M is the differential of Φ at q ∈ N . One can verify
that Φ preserves geodesics, that is, β is a geodesic in N if only if γ = Φ ◦ β is
a geodesic in M . Denote by X (M) the space of smooth vector fields on M . Let
∇ be the Levi-Civita connection associated to (M, 〈· , ·〉). The Riemannian metric
induces a mapping f 7→ grad f which associates to each real differentiable function
over M its gradient via the rule 〈grad f,X〉 = df(X), X ∈ X (M) and a mapping
f 7→ Hess f which associates to each twice differentiable function its hessian via the
rule 〈Hess fX,X〉 = d2f(X,X), X ∈ X (M), where Hess fX := ∇X grad f . The norm
of a linear map A : TpM → TpM is defined by ‖A‖ := sup {‖Av‖ : v ∈ TpM, ‖v‖ = 1}.
A vector field V along γ is said to be parallel iff ∇γ′V = 0. If γ′ itself is parallel we
say that γ is a geodesic. Given that geodesic equation ∇ γ′γ′ = 0 is a second order
nonlinear ordinary differential equation, then geodesic γ = γv(·, p) is determined by its
position p and velocity v at p. It is easy to check that ‖γ′‖ is constant. The restriction
of a geodesic to a closed bounded interval is called a geodesic segment. A geodesic
segment joining p to q in M is said to be minimal if its length is equal to d(p, q). For
each t ∈ [a, b], ∇ induces an isometry, relative to 〈·, ·〉, Pγ,a,t : Tγ(a)M → Tγ(t)M defined
by Pγ,a,t v = V (t), where V is the unique vector field on γ such that ∇γ′(t)V (t) = 0
and V (a) = v, the so-called parallel transport along the geodesic segment γ joining
γ(a) to γ(t). When there is no confusion we will consider the notation Pγ,p,q for the
parallel transport along the geodesic segment γ joining p to q. A Riemannian manifold
is complete if the geodesics are defined for any values of t ∈ R. Hopf-Rinow’s theorem
asserts that any pair of points in a complete Riemannian manifold M can be joined
by a (not necessarily unique) minimal geodesic segment. Due to the completeness of
the Riemannian manifold M , the exponential map expp : TpM → M can be given by
expp v = γv(1, p), for each p ∈M . A complete simply connected Riemannian manifold
of non-positive sectional curvature is called a Hadamard manifold. For all p ∈ M , the
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exponential map expp : TpM →M is a diffeomorphism and exp−1p : M → TpM denotes
its inverse. In this case, d(q , p) = ||exp−1p q|| and the function d2q : M → R defined by
d2q(p) := d
2(q, p) is C∞ and grad d2q(p) := −2exp−1p q.
In this paper, all manifolds are assumed to be connected, finite dimensional and com-
plete.
Proposition 1. Let γ1 and γ2 be geodesic segments such that γ1(0) = γ2(0) and γ1 be
minimal. Then, letting ℓ1 = ℓ(γ1), ℓ2 = ℓ(γ2), ℓ3 = d(γ1(ℓ1), γ2(ℓ2)) and α be the angle
between γ′1(0) and γ
′
2(0), the following statements hold:
(i) If M has non-negative curvature, then ℓ 23 ≤ ℓ 21 + ℓ 22 − 2ℓ1ℓ2 cosα. Consequently,
for each p ∈M and u, v ∈ TpM , there holds d(expp u, expp w) ≤ ‖u− v‖.
(ii) If M has non-positive curvature, then ℓ 23 ≥ ℓ 21 + ℓ 22 − 2ℓ1ℓ2 cosα. Consequently,
for each p ∈M and u, v ∈ TpM , there holds d(expp u, expp w) ≥ ‖u− v‖.
Now, we recall some concepts and basic properties about convexity in the Riemannin
context and the concept of Lipschitz continuity of functions. A set, Ω ⊆ M is said
to be convex iff any geodesic segment with end points in Ω is contained in Ω. A
function f : M → R is said to be convex on a convex set Ω iff for any geodesic segment
γ : [a, b] → Ω the composition f ◦ γ : [a, b] → R is convex. A vector s ∈ TpM is said to
be a subgradient of the function f at p, iff
f(expp v) ≥ f(p) + 〈s, v〉 , v ∈ TpM. (1)
Let ∂f(p) be the subdifferential of f at p, namely, the set of all subgradients of f at p.
Then, f is convex iff there holds
f(expp v) ≥ f(p) + 〈s, v〉 , p ∈M, s ∈ ∂f(p), v ∈ TpM. (2)
If f : M → R is a differentiable function, then ∂f(p) = {grad f(p)} and we have the
characterization: the function f is convex iff there holds
f(expp v) ≥ f(p) + 〈grad f(p), v〉, p ∈M, v ∈ TpM. (3)
Definition 1. A function f : M → R is said to be Lipschitz continuous with constant
τ ≥ 0 if, for any points p and q ∈M , it holds that |f(p)− f(q)| ≤ τ d(p, q).
Next we define the concept of Lipschitz continuity of gradient vector fields (see [15])
and present some basic properties related to this concept.
Definition 2. Let f : M → R be a differentiable function. The gradient vector field of
f is said to be Lipschitz continuous with constant L ≥ 0 if, for any points p and q ∈M
and γ a geodesic segment joining p to q, it holds that ‖Pγ,p,q grad f(p)− grad f(q)‖ ≤
Ld(p, q).
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Lemma 1. Let f : M → R be a differentiable function such that its gradient vector
field is Lipschitz continuous with constant L ≥ 0. Then,
f(expp(v)) ≤ f(p) + 〈grad f(p), v〉+
L
2
‖v‖2 , p ∈M, v ∈ TpM.
Proof. Let p ∈ M and v ∈ TpM and γ(t) := expp(tv), for t ∈ R. Note that γ(0) = p
and γ′(t) = Pγ,p,γ(t)v. Thus, we have
f(expp(v)) = f(p) +
∫ 1
0
〈
grad f(γ(t)), Pγ,p,γ(t)v
〉
dt.
Considering that the parallel transport is an isometry, after some manipulations in the
last equality we obtain
f(expp(v)) = f(p)+〈grad f(p), v〉+
∫ 1
0
〈
[grad f(γ(t))− Pγ,p,γ(t) grad f(p)], Pγ,p,γ(t)v
〉
dt.
Using Cauchy-Schwarz inequality, that grad f is Lipschitz continuous with constant L,
d(p, γ(t)) = t‖v‖, γ′(t) = Pγ,p,γ(t)v and the isometry of the parallel transport, it follows
from the last equality that
f(expp(v)) ≤ f(p) + 〈grad f(p), v〉+ L‖v‖2
∫ 1
0
tds,
which after performing the integral gives the desired result.
Next result estimates the decrease of a function f along the negative direction of its
gradient vector field. This is a key result to provide iteration-complexity bounds for the
gradient method on a general Riemannian manifold.
Corollary 1. Let f :M → R be a differentiable function with an L-Lipschitz continuous
gradient vector field. Then,
f(expp(−t grad f(p))) ≤ f(p)−
(
t− L
2
t2
)
‖grad f(p)‖2 , t ∈ R, p ∈M.
Proof. The proof follows directly from Lemma 1 by taking v = −t grad f(p).
In this paper, we are interested in the following optimization problem
min{f(p) : p ∈M}, (4)
where M is a Riemannian manifold and f : M → R is a continuously differentiable
and/or convex function. From now on, we assume that the solution set of the problem
in (4) is non-empty and denote its optimum value by f∗.
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3 Iteration-complexity analysis
This section is divided into three subsections. The first one presents some iteration-
complexity bounds for the gradient method while the second one analyzes complexity
bounds for the subgradient method. Our main results in this subsections assume con-
vexity of the objective function and that the Riemannian Manifold has non-negative
curvature. The third subsection is devoted to the iteration-complexity analysis of the
proximal point method under convexity of the objective function on Hadamard mani-
folds.
3.1 Gradient method
In this subsection, we recall the gradient method for solving problem (4) and present
three results which analyze iteration-complexity of the method. We first consider the
method in a general Riemannian manifold and recover the O(1/ε2) worst-case complex-
ity bound to obtain pN ∈M satisfying ‖ grad f(pN )‖ < ε, where ε is a given tolerance.
The subsequent two results restrict the sign of the curvature to be non-negative and
assume convexity of the objective function. Under these assumptions, we show that the
worst-case iteration-complexity bound O(1/ε2), obtained for the general case, can be
improved to O(1/ε).
In the following, we formally state the gradient method to solve (4), where the objective
function is assumed to be continuously differentiable.
Gradient Method
(0) Let an initial point p0 ∈M , and set k = 0;
(1) choose a stepsize tk > 0 and computes
pk+1 := exppk (−tk gradf(pk)) ; (5)
(2) set k ← k + 1 and go to step 1.
This method is a natural extension of the classical gradient method to the Riemannian
setting. It has been extensively studied in different contexts; see, for example, [5,10,12,
15, 25]. Similarly to the classical gradient method, the stepsize tk can be chosen by an
Armijo line search or, depending on the structure of the problem (4), by some exogenous
procedure such as
∑
k tk =∞ and
∑
k t
2
k < ∞, guaranteeing that the stepsizes are not
too small and not too large. It is interesting to note that, for objective functions with
Lipschitz continuous gradient, the analysis of the gradient method with an Armijo line
search it is quite similar to the case where constant stepsizes are considered, so, for the
sake of simplicity, this will be the case in this subsection. The exogenous rule will be
considered only in the analysis of the subgradient method in the next subsection which
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does not assume differentiability of the objective function.
In the following, we present an iteration-complexity bound related to the gradient
method on a general Riemannian manifold. This result has already appeared in [27],
but, since its proof is very simple and short, we consider it for the sake of completeness.
Theorem 1. Let {pk} be the sequence generated by the gradient method with constant
stepsizes tk = 1/L, for all k ≥ 0. Then, for every N ∈ N, there holds
min {‖ grad f(pk)‖ ; k = 0, 1, . . . , N} ≤
√
2L(f(p0)− f∗)√
N + 1
.
As a consequence, given a tolerance ǫ > 0, the number of iterations required by
the gradient method to obtain pN ∈ M such that ‖ grad f(pN )‖ < ǫ is bounded by
O(L(f(p0)− f∗)/ǫ2).
Proof. It follows from Corollary 1 and formula (5) with tk = 1/L, for all k, that
1
2L
‖grad f(pk)‖2 ≤ f(pk)− f(pk+1), k = 0, 1, . . . .
By summing both sides of the above inequality for k = 0, 1, . . . , N and taking into
account that f∗ ≤ f(pk), for all k, we obtain
N∑
k=0
‖grad f(pk)‖2 ≤ 2L(f(p0)− f∗).
Hence, we have (N +1)(min{‖ grad f(pk)‖ ; k = 0, 1, . . . , N})2 ≤ 2L(f(p0)−f∗), which
proves the first statement of the theorem. The second statement of the theorem is an
immediate consequence of the first one.
Note that the gradient method can be stated equivalently as follows: Given p0 ∈ M
define
pk+1 = exppkvk, vk = argminv∈TpkM
{
f(pk) + 〈grad f(pk), v〉+ 1
2tk
‖v‖2
}
, k = 0, 1, . . . .
(6)
The above alternative formulation to the gradient method will be crucial for the
iteration-complexity analysis of the method. In particular, under convexity of the objec-
tive function and non-negativity of the curvature of the Riemannian manifold, it allows
us to show that the rate of convergence obtained in Theorem 1 can be considerably
improved. We start by showing that the sequence of function values {f(pk)} converges
to the optimal function value f∗ at a rate of convergence that is no worse than O(1/k).
Theorem 2. Assume that M has non-negative curvature and f is convex. Let {pk} be
the sequence generated by the gradient method with constant stepsizes tk = 1/L, for all
k ≥ 0. Then, for every N ∈ N, there holds
f(pN )− f∗ ≤ L d
2(p∗, p0)
2N
.
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As a consequence, given a tolerance ǫ > 0, the number of iterations required by the gradi-
ent method to obtain pN ∈M such that f(pN)−f∗ < ǫ, is bounded by O([Ld2(p∗, p0)]/ǫ).
Proof. In order to simplify the notation, let us define the quadratic function
φj(v) := f(pj) + 〈grad f(pj), v〉 + L
2
‖v‖2 , v ∈ TpM. (7)
Since tk = 1/L for all k ≥ 0, using (7), the equality (6) becomes
pk+1 = exppkvk, vk = argminv∈TpkM
φk(v), k = 0, 1, . . . . (8)
For every k ≥ 1, let v∗k−1 ∈ Tpk−1M be such that p∗ = exppk−1 v∗k−1. From (8), we easily
see that
φk−1(v
∗
k−1) = φk−1(vk−1) +
L
2
∥∥v∗k−1 − vk−1∥∥2 , k = 1, 2, . . . .
Using Lemma 1 and (8), we have φk−1(vk−1) ≥ f(exppk−1 vk−1) = f(pk). Thus, last
equality gives
φk−1(v
∗
k−1) ≥ f(pk) +
L
2
∥∥v∗k−1 − vk−1∥∥2 , k = 1, 2, . . . .
On the other hand, since f is convex, the combination of (7) with (3) and taking into
account that p∗ = exppk−1 v
∗
k−1, for all k = 1, 2, . . ., we obtain
φk−1(v
∗
k−1) = f(pk−1) + 〈grad f(pk−1), v∗k−1〉+
L
2
∥∥v∗k−1∥∥2 ≤ f(p∗) + L2
∥∥v∗k−1∥∥2 .
Hence, using that f∗ = f(p∗), after some simple algebraic manipulations, the latter two
inequalities imply that
f(pk)− f∗ ≤ L
2
[∥∥v∗k−1∥∥2 − ∥∥v∗k−1 − vk−1∥∥2
]
, k = 1, 2, . . . .
Since the curvature of M is non-negative, the definitions of the vector v∗k−1 and vk−1
together with item (i) of Proposition 1 imply that d(p∗, pk) ≤
∥∥v∗k−1 − vk−1∥∥, for all
k = 1, 2, . . .. Thus, taking into account that ‖v∗k−1‖ = d(p∗, pk−1), we conclude from the
last inequality that
f(pk)− f∗ ≤ L
2
[
d2(p∗, pk−1)− d2(p∗, pk)
]
, k = 1, 2, . . . .
Note that (9) implies that f(pk+1) ≤ f(pk), for k = 0, 1, . . .. Hence, summing both
sides of the above inequality for k = 1, . . . , N , we obtain
N [f(pN )− f∗] ≤ L
2
[d2(p∗, p0)− d2(p∗, pN )] ≤ Ld
2(p∗, p0)
2
,
which is equivalent to the inequality in the first statement of the theorem. The second
statement of the theorem is an immediate consequence of the first one.
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Corollary 2. Assume that M has non-negative curvature and f is convex. Let {pk} be
the sequence generated by the gradient method with constant stepsizes tk = 1/L, for all
k ≥ 0. Then, for every N ∈ N, there holds
min{‖ grad f(pk)‖ ; k = 0, 1, . . . , N} ≤
√
8L d(p∗, p0)
N
.
As a consequence, given a tolerance ǫ > 0, the number of iterations required by
the gradient method to obtain pN ∈ M such that ‖ grad f(pN)‖ < ǫ, is bounded by
O([Ld(p∗, p0)]/ǫ).
Proof. Using (5) with tk = 1/L, for k = 0, 1, . . ., Corollary 1 implies that
1
2L
‖grad f(pk)‖2 ≤ f(pk)− f(pk+1), k = 0, 1, . . . . (9)
On the other hand, it follows from Theorem 2 that, for evey N ∈ N, we have
f(pN+1)−f∗+
N∑
j=⌈N/2⌉
[f(pj)− f(pj+1)] = f(p⌈N/2⌉)−f∗ ≤
L d2(p∗, p0)
⌈N/2⌉ ≤
2L d2(p∗, p0)
N
.
Combining (9) with the last inequality and taking into account that f∗ ≤ f(pk), for all
k, we obtain
1
2L
N∑
j=⌈N/2⌉
‖grad f(pj)‖2 ≤ f(p⌈N/2⌉)− f∗ ≤
2L d2(p∗, p0)
N
.
Hence, we have ⌈N/2⌉(min{‖ grad f(pk)‖ ; k = ⌈N/2⌉, . . . , N})2 ≤ 4L2d2(p∗, p0)/N ,
which implies the desired inequality. The second statement of the corollary follows as
an immediate consequence of the first one.
3.2 Subgradient method
In this subsection, we recall the subgradient method for minimizing non-smooth con-
vex functions on Riemannian manifolds with nonnegative curvature and present some
iteration-complexity bounds related to the method.
In the following, we formally state the subgradient method to solve (4), where the ob-
jective function is assumed to be convex.
Subgradient method
(0) Let an initial point p0 ∈M , and set k = 0;
(1) choose a stepsize tk > 0, let sk ∈ ∂f(pk) and com putes
pk+1 := exppk (−tk sk) ; (10)
(2) set k ← k + 1 and go to step 1.
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This method is a natural extension of the well known subgradient method in the Eu-
clidean setting. It was first proposed and analyzed in the Riemannian context in [16];
It has been studied in different context; see, for instance, [7, 17, 18, 33, 34]. It is worth
mentioning that the subgradient method for non-smooth problems does not share the
decreasing property (Corollary 1 and (5)) of the gradient method. Thus, this makes
its iteration-complexity analysis considerably different from the one presented in the
last subsection for the gradient method. Moreover, Armijo line search is not an option
for the choice of the stepsizes tk. In the following, we consider the two main stepsizes
rules used for the subgradient method, namely, the exogenous and the Polyak rules.
The former one, does not take into account any information about of the sequence
generated by the method, while the latter one assumes the knowledge of the optimum
value of the problem. Apart from these well known drawbacks, the understanding of
the convergence property of the subgradient method is fundamental for obtaining more
sophisticated method to deal with non-smooth problems.
In the next result, we recall a fundamental inequality related to the subgradient method
which is essential to overcome the lack of the decreasing property of the functional values
and to motivate the Polyak stepsize rule.
Lemma 2. Let {pk} be the sequence generated by the subgradient method and let p ∈M .
Then, the following inequality holds
d2(pk+1, p) 6 d
2(pk, p) + t
2
k‖sk‖2 + 2tk[f(p)− f(pk)], k = 0, 1, . . . .
Proof. Let γ1 be the minimal geodesic segment joining pk to p with γ1(0) = pk. Note
that letting v = γ′1(0) we have γ1(t) = exppk (t v), for t ∈ [0, 1]. For sk ∈ ∂f(pk)
define γ2(t) = exppk (−t sk) for t ∈ [0, tk]. Note that γ2(0) = pk and from (10) we
obtain γ2(tk) = pk+1. Let γ3 be the minimal geodesic segments joining pk+1 to p. The
definitions of the geodesics segments γ1, γ2 and γ3 give
ℓ(γ1) = d(pk, p), ℓ(γ2) = ‖tksk‖, ℓ(γ3) = d(pk=1, p), <)(γ′1(0), γ′2(0)) =<)(v,−sk),
where <)(u,w) denotes the angle between u and w. Using item i of Proposition 1 we
have
d2(pk+1, p) 6 d
2(pk, p) + t
2
k‖sk‖2 − 2d(pk, p)tk‖sk‖ cosα,
where α =<)(sk, v). Since ‖v‖ = ℓ(γ1) = d(pk, p) and cosα = 〈−sk, v〉/‖sk‖‖v‖, last
inequality becomes
d2(pk+1, p) 6 d
2(pk, p) + t
2
k‖sk‖2 + 2tk〈sk, v〉.
Due to f be convex and p = exppk (v), the definition of subgradient in (1) implies f(p) ≥
f(pk) + 〈sk, v〉, which combined with last inequality yields the desired inequality.
The next result presents an iteration-complexity bound for the subgradient method with
an exogenous stepsize rule.
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Theorem 3. Let f : M → R be a convex function and Lipschitz continuous with
constant τ ≥ 0. Let {pk} be the sequence generated by the subgradient method with
tk = αk/‖sk‖, for k = 0, 1, . . .. Then, for every N ∈ N, the following inequality holds
min {f(pk)− f∗ : k = 0, 1, . . . , N} ≤ τ
d2(p0, p
∗) +
∑N
k=0 α
2
k
2
∑N
k=0 αk
.
Proof. Applying Lemma 2 with p = p∗, tk = αk/‖sk‖ and using the notation f∗ = f(p∗)
we obtain
d2(pk+1, p
∗) 6 d2(pk, p
∗) + α2k + 2
αk
‖sk‖
[f∗ − f(pk)], sk ∈ ∂f(pk), k = 0, 1, . . . .
Hence, performing the sum of the above inequality for k = 0, 1, . . . , N , we obtain after
some algebras that
2
N∑
k=0
αk
‖sk‖ [f(pk)− f
∗] ≤ d2(p0, p∗)− d2(pN+1, p∗) +
N∑
k=0
α2k.
Since f is Lipschitz continuous with constant τ ≥ 0, we have ‖sk‖ ≤ τ , for all sk ∈
∂f(pk). Therefore,
2
τ
min {f(pk)− f∗ : k = 0, 1, . . . , N}
N∑
k=0
αk ≤ d2(p0, p∗) +
N∑
k=0
α2k,
which is equivalent to the desired inequality.
The next result presents an iteration-complexity bound for the subgradient method with
Polyak stepsize rule.
Theorem 4. Let f : M → R be a convex function and Lipschitz continuous with
constant τ ≥ 0. Let {pk} be the sequence generated by the subgradient method with
tk = [f(pk)− f∗]/‖sk‖2, for all k = 0, 1, . . .. Then, for every N ∈ N, there holds
N∑
k=0
[f(pk)− f∗]2 ≤ τ2d2(p0, p∗).
As a consequence, min {f(pk)− f∗ : k = 0, 1, . . . , N} ≤ [τd(p0, p∗)]/
√
N + 1.
Proof. Applying Lemma 2 with p = p∗, tk = [f(pk)− f∗]/‖sk‖2 and using the notation
f∗ = f(p∗) we obtain
[f(pk)− f∗]2
‖sk‖2 6 d
2(pk, p
∗)− d2(pk+1, p∗), k = 0, 1, . . . .
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Performing the sum of the above inequality for k = 0, 1, . . . , N , we conclude that
N∑
k=0
[f(pk)− f∗]2
‖sk‖2 ≤ d
2(p0, p
∗).
Since f is Lipschitz continuous with constant τ ≥ 0, we have ‖sk‖ ≤ τ , for all k ≥ 0.
Therefore, the first statement of the theorem follows from the last inequality. The
second statement of the theorem is an immediate consequence of the first one.
3.3 Proximal point method
In this subsection, we recall the proximal point method on a Hadamard manifold and
present two results. The first one shows an important inequality which is essential to
prove the convergence rate bound of the method obtained in our second result.
In the following, we formally state the proximal point method to solve (4).
Proximal point method
(0) Let an initial point p0 ∈M and {λk} ⊂ R++. Set k = 0;
(1) computes
pk+1 = argminp∈M
{
f(p) +
λk
2
d2(pk, p)
}
; (11)
(2) set k ← k + 1 and go to step 1.
The proximal method was first proposed and analyzed in the Riemannian setting in [21].
Since then, it has been the subject of intense research; see, for example, [8, 22, 23, 35]
and reference therein. As far as we know, all the papers studying convergence of the
proximal point method above analyze only its asymptotic convergence property. Next,
we discuss a basic result which will be essential to obtain iteration-complexity bound
for the proximal point method.
Proposition 2. Let M be a Hadamard manifold, f : M → R be a convex function,
p¯ ∈M and µ > 0. Then, for each p, q ∈M and s ∈ ∂f(p) the following inequality holds
f(q) +
µ
2
d2(q, p¯) ≥ f(p) + µ
2
d2(p, p¯) +
〈
s− µ exp−1p p¯, exp−1p q
〉
+
µ
2
d2(q, p).
Proof. Let p, q ∈ M . Due to f be convex, we can take v = exp−1p q into inequality (2)
to obtain
f(q) ≥ f(p) + 〈s, exp−1p q〉 , s ∈ ∂f(p). (12)
On the other hand, since M is a Hadamard manifold, it follows from Proposition 1(ii)
that
d2(q, p¯) ≥ d2(q, p) + d2(p, p¯)− 2 〈exp−1p p¯, exp−1p q〉 .
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Multiplying the last inequality by µ/2 and summing the result with (12), the desired
inequality follows.
Next theorem presents our main result related to the convergence rate of the proximal
point method.
Theorem 5. Let M be a Hadamard manifold and f : M → R be a convex function.
Let {pk} be the sequence generated by the proximal point method with λ ≥ λk > 0, for
k = 0, 1, . . .. Then, for every N ∈ N, there holds
f(pN)− f∗ ≤ λd
2(p∗, p0)
2[N + 1]
.
As a consequence, given a tolerance ǫ > 0, the number of iterations required by the
proximal point method to obtain pN ∈ M such that f(pN ) − f∗ ≤ ǫ, is bounded by
O(λd2(p∗, p0)/ǫ).
Proof. Since {pk} is the sequence defined in (11), we have
0 ∈ ∂f(pk+1)− λk exp−1pk+1 pk, k = 0, 1, . . . .
Applying Proposition 2 with p¯ = pk, p = pk+1 and µ = λk, and considering the last
inclusion we obtain, for every q ∈M , that
f(q)+
λk
2
d2(q, pk) ≥ f(pk+1)+ λk
2
d2(pk+1, pk)+
λk
2
d2(q, pk+1), k = 0, 1, . . . . (13)
It follows by taking q = p∗ in the last inequality and using f∗ = f(p∗) that
0 ≤ f(pk+1)− f∗ ≤ λk
2
[
d2(p∗, pk)− d2(p∗, pk+1)
]
, k = 0, 1, . . . .
Hence, summing both sides of the last inequality for k = 0, 1, . . . , N and using λ ≥ λk,
we obtain
N∑
k=0
[f(pk+1)− f∗] ≤ λ
2
[
d2(p0, p
∗)− d2(p∗, pN )
] ≤ λ
2
d2(p0, p
∗). (14)
Letting q = pk in (13) we conclude that f(pk) ≥ f(pk+1), for all k = 0, 1, . . .. Therefore,
(14) implies that [N + 1][f(pN )− f∗] ≤ λd2(p0, p∗)/2, which proves the first statement
of the theorem. The last statement of the theorem is an immediate consequence of the
first one.
4 Final remarks
In this paper, we analyze iteration-complexity of gradient, subgradient and proximal
point methods. We expect that this paper will contribute to the development of the
13
iteration-complexity studies of optimization methods in the Riemannian setting. It re-
mains an open and challenging problem to show whether or not accelerated schemes
(see, [30, 36]) can be extended to handle convex optimization problems in the Rieman-
nian setting. Finally, it would be interesting to continue the studies in this direction
in order to go further and analyze stochastic versions of the above algorithms in a
Riemannian context.
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