This paper brings systematic methods for scenario tree generation to the attention of the Process Systems Engineering community. We focus on a general, data-driven optimization-based method for generating scenario trees that does not require strict assumptions on the probability distributions of the uncertain parameters. Using as a basis the Moment Matching Problem (MMP), originally proposed by Høyland & Wallace (2001), we propose matching marginal (Empirical) Cumulative Distribution Function information of the uncertain parameters in order to cope with potentially underspecified MMP formulations. The new method gives rise to a Distribution Matching Problem (DMP) that is aided by predictive analytics. We present two approaches for generating multi-stage scenario trees by considering time series modeling and forecasting. The aforementioned techniques are illustrated with a production planning problem with uncertainty in production yield and correlated product demands.
Introduction
The importance of accounting for uncertainty in mathematical optimization was recognized in its early days in the seminal and influential paper by George B. Dantzig (Dantzig, 1955) . Two of the current popular optimization frameworks that incorporate uncertainty in the modeling stage are Robust Optimization (Ben-Tal, Ghaoui, & Nemirovski, 2009 ) and Stochastic Programming (Birge & Louveaux, 2011) . In this paper, we focus on Stochastic Programming (SP) and address the issue of scenario generation.
To illustrate the many possible sources of uncertainty in Process Systems Engineering (PSE), consider as an example a production planning problem for a network of chemical plants. Planning decisions usually span multiple time periods and generally involve, but are not limited to determining the amount of raw materials to be purchased by each plant, the criterion is met. The size of the sample must be such that a degree of confidence on the final objective function value is satisfied. In addition, the sampling step becomes more complicated in Multi-Stage SP (MSSP), as conditional sampling is required for the SAA method to produce consistent estimators. Conditioning on previous events also plays a key role in the moment matching method as discussed later in the paper.
The main contribution of this paper is the consideration of the (empirical) cumulative distribution function as additional information to be matched when generating scenario trees. This mitigates the typical under-specification shortcoming of the Moment Matching Problem (MMP) that has been proposed (Høyland & Wallace, 2001 ). We call this extended formulation the Distribution Matching Problem (DMP). We first present the L 2 -, L 1 -, and L ∞ -norm MMP formulations, and then describe their extended versions and how to use them for the generation of two-and multi-stage scenario trees with the aid of time series forecasting. We note that this chapter deals with exogenous uncertainty only, i.e., uncertainty whose realizations do not depend on the decisions made by the optimization model. On the other hand, endogenous uncertainty is decision-dependent (Jonsbråten, Wets, & Woodruff, 1998) . For general endogenous uncertainty modeling of stochastic programs, we refer to the works by Goel & Grossmann (2006) and Gupta & Grossmann (2011) . With respect to scenario generation, Tarhan (2009) (Chapter 5) proposed an algorithm that considers the gradual resolution of endogenous uncertainties. This paper is organized as follows. Section 2 introduces the moment matching method as a systematic method to generate two-stage scenario trees. In Section 3, we propose extensions to each MMP formulation by considering (empirical) cumulative distribution function data in order to mitigate the under-specification shortcoming of MMP models. The new formulations (DMP) and methodology are illustrated with a numerical example for the optimal production planning of a network of chemical plants. Section 4 extends the methodology to the multi-stage case; the role of modeling stochastic processes is emphasized and two approaches are described based on nonlinear and linear programming (NLP and LP) statistical property matching formulations for generating multi-stage scenario trees. The approaches are illustrated with a numerical example, and conclusions are drawn in Section 5.
(NLP) problem. The NLP problem minimizes the weighted squared error between statistical properties calculated from the outcomes or nodes, and the same properties calculated directly from the data. Thus, it is based on an L 2 -norm formulation. If the absolute deviations from the target properties are minimized as proposed by Ji et al. (2005) , then an L 1 -norm formulation can be employed, which has the advantage that it can be cast as a Linear Programming (LP) problem. A new formulation of the MMP based on the L ∞ -norm. can also be developed Examples of statistical properties are the first four moments (expected value, variance, skewness, and kurtosis), covariance or correlation matrix, quantiles, etc.
It is important to note that the scenario tree generated by the moment matching method is used as an "input" to the SP model. Therefore, the uncertain parameters as well as the probabilities of the outcomes (or scenarios) in the SP model become decision variables in the scenario generation problem.
In this section, we review MMP formulations for two-stage problems.
L 2 Moment Matching Problem
In the Moment Matching Problem (MMP), the uncertain parameters of the SP model and the probabilities of the outcomes become variables in a nonlinear optimization formulation. The purpose of the MMP is to find the optimal values for the random variables x j and probabilities p j (see Figure 1 ) of a pre-specified structure for the scenario tree that minimize the error between the statistical properties calculated from the tree and the ones calculated directly from the data. In the L 2 formulation, the squared error is employed in the objective function. Hence, the NLP formulation can be generically written as follows: 
where x is a vector of random variables (uncertain parameters of the SP model), p is a vector of probabilities of outcomes, s ∈ S is a statistical property to be matched (target), w s is the weight for statistical property s, f s (·, ·) is the mathematical expression of statistical
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property s calculated from the tree, Sval s is the value of statistical property s (target value) that characterizes the distribution of the data. Any statistical property that somehow describes the data can be used to measure how well the scenario tree represents them. Descriptive statistics provides measures that can be used to summarize and inform us about the probability distribution of the data. Four of these measures, called moments, (Papoulis, 1991) , are the following: mean or expectation, and the central moments variance, skewness, and kurtosis. The mean or expectation tells us about the average value in a data set, the variance is a measure of the spread of the data about the mean, the skewness is a measure of the asymmetry of the data, and the kurtosis is a measure of the thickness of the tails of the shape of the distribution of the data.
A more detailed definition of the L 2 MMP is as follows. The uncertain data are indexed by i ∈ I, which denotes the entity of an uncertain parameter (for example, a product). N denotes the number of outcomes per node at the second stage, j ∈ J = {1, 2, . . . , N} denotes the branches (outcomes) from the root node, and k ∈ K = {1, 2, 3, 4} is the index of the first four moments. The decision variables are the uncertain parameters of the stochastic programming problem, x i,j , with corresponding probabilities of outcomes, p j . The moments calculated from the tree are denoted by variables m i,k and the ones calculated from the data are denoted by parameters M i,k . Finally, the second co-moment, i.e., covariance, calculated between entity i and i from the tree and the data are denoted by c i,i and C i,i , respectively. The L 2 MMP formulation is given as follows (see Gülpınar, Rustem, & Settergren (2004) ). The goal is to generate a tree in which we determine the values of x i,j and p j whose properties match those calculated from the data (M i,k and, if applicable,
where the weighted squared error between the statistical properties calculated from the tree and inferred from the data is minimized in (2a). Constraints (2b) ensure that the probabilities of outcomes add up to 1, (2c) represent the calculation of the first moment (mean), 
where σ 2 i = m i,2 is the variance as defined in equation (2d) for k = 2. Therefore, in order to use constraints (2d) for k > 2 in the L 2 MMP, the statistical properties calculated from the data have to be denormalized.
Remark 2. Before solving the L 2 MMP, the number of branches or outcomes from the root node, N, is pre-specified. Høyland & Wallace (2001) suggest the rule (|I| + 1)N − 1 ∼ number of statistical specifications, where |I| is the number of random variables. The authors also discuss potential over-and under-specification that may arise from choosing a value for N. The other inputs or parameters to the L 2 MMP are the values of the statistical properties to be matched. They directly affect the quality of the tree obtained. Hence, care should be exercised to obtain those properties in a meaningful way, so that the scenario tree effectively captures the uncertainty in the data.
Remark 3. The use of covariance or correlation information enables one to capture the linear dependence between multiple sources of uncertainty. More sophisticated and rigorous ways, such as copulas, to model dependency of distributions in a multivariate structure have been employed in a few papers, for instance, Sutiene & Pranevicius (2007) ; Kaut (2013) .
The NLP problem in equation (2) is nonconvex and its degree of nonlinearity and nonconvexity increases when attempting to match higher moments. As expected, initialization plays an important role in such optimization problems. Therefore, local NLP solvers may encounter numerical difficulties and get trapped in poor local solutions. Systematic multi-start methods can be used with local NLP solvers to help overcome the problems aforementioned by sampling multiple starting points in the feasible region and solving the NLP problem using each different starting point; however, it must be recognized that multi-start methods are not a panacea and there is no guarantee of systematically obtaining a global (or near global) solution to the MMP. Finally, deterministic global optimization solvers, such as BARON (Tawarmalani & Sahinidis, 2005) , SCIP (Achterberg, 2009) , and COUENNE (Belotti et al., 2009) , can also be used although at considerable computational expense if the NLP is not small in size.
L 1 and L ∞ Moment Matching Problems
If the absolute value of the deviations from the target moments and co-moments are minimized, then the MMP becomes an L 1 -norm model as proposed by Ji et al. (2005 
s.t. . . . , N (3i) where the weighted absolute deviations between the statistical properties calculated from the tree and inferred from the data are minimized in (3a). Constraints (3b) ensure that the probabilities of outcomes add up to 1, (3c) attempts to match the first moment (mean), constraints (3d) represent the matching of higher-order central moments, constraints (3e) attempt to match the covariance, and 
where µ and γ are scalar variables that account for the maximum deviations in the moments and covariances, respectively.
Linear Programming
The L 2 , L 1 , and L ∞ MMPs shown in equations (2) to (4), respectively, are nonlinear and nonconvex due to the mathematical expressions for the moments since both probabilities and node values are decision variables. Ji et al. (2005) used ideas from Linear Goal Programming and proposed an LP formulation for the L 1 MMP in which only probabilities are decision variables. In this LP formulation, the node values are generally obtained via some simulation approach. For time-dependent data, such as asset returns in financial portfolio management applications, a time-series model is used to forecast future expected values and possibly higher moments. Multiple values above and below the forecast expected value can be used as the node values or outcomes in the L 1 and L ∞ LP MMP formulations and the probabilities of each outcome are left as the decision variables. In PSE applications, uncertain parameters that typically have a time component are product demand and market price. Let x i,j be a parameter with the value of the uncertain parameter that can be arbitrarily chosen or calculated from some simulation procedure, for example simulation of time-series forecasting models. As long as there are at least two values, for example x i,j and x i,j , that are symmetric with respect to the mean, then the expected value can always be matched (see Proposition 1 in Ji et al. (2005) ) and the L 1 LP MMP is given as follows:
Likewise, the L ∞ LP MMP can be formulated as follows:
We note that the LP formulations do not necessarily yield the same solution as the NLP formulations. The NLP formulations have more degrees of freedom (both vectors x and p are simultaneously optimized), whereas the LP formulations are used to calculate the vector of probabilities for fixed values of outcomes.
Obviously, it may be more advantageous to solve an LP problem instead of a nonconvex NLP problem. For multi-stage stochastic problems with time-dependent uncertain parameters, the solution strategy is much more complex when applying the NLP model instead of the LP formulation. Sections 4.1 and 4.2 contain details of multi-stage scenario tree generation using the aforementioned NLP and LP formulations, respectively.
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Remarks on the MMP Formulations
Regardless of the L 2 , L 1 , and L ∞ MMP formulations, it has been our experience that it is common to have under-specified NLP and LP problems when only moments are matched. This is due to the fact that not enough information to be matched (statistical properties) is provided to achieve non-degenerate solutions. The consequences are that multiple choices for the node values and/or probabilities yield the same objective function value. In other words, multiple trees with the same number of nodes and having very different node values and (sometimes zero) probabilities satisfy the specifications. In addition, we observed that the Lagrange multipliers associated with all constraints in the models are zero or very small at the optimal solution obtained by local and global solvers. Moreover, the distribution obtained from solving the MMPs does not exhibit a similar shape as the distribution of the data even when up to four moments were matched.
More formally, we can perform an analysis on the well-posedness of the MMP formulations for which both node values (x i,j ) and probabilities (p j ) are variables. The number of variables is |I| · N + N − 1 = N(|I| + 1) − 1. The number of data points (|K| moments and covariances, or conditions to be matched) is |I| · |K| +
. The MMP is well-posed if the number of data points is at least the number of variables, i.e.,
For example, for one uncertain parameter (|I| = 1) and four moments (|K| = 4), we have that N ≤ 2.5, meaning we can only have a tree with two scenarios for a well-posed MMP formulation. If we increased N to 3 or more, then this would result in an under-specified MMP model. To mitigate the under-specification of MMP formulations, we propose including additional statistical properties to be matched in order to avoid solving an under-specified MMP formulation, and to ensure that the shape of the distribution of the data is captured in the solution. This is also motivated by the fact that in certain applications it may not be practical to obtain accurate estimates of higher moments as a large amount of data is needed. Consequently, fewer moments may be matched based on their availability, while still capturing the shape of distribution of data with the scenario tree. Lastly, our numerical experiments demonstrate that the same solution vector is achieved by local and global solvers. That is, only one tree satisfies the specifications, although theoretically there is no guarantee that this property holds true due to nonconvexity in the NLP models.
Distribution Matching Problem
A new formulation-Distribution Matching Problem (DMP)-based on the MMP is proposed that not only attempts to match marginal moments, but also the marginal Empirical Cumulative Distribution Function (ECDF) of the data as explained in this section. Specifically, we propose to extend the L 2 , L 1 , L ∞ MMPs, and the L 1 and L ∞ LP MMPs in order to also match an approximation to the Empirical Cumulative Distribution Function (ECDF) of the data. Before describing the steps of the algorithm to incorporate the ECDF information into the optimization models, some definitions are presented.
For a given random variable (r.v.) Z, the probability of Z to take on a value, say z, less than or equal to some value t is given by the Cumulative Distribution Function (CDF), or mathematically CDF (t). A CDF is associated with a specific Probability Density Function (PDF), for continuous r.v.s, or Probability Mass Function (PMF), for discrete r.v.s. In order to avoid making assumptions about the distribution model, an estimator of the CDF can be used, the Empirical CDF (ECDF), which is defined as follows (van der Vaart, 1998) :
where n is the sample size and 1{A} is the indicator function of event A, that takes the value of one if event A is true, or zero otherwise. Therefore, given a value t, the ECDF returns the ratio between the number of elements in the sample that are less than or equal to t and the sample size. Every CDF has the following properties:
• It is monotonically non-decreasing;
• It is right-continuous;
CDF (x) = 0; and
We note that most CDFs are sigmoidal. Therefore, the ECDF, as an estimator of the CDF, is also "S-shaped" in most cases. Hence, in order to incorporate the ECDF data in the optimization models in a smooth way, we propose fitting the Generalized Logistic Function (GLF) (Richards, 1959) , also known as Richards' Curve, or a simplified version (for instance, the Logistic Function is a special case of the GLF). The GLF is defined as follows:
where β 0 , β 1 , β 2 , β 3 , and β 4 are parameters to be estimated. When fitting the GLF to ECDF data, the GLF can be simplified by setting β 0 = 0 and β 1 = 1 as these parameters correspond to the lower and upper asymptotes, respectively. Analytical expressions for the partial derivatives of GLF (x) with respect to its parameters can be derived and used to form the Jacobian matrix for least-squares fitting purposes. The algorithm for generating a two-stage scenario tree, where the uncertain parameters have no time-series effect, by matching moments and ECDF is described as follows:
Step 1: Collect data for the (independent) uncertain parameters and obtain individual ECDF curves for each data set.
Step 2: Approximate each ECDF curve obtained by fitting the Generalized Logistic Function (GLF) or a simplified version.
Step 3: Solve a Distribution Matching Problem (DMP) defined in equations (10), (11), or (12).
Remark.
We note that if a particular probability distribution family is assumed, i.e., a parametric approach is taken, then CDF information rather than ECDF data can be used in the DMP. This avoids the extra step of fitting a smooth curve to the ECDF data. However, very few distribution families have closed-form expressions for the CDF. Thus, approximate formulas have to be used in order to avoid evaluating integrals in the DMP. Extended versions of the three MMP formulations for
Step 3 are presented as follows. Note that since ECDF information is taken into account, we add |I| · N conditions that reduce the problem of under-specification. Furthermore, we note that we must ensure that the values of the nodes in the tree are ordered, i.e., order statistics (Hogg, McKean, & Craig, 2012) . The convention adopted is the following:
, which is ensured via additional inequalities in each extended NLP model. Because the node values are ordered, the summation j j =1 p j represents the cumulative probability of the node value
where the variables δ i,j represent the deviations with respect to the ECDF data, which in turn are approximated by, for example, the GLF and is represented by the expression ECDF (x i,j ). In addition to minimizing the weighted square errors from matching (co-)moments, the sum of squares of the deviations δ i,j is also minimized with given weights ω i,j that can be chosen relative to the weights for the term involving the moments. Thus, the weights represent a trade-off between matching sample (co-)moment data and a smooth representation of the (E)CDF.
where the variables δ 
The constant expression ECDF (x i,j ) represents the approximation to the ECDF data obtained by, for example, fitting the GLF. Note that it is required that the vector of node values is ordered, that is,
Constraints (3b) - (3i) and (4b) - (4e) ECDF (
Constraints (5b) - (5h) and (6b) - (6e) ECDF (
where ξ is a scalar variable that accounts for the maximum deviations in the ECDF information.
If a parametric approach to the distribution family is taken, then the term ECDF (·) can be substituted by an exact closed-form expression, represented by CDF (·), or an approximate formula, denoted by CDF (·), and no curve fitting is needed.
Remark. We compare the well-posedness of the DMP formulations in this section to the expression derived in equation (7) for the MMP formulations in Section 2. The number of variables is the same, N(|I| + 1) − 1, but the number of data points (conditions to be matched) is increased by |I| · N to |I| · |K| + |I|(|I|−1) 2 + |I| · N. Thus, for the case where both the node values and probabilities are variables, the DMP formulations are well-posed when
In other words, the right-hand side of equation (7) for MMP formulations is reduced by |I|·N, meaning that the number of outcomes N (or scenarios) can be increased. For example, for one uncertain parameter (|I| = 1) and four moments (|K| = 4), we have that N ≤ 5 instead of N ≤ 2.5 for MMP formulations. Thus, the additional information matched by the DMP model eliminates the under-specification present in the MMP formulations. Consequently, the proposed extension allows the modeler to specify more outcomes without leading to under-specified or ill-posed problems.
The distribution matching method is illustrated in the following example in which the objective is to determine the optimal production plan of a network of chemical facilities or plants. For simplicity, the only uncertain parameter considered is the production yield of one facility in the network. The example demonstrates the impact that selecting a scenario tree has on the quality of the solution of the stochastic model. Figure 2 shows the network of the example used throughout the paper. It consists of a raw material A, an intermediate product B, finished products C and D (only product D can be stored), and facilities (plants) P 1, P 2, and P 3. Product C can also be purchased from a supplier, or in the case of multiple sites, it could be transferred from another site that also produces it. The production planning Linear Programming (LP) model has the following main elements: variables corresponding to the inlet/outlet flow rates to/from facility f in time period t, y rate f,t and w rate f,t respectively; production yields for each facility, θ f ; and demands for each finished product m ∈ F P in time period t, ξ m,t . The deterministic multiperiod optimization model is given as follows:
Example 1: Uncertain Plant Yield
where constraints (16b) relate the output flows with the input flows through the yield of each facility f , constraints (16c) -(16f) represent material and inventory balances, equations (16g) represent the demand satisfaction and slack variables are employed to account for possible unmet demand, constraints (16h) -(16k) are limitations in the flows, storage, raw material availability, and capacity violations, respectively, and the profit is calculated as follows:
where SP m,t is the selling price of material m in period t, OPC f,t is the operating cost of facility f in period t, PC m,t is the purchase cost of material m in period t, IC m,t is the inventory cost of material m in period t, and PEN m,t denotes the penalty associated with unmet demand. Consider the historical data showing the variability of the production yield of facility P 1, θ P 1 , with 120 data points, which represent monthly records of θ P 1 for a period of ten years. The distribution of θ P 1 is depicted in a histogram as shown in Figure 3 . Only the first two moments and ECDF data were estimated from the randomly generated production yield values. The simplified GLF (β 0 = 0 and β 1 = 1) fit to ECDF data and the estimated parameters are shown in Figure 4 . Details of the procedure for generating the historical data for θ P 1 , fitting the simplified GLF, and the remaining parameters for the production planning model are given in Appendix A. To simplify the analysis, we model this multiperiod production planning problem as a Two-Stage Stochastic Programming (TSSP) problem. There are four time periods that correspond to a quarterly production plan problem over the course of one year time horizon. The first stage, or here-and-now variables, are all the variables in the model at the first time period, t = 1, whereas the second stage, or wait-and-see variables, are all the variables at the remaining time periods, t > 1. All the DMPs and the deterministic equivalent of the TSSP models are implemented in AIMMS 3.13 (Roelofs & Bisschop, 2013) . The DMPs were solved with IPOPT 3.10.1 using the Multi-Start Module in AIMMS and the TSSP model was solved with Gurobi 5.1. The model sizes are small; therefore, CPU times are not reported. In the DMPs, the yield variables were bounded below by the minimum data point, and above by the maximum data point.
Assuming we match for the DMP the first four moments (i.e., |K| = 4) and ECDF data, then it follows from inequality (15) that N ≤ 5. Therefore, five scenarios are selected for the two-stage scenario tree. Two approaches are compared: heuristic and DMP, which includes the optimization models described in Section 3. The heuristic approach represents an arbitrary way to construct a scenario tree that does not consider the distribution of the historical data. From minimum and maximum data values (e.g., production yield that can vary between 0 and 1), their arithmetic mean is calculated (center node) and the values of the other nodes are calculated by fixed deviations of ±20% and ±40% from the mean node. Therefore, the tree in this example has five nodes in the second stage. Also, the probabilities are arbitrarily chosen. Notice that by not visualizing the distribution of the uncertain parameter, choice of outcomes and their probabilities may not satisfactorily characterize the shape of the distribution of the actual data. In other words, the heuristic scenario tree does not represent the actual problem data and the production plan obtained may not be very meaningful. The DMP approach calculates the probabilities (both LP and NLP formulations) and values of the nodes (only NLP formulations) in order to match statistical properties that describe the distribution of the yield data. Figure 5 shows the probabilities and yield values obtained for the five-scenario tree in each approach. The yield distribution as shown in Figure 3 is skewed to the right, which results in higher probabilities assigned to node values that are slightly higher than the mean yield (0.7301). Such characteristic is not captured in the heuristic approach, which does not satisfactorily represent the actual data. It was observed that the probabilities obtained with the L 1 LP DMP and L ∞ LP DMP formulations are strongly dependent on the node values chosen and this fact affects the remaining results shown below. The objective function value of the three DMP formulations are shown in Table 1 . Note that the extra number of variables associated with considering the node values as variables (NLP formulations) results in smaller deviations in the matching procedure for the choices of weights (see Appendix A). 
Model
Objective Function
0.2112 Table 2 shows the optimal expected profit of the stochastic production planing model in equation (16). The relatively low expected profit by using the heuristic approach can be explained due to high probabilities placed on production yields below the mean of the actual yield data. In other words, the scenario tree in the heuristic approach is pessimistic for the values chosen for the production yield of facility P 1. Ultimately, the tree in the heuristic approach is an inaccurate representation of the yield data. However, note that the magnitude of the expected profit of the TSSP problem is not an assessment of the quality of each solution with respect to the "true" solution that would be obtained if the true distributions were known and were not approximated by finite discrete outcomes. The LP deterministic equivalent of the two-stage stochastic program has 273 constraints, 305 variables, 832 nonzeros, and was solved in not more than 0.02 seconds for all approaches. Figures 6 and 7 show the different production plans obtained for each approach. Specifically, the solution obtained with the heuristic approach predicted higher inventory levels of product D for the first time period (here-and-now decisions). Moreover, using the tree obtained with the heuristic approach incurred higher purchase amounts of product C for the first period. Finally, the quality of the stochastic solutions was assessed using a simulation-based Monte Carlo sampling scheme that provides statistical bounds on the optimality gap (Bayraksan & Morton, 2006) . The optimality gap is defined as the difference between an approximation of the "true" stochastic solution (very large tree to approximate the continuous distribution of the yield) and the candidate stochastic solution. In this context, a candidate stochastic solution refers to the first-stage decisions of the TSSP when using the scenario trees from either heuristic or DMP approaches. The Multiple Replications Procedure (MRP) was used with twenty replications, and each replication contains one hundred independent scenarios. In each replication, the gap between the approximate true solution and the candidate solution is calculated (see Subsection D.1 in Appendix D). Table 3 shows the average gap of all replications plus one-sided confidence intervals for 95% confidence. The results suggest that the stochastic production planning solutions obtained by using the trees generated by the L 2 DMP and L 1 DMP approaches are closer to the true solution as seen from the small optimality gap. Note that since the historical data were artificially generated, i.e., the data-generating mechanism (distribution) is known (see Appendix A), a Monte Carlo sampling strategy can be used. The results in Table 3 clearly show that selecting the scenario tree as an input to the stochastic optimization model is crucial to obtain a meaningful solution of an SP formulation. The distribution matching method is a scenario generation method that allows creating scenario trees that satisfactorily represent the distribution of the data, so that the decisions made with the stochastic optimization model are supported by factual probabilistic information.
Multi-Stage Scenario Tree Generation
The MMPs in equations (2) -(6) and DMPs in equations (10) -(14) can be applied to both two-stage and multi-stage cases, with the former more limited with issues of underspecification. When generating multi-stage scenario trees, a statistical property matching problem is solved at every node of the tree except at the leaf or terminal nodes. Multi-stage scenario trees can be viewed as a group of two-stage subtrees that are formed by branching out from every node except the leaf nodes. The complication in generating multi-stage scenario trees with interstage dependency lies in the fact that the moments calculated for each path into future stages are dependent on the previous states or nodes present in each path. Therefore, prediction of future events (time series forecasting) must be combined with property matching optimization as will be described below.
For stochastic processes, such as time-series data of product demands, statistical properties can be estimated through forecasting models that take into account information that is conditional on past events. Appendix C contains more details of using time series forecasting models to estimate the statistical properties.
Time series forecasting models play an essential role in generating scenario trees when there is a time-series effect in the uncertain parameters. Briefly, mathematical models are fit to the historical data and their predictive capabilities provide conditional (co-)moments of the uncertain parameters at future stages. The moments are conditional on past events.
That is, they take into account the serial dependency of the observed values of the uncertain parameters. Hence, the statistical moments are supplied to the property matching optimization models at each non-leaf node and the scenario tree is consistently generated. Moreover, simulation of the time series models can be used to generate data of which an ECDF can be constructed and approximated with a smooth function, such as the GLF or a simplified version (see Section 3).
In the next two sections, we present two sequential solution strategies for generating a multi-stage scenario tree: NLP Approach and LP Approach. We focus on the DMP formulations, where L 2 DMP, L 1 DMP and L ∞ DMP are nonlinear (both node values and probabilities are variables), whereas L 1 LP DMP and L ∞ LP DMP are linear (only probabilities are variables). Each approach comprises two main steps, forecasting and optimization, which are summarized below:
Forecasting Step: After successfully fitting a time series model to the data, forecast future values.
• Input: observed data represented by the nodes
• Output: conditional moments and ECDF information to be matched in the optimization step
Optimization
Step: Solve a DMP at a given node in the tree.
• Input: conditional moments estimated by the forecasting step
• Output: probabilities of outcomes, and if using the NLP approach, values of the nodes Remark 1. Conditional (co-)moments are readily available via forecasting. ECDF information can be obtained through simulation of time series models, and a brief overview is given in Subsection C.3 in Appendix C. If a particular family of distribution is assumed for the forecast data, then the CDF or an approximate expression can be used instead as illustrated in Example 2 (Subsection 4.3).
Remark 2. Instead of a forecasting step, some authors have used a simulation step to generate the targets (conditional moments) to the optimization step and/or the values of the nodes in the scenario tree. For example, Høyland, Kaut, & Wallace (2003) proposed a heuristic method to produce a discrete joint distribution of the stochastic process that is consistent with specified values of the first four marginal moments and correlations. In addition, due to the independence of the optimization problems to be solved at each node of a given stage, there is an opportunity for parallel algorithms to speed up the solution process (Beraldi, De Simone, & Violi, 2010) .
NLP Approach
A general solution strategy for generating a multi-stage scenario tree using the NLP formulations of the DMP consists of alternating the two main steps described above in a shrinkinghorizon fashion, i.e., marching forward in time, node-by-node and stage-by-stage until the end of the time horizon. Figure 8 depicts the sequence of steps in the approach. The black squares (past region) in each subfigure correspond to historical data of the uncertain parameter under consideration, the blue line across the markers represents the time series model used to make predictions of the stochastic process, the red circles (future region) are the possible future states that the stochastic process will visit, and the grey shaded area surrounding the red circles denotes the estimated prediction confidence limits for a given significance level of α, i.e., α = 0.05 indicates 95% confidence. Note that by connecting parent nodes to their descendants (from left to right), a scenario tree is obtained.
The algorithm can be stated as follows.
Step 0: Start at the root ("present") node whose value is known. Set it as the current node.
Step 1: If not the last stage in the time horizon, then perform a one-step-ahead forecast from the current node to estimate conditional moments.
Step 2: Simulate the time series model including observations up to the current node, construct the ECDF curve, and approximate it by a smooth function, such as the GLF or a simplified version.
Step 3: Solve a nonlinear DMP to determine the node values and their probabilities for the next stage.
Step 4: For each node determined, set it as the current node and go to Step 1.
In Figure 8 , the blue line across the markers represents the time series model, the black squares represent past or historical data, the green circle on the vertical line is the current or present state, and the red circles are the future states. For demonstration purposes, Figure 8 (c) only shows the forecasting step for the bottom node generated in the first optimization step. Note that some nodes may lie outside the confidence interval predicted by the forecasting step; this allows more extreme events to be captured in the scenario tree, which in turn subject the stochastic programming problem to riskier scenarios and may lead to more "robust" solutions.
(a) First one-step-ahead forecasting step to predict the most likely value of the stochastic process in the next stage as well as possible higher moments and distribution information from simulation.
(b) Optimization step to calculate probabilities and nodes for the next stage. Optionally, the node corresponding to the conditional mean may be fixed in the DMP.
(c) One-step-ahead forecasting step from a given node obtained in the optimization step before. Repeat these steps for every node generated in every stage until the end of the time horizon considered. The complexity in implementing this approach in practice is the communication between the forecasting and the optimization steps at every non-leaf node in the tree. On the other hand, the approach using the LP formulations of the property matching problems only alternates between the forecasting and optimization steps once. The next section contains our proposed approach, and we note that there are variants in the literature that for instance use clustering algorithms (Gülpınar, Rustem, & Settergren, 2004; Xu, Chen, & Yang, 2012; Feng & Ryan, 2013) .
LP Approach
The only decision variables in the LP formulation in equation (12) are the probabilities of the outcomes. Therefore, if the node values are known in advance, then a single optimization problem can be solved for the entire tree to compute their probabilities. Thus, the approach has only two steps: (1) the forecasting step generates the nodes plus the statistical properties to be matched, and (2) an LP DMP is solved for all non-leaf nodes simultaneously. The optimization step is a straightforward solution of an LP problem, whereas the forecasting step contains elements that are particular to a specific strategy.
The strategy for the forecasting step proposed in this paper is shown in Figure 9 . As shown in Figure 9 (a), after performing a one-step-ahead forecast from the present node to the base or most likely node in the second stage, additional nodes are created by adding and subtracting multiples of the standard error of the forecast to the base node. The number of additional nodes above and below the base node is chosen a priori. In practice, nearfuture stages may be more finely discretized than far-future stages, since the prediction is less accurate the further into the future it is made. For ease of exposition, Figure 9 (b) shows the forecast from the second to the third stage of one of the nodes created in the second stage. The process is repeated for every node in every stage, except the last one of the time horizon considered. In summary, the main difference between the NLP Approach and the LP Approach is that in the latter, the forecasting and optimization steps alternate only once as all the nodes or outcomes of the tree are created in the forecasting step, and then the optimization step is executed to compute the probabilities. We remark that the nonlinear DMP formulations can also be used in the LP Approach by fixing the node values and only optimizing the probabilities. In this case, the forecasting step is followed by the solution of a single nonlinear optimization problem for all non-leaf nodes.
The next example demonstrates how the two approaches can be used to generate a multistage scenario tree when product demand is uncertain.
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Example 2: Uncertain Product Demands
Consider the same network depicted in Figure 2 and the deterministic multiperiod production planning model defined in equation (16) . In this case, the product demands of C and D are the uncertain parameters. The planning horizon is one year, which is divided into time periods of quarters. Quarterly historical demand data are given from the years of 2008 to 2012. Thus, the frequency (number of observations per year) of the time series is four. The production planning model is used to obtain the optimal quarterly production plan for the network in the year of 2013. As in Example 1, all optimization models were implemented in AIMMS 3.13. The NLP problems were solved with IPOPT 3.10.1 using the multi-start module in AIMMS with 30 sample points and 10 selected points in each iteration. All LP models were solved with CPLEX 12.5. In the DMPs, the demand variables were bounded below by half the minimum and above by double the maximum historical demand data points.
A common approach for deciding the structure of multi-stage trees is to select more outcomes per node in earlier stages than in later stages, since the uncertainty in the forecasts is much higher in the latter. Thus, it is reasonable to select a finer discretization in earlier stages. Assuming the properties matched are the first two moments (i.e., |K| = 2), covariance, and CDF information, it follows from inequality (15) that N ≤ 6. It is then decided that the multi-stage scenario tree has the following structure: 1-5-3-1, which means that the second quarter has five outcomes, the third quarter has tree outcomes for each outcome in the second quarter, and the fourth quarter has only one outcome for each outcome of the third quarter, thus, the scenario tree has 15 scenarios as seen in Figure 10 . As in Example 1, a heuristic approach is compared with the optimization-based DMPs to obtain scenario trees. We consider uncertainty in the demand of both products C and D. The tree for each individual product demand is obtained as follows. The center or base node at a given quarter is the arithmetic average of the corresponding quarter of previous years, and the remaining nodes above and below the base node are obtained by fixed deviations. Therefore, the node values ignore the serial dependence and time-series effects in the data. The individual heuristic trees for products C and D were combined into a single tree with the same structure (1-5-3-1) by overlapping the outcomes for each stage as shown in Figure 10 . Probabilities of outcomes were arbitrarily chosen and are symmetric with respect to each base node. Figure 11 shows the time series demand data for products C and D. The time series model that best fits the data (see Appendix B for details) is fixed in subsequent forecasts. That is, when executing an approach no refitting is performed prior to forecasting. The root node of the tree, which is the node value at the first quarter in 2013 or "Q12013", is forecast and assumed to have probability of one. The constant variance for the demand of products C and D are estimated to be 1.65 t 2 and 1.14 t 2 , respectively. Since the demand data are fitted to a linear Gaussian model (ARIMA), the forecasts are expected to follow normal distributions. Therefore, an expression for the Cumulative Distribution Function (CDF) of a normal distribution with mean µ and standard deviation σ can be used in the constraints involving ECDF (·). In particular, the CDF of a normal distribution can be written in terms of the error function as follows (Abramowitz & Stegun, 1965) :
where erf(·) is the error function defined as the following integral:
Hence, constraints (10b) can be replaced with,
constraints (11b) and (13b) can be substituted by,
and finally constraints (12b) and (14b) are rewritten as,
AIMMS offers a native, numerical approximate implementation of the error function, which can be directly used in the implementation of the constraints in the DMPs. Exclusively for the LP DMPs, it was observed that additional constraints on the probabilities were necessary in order to enforce a normal-like profile, i.e., probabilities monotonically decrease from the center node outward. The additional constraints are given below and are equivalent to the ones proposed by Ji et al. (2005) .
For illustration purposes, the scenario trees obtained with NLP and LP approaches are shown in Figure 12 (L 2 DMP) and Figure 13 (L ∞ LP DMP), respectively. For the NLP Approach, the node values in the fourth time period correspond to the conditional means obtained via forecasting, i.e., no optimization was needed as only one outcome was considered. It should be noted that the total time for solving the six NLPs with multi-start for the tree in Figure 12 was 12.35 seconds, while the LP in Figure 13 took The optimal expected profit of the production planning model by using the scenario tree of the proposed approach as the input, and by solving the deterministic equivalent of the multi-stage stochastic programming model is shown in Table 4 . The heuristic approach underestimates the expected total profit when compared to the NLP DMPs. Again, we note that the scenario probabilities and the solution obtained with the LP DMPs is greatly affected by the node values chosen. The LP deterministic equivalent of the multi-stage stochastic program has 613 constraints, 685 variables, 1,872 nonzeros, and was solved in less than 0.02 seconds for all approaches. Table 4 : Expected profit in Example 2 using the scenario trees from heuristic and optimization-based approaches.
Approach Expected Profit [$]
Heuristic 79.95
Figures 14 and 15 show the different production plans obtained for each approach at each quarter. Specifically, the solution obtained with the heuristic approach predicted higher overall inventory levels of product D for the time horizon under consideration. Moreover, the solution using the heuristic tree shows very different average flowrates out of plant P 2 compared to the ones obtained using the DMP formulations. In real life terms, the production quota for a plant affects lower-level operability decisions, such as scheduling and control. Finally, similarly to Example 1, the quality of the stochastic solutions was assessed using a simulation-based Monte Carlo sampling scheme that provides statistical bounds on the optimality gap (Chiralaksanakul & Morton, 2004) . The optimality gap is calculated using a tree-based estimator of the lower bound (candidate solution, maximization problem) and the approximate true solution (upper bound estimator, maximization problem). The simulated trees have the structure 1-10-10-10, which amounts to one thousand scenarios. All subtrees are generated by simulating ARIMA processes (see Subsection C.3 in Appendix C). Ten replications of the algorithm (see Procedure P 2 in the original paper) were performed to obtain the confidence interval on the gap (see Subsection D.2 in Appendix D). Table 5 shows the one-sided confidence intervals for 95% confidence. Note that by modeling the demand time series as ARIMA processes, the data-generating mechanism is known, and Monte Carlo sampling can be performed by simulating the ARIMA models (see Subsection C.3 in Appendix C). Note that the confidence interval of the gaps obtained for all the DMP formulations are lower than the one obtained for the heuristic approach, which indicates that the scenario trees generated via the optimization-based procedure are good approximations of the "true" distribution. In addition, they contain correlation information between the demands of the two products, thus improving the characterization of the uncertainty.
Conclusions
In this paper, we have described a systematic method for scenario tree generation that can be used in optimization and simulation solution strategies in Process Systems Engineering (PSE) problems. The distribution matching method is based on an optimization model that can be used to calculate the probabilities and values of outcomes in a scenario tree. This is accomplished by matching statistical properties, such as (co-)moments and Empirical Cumulative Distribution Function (ECDF) information, calculated from the tree to the ones estimated from the data. The motivation behind this approach is first to ensure that the scenarios considered in a stochastic programming framework correspond to the behavior observed in historical and forecast data, as opposed to assigning arbitrary values and probabilities to the nodes in the scenario tree. Secondly, the motivation of the Distribution Matching Problem (DMP) formulations is to overcome the problem of under-specification that is experienced with the Moment Matching Problem (MMP) formulations.
For multi-stage scenario tree generation, we presented two approaches that can be used in conjunction with time series forecasting or simulation. The NLP Approach is composed of two alternating steps: the forecasting or simulation step computes conditional (co-)moments and ECDF information to be matched, and the optimization step determines the probabilities and values of the outcomes in order to match those properties. The two steps are alternated until the prescribed time horizon is completed. The LP Approach, which is restricted to specified values of the outcomes at each node, also contains the same two steps, but each step is performed only once. First, the forecasting or simulation step generates all the nodes in the tree and computes the conditional (co-)moments and ECDF information, and then the optimization step calculates the probabilities of the outcomes.
The quality of the solution of the stochastic programming problems was assessed via simulation-based Monte Carlo sampling methods. It was shown that the proposed scenario tree generation methods provide good-quality solutions, and provide a systematic approach for handling multiple sources of uncertainty, thus generating more compact trees with covariance or correlation information.
Appendix A Data for Example 1
The production yield data were randomly generated using the R programming language version 3.0.1 (R Core Team, 2013) . In particular, the library PearsonDS (Becker & Klößner, 2013) was used to generate 120 random numbers sampled from a Pearson distribution with given mean, variance, skewness, and kurtosis. The four moments of the generated data were calculated using functions of the library e1071 (Meyer et al., 2012) . The code in Listing A.1 can be used to reproduce the yield data in Example 1.
library ( PearsonDS ) library ( e1071 ) moments <-c ( mean =0 .7 , variance =0 .02 , skewness = -1 , kurtosis =4) set.seed (1234) v <-rpearson (10 * 12 , moments = moments ) data.min <-min ( v ) data.max <-max ( v ) data.mean <-mean ( v ) data.var <-var ( v ) data.dskew <-skewness ( v ) * data.var^1 .5 # Denormalized skewness data.dkurt <-( kurtosis ( v ) + 3) * data.var^2 # Denormalized kurtosis Listing A.1: R code to generate production yield data and their moments for Example 1.
Only the first two moments and the ECDF information were considered in the DMPs. The weights for the moments were chosen such that the weight of the mean is the same as the weight of the variance, that is w i,k = 1.0/M 2 i,k and w i,k = 1.0/|M i,k | for L 2 DMP and L 1 DMP, respectively. The weights for the deviations from the approximation to the ECDF are ω i,j = 0.1. The ECDF data were estimated in MATLAB (The MathWorks Inc., 2013) with the function ecdf and a simplified GLF (β 0 = 0 and β 1 = 1) was fit to the ECDF data by using the function lsqcurvefit with the following options: 10,000 maximum function evaluations (MaxFunEvals), 10,000 maximum iterations (MaxIter), 10 −12 function tolerance (TolFun), exact Jacobian. Initial guesses for the parameters β 2 , β 3 , and β 4 were 100, 10, and 1, respectively.
The parameters for the production planning LP model are given in the following tables. Table A .1: First-stage production yield (θ f at t = 1) [-] . For facilities P 2 and P 3, the yields remain the same at the second stage.
Facility Group P 1 0.85 P 2 0.7 P 3 0.9 The penalties for unmet demand (PEN m,t ), and maximum capacity and minimum capacity violations (PEN f,t ) are 10 times the selling prices, and proportional to the operating costs, respectively.
Appendix B Data for Example 2
Time series modeling and forecasting were implemented in the R programming language (R Core Team, 2013) . For demonstration purposes, only ARIMA models (see Appendix C) were fit to the time series data. The library used for fitting ARIMA models is called forecast (Hyndman et al., 2013) . In particular, the function auto.arima was used to automatically determine the best ARIMA model that fits the data according to the default information criterion (Akaike Information Criterion, AIC). Seasonality effects were allowed and no hold out sample was considered in the fitting process. The time series demand data for both products C and D were then modeled as ARIMA(1,0,0) processes with non-zero means. Future values were predicted with 95% level of confidence using the predict function in the stats library, which is part of R.
The constant variance of ARIMA models was estimated by the sigma2 attribute of the ARIMA object. For the LP Approach in Subsection 4.2, the standard error of a forecast was estimated by setting the value of the argument se.fit of the predict function to TRUE. Covariance information was estimated through R's builtin function ccf, which estimates the cross-covariance function of two time series data at different lags. Since the NLP Approach involves alternating one-step-ahead forecasting with optimization, the estimated covariance corresponds to the lag 1 outcome of function ccf.
The parameters for the production planning LP model are the same as the data given in tables Tables A.3 to A.9. In addition, the production yield for all time periods are the same as those given in Table A .1. The product demand for every stage in each scenario tree is generated as described in Subsection 4.3.
as well as seasonal, trend, and cyclical factors in the data in order to obtain good forecasts. In addition, the "big data" problem is also a reality for time-stamped data recorded at a particular frequency due to the availability of numerous databases, such as Global Insight, Chemical Markets Associates Inc. (CMAI), government sources, and more. Therefore, data mining techniques applied to time series data have demonstrated significant value regarding inventory cost reduction as well as a revenue optimization (Rey, Kordon, & Wells, 2012) . The literature on time series analysis is vast; there are standard reference books and dedicated journals. Excellent and influential books are: Box, Jenkins, & Reinsel (2008) ; Brockwell & Davis (2002); Fan & Yao (2002); Tong (1993) .
This section contains a very brief introduction to time series analysis, which comprises theoretical and applied concepts in modeling and forecasting. In the context of multi-stage scenario tree generation, time series forecasting plays a key role in estimating the statistical properties by taking into account dependency in the historical data throughout time. Figure C .1 illustrates how time series forecasting can be used when generating a scenario tree for a stochastic process. Figure C .1(a) shows time series data, represented by the black squares in the "past" region, a model fit to the data in the blue line across the markers, and point forecasts as the red circles in the "future" region. Possibly, additional nodes above and below the base node are added to each stage and they represent different outcomes of the stochastic process in a real-world problem. By connecting each parent node to its descendants, a scenario tree is obtained as shown in Figure C .1(b). Note that nodes pertaining to the third and beyond stages can overlap, thus resembling a mesh. We begin with some definitions. A stochastic process represents the evolution of a system over time and constitutes of a collection of random variables. A particular case of stochastic process when discrete time is considered is time series. A time series is a set of observations, each one being recorded at a specific time t. Differently from static data types, time series data can be related to themselves over time, i.e., they are serially correlated in time. In other words, it means that there is a dependency between a observations at time periods t and t + h, where h is a time lag. However, this dependency typically decays as h → ∞.
A fundamental concept in time series analysis is stationarity. More detailed definitions of the types of stationarity are given in the aforementioned references, but for the purposes of this brief overview a time series is stationary if its statistical properties do not change over time. This is an important characteristic of modeling time series since in order to make predictions something should not vary with time. Time series models can be linear or nonlinear, parametric or nonparametric, and the process of fitting a model to historical data is a parameter estimation problem. Some advantages of using linear models are: (1) linear difference equations are simple and a complete theory is available; (2) it is generally computationally tractable to obtain parsimonious linear models; (3) much experience has been accumulated in their application. However, some of the shortcomings of linear models are: (1) they are not ideally suited for data exhibiting strong asymmetry (these models are often stationary Gaussian, thus having symmetric joint distributions); (2) alternative preferable models exist for data exhibiting sudden bursts of large amplitude at irregular times; (3) they may fail to represent time irreversible stochastic processes.
Two popular models are presented in the next two sections. An extensive treatment of the many models that have been proposed is beyond the scope of this overview, but can be found in the references aforementioned.
C.1 Linear Models
A general linear model is the Autoregressive Integrated Moving Average, ARIMA(p,d,q), model. The model parameters p, d, and q correspond to the autoregressive order or how far back in time values of the output variable influence its current value, the number of differences necessary to render the time series stationary (de-trend the series), and the number of lagged errors, respectively. The mathematical expression for an ARIMA model is as follows:
where Y t is the output variable representing the stochastic process, B is the backshift or lag operator (B h Y t = Y t−h ), t are the error terms and also called residuals or innovations, and φ i and θ i are parameters to be estimated. When the innovations are assumed to follow a Normal distribution, this is generally called a linear Gaussian model.
If external driver variables, also known as covariates, are considered, then we have an ARIMAX model. For example, if product demand is the output variable, then a possible external driver variable may be an economic indicator such as the Gross Domestic Product (GDP). Thus, it may be relevant to include time series data of GDP in order to improve the accuracy of demand forecasts for the product of interest. When multiple output variables are considered simultaneously, then the model name is prefixed by the word "Vector" and we have VARMA and VARMAX models (assuming that the series has been previously differenced so the 'I' is dropped).
A key result of time series forecasting is that the predictor or optimal point forecast is the mean conditional on past observations. Mathematically, the estimated forecast value h time steps ahead the current time t is given by:
. In other words, the conditional mean of an ARIMA model is readily available via forecasting. The variance is assumed to be constant over time.
C.2 Nonlinear Models
Many nonlinear time series models have been proposed in the literature. Some are used in conjunction with linear ARIMA models, such as the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model that considers a time-varying (heteroskedastic) conditional variance. There are several variances of the GARCH model; for instance, the Exponential GARCH (EGARCH) model was used by Deniz & Luxhøj (2011) to generate a multi-stage scenario tree for a portfolio management problem.
We focus on a nonparametric model called Nonlinear Additive Autoregressive (NAAR or sometimes simply AAR). A NAAR model of order p, or NAAR(p), is given by:
where f i (·) are univariate functions and can be estimated. Typically, cubic splines are used, thus adding considerable flexibility to the model. Note that an AR(p) model is a special case of a NAAR(p) model. Likewise for linear models, predicting a value h steps ahead, orŶ t+h , is a regression problem and the outcome is the conditional expectation. Heteroskedastic conditional variance can also be modeled with, for example, a Generalized Additive Model (GAM) fitted to the residuals of the NAAR(p) model. Moreover, exogenous variables may be included in the model yielding a NAAR model with eXogeneous variables (NAARX) (Chen & Tsay, 1993) .
In addition to the models mentioned in this section, several other nonlinear, parametric and nonparametric, models have been proposed and adapted to time series modeling, to name a few: Artificial Neural Networks (ANN), Threshold Autoregressive (TAR), and Kernel Density Estimation (KDE).
C.3 Simulation of Time Series
Once a time series model, parametric or nonparametric, has been chosen, it can be simulated to generate different paths with specified number of observations. From the simulated paths, one can estimate statistics of the distribution of the generated data. Examples of statistics include quantiles and (empirical) cumulative distribution function.
Parametric models, such as the linear ARIMA models discussed in Subsection C.1, can be simulated by randomly generating residuals or innovations, t , according to some probability distribution model (usually Normal), and then computing the values of the dependent variable using the regressed model.
A simulation approach that does not rely on assuming the distribution of the innovations is based on the bootstrap method originally proposed by Efron (1979) . Bootstrapping falls in the class of resampling methods and consists of estimating properties of an estimator by measuring those properties when sampling from an approximating distribution, such as the empirical distribution. Additional care must be taken when using bootstrap methods with time series data -they contain dependent observations in time -in order to preserve the time-series effects.
Two basic approaches for resampling in the time domain are (Davison & Hinkley, 1997) : model-based and block resampling. The idea in model-based resampling is to fit a suitable model to the data, to construct residuals from the fitted model, and then to generate new series by incorporating random samples from the residuals into the fitted model. Block resampling, on the other hand, operates on blocks of consecutive observations instead of innovations. The data set is divided into blocks with specified length, which can be fixed or geometrically-distributed with given mean, and they comprise the bootstrap samples. The idea underlying this approach is that if the blocks are long enough, then enough of the original dependence will be preserved.
C.4 Software
Statistical procedures, many of the popular models discussed in the literature as well as forecasting capabilities are available in programming languages and software packages. solutionx and a sample size n, we bound the optimal value of problem (D.1) in the following manner: the upper bound is given by the evaluation of the candidate solution at each realizationξ j generated, and the lower bound is obtained by solving the SAA problem that approximates the original SP problem, i.e., an approximate "true" solution. The difference between the upper and lower bounds is denoted the optimality gap, which can be written mathematically as follows:
2)
The first and second terms on the right-hand side of equation (D.2) are the upper and lower bound estimates on z * , respectively. The procedure of calculating the gap G n (x) with different samples ofξ j is replicated n g times in order to compute an average gap,Ḡ(n g ), and its one-sided confidence interval. This procedure, called Multiple Replications Procedure (MRP), is formalized below and illustrated in Figure D 
D.2 Multi-Stage Stochastic Programs
The Procedure P 2 as proposed in Chiralaksanakul & Morton (2004) is interstage dependent, the procedure to generate a feasible policy for the MSSP is as follows. For a givenξ t , we obtainx t (ξ t ) by solving an approximating problem (from stage t to T ) based on an independently-generated sample subtree, denoted Γ r (ξ t ) (the 'r' subscript stands for "rolling"). Specifically, for a givenξ t and x t−1 , Γ r (ξ t ) is constructed via a conditional sampling procedure. Then,x t (ξ t ) is defined as an optimal solution of the approximating problem (SAA) of (D.3) and (D.4).
The policy-generation Procedure P 2 is formally described as follows.
Given sample pathξ T , Do t = 1 to T Independently construct a sample subtree Γ r (ξ t ). Solve approximating problem (SAA) with x t−1 equal tox t−1 (ξ t−1 ), and denote its optimal solutionx t (ξ t ). Figure D .2 illustrates the procedure. A candidate first-stage solution is obtained by solving the MSSP problem using a given scenario tree, for example, from solving one of the Distribution Matching Problems proposed in this paper. Then, these first-stage decisions are fixed into the approximating problem (SAA) whose subtrees have been conditionally sampled (step (a)). The SAA problem is solved and its solution is stored. In step (b), the decisions and subtrees up until the second stage are fixed to the respective stored values, the subtrees of subsequent stages are conditionally sampled, and the SAA is resolved. In the last step to obtain a candidate solution (step (c)), all decisions and subtrees for all stages until T − 1 are fixed, subtrees for the last stage T are conditionally sampled, and the SAA problem is solved. This candidate solution corresponds to an upper bound on the solution of the original MSSP problem. The lower bound on the objective function value of the original MSSP problem (step (d)) corresponds to the solution of the the approximating problem with the same subtrees used in step (c) and with no fixed decisions. The difference between the two bounds is defined as the optimality gap. By replicating this procedure n g times, an average gap and its one-sided confidence interval can be calculated. Figure D .2: Schematic of the policy-generation Procedure P 2 to assess the quality of multistage stochastic programming solutions. In this figure, Γ (r) t denotes the set of subtrees conditionally sampled from stage t at step r.
