Abstract-Indoor spaces accommodate large parts of people's lives. Relevant techniques are thus needed to efficiently manage indoor moving objects, whose positions are detected by technologies, such as Assisted GPS, Wi-Fi, RFID, and Bluetooth. Among such techniques, the distance-aware join processing is of importance in practice for indoor spatial databases. Such join operators leverage a series of applications, such as indoor mobile service and facility monitoring. However, distance-aware joining over indoor moving objects is challenging because: (1) indoor spaces are characterized by many special entities and thus render distance calculation very complex; (2) the limitations of indoor positioning technologies create inherent uncertainties in indoor moving objects data. In this paper, we study two representative join predicates in indoor settings, semi-range join and semi-neighborhood join. To implement them, we define and categorize the indoor distances between indoor uncertain objects, and derive different distance bounds that can facilitate the join processing. We design a composite index scheme that integrates indoor geometries, indoor topologies, as well as indoor uncertain objects, and thus supports the join processing efficiently. The results of extensive experimental studies demonstrate that our proposals are efficient and scalable in evaluating distance-aware join over indoor moving objects.
1 covers 200,000 square meters and consists of 34 interconnected buildings. The weekend traffic is as high as 320,000 people as reported in 2004. 2 As another example, a large Danish hospital logistic system, 3 requires tracking up to 164,000 objects, including around 10,000 persons, 10,000 pieces of equipment, 70,000 aids, and 70,000 materials over 10 floors. In such indoor spaces, positioning is becoming increasingly available due to different underlying technologies including Assisted GPS (A-GPS), Wi-Fi, RFID and Bluetooth. Indoor positioning provides localization for people and other moving objects in indoor spaces, and thus enables a variety of indoor location-based services.
In the emerging indoor applications, distance-aware joins constitute a series of expressive operators that are indispensable for indoor spatial data management.
Example 1 (Indoor distance-based monitoring). In public indoor spaces, e.g., shopping plazas, a covey of mobile security guards are patrolling and monitoring the surrounding people for the suspicious, which might appear within a range. Also, in crowded indoor establishments where viruses can spread rapidly, it is important to monitor and alert the people who are close to virus-carriers within a range. In both cases, the range can be specified by a distance threshold .
Example 2 (Indoor facility tracking).
In a large hospital logistic system, it is time-critical to monitor patients in special care or nurses on the ward with their nearest medical facilities, such as a medical staff, or two nearest critical pieces of equipment in case of an emergency situation. The number of nearby facilities can be specified by a parameter k. The functionality can be implemented based on a spatial join on relevant moving objects.
Example 3 (Indoor data analysis). Many algorithms related to similarity search [2] and data mining [3] , [4] can be constructed on top of a join query. It can either be a distance similarity join [2] , [3] or a k nearest neighbor based join [4] . Thus, for indoor spatial databases, the join operator is an important primitive that allows efficient distance-aware analysis, such as indoor clustering and classification.
Problem Definition
Given two indoor objects Q and O, let jQ; Oj I denote the indoor distance from Q to O. We formally define the two join predicates studied in this paper as follows.
Definition 1 (Semi-range join). Given two sets of indoor objects Q and O, and a distance threshold , the semi-range join of the two sets returns all pairs fhQ; Oig of objects, such that the distance from Q to O are within . Formally:
Definition 2 (Semi-neighborhood join). Given two sets of indoor objects Q and O, and an integer k, the neighborhoodjoin returns all object pairs as follows:
Here, kNN(Q) returns Q's k nearest neighbors in O in terms of the indoor distance.
In this paper, we study semi-joins instead of full joins, e.g., ffl and ffl k . The reason, as to be detailed in Section 1.2, is that the indoor space is a quasimetric space where distances are not symmetric. The semi-join is a reflection of the asymmetric property of indoor distances. Therefore, swapping the two arguments of the semi-join will yield different results. Also, full joins can be easily implemented by semi-joins. For example, the full range join can be defined as:
Q ffl O ¼ fðQ; OÞ 2 Q Â O jQ; Oj I ^jQ; Oj I g:
We can have Q ffl
For ease of presentation, we use joins to refer to semijoins defined above throughout this paper when the context is clear. We call Q the query objects, and O the target objects. For both â and â k , appropriate handling of distances between indoor objects is of critical importance, which faces several technical challenges in indoor spaces.
Challenges in Indoor Spaces
First of all, indoor spaces are characterized by entities such as walls, doors, rooms, etc., which render euclidean distance and spatial network distance unsuitable [5] , [6] . Such entities imply topological constraints that enable and/or disable movements. Actually, the indoor space (I) is a quasimetric space. Specifically, given two points p; q 2 I, the distance jp; qj I satisfies: 1) jp; qj I ! 0 (non-negativity); 2) jp; qj I 6 ¼ jq; pj I (non-symmetry); 3) jp; qj I jp; ej I þ je; qj I (triangle inequality, Lemma 10) . We show a floor plan example in Fig. 1 . The euclidean distance between two points p and q does not make sense because it is blocked by a wall. To reach p from q, one has to go through doors d 13 and d 15 sequentially to enter room 12. One can not reach room 12 by d 12 because the door is onedirectional, as indicated by the arrow. Note that one-directional doors are often seen in many scenarios, e.g., security controls in airports.
Second, indoor entities can also be associated with temporal variations. For example, a room may be only temporarily available due to its opening hours, or being blocked in a fire emergency. Also, a large room, e.g., a conference hall, may be partitioned into several smaller rooms to accommodate different events. Such reorganizations can render pre-computed indoor distances [5] , [6] volatile. Refer to the example of Fig. 1 . Room 21 can be a single partition in banquet style if the sliding wall indicated by the dashed line is dismounted. It can also be split into two partitions in meeting style if the sliding wall is mounted. Consequently, point s cannot reach t through room 21, and the distance between s and t needs recalculating by involving doors d 41 and d 42 .
Third, the accuracy of indoor positioning is limited, typically varying from a few to about 100 meters [7] . For example, under RFID-based indoor positioning, the location of an object is reported as a region when it is in the detection range of an RFID reader. Due to economic reasons, an indoor space is not fully covered by such readers. As a result, indoor moving objects do not get continuous location updates as their outdoor counterparts do in GPS positioning. Consequently, the location uncertainties in indoor moving objects data make it more complex to calculate object-related indoor distances, as will be shown in Section 2.
To address these challenges, we need to support indoor distances that take into account topological constraints, temporal variations, and location uncertainties. Recent research [5] , [6] only considers part of these important points. In this paper, we propose a complete set of techniques for efficient distance-aware join processing on moving objects in realistic and dynamic indoor spaces.
Contributions
Overall, our technical contributions in this paper falls into two important aspects.
First, we define the indoor distance between two moving objects Q and O, whose locations are obtained through the aforementioned limited indoor positioning. We choose the expected distance as it is both interpretative and semantically comprehensive [8] . By referring to the indoor topology, we divide O's imprecise location into disjoint subregions each falling into one indoor partition (e.g., a room). Subsequently, we classify the distances from Q and the subregions based on the topological properties, and derive various distance bounds that can remove non-qualifying join pairs without calculating detailed expected indoor distances.
Second, we design a composite index for indoor spaces as well as indoor moving objects, as illustrated in Fig. 2 . The geometric layer consists of a tree structure that adapts the R Ã -tree [9] to index all indoor partitions, as well as a skeleton tier that maintains a small number of distances between staircases. In addition, the topological layer maintains the connectivity information between indoor partitions, and it is implicitly integrated into the tree structure through inter-partition links. Last, the object layer stores all indoor moving objects and is associated with the tree through partitions at its leaf level. By integrating the distance bounds at corresponding layers, the index supports fast distance based pruning in query evaluation.
This paper substantially extends our previous work [10] . First, we formalize the problem of join operations over indoor objects (Section 1). Second, we define the indoor distance between imprecise objects (Sections 2.2 and 2.3) and extend the upper-/lower bounds from supporting "pointto-object" distance to "object-to-object" distance (Section 3). Third, we propose efficient algorithms for computing the semi-join operators on the previously proposed indoor index (Section 5). Fourth, we conduct extensive experiments to evaluate the new proposals (Section 6).
Remaining sections are organized as follows. Section 2.1 studies preliminaries for indoor databases. Section 4 designs a composite index for indoor spaces and moving objects. Section 7 reviews the related work. Section 8 concludes the paper and discusses future directions.
INDOOR DISTANCES FOR UNCERTAIN OBJECTS
In this section, we study indoor distances in detail. Section 2.1 presents preliminaries on indoor space and indoor distance. Section 2.2 defines the expected indoor distance for uncertain moving objects. Section 2.3 discusses categories of indoor distances. Table 1 lists all notations used throughout this paper.
Preliminaries on Indoor Space and Indoor Distance
Given an indoor space, we use partitions to refer to rooms, staircases, or hallways. They are connected by doors or staircase entrances. For simplicity, we regard hallways and staircases as rooms. The two entrances of a staircase can be represented by "virtual doors" located on the staircase's two ends. Partitions, including their associated doors, are basic elements in indoor spaces. An indoor partition's characteristics lie in two major aspects: geometry and topology. In terms of geometry, they are 3D spatial entities in euclidean space. Meanwhile, they are aligned to floors inside a building. For topology, partitions are separated by walls etc., and interconnected by doors or staircase entrances.
The doors graph [5] has been proposed to represent the connectivity of indoor partitions as well as door-to-door distances. Formally, the doors graph is defined as a weighted graph G d ¼ hD; Ei, where: 1) D is the set of vertices, each corresponding to a door.
2) E is the set of edges. Fig. 3b .
In this paper, we do not create a separate doors graph. Instead, in our composite index for indoor space, we add extra links to the leaf-level tree nodes if their corresponding partitions are connected by a door. This design yields a de facto doors graph that is integrated in the index. More details are to be presented in Section 4.
Unlike the previous works [5] , [6] , we do not pre-compute and store the shortest indoor distances for all door pairs before query processing. Pre-computing all such 4. The door midpoints are used for calculating door-related distances.
distances is expensive especially when a given indoor space has many partitions and doors. On the other hand, our decision is also justified by the temporal indoor space variations we consider in this paper. As explained in Section 1, partitions can be split or merged. Partitions can also be blocked in emergence or booked by sudden events, thus some doors are closed and/or temporary doors are opened accordingly. Such changes inevitably invalidate the indoor distance computing, and a considerable part of the shortest indoor distances can be affected if the temporal change happens on a pivot door or partition.
Given two indoor positions p and q, we use qˆd p to denote a path from q to p where d is the sequence of doors on that path. Referring to Fig. 3b, a Previous works [5] , [6] assume that all possible jd p ; d q j I s are known beforehand. In this paper, we lift this assumption and investigate how to process queries without pre-computing jd q ; d p j I s. As a remark, strictly speaking, jq; d q j E should consider the possible obstacles in q's partition. Our proposals in this paper can incorporate such obstructed distances [11] at a low level for indoor partitions. As this is not the focus of this paper, we omit the details. Reversely, the concept and the computation of obstructed distances are insufficient for modeling complex indoor topologies and distances.
Indoor Moving Objects and Expected Indoor Distance
Existing proposals [12] , [13] model a moving object by an uncertainty region, where the exact location is considered as a random variable inside. The possibility of its appearance can be collected by objects' velocities [5] , parameters of positioning devices [13] , or analysis of historical records and thus represented by a probability density function (pdf). The pdf can be described by either a closed form equation [14] , [15] , or a set of discrete instances [16] , [17] . In this paper, we adopt the instance representation, as it is general for arbitrary distributions. Thus, an indoor moving object O is represented by a set fðo; o:rÞg, where o is an instance and o:r is its existential probability, satisfying P o2O o:r ¼ 1. Based on such probabilities, we define the expected indoor distance to measure the distance from one object to the other.
Definition 3 (Expected indoor distance for uncertain objects). Given two uncertain objects Q and O, the indoor distance between them is:
In an indoor setting, an object O's uncertainty region may overlap with multiple partitions. An example is shown in Fig. 5 . Object O's uncertainty region overlaps with three different rooms. Accordingly, all the instances in O are divided into subsets. Generally speaking, we have O ¼ [ 1 j m O½j (1 m jOj) where each O½j corresponds to a different partition and contains all those instances in that particular partition. We also call such an O½j as O's uncertainty subregion. We proceed to study all cases on all possible jQ; Oj I s.
Cases of Indoor Distance jQ; Oj I
We consider how many uncertainty subregions, i.e., Q½is or O½js, objects Q or O have, and how many indoor paths exist from Q½i to O½j. Accordingly, there are three cases for jQ; Oj I .
Single-Partition Single-Path Distance
In this case, Q's uncertainty regions fall into a single partition, and so does O's. Let P Q be the partition containing Q, and P O be the one containing O. For an arbitrary pair ðq; oÞ q2Q;o2O , the shortest path q À! d Q Ãd O o shares the same door sequence starting with d Q and ending with d O , through which the path reaches o from q. As a result, we calculate the indoor distance as follows:
Single-Partition Multi-Path Distance
In this case, Q and O's uncertainty regions still falls into one single partition, respectively. However, for different instances, say o i and o j , shortest paths q ! Ã o i and q ! Ã o j do not share the same door sequence. Here, q is an instance of Q. As a result, the indoor distance is calculated as follows: jQ;
An example of this case is shown in Fig. 4 , where O has two instances o 1 and o 2 . The shortest path from q to them are:
Multi-Partition Path Distances
In this case, either object Q or O's uncertainty region overlaps with more than one partitions, and
We calculate the indoor distance as follows:
In the above equation, jQ½i; O½jj I is calculated according to either Equation (4) or (5). An example of this case is shown in Fig. 5 , where object O has three uncertainty subregions O½1, O½2 and O½3. Accordingly, we have jQ; Oj I ¼ Eð P 1 j 3 ðjq; O½jj I Þ. In summary, to calculate the indoor distance jQ; Oj I , we need to find shortest paths for every instance pair of Q and O. Suppose objects Q and O contain jQj and jOj instances, respectively. According to Definition 3, jQ; Oj I requires OðjQj Á jOjÞ shortest path calculation. Next, we derive effective upper and lower bounds to alleviate the extensive computation.
UPPER-/LOWER BOUNDS FOR INDOOR DISTANCES
In this section, we derive the upper and lower bounds (ULBounds in short) of jQ; Oj I for each of the layers mentioned in Section 1 (see Fig. 2 also). Specifically, they are euclidean Lower Bounds for the geometric layer, Topological Layer ULBounds for the topological layer, and Object Layer ULBounds for the object layer where location probabilities of uncertain objects are known. We use jQ; Oj minE and jQ; Oj maxE for the minimum and maximum euclidean distances between Q and O. The indoor counterparts are denoted by jQ; Oj minI and jQ; Oj maxI , respectively.
Geometric Layer Lower Bounds
For two uncertain objects Q and O in an indoor space, the (virtual) euclidean distance between them is the lower bound of their distance in the indoor space. Therefore, we have jQ; Oj minE jQ; Oj minI , where jQ; Oj minE ¼ min q2Q;o2O jq; oj E . In the euclidean space, the uncertainty region is a connected region. We bound an indoor object Q's instances by a circle ðc Q ; r Q Þ, centered at the centroid c Q , and with the radius r Q which is defined as the maximum distance between the centroid and samples. Lemma 1. Given an indoor object Q, denoted by ðc Q ; r Q Þ, and another object O, denoted by ðc O ; r O Þ, the geometric lower bound property can be rewritten as:
Note that it is impossible to derive the indoor upper bounds by using euclidean distances only. However, indoor distances can be upper bounded by a mixture of euclidean distances and topological constraints.
Topological Layer ULBounds
O½j, suppose that P ðQ½iÞ is the partition containing subregion Q½i, and P ðQÞ are the partitions overlapping with Q. 
Lemma 2 (Topological LBound
Then, jQ; Oj I max i;j ft max ðQ½i; O½jÞg. Suppose Q and O overlap with m and n partitions, respectively. Lemmas 2 and 3 involve O(mn) shortest paths. However, if Q and O's uncertainty regions both overlap with one partition, the above two lemmas can be rewritten as Lemma 4: Lemma 4. Given an indoor object Q, denoted by ðc Q ; r Q Þ, and another object O, denoted by ðc O ; r O Þ, the topological ULBounds can be rewritten as:
Proof. 
Then, jQ; Oj I max i;j ft max ðQ½i; O½jÞg.
As to be detailed in Section 5, we use the looser bounds to prune doors and partitions in query processing. Afterwards, the shortest paths are only evaluated on the remaining doors and partitions for the topological ULBounds. For the case that both Q and O overlap with one partition, Lemma 5 can be simplified as:
In contrast to TLU (Lemma 5) and topological ULBounds (Lemmas 2 and 3) which consume OðmnÞ in terms of the number of shortest paths, their simplified versions (i.e., Lemma 4 and Equation 12) only take one shortest path to derive the ULBounds, which is certainly more efficient. To generalize the single-partition case to multiple-partition scenarios, we define the star-connected region.
Definition 4 (Star-connected regions). Let O ¼ ðc; rÞ be an indoor object overlapping with more than one partition, i.e.,
O½i. Let the subregion containing c be the central region C. If all other subregions are connected to C by doors, we call O's region a star-connected region. Formally,
For example, in Fig. 5 , Q is a start-connected region, since Q½1 and Q½2 are connected by door d 14 . O is not a star-connected region, since O½2 are O½3 are separated into two partitions, and there is no door connecting the two partitions. Notice that a star-connected region is a connected region in both euclidean space and indoor space. Then, we can define O by ðc; r I Þ, where r I is the maximum indoor distance from centroid c to all subregions, r I ¼ max i jc; O½ij maxI . By defining star-connected regions, we can benefit from the simplifications in topological ULBounds by substituting r I into Equations (10) or (12) . In summary, a star-connected region is a special case in that it is a tight (r I 3r) and connected region in the indoor space.
Object Layer ULBounds
Nevertheless, the topological ULBounds can still be very loose in the following two cases: Case 1. If object Q or O's uncertainty region is relatively big compared to their indoor distance; Case 2. If object Q or O overlaps with multiple partitions that are not interconnected (i.e., they are not star-connected regions). Referring to the example shown in Fig. 5 , where object
O½i, the distance from q to O½1 is short, while the distance to O½3 is long. If the gap between topological upper and lower bounds is large, the expected distance is only constrained by a loose range and thus not well approximated. Notice that the gap can be even bigger, if q is also an uncertain object in Fig. 5 . To tackle this problem, we design Object Layer ULBounds by using location probability information associated with objects.
For two indoor objects, their expected indoor distance derives the expectation of the distances between all pairs of samples. Geometric and topological ULBounds bound the distance by the minimum/maximum distance between sample pairs. The object layer ULBounds make a difference by considering the probability distributions among sample points. We proceed to define the concept of b-region.
Definition 5 (b-region [18] , [19] , [20] ). Given an indoor object O, the b-region is a closed region such that the probability of O being located inside the region is greater than b.
The b-region can be constructed in different manners:
For Case 1. Given a predefined b value, the b-region can be constructed by first sorting an object's samples according to their distances from the centroid. Then, we count and summarize their probabilities until b is reached. The distance between the last counted sample point and the centroid is r
b is determined by a circle ðc; r b Þ. For Case 2. We randomly select a subregion O½i as the b-region. Here, the value of b equals to the summation of probabilities for samples inside O½i, i.e., b ¼ P s2O½i s:r. The shape of the b-region is a rectangle, which is the intersection of O's MBR and the partition containing O½i. In both cases, we bound the possible instances of an object by a region with the probability higher than b. An example of b-region is shown in Fig. 6 . In the remainder of this section, we first consider a simplified case where the distance is between a point q to an object O (Lemma 6). Based on that, we extend point q to object Q and derive the object layer ULBounds (Lemma 7).
Lemma 6. Given a point q and an object O, we have:
Proof. We first prove jq; 
We have:
Proof. Assume q is a point inside Q, we have:
The distance from Q to O has two possibilities depending on if q is inside Q b . So we have two cases corresponding to the two parts of the above equation.
Case q 2 Q b . According to Lemma 6, Eðjq; Oj I jq 2
Oj maxI . Thus, the upper bound is proved. The lower bound part can be proved in a similar way. t u
Summary
To summarize, we use geometric and topological ULBounds for the case that an object overlaps with a single partition; we use probabilistic ULBounds for the case that an object overlaps with multiple partitions. A summary is given in Table 2 . With the ULBounds as well as the approximate indoor distances, we avoid computing shortest paths for all existential instances of an uncertain object. However, we still need to find shortest paths for other objects and instances when using these bounds. To accelerate such shortest path computing, we design a composite index scheme to enable search space pruning.
COMPOSITE INDEX FOR INDOOR SPACES
Our composite index consists of three layers, namely Geometric layer, Topological layer, and Object layer. The geometric layer consists of tree tier and skeleton tier. Section 4.1 details the composite index structure. Section 4.2 presents the Geometric Lower Bound property which is useful in the query phase.
Composite Index Structure

Overview
For the floor plan shown in Fig. 1 , its composite index is shown in Fig. 7c . Fig. 7a is a planar view of the index and Fig. 7b is an amplified view of the floor plan part covered by tree node R 1 . Indoor partitions are indexed by the Tree Tier, called indR-tree, that adapts an R-tree and treats the floor plan as an euclidean space. Large partitions may be decomposed into small ones, each of which corresponds to a leaf node entry. Each leaf node, which represents a (sub)partition, is associated with a bucket of objects in that partition. The set of all object buckets form the Object Layer. This way, the object can be easily located to one or more indoor partitions given its positioning information (either a location or an uncertainty region) via the tree. Since the euclidean distance is a lower bound of the indoor distance, the hierarchical tree structure supports indoor distance-aware queries efficiently, by pruning away non-qualifying candidates at higher levels.
The indoor topology information is covered by the Topological Layer. To support indoor distance calculation, especially for the door-to-door distance, we can traverse the topological layer in the way of traversing a graph. In addition, the o-table maps an object to the tree leaf nodes it overlaps with, while the h-table stores the mappings from a leaf node entry to an indoor partition to which it belongs.
Tree Tier
Indoor partitions like rooms and hallways are special spatial entities. They occupy 3D regions, spanning two horizontal dimensions and one vertical dimension. Considering a building consisting of many floors, the closest facility (e.g., a restroom) might be the one upstairs. Therefore, the distance of the vertical dimension should be considered.
On the other hand, for the entities on the same floor, we care more about their planar distances. If a partition is represented by a 3D Minimum Bounding Rectangle (MBR in short) in indR-tree, the maximum 3D distance will surely surpass its planar counterpart. This would degrade the tree's pruning performance while handling queries.
However, if the MBRs are planar rectangles, the splitting strategy for R-tree fails as the 3D volume of a tree node, expected to be minimized in R-tree construction, is always 0. To this end, when creating the tree we set the vertical length for one partition to 1 centimeter, which is very small compared to its horizontal length. Let the vertical dimension be the third dimension. We set an MBR R's vertical range to be ½R
is larger than R À 3 by 1 centimeter. In the query phase, while calculating distances, we consider R's vertical range to be ½R À 3 ; R À 3 , i.e., the vertical length is neglected. In other words, the partition is treated as a 2D rectangle distributed in the 3D space in the query phase. This design gives two advantages: 1) it reduces the distance calculation workload; 2) it makes the distance reflected in the tree more accurate without the disturbance from the vertical dimension.
Some special partitions, such as a hallway, may be very imbalanced: long in one dimension but short in the other in the planar space. It may also be a non-convex region, e.g., hallway 10 in Fig. 7b . Such irregularities cause much dead space in a tree node, and thus degrade the tree's query performance. To handle them, we decompose 5 an irregular partition into smaller but regular regions. We call the resulting regions, as well as undecomposed regular partitions, index units.
For example, in the tree shown in Fig. 7 a, the root node is R 0 and the hallway 10 is decomposed into three index units: In the tree tier, each leaf node represents an index unit that corresponds to either a regular, undecomposed partition or a smaller region obtained from decomposing an irregular partition. In addition to the MBRs, a leaf node also stores two types of information: 1) a linked bucket for all objects inside it; 2) links to its connected partitions. These two kinds of information belong to the Object layer and Topological layer, respectively. We proceed to introduce these two layers.
Augmented tree tier. The basic idea of performing a spatial join is to use the property that the MBR of an index node covers the MBRs of its subtree. We denote it as the partial order property. However, an object might only partially overlap with a partition (or a leaf node). So the MBR of an index node might not cover objects of its subtree. To maintain the partial order property that eases join processing, we augment each tree node t with two attributes, ft: rmax ; t: count g. We measure an object's size by the length of its MBR's 5. The detail of decomposition can be found elsewhere [10] . longest dimension. Further, we use t: rmax to represent the largest object size of t's subtree, and t: count to represent the number of objects associated with t's subtree. The update of the tree tier can be handled in an aggregated R-tree manner. Consequently, the augmented area of t is the Minkovski sum of t's MBR and its r max , denoted by t È t: r max . The augmented area of a tree node covers all those of its subtree. We discuss how to use the property for queries in Section 5.
Object Layer
Due to uncertainty, an object may overlap with multiple indoor partitions. For example, object O 2 overlaps with three partitions in Fig. 7b, namely 10, 11 Note that o-table maps an object to all the index units it overlaps with, and it is tightly tied up with the tree tier. When an object update occurs, o-table needs to be updated accordingly. 6 
Topological Layer
We maintain the connectivity between partitions in this layer. Here, to simplify the discussion, we assume each door always connects two partitions. As introduced in Section 4.1.1, each leaf node stores a (sub)partition. For accessibility, we also store the doors belonging to the partition and the links to accessible partitions through each door. Referring to the running example shown in Fig. 7c , for partition R 12 , we store door d 12 together with its accessible partition's link " R b 10 .
Skeleton Tier
In our preliminary experiments we found that the euclidean lower bound is too loose to be effective for indoor space queries. Although it applies to road networks [21] that are often modeled as planar graphs, it falls short in indoor spaces that are characterized by more complex settings. Usually, an indoor floor's horizontal extent is much larger than its height. Consider a 20-floor building where each floor is of size 600 m Â 600 m Â 4 m and has four staircases each on one corner. Suppose a range query is issued for the center of the ground floor and asks for objects within 300 meters. Over 90 percent of the building space is covered if the euclidean lower bound is used to constrain the search. As a matter of fact, only objects on the ground floor qualify since any path to upper floors is longer than 300 meters due to the staircase positions.
Staircases can be critical in deciding whether to expand the search to other floors or not. This motivates us to design the Skeleton Tier that captures all staircases in a concise way to help distance-based pruning in query processing. This tier is a graph. Each staircase entrance is captured as a graph node, and an edge connects two nodes if their entrances are on the same floor or their entrances belong to the same staircase. The weight of an edge is the indoor distance between the two staircase entrances. For the staircase plan example in Fig. 8a , its skeleton tier is shown in Fig. 8b .
Let M be the total number of staircase entrances in a building, which is much smaller than that of doors in the building. We compute the indoor distance for each pair of staircase entrances and store such distances in an M by M matrix M s2s . Let s i and s j be two staircase entrance identifiers. Matrix M s2s satisfies the following properties: 1) M s2s ½s i ; s i ¼ 0; 2) M s2s ½s i ; s j ¼ js i ; s j j E if s i and s j are on the same floor; 3) if s i and s j are of the same staircase, M s2s ½s i ; s j is the shortest distance from s i to s j within that staircase; 4) M s2s ½s i ; s j is calculated as the shortest path distance from s i to s j in the skeleton layer for other cases.
Indoor Distance Bounds in the Geometric Layer
Within the geometric layer of the composite index, we can derive tighter indoor distance bounds than the euclidean distance bounds. Let q be a fixed indoor point, q:f the floor of q, and Sðq:fÞ all the staircases on floor q:f. We define the skeleton distance from two points q to p as follows.
Definition 6 (Skeleton distance). Given two points p and q, their skeleton distance jq; pj K ¼ jq; pj E if they are on the same floor; otherwise, jq; pj K ¼ min sq2Sðq:fÞ;sp2Sðp:fÞ ðjq; s q j E þ M s2s ½s q ; s p þ js p ; pj E Þ.
If q and p are on different floors, reaching p from q has to go through one staircase entrance on q's floor and another on p's floor. Therefore, the skeleton distance sums up the euclidean distance and the indoor distance. Hence, we define the skeleton distance as the alternative Geometric Distance. Now we design the Geometric Lower Bound Property based on that.
Lemma 8 (Geometric lower bound property). Given two points p and q, their skeleton distance lower bounds their indoor distance, i.e., jq; pj K jq; pj I . Consider an entity e that is either an object or an indRtree node. If e spans multiple floors, we use the interval 6. Detail is available elsewhere [10] .
½e:lf; e:uf to represent all those floors. Note those floors must be consecutive. We define the mininum skeleton distance jq; ej minK : 
With jq; ej minK , 7 we can constrain the search via the indR-tree to a much smaller range compared to if we use the euclidean distance bounds. We design an algorithm called RangeSearch, as shown in Algorithm 4 in the appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TKDE.2014.2330834. The algorithm takes a query point q and a distance r as input, and returns the objects and partitions within the specified range. When r ¼ 0, the query degenerates to a point-location query that returns the partition containing q.
EFFICIENT DISTANCE-AWARE JOIN EVALUATION
We make use of the indoor distances (Section 2 and 3) and the index (Section 4) to efficiently evaluate the semi-range and semi-neighborhood joins. Our query evaluation consists of four phases. The first phase, filtering, retrieves candidate partitions as well as candidate objects for join pairs. The second phase, subgraph, constructs a subgraph based on candidate partitions, and uses the doors of the partition containing query objects as sources to compute the shortest indoor paths that are to be used in the subsequent two phases. In the third phase, pruning, upper/ lower distance bounds for objects are calculated to further reduce the number of candidate join pairs. In the fourth phase, refinement, the indoor distances for the remaining pairs are computed and the qualifying results are returned as the query results.
Batch processing. We can combine the processing of the filtering and subgraph phases for query objects belonging to the same partition Q P . The intuition is to treat partition Q P as a "big" object, whose augmented area Q P È Q P : rmax covers the regions of all the objects inside. For the filtering phase, if a target object O has jQ P È Q P : r max ; Oj minK > , then O can be filtered out. Because object Q must have a longer distance to O, we have that jQ; Oj minK > , according to the partial order property. For the subgraph phase, objects have the same source partition for the shortest path calculation. Also, their surrounding partitions, whose distance from the source partition is indicated by a parameter, , should also be the similar. Thus, their subgraph phases can be combined. The correctness of the subgraph phase combining guaranteed by Lemma 9. Lemma 9. Suppose object Q is associated with partition P Q . For another partition P , if jP Q È P Q : r max ; P j minI ! , then jQ; P j minI ! .
Proof. Suppose region R ¼ P Q È P Q : r max , we need to show that if jR; P j minI then jQ; P j minI . From R's definition, Q must be totally covered by R. Then, we can have jR; P j minI jQ; P j minI . So, if jR; P j minI is greater than , jQ; P j minI must be greater than . The lemma is proved. t u
In the subsequent sections, we consider the two sets of objects, Q and O, organized by a single index. Each index node is associated with two augmented attributes, for Q and O, respectively. We use two pointers, QNode and ONode, to point to the index nodes for each object set. Then, although tree nodes are indexed by a single physical structure, they appear as two logical indexes. For example, we have two logical root nodes, QNode T Q and ONode T O , which point to the same physical root node. We proceed to present the algorithms for semi-range join in Section 5.1, and semi-neighborhood join in Section 5.2.
Semi-Range Join
The evaluation of the semi-range join is formalized in Algorithm 1. In the filtering step, semi-range join first calls a recursive procedure, Semi-range-filtering, to quickly qualify or disqualify the joining pairs. The procedure is run in the geometric layer. In particular, those tree node pairs with geometric distances within are retrieved and the corresponding object pairs are qualified as query answers. Undetermined tree node pairs are kept in the candidate set C. Then, the algorithm calls RangeSearch (Algorithm 4 in the appendix, available in the online supplemental material) to search target objects for each element in C. Given the Geometric Lower Bound Property (Lemma 8), R o and R P are guaranteed to avoid false negatives. Specifically, any discarded entity e (object or partition) satisfies jQ; ej I ! jQ; ej minK > for any query object Q in partition Q P .
Algorithm 1. Semi-Range Join 1: function Semi-Range-Join (indoor index T Q , indoor index T O , distance ) 2: result set R; candidate partition set C; " Global variables 3: Semi-range-Filtering(T Q , T O , ); "Phase 1: filtering 4: for each partition Q P 2 C do 5:
Cand ; "Cand is a set for candidate join pairs 6:
"R O is a set of objects in O; R P is a set of partitions; 8:
Dijkstra(R P ); "Phase 2: subgraph 9:
for each object pair hQ; Oi Q2Q P ;O2R O do 10:
½hQ; Oi:l; hQ; Oi:u ½jQ; Oj minI ; jQ; Oj maxI ; ( Table 2) 11:
"Phase 3: pruning 7 . Note that if e is a descendant of E (e E), we have jq; Ej minK jq; ej minK , because one has to go through some parts of E to reach e. 
12:
if Q is a leaf node then 8:
Add Q to C; 9: else 10:
for each child node Q P 2 Q do 11:
for each child node O P 2 O do 12:
Semi-range-Filtering(Q P , O P , );
In the subgraph phase, the Dijkstra Algorithm is called to calculate single-source shortest paths starting at the doors of the partition Q P . 8 The subgraph phase for the objects in Q P is conducted in a batch. The correctness is guaranteed by Lemma 9. The object pairs from Q P and R P contain false positives. So the algorithm continues to subsequent phases to verify the candidate join pairs incrementally. Specifically, the algorithms makes use of the topological and object upper/lower bounds to approximate indoor distances and compare them to (Lines 9-12). The exact indoor distances are only computed for those object pairs whose distance bounds cover (Lines 13-15).
Semi-Neighborhood Join
The evaluation of semi-neighborhood join is formalized in Algorithm 2. In the filtering phase, a semi-neighborhood join first traverses the index to retrieve the leaf nodes containing one or more query objects, and stores them in C. Then, for each partition Q P in set C, the algorithm calls kSeedsSelection (Algorithm 3 in the appendix, available in the online supplemental material) to return an object set R o 1 and a partition set R p 1 . Specifically, R o 1 contains the k objects that are in partition Q P or in the closest adjacent partitions, and R p 1 is the set of all the involved partitions. Then, the algorithm derives Topological Looser Upper Bounds for the k objects and chooses the longest one as kbound = max seed i 2R o 1 fjQ P ; seed i j I :TLUg. Next, a range search ðQ P ; k boundÞ is done on the tree tier (Line 9). The Geometric Lower Bound Property (Lemma 8) ensures zero false negatives.
The algorithm continues to apply the Dijkstra Algorithm and derives upper/lower bounds (Lines 10). The remaining target objects are sorted and O k whose upper bound is the k-th shortest is found. Target objects with O:u closer than O k :l are added to R O as qualified pair halves for Q (Line 18). Target objects with O:l farther than O k :u have no chances as there are already k objects closer. For undetermined objects, their indoor distances are calculated and the qualifying ones are picked (Lines 21-22) . Then, the objects are sorted and the k objects with shortest distances are picked to form join pairs with Q. The above process is repeated for all partitions in C before the semi-neighborhood join result is finalized and returned. if Q: count equals to 0 then 5:
Add Q to C; 6: for each partition Q P in C 
EXPERIMENTAL STUDIES
We conduct extensive experimental studies to evaluate our proposals. Section 6.1 describes the experimental settings, where default parameters are in bold. Section 6.2 reports the experimental results.
Experimental Setup
Indoor space. We use a real floor plan of a shopping mall. them are connected by hallways and staircases. We vary the number of floors and therefore also the number of partitions and doors.
Indoor moving objects. We generate a series of datasets, containing 10 K, 20 K, and 30 K objects for O and 100, 200, 400 objects for Q. By default, they are randomly distributed in a given building. For other types of distributions, such as Gaussian and Zipfian, we use Theodoridis et al.'s data generator. 10 For Gaussian distribution, we set the mean as the center of the floor and the variance as the square of 1/6 of its side length. We first obtain an object set of a plane, by setting the domain to 600 Â 600 (the size of a floor). Then, we copy the set to all floors of the building. The objects' uncertainty regions are represented by circles, with the diameter 10, 30, and 50 meters. The pdf is represented by a set of 100 sampling points, following a Gaussian distribution. The mean is the circle center and the variance is the square of 1/ 6 of its diameter.
Tree tier. We use a packed R*-tree [22] to index all indoor partitions. The entire tree is accommodated in the main memory. We set the tree fanout to be 20, according to the results reported elsewhere [23] . It takes about 1M bytes for our default data set.
Query parameters. For semi-range join, we set the query range to 50, 100, and 150 meters. For semi-neighborhood join, we set k to 10, 30, and 50. In all experiments, we issue 20 queries and report the average response time for each query type.
We implement all programs in C++ and conduct experiments on a PC running MS Windows 7 Enterprise with Core2 Duo 3.40 GHz CPU and 8 GB main memory.
Experimental Results
Sections 6.2.1 and 6.2.2 report the query performance for semi-range join and semi-neighborhood join, respectively. For both query types, we test their efficiency and scalability with respect to the number of objects (jOj and jQj), the size of uncertainty regions, and the number of partitions, etc. 
Performance of Semi-Range Join
The results of semi-range join's execution time are reported in Fig. 9 . Referring to Fig. 9a , the query time increases sublinearly with jOj and the area of the query ranges, since the batch processing combines the computation for closely located objects. We show the query time break-down for default settings in Fig. 9b . The filtering and subgraph phases depend on the topologies, and thus they do not change much as jOj increases. On the other hand, larger jOjs make the refinement phase handle more objects that pass the filtering and pruning phases, and thus increase the query time. The efficiency is achieved through a set optimization techniques. We now check the effect of these, in processing order.
The first techniques is Batch Processing, without which we have to answer the semi-range join by evaluating range queries for all Q 2 Q. Fig. 9c shows the performance can be significantly improved by sharing the efforts paid on filtering and subgraph phases. We define the term pruning ratio as the ratio of join pairs disqualified over jOj Â jQj. Referring to Fig. 9d , over 98 percent join pairs are filtered out by the skeleton distance bound in the filtering phase of semirange join in all tested settings. The results show that the skeleton layer and the skeleton distance bound are very effective in filtering indoor partitions and objects at a high level without the search going down to the object layer. Without the filtering phase, all indoor partitions would be involved in the shortest path computation, which would be too expensive for the query execution. After the pruning phases, over 99.9 percent join pairs in total are pruned. In particular, when jOj ¼ 20k, the pruning ratio is as high as 99.96 percent. The number of candidate join pairs increases w.r.t. jOj. The pruning ratio has positive correlation with jOj but negative correlation with the number of qualified join pairs. Thus, it fluctuates at some point, e.g., jOj ¼ 20k. The effectiveness of the pruning techniques (Table 2) can be observed in Fig. 9e . Comparing to the solution without pruning techniques, our solution is about 60 times faster when jOj ¼ 30 k. Then, we check the unique contribution of object ULBounds in Fig. 9f , where our method is 20 times faster than the solution with Object ULBounds. It shows the concept of b-region is important for calculating indoor distance between two imprecise objects. Now we check the performance by varying different parameters, such as uncertainties, the number of 10. http://www.chorochronos.org/?q=node/49. 11. Due to page limits, please refer to our previous work [10] for the performance of the composite indoor index.
partitions, etc. As the objects' uncertainty regions become larger, more objects are involved in the semi-range join execution, and therefore the query time also increases, as shown in Fig. 9g . We also fix the number of objects and vary the number of partitions to see the effect on query time. The results are shown in Fig. 9h . Since the average number of objects in one partition (i.e., object density in each partition) decreases, we see the query time decreases accordingly. In Fig. 9i , as we vary the number of query objects jQj, the query time increases sub-linearly. Intuitively, the query time should increase linearly w.r.t. (jQj). However, since the batch processing reuses the calculation in the filtering and subgraph phases, the performance is further improved. We examine the performance of semi-range join on different types of distributions, in Fig. 9j . The query time increases with jOj. The skewed distribution requires more refinement efforts thus corresponds to a relatively higher execution time.
Performance of Semi-Neighborhood Join
The results of the semi-neighborhood join's execution time are reported in Fig. 10 . Referring to Fig. 10a , the query time increases stably as the number of objects and k increase. The query time break-down for the default settings is shown in Fig. 10b . Compared to semi-range join, semineighborhood join needs to retrieve more indoor partitions to find sufficient candidates in the filtering phase. Consequently, the subsequent phases get higher workloads to process. We analyze the performance of the semi-neighborhood join in Figs. 10c, 10d, 10e , and 10f. Similar to semirange join, the semi-neighborhood join benefits from the batch processing, especially for larger data sets (Fig. 10c) . The pruning effectiveness for semi-neighborhood join is shown in Figs. 10e and 10f . Again, indoor distance bounds are very effective in discarding unqualified pairs. Referring to Fig. 10d , the query time would increase by at least five times without the pruning phase. The effectiveness of Object ULBounds is shown in Fig. 10f . Compared to the results of semi-range join, the qualified join pairs depend on the distance between two objects, rather than between an object and a fixed value. So a tighter distance bound between object makes the improvement more significant.
The results on the effect of object uncertainty region size are shown in Fig. 10g . Larger uncertainty sizes render more objects and partitions to be retrieved in the range search step, and thus increase the query execution time. The query execution time on the effect of the number of partitions are shown in Fig. 10h . Again, query time decreases as the object density in each partition decreases. We demonstrate the performance w.r.t. jQj in Fig. 10i . The query time increases sub-linearly, which is as expected because the query objects belonging to the same partition are batch processed. We compare the query performance over different distributions of O in Fig. 10j . The Uniform distribution performs worst. The reason is that for semineighborhood joins, query results rely on the distance rankings. If objects are more equally distant from queries, the ambiguity on rankings is larger and more refinement effort is required.
RELATED WORK
Different indoor space models have been proposed. The 3D Geometric Network Model [24] treats the vertical and horizontal connectivity relationship among 3D spatial cells separately. The 3D Indoor Geo-Coding technique employs the 3D Poincar e Duality [25] to transform 3D spatial cells from primal space to dual space. A 3D metrical-topological model [26] describes both the shapes and connectivity of spatial cells for navigation purposes. Another 3D model [27] combines space partitions with possible events in a dual space, to enable navigation in multi-layered buildings. Focusing on topological relationships, these models do not support indoor distances and relevant queries.
A lattice-based semantic location model [28] defines the "length" of an indoor path by the number of doors on the path rather than the actual indoor distance. As a result, this model falls short in many practical scenarios [6] . Different ways of transforming a floor plan into a graph also exist [29] , [30] , [31] , but such proposals lack support for indoor distances.
Research on indoor moving objects often assumes symbolic indoor space modeling and indoor positioning [31] . Rtree based structures [32] have been used to index offline trajectories of moving objects in symbolic indoor spaces. By differentiating object states in terms of positioning detection, a hash indexing method [5] , [33] has been designed to index the online positions of indoor moving objects. Previous works [5] , [6] , [34] study spatial queries on online indoor moving objects. This paper differs from these works in several aspects. First, previous works [5] , [6] , [34] assume that all door-to-door distances are precomputed for query processing, whereas this paper lifts this assumption and computes indoor distances on the fly in query processing. Second, the previous work [6] queries on indoor static objects (points of interest, i.e., POIs) while the queries in this paper are on indoor moving objects. Third, indoor join semantics in [34] are based on co-location in an indoor unit, whereas this paper defines distance-aware join semantics. A particular case of kneighborhood join is all-nearest-neighbor query, where the parameter k equals to 1. They have been extensively studied in free space [35] , [36] , [37] , [38] , whereas our problem focuses on the constrained space.
CONCLUSION
In this paper, we study efficient evaluation of distanceaware join operations on indoor moving objects. We study two representative join operators, semi-range join and semineighborhood join. We investigate the indoor distance categories regarding object location uncertainties and indoor topologies. To speed up distance based pruning in query evaluation, we propose effective indoor distance upper/ lower bounds. We also design a composite index for indoor space as well as objects, which facilitates efficient indoor distance retrieval as well as query processing. Extensive experimental results demonstrate that our proposals are effective, efficient and scalable in various query settings.
Our work in this paper opens directions for future work. First, it is of interest to study other query types using the distance bounds and the composite index proposed in this paper. Second, it is useful to estimate the selectivity for indoor distance aware queries and make use of it in further optimizing queries over uncertain objects. Third, it is beneficial to reuse computational efforts on indoor distances when multiple, related queries are issued within a short period of time. Hua Lu is an associate professor at the Department of Computer Science, Aalborg University, Denmark. His current research interests include indoor space data management, complex queries on spatial data, and social media data management. He has served on PCs for ICDE, SSTD, MDM, PAKDD, APWeb, MobiDE, and so on. He has also served as a PC cochair or a vice chair for ISA 2011, MUE 2011 and MDM 2012, and a demo chair for SSDBM 2014. He is a member of the IEEE.
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