I. INTRODUCTION

N ONUNIFORM SAMPLING (NUS) occurs in many applications where uniform sampling is either not possible or practically not achievable:
The first case relates to event-based sampling in the time domain. In queue processes, the signal will change level for each arrival and departure, which naturally occur on a nonuniform time grid. One example is routers in data networks, where data packets come and go and the queue length is a central control parameter. Here, it would not make sense to sample the queue length uniformly. Another example is analysis of astronomical data, where for instance the signal may be the number of received neutrinos. Missing data is another kind of event process, where the sampling times can be modeled as stochastic.
The second case is uniform sampling in other domains. Angular speeds are often computed from regular angular displacement. One example is angular speed sensors, e.g., ABS in cars, that give a certain number of pulses for each wheel revolution. The samples are uniform in the angle domain, but nonuniform in the time domain. Another example is the heart rate spectrum, which is computed from the peak times of an ECG signal. Again, the sampling is uniform in the heart rate domain, but nonuniform in the time domain.
A user-chosen nonuniform grid is a third case. In some applications, a nonuniform time grid is desirable, e.g., to avoid detection in military radar applications. Also the time grid
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The can be chosen to avoid aliasing or increase other performance parameters.
In all cases, a posteriori analysis can be based on interpolating the signal to a uniform time grid and use classical Fourier transform (FT) based approaches to frequency, spectral or modelbased analysis. The interpolation error is in [1] shown to be quite small if the interpolation is done correctly. There are also several methods to compute an approximate FT (AFT) [2] - [5] .
Posterior analysis of AFTs in terms of alias suppression and leakage is a fairly well explored area [6] - [8] . The reverse problem of designing NUS to maximize alias suppression is also well studied [9] - [14] .
This paper addresses the problem of a priori analysis of the stochastic properties of certain natural Fourier transform approximations. More specifically, we derive the asymptotic distribution for the approximate Fourier transform (AFT) in terms of the true signal's Fourier transform, and a stochastic model of the sampling times, before the pairwise measurements of the signal and time are performed. This is done for some important cases of sampling time noise. In this way, one can compute an a priori confidence region for each frequency in the AFT. Once the signal and time stamps are observed, we get one observation of the AFT (from the distribution we have derived), that will lie in this confidence region with a certain probability.
Focus is on frequency resolution, alias suppression and stochastic uncertainty in the AFT. Given the results, it is possible to evaluate intricate design questions for the applications mentioned above, and some examples include: How well can the eigenfrequencies of a car tire be determined, given that the sampling times are perturbed by the car speed and road roughness? Is it possible to find the oscillations in a router in the Internet, to enable improvements of its control protocols? Given that neutrinos arrive according to a Poisson process, how many arrivals are needed to find the dominating frequencies with a certain accuracy? As further examples, in [15] we applied the theory of this paper to compute the bias and variance in the parameters in system identification due to stochastic sampling jitter, and in [16] we investigated how decimation from high-rate nonuniform sampling to low-rate uniform sampling is affected by the stochastic sampling.
In Section II, the signal model and stochastic frequency model are defined, and different nonuniform sampling schemes are described. The main part of the work is the analysis of the stochastic properties of two linear frequency transforms, where the main results are given in Section III. The results are also extended to deal with the periodogram. In Section IV, asymptotic analysis of the mean value and the distribution of the AFT is done. This is also applied to give asymptotic results for the periodogram. Finally, Section V gives examples of both the AFT and the periodogram. The article is concluded in Section VI.
II. PROBLEM DEFINITION
We start by describing the signal model, and clarifying the notation. We also state different stochastic models of nonuniform sampling. Then, a description of the stochastic frequency model is done, followed by a summary of related work and a note on the periodogram.
A. Signal Model
We consider a deterministic continuous-time signal with Fourier transform (1) which is nonuniformly sampled times. The sample times are stochastic variables with probability density functions (pdfs) continuous density discrete density (2) for , and the number of samples is deterministic. In the following, we consider only continuous density functions . From the continuous-time signal (or function) we get a stochastic observation of the corresponding deterministic sample value
Thus, is a function of the stochastic variable and its stochastic properties can be investigated accordingly. For example, its mean is Any transform of these stochastic function values or measurements, , can be investigated to study its a priori properties, for example, for parameter estimation or frequency analysis. In this work, we consider the case of frequency analysis of a continuous-time signal, , sampled nonuniformly and then transformed to approximate the true Fourier transform, . Sampling of stochastic functions will not be considered here. However, it will be clear that additive measurement noise independent of the signal and sampling noise, easily can be included in the descriptions, since only linear transformations of the measurements are of interest. By adding zero-mean measurement noise to the signal sample we, for example, get .
B. Nonuniform Sampling
Nonuniform sampling, both deterministic and stochastic, is described in [18] and [19] . This section lists the most common sampling models. The probability distribution for the sampling times, , was given as in (2) . Depending on the type of sampling, can be deduced from the probability density function, of the sampling noise, , which is modeled as i.i.d. stochastic noise.
For additive random sampling (ARS), the sampling times are constructed by adding the sampling noise to the previous sampling time
where denotes convolution. This means that , and the variance also increases linearly with . For example, the exponential distribution gives a Poisson sampling process. The central limit theorem gives that will approach a Gaussian distribution when goes to infinity, since it is the pdf of a sum of independent identically distributed variables (4).
For stochastic jitter sampling (SJS), the sampling noise is added to the expected sampling time
One natural distribution is the rectangular distribution, or more generally the beta distribution where is the gamma-function. 1 The beta distribution boils down to the rectangular distribution when . A special case is the problem with missing data (MD), where the underlying sampling procedure is uniform but sometimes samples are missed. This can, in the current context, be described with a discrete sampling noise (6) This can be seen as a special case of ARS, with a discrete pdf for the sampling noise . The missing data problem is discussed in [17, Ch. 14] with further references.
C. Posterior for the Stochastic Frequency Model
The frequency models of interest in this work are linear transforms of the measurements, that can be calculated when the measurement times are given, i.e. (7) where is the deterministic approximation, AFT, of the true transform
Here, are weights to be decided, and denotes the sequence of the sampling times (9) In summary, this paper focuses on two AFTs, the Riemann transform (RieT) and the Dirichlet transform (DirT), given by (7) with (10) where indicates the transform type used. The RieT is given by zero order spline interpolation of the integrand , i.e., Riemann integration, while the DirT can be deduced, for example, by approximating the signal with an impulse train. For uniform sampling, , the discrete time Fourier transform (DTFT) is commonly used (11) i.e., it corresponds to weighting with . The literature contains definitions both with and without the scaling factor . The well-known discrete Fourier transform (DFT) is the DTFT evaluated at discrete frequency points, normally without the scaling. Note that, except for the scaling factor , both expressions given by (10) coincide with the DTFT (11) when .
D. Prior for the Stochastic Frequency Model
Using Bayes' rule we can derive the pdf for the random variable , denoted , by marginalization of the stochastic sampling times (12) where the joint pdf of the sampling times, , will depend on the type of sampling process. We also note that, since is deterministic, . This gives, with (13) , the a priori distribution of t .
which would require a change of variables in order to be solved. The a priori distribution of enables investigation of, for example, the mean value and covariance achieved for different sampling processes, expected leakage and aliasing. Equation (13) is mainly for theoretical discussions, since it is virtually impossible to evaluate, so we will use other means to explicitly derive mean value and covariance for the stochastic AFT.
In the remainder of this paper, the sampling times are stochastic variables, and the frequency transform is a random variable with a certain probability distribution. We will investigate the properties of this distribution depending on the type of sampling chosen from Section II-B and the type of transform taken from (10).
E. Related Work
There are other numerical integration methods, for example, Runge-Kutta integration and Newton-Cotes formulas, that could be used for transforms similar to RieT. In [21] , several integration methods are investigated for nonuniform sampling. In [22] , [23] , and [16] , the RieT is used in applications.
In several contexts, the DirT has been proposed as a suitable frequency transform for nonuniformly sampled signals [18] , [20] . It can be compared with the Lomb-Scargle periodogram [6] , [7] , which is a least squares fitting of the transform at each frequency, and is approximately the , only scaled with . In [24] , a few more expressions are derived, for example, with spline interpolation and sinc basis expansion (for band limited functions). The expressions are much more complicated to calculate and for almost uniform sampling, they basically coincide with the RieT and DirT.
F. The Periodogram
Here, we define the periodogram of as (14) and get another stochastic variable. Other definitions of can include scaling with the number of samples , or the total time interval, or , which does not affect the results. The periodogram for zero-mean Gaussian signals is known to be exponentially distributed. References [25] and [17] show that (15) when is (uniformly sampled) zero-mean white Gaussian noise. We will return to this when discussing the prior distribution of the periodogram in the case of nonuniform sampling. Note that in the literature, the above periodogram is said to be chi-squared distributed with two degrees of freedom, which is the same as the exponential distribution. We choose the exponential notation to give good correspondence with the following investigation.
III. MAIN RESULTS
The condensed result of this work is given in this section, and it is discussed and exemplified in the following sections.
It is obvious that the distribution of plays a crucial role for the stochastic properties of the AFT. This will be shown via the influence of the characteristic function, . In the derivation, an extended version of the characteristic function will appear (16) where is the intersampling time and gives the standard definition when
. The parameter will show parts of the difference between the two transforms RieT and DirT. The normalized Dirichlet kernel (also known as the aliased sinc function) (17a) will appear in the derivation and since (11) also can be written (17b) this will show a strong connection between uniform and nonuniform sampling. A more general definition of the kernel will also occur (17c)
Note that, when , and, as the superscripts indicate, these factors will show the difference between the sampling types.
A. Mean and Covariance of
The prior distribution of the AFT in (12) is given here. First, using the inverse Fourier transform description (1) in (7) gives The definition of the weights in (10) implies that (19) which gives a nice convolution formulation in (18a), and allows us to state the first two moments of . 
and (21b)
Proof: By using (18b) we get the mean value of as
In a similar manner the covariance is obtained and the proof is complete. The connection to the original sampled signal is completely captured in the convolutions with . This is why we can focus on the stochastic frequency window, , and its properties. For a single sinusoid, the transform is given as , and the stochastic frequency window is the sampling leakage effect on a single frequency. This is completely in accordance with the uniform sampling case.
B. Mean and Covariance of
As shown in Theorem 1, we can focus on the stochastic frequency window to describe the properties of the original transform. The mean value and covariance can be described completely with the following theorem.
Theorem 2 (Mean Value and Covariance of ):
The mean value and covariance [defined in (21) ] of the stochastic frequency window (21) , are
where the explicit expressions are given in Table I . The sampling type ST is one of and the transform type affects , cf., (10) , giving a total of four combinations. Proof: When considering ARS, (4), the intersampling time is exactly the sampling noise . The stochastic properties of the frequency window will depend on the finite number of samples and the stochastic properties of the sampling noise. The mean value of the stochastic frequency window, for the case of ARS, is which corresponds to (22a) and the definitions in Table I . For SJS, (5), the first moment is very similar which also corresponds to the given definitions.
The calculations for the covariance of are straightforward and similar to the ones above. They are given in the Appendix to keep the presentation clean. Note that for SJS and DirT, the expressions are more compact than they appear, since and then the term . Remark 1: For decreasing sampling noise variance the different sampling types tend to uniform sampling. The results for the mean value agree with this since, intuitively, we have 
C. The Periodogram
With the previous results we can explicitly get the mean of the periodogram.
Corollary 1 (Mean of the Periodogram):
The mean value of the periodogram (14) is where and are given by Theorem 1.
Proof:
The result is given by the definition of the variance
IV. ASYMPTOTIC ANALYSIS FOR ARS
When the number of measurements increases to infinity stronger and more precise statements can be made. Here, we give results for the asymptotic mean value, and discuss asymptotic distributions for the transform, its magnitude, and the periodogram.
A. Asymptotic Analysis of the Mean Value
In the previous analysis, a finite number of samples was considered. The following lemma investigates the term , when goes to infinity. The periodic counterpart, , is well known and thoroughly studied, and it will converge to an impulse train as increases. The lemma provides a tool to study the asymptotic mean value of and for ARS. Note that, in the lemma, we discuss distributions from functional theory and not probability theory. The assumptions in the lemma will be discussed later.
Lemma 1 (Asymptotic Properties of ): Consider the case of ARS. Assume that the continuous-time function
, with FT , fulfills the following conditions: i) and belong to the Schwartz class, . 3 ii) The sum obeys (24) for this . iii) The initial value is zero . Then, it holds that (25) Proof: The proof is conducted using distributions. 4 Let denote the distribution corresponding to the function , that is denotes the action of the distribution corresponding to on . Now, the aim is to show that under the given assumptions on . Note that the CF, , is the FT of the pdf of the sampling noise, , which means that 3 h 2 S , t h (t) is bounded, i.e., h (t) = O(jtj ), for all k; l 0. 4 The theory for distributions can be revisited in [26] if necessary. For the proof we need to know that h; hi = h(0) for h 2 S. Also, the FT can be moved between the functions in the integral, which, in particular, means that Now, with this clarified, we can continue (26) This proves the lemma, since was assumed. In particular (27) and, thus, the third demand in the lemma is unnecessary for this particular choice of filter. This filter appears naturally when the Dirichlet transform is studied, cf., Theorems 1 and 2.
Let us study the conditions on and given in Lemma 1 a bit more. The restrictions from the Schwartz class could affect the usability of the lemma. However, all smooth functions with compact support (and their Fourier transforms) are in , which should suffice for most cases. It is not intuitively clear how restrictive (24) is. Note that, for any ARS case with continuous sampling noise distribution, is approximately a Gaussian for larger , and we can confirm that, for a large enough fixed (28) The integral in (24) can then serve as some kind of mean value approximation, and the edges of will not be crucial. Also, condition 3 further restricts the behavior of for small , which will make condition 2 easier to fulfill. The convergence of is also discussed in [18, Ch. 3], for the special case of for all . Discussions on how to achieve this equality is also done. , is probably the hardest to check, while this condition is automatically fulfilled for DirT, by the special case shown in the proof. The constant is the average intersampling time and thus the DirT can be scaled in advance to get asymptotically unbiased estimates.
B. Asymptotic Distribution
The stochastic transform given by (18) and (19) , is asymptotically a sample from the stochastic distribution (29) where denotes the asymptotic Gaussian distribution. By this we mean that has mean value and covariance , both depending on , and converges in distribution to a Gaussian random variable as goes to infinity. It is clear that the real and imaginary parts of are independent, since and are orthogonal basis functions. The transform is a sum of random variables and both and the normalized version will converge to a Gaussian distribution as increases. This can be proved by use of a general central limit theorem, and was also indicated by the numerical investigations in [27] . In this paper, we are satisfied with the fact that the construction of the transform makes the asymptotic Gaussian distribution likely.
C. Distribution of the Transform Magnitude
Since the Fourier transform is a complex variable, it will be of importance to study its absolute value. Knowing the distribution of to be Gaussian, the asymptotic mean value of the amplitude could be found using the Rice distribution, see Table II, i.e., (29) implies that where denotes the asymptotic Rice distribution. This gives us complete knowledge of the moments of . For the stochastic frequency window , it is therefore possible to calculate the mean value and covariance numerically, using our expression for and derived earlier and formulas from the Rice distribution.
D. The Periodogram
The asymptotic distribution of provides the asymptotic distribution for the periodogram, . The properties in Table II mean with being the real value. Reorganization of (30b) shows that the asymptotic distribution for the periodogram is constructed by a sum of one Gaussian and one exponential random variable.
We can use the Rice distribution to find the asymptotic variance of . From (II.b) and Corollary 1 we get where is given by Corollary 1 and are given by Theorem 1. This is in perfect correspondence with (30) and actually shows that and are independent, which was not intuitively clear.
We can keep in mind that the usual statistical calculations for the periodogram, for example, by [7] and [25] , are done based on stochastic signals and not stochastic sampling instants. Thus, 
V. EXAMPLES AND DISCUSSION
This section provides illustrations of the frequency window and the periodogram, without inclusion of the amplitude noise, to further demonstrate the effect of sampling noise. Also, extensions of the results to the case of both sampling and amplitude noise are given.
A. The Stochastic Frequency Window
In Fig. 1 , the mean values of are shown 5 together with one realization, for the case of ARS and SJS, respectively. The result is given for the DirT. The figures also include a confidence band of one standard deviation given by the covariance description in (22b). Note that, since is complex, is plotted together with and . For the DirT, is a constant and hence, the variance is zero, which is confirmed by the figures. This means that for the DirT, the sampling noise only affects the side lobes and the width of the main lobe of the stochastic frequency window. In the case of SJS, the leakage is the standard leakage with amplitude scaling since , and the periodic is what we get when no sampling noise is present, cf., (17b). We also note that significant leakage effects can be expected for a given realization of .
B. The Periodogram
The effect of stochastic sampling is more conveniently illustrated on the real-valued periodogram. We restrict the investigation to a single frequency and get Fig. 2 , which shows one realization together with the first two moments as an example of the periodogram. The setup is identical to the one for Fig. 1(a) , i.e., ARS and DirT is used. It is clear that the leakage is reduced for a single realization compared to the visualization of the transform in the previous section. However, the mean value of the tails of the periodogram never goes to zero, so there is permanent leakage due to the stochastic sampling. The spurious peaks look like aliasing, and will also depend on the particular realization. Fig. 3 . Mean value (thick line), confidence band (gray shade) and one realization (thin line) of the AFT and periodogram, when the signal is a multisine, (31), the DirT is used, and the sampling ARS setup is identical to the one in Fig. 1(a) . 
C. Example
We also include the result for a multisine (31) to show the cross effects between frequencies. In this example we chose and . We study both the AFT and the periodogram in Fig. 3 , and find that the mean value is informative, while the single realization contains spurious peaks and a large noise level. This is particularly significant for the AFT. When the sampling noise distribution is known, the results given in Theorems 1 and 2 can be used to calculate prior mean and variance of the periodogram to get an idea of the achievable performance.
D. Addition of Amplitude Noise
The common case, where the signal is corrupted by amplitude noise is easily included in this setup. Let (32) where is a sequence of white Gaussian noise with variance , also independent of . The AFT is then extended with the term as in
Superscript stands for the extended AFT, here exemplified with the DirT. Since and are independent we simply get
for the mean value and variance. The additional term is also Gaussian distributed, and hence the extended AFT is still asymptotically Gaussian. Therefore the discussion for the periodogram holds without change. In case with only amplitude noise, , we recall that the periodogram is exponentially distributed, which is given directly from the Gaussian distribution of the noise term. In the previous section, we saw the results for sampling noise. Now, the extended periodogram is (34) and we have all knowledge to describe mean, variance and distribution. The distribution is once again a sum of an exponential and a Gaussian random variable. The first two moments are (35a) (35b) which is seen by combining knowledge about the Rice distribution, Table II , and the extended transform (33).
VI. CONCLUSION
Two types of linear frequency transforms have been investigated for signals with nonuniform sampling times. The a priori stochastic properties of the transforms have been studied for both additive random sampling and stochastic jitter sampling. The investigations resulted primarily in analytical expressions for bias and covariance, and an asymptotic expression for the mean value. These results were applied to periodogram computations, where both nonasymptotic and asymptotic expressions were given. It was also shown that regular amplitude noise easily can be included in the description.
APPENDIX
Here we provide the parts of the proof for Theorem 2, that was left out in the presentation. We use the following separation for the covariance calculation Each term is treated separately for convenience and the expected value is taken under the assumption of independent sampling noise, . The notation was given in Table I .
Note that for ARS, and the sum over evaluates to
The second term is the sum when and are equal and the last term is given by symmetry Identification of terms proves the expression in (22b) for ARS.
The calculations are very similar to those in the previous section, and we skip a few of the intermediate steps. Note that and are independent only when , which will affect the expressions when . This requires that we also consider the sums over and as special cases. First, we consider the three simplest cases Now, when and, when From this (I.g) can be extracted, and it remains to evaluate the expected value, outside the sum, in the two latest expressions. When For the calculations are more involved, and it will be helpful to note the following connections: which are given by the derivation from the definition of . Since for SJS, we get, with the equations above and finally This was the only part left in (1.d) to show, and (22b) for SJS is now proved.
