Abstract. In the past years, many combinatorial arguments have been made to support the theory that mammalian genome rearrangement scenarios rely heavily on breakpoint reuse. Different models of genome rearrangements have been suggested, from the classical set of operations that include inversions, translocations, fusions and fissions, to more elaborate models that include transpositions. Here we show that the current definition of breakpoint reuse rate is based on assumptions that are seldom true for mammalian genomes, and propose a new approach to compute this parameter. We explore the formal properties of this new measure and apply these results to the human-mouse genome comparison. We show that the reuse rate is intimately linked to a particular rearrangement scenario, and that the reuse rate can vary from 0.89 to 1.51 for scenarios of the same length that transform the mouse genome into the human genome, where a rate of 1 indicates no reuse at all.
Introduction
There has been ample evidence, since the birth of modern genetics, that the genomes of species have been often reshuffled, with large chunks of genetic material being moved [13] . Rearrangements such as inversions within one chromosome, translocations, fusions, and fissions of chromosomes have been regularly observed through the comparison of the genomes of close species. In the past two decades it became possible to compare more distant species, and the problem of explaining how to transform one genome into another with a sequence of rearrangements became a central problem of computational biology [11] .
Computing the minimal number of inversions, translocations, fusions and fissions necessary to transform one genome into another is a solved and well understood mathematical problem [4-6, 8, 14] . A sequence of rearrangements that achieves this minimum is called a parsimonious sorting scenario.
The breakpoint reuse rate [1, 9, 12] measures how often regions of chromosomes are broken in these rearrangement scenarios. This parameter has traditionally a value between 1 and 2. Low or high values of the reuse rate have been used in the literature to support different models of distributions of breaks along chromosomes [9, 12] . However, in this paper, we show that the reuse rate is extremely sensitive to both genome representation, and the rearrangement model.
In [9] , the reuse rate is defined as a function of the length of rearrangement scenarios, but not the particular rearrangement operations used in it. Moreover, its computation is based on the assumptions that the compared genomes have the same number of chromosomes, and that they share the same set of telomere markers. In order to compute the reuse rate in the comparison of genomes that do not fit in this model, such as the mouse and human genomes, 'empty' chromosomes and additional telomere markers are added as necessary.
In this paper, we first argue that this approach necessarily yields abnormally high values of breakpoint reuse, and we then suggest a new approach to compute the reuse rate that uses all the information contained in a particular rearrangement scenario. We give lower and upper bounds for this measure, demonstrating that, depending on the particular scenario, a wide range of reuse rates can be inferred for the same data-set. Finally we apply our results to the human-mouse data-set studied in [9] and give a particular rearrangement scenario where the lower bound is actually achieved.
Preliminaries
Whole genomes are compared by identifying homologous segments along their DNA sequences, called blocks. These blocks can be relatively small, such as gene coding sequences, or very large fragments of chromosomes. The order and orientation of the blocks may vary in different genomes. In this paper, we assume that the genomes are compared with sufficiently large blocks such that each block occurs once and only once in each genome. For genomes that have linear chromosomes, a simple representation is to list the blocks in each chromosome, using minus signs to model relative orientation, such as in the following example:
Genome S:
• -2 -4 -5 -1 7 3 • • 8 6 10 9 11 12 • Genome T :
• 1 2 3 4 5 • • 6 7 8 9 • • 10 11 12 • Here, genome S has two chromosomes, and genome T has three. The unsigned symbol '•' is used to mark ends of chromosomes. An adjacency in a genome is a sequence of two consecutive blocks, or a block and a '•'. For example, in the above genomes, (−2 −4) is an adjacency of genome S, and (5 •) is an adjacency, also called a telomere, of genome T . Since a whole chromosome can be flipped, we always have (a b) = (−b −a), and (• a) = (−a •). Chromosomes can be represented by the set of their adjacencies. Two genomes are said to be co-tailed if they have the same set of telomeres. Genomes that have only circular chromosomes are always co-tailed, since they do not have telomeres. Co-tailed genomes whose chromosomes are all linear have always the same number of chromosomes.
The adjacency graph of two genomes A and B is a graph whose vertices are the adjacencies of A and B, respectively called A-vertices and B-vertices, and such that for each block b there is an edge between adjacency (b c) in genome A and (b c ) in genome B, and an edge between (a b) in genome A, and (a b) in genome B. For example, the adjacency graph of genomes S and T from above is shown in Figure 1 . (8 6) (6 10) (10 9) (9 11 Since each vertex has at most two incident edges, the adjacency graph can be decomposed into connected components that are either cycles or paths. We classify paths as AA-paths, BB-paths and AB-paths depending on the type of vertices, A or B, of its extremities. For example, the adjacency graph of genomes S and T has the following connected components, described by the list of their adjacencies in genome T : When two genomes share an adjacency, such as (11 12) or (12 •) for genomes S and T , then they belong to cycles of length 2 or paths of length 1 in the adjacency graph. We have:
t t t t t t t t t t t t t t
. Two genomes are equal if and only if their adjacency graph has only cycles of length 2 and paths of length 1.
We will refer to cycles of length more than 2, and paths of length more than 1, as long cycles and paths.
A double-cut-and-join (DCJ) rearrangement operation [3, 16] on genome A acts on two adjacencies (a b) and (c d) to produce either (a d) and (c b), or (a −c) and (−b d). When a, b, c and d are all blocks, the DCJ operation makes two cuts in genome A; these correspond, for linear chromosomes, to inversions, translocations, and circularization when the two cuts act on the same chromosome and produce a circular chromosome. When one of a, b, c or d is a telomere, the operation makes one cut; these are special cases of inversions, translocations and circularizations that we will refer to as semi -operations. When there are two telomeres, the operation makes no cut, and it corresponds to a fusion of chromosomes, its inverse operation is a fission that makes one cut in a chromosome.
For a fixed set of rearrangement operations, the distance between genomes A and B is the minimum number of operations needed to rearrange -or sortgenome A into genome B. When all DCJ operations are allowed, we will denote this distance by d DCJ (A, B). The DCJ distance is easily computed from the adjacency graph [3] . It is given by:
where N is the number of blocks, C is the number of cycles, and I is the number of AB-paths. For example, the DCJ distance between our genomes S and T is given by 12 − (2 + 2/2) = 9. Rearrangement operations that do not create circular chromosomes are called HP operations, from the names of the authors of the first algorithm to compute the distance between genomes using these operations [5] . The corresponding distance is denoted by d HP (A, B). It is always greater or equal to the DCJ distance, and the difference is generally very small in real data. For example, the difference is 0 when the human and mouse genomes are compared with 281 blocks; and the difference is 1 when the human and chicken genomes are compared with 586 blocks.
A rearrangement operation is sorting if it lowers the distance by 1, and a sequence of sorting operations of length d(A, B) is called a parsimonious sorting scenario. For the DCJ distance, it is easy to detect sorting operations since, by the distance formula (1), any operation that increases the number of cycles by 1, or the number of AB-paths by 2, is sorting. Note that no operation can modify simultaneously those two parameters [3] .
Breakpoint reuse rate
Rearrangement scenarios have been used in the past years to assess whether some regions of chromosomes were particularly susceptible to break. The measure used to infer the existence of these regions is called the breakpoint reuse rate. Before formally defining this measure, it is important to note that most previous definitions relied on the assumption that the compared genomes are co-tailed. This assumption implies that genomes A and B have the same number of linear chromosomes, and that there are no long paths. Since all adjacencies are in cycles or short paths, it also implies that the adjacency graph has the same number of A-vertices and B-vertices.
Let b be the number of A-or B-vertices that are in long cycles, then the breakpoint reuse rate r for co-tailed genomes A and B is traditionally defined as:
This definition reflects the fact that, with co-tailed genomes, the only sorting operations are inversions and translocations that must make two cuts in the chromosomes since all adjacencies are in cycles.
A well known result from sorting theory [2, 5, 7] asserts that at least − 1 inversions or translocations are needed in order to sort a cycle of length 2 . We thus have the following lower bound on the breakpoint reuse rate for co-tailed genomes:
Proposition 2 establishes a link between the number of cycles and the breakpoint reuse rate: a few long cycles imply a high reuse rate, and many shorter cycles imply a low reuse rate. This fact is crucial in evaluating the breakpoint reuse of genomes that have been artificially made co-tailed. The procedure eliminates all paths in the adjacency graph by closing them into cycles [5, 14] . Unfortunately, this process transforms all rearrangement operations that make less than two cuts into operations that makes two cuts. Clearly, this can lead to an overestimation of reuse rates.
In order to obtain more realistic measures, we first extend the definition of breakpoint reuse rate to arbitrary linear genomes. Definition 1. Consider a rearrangement scenario that transforms genome A into genome B. Let C be the total number of cuts made by the operations of the scenario, and b the number of B-vertices that are in long cycles or paths, then the breakpoint reuse rate r is defined by:
Note that this definition corresponds to the traditional breakpoint reuse rate when genomes are co-tailed. The reuse rate also depends on a particular scenario, and it is not necessarily symmetric. Indeed, for example, if genome B differs from genome A by a fusion of two chromosomes, then no cuts are necessary to transform A into B, yielding a breakpoint reuse rate of 0, but one cut is necessary to transform B into A, yielding a breakpoint reuse rate of 0.5. This example also shows that the breakpoint reuse rate can be less than 1 for general genomes.
Bounding the breakpoint reuse rate
Since the breakpoint reuse rate depends on a particular rearrangement scenario, it is interesting to produce lower and upper bounds that are independent of a particular parsimonious scenario. The existence of long paths in an adjacency graph yields opportunities to choose operations that use less than two cuts. On the other hand, long cycles often impose mandatory reuse, as we saw in Proposition 2. For lower bounds, the strategy will thus be to avoid operations that create long cycles in the adjacency graph, while the opposite strategy will yield upper bounds. In Section 5, we will show that these bounds are effectively reached with real data.
Lower bounds
We already saw that the number of cuts necessary to sort a cycle of length 2 is at least 2( − 1), and there is no possibility to lower this number. In fact, in the DCJ model this bound is tight, while in the HP model certain sets of paths or cycles may require extra operations to be sorted [4, 5] .
The situation is very different for paths. Consider first an AB-path of length 2 + 1 that begins with a telomere g 1 of genome B and ends with a telomere g 2 +1 of genome A, were we list all adjacencies of the path, with those of genome A underlined:
Consider the DCJ operation that acts on the adjacencies (g 2 g 2 −1 ) and (• g 2 +1 ) to produce the adjacency (g 2 g 2 +1 ) of genome B. This operation is sorting since it creates a cycle of length 2, and shortens the AB-path by 2. It also requires only one cut. We thus have:
Proposition 3. The minimum number of cuts necessary to sort an AB-path of length 2 + 1 is .
Proof. Applied iteratively, the above strategy clearly sorts the path with cuts. It thus remains to prove that it is impossible to reduce the number of cuts below . However, the path contains adjacencies (g 2i g 2i−1 ) of A, 1 ≤ i ≤ , that are not adjacencies of B. Removing these requires at least cuts.
Note that, in order to have a sorting sequence that minimizes the number of cuts, it is necessary to create the adjacency of genome B that is next to the genome A telomere. Any other sorting DCJ operation on the AB-path will increase the number of cuts.
In the case of a BB-path of length 2 , we have more choices. Indeed, any path of the form
can be cut anywhere between adjacencies of the form (g 2k g 2k−1 ). This is always a sorting operation since it creates two new AB-paths of lengths 2k + 1 and 2 − (2k + 1). Using Proposition 3, we easily have:
Proposition 4. The minimum number of cuts necessary to sort a BB-path of length 2 is .
Finally, AA-paths can be sorted with a minimum number of cuts using the following procedure. Consider an AA-path of the form
Creating the adjacency (g 1 g 2 ) of genome B is possible by acting on the adjacencies (g 1 •) and (g 3 g 2 ) of genome A. It is sorting since it creates a cycle, and it requires only one cut. The same holds for the last adjacency of genome B, (g 2 −1 g 2 ). Note that if the length of the path is 2, then no cut is necessary and we just do a fusion. Thus we have:
Proposition 5. The minimum number of cuts necessary to sort an AA-path of length 2 is − 1.
When the full spectrum of DCJ operations is allowed, it is always possible to construct a sorting sequence that achieves the minimum number of cuts, but this is not guaranteed when we restrict the operations to HP operations, as the following example shows. Let genomes E and F be the following:
The adjacency graph has two EF -paths, one of length 1, and one of length 5. Thus the minimal number of cuts is 2. However, creating the adjacency 1 2 in genome F requires the creation of a circular chromosome, which is forbidden in the HP model. Thus the only allowable operation is the inversion of block number 2, which requires two cuts, followed by the inversion of block number 1, which requires one cut.
Upper bounds
In order to compute the maximal number of cuts, we need to reverse the strategy of the preceding section and create cycles as large as possible.
Since sorting operations that act on an AB-path must split the path into a cycle and an AB-path, we choose to construct the largest possible cycle on a path of length 2 + 1, splitting it in a path of length 1, and a cycle of length 2 . We thus have:
Proposition 6. The maximum number of cuts necessary to sort an AB-path of length 2 + 1 is 2 − 1.
A BB-path of length 2 can always be sorted with 2 − 1 cuts, by creating a cycle of length 2 − 2, requiring 2 cuts, and a path of length 2 that can be sorted with a fission. When there are only AA-paths in the adjacency graph, then the only sorting operations that can be applied to those must create a cycle, since splitting the path always yields two AA-paths. Creating a cycle can be easily done by a fusion of the two telomeres of genome A that are at the ends of the path. This creates a cycle of length 2 , thus requiring 2( − 1) cuts. On the other hand, it is possible to do better, in terms of maximizing the number of cuts, by pairing AA-paths with BB-paths in the following sense.
Consider an AA-path of length 2 a , and a BB-path of length 2 b :
The strategy is to act on the adjacencies (h 2 h 1 ) and (g 1 •) of genome A to produce (• h 1 ) and (h 2 −g 1 ), resulting in two AB-paths, one of length 1 that corresponds to the new common telomere (• h 1 ), and the other of length 2 a + 2 b − 1. Using Proposition 6, the total number of cuts of this strategy would be (2 a − 1) + (2 b − 1). We thus have:
The maximum number of cuts necessary to sort a BB-path of length 2 is 2 − 1. The maximum number of cuts necessary to sort an AA-path of length 2 is 2 −1, when it can be paired with a BB-path, otherwise it is 2 −2.
Again, the maximal values given here are for the DCJ model. In the HP model, the actual maxima could be a bit higher, but this generally represents a very small fraction in real data. For the mouse and human genome presented in the next section, this cost is null.
Bounds of the Reuse Rate
Using the various bounds on the number of cuts of the preceding sections, we can now derive closed formulas for bounding the breakpoint reuse rate. We have: Theorem 1. Suppose that the adjacency graph of two genomes A and B contains c long cycles of total length L c , m long AB-paths of total length L m , p AA-paths of total length L p , and q BB-paths of total length L q , then the number of B-vertices that are in long cycles or paths is given by:
and the breakpoint resuse rate r for all parsimonious DCJ sorting scenarios is bounded by
where δ = 1 if p > q and 0 otherwise. Moreover there exist sorting scenarios that meet these bounds.
Proof. We show the detailed contributions for long AB paths. All the three other cases are treated similarly. Suppose that there are m long AB-paths of lengths 2 1 +1, 2 2 +1, . . . , 2 m +1, and let L m be the sum of these lengths. Then the number of B-vertices that belong to these paths is:
By Proposition 3, the minimum number of cuts required to sort these paths is:
and, by Proposition 6, the maximum number of cuts required is:
Adding similar contributions in B-vertices and cuts for cycles, AA-paths and BB-paths, we can easily derive the bounds of the statement. The fact that there exist sorting scenarios that meet the bounds is due to the fact that all DCJ operations that were used to derive the minimal and maximal number of cuts were sorting operations.
Reuse rates in the mouse-human whole genome comparison
We now turn to test how these various computations behave with real data. We used the same mouse-human data that was analyzed in [9] to prove that there was extensive breakpoint reuse in mammalian evolution. The data-set compares the order and orientation of 281 synteny blocks of the mouse and human genome, and is given in Appendix 1. The mouse genome M has 20 chromosomes, and the human genome H has 23. The adjacency graph has the following characteristics (see Appendix 2): c = 27 long cycles: 24 of them of length 4 and one of length 6, 8 and 10 each, giving an overall length of L c = 120, s = 4 short M H-paths, m = 12 long M H-paths: lengths ranging from 3 to 51, p = 12 M M -paths: lengths ranging from 2 to 46, q = 15 HH-paths: lengths ranging from 2 to 22.
By construction, the data-set has no short cycles since blocks adjacent in both genomes are merged together. The number of adjacencies in the human genome that are in long cycles or paths is b = 300 = 281 + 23 − 4, and the number in the mouse genome is 297 = 281 + 20 − 4.
The HP distance, as computed by GRIMM [15] after closing all the paths and adding empty chromosomes, is d(M, H) = 246. There are 300 adjacencies in both the modified human and mouse genomes being in long cycles, yielding a breakpoint reuse rate for these co-tailed genomes of 2 · 246/300 = 1.64.
The DCJ distance is also 246 = 281 − (27 + 16/2), since there are 27 cycles and 4+12 = 16 M H-paths. Using the bounds of Theorem 1 to estimate the breakpoint reuse rates of scenarios that transform the mouse into the human genome according to the definition given in this paper, we get a reuse rate r between 1 − 33/300 and 2 − 147/300, or: 0.89 ≤ r ≤ 1.51.
Compared to the value 1.64 obtained by forcing the genomes to be co-tailed, we obtain strictly lower values of reuse rate for all possible sorting scenarios.
We also verified whether there exist scenarios using HP operations that attain the minimum number of cuts. The answer is yes, and one such scenario can be found in Appendix 3. This scenario uses the following operations: 26 inversions to sort 20 long cycles, making 52 cuts, 7 translocations to sort 7 long cycles, making 14 cuts, 15 fissions and 48 semi-operations to sort 15 HH paths, making 63 cuts, 12 fusions and 57 semi-operations to sort 12 M M paths, making 57 cuts, 81 semi-operations to sort 12 long M H paths, making 81 cuts.
Conclusion
In this paper, we generalized the notion of breakpoint reuse rate to genomes that are not necessarily co-tailed. This new measure can be applied to circular or linear genomes, or even to genomes that have both types of chromosomes. We gave lower and upper bounds for the number of cuts in a rearrangement scenario, yielding lower and upper bounds to the reuse rate of all possible parsimonious scenarios that transform a genome into another. We also showed that transforming genome data-sets in order to make them co-tailed can yield to an overestimation of breakpoint reuse rate.
