Non-intrusive load monitoring (NILM) is a technique to recover source appliances from only the recorded mains in a household. NILM is unidentifiable and thus a challenge problem because the inferred power value of an appliance given only the mains could not be unique. To mitigate the unidentifiable problem, various methods incorporating domain knowledge into NILM have been proposed and shown effective experimentally. Recently, among these methods, deep neural networks are shown performing best. Arguably, the recently proposed sequence-to-point (seq2point) learning is promising for NILM. However, the results were only carried out on the same data domain. It is not clear if the method could be generalised or transferred to different domains, e.g., the test data were drawn from a different country comparing to the training data. We address this issue in the paper, and two transfer learning schemes are proposed, i.e., appliance transfer learning (ATL) and cross-domain transfer learning (CTL). For ATL, our results show that the latent features learnt by a 'complex' appliance, e.g., washing machine, can be transferred to a 'simple' appliance, e.g., kettle. For CTL, our conclusion is that the seq2point learning is transferable. Precisely, when the training and test data are in a similar domain, seq2point learning can be directly applied to the test data without fine tuning; when the training and test data are in different domains, seq2point learning needs fine tuning before applying to the test data. Interestingly, we show that only the fully connected layers need fine tuning for transfer learning. Source code can be found at https://github.com/MingjunZhong/transferNILM. Index Terms-NILM, non-intrusive load monitoring, energy disaggregation, deep neural networks, transfer learning, sequence-to-point learning.
consume energy efficiently. Therefore energy management has become nowadays an increasing research field, which particularly is drawn attention to by machine learning community due to the emerging large scale data which needs to be understood in principle.
In household energy management, appliance load monitoring is a research topic which investigates to retrieve the real-time energy consumption of each appliance within household buildings [3] , [4] . Since the purpose is to monitor all the appliances in a household, the instant power readings need to be recorded. Perhaps the easiest way to obtain those power readings is to deploy smart sensor devices for each appliance which are able to record the power consumption. These data could be used to retrieve the entire information about the energy consumption of the household buildings. However, this method is an intrusive load monitoring approach, and in addition each device is expensive to install and hard to maintain at the same time. In order for avoiding the use of sensor devices, an alternative approach which is called Non-Intrusive Load Monitoring (NILM) [5] was proposed to recover the energy consumption of each appliance. The aim of NILM is to extract energy consumption of each appliance in a household by only using the mains readings.
When NILM is applied to domestic buildings, it can inform the end-users the power consumption and consequently it could help householders to reduce the energy consumption. Studies have shown that, a feedback to the users is a useful tool to aid the users to understand how the energy was used, which acts as a "self-teaching tool" [6] . The feedback to the users provided by smart meters could positively affect the energy consumption behaviours. Research has shown that NILM could help household users to reduce energy consumption by 15% [7] . It is even more useful for the energy providers which can optimise their smart grid operations on one side and propose specific tariffs for users according to their energy consumption habits.
Recently, machine learning methods -typically deep learning algorithms -have been greatly developed with the help of big data. Specifically in energy management, this encourages researchers to develop machine learning approaches to NILM since energy data of hundreds of households have been and are being collected from different countries. Two kinds of machine learning algorithms, i.e., unsupervised and supervised learning, are the main methods for NILM. Among those algorithms, deep learning approaches have achieved the state-of-the-art performance. Particularly, it has been shown in literature that convolutional neural networks (CNN) are able to extract meaningful latent features for appliances which are particularly useful for NILM and thus achieves the best performance [8] . In the original seq2point learning paper [8] , the algorithm was trained and tested on the same domain, that is, it was trained on UK-DALE and tested on UK-DALE, and trained on REDD and tested on REDD. Our motivation in this paper is that it was not clear if the seq2point learning is transferable and what could be the strategies for transfer capability. An oracle NILM would be to train the models over a number of houses and appliances and then deploy for prediction on any other unseen houses and unseen appliances. For example, we expect that NILM is trained over U.K. houses and deployed in U.S., and trained over washing machine and deployed for kettle. In this paper, we propose two transfer learning strategies for tackling these challenges approaching to the oracle NILM. Our hypothesis is that those features extracted by using CNN are invariant across appliances and as well as across data domains. These invariant features are the key factors to develop reliable transfer learning algorithms targeting the oracle NILM system. To investigate this hypothesis, we propose appliance transfer learning (ATL) and cross-domain transfer learning (CTL). For ATL, the target is to evaluate the algorithms if the features learnt by one appliance are able to be transferred to other appliances. For CTL, the target is to evaluate the algorithms if they could be transferred from one data domain to another. Our experiments have validated both of the transfer learning strategies which could potentially lead to the ultimate NILM. Our strategies can greatly reduce the number of training samples from unseen houses and unseen appliances. Specifically, transfer learning is interesting in terms of training a NILM because of the following reasons: 1) The ground truth active power data for each appliance is expensive to obtain. Transfer learning could potentially reduce the number of sensors for each appliance to be installed for obtaining training data since available models could be transferred to other appliances or domains. 2) Transfer learning also offers remarkable computational savings as pre-trained models can be reused for other appliances or domains.
The structure of this paper is as follows: In Section II a background of NILM is presented; Section III presents the seq2point learning algorithm and as well as the transfer learning; Experimental results are shown in Sections IV and V, and finally we draw our conclusions.
II. BACKGROUND
This section will introduce the NILM model in details. The existing machine learning approaches to NILM will be reviewed. These approaches are mainly classified into unsupervised and supervised learning methods.
Firstly we summarise the problem of non-intrusive load monitoring. Suppose that the mains Y(t) are the aggregation of all the active power consumption of the individual appliances in a household. Note that Y(t) denotes the mains reading at time t. Then the mains could be represented as the following formula,
where X i (t) represents the power reading of the appliance i at time t, I is the number of appliances and e(t) is the variable representing the model noise. It is quite often that the noise variable follows a Gaussian with mean 0 and variance σ t , i.e., e(t) ∼ N (0, σ 2 (t)). Given the observed mains Y = {Y(t)} T t=1 , our task is then to recover all the appliances
Clearly, this is a Single-channel Blind Source Separation problem, which means that given only a single observation we want to recover more than one sources. It is well-known that this problem is non-identifiable. Various approaches have been proposed to approach the NILM by alleviating the identifiability issue. Naturally, it is believed that this problem could be alleviated if the domain knowledge could be incorporated into the model. In literature, various methods have been proposed for tackling NILM, for example, signal processing approaches which use features of appliances for the purpose of disaggregations [9] , [10] , [11] , [12] , [13] , clustering algorithms [14] , [15] , matrix factorization [16] , [17] , etc. There are mainly two approaches to NILM using machine learning, which are unsupervised and supervised learning. We now briefly review the existing algorithms belonging to these two approaches.
1) Unsupervised Learning: The dominated approach in unsupervised learning is the additive factorial hidden Markov model (AFHMM) [18] , [19] , [20] , [21] . This is a natural approach to modelling the NILM problem if we admit the following hypothesis: 1) an appliance is a realisation of a hidden Markov model; 2) the power reading of the mains at a time is the addition of the appliances at that time. Under these assumptions, NILM can be represented as an AFHMM. The aim is then to infer the most probable states of those appliances. However, the problem is still unidentifiable.
In order for improving the performance of AFHMM, constraints were imposed on the model from different aspects. The main approach was to constrain the model with domain knowledge. For example, local information such as appliance power levels, ON-OFF state changes and duration can be incorporated into the model [18] , [20] , [22] , [23] , [24] . The methods in [18] , [25] proposed to use change-one-at-a-time constraint on the appliances. Global information such as total energy consumption, total number of cycles, and the total time of an appliance being occupied was also proposed to incorporate into the model [19] , [26] , [27] , [28] . Signal processing methods were also proposed to incorporate useful information into NILM [22] , [23] , [29] , [30] . However, the main limitation of these approaches is that the domain knowledge needs to be extracted manually from the observation data, which makes the method difficult to use.
2) Supervised Learning: Recently, many household electricity data have been published. These data have both the mains and correspondingly the appliance power readings, which makes it possible to formulate NILM as a supervised learning. Precisely, we have observed the pairs of the data (X t , Y t ) where X t and Y t denote respectively the power reading of an appliance and the mains at time t. Because there are plenty of observations, it is possible to train a model to represent the relationship between X and Y. It is thus reasonable to learn a function f to represent this relationship so that
which can be viewed as a non-linear regression problem. Deep neural networks is a natural approach to learn the function f , and recently, it has been successfully applied to NILM [8] , [31] , [32] , [33] , [34] , [35] , [36] , [37] , [38] , [39] , [40] , [41] , [42] . From the point of the view of statistical methods, it has been pointed out in [8] that given the pairs (X, Y) we could train a model to represent a conditional distribution p(X|Y).
Recently, both sequence-to-sequence and sequence-to-point learning methods were proposed to approximate this distribution [8] . Interestingly, those desired features, for example, appliance power levels, ON-OFF state changes and duration, were able to be learnt by the neural networks. These features do not need to be extracted manually.
As NILM is proposed as a non-linear regression problem, the function f could be represented as various kinds of forms. In recent literature, various architectures of the neural networks representing f have been proposed, which are de-noising auto-encoder [31] , [36] , generative adversarial networks [34] , convolutional neural networks (CNN) [8] , [32] , [33] , [37] , [43] , recurrent neural networks (RNN) [31] . Among these methods, CNN was believed performing the best [8] , [32] . However, the hyper-parameters of the architectures, e.g., number of layers, could affect the performance of those neural networks.
It should be noted that unknown appliances, base load, and as well as model noise are typically important for certain unsupervised learning approaches, e.g., FHMMs. Due to the nature of this class of models, these variables have to be explicitly modelled. However, deep learning approaches do not have to model these variables explicitly. The goal of deep neural networks (DNN) is to extract the target, i.e., the appliance, and treat all the other variables as background. In other words, our DNN-based approach for NILM could be viewed as a denoising technique, which retrieves the specific appliance power consumption from the aggregate one, therefore the noise contribution are automatically removed together with the consumption contributions of other concurrent appliances.
III. METHODS
In this section, the methodologies employed in this paper are described. Most of the deep learning methods were assessed on the same domain. Less work has been done on the generalizability except the work of [37] , in which the authors considered cross-domain transfer learning. However, their work does not study fine tuning and appliance transfer learning. Sparse coding approach was proposed for transferring knowledge across regions [17] , however, it would be a challenge to scale to large data as it involves optimising large matrix factorization. In this paper we investigate transferability (generalizability) of deep neural networks applying to NILM in wider aspects. Among neural based techniques for NILM, the sequence-to-point learning is very well suited for transfer learning strategies, due to its architecture characteristics. We will thus consider the transferability of the seq2point learning. Two transfer learning approaches are considered which are appliance transfer learning and cross-domain transfer learning. Firstly, the seq2point learning is presented as follows.
A. Sequence-to-Point Learning
The main idea of the seq2point learning is to learning a neural network to represent the midpoint of an appliance given a window of the mains being the input. See the Figure 1 for the architecture for seq2point learning. Precisely, the input of the network is a mains window Y t:t+W−1 , and the output is the midpoint element x τ of the corresponding window of the target appliance, where τ = t + W/2. The representation assumes that the midpoint element is a non-linear function of the mains window. The intuition behind this assumption is that we expect the state of the midpoint element of that appliance to relate to the information of mains before and after that midpoint.
Instead of mapping sequence to sequence, the seq2point architectures define a neural network F p which maps sliding windows Y t:t+W−1 of the input to the midpoint x τ of the corresponding windows X t:t+W−1 of the output. The model is
The loss function used for training has the form
where θ are the network parameters. To deal with the endpoints of the sequence, given a full input sequence Y = (y 1 . . . y T ), we first pad the sequence with W/2 zeros at the beginning and end. The advantage of the seq2point model is that there is a single prediction for every x t , rather than an average of predictions for each window. It has been shown that seq2point learning performs well on UK-DALE and REDD data [8] . For UK-DALE, the method was trained on the houses 1, 3, 4 and 5 and tested on the house 2; for REDD, the method was trained on houses 2 − 6 and tested on house 1. This indicates that the seq2point learning was only evaluated on the same domain. However, the ability of generalisation is unclear. To deploy a system employing seq2point method, it is crucial to assess the generalisability of the method. In the following sections, we consider appliance transfer learning and cross-domain transfer learning.
B. Appliance Transfer Learning
We consider appliance transfer learning (ATL). Our question is that if the signatures learnt by one appliance could be transferred to other appliances. We observed that the features learnt by difference appliances have the similar patterns. It is interesting to note that mainly the features were ON-OFF changes, the power levels, and the duration of an activity. For example, Figure 2 demonstrates the features produced by the models trained by using kettle, microwave, fridge, dish washer and washing machine data. In this figure, all the five models used the same input window. Our observation is that the features learnt by different appliances are often different, although they are learning similar signatures. Some appliances, e.g., washing machine and dish washer, extract more information than others, e.g., kettle. Most of the feature channels from the Fig. 1 . Architecture for the sequence-to-point learning. kettle were not active; for example, in Figure 2 , only two channels actively have significant signatures. Comparing to kettle, the washing machine learned more information; many more channels are actively showing interesting signatures.
Since all the appliances are learning similar signatures from the data, it is possible to share the same feature channels across all the appliances. If this was feasible, potentially this approach could greatly help to reduce the training costs and the number of sensors to be installed in a household for obtaining training data. Our approach is then to train a model using only an individual appliance. The trained CNN layers will be directly applied to other appliances, and only the fully connected layers will be trained for a different appliance. We choose to use the CNN layers trained by using washing machines.
C. Cross Domain Transfer Learning
We are interested in cross domain transfer learning (CTL) for seq2point learning. In this paper, the different domain means that the data were collected from different regions either in the same or a different country. The model can be trained on one domain and tested on a different domain. Our aim is to evaluate the model and investigate how to transfer the model from one domain to another. Our purpose is to transfer the model by using as little information as possible from the test domain. We will employ fine tuning for transfer learning.
The seq2point model is trained against a large data set. Then, two transfer learning approaches will be investigated in this paper. The first approach is to directly apply the trained model to a test data in a different domain; the second approach is to fine tune the pre-trained model by using a small subset from the test data. It is interesting to note that we will not tune the CNN layers for both approaches, because our experiments suggested that tuning CNN layers do not improve the performance. Therefore, only the full connected layers are tuned in our transfer learning methods. Both ATL and CTL are illustrated in Figure 3 .
IV. EXPERIMENTAL SETUP

A. Data Sets
Several open-source data sets are available for the purpose of energy disaggregation. These data were measured in household buildings from different countries. The sensors installed in these buildings read active power, but some sensors also read other information, for example, reactive power, current, and voltage. In NILM, the active power data are used. However, the main difference between the data sets is the sampling frequency. Due to this issue, pre-processing for aligning the readings need to be done before NILM algorithms are applied to the data. In literature, five appliances are usually considered for disaggregation [8] , [31] , which are kettle, microwave, fridge, dish washer and washing machine. In our experiments, three household electricity data sets will be used, which are REFIT [44] , UK-DALE [45] , and REDD [46] . 1) REFIT: The REFIT data were collected from 20 buildings in England (Loughborough area) and cover a period between 2013 and 2015 [44] . The data contain active power sampled every 8 seconds for both mains and individual appliances.
This data set is the largest among the three data sets in our study, and therefore is used for training the deep learning models. We expected that the large amount of electricity readings would be able to generalise the trained deep learning methods, which can then be applied to other unseen houses. Note that before training the models, the whole data were inspected and we found that houses 13 and 21 were using solar panel energy production, which were thus not used for our current research. 
2) UK-DALE:
The UK-DALE (U.K. Domestic Appliance-Level Electricity) contains 5 buildings in the U.K. during the period from 2013 to 2015. The sampling periods for mains and appliances were 1s and 6s, respectively. Further details and statistics can be found in [45] .
3) REDD: The Reference Energy Disaggregation Data Set (REDD) is a data measured for 6 buildings in U.S. Measurements include mains with 1s sampling period and several appliances with 3s sampling period. High-frequency current and voltage measurements are also available at 15KHz sample frequency. The lengths of observations were between 3 and 19 days.
4) Preparing Training and Test Data:
The deep learning models for appliances were trained individually, which indicates that the model of an appliance was trained by only using the data of that appliance. When preparing the training data, we firstly inspect the mains and appliance readings by visualising them. It is very often that both the mains and appliances were missing large chunks of readings, which may be caused when the hardware went wrong. For example, the sensors may be turned off or the batteries ran out. These large chunks of missing data were then removed from the training data. In other cases, some missing data were small, for example, the missing data were just from seconds to minutes. These missing data were kept in the data because they could be treated as noise, which could lead to a better regularized model. The splits for the REFIT data are shown in the Table I , which were used for all of our experiments.
The buildings 1 and 2 from UK-DALE were used for our experiments since the data in other buildings are small. All the five appliances from buildings 1 and 2 were used for testing. There were 4.01 millions data samples recorded in around 12 months which were used for our experiments. Since sample period in UK-DALE was 6s, comparing to the REFIT which has 8s, the UK-DALE data were down-sampled to 8s.
In REDD data, four appliances which are microwave, fridge, dish washer and washing machine from house 1, 2, and 3 were used for our experiments. Each appliance has around 1.2 million data samples which were recorded in about 4 months. It should be noted that kettle was not recorded in this data set.
All the data need to be preprocessed before they were used for training and testing. Firstly, the data were normalized by using the following formula,
where x t denotes a reading at time t,x denotes the mean value of an appliance or the mains, and σ denotes the standard deviation of an appliance or the mains. The mean and standard deviation values used for normalisation are shown in the Table II . These values were only used for the purpose of normalising the data, instead of informing the means and variances of those appliances. After the data were normalised, they can then be fed into the models for training.
B. Metrics
Four metrics will be employed in this paper to evaluate the algorithms. The first metric is the mean absolute error (MAE), which evaluates the absolute difference between the prediction x t and the ground truth x t at every time point and calculates 
The second metric is the normalised signal aggregate error (SAE), which indicates the relative error of the total energy. Denote r as the total energy consumption of the appliance and r the predicted total energy, then SAE is defined as
The third metric is the energy per day (EpD):
where e = t x t denotes the energy consumed in a day period and D is the total number of days. This metric indicates the absolute error of the predicted energy used in a day, which is typically useful when the household users are interested in the total energy consumed in a period. The fourth metric is the normalized disaggregation error (NDE):
This metric measures the normalized error of the squared difference between the prediction and the ground truth of the appliances.
C. Settings for Training Neural Networks
In accordance with the network's architecture of the sequence-to-point learning, a fixed-length window of aggregate active power consumption signal is given as input. For the neural networks employed in this paper, a sample window has 599 data points. However, other window lengths should also be evaluated. The best length could be selected experimentally, for example the work in [32] studied the best window   TABLE III  THE PARAMETERS USED FOR TRAINING THE MODELS length for sequence-to-sequence model. In our experiments, a sample window was generated by sliding the window forward by a single data point, and so all the possible sample windows were used for training. The windows of the mains were used as the inputs to the neural networks, whilst the midpoints of the corresponding windows of the appliances were used as the targets.
Tensorflow were used to train the model. The ADAM optimiser algorithm [47] was used for training and the earlystopping criterion was employed to reduce overfitting. The hyper-parameters for training and as well as the ADAM optimizer parameters are shown in the Table III. Note that dropout were not used in our experiments, which could be explored in future development. It is known that neural networks could be overfitting when training too long. We used early-stopping to decide when to stopping training. Figure 4 shows how we applied early-stopping. We monitored both the losses for training and validation data and used 6 iterations as our patience for early-stopping. It can be seen that the algorithm achieved minimum validation loss at the 3 rd epoch which was used as our final trained model.
V. EXPERIMENTAL RESULTS
The sequence-to-point learning were original applied to relatively small data sets which are UK-DALE and REDD [8] .
The model was only evaluated at the same domains, which means that the model was trained on UK-DALE and then tested on the UK-DALE data, and the same procedure was applied to the REDD data. However, it is unclear if the seq2point learning could be generalised in different domains. It is well known that deep neural networks are often overfitting on a domain. This often occurs when the training domain has a significantly different distribution to the testing domain. In NILM application, the household data were collected from different countries. The appliances may have Fig. 4 . The training and validation losses. The vertical dashed line indicates that the iteration stopped at the 9 th epoch when the patience of early stopping was set to 6. significantly different patterns in different countries. Even in the same country, the patterns of the appliances may also be different from different households. Our experiments will investigate the transferability of seq2point learning and show how the seq2point learning could be used for transfer learning.
Firstly, the seq2point learning was trained and test in the same domain. Tables IV, V, and VI show the results on training and testing on REFIT, UK-DALE and REDD respectively. Note that the results on REDD and UK-DALE were taken from [8] . As a baseline, the AFHMM method [19] was also applied to these data and the results are shown in the first columns in Tables IV, V, and VI. Secondly, seq2point was trained on REFIT and tested on UK-DALE and REDD. The third columns in Tables V and VI show the results on UK-DALE and REDD respectively. In terms of MAE and SAE, testing on UK-DALE the transfer learning interestingly improves the performance of seq2point learning; however, testing on REDD, the transfer learning did not improve the performance of seq2pint learning. The reason could be that REFIT and UK-DALE are in the similar domain because the data were collected in the same country. REFIT is a much larger data than UK-DALE, and so the model was better generalised. REDD does not have the similar domain to REFIT, which might be the reason that transfer learning was not improving the performance of seq2point learning.
1) Appliance Transfer Learning: According to the analysis in Section III-B, the CNN trained on washing machine will be used to all the other appliances. The CNN layers were trained using REFIT. In the appliance transfer learning, those trained CNN layers will be used directly as the CNN layers for other appliances. Only the fully-connected layers are trained for other appliances such as kettle, microwave, fridge and dishwasher. Note that the training hyper parameters in Table III were used for training the dense layers. Since the CNN layers were not trained, the training time was reduced to a half of the time for training all the network parameters. Table IV shows the results of ATL, where the CNN layers were trained on REFIT using washing machine, and tested on REFIT. The results are comparable to the standard training. Figures 8, 9 , 10, 11 and 12 plotted the predicted power reading traces for each appliance, where standard prediction means the prediction produced by the model trained on that appliance, whilst the prediction with transferred CNN means the prediction produced by the ATL. We then examine if the CNN layers trained on REFIT can be transferred to UK-DALE and REDD. Two approaches were examined. Firstly, the CNN layers were trained individually on REFIT for each appliance, and then the fully connected layers were trained on UK-DALE and REDD. The model was then tested on UK-DALE and REDD. The results are shown in the fourth columns in the Table V and VI. Secondly, the CNN layers trained on REFIT were used for all the other appliances. Then the fully connected layers were trained on UK-DALE and REDD. The results are shown in the fifth columns in Table V and VI. Comparing the two approaches for transferring CNN models, our results suggest that it is reasonable to use only the CNN layers trained on washing machine for all the appliances. This suggest that we could only need to collect data for washing machine, and thus could reduce the cost for hardware.
2) Cross-Domain Transfer Learning: In this section, we evaluate seq2point learning on the cross-domain transfer learning (CTL). The CTL here means that the neural networks are trained on a large data, which are then used as the pre-trained model for other data sets, where the neural networks will be fine tuned in the new domain.
The seq2point models were trained on REFIT. We then tested the trained model on both UK-DALE and REDD. The third column in the Table V shows the CTL results on UK-DALE. The second column in the same table shows the results when the model was trained on REFIT and tested on REFIT. The results show that the performances of the two schemes are similar. This suggests that the model trained on REFIT can be directly applied to UK-DALE for prediction. The second and third columns in Table VI show the results for REDD. However, the performance of seq2point learning was greatly decreased when it was trained on REFIT than when it was trained on REDD. This suggests that the model could not be directly transferred to REDD from REFIT. The intuition is that the signatures of the appliances in REDD are different to those in REFIT, because they are from different countries.
We then consider CTL, which means that the CNN layers are trained on REFIT and then the fully connected dense layers are trained on a small subset taken from REDD and UK-DALE, respectively. The results are shown in the fourth Fig. 11 . Standard prediction using seq2point model trained on fridge data and the prediction using appliance transfer learning where the CNNs were trained on washing machine data. columns in Tables V and VI. It is interesting to note that the performance of seq2point was increased on REDD, but decreased on UK-DALE. It should be noted that the domains of UK-DALE and REFIT are similar. In contrast, the domain of REDD is different to REFIT. This may suggest that the fine tuning on the similar domain may cause overfitting. Fine tuning can help to improve the performance of seq2point learning for different domains.
We also show the pie charts of energy prediction in Figures 5, 6 and 7 for each data set when the transfer learning methods were applied. It shows that all the transfer learning strategies provide reasonable results for predicting energy consumption of each appliance.
We conclude that when the domains are different, fine tuning does help to improve the performance of seq2point learning. In contrast, when the domains are similar, we may not need fine tuning.
VI. CONCLUSION
This work presents transfer learning for NILM. Typically, we considered the transferability of seq2point learning. In the previous studies, seq2point learning and testing were only considered in the same domain. In contrast, we consider to learn the model in one domain and test in a different domain in this paper. Our hypothesis was that the appliance features extracted by using convolutional neural networks are invariant across appliances and as well as across data domains. Our experiments on transfer learning support our hypothesis. Two different transfer learning approaches are studied experimentally, which are appliance transfer learning and cross-domain transfer learning. In our vision, by means of transfer deep learning, it could be possible to find a unique model for residential appliance worldwide that can be then adapted by using reduced training data, thus achieving the oracle NILM, remarkable computational savings and as well as a decreased dependency on specific appliance-labelled data.
Seq2point models were trained on REFIT, and then tested on REDD and UK-DALE. Our conclusions are the following. Firstly, concerning ATL, the CNN layers trained on washing machines can be applied to other appliances. Basically, this indicates that all appliances use the similar signatures for NILM purposes. Therefore, we can use a large data to train the CNN layers, and then apply the trained CNN layers to any other unseen data to obtain the signatures. The fully connect layers can then be trained solely on the unseen data. Secondly, regarding CTL, we found that if the domains of training and testing data are similar, the trained model may not require fine tuning; if the domains are different, fine tuning does help to improve the performance of the trained model. The intuition is that if the domains are similar, fine tuning may lead to overfitting since only a small subset was used for fine tuning. On the other hand, if the domains are different, fine tuning does help the model to adapt for the unseen domain.
The benefits introduced by the adoption of a transfer learning strategy are: Firstly and most importantly, it provides a possible approach to achieve the oracle NILM; precisely, it could provide a unique model for all residential appliances worldwide; Secondly, it could potentially reduce the number of sensors for each appliance to be installed in households since the trained features could be transferred to other appliances or domains and thus reduce financial cost; Thirdly, transfer learning does offer remarkable computational savings since pre-trained models can be reused for other appliance or domains.
