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Abstract
Deep reinforcement learning could be used to learn dexterous robotic policies
but it is challenging to transfer them to new robots with vastly different hardware
properties. It is also prohibitively expensive to learn a new policy from scratch for
each robot hardware due to the high sample complexity of modern state-of-the-art
algorithms. We propose a novel approach called Hardware Conditioned Policies
where we train a universal policy conditioned on a vector representation of robot
hardware. We considered robots in simulation with varied dynamics, kinematic
structure, kinematic lengths and degrees-of-freedom. First, we use the kinematic
structure directly as the hardware encoding and show great zero-shot transfer to
completely novel robots not seen during training. For robots with lower zero-shot
success rate, we also demonstrate that fine-tuning the policy network is significantly
more sample-efficient than training a model from scratch. In tasks where knowing
the agent dynamics is important for success, we learn an embedding for robot
hardware and show that policies conditioned on the encoding of hardware tend
to generalize and transfer well. The code and videos are available on the project
webpage: https://sites.google.com/view/robot-transfer-hcp.
1 Introduction
In recent years, we have seen remarkable success in the field of deep reinforcement learning (DRL).
From learning policies for games [1, 2] to training robots in simulators [3], neural network based
policies have shown remarkable success. But will these successes translate to real world robots? Can
we use DRL for learning policies of how to open a bottle, grasping or even simpler tasks like fixturing
and peg-insertion? One major shortcoming of current approaches is that they are not sample-efficient.
We need millions of training examples to learn policies for even simple actions. Another major
bottleneck is that these policies are specific to the hardware on which training is performed. If we
apply a policy trained on one robot to a different robot it will fail to generalize. Therefore, in this
paradigm, one would need to collect millions of examples for each task and each robot.
But what makes this problem even more frustrating is that since there is no standardization in terms
of hardware, different labs collect large-scale data using different hardware. These hardware vary in
degrees of freedom (DOF), kinematic design and even dynamics. Because the learning process is so
hardware-specific, there is no way to pool and use all the shared data collected across using different
types of robots, especially when the robots are trained under torque control. There have been efforts
to overcome dependence on hardware properties by learning invariance to robot dynamics using
dynamic randomization [4]. However, learning a policy invariant to other hardware properties such
as degrees of freedom and kinematic structure is a challenging problem.
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In this paper, we propose an alternative solution: instead of trying to learn the invariance to hardware;
we embrace these differences and propose to learn a policy conditioned on the hardware properties
itself. Our core idea is to formulate the policy pi as a function of current state st and the hardware
properties vh. So, in our formulation, the policy decides the action based on current state and its own
capabilities (as defined by hardware vector). But how do you represent the robot hardware as vector?
In this paper, we propose two different possibilities. First, we propose an explicit representation
where the kinematic structure itself is fed as input to the policy function. But such an approach
will not be able to encode robot dynamics which might be hard to measure. Therefore, our second
solution is to learn an embedding space for robot hardware itself. Our results indicate that encoding
the kinematic structures explicitly enables high success rate on zero-shot transfer to new kinematic
structure. And learning the embedding vector for hardware implicitly without using kinematics and
dynamics information is able to give comparable performance to the model where we use all of the
kinematics and dynamics information. Finally, we also demonstrate that the learned policy can also
adapt to new robots with much less data samples via finetuning.
2 Related Work
Transfer in Robot Learning Transfer learning has a lot of practical value in robotics, given that it
is computationally expensive to collect data on real robot hardware and that many reinforcement
learning algorithms have high sample complexity. Taylor et al. present an extensive survey of
different transfer learning work in reinforcement learning [5]. Prior work has broadly focused on the
transfer of policies between tasks [6–9], control parameters [10], dynamics [4, 11–13], visual inputs
[14], non-stationary environments [15], goal targets [16]. Nilim et. al. presented theoretical results on
the performance of transfer under conditions with bounded disturbances in the dynamics [12]. There
have been efforts in applying domain adaption such as learning common invariant feature spaces
between domains [17] and learning a mapping from target to source domain [18]. Such approaches
require prior knowledge and data from the target domain. A lot of recent work has focused on
transferring policies trained in simulation to a real robot [4, 14, 19, 20]. However, there has been
very limited work on transferring knowledge and skills between different robots [6, 21]. The most
relevant paper is Devin et al. [6], who propose module networks for transfer learning and used it
to transfer 2D planar policies across hand-designed robots. The key idea is to decompose policy
network into robot-specific module and task-specific module. In our work, a universal policy is
conditioned on a vector representation of the robot hardware - the policy does not necessarily need
to be completely retrained for a new robot. There has also been some concurrent work in applying
graph neural networks (GNN) as the policy class in continuous control [22, 23]. [22] uses a GNN
instead of a MLP to train a policy. [23] uses a GNN to learn a forward prediction model for future
states and performs model predictive control on agents. Our work is orthogonal to these methods as
we condition the policy on the augmented state of the robot hardware, which is independant of the
policy class.
Robust Control and Adaptive Control Robust control can be considered from several vantage
points. In the context of trajectory optimization methods, model predictive control (MPC) is a
popular framework which continuously resolves an open-loop optimization problem, resulting in a
closed loop algorithm that is robust to dynamics disturbances. In the context of deep reinforcement
learning, prior work has explored trajectory planning with an ensemble of dynamics models [24],
adversarial disturbances [13], training with random dynamics parameters in simulation [4, 11], etc.
[4] uses randomization over dynamics so that the policy network can generalize over a large range
of dynamics variations for both the robot and the environment. However, it uses position control
where robot dynamics has little direct impact on control. We use low-level torque control which is
severely affected by robot dynamics and show transfer even between kinematically different agents.
There have been similar works in the area of adaptive control [25] as well, where unknown dynamics
parameters are estimated online and adaptive controllers adapt the control parameters by tracking
motion error. Our work is a model-free method which does not make assumptions like linear system
dynamics. We also show transfer results on robots with different DOFs and joint displacements.
System Identification System identification is a necessary process in robotics to find unknown
physical parameters or to address model inconsistency during training and execution. For control
systems based on analytic models, as is common in the legged locomotion community, physical
parameters such as the moment of inertia or friction have to be estimated for each custom robotic
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hardware [26, 27]. Another form of system identification involves the learning of a dynamics model
for use in model-based reinforcement learning. Several prior research work have iterated between
building a dynamics model and policy optimization [28–30]. In the context of model-free RL, Yu
et al. proposed an Online System Identification [31] module that is trained to predict physical
environmental factors such as the agent mass, friction of the floor, etc. which are then fed into the
policy along with the agent state [31]. However, results were shown for simple simulated domains
and even then it required a lot of samples to learn an accurate regression function of the environmental
factors. There is also concurrent work which uses graph networks [23] to learn a forward prediction
model for future states and to perform model predictive control. Our method is model-free and only
requires a simple hardware augmentation as input regardless of the policy class or DRL algorithms.
3 Preliminaries
We consider the multi-robot transfer learning problem under the reinforcement learning framework
and deal with fully observable environments that are modeled as continuous space Markov Decision
Processes (MDP). The MDPs are represented by the tuple (S,A, P, r, ρ0, γ), where S is a set of
continuous states, A is a set of continuous actions, P : S ×A× S → R is the transition probability
distribution, r : S ×A → R is the reward function, ρ0 is the initial state distribution, and γ ∈ (0, 1]
is the discount factor. The aim is to find a policy pi : S → A that maximizes the expected return.
There are two classes of approaches used for optimization: on-policy and off-policy. On-policy
approaches (e.g., Proximal Policy Optimization (PPO) [32]) optimize the same policy that is used
to make decisions during exploration. On the other hand, off-policy approaches allow policy op-
timization on data obtained by a behavior policy different from the policy being optimized. Deep
deterministic policy gradient (DDPG) [3] is a model-free actor-critic off-policy algorithm which uses
deterministic action policy and is applicable to continuous action spaces.
One common issue with training these approaches is sparse rewards. Hindsight experience replay
(HER) [33] was proposed to improve the learning under the sparse reward setting for off-policy
algorithms. The key insight of HER is that even though the agent has not succeeded at reaching the
specified goal, the agent could have at least achieved a different one. So HER pretends that the agent
was asked to achieve the goal it ended up with in that episode at the first place, instead of the one
that we set out to achieve originally. By repeating the goal substitution process, the agent eventually
learns how to achieve the goals we specified.
4 Hardware Conditioned Policies
Our proposed method, Hardware Conditioned Policies (HCP), takes robot hardware information
into account in order to generalize the policy network over robots with different kinematics and
dynamics. The main idea is to construct a vector representation vh of each robot hardware that
can guide the policy network to make decisions based on the hardware characteristics. Therefore,
the learned policy network should learn to act in the environment, conditioned on both the state st
and vh. There are several factors that encompass robot hardware that we have considered in our
framework - robot kinematics (degree of freedom, kinematic structure such as relative joint positions
and orientations, and link length), robot dynamics (joint damping, friction, armature, and link mass) -
and other aspects such as shape geometry, actuation design, etc. that we will explore in future work.
It is also noteworthy that the robot kinematics is typically available for any newly designed robot, for
instance through the Universal Robot Description Format-URDF [34]. Nonetheless, the dynamics are
typically not available and may be inaccurate or change over time even if provided. We now explain
two ways on how to encode the robot hardware via vector vh.
4.1 Explicit Encoding
First, we propose to represent robot hardware information via an explicit encoding method (HCP-E).
In explicit encoding, we directly use the kinematic structure as input to the policy function. Note
that while estimating the kinematic structure is feasible, it is not feasible to measure dynamics.
However, some environments and tasks might not be heavily dependent on robot dynamics and
in those scenarios explicit encoding (HCP-E) might be simple and more practical than implicit
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embedding1. We followed the popular URDF convention in ROS to frame our explicit encoding
and incorporate the least amount of information to fully define a multi-DOF robot for the explicit
encoding. It is difficult to completely define a robot with just its end-effector information, as the
kinematic structure (even for the same DOF) affects the robot behaviour. For instance, the whole
kinematic chain is important when there are obstacles in the work space and the policy has to learn to
avoid collisions with its links.
xi
yi
zi
xi+1
zi+1
yi+1
di
Ji+1
Ji
Figure 1: Local coor-
dinate systems for two
consecutive joints
We consider manipulators composed of n revolute joints (J0, J1, ..., Jn−1).
Figure 1 shows two consecutive joints Ji, Ji+1 on the two ends of an L-shape
link and their corresponding local coordinate systems {xiyizi} with origin
Oi and {xi+1yi+1zi+1} with origin Oi+1 where z-axis is the direction of
revolute joint axis. To represent spatial relationship between Ji, Ji+1, one
needs to know the relative pose2 Pi between Ji and Ji+1.
Relative pose Pi can be decomposed into relative position and orientation.
Relative position is represented by the difference vector di between Oi and
Oi+1, i.e., di = Oi+1 −Oi and di ∈ R3. The relative rotation matrix from
{xi+1yi+1zi+1} to {xiyizi} is Ri+1i = (Riw)−1Ri+1w , where Riw is the
rotation matrix of {xiyizi} relative to the world coordinate system. One
can further convert rotation matrix which has 9 elements into Euler rotation
vector with only 3 independent elements. Therefore, relative rotation can
be represented by an Euler rotation vector ei = (θix, θiy, θiz), ei ∈ R3. The
relative pose is then Pi = di ⊕ ei ∈ R6, where ⊕ denotes concatenation.
With relative pose Pi of consecutive joints in hand, the encoding vector vh to represent the robot can
be explicitly constructed as follows3:
vh = P−1 ⊕ P0 ⊕ · · · ⊕ Pn−1
4.2 Implicit Encoding
In the above section, we discussed how kinematic structure of the hardware can be explicitly encoded
as vh. However, in most cases, we need to not only encode kinematic structure but also the underlying
dynamic factors. In such scenarios, explicit encoding is not possible since one cannot measure friction
or damping in motors so easily. In this section, we discuss how we can learn an embedding space for
robot hardware while simultaneously learning the action policies. Our goal is to estimate vh for each
robot hardware such that when a policy function pi(st, vh) is used to take actions it maximizes the
expected return. For each robot hardware, we initialize vh randomly. We also randomly initialize
the parameters of the policy network. We then use standard policy optimization algorithms to
update network parameters via back-propagation. However, since vh is also a learned parameter,
the gradients flow back all the way to the encoding vector vh and update vh via gradient descent:
vh ← vh − α∇vhL(vh, θ), where L is the cost function, α is the learning rate. Intuitively, HPC-I
trains the policy pi(st, vh) such that it not only learns a mapping from states to actions that maximizes
the expected return, but also finds a good representation for the robot hardware simultaneously.
4.3 Algorithm
The hardware representation vector vh can be incorporated into many deep reinforcement learning
algorithms by augmenting states to be: sˆt ← st⊕vh. We use PPO in environments with dense reward
and DDPG + HER in environments with sparse reward in this paper. During training, a robot will be
randomly sampled in each episode from a pre-generated robot pool P filled with a large number of
robots with different kinematics and dynamics. Alg. 1 provides an overview of our algorithm. The
detailed algorithms are summarized in Appendix A (Alg. 2 for on-policy and Alg. 3 for off-policy).
1We will elaborate such environments on section 5.1. We also experimentally show the effect of dynamics
for transferring policies in such environments in Appendix C.1 and C.2.
2If the manipulators only differ in length of all links, vh can be simply the vector of each link’s length. When
the kinematic structure and DOF also vary, vh composed of link length is not enough.
3Pi is relative pose from U to V . If i = −1, U = J0, V = robot base. If i = 0, 1, ..., n− 2, U = Ji+1,V=
Ji. If i = n− 1, U = end effector, V = Jn−1.
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Algorithm 1 Hardware Conditioned Policies (HCP)
Initialize a RL algorithm Ψ . e.g. PPO, DDPG, DDPG+HER
Initialize a robot pool P of size N with robots in different kinematics and dynamics
for episode = 1:M do
Sample a robot instance I ∈ P
Sample an initial state s0
Retrieve the robot hardware representation vector vh
Run policy pi in the environment for T timesteps
Augment all states with vh: sˆ← s⊕ vh . ⊕ denotes concatenation
for n=1:W do
Optimize actor and critic networks with Ψ via minibatch gradient descent
if vh is to be learned (i.e. for implicit encoding, HCP-I) then
update vh via gradient descent in the optimization step as well
end if
end for
end for
5 Experimental Evaluation
Our aim is to demonstrate the importance of conditioning the policy based on a hardware representa-
tion vh for transferring complicated policies between dissimilar robotic agents. We show performance
gains on two diverse settings of manipulation and hopper.
5.1 Explicit Encoding
Robot Hardwares: We created a set of robot manipulators based on the Sawyer robot in MuJoCo
[35]. The basic robot types are shown in Figure 2. By permuting the chronology of revolute joints
and ensuring the robot design is feasible, we designed 9 types of robots (named as A, B,..., I) in
which the first four are 5 DOF, the next four are 6 DOF, and the last one is 7 DOF, following the main
feasible kinematic designs described in hardware design literature [36]. Each of these 9 robots were
further varied with different link lengths and dynamics.
Tasks: We consider reacher and peg insertion tasks to demonstrate the effectiveness of explicit
encoded representation. In reacher, robot starts from a random initial pose and it needs to move the
end effector to the random target position. In peg-insertion, a peg is attached to the robot gripper and
the task is to insert the peg into the hole on the table. It’s considered a success only if the peg bottom
goes inside the hole more than 0.03m. Goals are described by the 3D target positions (xg, yg, zg) of
end effector (reacher) or peg bottom (peg insertion).
(a) A: 5 DOF (b) B: 5 DOF (c) C: 5 DOF
(d) D: 5 DOF (e) E: 6 DOF (f) F: 6 DOF
(g) G: 6 DOF (h) H: 6 DOF (i) I: 7 DOF
Figure 2: Robots with different DOF and kinematics structures.
The white rings represent joints. There are 4 variants of 5 and 6
DOF robots due to the different placements of joints.
States and Actions: The states of
both environments consist of the
angles and velocities of all robot
joints. Action is n-dimensional
torque control over n (n ≤ 7)
joints. Since we consider robots
with different DOF in this pa-
per, we use zero-padding for
robots with < 7 joints to con-
struct a fixed-length state vector
for different robots. And the
policy network always outputs 7-
dimensional actions, but only the
first n elements are used as the
control command.
Robot Representation: As men-
tioned in section 4.1, vh is ex-
plicitly constructed to represent
the robot kinematic chain: vh =
5
P−1 ⊕ P0 ⊕ · · · ⊕ Pn−1. We use zero-padding for robots with < 7 joints to construct a fixed-length
representation vector vh for different robots.
Rewards: We use binary sparse reward setting because sparse reward is more realistic in robotics
applications. And we use DPPG+HER as the backbone training algorithm. The agent only gets +1
reward if POI is within  euclidean distance of the desired goal position. Otherwise, it gets−1 reward.
We use  = 0.02m in all experiments. However, this kind of sparse reward setting encourages the
agent to complete the task using as less time steps as possible to maximize the return in an episode,
which encourages the agent to apply maximum torques on all the joints so that the agent can move
fast. This is referred to as bang–bang control in control theory[37]. Hence, we added action penalty
on the reward.
More experiment details are shown in Appendix B.
5.1.1 Does HCP-E improve performance?
To show the importance of hardware information as input to the policy network, we experiment on
learning robotic skills among robots with different dynamics (joint damping, friction, armature, link
mass) and kinematics (link length, kinematic structure, DOF). The 9 basic robot types are listed in
Figure 2. We performed several leave-one-out experiments (train on 8 robot types, leave 1 robot
type untouched) on these robot types. The sampling ranges for link length and dynamics parameters
are shown in Table 2 in Appendix B.1.1. We compare our algorithm with vanilla DDPG+HER
(trained with data pooled from all robots) to show the necessity of training a universal policy network
conditioned on hardware characteristics. Figure 3 shows the learning curves4 of training on robot
types A-G and I. It clearly shows that our algorithm HCP-E outperforms the baseline. In fact,
DDPG+HER without any hardware information is unable to learn a common policy across multiple
robots as different robots will behave differently even if they execute the same action in the same
state. More leave-one-out experiments are shown in Appendix C.4.
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Figure 3: Learning curves for multi-DOF setup. Training robots contain Type A-G and Type I robots
(four 5-DOF types, three 6-DOF types, one 7-DOF type). Each type has 140 variants with different
dynamics and link lengths. The 100 testing robots used to generate the learning curves are from the
same training robot types but with different link lengths and dynamics. (a): reacher task with random
initial pose and target position. (b): peg insertion with fixed hole position. (c): peg insertion with
hole position (x, y, z) randomly sampled in a 0.2m box region. Notice that the converged success
rate in (c) is only about 70%. This is because when we randomly generate the hole position, some
robots cannot actually insert the peg into hole due to physical limit. Some hole positions are not
inside the reachable space (workspace) of the robots. This is especially common in 5-DOF robots.
5.1.2 Is HCP-E capable of zero-shot transfer to unseen robot kinematic structure?
We now perform testing in the leave-one-out experiments. Specifically, we can test the zero-shot
transfer ability of policy network on new type of robots. Table 1 shows the quantitative statistics
about testing performance on new robot types that are different from training robot types. Each data5
in the table is obtained by running the model on 1000 unseen test robots (averaged over 10 trials, 100
robots per trial) of that robot type but with different link lengths and dynamics.
4The learning curves are averaged over 5 random seeds on 100 testing robots and shaded areas represent 1
standard deviation.
5The success rate is represented by the mean and standard deviation
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Table 1: Zero-shot testing performance on new robot type
Exp. Tasks
Training
Robot Types
Testing
Robot Type Alg. Success rate (%)
I
Reacher
(random goals)
A-G + I H HCP-E 92.50± 1.96II DDPG+HER 0.20± 0.40
III A-D + F-I E HCP-E 88.00± 2.00IV DDPG+HER 2.70± 2.19
V
Peg Insertion
(fixed goal)
A-G + I H HCP-E 92.20± 2.75VI DDPG+HER 0.00± 0.00
VII A-D + F-I E HCP-E 87.60± 2.01VIII DDPG+HER 0.80± 0.60
IX A-H I HCP-E 65.60± 3.77X DDPG+HER 0.10± 0.30
XI
Peg Insertion
(random goals)
A-G + I H HCP-E 4.10± 1.50XII DDPG+HER 0.10± 0.30
XIII A-D + F-I E HCP-E 76.10± 3.96XIV DDPG+HER 0.00± 0.00
XV A-H I HCP-E 23.50± 4.22XVI DDPG+HER 0.20± 0.40
From Table 1, it is clear that HCP-E still maintains high success rates when the policy is applied to
new types of robots that have never been used in training, while DDPG+HER barely succeeds at
controlling new types of robots at all. The difference between using robot types A-G+I and A-D+F-I
(both have four 5-DOF types, three 6-DOF types, and one 7-DOF type) is that robot type H is harder
for peg insertion task than robot type E due to its joint configuration (it removes joint J5). As we can
see from Exp. I and V, HCP-E got about 90% zero-shot transfer success rate even if it’s applied on
the hard robot type H. Exp. X and XVI show the model trained with only 5 DOF and 6 DOF being
applied to 7-DOF robot type. We can see that it is able to get about 65% success rate in peg insertion
task with fixed goal6.
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Figure 4: Testing distance distribu-
tion on a real sawyer robot. A used
the policy from Exp. I, B used
the policy from Exp. II, C used
the policy trained with the actual
Sawyer CAD model in simulation
with randomized dynamics.
Zero-shot transfer to a real Sawyer robot: We show results on
the multi-goal reacher task, as peg insertion required additional
lab setup. Though the control frequency on the real robot is not
as stable as that in simulation, we still found a high zero-shot
transfer rate. For quantitative evaluation, we ran three policies
on the real robot with results averaged over 20 random goal
positions. A used the policy from Exp. I (HCP-E), B used the
policy from Exp. II (DDPG+HER) while C used the policy
trained with actual Sawyer CAD model in simulation with just
randomized dynamics. The distance from target for the 20-trials
are summarized in Figure 4. Despite of the large reality gap7,
HCP-E (BLUE) is able to reach the target positions with a high
success rate (75%) 8. DDPG+HER (RED) without hardware
information was not even able to move the arm close to the
desired position.
Fine-tuning the zero-shot policy: Table 1 also shows that Exp.
XI and Exp. XV have relatively low zero-shot success rates on
new type of robots. Exp. XI is trained on easier 6-DOF robots
6Since we are using direct torque control without gravity compensation, the trivial solution of transferring
where the network can regard the 7-DOF robot as a 6-DOF robot by keeping one joint fixed doesn’t exist here.
7The reality gap is further exaggerated by the fact that we didn’t do any form of gravity compensation in the
simulation but the real-robot tests used the gravity compensation to make tests safer.
8The HCP-E policy resulted in a motion that was jerky on the real Sawyer robot to reach the target positions.
This was because we used sparse reward during training. This could be mitigated with better reward design to
enforce smoothness.
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Figure 5: (a): Distribution (violin plots) of distance between the peg bottom at the end of episode
and the desired position. The three horizontal lines in each violin plot stand for the lower extrema,
median value, and the higher extrema. It clearly shows that HCP-E moves the pegs much closer to
the hole than DDPG+HER. (b): The brown curve is the learning curve of training HCP-E on robot
type H with different link lengths and dynamics in multi-goal setup from scratch. The pink curve
is the learning curve of training HCP-E on same robots with pretrained model from Exp. XI. (c):
Similar to (b), the training robots are robot type I (7 DOF) and the pretrained model is from Exp. XV.
(b) and (c) show that applying the pretrained model that is trained on different robot types to a new
robot type can accelerate the learning by a large margin.
(E, F, G) and applied to a harder 6-DOF robot type (H). Exp. XV is trained only on 5-DOF and
6-DOF robots and applied to 7-DOF robots (I). The hole positions are randomly sampled in both
experiments. Even though the success rates are low, HCP-E is actually able to move the peg bottom
close to the hole in most testing robots, while DDPG+HER is much worse, as shown in Figure 5a.
We also fine-tune the model specifically on the new robot type for these two experiments, as shown
in Figure 5b and Figure 5c. It’s clear that even though zero-shot success rates are low, the model can
quickly adapt to the new robot type with the pretrained model weights.
5.2 Implicit Encoding
Environment HCP-E shows remarkable success on transferring manipulator tasks to different types
of robots. However, in explicit encoding we only condition on the kinematics of the robot hardware.
For unstable systems in robotics, such as in legged locomotion where there is a lot of frequent
nonlinear contacts [13], it is crucial to consider robot dynamics as well. We propose to learn an
implicit, latent encoding (HCP-I) for each robot without actually using any kinematics and dynamics
information. We evaluate the effectiveness of HCP-I on the 2D hopper [38]. Hopper is an ideal
environment as it is an unstable system with sophisticated second-order dynamics involving contact
with the ground. We will demonstrate that adding implicitly learned robot representation can lead to
comparable performance to the case where we know the ground-truth kinematics and dynamics. To
create robots with different kinematics and dynamics, we varied the length and mass of each hopper
link, damping, friction, armature of each joint, which are shown in Table 5 in Appendix B.
Performance We compare HCP-I with HCP-E, HCP-E+ground-truth dynamics, and vanilla PPO
model without kinematics and dynamics information augmented to states. As shown in Figure 6a,
HCP-I outperforms the baseline (PPO) by a large margin. In fact, with the robot representation vh
being automatically learned, we see that HCP-I achieves comparable performance to HCP-E+Dyn
that uses both kinematics and dynamics information, which means the robot representation vh learns
the kinematics and dynamics implicitly. Since dynamics plays a key role in the hopper performance
which can be seen from the performance difference between HCP-E and HCP-E+Dyn, the implicit
encoding method obtains much higher return than the explicit encoding method. This is because the
implicit encoding method can automatically learn a good robot hardware representation and include
the kinematics and dynamics information, while the explicit encoding method can only encode the
kinematics information as dynamics information is generally unavailable.
Transfer Learning on New Agents We now apply the learned HCP-I model as a pretrained model
onto new robots. However, since vh for the new robot is unknown, we fine-tune the policy parameters
and also estimate vh. As shown in Figure 6b, HCP-I with pretrained weights learns much faster than
HCP-I trained from scratch. While in the current version, we do not show explicit few-shot results,
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Figure 6: (a): Learning curves using 1000 hoppers with different kinematics and dynamics in training.
HCP-I is able to automatically learn a good robot representation such that the learning performance
can be on par with HCP-E+Dyn where we use the ground-truth kinematics and dynamics values. And
HCP-I has a much better performance than vanilla PPO. (b): If we use the pretrained HCP-I model
(only reuse the hidden layers) from (a) on 100 new hoppers, HCP-I with pretrained weights learns
much faster than training from scratch. (c): Embedding visualization. The colorbar shows the hopper
torso mass value. We can see that the embedding is smooth as the color transition is smooth.
one can train a regression network to predict the trained vh based on the agent’s limited interaction
with environment.
Embedding Smoothness We found the implicit encoding vh to be a smooth embedding space over
the dynamics. For example, we only vary one parameter (the torso mass) and plot the resultant
embedding vectors. Notice that we reduce the dimension of vh to 2 since we only vary torso mass.
Figure 6c shows a smooth transition over torso mass (the color bar represents torso mass value, 1000
hoppers with different torso mass), where robots with similar mass are clustered together.
6 Conclusion
We introduced a novel framework of Hardware Conditioned Policies for multi-robot transfer learning.
To represent the hardware properties as a vector, we propose two methods depending on the task:
explicit encoding (HCP-E) and implicit encoding (HCP-I). HCP-E works well when task policy does
not heavily depend on agent dynamics. It has an obvious advantage that it is possible to transfer the
policy network to new robots in a zero-shot fashion. Even when zero-shot transfer gives low success
rate, we showed that HCP-E actually brings the agents very close to goals and is able to adapt to the
new robots very quickly with finetuning. When the robot dynamics is so complicated that feeding
dynamics information into policy network helps improve learning, the explicit encoding is not enough
as it can only encode the kinematics information and dynamics information is usually challenging and
sophisticated to acquire. To deal with such cases, we propose an implicit encoding scheme (HCP-I)
to learn the hardware embedding representation automatically via back-propagation. We showed that
HCP-I, without using any kinematics and dynamics information, can achieve good performance on
par with the model that utilized both ground truth kinematics and dynamics information.
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Appendix A Algorithms
A.1 Algorithms
In this section, we present two detailed practical algorithms based on the HCP concept. Alg. 2 is
HCP based on PPO which can be used to solve tasks with dense reward. Alg. 3 is HCP based on
DDPG+HER which can be used to solve multi-goal tasks with sparse reward.
Algorithm 2 Hardware Conditioned Policy (HCP) - on-policy
Initialize PPO algorithm
Initialize a robot pool P of size N with robots in different dynamics and kinematics
for episode = 1, M do
for actor=1, K do
Sample a robot instance I ∈ P
Sample an initial state s0
Retrieve the robot hardware representation vector vh
Augment s0:
sˆ0 ← s0 ⊕ vh
for t = 0, T-1 do
Sample action at ← pi(sˆt) using current policy
Execute action at, receive reward rt, observe new state st+1, and augmented state sˆt+1
end for
Compute advantage estimates A0, A1, ..., AT−1
end for
for n=1,W do
Optimize actor and critic networks with PPO via minibatch gradient descent
if vh is to be learned then
update vh via gradient descent in the optimization step as well
end if
end for
end for
Algorithm 3 Hardware Conditioned Policy (HCP) - off-policy
Initialize DDPG algorithm
Initialize experience replay bufferR
Initialize a robot pool P of size N with robots in different dynamics and kinematics
for episode = 1, M do
Sample a robot instance I ∈ P
Sample a goal position g and an initial state s0
Retrieve the robot hardware representation vector vh
Augment s0:
sˆ0 ← s0 ⊕ g ⊕ vh
for t = 0, T-1 do
Sample action at ← pib(sˆt) using behavioral policy
Execute action at, receive reward rt, observe new state st+1, and augmented state sˆt+1
Store (sˆt, at, rt, sˆt+1) intoR
end for
AugmentR with pseudo-goals via HER
for n=1,W do
Optimize actor and critic networks with DDPG via minibatch gradient descent
if vh is to be learned then
update vh via gradient descent in the optimization step as well
end if
end for
end for
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Appendix B Experiment Details
We performed experiments on three environments in this paper: reacher, peg insertion, and hopper, as
shown in Figure 7. Videos of experiments are available at: https://sites.google.com/view/
robot-transfer-hcp.
B.1 Reacher and Peg Insertion
(a) reacher (b) peg insertion (c) hopper
Figure 7: (a): reacher, the green box represents
end effector initial position distribution, and the
yellow box represents end effector target position
distribution. (b): peg insertion. The white rings
in (a) and (b) represent joints. (c): hopper.
The reason why we choose reacher and peg in-
sertion task is that most of manipulator tasks like
welding, assembling, grasping can be seen as a
sequence of reacher tasks in essence. Reacher task
is the building block of many manipulator tasks.
And peg insertion task can further show the con-
trol accuracy and robustness of the policy network
in transferring torque control to new robots.
B.1.1 Robot Variants
During training time, we consider 9 basic robot
types (named as Type A,B,...,I) as shown in Figure
2 which have different DOF and joint placements.
The 5-DOF and 6-DOF robots are created by re-
moving joints from the 7-DOF robot.
We also show the length range of each link and dynamics parameter ranges in Table 2. The link
name and joint name conventions are defined in Figure 8. Notice that damping values ranged from
[0, 1), (1,+∞) are called underdamped and overdamped systems respectively. As these systems have
very different dynamics characteristics, 50% of the damping values sampled are less than 1, and the
rest 50% are greater than or equal to 1.
l1_1
l2
l3_1
l3_2
l4
l5_1
l5_2
l6
l1_2
J0
l0 J1
J2
J3
J4
J5
J6
Figure 8: Link name and joint name convention
Table 2: Manipulator Parameters
Kinematics
Links Length Range (m)
l0 0.290± 0.10
l1_1 0.119± 0.05
l1_2 0.140± 0.07
l2 0.263± 0.12
l3_1 0.120± 0.06
l3_2 0.127± 0.06
l4 0.275± 0.12
l5_1 0.096± 0.04
l5_2 0.076± 0.03
l6 0.049± 0.02
Dynamics
damping [0.01, 30]
friction [0, 10]
armature [0.01, 4]
link mass [0.25, 4]× default mass
Even though we only train with robot types listed in Figure 2, our policy can be directly transferred
to other new robots like the Fetch robot shown in Figure 9.
B.1.2 Hyperparameters
We closely followed the settings in original DDPG paper. Actions were added at the second hidden
layer of Q. All hidden layers used scaled exponential linear unit (SELU) as the activation function
and we used Adam optimizer. Other hyperparameters are summarized in Table 3.
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(a) J: new 5-DOF robot
(b) K: new 7-DOF robot
(Fetch)
Figure 9: New types of robot. We used the model trained in Exp. V and directly applied to robot
shown in (a) and Fetch robot shown in (b). We tested the model on 1000 unseen test robots (averaged
over 10 trials, 100 robots per trial) of type J (as shown in (a)), and got 86.30± 4.41% success rate.
We tested on the fetch robot in (b) 10 times and got 100% success rate.
Initial position distributions: For reacher task, the initial position of end effector is randomly
sampled from a box region 0.3m × 0.4m × 0.2m. For peg insertion task, all robots start from a
horizontal fully-expanded pose.
Goal distributions: For reacher task, the target end effector position region is a box region 0.3m×
0.6m × 0.4m which is located 0.2m below the initial position sampling region. For peg insertion
task, we have experiments on hole position fixed and hole position randomly moved. If the hole
position is to be randomly moved, the table’s position will be randomly sampled from a box region
0.2m× 0.2m× 0.2m.
Rewards: As mentioned in paper, we add action penalty on rewards so as to avoid bang-bang control.
The reward is defined as: r(st, at, g) = sgn±(− ‖st+1(POI)− g‖2)− β ‖at‖22, where st+1(POI)
is the position of the point of interest (POI, end effector in reacher and peg bottom in peg insertion)
after the execution of action at in the state st, β is a hyperparameter β > 0 and β ‖at‖22  1.
Success criterion: For reacher task, the end effector has to be within 0.02m Euclidean distance to
the target position to be considered as a success. For peg insertion task, the peg bottom has to be
within 0.02m Euclidean distance to the target peg bottom position to be considered as a success.
Since the target peg bottom position is always 0.05m below the table surface no matter how table
moves, so the peg has to be inserted into the hole more than 0.03m.
Observation noise: We add uniformly distributed observation noise on states (joint angles and joint
velocities). The noise is uniformly sampled from [−0.02, 0.02] for both joint angles (rad) and joint
velocities (rad s−1).
Table 3: Hyperparameters for reacher
and peg insertion tasks
number of training robots for
each type
140
success distance threshold  0.02m
maximum episode time steps 200
actor learning rate 0.0001
critic learning rate 0.0001
critic network weight decay 0.001
hidden layers 128-256-256
discount factor γ 0.99
batch size 128
warmup episodes 50
experience replay buffer size 1000000
network training iterations
after each episode
100
soft target update τ 0.01
number of future goals k 4
action penalty coefficient β 0.1
robot control frequency 50Hz
Table 4: Hyperparameters for hopper
number of training hoppers 1000
number of actors K 8
maximum episode time steps 2048
learning rate 0.0001
hidden layers 128-128
discount factor γ 0.99
GAE parameter λ 0.95
clip ratio η 0.2
batch size 512
vh dimension 32
network training epochs after
each rollout
5
value function loss coefficient c1 0.5
entropy loss coefficient c2 0.015
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B.2 Hopper
Table 5: Hopper Parameters
Kinematics
Links Length Range (m)
torso 0.40± 0.10
thigh 0.45± 0.10
leg 0.50± 0.15
foot 0.39± 0.10
Dynamics
damping [0.01, 5]
friction [0, 2]
armature [0.1, 2]
link mass [0.25, 2]× default mass
We used the same reward design as the hopper
environment in OpenAI Gym. As it’s a dense re-
ward setting, we use PPO for this task. All hidden
layers used scaled exponential linear unit (SELU)
as the activation function and we used Adam opti-
mizer. Other hyperparameters are summarized in
Table 4. And the sampling ranges of link lengths
and dynamics are shown in Table 5.
Appendix C Supplementary
Experiments
In section C.1 and section C.2, we explore the dy-
namics effect in manipulators. Section C.3 shows
the learning curves for 7-DOF robots with different link lengths and dynamics. In section C.4, we
show more training details of HCP-E experiments on different combinations of robot types and how
well HCP-E models perform on robots that belong to the same training robot types but with different
link lengths and dynamics.
C.1 Effect of Dynamics in Transferring Policies for Manipulation
Explicit encoding is made possible when knowing the dynamics of the system doesn’t help learning.
In such environments, as long as the policy network is exposed to a diversity of robots with different
dynamics during training, it will be robust enough to adapt to new robots with different dynamics.
To show that knowing ground-truth dynamics doesn’t help training for reacher and peg insertion
tasks, we experimented on 7-DOF robots (Type I) with different dynamics only with following
algorithms:DDPG+HER, DDPG+HER+dynamics, DDPG+HER+random number. The first one uses
DDPG+HER with only joint angles and joint velocities as the state. The second experiment uses
DDPG+HER with the dynamics parameter vector added to the state. The dynamics are scaled to be
within [0, 1). The third experiment uses DDPG+HER with a random vector ranged from [0, 1) added
to states that is of same size as the dynamics vector. The dynamics parameters sampling ranges are
shown in Table 2. The number of training robots is 100.
Figure 10 shows that DDPG+HER with only joint angles and joint velocities as states is able to
achieve about 100% success rate in both reacher and peg insertion (fixed hole position) tasks. In fact,
we see that even if state is augmented with a random vector, the policy network can still generalize
over new testing robots, which means the policy network learns to ignore the augmented part. Figure
10 also shows that with ground-truth dynamics parameters or random vectors input to the policy
and value networks, the learning process becomes slower. In hindsight, this makes sense because
the dynamics information is not needed for the policy network and if we forcefully feed in those
information, it will take more time for the network to learn to ignore this part and train a robust policy
across robots with different dynamics.
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Figure 10: Learning curves on 7-DOF robots with different dynamics only.
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C.2 How robust is the policy network to changes in dynamics?
We performed a stress test on the generalization or robustness of the policy network to variation in
dynamics. The experiments are similar to those in section C.1, but the training joint damping values
are randomly sampled from [0.01, 2) this time. Other dynamics parameters are still randomly sampled
according to Table 2. The task here is peg insertion. Figure 11 and Table 6 show the generalization
capability of the DDPG + HER model with only joint angles and joint velocities as the state.
Table 6: Success rate on 100 testing robots
Testing damping range Success rate
[0.01, 2) 100%
[2, 10) 100%
[10, 20) 100%
[20, 30) 100%
[30, 40) 85%
[40, 50) 47%
We can see from Figure 11 and Table 6 that even
though the DDPG + HER model is trained with
joint damping values sampled from [0.01, 2),
it can successfully control robots with damp-
ing values sampled from other ranges includ-
ing [2, 10), [10, 20), [20, 30) with 100% success
rate. It is noteworthy that a damping value of 1
corresponds to critical damping (which is what
most practical systems aim for), while < 1 is
under-damped and above is over-damped. For
the damping range [30, 40), the success rate is
85%. In damping range [40, 50), the success rate is 47%. Note that each joint has a torque limit, so
when damping becomes too large, the control is likely to be unable to move some joints and thus fail.
Also, the larger the damping values are, the more time steps it takes to finish the peg insertion task, as
shown in Figure 11b.
[0.01, 2) [2, 10) [10, 20)[20, 30)[30, 40)[40, 50)
Testing damping range
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(a) Distance to desired position at last step
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Figure 11: Performance (violin plots) on 100 testing robots with damping values sampled from
different ranges using the DDPG+HER model trained with damping range [0.01, 2)). Other dynamics
parameters are still randomly sampled according to Table 2. The left plot shows the distribution of
the distances between the robot’s peg bottom and the target peg bottom position at the end of episode.
The right plot shows the distribution of the episode length. An episode will be ended early if the peg
is inserted into the hole successfully and the maximum number of episode time steps is 200. The
three horizontal lines in each violin plot stand for the lower extrema, median value, and the higher
extrema.
C.3 Learning curves for 7-DOF robots with different link length and dynamics
In this section, we provide two supplementary experiments on training 7-DOF (type I) to perform
reacher and peg insertion task.
17
0.0 0.5 1.0 1.5 2.0 2.5
Episodes 1e4
0.0
0.2
0.4
0.6
0.8
1.0
Su
cc
es
s r
at
e
Reacher
DDPG+HER
HCP-E
HCP-E+Dyn
HCP-I
0.0 0.5 1.0 1.5 2.0 2.5
Episodes 1e4
0.0
0.2
0.4
0.6
0.8
1.0 Peg Insertion
Figure 12: Learning curves for 7-DOF robots with different link length and dynamics. We show the
HCP-E+Dyn learning curves only for comparison. In real robots, dynamics parameters are usually not
easily accessible. So it’s not pratical to use dynamics information in robotics applications. We can see
that both HCP-I and HCP-E got much higher success rates on both tasks than vanilla DDPG+HER.
C.4 Multi-DOF robots learning curves
Figure 13 provides more details of training progress in different experiments.
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Figure 13: Learning curves for multi-DOF setting. Symbol A,B,...,I in the figure represent the types
of robot used in training. All these experiments are only trained on 8 types of robots (leave one out).
The 100 testing robots used to generate the learning curves are from the same training robot types
but with different link length and dynamics. The second row shows the results on peg insertion task
with hole position randomly generated within a 0.2m box region. (a): reacher task with robot types
A-D + F-I. (b): peg insertion task with a fixed hole position with robot types A-D + F-I. (c): peg
insertion task with a fixed hole position with robot types A-H. (d): peg insertion task with a random
hole position with robot types A-G + I. (e): peg insertion task with a random hole position with robot
types A-D + F-I. (f): peg insertion task with a random hole position with robot types A-H.
Table 1 in the paper shows how well HCP-E models perform when they are applied to the new robot
type that has never been trained before. Table 7 to 14 show how the universal policy behaves on the
robot types that have been trained before. These robots are from the training robot types, but with
different link lengths and dynamics.
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The less DOF the robot has, the less dexterous the robot can be. Also, where to place the n joints
affects the workspace of the robot and determine how flexible the robot can be. Therefore, we can see
some low success rate data even in trained robot types. For example,the trained HCP-E model only
got 6.70 success rate when tested on robot type D which has actually been trained in peg insertion
tasks with random hole positions, as shown in Table 12. This is because its joint displacements and
number of DOFs limit the flexibility as shown in Figure 2d. Type D doesn’t have joint J4 and J5
which are crucial for peg insertion tasks.
Table 7: Zero-shot testing performance on training robot types (Exp. I & II)
Alg. Testing Robot Types
A B C D E F G I
HCP-E 93.10±
2.91
95.70±
1.55
98.20±
1.55
97.50±
1.02
95.30±
1.49
94.00±
3.26
98.40±
1.11
97.90±
1.67
DDPG+HER 1.00±
1.22
1.00±
1.00
2.50±
1.36
0.10±
0.30
0.70±
0.78
1.20±
1.40
1.30±
1.35
2.00±
1.26
Table 8: Zero-shot testing performance on training robot types (Exp. III & IV)
Alg. Testing Robot Types
A B C D F G H I
HCP-E 92.00±
2.28
89.60±
3.01
98.60±
1.20
99.00±
0.63
96.70±
1.42
97.90±
1.64
99.30±
0.64
99.20±
0.60
DDPG+HER 1.30±
0.90
1.30±
0.89
1.60±
0.92
0.70±
0.46
0.20±
0.40
2.30±
1.18
0.90±
0.83
1.40±
0.92
Table 9: Zero-shot testing performance on training robot types (Exp. V & VI)
Alg. Testing Robot Types
A B C D E F G I
HCP-E 91.10±
2.77
95.90±
1.92
98.50±
1.50
84.89±
3.29
94.70±
1.85
92.00±
2.97
97.20±
1.32
94.20±
2.79
DDPG+HER 0.30±
0.46
1.90±
1.30
3.00±
1.26
0.00±
0.00
0.00±
0.00
0.00±
0.00
0.60±
0.66
0.00±
0.00
Table 10: Zero-shot testing performance on training robot types (Exp. VII & VIII)
Alg. Testing Robot Types
A B C D E F G I
HCP-E 88.60±
2.45
95.30±
2.00
98.90±
0.83
83.30±
3.49
81.30±
3.20
92.00±
3.13
89.40±
3.20
88.00±
4.54
DDPG+HER 3.30±
2.32
1.70±
1.00
0.00±
0.00
0.00±
0.00
0.00±
0.00
0.00±
0.00
0.00±
0.00
0.10±
0.30
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Table 11: Zero-shot testing performance on training robot types (Exp. IX & X)
Alg. Testing Robot Types
A B C D E F G H
HCP-E 92.90±
3.59
95.90±
1.70
97.30±
1.10
90.90±
3.58
95.59±
1.43
94.60±
1.28
98.80±
0.60
97.10±
1.51
DDPG+HER 1.60±
1.20
2.30±
1.27
0.40±
0.66
0.00±
0.00
1.80±
1.54
0.00±
0.00
0.40±
0.49
0.00±
0.00
Table 12: Zero-shot testing performance on training robot types (Exp. XI & XII)
Alg. Testing Robot Types
A B C D E F G I
HCP-E 71.00±
5.22
85.80±
3.19
89.00±
2.53
6.70±
2.53
79.30±
3.90
45.70±
4.86
88.50±
2.42
68.50±
5.18
DDPG+HER 1.70±
1.88
3.90±
2.20
0.90±
1.04
0.10±
0.30
2.50±
0.92
0.10±
0.30
1.00±
1.00
0.70±
0.78
Table 13: Zero-shot testing performance on training robot types (Exp. XIII & XIV)
Alg. Testing Robot Types
A B C D F G H I
HCP-E 64.70±
6.30
86.10±
3.36
89.60±
2.95
54.10±
3.53
58.60±
3.83
83.20±
2.96
66.30±
3.57
62.50±
4.03
DDPG+HER 0.30±
0.46
0.10±
0.30
1.90±
0.94
0.00±
0.00
0.20±
0.40
1.90±
1.30
0.10±
0.30
2.80 ±
1.60
Table 14: Zero-shot testing performance on training robot types (Exp. XV & XVI)
Alg. Testing Robot Types
A B C D E F G H
HCP-E 73.70±
4.79
86.20±
4.04
80.90±
3.88
16.00±
3.26
69.70±
4.54
76.80±
3.25
85.80±
4.38
59.90±
5.22
DDPG+HER 1.90±
1.37
7.60±
2.65
3.10±
1.04
0.00±
0.00
3.70±
1.62
0.60±
0.66
1.30±
1.00
0.40 ±
0.80
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