Purpose: To extend the previously developed temporally constrained reconstruction (TCR) algorithm to allow for real-time availability of three-dimensional (3D) temperature maps capable of monitoring MR-guided high intensity focused ultrasound applications. Methods: A real-time TCR (RT-TCR) algorithm is developed that only uses current and previously acquired undersampled k-space data from a 3D segmented EPI pulse sequence, with the image reconstruction done in a graphics processing unit implementation to overcome computation burden. Simulated and experimental data sets of HIFU heating are used to evaluate the performance of the RT-TCR algorithm.
INTRODUCTION
Performing non-invasive thermal therapy procedures under the guidance of magnetic resonance imaging provides the ability to obtain real-time temperature measurements for monitoring and controlling the treatment (1) (2) (3) (4) (5) (6) . While many MRgHIFU applications have been successfully carried out with imaging that uses a multislice twodimensional (2D) approach (6, 7) , such monitoring has several drawbacks that leave room for improvement. Multislice 2D imaging cannot cover the entire ultrasound beam path, leaves gaps between slices, and cannot be interpolated to finer voxel spacing in the slice direction. For applications such as transcranial MR-guided high intensity focused ultrasound (MRgHIFU), optimal monitoring requires three-dimensional (3D) temperature maps with large volume coverage and high spatiotemporal resolution in order to accurately track the rapid heating at the focus while simultaneously monitoring for heating that may occur at bone-tissue interfaces in the near-and far-fields of the ultrasound beam (8) (9) (10) .
Extending MR temperature imaging to include large volume 3D coverage is a difficult problem as the tradeoff among spatial resolution, temporal resolution, and volume coverage is inherent in MRI. Investigators have used both single-shot and segmented echo-planar-imaging (EPI) (11, 12) to rapidly acquire several slices distributed over the 3D volume of interest, for example, in orthogonal planes through the HIFU focus (13) or divided between covering the focus and covering a region in the near-field (14) . Another approach being investigated "sweeps" a 2D slice over the 3D volume of interest and incorporates predictions from a thermal model to generate 3D temperature maps (15, 16) . The approach of Mei et al. uses a truly 3D sequence combined with a reduced field-of-view (FOV) excitation and data undersampling with an UNFOLD reconstruction (17) . Each approach improves upon the amount of coverage achieved, but none is able to fully monitor the entire 3D volume of interest.
Our group has previously published an approach to solving the problem of obtaining large coverage 3D temperature measurements, which we call temporally constrained reconstruction (TCR) (18) (19) (20) . The method uses a 3D segmented EPI sequence that acquires undersampled data over the 3D volume of interest. The undersampled data are reconstructed with a compressedsensing like approach that enforces data fidelity and constrains excessively rapid temporal changes. The method was shown to achieve accurate temperature measurements with 1.5 Â 1.5 Â 3.0 mm spatial resolution, 1.7 s temporal resolution, and 288 Â 162 Â 78 mm volume coverage (20) . However, a major limitation to the approach as currently implemented is that it could not achieve real-time availability of the temperature images and was therefore limited to retrospective applications. This limitation stemmed from the fact that the reconstruction algorithm utilized the entire 4D k-space data set as input and employed an iterative gradient descent minimization approach that took several minutes to converge.
This work extends the TCR method to make real-time availability of the reconstructed temperature images possible. We refer to the updated algorithm as real-time TCR (RT-TCR). The RT-TCR algorithm only uses acquired kspace data up to the current time and takes advantage of graphics processing unit (GPU) computing to obtain the reconstructed temperature maps within subsecond latency time. Simulation studies are performed to assess the accuracy of the RT-TCR method as a function of data acquisition volume relative to temperature rate of change, and also as a function of noise. Experimental HIFU studies are presented for cases of ex vivo porcine muscle heating and ex vivo transcranial applications.
METHODS

Real-Time TCR Algorithm
The original TCR algorithm uses the entire 4D data set to reconstruct images, m, from k-space data, d, by iteratively minimizing a cost function (20) :
where F(m 0 ) is the Fourier Transform, W is a binary function that represents which phase encoding lines have been acquired, m 0 is the image sequence estimate, a is a spatially varying free parameter, and the sum is over the N pixels in the image data set. The two terms in the cost function impose penalties on deviations from the acquired data and excessively rapidly changes in time, allowing convergence of the undersampled k-space data to an alias-free image. The cost function is minimized using a gradient descent algorithm with fixed step size and 100 iterations (18) .
To achieve real-time availability of the temperature maps, the RT-TCR algorithm is modified and extended from the original TCR algorithm in three ways: (1) the computation time is reduced by a combination of implementing the code in a GPU environment and truncating the size of the data matrix in both space and time; (2) only information from current and past time frames are used as input to the cost function; (3) temperature information from several time frames of this reconstructed image data is used to create an estimate the temperature of the current time frame and also update the temperature estimation of previous time frames.
GPUs have been widely used in medical imaging with successful applications covering image computing, visualization, and analysis (21) (22) (23) (24) . To implement the TCR algorithm in a GPU environment, it was rewritten from the original MATLAB TM (Mathworks, Inc.)-based version using open-source packages, namely CUFFT and CUBLAS in the CUDA software platform, and then wrapped to form MATLAB executable (mex) files. The GPU implementation was done on an NVIDIA Quadro 6000 with 448 cores. To further reduce the computation time, the data matrix passed to the algorithm is truncated in the x-and z-directions in image space (read-out and slice), such that only a small region around the HIFU focal zone is reconstructed using the RT-TCR algorithm.
The remaining regions, where temperatures are either static or change significantly more slowly, are reconstructed with a sliding window approach. The data truncation is done by adding the most recently acquired kspace data to the previous k-space frames in a sliding window fashion, transforming to image space, truncating the x-and z-directions, and transforming back to k-space. Truncation is not done in the y-direction because the undersampling is done in the phase-encode direction.
The RT-TCR algorithm reconstructs the current time frame based only on current and past information, but also updates that time frame as "future" information becomes available. The first step to reconstructing the current time frame, t, is to use the acquired k-space data from frames t-P through t as input for the cost function of Eq. 1, where P is twice the reduction factor (P ¼ 12 throughout this work). With this subset of data, the TCR algorithm is run in its original form to create an estimate of the complex images for time frames t-P to t. Because the TCR algorithm relies on temporal gradient information, it is known that the image estimates for the most recent time frames will be suboptimal, with a bias toward underestimating the extent of the temporal changes that are occurring.
The remaining steps of the RT-TCR algorithm are designed to create temperature maps that partially overcome this underestimation bias. An example for reconstruction of simulated data is shown in Figure 1 where the dashed black line shows the true temperature, the blue lines in the top row show the temperature information obtained from the original TCR algorithm, and the red lines in the bottom row show how that information is combined to obtain the RT-TCR temperatures. The uppermost blue dots in the top row represent the temperatures that would be calculated if only the original TCR algorithm were used with present and past data. It can be seen that these underestimate the true temperature changes. The blue connecting lines represent the temperature temporal derivatives that are calculated to reconstruct the RT-TCR temperatures. Consider the reconstruction of time frame 22 (Fig. 1c,i) where k-space data from frames 10 through 22 are used in the original TCR algorithm to create the complex image data and TCR temperatures. Four pieces of TCR temperature information are used to create the RT-TCR temperature estimate: the current TCR estimate of the temperature at frame 22 (T ¼ 3.05 C) and the previous TCR estimate of the temperature at frame 21 (T ¼ 1.45 C) are used to calculate the most recent temperature derivative (0 lag dT/dt); similarly, the current TCR estimate of the temperature at frame 21 (T ¼ 2.10 C) and the previous TCR estimate of the temperature at frame 20 (T ¼ 0.0 C) are used to calculate the next most recent temperature derivative (1 lag dT/dt). The RT-TCR estimate of the temperature for the current frame 22 is created by summing these temperature derivatives (
, and the updated RT-TCR estimate of the temperature for the past time frame 21 is also created by summing the appropriate temperature derivatives (T RT-TCR ¼ 2.1 C). The process continues to reconstruct frames 23 and beyond, where the RT-TCR temperature estimate is always a summation of the temperature temporal derivative terms calculated from the original TCR algorithm. Only information from the five previous time frames is used in the RT-TCR estimation as older information from the sixth previous time frame and before contributes negligibly. The final RT-TCR temperatures are therefore obtained after a fivetime frame lag. The plots in Figure 1h -l show how the RT-TCR algorithm is able to provide a good estimate of the current temperature in real-time, and also how the temperature estimates of previous time frames are updated as new information comes in until they are as good as would be obtained from using the entire 4D data set in the original TCR algorithm.
For the original TCR algorithm to reconstruct a data set with 192 Â 108 Â 30 image matrix and all 77 time frames, it took 236 s on a 12-core computer with Dual Intel Xeon Processor X5650, 2.66 GHz processing speed, and 64 GB of RAM. For the RT-TCR to reconstruct one-time frame from this set, it was truncated to an image matrix size of 10 Â 108 Â 13, used the 13 most recent time frames and took 0.25 s with the GPU implementation on an NVIDIA Quadro 6000 with 448 cores running at 574 MHz, and 6 GB of RAM on the GPU. It took 0.35 s to transfer the data from the scanner computer to the GPU machine, 0.02 s to do the necessary pre-processing steps, and 0.10 s for the post-processing. The total reconstruction time of 0.72 s is less than the data acquisition time for one undersampled time frame in the examples presented here.
Simulation Studies
Simulation data sets were created to mimic undersampled k-space data from a 3D segmented EPI acquisition. Four-dimensional temperature distributions were simulated at 0.5 mm isotropic spatial resolution and 30 ms temporal resolution using the beam intensity pattern from a phased array HIFU transducer (described below) and the Pennes Bioheat Equation (25) (thermal properties assumed to be density ¼ 1000 kg/m 3 , specific heat
. These original temperatures were considered truth for all simulation studies. To test the RT-TCR algorithm, the simulated temperatures were converted into k-space data using the standard proton resonance frequency (PRF) shift relation between temperature and phase (26, 27 ) and a constant image magnitude. This fully sampled k-space data was truncated in frequency space to downsample the spatial resolution to 1.0 Â 1.0 Â 3.0 mm. The data was then sampled using a 3D segmented EPI approach, as described in the earlier TCR article (20) . For every 30 ms time step, nine lines of k-space were sampled from the current time frame into the undersampled k-space data matrix. This was repeated until all k-z phase encodes had two echo trains of data each, giving one undersampled time frame. For example, a 16-slice 3D volume with 108 k-y phase encodes and an EPI factor of 9 would receive 288 total k-x lines over a time span of 0.96 s, spread evenly in the k-y direction and fully sampled in the k-x and k-z directions, for a data reduction factor of 6. The simulated image parameters were: 1.0 Â 1.0 Â 3.0 mm resolution; 128 Â 108 Â Z imaging matrix (where Z ¼ 16, 24, and 32 slices); TR ¼ 30 ms; TE ¼ 10 ms; EPI factor ¼ 9; 6Â undersampling; 0.96, 1.44, and 1.92 s per undersampled time frame for the 16, 24, and 32 slice volumes.
The first simulation study was designed to assess the performance of the RT-TCR algorithm as a function of achievable volume coverage relative to the HIFU-induced temperature rate of change. Data sets were simulated to achieve a 20 C temperature rise over 60 s, 30 s, and 15 s, which corresponded to temperature rates of change of 1.7 C/s, 2.1 C/s, and 2.8 C/s at the onset of heating. Undersampled k-space data sets created from these temperatures were reconstructed using the RT-TCR algorithm for 16-slice, 24-slice, and 32-slice volumes. The metrics used to evaluate the RT-TCR performance were temperature root mean square error (RMSE) over all voxels experiencing greater than 2 C temperature rise and maximum temperature at the conclusion of heating. For comparison, these metrics were also calculated for a basic sliding window reconstruction of the data.
The second simulation study was designed to assess the performance of the RT-TCR algorithm as a function of noise. The 24-slice, 20 C temperature rise in 30 s data set was used. Zero-mean Gaussian random noise was added to the undersampled k-space data at increasing levels, with different realizations of the same noise level added to the real and imaginary parts of k-space. Five noise levels were chosen such that a sliding window reconstruction of the noisy k-space data produced temperature maps with temperature standard deviations of 0.25 C, 0.5 C, 1.0 C, 1.5 C, and 2.0 C, as measured over an ROI consisting of a 5 Â 11 Â 5 region of unheated voxels and all time frames. The noisy k-space data was reconstructed with the RT-TCR algorithm and a standard sliding window reconstruction, with noise generation and reconstruction repeated 25 times for each noise level. The same metrics of temperature RMSE and maximum temperature were used for evaluation.
Experiments
All HIFU heating experiments were carried out in a Siemens TIM Trio MRI scanner (Siemens Medical Solutions, Erlangen, Germany) using an MRI-compatible phased array transducer (256 elements, 1 MHz frequency, 13 cm radius of curvature, Imasonic, Besancon, France and Image Guided Therapy, Pessac, France). Imaging for all experiments was done with a 3D segmented EPI gradient echo sequence, with even undersampling done as described in the previous article (20) .
In the first set of experiments, HIFU heating was done on an ex vivo pork muscle sample at three different sonication power and duration combinations: 18 acoustic watts for 60 s, 36 W for 30 s, and 72 W for 15 s. The temperature rates of change at the onset of heating for these powers were 1.1 C/s, 2.2 C/s, and 3.1 C/s. For each power level, the heating was repeated twice under identical circumstances. In the first instance, imaging parameters were chosen such that the 3D volume could be fully sampled at adequate temporal resolution. These fully sampled data sets were reconstructed with the standard Fourier Transform approach and used to compute temperature maps that were considered to be truth. In the second instance, larger 3D volumes were acquired at an undersampling factor of 6Â and reconstructed with the RT-TCR algorithm. Each pair of identical heating runs was performed at the same location in the sample. To avoid tissue damage in the sample, the focal zone was translated by approximately 1 cm in between the three pairs of runs and the starting temperature of the sample ($15 C) was low enough such that negligible thermal dose accrued during HIFU heating. The metrics used to evaluate the RT-TCR temperatures were temperature RMSE over all voxels experiencing greater than 2 C temperature rise and maximum temperature at the conclusion of heating. The same metrics for a sliding window reconstruction of the undersampled data were also calculated for comparison. Imaging parameters for the fully sampled data were: 1.5 Â 1. 
The second HIFU heating experiment was done to demonstrate the utility of the RT-TCR method for monitoring transcranial MRgHIFU procedures. A plastic replica of a human skull was embedded in an agar mold, with the HIFU focus targeted 6.5 cm into the phantom from the skull surface. Phase aberration correction of the ultrasound beam was not performed. Two 3D imaging slabs were acquired simultaneously in interleaved fashion, one covering the focal zone and one covering the region where the near-field of the ultrasound beam path intersected the skull surface in order to capture any heating that may occur at the inner skull/agar interface. The temperatures at the focal zone are expected to rise rapidly, and therefore these were reconstructed with the RT-TCR algorithm. However, temperature changes on the skull surface were expected to occur much more slowly and therefore a sliding window reconstruction was used and assumed to be adequate for capturing these changes. The imaging parameters were: 1.5 Â 2.0 Â 2.5 mm resolution, 192 Â 121 Â 32 imaging matrix (14 slices per slab plus 14% slice oversampling for each slab), TR ¼ 30 ms, TE ¼ 12 ms, EPI factor ¼ 11, flip angle ¼ 15 , bandwidth ¼ 744 Hz/pixel, 5.5Â undersampling, 1.9 s per undersampled time frame.
RESULTS
Simulation
Temperature versus time plots are shown in Figure 2 for the nine different data sets simulated at different ultrasound powers, heating durations, and imaging volumes. Truth is shown in black, the RT-TCR temperatures that would be obtained without any lag time in red, and the final RT-TCR temperatures in green. Note that the plots for "RT-TCR, 0 lag" show for each time step the temperatures that would be reconstructed in real-time and that any "past" time frames have not been updated. Similarly, the plots for "RT-TCR, Final" show for all time steps the final RT-TCR temperatures after all updating has been done. The RT-TCR temperatures obtained in real-time cannot quite follow the abrupt changes in temperature when the heating is turned on and off, even when the time of ultrasound switching on/off is known a priori. As expected, this lagging behavior increases with both volume coverage and the true temperature rate of change. For slower rates of change or less volume coverage, the RT-TCR temperatures with 0 lag are able to follow truth reasonably well, and the final RT-TCR temperatures are able to match truth well for all cases.
More simulation results from the three 24-slice data sets are shown in Figure 3 . The first column shows the true temperature maps at peak heating for each heating duration. The next two columns show temperature differences over all time frames for a vertical line of data through the center of the focal zone (as noted by the dashed yellow line). The dashed black lines represent times that the ultrasound is being turned on and off. It can be seen that the RT-TCR temperatures will slightly underestimate the true temperature at the onset of heating and slightly overestimate it after the conclusion of heating. These are the times when the temperature gradient in time is changing the most rapidly.
A summary of the RMSE and maximum temperature metrics are presented in Table 1 for all nine simulated cases.
The results from the simulation noise study are shown in Figure 4 and Table 2 . Figure 4 shows temperature maps at the peak of heating from the 24-slice, 30-s heating data set. The true temperatures are shown in the first row, RT-TCR temperatures with 0 lag time shown in the second row, and the final RT-TCR temperatures shown in the third row. Increasing amounts of added noise are shown in the columns. The RMSE and maximum temperature results are summarized in Table 2 . The RT-TCR algorithm does cause some amplification of noise. The RMSE values for the RT-TCR data with 0 lag are slightly more than double the RMSE values when random noise was added to the true temperatures. For the final RT-TCR temperatures, the RMSE values are approximately 40% greater than the RMSE values from the noisy true temperatures. Note that the noisier temperatures at the top and bottom of these RT-TCR temperature regions are from edge effects due to the truncated data set that is passed to the RT-TCR algorithm (only 20 pixels in the read-out direction). An appropriate level of data truncation would have to be chosen to avoid these noise effects contaminating important regions. 
Experiment
Temperature versus time plots from the three ex vivo pork muscle HIFU heating experiments are shown in Figure 5 . Fully sampled temperature data acquired with only 12 slices and a 2.4-s time step are considered to be truth and are shown in black. The 24-slice data acquired with k-space undersampling and reconstructed with the RT-TCR algorithm are shown in red for the RT-TCR temperatures with 0 lag and in green for the final RT-TCR temperatures. The RMSE and maximum temperatures are summarized in Table 3 for all three heating runs. As with the simulated data results, the 0 lag RT-TCR temperatures at the center of the focal zone cannot quite follow the most abrupt changes in temperature when the ultrasound is turned on and off, but are able to match the true temperatures when they are changing less rapidly. This lagging behavior can especially be seen right after the ultrasound is turned on in the 36 W and 72 W cases for the 0 Lag RT-TCR temperatures. When the entire focal zone is considered, the RT-TCR temperatures follow the fully sampled temperatures closely for all three heating cases, with the RMSE remaining below 1 C for both the RT-TCR temperatures with 0 lag and the final RT-TCR temperatures. Figure 6 shows coronal and transverse views through the 3D temperature volumes for the 36 W heating case at the peak of heating.
A transverse view of the experimental set up for the second HIFU heating experiment is shown in Figure 7 . The two imaging slabs are oriented in the coronal direction, one to cover heating at the ultrasound focus and one to cover heating that may occur at the skull/agar interface. Temperature maps from the peak of heating are shown in Figure 8 . The left images show three orthogonal views through the 3D volume slab covering the ultrasound focus, where the HIFU hotspot can be seen. This data were reconstructed with the RT-TCR algorithm and the final RT-TCR temperatures are shown. The right image is a 2D projection of the temperature rise measured on the inner surface of the skull/agar interface using information from the lower 3D imaging slab. The segmentation for the projection image included voxels from the agar that were directly adjacent to the skull in order to display the region with the most heating; however, temperature rises due to heat diffusion extend a few millimeters from the skull surface. The circular pattern of the temperature rise indicates where the conical ultrasound beam path intersects the skull surface. Note that the temperature scales are different for the two images.
DISCUSSION
This work is aimed at solving the problem of attaining large coverage temperature maps with the spatial and temporal resolution necessary for accurate real-time monitoring of MRgHIFU procedures. We have taken the approach of using a 3D segmented EPI pulse sequence, combined with k-space data undersampling and a constrained reconstruction algorithm. In a previously published article, this approach was shown to be successful when the entire 4D k-space data set was available as input to the TCR reconstruction algorithm. However, in order to be clinically useful, the temperature information must be available in real-time. This article describes an approach to extending the TCR approach to a real-time TCR implementation where the problems of reconstruction computation time and use of only current and past k-space data are overcome. The RT-TCR algorithm was tested with both simulated and experimental data. Experimental results demonstrate that the RT-TCR approach can reconstruct temperature maps with 192 Â 162 Â 66 mm contiguous 3D volume coverage, 1.5 Â 1.5 Â 3.0 mm resolution, and 1.2-s scan time with an accuracy of approximately 60.5 C. The first step in achieving real-time availability of the temperature maps was reducing the computation time of the iterative TCR algorithm. This was done by reducing the amount of data passed to the algorithm as input and implementing the code in a GPU framework. The reduction in the amount of spatiotemporal data passed to the TCR algorithm accounted for the majority of the computation time savings. However, data reduction by itself was not sufficient and the GPU implementation provided the necessary additional time savings. With the systems used in this work, the GPU version provided approximately a 3.5Â speed up over the conventional CPU implementation for the same amount of data. The combination of data reduction and GPU implementation allowed the RT-TCR to produce the temperature maps in Root mean square error and the maximum temperature for all three data sets reconstructed with the RT-TCR algorithm and a basic sliding window approach. 0.72 s, a time that includes data transfer, the running of the original TCR algorithm with 100 iterations, and the RT-TCR algorithm pre-and post-processing steps. While not as fast as simply doing a traditional Fourier Transform reconstruction, this lag time is less than one acquisition step and should be adequate for most monitoring and temperature-based feedback needs. As computing power increases, this processing time will reduce even further. The second component of the extension to achieve real-time temperature availability was to adapt the TCR algorithm such that only information up to the currently acquired k-space time frame was used in the reconstruction. The TCR algorithm employs a constraint in the temporal direction and therefore uses a second derivative in time in the minimization process. This temporal second derivative is best estimated when "future" data is available. Therefore, for a data series consisting of, for example, 13 time frames, the TCR reconstruction of the 7th frame will be very good, but the reconstruction of the 13th frame will not be as good. The RT-TCR algorithm improves the current temperature estimate, which is known to be suboptimal, by using information from the previous frames, which are known to be better estimates of truth. The RT-TCR algorithm also updates the temperature history as new information comes in, such that the final RT-TCR temperatures will be equivalent to the original TCR algorithm that uses all information from the entire 4D data set.
One drawback to the RT-TCR algorithm is that this approach of using "past" temperature information to improve the estimate of the current time frame compounds errors due to noise. As currently implemented, the RT-TCR algorithm uses information from the five previous time frames to improve the estimate of the current time frame. The combination of five equally noisy temperature maps would be expected to result in a ffiffiffi 5 p Â increase in noise error. This is somewhat mitigated by the fact that the temporal constraint in the TCR algorithm acts to smooth random noise in time. For example, when noise was added to the simulated data at a level that produced a 1 C temperature STD in sliding window-reconstructed temperatures, the temperature STD for the RT-TCR temperatures with 0 lag averaged 1.9 C, and the final RT-TCR temperatures had a temperature STD of 0.9 C. For all noise levels, the temperature STD of the final RT-TCR temperatures was less than that of the sliding window temperatures.
Another limitation of the RT-TCR algorithm, and the TCR approach in general, is that it cannot handle situations where movement is occurring inside the field of view. The temporal constraint assumes that the object being imaged is fixed in time and motion will lead to reconstruction artifacts. Note, however, that motion outside of the field of view can be handled, even when it leads to susceptibility changes that affect the phase of the object inside the field of view (28) . In these cases, a reference-less temperature calculation technique would be required as part of the RT-TCR algorithm in place of the standard phase subtraction approach (29) . There are several MRgHIFU applications where motion of the anatomy inside the FOV is not a substantial problem, including ablation procedures in the breast and brain.
Despite these limitations, the RT-TCR approach to monitoring temperature changes during MR-guided thermal therapies offers a significant advantage over the fully sampled, multislice 2D imaging that is currently used in most applications. The advantage is greatly increased volume coverage without sacrificing spatial or temporal resolution. The contiguous 3D volume coverage can be used to monitor the entire focal zone and much of the near-or farfield of the beam path. The 3D volume could also be broken up to monitor two different regions of interest, as in the case of the trans-skull HIFU heating example. Because the sequence is truly 3D, zero-filled interpolation can be done in all three dimensions to create arbitrarily small voxel spacing and reduce partial volume effects. Simultaneous 3D monitoring of the focal zone and of regions outside of the ultrasound focus can be critical to avoiding inadvertent heating that may damage vital tissues. 
