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Abstract
Let u be the weak solution to the degenerate Schrödinger equation with singular coefficients in Lipschitz domain as following
−div(w(x)A(x)∇u(x))+ V (x)u(x)w(x) = 0,
where A(x) is a real symmetric matrix function satisfying the elliptic condition and the Lipschitz continuity, w(x) is an A2
weight function of Muckenhoupt class, and V (x) is the Fefferman–Phong’s potential. The weighted doubling properties and unique
continuations for the weak solution u in the interior of any domains as well as at the boundary of some Lipschitz domains are derived
in this paper.
© 2007 Published by Elsevier Inc.
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1. Introduction
Let P(x,D) be an elliptic differential operator in an open connected set Ω ⊂Rn, if the solutions u of P(x,D)u = 0
cannot vanish of infinite order at one point without being identically zero, then we say that P(x,D) has the strong
unique continuation property (SUCP). It is well known that if the coefficients of the elliptic differential operator
P(x,D) are real analytic, then the solution u to P(x,D)u = 0 is real analytic in Ω , which implies that an elliptic
differential operator with real analytic coefficients has the SUCP.
In 1939, T. Carleman [4] showed that H = −+V in R2 has the SUCP whenever V ∈ L∞loc(R2). In order to prove
this result he introduced a method, the so-called Carleman estimates, which has permeated almost all the subsequent
work in the subject. In particular, D. Jerison and C.-E. Kenig showed in [12] that, if n > 2, p  n2 and V ∈ Lploc,
* Corresponding author.
E-mail addresses: taoxiangxing@nbu.edu.cn (X. Tao), zhangsongyan@nbu.edu.cn (S. Zhang).
1 This material is based upon work supported by National Natural Science Foundation of China under Grant #10471069, and sponsored by SRF
for ROCS, SEM.
2 A project supported by NSF of Ningbo City under Grant #2006A610090.0022-247X/$ – see front matter © 2007 Published by Elsevier Inc.
doi:10.1016/j.jmaa.2007.06.042
X. Tao, S. Zhang / J. Math. Anal. Appl. 339 (2008) 70–84 71H = − + V in Rn has the SUCP, which is based on a difficult Lp − Lq Carleman estimate. Moreover, in [22],
E.-M. Stein proved that the same conclusion can be reached if V ∈ Ln2 ,∞, the weak-type Lorentz space, provided that
the L
n
2 ,∞ norm is small enough. These results are optimal in some sense, an example was given in [12] for which, for
V ∈ Lploc(Rn), 1 <p < n2 and n > 2, u vanishes of infinite order at x0, but u is not identically zero.
On the other hand, suggested by situations of physical interest, see [18,19] and [26], the attention of unique contin-
uation problems has been focusing on second-order equations with singular potentials. In [21] Schechter and Simon
first considered unbounded potentials and proved that if V 2 ∈ Kn, the Kato’s class, then the Schrödinger operator
H = −+V has the weak unique continuation property (WUCP). This means that given any connected open subset
Ω ⊂Rn, the only solution u of Hu = 0 in Ω vanishing in an open subset Ω0 ⊂ Ω is u ≡ 0. Fabes, Garofalo and Lin
[7] showed the WUCP for H when V ∈ Kn and is radial. Chanillo and Sawyer [5] proved the SUCP for H whenever
V is in the Fefferman–Phong’s class Ft with n−12 < t 
n
2 . Recently, Kurata [14,15] and the author [25] proved the
WUCP and SUCP for general Schrödinger operators for V ∈ Ft with 1 < t  n2 . We remark that the proofs in these
papers do not use Carleman estimates, and it is not clear to us whether there exists a Carleman estimate for the singular
potential V . The key idea in these papers is to use the variational method to establish the following doubling property
in the domain Ω ,∫
B2r (x0)
∣∣u(x)∣∣2 dx  C ∫
Br(x0)
∣∣u(x)∣∣2 dx, x0 ∈ Ω, 0 < r < r0, (1.1)
for the solution u of Hu = 0, where r0 is a small positive number, C is a constant independent of r .
Moreover, the variational method and the doubling property (1.1) can be exploited to study the following boundary
unique continuation question which was raised in [2] and [16]: If u is a harmonic function in a connected Lipschitz
domain Ω , vanishing continuously on an open subset Γ of the boundary ∂Ω and whose normal derivative vanishes
on a subset of Γ of positive surface measure, does it follow that u is identically zero in Ω? In [2], it was shown that
the fact holds for convex domains. In [13], it was proven that the answer is affirmative for Dini domains, and thus, in
particular, for C1,α domains with α > 0, while it is also deduced in [1] that the result can be generalized to solutions
of elliptic equations with Lipschitz second-order coefficients and bounded lower-order coefficients in Dini domains.
The key step in the proofs of above results is also to establish the doubling type conditions as in (1.1) for the solution
u at the boundary. In [24] the reader will find some applications to control theory of the boundary unique continuation.
For SUCP and WUCP of partial differential inequalities with both zero- and lower-order terms, one can refer to G. Lu
and T. Wolff or C. Sogge’s works [17,20,27].
In this paper, we will consider the degenerate Schrödinger equation with the A2 weight w and the weighted
Fefferman–Phong type potential V as following:
Lu = −div(w(x)A(x)∇u(x))+ V (x)u(x)w(x) = 0, (1.2)
in a Lipschitz domain Ω ⊂Rn, n 3; and we will prove the following weighted doubling property:∫
B2r (x0)∩Ω
∣∣u(x)∣∣2w(x)dx  C ∫
Br(x0)∩Ω
∣∣u(x)∣∣2w(x)dx, x0 ∈ Ω, (1.3)
for the weak solution u of (1.2), where C is a constant independent of r , 0 < r < r0, and r0 is a small positive number.
Here we emphasize that in (1.3), in contrast with (1.1), we could take x0 ∈ ∂Ω , the boundary of domain Ω . From the
weighted doubling property (1.3) we will derive the unique continuation in the interior of domain Ω and the unique
continuation at the boundary of the domain Ω .
We always suppose that the coefficient A(x) = (ajk(x))nj,k=1 is a real symmetric matrix function satisfying the
following uniformly elliptic condition (1.4) and the Lipschitz continuity (1.5):
λ−1|ξ |2 
n∑
i,j=1
aij (x)ξiξj  λ|ξ |2, ∀x ∈ Ω, ξ ∈Rn, (1.4)
with the elliptic constant λ > 0;∣∣A(x)−A(y)∣∣ η(|x − y|), ∣∣∇A(x)∣∣ η(|x − y|)|x − y| (1.5)
for x, y ∈ Ω , where η :R+ →R+ is a nondecreasing continuous function satisfying η(0) = 0.
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sup
x∈Ω
0<r<diam(Ω)
(
1
rn
∫
Br(x)∩Ω
w(y)dy
)(
1
rn
∫
Br(x)∩Ω
w(y)−1 dy
)
< +∞.
It is well known that the A2 weight is of doubling property, that is, w(B2r (x) ∩ Ω)  Cw(Br(x) ∩ Ω), where we
denote w(Br(x)∩Ω) =
∫
Br(x)∩Ω w(y)dy.
Definition 1.1. Let w be an A2 weight function in Ω , and t > 0, then V ∈ Ltloc(Ω,w dx) is said to be in the weighted
Fefferman–Phong class Ft (w dx) =Ft (Ω,w dx) in Ω if
‖V ‖Ft (w dx) = sup
x∈Rn,
0<r<diam(Ω)
r2
(
1
w
(
Br(x)∩Ω
) ∫
Br(x)∩Ω
∣∣V (y)∣∣tw(y) dy)1/t < +∞.
We note that Ft (w dx) ⊂Fs(w dx) if 0 < s < t , and Ft (w dx) is a Morrey space Lt,n−2t (Ω) when w ≡ 1. In par-
ticular, L
n
2 (Ω)Ft (Ω,dx), 1 t < n2 .
For fixed x0 ∈ Ω and r > 0, we set 
(r;x0;V ) = ‖χBr(x0)∩ΩV ‖Ft (w dx), and sometime 
(r;x0;V ) will be abbre-
viated to 
(r;V ). We also denote V − the negative part of V .
Our main result in this work is the following weighted doubling properties.
Theorem 1.2. Let Ω be a connected Dini domain in Rn, x0 ∈ Ω , and let L be the degenerate Schrödinger operator
as in (1.2). Assume that the second-order coefficient A satisfies (1.4) and (1.5); the weight w ∈ A2 satisfies∣∣∣∣k(x − x0)|x − x0| w(x)−
(|x − x0|∇w(x))
∣∣∣∣ η(|x − x0|)w(x), k > −n; (1.6)
the potential V ∈Ft (w dx), 1 < t < n, satisfies∣∣∣∣
(
2(x − x0)
|x − x0| V (x)+ |x − x0|∇V (x)
)∣∣∣∣ ∈Ft (w dx)
and
lim
r→0
(


(
r;V −)+ 
(r;(2(x − x0)|x − x0| V (x)+ |x − x0|∇V (x)
)))
 δ (1.7)
for a sufficiently small δ = δ(n,λ, t), and
1∫
0
η(r)+ 
(r; ( 2(x−x0)|x−x0| V (x)+ |x − x0|∇V (x)))
r
< +∞. (1.8)
If u ∈ W 1,2(Ω) is a solution to Lu = 0 in Ω , and u vanishes on B3R(x0)∩ ∂Ω for a number R > 0. Then there exist
constants C > 0 and 0 < r0 <R such that the weighted doubling property (1.3) holds for all 0 < r < r0.
Theorem 1.3. Let Ω be a C1 domain in Rn. Suppose the same conditions as in Theorem 1.2 hold except the assump-
tion (1.8). Then there exist the absolute constants C1 and C2 and 0 < r0 <R such that for any 0 < r < r0,∫
B2r (x0)∩Ω
∣∣u(x)∣∣2w(x)dx  exp( C1
rC2δ
) ∫
Br (x0)∩Ω
∣∣u(x)∣∣2w(x)dx. (1.9)
We remark that in the two theorems above we can take w(x) = |x − x0|k for any −n < k < n, and the above theo-
rems generalize some earlier results appeared in [1,2,7,10,14,15] and [25] where the doubling properties with w ≡ 1
are considered. As mentioned above, from Theorems 1.2 and 1.3 we can deduce the inner unique continuation theorem
and the boundary unique continuation theorem. In particular, we have the following unique continuation properties for
the degenerate Schrödinger equation. The approach to the unique continuation theorems from the doubling properties
is standard, one can refer to [1,7] and [25] for details.
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potential V and weight w satisfying the same assumptions as in Theorem 1.2. Suppose u ∈ W 1,2(Ω) is a solution of
Lu = 0 in Ω , and u vanishes continuously on an open subset B3R(x0) ∩ ∂Ω of the boundary ∂Ω for a point x0 ∈ Ω
and a number R > 0. If, for every m> 0,∫
Br(x0)∩Ω
∣∣u(x)∣∣2w(x)dx = O(rm), r → 0,
then u must be identically zero in Ω .
Corollary 1.5. Let Ω be a connected C1 domain in Rn, L be the operator as in (1.2) with the coefficient matrix A,
potential V and weight w satisfying the same assumptions as in Theorem 1.3. Suppose u ∈ W 1,2(Ω) is a solution of
Lu = 0 in Ω , and u vanishes continuously on an open subset B3R(x0) ∩ ∂Ω of the boundary ∂Ω for a point x0 ∈ Ω
and a number R > 0. Assume that there are two positive constants M and τ such that u satisfies∫
Br(x0)∩Ω
∣∣u(x)∣∣2w(x)dx = O(exp(−Mr−τ )), r → 0,
then u must be identically zero in Ω .
We wish to remark that, whenever B3R(x0) ⊂ Ω for a point x0 ∈ Ω and a number R > 0, then Corollaries 1.4
and 1.5 give the SUCP and the WUCP respectively for the solution u of Lu = 0 in any domain Ω . And only in
case x0 ∈ ∂Ω , we assume that Ω is a Dini domain in Corollary 1.4, and a C1 domain in Corollary 1.5, which give the
SUCP and the WUCP respectively at the boundary. Moreover, in respect to the boundary unique continuation question
mentioned above, we will prove the following theorem.
Theorem 1.6. Let Ω be a connected Dini domain in Rn, L be an operator as in (1.2) with the coefficient matrix A,
potential V and weight w satisfying the same assumptions as in Theorem 1.2. Assume that
w(E)w
(
E × (0, r)), ∀E ∈ ∂Ω. (1.10)
If u ∈ H 2loc(Ω) is a solution of Lu = 0 in Ω , u vanishes continuously on an open subset Γ of the boundary ∂Ω and
whose normal derivative vanishes on a subset of Γ which has positive surface measure, then u must be identically
zero in Ω .
We also wish to emphasize that the doubling properties as in (1.3) for the solution u will not only assure the unique
continuation property for u, but also imply many other harmonic properties of u; one could deduce from (1.3) that
the solution u and its derivative |∇u| satisfy the reverse Hölder inequalities, higher integrability and the Muckenhoupt
weighted properties [9].
It may be worthwhile to remark that for a nonnegative solution u, (1.3) is a simple consequence of Harnack’s
inequality [8]. However, if u has arbitrary sign the situation is drastically different, as one has to control the zeros
of u. So the main thrust in (1.3) consists in the fact that no sign assumption is made on u. Our idea is based on the
monotonicity property of the weighted frequency of the weak solution u. The key step is the following local weighted
uncertainty type inequality with the potential V in some weighted Fefferman–Phong classes,∫
Br(x0)∩Ω
|V ||u|2wdx  Cr
∫
Br(x0)∩Ω
|∇u|2wdx + Cr
r
∫
∂Br (x0)∩Ω
|u|2wdσ (1.11)
for x0 ∈ Ω and u ∈ W 1,20 (Ω), where Cr = C
(r, x0,V ) is independent of u, see Theorem 2.7 and Remark 2.9 below.
(1.11) is a strong form of Heisenberg’s uncertainty principle [3,6].
In the next section we shall first recall the weighted Fefferman–Phong class and establish the weighted uncertainty
type inequality (1.11) by exploiting some estimates for weighted maximal operators and fractional integrations, see
Theorems 2.1 and 2.7. In Section 3, we shall devote to Theorems 1.2 and 1.3, and in fact we will prove more general
weighted doubling properties for the weak solution of degenerate Schrödinger equation, see Theorems 3.1 and 3.2.
74 X. Tao, S. Zhang / J. Math. Anal. Appl. 339 (2008) 70–84In Section 4, we will study the weighted Caccioppoli inequality and the derivative estimates for the weak solution at
boundary, and prove Theorem 1.6.
In this paper, the letter C always denotes positive constants which may change at different occurrence. The notation
h = O(|f |) means that |h| C|f | for some constant C.
2. Weighted uncertainty type inequality
In this paper, Br(x) = {y ∈ Rn: |y − x|  r} always denotes the ball in Rn with center x and radius r , and Ω is
a Lipschitz domain. So we may observe that |Br(x) ∩ Ω| ∼ rn for any x ∈ Ω and 0 < r < diam(Ω). Without loss
of generality, we could assume that the Lipschitz domain Ω can be locally regarded as the region above a Lipschitz
graph, that is, for any x0 ∈ ∂Ω , there exist r0 > 0 and the Lipschitz function ϕ :Rn−1 →R such that
B2r0(x0)∩Ω =
{
(x′, xn); xn > ϕ(x′)
}
,
B2r0(x0)∩ ∂Ω =
{
(x′, xn); xn = ϕ(x′)
}
.
We introduce the local fractional maximal function of order α ∈ [0, n] for f ∈ L1loc(Ω)
Mαf (x) = sup
r>0
rα
|Br(x)∩Ω|
∫
Br (x)∩Ω
∣∣f (y)∣∣dy, x ∈ Ω.
When α = 0 we obtain the Hardy–Littlewood maximal function, and we write Mf instead of M0f . We will also use
the operator of fractional integration of order α ∈ (0, n)
Iαf (x) =
∫
Ω
f (y)dy
|x − y|n−α , x ∈ Ω.
We first derive the following weighted inequality for the local fractional maximal operator, which will play an
important role in this paper and could be used in other study.
Theorem 2.1. Let V ∈Fα(Ω,w dx), 0 < α < n, w be an A2 weight function in Ω , then there exists a constant C > 0
such that∫
Ω
(Mαf )
2(x)
∣∣V (x)∣∣αw(x)dx  C‖V ‖αFα(w dx)
∫
Ω
∣∣f (x)∣∣2w(x)dx (2.1)
for any f ∈ L2(Ω,w dx).
The proof of this theorem is based on the atomic decomposition for tent spaces given in Sections 2 and 3 of
Chapter II in [23]. In fact, we will extent the results given in [23] to our weighted context. We let N (Ω) be the linear
space of all Borel measurable functions F on Ω ×R+ with F ∗ ∈ L1(Ω,w dx), where
F ∗(x) = sup
(y,t)∈Γ (x)
∣∣F(y, t)∣∣, and Γ (x) = {(y, t): |y − x| < t}.
It is not difficult to see that N (Ω) becomes a Banach space with the norm ‖F‖N (Ω) = ‖F ∗‖L1(Ω,w dx) when w is
an A2 weight function in Ω . Moreover, we have the following atomic decomposition theorem.
Lemma 2.2. Let w be an A2 weight function. Then F ∈ N (Ω) can be written as F = ∑∞k=1 λkak , where λk > 0
satisfies ∑∞k=1 λk  C‖F‖N (Ω) for some constant C, and ak are atoms, that is, for each k there is a ball Bk in Rn
centered in Ω such that ak is a measurable function supported in the tent T (Bk) ⊂Rn+1+ with ‖a‖∞ w(Bk ∩Ω)−1.
Proof. The proof of Theorem 3 given in Section 2.6 of Chapter II in [23] can be used here with some obvious
modification. 
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constant K > 0 satisfying∫
Br∩Ω
sup
0<t<r
ϕ(x, t)2w(x)dx Kw(Br ∩Ω), (2.2)
for any ball Br in Rn with its center in Ω , then∫
Ω
sup
0<t<∞
[
ϕ(x, t)
∣∣F(x, t)∣∣]2w(x)dx  CK ∫
Ω
F ∗(x)2w(x)dx, (2.3)
where the constant C is independent of F .
Proof. Since the finiteness of right side of (2.3) means that F 2 ∈N (Ω), and it suffices to check (2.3) for atoms by
Lemma 2.2. Thus we may assume that F 2 is an atom supported in T (Br) ⊂ Br × (0, r), and |F 2|  w(Br ∩ Ω)−1.
Then the left side of (2.3) is bounded by K , which deduces the proposition. 
Now we turn to the proof of Theorem 2.1. Put
F(x, t) = 1|Bt(x)∩Ω|
∫
Bt (x)∩Ω
∣∣f (y)∣∣dy.
Then Mαf (x) = sup0<t<∞ tαF (x, t) and F ∗(x) 2nMf (x). Therefore, from Proposition 2.3 and V ∈Fα(Ω,w dx),
we have∫
Ω
(Mαf )
2(x)
∣∣V (x)∣∣αw(x)dx = ∫
Ω
sup
0<t<∞
t2α
∣∣V (x)∣∣αF (x, t)2w(x)dx
 C‖V ‖αFα
∫
Ω
F ∗(x)2w(x)dx  C‖V ‖αFα
∫
Ω
Mf (x)2w(x)dx. (2.4)
So combining (2.4) with the weighted L2 boundedness of the maximal operator gives (2.1) and Theorem 2.1.
Lemma 2.4. Let u ∈ W 1,10 (Ω), then there is a constant C such that∣∣u(x)− uB∩Ω ∣∣ C
∫
B∩Ω
|∇u(y)|dy
|x − y|n−1 (2.5)
for almost everywhere x ∈ B ∩Ω , where B = Br(x0) with x0 ∈ Ω and 0 < r < 2r0, uB∩Ω = 1|B∩Ω|
∫
B∩Ω u(y)dy.
Proof. Since u ∈ W 1,10 (Ω), we can extend the function u to the whole ball B such that u vanishes on B \Ω , and then
the lemma follows from Lemma 7.16 of [11]. 
Lemma 2.5. For any 0 < α < n and 0 < θ < 1, one has an absolute constant C = C(α, θ) > 0 such that∣∣Iαθf (x)∣∣ CMαf (x)θMf (x)1−θ , x ∈ Ω, (2.6)
for any f ∈ L1loc(Ω).
Proof. For any fixed δ > 0 and x ∈ Ω , we have
Iαθf (x)
∫
|x−y|δ
y∈Ω
|f (y)|dy
|x − y|n−αθ +
∫
|x−y|>δ
y∈Ω
|f (y)|dy
|x − y|n−αθ = I + II.
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I =
∞∑
k=0
∫
2−k−1δ<|x−y|2−kδ
|f (y)|dy
|x − y|n−αθ 
∞∑
k=0
(
2−k−1δ
)−n+αθ ∫
|x−y|2−kδ
∣∣f (y)∣∣dy
 C
∞∑
k=0
(
2−k−1δ
)αθ
Mf (x) CδαθMf (x),
and
II =
∞∑
k=0
∫
2kδ<|x−y|2k+1δ
|f (y)|dy
|x − y|n−αθ 
∞∑
k=0
(
2kδ
)−(n−αθ) ∫
|x−y|<2k+1δ
∣∣f (y)∣∣dy
 C
∞∑
k=0
(
2kδ
)−α(1−θ)
Mαf (x) Cδ−α(1−θ)Mαf (x).
In conclusion, we have
Iαθf (x) CδαθMf (x)+Cδ−α(1−θ)Mαf (x).
Minimizing with respect to δ > 0 yields the conclusion. 
Lemma 2.6. Let V ∈Ft (Ω,w dx), 1 < t < n, and let w be an A2 weight in Ω , then there is a constant C such that∫
B(x0)∩Ω
∣∣I1f (x)∣∣2V (x)w(x)dx  C‖VχB(x0)‖Ft (w dx)
∫
B(x0)∩Ω
∣∣f (x)∣∣2w(x)dx,
for any f ∈ L2loc(Ω,w dx) and ball B(x0) with center x0 ∈ Ω .
Proof. We use Lemma 2.5 and take α = t and θ = 1
t
. Then by (2.6), Hölder’s inequality, weighted L2 boundedness
of the maximal operator M and Theorem 2.1 we have∫
B(x0)∩Ω
∣∣I1f (x)∣∣2∣∣V (x)∣∣w(x)dx
=
∫
B(x0)∩Ω
∣∣Iαθf (x)∣∣2∣∣V (x)∣∣w(x)dx  C
∫
B(x0)∩Ω
Mαf (x)
2θMf (x)2(1−θ)
∣∣V (x)∣∣w(x)dx
 C
( ∫
B(x0)∩Ω
Mαf (x)
2∣∣V (x)∣∣αw(x)dx)θ( ∫
B(x0)∩Ω
Mf (x)2w(x)dx
)1−θ
 C‖V χB(x0)‖Ft (w dx)
∫
B(x0)∩Ω
∣∣f (x)∣∣2w(x)dx.
Thus the lemma is proved. 
The main goal of this section is to establish the following theorem.
Theorem 2.7. Let Ω be a Lipschitz domain, y ∈ Ω , 0 < r < 2r0, and let w be an A2 weight function in Ω ,
V ∈ Ft (Ω,w dx) for some 1 < t < n. If u ∈ W 1,20 (Ω), then there is a constant C independent of y and r such
that
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∫
Br(y)∩Ω
∣∣u(x)∣∣2∣∣V (x)∣∣w(x)dx
 C
(r;y;V )
(
1
r2
∫
Br (y)∩Ω
∣∣u(x)∣∣2w(x)dx + ∫
Br(y)∩Ω
∣∣∇u(x)∣∣2w(x)dx). (2.7)
Proof. Fixing x ∈ Br(y)∩Ω , we can first see from Lemma 2.4 that∣∣u(x)∣∣2  2∣∣I1(∇u)(x)∣∣2 + 2|uBr(y)∩Ω |2.
We now use Lemma 2.6 to get∫
Br(y)∩Ω
∣∣I1(∇uχB)(x)∣∣2∣∣V (x)∣∣w(x)dx C‖V χBr(y)‖Ft (w dx)
∫
Br (y)∩Ω
∣∣∇u(x)∣∣2w(x)dx. (2.8)
On the other hand, using Hölder inequality, the definition of A2 weight and V ∈Ft (Ω,w dx), 1 < t < n, we have∣∣∣∣ 1|Br(y)∩Ω|
∫
Br (y)∩Ω
u(x)dx
∣∣∣∣
2 ∫
Br (y)∩Ω
∣∣V (x)∣∣w(x)dx
 1|Br(y)∩Ω|2
∫
Br(y)∩Ω
u(x)2w(x)dx
∫
Br(y)∩Ω
w(x)−1 dx
∫
Br(y)∩Ω
∣∣V (x)∣∣w(x)dx
 1
r2
∫
Br(y)∩Ω
u(x)2w(x)dx
r2
w(Br(y)∩Ω)
∫
Br (y)∩Ω
∣∣V (x)∣∣w(x)dx
 ‖V χBr(y)‖Ft (w dx)
1
r2
∫
Br(y)∩Ω
u(x)2w(x)dx. (2.9)
Combining (2.8) and (2.9), we obtain (2.7). The theorem is proved. 
Lemma 2.8. Let w be a weight function satisfying w(x) + 1
n
(x − y) · ∇w(x) > εw(x) for a positive number ε, then
there exists a constant C > 0, for any u ∈ W 1,20 (Ω), y ∈ Ω and 0 < r < 2r0, such that
1
r2
∫
Br (y)∩Ω
∣∣u(x)∣∣2w(x)dx C ∫
Br (y)∩Ω
∣∣∇u(x)∣∣2w(x)dx + C
r
∫
∂Br (y)∩Ω
∣∣u(x)∣∣2w(x)dσ(x).
Proof. Since u ∈ W 1,20 (Ω), we could assume u = 0 in B \Ω , and let y = 0. As in [10], integration by parts yields
∫
Br(0)
u(x)2w(x)dx =
r∫
0
∫
∂B1(0)
u(x′ρ)2w(x′ρ)dσ(x′)ρn−1 dρ
= r
n
∫
∂Br (0)
u2wdσ − 1
n
∫
Br (0)
(
2u∇u · xw + u2∇w · x)dx.
Then, by Hölder’s inequality and the condition for w, we get the lemma. 
Remark 2.9. Since we may write
w(x)+ 1 (x − y) · ∇w(x) = x − y
(
|x − y|∇w(x)− k(x − y)w(x)
)
+ n+ kw(x),n n|x − y| |x − y| n
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C
(r, x0,V ), under the condition V ∈ Ft (Ω,w dx) for 1 < t < n, and w ∈ A2 satisfying the condition (1.6) with
k > −n.
3. Weighted doubling property
We will first prove the weighted doubling properties for the solutions to the degenerate Schrödinger equation
Lu = 0 near the boundary for some A-convex domain, where by an A-convex domain we understand a Lipschitz
domain with following property (3.1).
Theorem 3.1. Let Ω be a Lipschitz domain, and L be the degenerate Schrödinger operator as in (1.2) with the
coefficients satisfying (1.4)–(1.8). Suppose u ∈ W 1,2(Ω) is a solution to Lu = 0 in Ω vanishing on B3R(y0)∩ ∂Ω for
a point y0 ∈ ∂Ω and a number R > 0. If there exists a positive number r0, 0 < r0 <R, and a point x0 ∈ BR(y0) ∩ Ω
such that A(x0) = I , the unit matrix, and
A(x)(x − x0) · ν(x) 0, for a.e. x on B2r0(x0)∩ ∂Ω, (3.1)
where ν(x) is the outward unit normal vector at x ∈ ∂Ω . Then∫
B2r (x0)∩Ω
∣∣u(x)∣∣2w(x)dx  2C(r0) ∫
Br(x0)∩Ω
∣∣u(x)∣∣2w(x)dx (3.2)
for all 0 < r < r0, where C(r0) is a constant independent of x0 and r .
Theorem 3.2. Suppose the same conditions as in Theorem 3.1 hold except the condition (1.8). Then there exist the
absolute constants C1 and C2 independent of 0 < r < r0 and x0 ∈ BR(y0)∩Ω such that∫
B2r (x0)∩Ω
∣∣u(x)∣∣2w(x)dx  exp( C1
rC2δ
) ∫
Br (x0)∩Ω
∣∣u(x)∣∣2w(x)dx. (3.3)
Here we remark that if B2r0(x0)Ω then the condition (3.1) is trivial, and the inequalities (3.2) and (3.3) are the
inner doubling properties in the domain Ω . We will consider the general case and will use the variational method to
exploit a weighted Rellich type identity near the boundary and study the monotonicity property of weighted frequency
functions of the solutions to equation Lu = 0. The original idea goes back to Garofalo and Lin [9] who dealt with the
equation div(A∇u) = 0.
Proof of Theorems 3.1 and 3.2. Without loss of generality, we may assume that x0 = 0 is the origin and write
Br = Br(0). Thus the condition (3.1) in Theorem 3.1 can be rewritten as
A(x)x · ν(x) 0, for a.e. x on B2r0 ∩ ∂Ω. (3.4)
We introduce the function μ and vector field β defined as
μ(x) = A(x)x · x/|x|2, β(x) = A(x)x/μ(x)
and we have for |x| = r
λ−1  μ(x) λ,
∣∣∇μ(x)∣∣O(η(r)/r), μ(x) = 1 +O(η(r)), (3.5)∣∣ β(x)∣∣= O(r), div(Ax) = n+O(η(r)), (∂/∂xj )βk = δjk +O(η(r)), (3.6)
where the constants depend only on λ and n. For u as in Theorem 3.1 and 0 < r < 2R, we consider the following
functions:
I1(r) =
∫
Br∩Ω
A∇u · ∇uwdx, I2(r) =
∫
Br∩Ω
V |u|2wdx, I (r) = I1(r)+ I2(r),
H(r) =
∫
μ|u|2wdσ, N(r) = rI (r)
H(r)
. (3.7)
∂Br∩Ω
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H ′(r) =
(
n− 1
r
+O
(
η(r)
r
))
H(r)+ 2
∫
∂Br∩Ω
μu
∂u
∂r
w dσ +
∫
∂Br∩Ω
μ|u|2 ∂w
∂r
dσ.
We note that u is a solution to −div(wA∇u)+V uw = 0 and u vanishes on Br ∩ ∂Ω . A direct computation yields
I (r) =
∫
Br∩Ω
div(wuA∇u)dx =
∫
∂Br∩Ω
wu
∂u
∂νA dσ
where ∂u
∂νA = A∇u · x/|x| is the co-normal derivative on ∂Br . Since α = Ax/|x| − μx/|x| is a tangential vector field
on ∂Br with |div(α(x))| = O(η(r)/r), we obtain from the divergence theorem and (3.5) the following identity
I (r) =
∫
∂Br∩Ω
μu
∂u
∂r
w dσ +
∫
∂Br∩Ω
u∇u · αwdσ
=
∫
∂Br∩Ω
μu
∂u
∂r
w dσ + 1
2
∫
∂Br∩Ω
μ|u|2 ∂w
∂r
dσ − 1
2
∫
∂Br∩Ω
(
div(α)w + Ax · ∇w|x|
)
|u|2 dσ.
Thus
H ′(r) = 2I (r)+
[
n− 1 + k
r
+O
(
η(r)
r
)]
H(r).  (3.8)
Lemma 3.3. For every 0 < r < 1, there exists an absolute constant Cλ,n > 0 depending only on λ and n such that∣∣I2(r)∣∣ Cλ,n
(r;V )
(
H(r)
r
+ I1(r)
)
; (3.9)
and there is a small positive number r0 such that for all 0 < r < 2r0,
I1(r) 2
(
H(r)
r
+ I (r)
)
. (3.10)
Proof. One can observe that (3.9) is just the weighted uncertainty type inequality (1.11), see Theorem 2.7, Lemma 2.8
and Remark 2.9. Moreover, we have
I (r) I1(r)−Cλ,n

(
r;V −)(H(r)
r
+ I1(r)
)
.
So we can take the positive number r small enough to get (3.10). 
Lemma 3.4. For every r ∈ (0,2r0), H(r) > 0 unless u ≡ 0 in Br ∩Ω .
Proof. Assume that H(r) = 0 for a certain sufficiently small r . Noting I (r) = ∫
∂Br∩Ω wu
∂u
∂νA dσ we have I (r) = 0.
This and (3.10) imply I1(r) = 0. So we obtain |∇u(x)| = 0 for a.e. x ∈ Br ∩ Ω . Thus, H(r) = 0 implies u ≡ 0 in
Br ∩Ω . 
We now consider the differentiation of the function I (r) and N(r), our argument is based on the following identity.
Lemma 3.5. For every 0 < r < 1, we have∫
∂Br∩Ω
A∇u · ∇uwdσ = 2
∫
∂Br∩Ω
1
μ
|A∇u · ν|2wdσ + 1
r
∫
Br∩∂Ω
Ax · ν Aν · ν
μ
|∇u · ν|2wdσ
+
[
n− 2 + k
r
+O
(
η(r)
r
)] ∫
Br∩Ω
A∇u · ∇uwdx − 2
r
∫
Br∩Ω
β · ∇uV uwdx. (3.11)
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div( βwA∇u · ∇u)− 2 div( β · ∇uwA∇u)
= div( β)wA∇u · ∇u+ βl ∂(wajk)
∂xl
∂u
∂xj
∂u
∂xk
− 2wajk ∂βl
∂xk
∂u
∂xl
∂u
∂xj
− 2βl ∂u
∂xl
∂
∂xk
(
wajk
∂u
∂xj
)
. (3.12)
We recall that β · ν = r on ∂Br and β ·∇uA∇u · ν = rμ |A∇u · ν|2 on ∂Br . Also since u = 0 and then ∇u = (∇u · ν)ν
almost everywhere on Br ∩ ∂Ω , we have
( β · ν)(wA∇u · ∇u) = ( β · ν)(wAν · ν)|∇u · ν|2 = ( β · ∇u)(wA∇u · ν)
on Br ∩ ∂Ω . Therefore, integrating over Br ∩Ω the identity (3.12), we obtain the identity (3.11), where we have used
the fact that
| β · ∇w − kw| =
∣∣∣∣ Axμ|x|
(
|x|∇w − kx|x|w
)∣∣∣∣ λ2
∣∣∣∣|x|∇w − kx|x|w
∣∣∣∣.
Lemma 3.5 is proved. 
Now we introduce the quantities
F(r) = 2
∫
∂Br∩Ω
1
μ
|A∇u · ν|2wdσ + 1
r
∫
Br∩∂Ω
Ax · ν Aν · ν
μ
|∇u · ν|2wdσ
and
J (r) = −2
r
∫
Br∩Ω
β · ∇uV uwdx
and therefore (3.11) can be rewritten
I ′1(r) = F(r)+
[
n− 2 + k
r
+O
(
η(r)
r
)]
I1(r)+ J (r). (3.13)
To analyze the term J (r) on the right-hand side of (3.13), we use the divergence theorem to get
J (r) = 1
r
∫
Br∩Ω
div( βVw)u2 dx − 1
r
∫
∂(Br∩Ω)
β · νV u2wdσ
= n− 2 + k +O(η(x))
r
I2(r)+ 1
r
∫
Br∩Ω
(2V + β · ∇V )u2wdx − I ′2(r). (3.14)
It is not difficult to see that |(2V + β · ∇V )| λ2|( 2x|x|V + |x|∇V )|. So by (3.13), (3.14) and Remark 2.9, we get
I ′(r) F(r)+
[
n− 2 + k
r
+O
(
η(r)
r
)]
I (r)− C
(r; (
2x
|x|V + |x|∇V ))
r
(
H(r)
r
+ I1(r)
)
 F(r)+ n− 2 + k
r
I (r)−Cϑ(r)
r
(
I (r)+ H(r)
r
)
, (3.15)
where we have set ϑ(r) = η(r)+ 
(r; ( 2x|x|V + |x|∇V )).
Proceeding in the standard way as in [1], we set the frequency function Z(r) = N(r) + 1. Then by (3.15), the
equality (3.8) and the quotient rule we obtain
Z′(r) = I (r)H(r)+ rI
′(r)H(r)− rI (r)H ′(r)
H(r)2
 rF (r)H(r) − 2rI (r)
2
H(r)2
−Cϑ(r)
r
Z(r) (3.16)
with an absolute constant C > 0 independent of r ∈ (0,2r0) with some small positive number r0.
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∂Br∩Ω A∇u · νuw dσ and the definition of F(r), we obtain by Hölder’s
inequality that F(r)H(r) − 2I (r)2  0 if A(x)x · ν(x)  0 for x ∈ ∂Ω ∩ B2r0 . Hence we obtain the differential
inequality
Z′(r)−Cϑ(r)
r
Z(r), for all 0 < r < 2r0, (3.17)
which yields the following monotonicity of Z(r).
Lemma 3.6. Let L be an operator as in (1.2) with the coefficients satisfying (1.4)–(1.7). Assume u ∈ W 1,2(Ω) is a
solution to Lu = 0 in Ω which vanishes on B3R(y0) ∩ ∂Ω for a point y0 ∈ ∂Ω and a number R > 0. With notations
as above, if the condition (3.1) in Theorem 3.1 holds for x0 = 0 and A(0) = I , then there exist constants C > 0 and
0 < r0 <R such that
Z(r) exp
{
−C
2r0∫
r
ϑ(t)
t
dt
}
is nondecreasing in r ∈ (0,2r0). Moreover,
(1) if ∫ 10 ϑ(r)r dr < +∞, then N(r) C(r0) for all r ∈ (0,2r0),
(2) in general, for every r ∈ (0,2r0), N(r) C1(r0)
rC2(r0)ε(r0)
,
where C(r0),C1(r0) and C2(r0) are bounded constants independent of r , and ε(r0) = max0<r<2r0 ϑ(r).
Proof. Recalling the inequality (3.17) above, we have
d
dr
logZ(r)−Cϑ(r)
r
, for all 0 < r < 2r0, (3.18)
which shows Z(r) exp{−C ∫ 2r0
r
ϑ(t)
t
dt} is nondecreasing. Moreover, we can integrate (3.18) between r and 2r0 to get
the assertion. 
This lemma and (3.8) imply Theorems 3.1 and 3.2 by a standard argument. For the details see [1,7] and [25].
We now turn to the proof of Theorems 1.2 and 1.3. We recall the transformation flattening the Dini boundary
and the C1 boundary introduced in [1], see also [25]. Without loss of generality, let x0 = 0 be the origin on the
boundary ∂Ω , we could assume that A(0) = I after a linear change of coordinates. Further, we can construct a
C1 diffeomorphism Ψ : Br1(x0) → Br0(x0), where r1 and r0 are some proper small positive numbers, such that the
function u˜ = u ◦Ψ would be a solution in Ω˜ = Ψ−1(Ω) to
L˜u˜ = −div(w˜A˜∇u˜)+ V˜ u˜w˜ = 0 (3.19)
with u˜ = 0 on B2r1(0) ∩ Ω˜ , and where the coefficient matrix A˜ and the potential V˜ and the weight function w˜ are
given by
A˜(x) = det(JΨ (x))JΨ−T (x)A ◦Ψ (x)JΨ−1(x),
V˜ (x) = det(JΨ (x))V ◦Ψ (x),
w˜(x) = w ◦Ψ (x).
Then by similar arguments as in [1] and [25], we can show that all the hypotheses to the equation L˜u˜ = 0 including
the assumption (3.1) of Theorems 3.1 and 3.2 hold. Thus the doubling inequality (3.2), respectively (3.3), is valid for
the solution u˜ with weight w˜ and as a consequence for the solution u with weight w, which implies Theorem 1.2 and
respectively Theorem 1.3.
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Finally, we will establish the boundary unique continuation, Theorem 1.6. Before doing so we need to prove the
following lemmas. Using Theorem 2.7 and Lemma 2.8, we can first deduce the following Caccioppoli’s inequality.
Lemma 4.1. Let Ω be a Lipschitz domain with y0 ∈ ∂Ω , and let L be an operator as in (1.2) with the coefficient
matrix A satisfying (1.4), w  0, V − ∈Ft (w dx) and
lim
r→0 sup
x∈BR(y0)∩Ω

(2r, x,V −) < δ
for a sufficiently small number δ > 0. If u ∈ H 1loc(Ω) is a solution to Lu = 0 vanishing on B3R(y0)∩Ω for a number
R > 0. Then there exist constants C and 0 < r0 <R such that for all 0 < r < r0 and x0 ∈ BR(y0)∩Ω ,∫
Br(x0)∩Ω
∣∣∇u(x)∣∣2w(x)dx  C
r2
∫
B2r (x0)∩Ω
∣∣u(x)∣∣2w(x)dx. (4.1)
Proof. Take 0 < r < R, and let φ ∈ C∞0 (Rn) be a real function, φ ≡ 1 on Br(x0), suppφ ⊂ B2r (x0), |∇φ|  C/r .
Since u ≡ 0 on B2r (x0)∩ ∂Ω , uφ2 ∈ H 10 (B2r (x0)∩Ω), we have∫
B2r (x0)∩Ω
[
A∇u · ∇(uφ2)+ V uuφ2]w(x)dx = 0.
Since A∇u∇(uφ2) = A∇(uφ)∇(uφ)− u2A∇φ∇φ, so we can see from Theorem 2.7 that∫
B2r (x0)∩Ω
∣∣∇(uφ)∣∣2wdx C ∫
B2r (x0)∩Ω
|u|2|∇φ|2wdx +C
∫
B2r (x0)∩Ω
V −|uφ|2wdx
 C
r2
∫
B2r (x0)∩Ω
|u|2wdx +C
(2r, x0,V −)
∫
B2r (x0)∩Ω
∣∣∇(uφ)∣∣2wdx. (4.2)
Taking 0 < r0 < R so small that C
(2r, x0,V −)  12 for all 0 < r < r0, then from (4.2) we can get (4.1). The
lemma is proved. 
Lemma 4.2. Let Ω be a Dini domain in Rn with y0 ∈ ∂Ω , and let L be an operator as in (1.2) with the coefficients sat-
isfying (1.4)–(1.7). If u is a nonconstant solution in B3R(y0)∩Ω to Lu = 0 vanishing continuously on B3R(y0)∩ ∂Ω .
Then there exist constants C and 0 < r0 <R such that for any x0 ∈ BR(y0)∩ ∂Ω and all 0 < r < r0,{ ∫
Br(x0)∩∂Ω
∣∣∣∣∂u∂ν
∣∣∣∣
2
wdσ
} 1
2
 C√
r3w
(
Br(x0)∩Ω
)
∫
Br (x0)∩∂Ω
|u|wdx. (4.3)
Proof. We may assume x0 = 0 and A(0) = I , and that Ω is the set of points x = (x′, xn) in the unit cylindrical body of
R
n such that xn > ϕ(x′), where ϕ is a Lipschitz function in Rn−1 verifying ϕ(0) = 0 and |∇ϕ(x′)−∇ϕ(0)| ρ(|x′|)
for all x′ ∈Rn−1, where ρ is a Dini function. From the mean value theorem we get
x′∇ϕ(x′)− ϕ(x′)−2|x′|ρ(|x′|)−1
2
r, for all |x′| 2r,
for all 0 < r < r0 with a small positive number r0.
One can take a nonnegative function φ ∈ C∞0 (B2r ) such that φ ≡ 1 in Br and |∇φ| Cr with a positive constant C.
Now we let x0 = (0, r) and β(x) = x−x0r φ3(x), then β(x) is a vector field supported in B2r satisfying |∇ β(x)| C1r
in B2r ∩ Ω , and β · ν  0 on B2r ∩ ∂Ω , and β · ν  C2 on Br ∩ ∂Ω , where the constants C1 and C2 depend only on
the Lipschitz character of Ω . Recalling the Rellich–Necás identity (3.12) and integrating over B2r ∩Ω , we can get
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B2r∩∂Ω
β · νAν · ν
∣∣∣∣∂u∂ν
∣∣∣∣
2
wdσ = O(1)
r
∫
B2r∩Ω
|∇u|2wdx + 2
∫
B2r∩Ω
β · ∇uV uwdx. (4.4)
Noting β = 0 on ∂B2r and u = 0 on B2r ∩ ∂Ω , similar arguments as in (3.14) give
2
∫
B2r∩Ω
β · ∇uV uwdx = −
∫
B2r∩Ω
div( βVw)|u|2 dx
= O(1)
r
∫
B2r∩Ω
|V | |φu|2wdx − 1
r
∫
B2r∩Ω
(
2V + (x − x0)∇V
)
φ|φu|2wdx
+ 1
r
∫
B2r∩Ω
(
kw − (x − x0)∇w
)
φ|φu|2V dx. (4.5)
Recalling V ∈Ft (w dx) and |2V +(x−x0)∇V | |2 x−x0|x−x0|V +|x−x0|∇V | ∈Ft (w dx), and |kw−(x−x0)∇w|
| k(x−x0)|x−x0| w − |x − x0|∇w| η(|x − x0|)w. Thus we get from Theorem 2.7 and the Caccioppoli inequality (4.1) that
2
∣∣∣∣
∫
B2r∩Ω
β · ∇uV uwdx
∣∣∣∣ Cr
∫
B2r∩Ω
|V | |φu|2wdx + 1
r
∫
B3r (x0)∩Ω
∣∣∣∣2 x − x0|x − x0|V + |x − x0|∇V
∣∣∣∣|φu|2wdx
 C
r
( ∫
B3r (x0)∩Ω
|∇u|2wdx + 1
r2
∫
B3r (x0)∩Ω
|u|2wdx
)
 C
r3
∫
B5r∩Ω
|u|2wdx. (4.6)
Combining (4.4)–(4.6) and the doubling property, we deduce that
C2λ
−1
∫
Br∩∂Ω
∣∣∣∣∂u∂ν
∣∣∣∣
2
wdσ  C
r3
∫
Br∩Ω
|u|2wdx (4.7)
with constants C2 and C independent of 0 < r < r0. Using the maximum principle [8] and doubling property, we
obtain from (4.7) the lemma. 
Lemma 4.3. (See [1].) Let Ω be a Lipschitz domain in Rn, and let L be an operator as in (1.2) whose coefficients
satisfy conditions (1.4)–(1.7). Then for each  > 0 there exists a constant C() such that if y ∈ ∂Ω , 0 < r < 1, and u
is a solution to Lu = 0 on B2r (y)∩Ω vanishing continuously on B2r (y)∩ ∂Ω the following holds:∫
Br(y)∩Ω
|u|wdx  C()r2
∫
B2r (y)∩∂Ω
∣∣∣∣∂u∂ν
∣∣∣∣wdσ + 
∫
B2r (y)∩Ω
|u|wdx.
This lemma follows from the similar arguments used in [1] with some obvious modification.
Proof of Theorem 1.6. Let u ∈ H 2loc(Ω) be a solution to Lu = 0 satisfying the conditions in Theorem 1.6. We may
assume that Γ = B6(y0) ∩ ∂Ω with some y0 ∈ ∂Ω , and that y ∈ B1(y0) ∩ ∂Ω denotes a density point of the set
E = {y ∈ B1(y0)∩ ∂Ω: ∇u(y) = 0}. By Lemma 4.3, Hölder’s inequality and Lemma 4.2 we have for all m> 0∫
Br(y)∩Ω
|u|wdx 
[
Cm
(
w(Br(y)∩ ∂Ω \E)
w(Br(y)∩Ω)
) 1
2 + 2−m
] ∫
B2r (y)∩Ω
|u|wdx (4.8)
with a constant Cm independent of r . Since
|(Br(y)∩Ω) \ (E × (0, r))| ∼ σ(Br(y)∩ ∂Ω \E) → 0, for r → 0.|Br(y)∩Ω| σ(Br(y)∩ ∂Ω)
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w(Br(y)∩ ∂Ω \E)
w(Br(y)∩Ω) → 0, for r → 0. (4.9)
Therefore, using doubling property and taking m large enough in (4.8), we find that for all  > 0 there exists
r() > 0 such that∫
Br(y)∩Ω
|u|wdx  
∫
Br(y)∩Ω
|u|wdx, for all 0 < r < r().
This is well known to imply that u vanishes of infinite order at y. Hence, using Corollary 1.4, we complete the proof
of Theorem 1.6. 
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