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Abstract— In this paper, the energy efficiency of edge 
computing platforms for IoT networks connected to a passive 
optical network (PON) is investigated. We have developed a mixed 
integer linear programming (MILP) optimization model, which 
optimizes the placement and number of the cloudlets and VMs and 
utilizes energy efficient routes with the objective of minimizing the 
total IoT network and processing power consumption. Our results 
show that the power consumption can be reduced by consolidating 
the placement of these VMs at the PON Optical Line Terminal 
(OLT) in cases where the traffic volume is still high after data 
processing, ie at low traffic reduction percentages. On the other 
hand, at high traffic reduction ratios, better power efficiency can 
be accomplished by placing VMs in lower layer nodes (relays). Our 
results indicate that utilizing PONs and serving heterogeneous 
VMs can save up to 19% of the total power. Based on the MILP 
model insights, a heuristic is developed with very comparable 
MILP-heuristic power consumption values. We considered three 
scenarios that represent different levels of homogeneous and 
heterogeneous VM CPU demands. Good agreement was observed 
between the heuristic results (17% power saving) and the MILP 
which results in 19% power saving.  
 
Index Terms—IoT; Passive Optical Networks; Virtual 
Machines; Edge Computing; Energy Efficiency 
 
I. INTRODUCTION 
As a result of the exponential growth of the Internet traffic, the 
CO2 emissions and energy consumption of information and 
communication technology (ICT) networks are undergoing a 
dramatic increase. This increase is one of the significant 
challenges that may hinder the expansion of the Internet. 
Moreover, ICT generates an estimated 2% of the global CO2 
emissions [1]. Consequently, more attention must be given to 
improving energy efficiency and sustainability of the Internet 
and the ICT industries. 
IoT represents a major evolution in legacy data communication. 
It is predicted that there will be 75 billion IoT interconnected 
devices by 2025 [2]. This growing level of connected devices 
has paved the way for futuristic smart applications in 
healthcare, agriculture, transportation, manufacturing, smart 
homes and machine-to-machine (M2M) communications [3], 
[4]. There are, however, many key challenges such as 
reliability, security, interoperability and scalability [5]. In 
addition, one of the main challenges that must be confronted by 
 
Manuscript received xxxx; revised xxxx; accepted xxxx. Date of publication 
xxxx; date of current version xxxx. This work was supported by the Engineering 
and Physical Sciences Research Council (EPSRC), INTERNET 
(EP/H040536/1), STAR (EP/K016873/1) and TOWS (EP/S016570/1) projects. 
Zaineb T. Al-Azez, Ahmed Q. Lawey, Taisir E.H. El-Gorashi, Jaafar M.H. 
IoT architects is the energy efficiency and greening the 
networks [6], which is currently garnering attention in both the 
academic and the industrial arenas. IoT is also expected to 
benefit from the wide spectrum of proposed energy efficient 
network solutions. Cloud computing was investigated as one of 
the solutions that can improve the utility of IoT by storing and 
processing the IoT generated data. The energy efficiency of 
cloud data centres was investigated in [7]-[11]. Virtualization 
can help improve resource sharing in IoT networks and in the 
supporting data centres and networks, and this was evaluated in 
[12]-[14]. IoT nodes are typically connected to the access layer 
of the network [14] and therefore the energy efficiency of this 
layer as well as that of the metro and the core network have to 
be improved to improve the overall energy efficiency of the 
IoT-to-cloud or IoT-to-edge processing architectures. Attention 
was given to the energy efficiency of different network 
segments [15]-[21], to the use of renewable energy in these 
networks to reduce CO2 [22] and to different energy efficient 
transmission strategies [23], [24]. IoT nodes can generate large 
amounts of data and therefore these big data networks have to 
be optimized to improve their energy efficiency given data 
processing and networking power consumption, and these were 
evaluated in [25]-[28]. The exceptional amount of data 
generated by IoT objects is currently estimated at 2.3 trillion 
gigabytes of data every day [3]. 
Serious concerns have been raised about the cost of the energy 
needed to transport such huge data through the Internet so that 
it is accessible by anyone anywhere. The connection between 
the IoT objects and the Internet is facilitated by access 
networks. One of the most favourable access networks in terms 
of high bandwidth, long access distance and power 
consumption is passive optical networks (PON). 
Energy constraints are a dominant trait of most IoT end nodes. 
Many of the IoT implementations use wireless for connectivity. 
The IoT wireless modules are well known for their hunger for 
energy. Therefore, processing and computation offloading to 
the edge of the network is a key method to save energy [3], [29]. 
Edge computing is proposed to assist in tackling the 
computational resource poverty of IoT objects. Some of 
previous studies and research efforts have considered 
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addressing some issues such as power consumption, cost and 
bandwidth in IoT and PON architectures. The authors of [30] 
proposed a dynamic bandwidth allocation scheme for 
converged 5G mobile fronthall and IoT networks on TDM-
PON. They proposed this scheme to address some technical 
issues regarding uplink bandwidth management. The work 
introduced in [31] proposed the implementation of monitoring 
and control systems in hospice environment through the use of 
wireless sensors and actuators modules and through the storage 
of the data in the cloud within a hospital. The authors of [31] 
proposed the integration of cloud networking with wiFi and 
ZigBee to realize a Wireless Hospital Digital Interface (WHDI). 
The authors of [32] improved cost and power consumption 
figures of the introduced access network by introducing a novel 
network architecture. The proposed architecture conquers the 
limitations of both long-reach PONs and mobile backhauling 
schemes. The enhanced architecture is based on adaptive ultra-
long reach links to bypass the Metropolitan Area Network on 
the core side, in addition to the use of a low cost and low power 
consumption technology (short-range XPON, wireless) at the 
end user side. In order to enhance performance, open access 
networking models and Software Defined Networking (SDN) 
principles support network virtualization and efficient resource 
management. In [33], the authors considered some potential IoT 
access network technologies and examined these technologies 
over a range of traffic levels in term of power efficiency. The 
authors of [33] showed that the use of wiFi with PON backhaul, 
4G wireless (LTE) access and also GPON access is the most 
energy efficient access architecture for different IoT traffic 
levels. 
In this paper, we design a framework for an energy efficient 
edge computing platform for IoT supported by a PON. In this 
paper, we expand our brief initial work proposed in [34] and 
provide a full MILP optimization model whose details are given 
here for the first time. In addition, we expand the work in [34] 
by developing a heuristic algorithm that mimics, in real time, 
the behavior of the MILP model introduced.  
The remainder of this paper is organized as follows. In Section 
II, we describe our energy efficient MILP optimization model. 
Section III discusses the MILP model results, Section IV 
presents the heuristic and Section V discusses the heuristic 
results. Finally, in Section VI we give our conclusions. 
II. MILP FOR ENERGY EFFICIENT PON-IOT NETWORKS  
Our MILP model considers the architecture shown in Figure 
1. In this architecture, the upper core network receives the 
aggregated processed traffic from two separate IoT networks 
through a PON. In our framework, each IoT network consists 
of four layers. IoT objects represent the first layer while relay 
elements represent the second layer. Relay elements aggregate 
the traffic from the IoT objects. The traffic from the relay 
elements is aggregated by a single coordinator element in the 
third layer. A single gateway element is hosted by the last layer 
in the IoT network. The coordinator traffic is aggregated by this 
single gateway element and uploaded to the access network 
(PON). In our framework, the PON access network is made up 
of two layers. Two ONU entities are hosted by the first layer 
(ONU layer) while OLT layer consists of a single OLT entity. 
The task of PON access network is to aggregate the traffic from 
the IoT network and upload it to the core network.  
In our architecture, the entities in PON access network layers 
and the elements in the three upper layers in each IoT network 
are allowed to host VMs. These VMs are capable of processing 
the aggregated traffic. We considered different applications by 
modelling different types of VMs. Only one VM type is 
requested by each IoT object. Useful information is generated 
by VMs through reducing traffic at different traffic reduction 
percentages. This traffic reduction is done by the VMs by 
processing the incoming raw data. 
 
 
Figure 1. The PON-IoT architecture evaluated 
 
Minimizing the total power consumption is the objective of our 
proposed MILP. The total power consumption consists of two 
basic components. Firstly, the power consumption due to traffic 
through all layers of the proposed architecture. Secondly, the 
power consumption due to processing by VMS in all possible 
hosting layers. The MILP power minimization is has to observe 
some constraints. These constraints consider cloudlet 
placement, the optimal placement of VMs, managing traffic 
direction and the traffic flow conservation for unprocessed and 
processed IoT traffic. Regarding the proposed MILP notations, 
we have used superscripts to index the variables and the 
parameters while we have used subscripts as indices of these 
variables and parameters. Table I defines the parameters used 
in the MILP model: 
 
Table I List of parameters and their definitions 
Notation Description  𝑂 Set of IoT objects 𝑅 Set of relays 𝐶 Set of coordinators 
𝐺 Set of gateways 𝑂𝑁𝑈 Set of ONUs 𝑂𝐿𝑇 Set of OLTs 𝑇𝑁 Set of all IoT network nodes (𝑇𝑁 = 	𝑂 ∪ 𝑅	 ∪𝐶	 ∪ 𝐺	 ∪ 𝑂𝑁𝑈	 ∪ 𝑂𝐿𝑇) 𝑁, Set of neighbours of node 𝑥 (𝑁,, 𝑥 ∈ 𝑇𝑁)      𝐶𝑁 Set of candidate nodes for the cloudlet 
placement (𝐶𝑁 = 	𝑅	 ∪ 𝐶	 ∪ 𝐺	 ∪ 𝑂𝑁𝑈	 ∪𝑂𝐿𝑇) 𝑉𝑀 Set of virtual machine types 𝜆45678 Un-processed traffic from the IoT object 𝑜 to 
the virtual machine 𝑣, in kbps 𝑑,< Distance between the node pair (𝑥,𝑦) in the IoT 
network, in meters 𝜖 Transmission amplifier power coefficient, in 
joule/(bit.m2) 𝐸48 IoT object energy per bit for transmission, in 
joule/bit 𝐸@8 Relay energy per bit for transmission, in 
joule/bit 𝐸@@ Relay energy per bit for receiving, in joule/bit 𝐸A8 Coordinator energy per bit for transmission, in 
joule/bit 𝐸A@ Coordinator energy per bit for receiving, in 
joule/bit 𝐸B@ Gateway energy per bit for receiving, in 
joule/bit 𝐸B8 Gateway energy per bit for transmitting, in 
joule/bit 𝐸6 ONU energy per bit, in joule/bit 𝐸C OLT energy per bit, in joule/bit 𝑊5A Normalized workload of the virtual machine 𝑣 
in cloudlet 𝑐 𝑅𝑀𝑃 Maximum processing power consumption at 
relay elements 𝐶𝑀𝑃 Maximum processing power consumption at 
coordinator elements 𝐺𝑀𝑃 Maximum processing power consumption at 
gateway elements 𝑈𝑀𝑃 Maximum processing power consumption at 
ONU entities 𝐿𝑀𝑃 Maximum processing power consumption at 
OLT entities 𝛾, 𝛽 Large enough numbers 𝐹 Traffic reduction factor 𝐴 Networking elements scaling factor 
 
 
 
 
 
Table II List of variables and their definitions 
Notation Description 	𝜆45A678 Un-processed traffic from the IoT object 𝑜 to 
the virtual machine 𝑣 placed at the cloudlet 𝑐 	𝜆4A678 Un-processed traffic from IoT object 𝑜 to 
cloudlet 𝑐 placed in the candidate networking 
element  𝜆KLMNOPQ  Un-processed traffic from the IoT object 𝑜 to 
cloudlet 𝑐 placed in the candidate networking 
element passing through the link between the 
nodes pair (𝑥,𝑦) 	𝜆,<678 Un-processed traffic between the nodes pair (𝑥,𝑦) 	𝜆,<78  Processed traffic between the nodes pair (𝑥,𝑦) 	𝜆AC78 Processed traffic from cloudlet 𝑐 placed in the 
candidate networking element to the OLT 𝑙 𝜆AC,<78  Processed traffic from cloudlet 𝑐 placed in the 
candidate networking element to the OLT 𝑙 
passing through the link between the nodes pair (𝑥,𝑦) 𝐼5A 𝐼5A = 1 if the virtual machine 𝑣 is placed in the 
cloudlet 𝑐, otherwise 𝐼5A = 0 𝐻A 𝐻A = 1 if a cloudlet 𝑐 is built at the candidate 
networking element, otherwise 𝐻A = 0 𝑇𝑊A Total normalized workload of the cloudlet 𝑐 
built at candidate networking element  𝑃𝐶@7 Total processing induced power consumption 
of the relays  𝑃𝐶A7 Total processing induced power consumption 
of the coordinators  𝑃𝐶B7 Total processing induced power consumption 
of the gateways  𝑃𝐶67 Total processing induced power consumption 
of the ONUs 𝑃𝐶C7 Total processing induced power consumption 
of the OLTs 𝑃𝐶48@ Total traffic induced power consumption of the 
IoT objects  
𝑃𝐶@8@ Total traffic induced power consumption of the 
relays  𝑃𝐶A8@ Total traffic induced power consumption of the 
coordinators  𝑃𝐶B8@ Total traffic induced power consumption of the 
gateways 𝑃𝐶68@ Total traffic induced power consumption of the 
ONUs 𝑃𝐶C8@ Total traffic induced power consumption of the 
OLTs 
 
 
The total IoT processing induced power consumption is 
composed of: 
 
1) The processing induced power consumption of each 
relay: 𝑃𝐶@7 = 	𝑇𝑊A ∙ 𝑅𝑀𝑃	 ∀𝑐 ∈ 𝑅 (1) 
2) The processing induced power consumption of each 
coordinator: 𝑃𝐶A7 = 𝑇𝑊A 	 ∙ 	𝐶𝑀𝑃	 ∀𝑐 ∈ 𝐶 (2) 
3) The processing induced power consumption of each 
gateway: 𝑃𝐶B7 = 	𝑇𝑊A 	 ∙ 	𝐺𝑀𝑃 ∀𝑐 ∈ 𝐺 (3) 
4) The processing induced power consumption of each 
ONU: 𝑃𝐶67 = 𝑇𝑊A 	 ∙ 	𝑈𝑀𝑃	 ∀𝑐 ∈ 𝑂𝑁𝑈 (4) 
5) The processing induced power consumption of the 
OLT: 𝑃𝐶C7 = 	𝑇𝑊A 	 ∙ 	𝐿𝑀𝑃 ∀𝑐 ∈ 𝑂𝐿𝑇 (5) 
The processing induced power consumption of all 
processing elements in our proposed network (relays, 
coordinators, gateways, ONUs and OLT) are evaluated in 
equations (1) to (5). The processing induced power 
consumption of each element is a function of its CPU 
maximum power and total normalized workload 
utilization of the cloudlet placed in the element. 
The total IoT traffic induced power consumption is 
composed of: 
1) The traffic induced power consumption of each IoT 
object : 𝑃𝐶48@ = 	 𝜆,<678 ∙ 𝐸48 + 	𝜖 ∙ 	𝑑,<[<∈\  ∀	𝑥 ∈ 𝑂 
(6) 
 
2) The traffic induced power consumption of each relay: 
𝑃𝐶@8@= 𝜆,<678 + 		𝜆,<78<∈\∪]:<_,	∙ 𝐸@8 + 			𝜖 ∙ 	𝑑,<[+ 𝜆<,678 + 		𝜆<,78 ∙ 	𝐸@@<∈`∪\:<_,  ∀	𝑥 ∈ 𝑅 
 
 
        (7) 
3) The traffic induced power consumption of each 
coordinator: 𝑃𝐶A8@ = 	 𝜆,<678 + 		𝜆,<78 . 𝐸A8 + 	𝜖. 𝑑,<[<	∈	b + 𝜆<,678 + 		𝜆<,78<	∈	\ . 𝐸A@	 ∀	𝑥	 ∈ 	𝐶 
 
 
(8) 
4) The traffic induced power consumption of each 
gateway: 𝑃𝐶B8@ = 𝜆,<678 + 		𝜆,<78 ∙ 𝐸B8<	∈	`cd + 𝜆<,678 + 		𝜆<,78<	∈	]∙ 𝐸B@			 
 ∀	𝑥	 ∈ 	𝐺 
 
 
 
 
(9) 
5) The traffic induced power consumption of each ONU: 𝑃𝐶68@ = 	 𝜆,<678 + 		𝜆,<78 ∙ 𝐸6<	∈	`ef + 𝜆<,678 + 		𝜆<,78<	∈	b∙ 𝐸6				 ∀	𝑥	 ∈ 	𝑂𝑁𝑈 
 
 
 
(10) 
6) The traffic induced power consumption of the OLT: 	𝑃𝐶C8@ = 𝜆<,678 + 		𝜆<,78 ∙ 𝐸C<∈`cd 	 ∀	𝑥 ∈ 𝑂𝐿𝑇 
(11) 
Traffic induced power consumption components of our 
proposed network are represented by equations (6) to (11). 
The general structure of these equations is based on radio 
energy dissipation equation (Friis free-space equation) 
used in [35]. These equations are comprised of two basic 
parts the sending part and receiving part. Both parts are 
based on bit rate times the propagation energy per bit. 
Equation (6) represents the traffic induced power 
consumption of the IoT objects. This equation considers 
the sending traffic only because the traffic received by the 
IoT objects is considered in this model as signalling 
messages with small data size that can be ignored. On the 
other hand, equation (11) considers only the receiving 
traffic induced power consumption of OLT as the OLT 
layer is the highest layer in the model.  
 
 
 
 
Objective: Minimize 𝑃𝐶@7	A∈\ + 	 𝑃𝐶A7A∈] + 		 𝑃𝐶B7A∈b+	 𝑃𝐶67∀A∈`cd+	 𝑃𝐶C7∀A∈`ef + 	 𝑃𝐶48@,∈`+ 𝐴∙ 	𝑃𝐶@8@,∈\ +	 𝑃𝐶A8@,	∈	]+ 𝑃𝐶68@,	∈	`cd+	 	𝑃𝐶C8@,∈`ef+ 𝑃𝐶B8@	,	∈	b 	 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(12) 
The model objective is to minimize the PON and IoT 
network power consumption due to traffic processing and 
aggregation as presented in equation (12). The scaling 
factor A is introduced to examine the case where the 
traffic induced power consumption in the networking 
elements is comparable to their processing induced power 
consumption. 
 
 
Subject to: 
1) IoT network un-processed traffic constraints 𝜆45A678∀	A	∈]c = 	 𝜆45678 ∀	𝑜	 ∈ 𝑂, ∀	𝑣	 ∈ 𝑉𝑀 
 
 
(13) 
𝜆4A678 = 𝜆45A678∀	5	∈	gh  ∀	𝑜	 ∈ 𝑂, ∀𝑐	 ∈ 𝐶𝑁 
 
 
(14) 
𝜆4A,<678<∈ci	 − 	 𝜆4A<,678<∈ci	= 	 		 𝜆4A678										𝑖𝑓	𝑥 = 𝑜−𝜆4A678									𝑖𝑓	𝑥 = 𝑐		0													𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒	  ∀	𝑜	 ∈ 𝑂, ∀𝑐	 ∈ 𝐶𝑁, ∀𝑥	 ∈ 𝑇𝑁 
 
 
 
 
 
(15) 
𝜆,<678 = 	 	4	∈	`A	∈	]c 𝜆4A,<678  ∀	𝑥	 ∈ 𝑇𝑁, ∀𝑦	 ∈ 	𝑁, 
 
(16) 
Constraint (13) distributes the unprocessed traffic from 
IoT objects (o) over a number of VM (v) instances that are 
hosted in different mini cloudlets (c). It ensures that the 
total un-processed traffic flows from the IoT object (o) to 
all VM (v) instances in different mini cloudlets (c) equals 
to the traffic between that object (o) and the VM (v). 
Constraint (14) calculates the traffic flowing from IoT 
objects to each networking element. It ensures that the 
total un-processed traffic from the IoT object 𝑜 to all the 
virtual machines 𝑣 placed in cloudlet 𝑐 is equal to the un-
processed traffic from the object 𝑜 to cloudlet 𝑐 placed in 
candidate networking element. Constraint (15) represents 
the flow conservation for the un-processed traffic from the 
IoT object	𝑜 to cloudlet 𝑐 located in candidate networking 
element. It ensures that the total un-processed outgoing 
traffic is equal to the total un-processed incoming traffic 
for each IoT node except for the source and the 
destination. Constraint (16) represents the total 
unprocessed traffic between any IoT node pair	(𝑥,𝑦). 
2) IoT network processed traffic constraints 
 𝜆AC78 =	∀C∈`ef:A	∉`ef 𝐹 ∙ 𝜆4A678∀	4	∈	`  ∀	𝑐	 ∈ 	𝐶𝑁 
 
 
(17) 
		 𝜆AC,<78<∈ci∩]c	 − 	 𝜆AC<,78<∈ci∩]c	 		= 	 𝜆AC78												𝑖𝑓	𝑥 = 𝑐−𝜆AC78										𝑖𝑓	𝑥 = 𝑙				0															𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 ∀	𝑐	 ∈ 𝐶𝑁, ∀𝑙	 ∈ 𝑂𝐿𝑇, ∀𝑥	 ∈ 𝐶𝑁: 𝑐	 ≠ 𝑙 
 
 
 
 
 
 
(18) 
𝜆,<78 = 	 𝜆LvMN78 	C	∈`ef:A_CA	∈]c  ∀	𝑥	 ∈ 𝐶𝑁, ∀𝑦	 ∈ 	𝑁, ∩ 𝐶𝑁 
 
(19) 
Constraint (17) calculates the reduced traffic flowing 
from the candidate networking element hosted in cloudlet 𝑐 to the OLT 	𝑙. Constraint (18) represents the flow 
conservation for the processed traffic from the candidate 
networking element hosted cloudlet 𝑐 to the OLT 	𝑙. It 
ensures that the total processed outgoing traffic is equal to 
the total processed incoming traffic for each IoT and PON 
node except for the source and the destination. Constraint 
(19) represents the total processed traffic between any IoT 
and PON node pair	(𝑥,𝑦). 
3) Virtual machine placement and workload constraints 𝜆45A6784	∈` 	≥ 		 𝐼5A	 ∀	𝑣	 ∈ 𝑉𝑀, ∀𝑐	 ∈ 𝐶𝑁 
 
(20) 
𝜆45A678				4	∈` 	≤ 			𝛽 ∙ 	 𝐼5A ∀	𝑣	 ∈ 𝑉𝑀, ∀𝑐	 ∈ 𝐶𝑁 
 
(21) 
𝐼5A5	∈gh 	≥ 		𝐻A ∀	𝑐	 ∈ 𝐶𝑁 
 
(22) 
𝐼5A5	∈gh 	≤ 	𝛾	. 𝐻A ∀	𝑐	 ∈ 𝐶𝑁 
 
(23) 
𝑇𝑊A = 	 𝑊5A ∙ 	 𝐼5A5	∈	gh  ∀	𝑐	 ∈ 𝐶𝑁 
(24) 
Constraints (20) and (21) place the virtual machine 𝑣 in 
the cloudlet 𝑐 if the cloudlet 𝑐 is serving some IoT object 
requests for this virtual machine. 𝛽 is a large enough 
number with units of bps to ensure that 𝐼5A= 1 when 𝜆45A6784	∈`  is greater than zero, otherwise 𝐼5A= 0. 
Constraints (22) and (23) build a cloudlet 𝑐 in the 
candidate networking element if this networking element 
is chosen to host at least one virtual machine	𝑣, where 𝛾 is 
a large enough unitless number to ensure that 𝐻A= 1 if 𝐼5A5	∈gh  is greater than zero, otherwise 𝐻A=0. Constraint 
(24) calculates the total normalized workload of each built 
cloudlet	𝑐. 
III. MILP EVALUATION AND RESULTS 
In our evaluation, two IoT networks were considered, 
supported a PON network. The scenario has in each IoT 
network: 50 IoT objects, 25 relays, one gateway and a 
single coordinator. The PON OLT supports two ONUs 
and each IoT network is connected to an ONU. Figure 2 
shows a 30 m × 30 m area which contains the components 
of each IoT network, namely the IoT objects, relays and 
coordinator, with 100m separating the gateway from the 
coordinator. The IoT objects are distributed in the 30 m × 
30 m space randomly and uniformly, while the relays are 
separated by 6 m in a deterministic and uniform fashion as 
shown in Figure 2. Communication in the IoT network 
uses the Zigbee protocol which supports the IoT devices. 
A Gigabit Ethernet link is used to connect the gateway to 
the ONU. The ONU to OLT fibre link is part of the PON 
architecture. In our study we only consider the uplink 
direction as most of the IoT traffic is carried in this 
direction. As such, we also consider a setup where traffic 
does not pass from an IoT network to another IoT network 
through the OLT. We consider in our model the power 
consumption in the PON modules (ONUs and OLT) due 
to the traffic flowing in the network. We also consider the 
power consumption of the IoT network components 
attributable to transmitters, receivers and power amplifiers 
which compensate for the propagation losses incorporated 
in our models [36]. 
 
Table III summarizes the parameters used in the model. 
In terms of power consumption, two parts are considered 
for each network element in the proposed network; 
namely the communication and processing parts. The 
specifications of communication part used in objects, 
relays and coordinator are based on [37] while we used 
Cisco 910 industrial router [38] for the communication 
part of the gateway. In addition we used FTE7502 EPON 
ONU [39] and FSU7100 EPON OLT [40] as the ONU and 
OLT elements in the proposed network. The relays, 
coordinator, gateway, ONU and OLT elements are 
equipped with Intel Atom Z510 CPU [41] used for 
processing. We have considered a range of traffic 
reduction percentages after processing in order to 
investigate different impacts of processing applications. 
 
 
Figure 2 IoT objects and the distribution of relays  
 
Table III List of input parameters 
Parameter Name Value 
Traffic sent from IoT object to a VM 
type (𝜆45678) 5 kbps [42] 
CPU maximum power consumption 
(RMP, CMP, GMP) 
4.64 W[41] 
Number of CPUs used in a relay, 
coordinator, gateway, ONU and OLT. 
1, 2, 4, 4, 10 
IoT object, relay and coordinator 
transmitting energy per bit 	
(𝐸48, 𝐸@8, 𝐸A8) 50 nJ/bit [37] 
Relay and coordinator receiving energy 
per bit (𝐸4@, 𝐸@@, 𝐸A@) 50 nJ/bit [37] 
Gateway receiving energy per bit (𝐸B@) 60 µJ/bit [38] 
Gateway sending energy per bit (𝐸B8) 15 nJ/bit [38] 
ONU energy per bit (𝐸6) 7.5 nJ/bit [40] 
OLT energy per bit (𝐸C) 225.6 pJ/bit [40] 
Transmission amplifier power 
coefficient (𝜖) 255 pJ/(bit.𝑚[)	[37] 
VM type 1 normalized workload in 
relay, coordinator, gateway, ONU and 
OLT elements (𝑊zA) 
0.1, 0.05, 0.025, 
0.025, 0.01 [43] 
VM type 2 normalized workload in 
relay, coordinator, gateway, ONU and 
OLT elements (𝑊[A) 
0.2, 0.1, 0.05, 
0.05, 0.02 [43] 
VM type 3 normalized workload in 
relay, coordinator, gateway, ONU and 
OLT elements (𝑊{A) 
0.3, 0.15, 0.075, 
0.075, 0.03 [43] 
VM type 4 normalized workload in 
relay, coordinator, gateway, ONU and 
OLT elements (𝑊|A) 
0.4, 0.2, 0.1, 0.1, 
0.04 [43] 
Traffic reduction percentage (F) {10, 30, 50, 70, 
90}% 
Distance between node pair (x, y) in the 
IoT network, in meters (𝑑,<) Within  30 m ´ 30 m [44] 𝛾, 𝛽, 𝐴 50, 10000000 
bps, 5 
 
In our evaluation three scenarios were considered. In the 
first scenario four VM types were considered 
characterized by heterogeneous VM CPU demands that 
range from 10% CPU utilization to 40% CPU utilization. 
Homogeneous, 40%, CPU requirements were considered 
in the second scenario which has four VM types. In the 
third scenario, a setup similar to that of Scenario 2 was 
considered where there are four VM types, all 
homogeneous, and require 40% of the CPU. In the third 
scenario however there is access to the OLT which has a 
CPU. The OLT CPU has a lower energy efficiency, 
(requiring 9.28W), but has similar processing capabilities. 
These scenarios make it possible to evaluate our 
framework at different equipment energy efficiency levels 
and different CPU demands. The power consumption due 
to processing, the power consumption due to traffic and 
the total power consumption are shown in Figures 3, 4 and 
5. The optimum placement of VMs in the three scenarios 
are shown in Figures 6, 7 and 8. In Scenario 1, 
heterogeneous VMs are considered. This scenario is able 
to place some of the VMs (at 10% traffic reduction) in the 
OLT as shown in Figure 6. It results in the lowest 
processing power consumption among the three scenarios. 
The low power consumption in this scenario is due to the 
reduction in the total number of VMs needed. Placing 
VMs in the OLT, whenever they fit, allows the VMs to be 
shared thus reducing the total number of VMs needed and 
hence reducing the power consumption. Note that VM 
placement in any other layer leads to VM duplication as 
traffic is not allowed to pass between the IoT networks due 
to the limited downlink capacity as discussed earlier.  
In Scenario 2 the OLT hosts more VMs (10% traffic 
reduction case, Figure 7) due to the homogeneous CPU 
utilization in this case. Despite this, Scenario 2 however 
has higher CPU power consumption in comparison with 
Scenario 1. This is attributed to the fact that the collection 
of VMs in Scenario 2 consume higher power at the 10% 
traffic reduction compared to Scenario 1 as shown in 
Figure 3. 
Examining Figure 3 shows that Scenario 3 has the 
highest CPU power consumption at the low (10%) traffic 
reduction percentage. Observe that the OLT has an energy 
inefficient CPU. This results in the VMs being placed at 
the lower layers as can be seen in Figure 8 (10% case).  
It should be noted that at high traffic reduction ratios 
(50% - 90%), the VMs are placed in all scenarios in the 
relay layer in both IoT networks as shown in Figures 6, 7 
and 8. This choice results in the minimum power 
consumption due to traffic as the higher layers are not 
accessed.  
Scenario 1 maintains the lowest CPU power 
consumption compared to the other two scenarios as it 
considers heterogeneous VMs. The other two scenarios 
have comparable CPU power consumption (in the 30% to 
90% range in Figure 3) since both scenarios (Scenarios 2 
and 3) serve VMs that have similar CPU utilization using 
the relay elements. 
Figure 4 shows that the network power consumption is 
progressively reduced as the traffic reduction ratio 
increases. This is attributed to the smaller traffic volume 
which induces lower power consumption as the traffic 
reduction ratio increases. In this case more segments of 
the network carry the smaller, extracted knowledge, 
instead of the raw unprocessed traffic. 
In Figure 4 also note that Scenario 3 has the lowest 
power consumption attributable to traffic at the 10% 
traffic reduction ratio. Scenario 3 is able to place more 
VMs in the coordinator layer compared to the other 
scenarios, see Figures 6, 7 and 8 and the 10% traffic 
reduction case, hence more the knowledge-bearing lower-
volume traffic passes to the upper layers. It has to be noted 
however that this reduction in network power 
consumption in Scenario 3 is overwhelmed by the increase 
in CPU power consumption at low reduction percentage, 
this leading to higher overall power consumption in 
Scenario 3 compared to the other two scenarios, see Figure 
5 at the 10% traffic reduction case. In terms of traffic 
induced power consumption (at low traffic reduction ratio, 
ie 10%, see Figure 4), the next best is Scenario 1 which 
places some VMs in the lower network layers (10% case 
in Figure 6). Scenario 2 places the VMs in the OLT (10% 
case in Figure 7) which leads to the highest power 
consumption attributable to traffic (the 10% traffic 
reduction case in Figure 4). 
Furthermore, Scenario 1 results in the placement of 
more cloudlets in the relay layer compared to the other 
scenarios (70% traffic reduction case in Figures 6, 7 and 
8). This leads to a slightly higher power consumption 
attributable to traffic, see the 70% case in Figure 4. It can 
also be noted that comparable power consumption due to 
traffic is observed in Figure 4 for all scenarios at 30%, 
50% and 90% traffic reduction ratios. 
This is attributable to the VMs distribution which is 
similar in Figures 6, 7 and 8 in all these cases. This similar 
distribution results from the high traffic reduction ratios in 
these cases which lead to the placement of the VMs in the 
relay layer, ie the layer closest to the IoT objects, to 
capitalise on this reduction in traffic. Figure 5 shows that 
Scenario 1 is the most energy efficient scenario overall. It 
has the lowest power consumption attributable to 
processing, and this more than compensates for its higher 
traffic induced power consumption. As a result, Scenario 
1 has 17% and 19% total power consumption savings 
compared to Scenarios 2 and 3 respectively. 
 
 
Figure 3 Processing power consumption of the three 
scenarios 
 
Figure 4 Traffic power consumption of the three 
scenarios 
 
 
Figure 5 Total power consumption of the three 
scenarios 
 
 
Figure 6 VMs placement in different cloudlets (cl) in 
Scenario 1 
 
 
Figure 7 VMs placement in different cloudlets (cl) in 
Scenario 2 
 
Figure 8 VMs placement in different cloudlets (cl) in 
Scenario 3 
 
IV. EEPIV HEURISTIC 
This section validates the MILP model results by presenting the 
Energy Efficient PON supported IoT Virtualization (EEPIV) 
heuristic that mimics the MILP model behavior. The pseudo 
code of the EEPIV heuristic is presented in Figure 9. The 
heuristic shown in Figure 9 covers all the scenarios of our MILP 
model as implementing these scenarios relies on changing the 
input parameters not the constraints that the model is subject to.  
The heuristic calculates the total power consumption (TPC) 
of the network according the optimum place and the number of 
mini cloudlets that serve the IoT objects through the hosted 
VMs. Serving IoT objects by VMs is subject to the limited 
capabilities of the serving host VM in each cloudlet as below: 
i. There should be sufficient processor capacity in each 
candidate cloudlet to accommodate the hosted VM 
workload. 
ii. The intended VM 𝑣 that is requested by IoT object 𝑜 
in each network should not have been hosted by any 
other cloudlet in this network before. 
If all the serving constraints above are met, then the heuristic 
hosts the intended VM in the candidate cloudlet to satisfy the 
IoT object request and sets the binary indicator 𝐹A5 accordingly. 
The total workload of each hosted cloudlet in the candidate 
place is calculated depending on the binary indicator	𝐹A5. 
Since the processing induced power consumption of each 
processing element is a function of the total workload of the 
cloudlet, the heuristic calculates the processing induced power 
consumption of all the processing elements in the proposed 
network (relays, coordinators, gateways, ONUs and OLT) as 
shown in steps 11 to 35 in Figure 9. The end-to-end traffic 
generated by the IoT objects’ requests is next calculated by the 
heuristic. The traffic passes through two stages: the first stage 
flows from the generator (IoT object) to the destined VM in the 
hosting cloudlet which is represented by 𝜆4A678 (unprocessed 
traffic). The second stage comes after the processing stage. In 
this stage, the processed traffic 𝜆AC78 (reduced traffic) flows from 
the cloudlet to the last layer in the network which is represented 
in our proposed network by the OLT layer. The intermediate 
traffic between each node pair in the network is calculated by 
the heuristic model based on the end to end traffic. The heuristic 
routes the traffic through these intermediate nodes from the 
source to the destination using a minimum hop algorithm to 
reduce the traffic induced power consumption. Finally, the 
heuristic calculates the total power consumption	𝑇𝑃𝐶 by 
summing all the processing and traffic induced power 
consumption of all nodes.  
 
Inputs: 𝐕𝐌 = 	 𝟏…𝑵𝑽𝑴  
              𝑪𝑵 = 	 𝟏…𝑵𝑪𝑵  
                𝑶 = 	 𝟏…𝑵𝑶  
                𝑹 = 	 𝟏…𝑵𝑹  
                𝑪 = 	 𝟏…𝑵𝑪  
                𝑮 = 	 𝟏…𝑵𝑮  
          𝑶𝑵𝑼 = 	 𝟏…𝑵𝑶𝑵𝑼  
           𝑶𝑳𝑻 = 	 𝟏…𝑵𝑶𝑳𝑻  
Output: No. of Served Objects  
               Total Power Consumption (TPC) 
1.        For each candidate cloudlet that can host a 
required VM  c	 ∈ 𝐶𝑁 Do 
2.          For each Virtual Machine required by an object 𝑣	 ∈ 𝑉𝑀 Do 
3.               If  𝑈45 	> 0 Then 
4.                   If all serving constraints are met Then 
5.                       𝐹A5 𝑐, 𝑣 = 1 
6.                       Calculate the workload of the hosting 
cloudlet 𝑇𝐶𝑊𝑐   
                           without considering the number of 
served IoT objects 
7.                   End If 
8.              End If         
9.         End For       
10.     End For         
11.      For Each relay (𝑟	 ∈ 𝑅) Do 
12.         If the hosting cloudlet is placed in relay layer 
R			𝑐 ∈ 𝐶𝑁 Do 
13.                  Calculate R_PPC 
14.          End If  
15.      End For 
16.       For Each coordinator (𝑐	 ∈ 𝐶) Do                    
17.          If the hosting cloudlet is placed in coordinator 
layer C	𝑐 ∈ 𝐶𝑁 Do 
18.              Calculate C_PPC 
19.          End If     
20.       End For   
21.       For each gateway (𝑔	 ∈ 𝐺) Do 
22.           If the hosting cloudlet is placed in gateway 
layer  𝑐 ∈ 𝐶𝑁 Do 
23.                Calculate G_PPC 
24.           End If 
25.       End For 
26.       For each ONU (𝑢	 ∈ 𝑂𝑁𝑈) 
27.            If the hosting cloudlet is placed in ONU layer  𝑐 ∈ 𝐶𝑁 Do  
      28.                Calculate 𝑃𝐶67 
      29.            End If  
      30.       End For 
      31.       For each OLT (𝑙	 ∈ 𝑂𝐿𝑇) 
      32.              If the hosting cloudlet is placed in OLT layer  𝑐 ∈ 𝐶𝑁 Do 
      33.                   Calculate 𝑃𝐶67 
      34.              End If 
      35.       End For 
36.       For each IoT object served by a cloudlet  𝑜	 ∈ 𝑂 
Do 
37.          For each hosting cloudlet			𝑐 ∈ 𝐶𝑁 Do         
38.                 Calculate end to end traffic that flows from 
each object to the 
                      cloudlet that serves this object      
39.          End For     
40.        End For   
41.       For Each hosting cloudlet 𝑐 ∈ 𝐶𝑁 Do         
42.            For Each OLT (𝑙	 ∈ 𝑂𝐿𝑇) Do 
43.                  Calculate the end to end reduced traffic 
from the cloudlet to  
                        the OLT 
44.            End For 
45.       End For 
46.       For each IoT object   𝑜	 ∈ 𝑂 Do 
47.               Calculate TO_tr 
48.       End For 
49.       For each relay (𝑟	 ∈ 𝑅) 
50.              Calculate 𝑇𝑅_𝑡𝑟 based on minimum hop path 
between node  
                    pair (x,y) 
51.        End For 
52.        For each coordinator (𝑐	 ∈ 𝐶) 
53.                Calculate 𝑇𝐶_𝑡𝑟 based on minimum hop 
path between node  
                     pair (x,y) 
54.       End For 
55.       For each gateway (𝑔	 ∈ 𝐺) 
56.              Calculate 𝑇𝐺_𝑡𝑟 based on minimum hop path 
between node  
                    pair (x,y) 
57.       End For 
58.       For each ONU (𝑢	 ∈ 𝑂𝑁𝑈) 
59.              Calculate 𝑂𝑁𝑈_𝑡𝑟 based on minimum hop 
path between node 
                    pair (x,y) 
60.       End For 
61.       For each OLT (𝑙	 ∈ 𝑂𝐿𝑇) 
62.              Calculate 𝑂𝑁𝑈_𝑡𝑟 based on minimum hop 
path between node 
                    pair (x,y) 
63.       End For 
64.                Calculate total power consumption  𝑇𝑃𝐶 = 	 𝑅_𝑃𝑃𝐶@	∈\ + 	 𝐶_𝑃𝑃𝐶A	∈] + 	 𝐺_𝑃𝑃𝐶B	∈b+ 		 𝑂𝑁𝑈_𝑃𝑃𝐶6	∈`cd + 𝑇𝑂_𝑡𝑟4	∈`+ 	 𝑇𝑅_𝑡𝑟@	∈\ + 	 𝑇𝐶_𝑡𝑟A	∈]+ 	 𝑇𝐺_𝑡𝑟B	∈b 	+ 		 𝑂𝑁𝑈_𝑡𝑟6	∈`cd 	+ 		 𝑂𝐿𝑇_𝑡𝑟C	∈`ef  
 
Figure 9 pseudo code of EEPIV heuristic 
 
 
 
V. EEPIV HEURISTIC RESULTS 
We used the same inputs in Table III for the heuristic. The 
heuristic results show close agreement with the MILP results 
comparing Figure 10 with Figure 5. 
 
 
Figure 10 Total power consumption of the three scenarios in 
the heuristic 
 
Scenarios 1 and 2 result in lower processing induced power 
consumption in MILP than in the heuristic at low reduction 
percentages (10%, Figures 3 and 11). This results from 
placing/using more VM copies in the heuristic (8 VMs) than in 
the MILP as shown in Figures 6 and 7. 
 
Figure 11 Processing power consumption of the three scenarios 
in the heuristic 
 
Scenarios 1 and 2 in heuristic result in lower traffic induced 
power consumption than in MILP at traffic reduction 
percentages of 10% (Figures 4 and 12). This results from the 
MILP placing the serving VMs in cloudlets at higher layers 
(Figures 6 and 7) while all the cloudlets in the heuristic are 
distributed throughout the lower layer (relay layer). Placing 
cloudlets in higher layers results in sending more unprocessed 
traffic (unreduced traffic) to higher layers which in turn results 
in higher traffic induced power consumption. However, all the 
scenarios in the heuristic consume higher traffic induced power 
than in the MILP for the rest of the reduction percentage values 
as a result of the different distribution of the cloudlets in the 
proposed network. Since for each cloudlet, the heuristic 
attempts to place it in the first network element that can 
accommodate this cloudlet, the heuristic placed all the cloudlets 
in the relay layer without consideration of the closeness of the 
cloudlet to the IoT objects. On other side, the MILP places the 
cloudlets in an optimum way to minimize the traffic and 
processing induced power consumed by all elements of the 
proposed network. 
 
 
Figure 12 Traffic power consumption of the three scenarios in 
the heuristic 
 
The number of cloudlets placed using the heuristic (2 cloudlets 
in Scenario 1, and 4 cloudlets in Scenarios 2 and 3 for all traffic 
reduction percentage values with 8 VMs in all scenarios) is less 
than in the MILP as one of main processes in the heuristic is bin 
packing where VMs must be packed into a finite number of bins 
(cloudlets) in a way that minimizes the number of bins used and 
hence the processing power consumption. 
 
VI.  CONCLUSIONS 
We have developed a MILP model to optimize the placement 
of processing tasks in IoT networks supported by a PON 
infrastructure in order to minimize the overall power 
consumption. The model optimizes the number and location of 
cloudlets that are created to host the VMs where the tasks are 
processed. The total power consumption is made up of the 
power consumption due to processing and the power 
consumption due to traffic routing. The IoT data is reduced in 
volume after processing which leads to lower traffic induced 
power consumption. This traffic reduction after processing 
further influences the placement of VMs at different traffic 
reduction ratios. If the traffic reduction ratio is small, our results 
indicate that the best location to place the processing, ie the 
VMs is a location that can be shared by all or the majority of 
the IoT devices. In our architecture, this location is the OLT, 
which in the case consolidates the processing offered by the 
VMs. At the other end, when the traffic reduction ratio is high, 
ie if the traffic after processing is much smaller than the traffic 
before processing, our results show that the VMs (ie the 
processing) has to be placed as close to the IoT objects as 
possible. In our architecture this is the relay layer. Our results 
indicate that a power saving of up to 19% can be obtained by 
placing the processing (VMs) at the appropriate locations in the 
given setup. We have developed a heuristic for the placement 
of VMs and routing of information. It serves two purposes. 
Firstly, the heuristic is simple and therefore enables fast 
operation. Secondly, it acts to verify the MILP where we 
observed very close agreement between the heuristic and the 
MILP. In particular, Scenario 1 has resulted in power savings 
when using the heuristic of 17% (MILP 17%) and 17% (MILP 
19%) compared to Scenarios 2 and 3. 
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