Abstract. We obtain existence and bifurcation theorems for homoclinic orbits in three-dimensional flows that are perturbations of families of planar Hamiltonian systems. The perturbations may or may not depend explicitly on time. We show how the results on periodic orbits of the preceding paper are related to the present homoclinic results, and apply them to a periodically forced Duffing equation with weak feedback.
1. Introduction. In the preceding paper we developed perturbation methods based on ideas of Melnikov [1963] that permit us to approximate Poincar6 maps for autonomous and periodically forced slowly varying oscillators, the flows of which are close to those of families of planar Hamiltonian systems. We obtained existence, stability and bifurcation results for periodic orbits in such systems. In the present paper we extend these results to deal with homoclinic orbits and show how the periodic results are related to them.
In 2 we outline the geometry of the phase space and we describe basic perturbation results. The computational tools and existence and bifurcation theorems are developed in 3 and 4, and the relationship between periodic and homoclinic orbits is discussed in 5. The example and conclusions follow in 6 and 7.
2. Structure of the phase space. As in Wiggins and Holmes 1987] we will consider systems of the form 9 =fl(X, y, z)+ egl(x y, z, t, Ix) (2.1) )-f2(x, y, z)+ eg2(x, y, z, t; Ix) or /l f(q)+ eg(q, t), , eg3(x y, z, t; Ix)
with 0< e << 1, f and g sufficiently smooth (C r, r>_-2), g periodic in with period T and Ix R k a vector of parameters. We will write g(q, t; Ix)= g(q, t) and frequently drop the explicit dependence on Ix. We make the following assumptions on the unperturbed system: (A1) For e =0, (2.1) reduces to a one-parameter family of planar Hamiltonian systems with Hamiltonian H(x, y, z): ..f f(x, y, z)= -, Ox (A2) For each value of z in some open interval J R the "planar" system (2.2) possesses a homoclinic orbit to a hyperbolic saddle point. Thus, when viewed in the full three-dimensional phase space, system (2.2) possesses a normally hyperbolic invariant one-dimensional manifold, Ar, given by the union of saddle points of the one-parameter family of planar systems. A c has two-dimensional stable and unstable manifolds (denoted by WS(Ar), WU(), respectively), such that their intersection WS(/) [,.) WU (/) dej F is made up of the union of the homoclinic orbits of the oneparameter family of planar systems. Henceforth we assume that A is connected; if not, the theory is applied separately to each connected component of Ac.
(A3) The interior of F contains a two-parameter family of periodic orbits, which we denote by q'Z(t-O) for z J and a L(z), where for each z J, L(z) is an open interval in R. We denote L(z) by (or(z) , ao(Z)) and assume that lim_ T(a, z)=, where T(a,z) denotes the period of q'Z(t-O) and that T(a,z) is a ditterentiable function of a and z with dT(a,z)/daO for (a, z) (L(z), J) .
Note that the assumptions of Wiggins and Holmes [1987] are included in the above. As before we suspend (2.1) over the space R S where S R/T is the circle of length T by defining the function b(t) t, mod T and then by T-periodicity of the gi we have g =fl(x, y, z)+ egl(x, y, z, dp; Ix), ); =f(x, y, z)+ eg2(x, y, z, (2.3) (x,y,z, For computations it is convenient to have in an explicit form. Recall from assumption (A2) that A is a one-manifold of equilibrium points for the unperturbed system such that on each z constant plane the equilibrium point of the associated planar system is hyperbolic. Since we have assumed that the unperturbed vector field is Hamiltonian, a simple computation of the eigenvalues of the linearized vector field at this point shows that O(fl,f2)/O(x, y)< 0. Thus, by the implicit function theorem, can be represented as a graph over the z variables" /={(y(z), ) y(z)=(x(z),y(z),z),f, (x,y,z) [1983] , involves mapping M into a compact space (e.g. a sphere) and smoothly extending the vector field to a neighborhood of M via the use of bump functions, the conclusions then follow from the Hirseh, gh and Shub [1977] theol. The second method is due to Kopell 1985] and involves the use of the invariant manifold theory of Fenichel [1971] . Briefly, the vector field on the boundary of M is zero, M is then peurbed in a neighborhood of its boundary via a bump function in such a manner that it becomes "overflowing" (resp. "underflowing") invariant (see Fenichel [1971] for precise definitions). The existence of the peurbed manifold and its local unstable (resp. stable) manifold then follows from the Feniehel invariant manifold theorem. Fuhermore, the modification of the vector field near the boundary of M does not affect the dynamics of our original system in the sense that, although now M and Wo(M) may depend on the specific modification, asymptotic expansions of these manifolds agree to all orders for arbitra modifications (Kopell [1985] [1969] or Guckenheimer and Holmes [1983] ) restricted to . [1985] . In 5 we will be concerned with periodic orbits limiting on F. In this situation we need to approximate perturbed solutions arbitrarily close to F by unperturbed periodic orbits so we need some kind of control on the flow on PROPOSITION 2.4. Let 3"(Zo) + (e), qb be a hyperbolic periodic orbit on and let q'Zo(t-O) be a periodic orbit of the unperturbed system with period T(a, Zo). Then there exists a perturbed orbit q'Zo( t, 0), not necessarily periodic, which can be expressed Proof. See Wiggins 1985] .
We will remark that Proposition 2.4 only allows us to approximate perturbed orbits by unperturbed orbits for one passage through a neighborhood of .T his is due to the fact that orbits take arbitrarily long to pass through the neighborhood and therefore the slightest error may be magnified greatly over the long time of passage.
Consequently for periodic orbits near F we are limited to the study of resonant orbits satisfying mT nT(a, Zo), n 1. However, since we can pick T(a, Zo) at will, and by (A3) T-> as a--> Co, rn can be arbitrarily large.
3. Existence of homoclinie orbits. We now turn our attention to the homoclinic manifold F. By Proposition 2.3, in order to approximate to 6(e) orbits in the stable and unstable manifolds of by orbits in the stable and unstable manifolds of it is necessary that there exist a point Zo J such that (3'(Zo, 4'; e), b) is a hyperbolic periodic orbit on .N ow a hyperbolic periodic orbit on will have either a three-dimensional stable manifold and a two-dimensional unstable manifold or vice versa. Thus in the four-dimensional phase space we expect the intersection to be generically one-dimensional. In measuring distances between manifolds of solutions in phase space it is only necessary to explore the directions transverse to the manifolds, so the number of measurements necessary in order to determine whether or not the manifolds intersect should be equal to the minimum codimension of the manifolds.
In our case that number is one and we expect a single (scalar) measurement to suffice. Now on the cross section Eo the hyperbolic periodic orbit for the flow, 3'(Zo, b; e ), b), corresponds to a hyperbolic fixed point, 3'(Zo) + (e), for the Poincar map P, which has either a two-dimensional stable manifold and a one-dimensional unstable manifold (Case (a) of Proposition 2.3) or a one-dimensional stable manifold and a two-dimensional unstable manifold (Case (b) of Proposition 2.3). For definiteness, in the following we assume that Case (a) holds, since the argument and conclusions for Case (b) are identical.
We develop a measure for the distance between the stable manifold WS(3'(Zo)+ tg(e)) and the unstable manifold WU(3"(Zo)+(e)) on the cross-section E. Let Co c(Zo) denote the value of c on the z Zo level that corresponds to the unperturbed homoclinic orbit on that z-level, and denote this orbit qo(t 0), where we have dropped the explicit (a, z) dependence for ease of notation.
At the point qo(-O) on the cross-section E we consider the plane H normal to the vector f(qo(-0)). There exists a unique point q(-O) in W"(3,(Zo)+(e))fqII which is "closest" to y(Zo)+ (e) in the sense of elapsed time for a solution leaving the neighborhood of y(Zo) + (e). Similarly, there exists a curve on the plane H, namely the intersection W (3'(Zo) + (e)) f') H, which is closest to 3'(Zo) + tg(e) in the sense of elapsed time. We choose the unique point q(0, 0) on this curve such that q(0, 0)-q(0, 0) is parallel to (-f2(qo(-O)), fl(qo(-O)), 0). Thus we require z(0, 0)= z]'(0, 0). We are guaranteed that such a choice of points can be made for each 0 by Proposition 2.3 which says that the local perturbed manifolds are C e-close to the local unperturbed manifolds in a neighborhood of 3'(Zo)+ O(e ), th). Thus their tangent spaces are e-close.
Outside of this neighborhood, solutions remain e-close to unperturbed solutions for finite times, hence their maximum movement in the z-direction is tg(e). See Fig. 3 . Clearly [q"(0, 0)-q(0, 0) is a measure of the distance between WS(3"(Zo)+(e)) and W"(3'(Zo)+ (e)). However, for easier computation and in order to account for the relative orientations between W (3'(Zo) + tg(e)) and W (3'(Zo) + (e)), we prefer to use the following distance measurement:
where "." is the usual vector dot product, II" is the Euclidean norm, and M(0) is defined to be the homoclinic Melnikov function.
We now develop a computable expression for M(O). Recall that geo_metrically M(0) is the lowest order term in an asymptotic expansion for the distance between the stable and unstable manifolds of a hyperbolic fixed point of a Poincar6 map. We shall derive and solve a simple differential equation for a time dependent version of M, as in the standard planar Melnikov calculation. 
Thus we have (3.13)
We note that (OH/Oz)(qo(-))=(OH/Oz)(qo(O)), since the unperturbed orbit approaches y(Zo) for t-+o, and that z'(-o, 0) and z(oo, 0) converge to the saddle point on the section E .S ee Robinson [1985] or Wiggins [1985] for a discussion of this limit process. It follows that [1983, Chapter 5] [1983] and Holmes [1986] . Also see Robinson [1983] and Gruendler [1985] . [1983, 4.5] . We remark that in the autonomous case it does not immediately follow that homoclinic orbits imply horseshoes, although that conclusion does follow for certain types of saddle-point with complex eigenvalues and in some cases with real eigenvalues (Silnikov [1965] , [1967] , [1970] , Devaney [1976] , Holmes [1980] , Sparrow [1982] Proof The proof of (1) The proof of (2) involves a straightforward modification of arguments given in Theorem 4.6.4 of Guckenheimer and Holmes [1983] . l-1 This proposition shows that the periodic Melnikov functions have a meaning on the homoclinic manifold, although the dynamical interpretations are very different.
Inside the homoclinic manifold, a simple zero of (M'/1, M/) implies the existence of an isolated periodic orbit of period m T. On the homoclinic manifold, a simple zero of M implies a hyperbolic periodic orbit, (y(Zo)+ (e), b), on and a simple zero of M1 implies a transversal intersection between the stable and unstable manifolds of (y(Zo) + (e), b). However, note that Proposition 5.1 allows us to think of M1 and M3
as functions of (a, z, 0) with 0 R, z J and a L(z) [a(z), ao(Z)], where ao(Z) is the value of a which gives an orbit on the homoclinic manifold for that particular z-value.
We end this section by remarking on the case where the system (2.1) is autonomous. In this case the limits of integration for the subharmonic Melnikov vector are -T(a, z)/2 T(a, z)/2 where T(a, z) is the period of an unperturbed orbit. In showing that the subharmonic Melnikov vector has a meaning on the homoclinic manifold in this case we take limits as a ao, z Zo, where ao is the value of a on the homoclinic manifold and Zo is a z value such that y(zo)+ (e) is a hyperbolic fixed point on /. Now we will show that the hypotheses of the homoclinic bifurcation Theorems 4.1 and 4.2 also imply the existence of nearby families of periodic orbits, which converge to the homoclinic orbits as Ix /2. 
Then, for e # 0 sufficiently small, the homoclinic bifurcation is a countable limit of subharmonic saddle-node bifurcations to higher and higher periods. Proofs. The proofs of Theorems 5.2 and 5.3 involve straightforward, though tedious, calculations with the Melnikov functions. The interested reader is referred to Wiggins 1985] for the details. These results generalize the autonomous planar homoclinic bifurcation theorems of Andronov et al. [1971] and the nonautonomous planar Melnikov [1963] methods of Greenspan and Holmes [1983] . We remark that the theorems can also be proved using the more "geometric" arguments of Silnikov 1965 Silnikov ], 1967 Silnikov ], 1970 , in which a local analysis near the hyperbolic set y is combined with a near identity global return map (cf. Guckenheimer and Holmes [1983, 6.5] ). ]
6. An example. In this section we apply the theory developed above to the equation (6.1) #=x-xa-z-e6y, i e(yx az + fl cos t), which models a single degree of freedom nonlinear oscillator subject to weak linear damping and weak feedback control (Holmes and Moon [1983] , Holmes [1983], 1985] ). If/3 0, the system is autonomous and, for sufficiently strong damping (e6) and feedback (ey) the feedback stabilizes the equilibrium position (0, 0, 0), which is a saddle-point for small ey. In Holmes 1985] local bifurcation results were obtained for a slight variant of this system and in Holmes [1983] In the second case, on the plane z (y/a)j(1 (y/a)), we obtain the expressions M=-4 + b2d2+-[sin b+ (6.13) [ ( In a!l four cases the principal value 0_-<sin-(.)_-< r/2 is to be taken. We note that, when y/a 1, so that b =0 and d 1, both (6.13) and (6.14) reduce to (6.12).
We lresent the bifurcation results that follow from these computations and Theorem 4.2, for the autonomous case, (/3 =0) in Fig. 6 (a), where we show the bifurcation sets M(, y)=0 for fixed a 1 computed from (6.12)-(6.14) using the definitions of a, b, c, d in (6.10). The linear set (6.12) 3y and the two curves from (6.13) are indicated on the figure. For/3 0 (6.14) gives curves coincident with those of (6.13) +/-. Note that as y/a 1-(where the three fixed points on Me coalesce) all three curves meet, and also that the curves for the homoclinic orbits near z +(y/a)(1-(y/a)) /2 go to infinity as y 2/3 + (where the two nontrivial fixed points reach the boundary of Me). We remark that a branch of the curve labeled (6.13)-and (6.14)-has not been shown in Fig. 6(a) since it assumes values outside the range of our graph for y values of physical interest. Figure 7 gives schematic phase portraits corresponding to parameter values labeled in Fig. 6(a) .
In the nonautonomous case (/3 # 0) we see that the effect of the nonautonomous perturbation/3 cost is to open each of these curves into a band of width (/3) (see on the boundaries of these bands with transversal intersections inside. Therefore, from Theorem 5.3 we know that the points on the boundaries of these bands are countable limits of saddle-node bifurcation points of periodic orbits to higher and higher periods. In this case, then, we have deterministic chaos for parameter values in the bands indicated in Fig. 6(b) . as studied by Greenspan and Holmes [1983] , and inspection of (6.12) shows that this is indeed the case. In this respect, we note that the gain y acts as a destabilizing influence resulting in the effective damping ((48/3)-4y) in (6.12) in comparison with the term 48/3 in the uncoupled "planar" Dufling equation. Consequently the critical force level for the appearance of transverse homoclinic orbits and chaos is crit ((46/3) 4y)x/Tr cosh () rather than 1crit--3,/----cosh These results go some way in explaining the destabilizing effect of gain observed in numerical integrations of this and similar systems by Moon (see Holmes and Moon [1983] ).
7. Conclusions. In this and the preceding paper we have developed a global perturbation theory for slowly varying oscillators that collapse to one parameter families of Hamiltonian systems in the limit e 0. As such, they typically possess two parameter (a, z) families of periodic orbits and one parameter (z) families of homoclinic orbits to hyperbolic manifolds of equilibria. The perturbation theory we have developed uses these highly degenerate structures to seek isolated periodic and homoclinic orbits for e S0, small. We have given existence, stability and codimension one bifurcation theorems for periodic orbits in resonance with an external forcing and an existence theorem for transverse homoclinic orbits in the nonautonomous case and homoclinic bifurcation theorems for both cases. The hypotheses of the theorems can be checked explicitly in examples by computations involving integration around the unperturbed closed orbits. We have illustrated such computations with examples of a nonlinear oscillator subject to weak feedback control and external forcing.
In the interests of providing detailed results and specific applications, we have chosen to limit our analyses to three-dimensional systems, but we remark that the methods generalize in a natural way to systems in which x and y are each n-dimensional and z is m-dimensional: i.e., slowly varying perturbations of m-parameter families of n-degree of freedom Hamiltonians (see Wiggins [1986] ).
