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LONGEST COMMON SUBSTRING FOR RANDOM SUBSHIFTS OF
FINITE TYPE
JE´ROˆME ROUSSEAU
Abstract. In this paper we study the behaviour of the longest common substring for ran-
dom subshifts of finite type (for dynamicists) or the longest common substring for random
sequences in random environments (for probabilists). We prove that for invariant measures
with exponential decay of correlations it is linked to the Re´nyi entropy of the stationary
measure. We emphasize that what we establish is a quenched result.
Introduction
To try and measure the similarity between sequences, one has to develop computational
tools to compare the sequences (and to optimize the algorithm) and probabilistic tools to
discern the significance of the relationship. Thus sequences comparison (and in particular
sequence alignment and sequences matching) takes its roots in computer science and proba-
bility and has applications in areas as diverse as bioinformatics, geology, linguistics or social
sciences. We refer the reader to [27, 33] for a broad introduction to sequences comparison
(with a particular attention to biology).
One particularly relevant object in DNA comparison is the longest common substring, i.e.
the longest string of DNA which appears in two (or more) strands. For example, for the
following two strands
ACAATGAGAGGATGACCTTG
TGACTGTAACTGACACAAGC
a longest common substring is ACAA (TGAC is also a longest common substring) and is of
length 4 when the total length of the strands is 20. A way to distinguish if this behaviour is
common or rare is to obtain probabilistic results which allow us to understand the statistical
significance of our comparison.
In this paper, we will concentrate on the behaviour of the length of the longest common
substring when the length of the strings grows, more precisely, for two sequences x and y, the
behaviour, when n goes to infinity, of
Mn(x, y) = max{m : xi+k = yj+k for k = 1, . . . ,m and for some 0 ≤ i, j ≤ n−m}.
For sequences drawn randomly from the same alphabet, this problem was studied by Arratia
and Waterman in [4]. More precisely, if each term of the sequences is drawn independently
2010 Mathematics Subject Classification. 60F15, 60Axx, 60K37, 37A50, 37A25, 37Hxx, 94A17.
Key words and phrases. Longest common substring, Re´nyi entropy, random dynamical systems, string
matching.
This work was partially supported by CNPq, by FCT project PTDC/MAT-PUR/28177/2017, with national
funds, and by CMUP (UID/MAT/00144/2019), which is funded by FCT with national (MCTES) and European
structural funds through the programs FEDER, under the partnership agreement PT2020.
1
2 JE´ROˆME ROUSSEAU
within some alphabet A with respect to some probability P, then they proved that for PN ⊗
PN-almost every (x, y) ∈ AN ×AN
lim
n→∞
Mn(x, y)
log n
=
2
− log p
where p =
∑
a∈A P(a)
2.
They also proved the same result for independent irreducible and aperiodic Markov chains
on a finite alphabet, and in this case p is the largest eigenvalue of the matrix [(pij)
2] (where
[pij ] is the transition matrix).
In fact, one can observe that in both case, − log p corresponds to the Re´nyi entropy of µ
defined (provided it exists) by
H2(µ) = lim
k→∞
log
∑
µ(Ck)
2
−k
where the sums are taken over all k-cylinders. Even if the existence of the Re´nyi entropy is not
known in general, it was computed in some particular cases: Bernoulli shift, Markov chains
and Gibbs measure of a Ho¨lder-continuous potential [17]. The existence was also proved for
φ-mixing measures [24], for weakly ψ-mixing processes [17] and for ψg-regular processes [1].
Generalizations of the work [4] to sequences of different lengths, different distributions,
more than two sequences, extreme value theory for sequence matching and distributional
results can be found in e.g. [5, 8, 6, 7, 18, 14, 26, 25, 11]. In a similar direction, one can also
see [13] (and references therein) where the author investigates the growth rate of the maximal
length of a repeated substring. We also refer to [31, 3, 2, 22] for relatively close problems.
Recently, in [9], the results of Arratia and Waterman were generalized to α-mixing systems
with exponential decay (or ψ-mixing with polynomial decay) and it was proved that if the
Re´nyi entropy exists then for µ⊗ µ-almost every (x, y)
lim
n→∞
Mn(x, y)
log n
=
2
H2(µ)
.
Furthermore, it was also shown that a generalization of the longest common substring
problem for dynamical systems is to study the behaviour of the shortest distance between
two orbits, that is, for a dynamical system (X,T, µ), the behaviour, when n goes to infinity,
of
mn(x, y) = min
i,j=0,...,n−1
(
d(T ix, T jy)
)
and a relation between mn and the correlation dimension of the invariant measure was proved.
It is natural to try and obtain the same type of results for random dynamical systems since
they could modeled more precisely physical phenomena. For random sequences, this could
correspond for example to a modification (e.g. a small perturbation) on the probability with
which the letters of the alphabet are drawn (i.e. random sequences in random environments).
For dynamical systems, this could correspond to adding some random noise or small pertur-
bations while iterating the same transformation, or iterating different transformations drawn
randomly within a family of transformations (see e.g. [21] for an introduction to random
dynamical systems).
In [12], the behaviour of the longest common substring of encoded sequences (and of the
shortest distance between observed orbits) were studied and a relation with the Re´nyi entropy
of the pushforward measure was proved. In particular, it allows the authors to obtain annealed
results on the shortest distance between orbits of random dynamical systems.
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Obtaining quenched results is much more delicate, in particular because generally the
random maps do not have a common invariant measure. The first family of random dynamical
systems to study and where one can hope to obtain results are random subshifts of finite
type. Indeed, good mixing properties have been proved (see e.g. [19, 10, 20, 32]) which
allows to get other statistical properties (e.g. [28, 29, 16] for the distribution of hitting
times, [15] for extreme value laws). Following this idea and the setting of these papers, we
study here the behaviour of the longest common substrings for random subshifts of finite
type (in probabilistic language, this corresponds to the longest common substring for random
sequences in random environment) and prove a link with the Re´nyi entropy of the stationary
measure.
The paper is organized as follows. In Section 1, we will define random subshifts of finite
type, explain our assumptions and give an upper bound (Theorem 1) and a lower bound
(Theorem 2 and Theorem 3) for the growth rate of the longest common substring for random
subshifts. In Section 2, we will apply our results to random Bernoulli shifts and random
Gibbs measures. The proof of the theorems will be given in Section 3.
1. Statement of the main results
We first give the definition of a random subshift of finite type. Let (Ω, θ,P) be an in-
vertible ergodic measure preserving system, set X = {1, . . . , N}N for some N ∈ N and
let σ : X → X denote the shift. Let b : Ω → {1, . . . , N} be a random variable. Let
A = {A(ω) = (aij(ω)) : ω ∈ Ω} be a random transition matrix, i.e. for any ω ∈ Ω, A(ω) is a
b(ω) × b(θω)-matrix with entries in {0, 1}, at least one non-zero entry in each row and each
column and such that ω 7→ aij(ω) is measurable for any i ∈ N and j ∈ N. For any ω ∈ Ω
define the subset of the integers Xω = {1, . . . , b(ω)} and
Eω = {x = (x0, x1, . . .) : xi ∈ Xθiω and axixi+1(θ
iω) = 1 for all i ∈ N} ⊂ X,
E = {(ω, x) : ω ∈ Ω, x ∈ Eω} ⊂ Ω×X.
We consider the random dynamical system coded by the skew-product S : E → E given by
S(ω, x) = (θω, σx). Let ν be an S-invariant probability measure with marginal P on Ω and
let (µω)ω denote its decomposition on Eω, that is, dν(ω, x) = dµω(x)dP(ω). The measures µω
are called the sample measures. Note µω(A) = 0 if A ∩Xω = ∅. We denote by µ =
∫
µω dP
the marginal of ν on X.
We emphasize that the sample measures are not invariant, however, since θ is invertible,
by σ-invariance of ν and almost everywhere uniqueness of the decomposition dν = dµω dP,
for P-almost every ω ∈ Ω,
(σi)∗µω = µθiω for all i ∈ N. (1)
For y ∈ X we denote by Cn(y) = {z ∈ X : yi = zi for all 0 ≤ i ≤ n − 1} the n-cylinder
that contains y. Set Fn0 (X) as the sigma-algebra in X generated by all the n-cylinders.
As explain in the introduction, for two sequences x, y ∈ X, we are interested in the asymp-
totic behaviour of the longest common substring, that is the behaviour of
Mn(x, y) = max{m : xi+k = yj+k for k = 1, . . . ,m and for some 0 ≤ i, j ≤ n−m}.
We will show it is linked to the Re´nyi entropy of the stationary measure µ. Thus, we define
the lower and upper Re´nyi entropies of the measure µ:
H2(µ) = lim
k→∞
log
∑
µ(Ck)
2
−k
and H2(µ) = lim
k→∞
log
∑
µ(Ck)
2
−k
,
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where the sums are taken over all k-cylinders. When the limit exists we denote by H2(µ) the
common value.
To obtain our results, we will need information on the decay of the measure of cylinders,
thus we define
h0 = lim
k→+∞
log
∫
ΩmaxCk
µω(Ck)dP
−k
where the max is taken over all k-cylinders.
We will assume the following: there is a constant a ∈ (0, 1) and a function α(g) satisfying
α(g) = ag such that for all m,n, A ∈ Fn0 (X) and B ∈ F
m
0 (X):
(I) (exponential α-mixing) the marginal measure µ satisfies∣∣µ(A ∩ σ−g−nB)− µ(A)µ(B)∣∣ ≤ α(g);
(II) (fibered exponential α-mixing)∣∣µω(A ∩ σ−g−nB)− µω(A)µθn+gω(B)∣∣ ≤ α(g)
for P-almost every ω ∈ Ω.
Now we are ready to present the first result of this section which gives an upper bound for
the growth rate of the longest common substring.
We emphasize that this is a quenched result.
Theorem 1. If 0 < H2(µ) ≤ 2h0 and if hypothesis (I) and (II) hold, then for P-almost every
ω ∈ Ω,
lim
n→∞
Mn(x, y)
log n
≤
2
H2(µ)
for µω ⊗ µω-almost every (x, y) ∈ Eω × Eω.
One can notice that in the deterministic case [9] and in the annealed case [12], no mixing
assumptions are needed to obtain the upper bound. As one can see in the proof of this
theorem, the main problem and difference with the deterministic case is that the sample
measures are not invariant which is the principal reason to use mixing to obtain the upper
bound (and the lower).
Moreover, one can observe that assuming that H2(µ) ≤ 2h0 is not a strong assumption.
Indeed, in the deterministic case this hypothesis is always satisfied (see e.g. [17] in the proof
of Theorem 1 (IV)). In the random setting, this assumption prohibits for example to have
some sample measures with an extreme behaviour (relatively with the others).
To obtain a lower bound, we will need stronger assumptions. In particular, we will require
some mixing properties for the base transformation (Ω, θ,P).
First of all, we will treat the case when (Ω, θ,P) is a ρ-mixing two-sided shift, i.e. Ω = AZ
for some alphabet A and θ is the shift and:
(III) (exponential ρ-mixing) For all n and for all ψ ∈ L2(Fn−∞(Ω)) and φ ∈ L
2(F∞0 (Ω))∣∣∣∣
∫
Ω
ψ.φ ◦ θn+g dP−
∫
Ω
ψdP
∫
Ω
φdP
∣∣∣∣ ≤ ρ(g)‖ψ‖2‖φ‖2
with ρ(n) = an (0 ≤ a < 1).
Moreover, we will need that the sample measure µω of a cylinder of size n does not depend
on all the terms of ω:
(IV) There exists a function h with h(n) = O(n) such that for P-almost every ω and every
cylinder C ∈ Fn0 (X), the function ω 7→ µω(C) belongs to L
2(F
h(n)
−h(n)(Ω)).
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One can observe that it is quite simple to check if assumption (IV) is satisfied, however this
assumption is restrictive and only enables us to work with some special family of sample
measures. Nevertheless, if the system (Ω, θ,P) satisfies some stronger mixing assumption we
will be able to work with more general families of sample measures. Thus, after the enunciate
of the next theorem we will give an alternative couple of assumptions which also allows us to
to obtain a lower bound for the growth rate of the longest common substring.
Theorem 2. If 0 < H2(µ) ≤ H2(µ) < 2h0 and if hypothesis (I), (II), (III) and (IV) hold,
then, for P-almost every ω ∈ Ω,
lim
n→∞
Mn(x, y)
log n
≥
2
H2(µ)
for µω ⊗ µω-almost every (x, y) ∈ Eω × Eω.
Moreover, if the Re´nyi entropy exists, we get for P-almost every ω ∈ Ω,
lim
n→∞
Mn(x, y)
log n
=
2
H2(µ)
for µω ⊗ µω-almost every (x, y) ∈ Eω × Eω.
In Section 2.1, we will apply this result to random Bernoulli shift. To work with more
general random subshift (and in particular random Gibbs measure in Section 2.2) we will
need a stronger mixing assumption on the base (Ω, θ,P) (satisfied for example for Anosov
diffeomorphism [23]):
(III’) (exponential 3-mixing) There exists a Banach space B such that for all ψ, φ, ϕ ∈ B,
for all n ∈ N∗ and m ∈ N∗, we have∣∣∣∣
∫
Ω
ψ.φ ◦ θn.ϕ ◦ θn+m dP−
∫
Ω
ψdP
∫
Ω
φdP
∫
Ω
ϕdP
∣∣∣∣ ≤ ‖ψ‖B‖φ‖B‖ϕ‖Bρ(min(n,m))
with ρ(n) = an (0 ≤ a < 1) and ‖.‖B is the norm in the Banach space B.
We are now able to substitute assumption (IV) with a less restrictive assumption:
(IV’) There exist ξ ≥ 0 such that for every n ∈ N and every cylinder C ∈ Fn0 (X), the
functions ψ1 : ω 7→ µω(C) and ψ2 : ω 7→ maxCn µω(Cn) (where the max is taken over
all n-cylinders) belong to the Banach space B and
‖ψ1‖B ≤ ξ
n and ‖ψ2‖B ≤ ξ
n.
In Section 2.2, we will check these assumptions for random Gibbs measure and will chose the
Banach space B to be the space of Ho¨lder continuous functions.
With these assumptions, we obtain the same results as in Theorem 2:
Theorem 3. If 0 < H2(µ) ≤ H2(µ) < 2h0 and if hypothesis (I), (II), (III’) and (IV’) are
satisfied, then the conclusions of Theorem 2 hold.
We will now applied our results to random Bernoulli shifts and random Gibbs measures
(these examples follow [28, 29], where assumption (I) and (II) where proved to obtain a
quenched exponential distribution of hitting times).
2. Examples
2.1. Random Bernoulli shifts. Let s ≥ 1 and (Ω, θ) be a subshift of finite type on the
symbolic space {0, 1, . . . , s}Z endowed with the distance dΩ(ω, ω˜) =
∑
n∈Z 2
−|n||ωi − ω˜i|. Let
P be a Gibbs measure from a Ho¨lder potential.
Let b ≥ 1 and make the shift {0, 1, . . . , b}N a random subshift by putting on it the random
Bernoulli measures constructed as follows. Let W = (wij) be a s × b stochastic matrix
6 JE´ROˆME ROUSSEAU
with entries in (0, 1). Set pj(ω) = wω0,j. The random Bernoulli measure µω is defined by
µω([x0 . . . xn]) = px0(ω)px1(θω) . . . pxn(θ
nω) (and thus hypothesis (IV) is satisfied). Since µω
are Bernoulli measures, one can observe easily that for all m,n, A ∈ Fn0 and B ∈ F
m
0 :∣∣µω(A ∩ σ−g−nB)− µω(A)µθn+gω(B)∣∣ = 0
for every g ≥ 1 and every ω ∈ Ω. Thus, property (I) is satisfied.
Moreover, it was proved in [28] that assumption (II) is satisfied. Since the Gibbs measure
P is exponentially ψ-mixing, it is exponentially ρ-mixing and (III) is satisfied. Thus, if
0 < H2(µ) ≤ 2h0 one can apply Theorem 1 and if besides that H2(µ) < 2h0 then one can
apply Theorem 2.
For example, when the base is i.i.d., we can compute the Re´nyi entropy. Indeed
µ([x0 . . . xn]) =
∫
µω([x0 . . . xn])dP(ω)
=
∫
px0(ω)px1(θω) . . . pxn(θ
nω)dP(ω)
=
∫
px0(ω)dP(ω)
∫
px1(θω)dP(ω)· · ·
∫
pxn(θ
nω)dP(ω)
=
∫
px0(ω)dP(ω)
∫
px1(ω)dP(ω)· · ·
∫
pxn(ω)dP(ω)
Thus, ∑
Cn
µ(Cn)
2 =
(∑
x0
(∫
px0(ω)dP
)2)n
and
H2(µ) = − log
(∑
x0
(∫
px0(ω)dP
)2)
.
A similar computation gives us
h0 = − log
(∫
max
x0
px0(ω)dP
)
.
So, if H2(µ) < 2h0, we have for P-almost every ω ∈ Ω,
lim
n→∞
Mn(x, y)
log n
=
2
− log
(∑
x0
(∫
px0(ω)dP
)2)
for µω ⊗ µω-almost every (x, y) ∈ X ×X.
In this case, the condition H2(µ) < 2h0 can be easily checked and will be satisfied if for
example the letter with the maximum weight is always the same or if none of the measures
favor strongly a letter.
2.2. Random Gibbs measures. In this section we will give details of a family of shifts
which satisfy our assumptions.
We will use the approach detailed in [32] which is concerned with shifts on N, for example
the full shift. We note that this extends a little beyond the full shift, to the so-called BIP
setting.
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We assume that (Ω,P, θ) is an invertible measure preserving system and let X = NN and
let σ : X → X denote the shift. For r ∈ (0, 1), let dr be the usual symbolic metric on X, i.e.,
dr(x, y) = r
k where xi = yi for i = 0, . . . , k − 1, but xk 6= yk.
Assume that φ : X×Ω :→ R is a function which is almost surely Ho¨lder continuous, which
is to say, for
V ωn (φ) := sup{|φω(x)− φω(y)| : xi = yi, i = 0, . . . , n− 1},
there is some r ∈ (0, 1) and κ(ω) ≥ 0 such that
∫
log κ dP <∞ where V ωn (φ) ≤ κ(ω)r
n.
Define Snφω(x) :=
∑n−1
k=0 φθkω ◦ σ
k(x). If x, y are in the same m-cylinder for m ≥ n,
then |Snφω(x) − Snφω(y)| ≤ r
m−n
∑n−1
k=0 r
kκ(θn−kω). As in the proof of [?, Lemma 7.2],
the assumption on the integrability of log κ implies that the above limit is finite a.s., say∑n−1
k=0 r
kκ(θn−kω) ≤ cω. However, it is also pointed out in [32] that if κ is integrable, then we
have an a.s. uniform upper bound, say Cφ on
∑n−1
k=0 r
kκ(θn−kω). Given a Ho¨lder function ψ,
then we define
Dω(ψ) := sup
x,y∈Xω
{
|ψ(x)− ψ(y)|
dr(x, y)
}
.
Now we define the random Ruelle operator by
Lωψ(x) =
∑
σy=x
eφω(y)ψω(y)
where ψ : X ′ → [0,∞] where X ′ ⊂ X is such that Lω is well-defined. It can be shown that
there exists some constant λω which is the maximal eigenvalue for Lω1. As in [DKS1, 32],
we can assume that there exists ρω which is uniformly bounded from below and such that
Lωρω = λωρθω a.s. and such that log ρ satisfies the same smoothness properties as φ, i.e. we
have the same κ and r in the variation. This allows us to replace φ with
ϕω(x) := φω(x) + log ρω − log ρθω(σx)− log λω.
Letting Lω denote the corresponding transfer operator, one consequence of this is that Lω1 =
1. Note also that random equilibrium states for φ and ϕ coincide.
Now we have the property that∫
Lnω(ψ) · γ dµω =
∫
ψ · γ ◦ σn dµθ−nω (2)
for appropriate observables ψ, γ.
We will make the following almost sure assumptions on our system (which are easily satisfied
for subshifts of finite type with Ho¨lder potentials):
(1)
∫
κ dP <∞, so
∑∞
k=0 r
kκ(θn−kω) is a.s. uniformly bounded, independently of ω.
(2) There exists a measure µω where L
∗
ωµω = µθ−1ω, i.e., (2) holds for L
1 observables.
(3) Big images: there exists some CBIP > 0 such that for any n-cylinder U and ω ∈ Ω,
inf 1/µθnω(σ
nU) > CBIP .
(4) There exist C > 0, and g(n)→ 0 as n→∞ such that∥∥∥∥Lnω(ψ)−
∫
ψ dµω
∥∥∥∥
∞
≤ Cg(n)Dω(ψ).
Under these conditions, it was proved in [29, Proposition 6.1] that the sample measures
satisfied (II).
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When θ : Ω→ Ω is a subshift of finite type on a finite alphabet, with a Gibbs measure for
a Ho¨lder potential, it is known that assumption (III’) is satisfied with B the space of Ho¨lder
continuous functions [23, 30] and assumption (I) has been proved in [29, Section 6.2].
It was also proved in [29, Lemma 6.2] that there exist α and ξ ≥ 0, such that for every
cylinder C in Fn0 (X), the map ψ1 : ω 7→ µω(C) is α-Ho¨lder and ‖ψ1‖α ≤ ξ
n. Moreover, since
for every real-valued functions f, g we have |max f(x) − max g(x)| ≤ max |f(x) − g(x)|, we
obtain that the map ψ2 : ω 7→ maxCn µω(Cn) is α-Ho¨lder and ‖ψ2‖α ≤ ξ
n. Thus, (IV’) is
satisfied.
Finally, we showed that if the fiber maps satisfy conditions (1)–(4) and the base transfor-
mation is a subshift of finite type on a finite alphabet with a Gibbs measure for some Ho¨lder
potential, then assumptions (I), (II), (III’) and (IV’) are satisfied. Thus, if 0 < H2(µ) ≤
H2(µ) < 2h0, one can apply Theorem 3.
3. Proofs
In this section, we will prove our theorems. Both proofs follow the line of [9] but diverge
at some point since the samples measures are not invariant but satisfy (1).
Proof of Theorem 1. For simplicity we assume α(g) = e−g. Let ε > 0 and define
kn =
⌈
2 log n+ d log log n
H2(µ)− ε
⌉
where d is a constant to be chosen later.
Let us also denote
Ai,j(y) = σ
−i[Ckn(σ
jy)]
and
Sn(x, y) =
∑
i,j=0,...,n−1
1Ai,j(y)(x).
Let ω ∈ Ω such that (1) is satisfied. Using Markov’s inequality we obtain
µω ⊗ µω ({(x, y) :Mn(x, y) ≥ kn}) = µω ⊗ µω ({(x, y) : Sn(x, y) ≥ 1}) ≤ Eω (Sn) . (3)
Moreover, the invariance formula (1) of the sample measures gives us
Eω (Sn) =
∫ ∫ ∑
i,j=0,...,n−1
1Ckn (σ
jy)(σ
ix) dµω(x) dµω(y)
=
∑
i,j=0,...,n−1
∫ ∫
1Ckn (σ
jy)(x) dµθiω(x) dµω(y)
=
∑
i,j=0,...,n−1
∫
µθiω
(
Ckn(σ
jy)
)
dµω(y)
=
∑
i,j=0,...,n−1
∫
µθiω (Ckn(y)) dµθjω(y)
=
∑
i,j=0,...,n−1
∑
Ckn
µθiω (Ckn)µθjω (Ckn) .
One can notice that, since the sample measures are not invariant, we cannot estimate the
previous sum directly as in the deterministic case [9]. Thus, this is where our proof will differ
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and where we will use the mixing assumptions which where not necessary in the deterministic
proof. First of all, using Markov’s inequality, we observe that
P
(
ω : Eω(Sn) ≥
1
log n
)
≤ log n.
∫ ∑
i,j=0,...,n−1
∑
Ckn
µθiω (Ckn)µθjω (Ckn) dP(ω)
To study the behaviour of the integral on the right hand side of the previous inequality, we
will divide the sum in two terms, when i and j are far from one another and when they are
not. Let us define m = γ log n where γ > 0 will be chosen later.
When i and j are close from one another, we have, using that µθjω is a probability measure
and the invariance of P∑
|i−j|≤m
∑
Ckn
∫
µθiω (Ckn)µθjω (Ckn) dP(ω) ≤
∑
|i−j|≤m
∫
max
Ckn
µθiω (Ckn) .
∑
Ckn
µθjω (Ckn) dP(ω)
=
∑
|i−j|≤m
∫
max
Ckn
µθiω (Ckn) dP(ω)
≤ 2mn
∫
max
Ckn
µω (Ckn) dP(ω).
When i and j are far from one another, we can using the mixing assumptions (I) and (II) to
obtain ∑
|i−j|>m
∑
Ckn
∫
µθiω (Ckn)µθjω (Ckn) dP(ω)
≤ 2
∑
j>i+m
∑
Ckn
(
α(m− kn) +
∫
µθiω
(
Ckn ∩ σ
−(j−i)Ckn
)
dP(ω)
)
≤ n2Nknα(m− kn) + 2
∑
j>i+m
∑
Ckn
µ
(
Ckn ∩ σ
−(j−i)Ckn
)
≤ 2n2Nknα(m− kn) + n
2
∑
Ckn
µ (Ckn)
2 .
Thus, we obtain, for n large enough,
P
(
ω : Eω(Sn) ≥
1
log n
)
≤ log n

2mn ∫ max
Ckn
µω (Ckn) dP(ω) + 2n
2Nknα(m− kn) + n
2
∑
Ckn
µ (Ckn)
2


≤ log n
(
2mne−kn(h0−ε/2) + 2n2Nkne−(m−kn) + n2e−kn(H2(µ)−ε)
)
where the last inequality came from the definition of h0 and H2(µ).
Then, choosing d > 0 large enough and γ > 0 large enough, we have, by definition of kn
and since H2(µ) ≤ 2h0, that
P
(
ω : Eω(Sn) ≥
1
log n
)
≤ O
(
1
log n
)
.
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Choosing a subsequence {nκ}κ∈N such that nκ = ⌈e
κ2⌉ we have that
P
(
ω : Eω(Snκ) ≥
1
log nκ
)
≤
1
κ2
.
Since the last quantity is summable in κ, the Borel-Cantelli lemma gives that for P-almost
every ω ∈ Ω, if κ is large enough then
Eω(Snκ) ≤
1
log nκ
=
1
κ2
.
Thus, this inequality together with (3) gives us that for P-almost every ω ∈ Ω, if κ is large
enough then
µω ⊗ µω ({(x, y) :Mnκ(x, y) ≥ knκ}) ≤
1
κ2
.
As previously, since the last quantity is summable in κ, the Borel-Cantelli lemma gives that
for µω ⊗ µω-almost every (x, y), if κ is large enough then
Mnκ(x, y) < knκ
and then
Mnκ(x, y)
log nκ
≤
1
H2(µ)− ε
(
2 +
log log nκ
log nκ
)
.
Finally, taking the limit superior in the previous equation and observing that (nκ)κ is
increasing, (Mn)n is increasing and lim
κ→+∞
lognκ
lognκ+1
= 1, we have for µω⊗µω-almost every (x, y)
lim
n→+∞
Mn(x, y)
log n
= lim
κ→+∞
logMnκ(x, y)
log nκ
≤
2
H2(µ)− ε
.
Then the theorem is proved since ε can be chosen arbitrarily small.

Proof of Theorem 2 and Theorem 3 . For ε > 0, let us define
kn =
⌊
1
H2(µ) + ε
(2 log n+ d log log n)
⌋
where d is a constant that we will choose later.
Let ω ∈ Ω such that (1) is satisfied. As in the proof of Theorem 1, we have
Eω(Sn) =
∑
i,j=0,...,n−1
∑
Ckn
µθiω (Ckn)µθjω (Ckn) .
Following the lines of the proof of Theorem 7 in [9], we have, by Chebyshev’s inequality,
µω ⊗ µω ((x, y) :Mn(x, y) < kn) = µω ⊗ µω ((x, y) : Sn(x, y) = 0) ≤
varω(Sn)
Eω(Sn)2
.
Thus, we need to control the variance of Sn. First of all, we observe that
varω(Sn) =
∑
0≤i,i′,j,j′≤n−1
∫∫
1Ckn (σ
jy)(σ
ix)1Ckn (σj
′y)(σ
i′x)dµω(x)dµω(y)− Eω(Sn)
2.
We will estimate the variance dividing the sum of var(Sn) into 4 terms. Let g = log(n
β)
where β is a constant that we will choose later.
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For i′ − i > g + kn, we use the invariance formula (1) and the mixing assumption (II) to
obtain: ∫∫
1Ckn (σ
jy)(σ
ix)1Ckn (σj
′y)(σ
i′x)dµω(x)dµω(y)
=
∫∫
1Ckn (σ
jy)(x)1Ckn (σj
′y)(σ
i′−ix)dµθiω(x)dµω(y)
≤ α(g) +
∫
µθiω
(
Ckn(σ
jy)
)
µθi′ω
(
Ckn(σ
j′y)
)
dµω(y).
If, moreover, j′ − j > g + kn, using again the mixing assumption (II), we have∫
µθiω
(
Ckn(σ
jy)
)
µθi′ω
(
Ckn(σ
j′y)
)
dµω(y)
=
∫
µθiω (Ckn(y))µθi′ω
(
Ckn(σ
j′−jy)
)
dµθjω(y)
=
∑
Ckn ,C
′
kn
µθiω(Ckn)µθi′ω(C
′
kn)µθjω
(
Ckn ∩ σ
−(j′−j)C ′kn
)
≤ α(g) +
∑
Ckn ,C
′
kn
µθiω(Ckn)µθi′ω(C
′
kn)µθjω(Ckn)µθj′ω(C
′
kn).
However, if j′ − j ≤ g + kn, we obtain:∫
µθiω
(
Ckn(σ
jy)
)
µθi′ω
(
Ckn(σ
j′y)
)
dµω(y) ≤ max
Ckn
µθi′ω (Ckn)
∫
µθiω (Ckn(y)) dµθjω(y).
By symmetry, the case where i′− i ≤ g+kn and j
′− j > g+kn will be treated as the previous
one.
Finally, when |i− i′| ≤ g + kn and |j − j
′| ≤ g + kn, we have:∫∫
1Ckn (σ
jy)(σ
ix)1Ckn (σj
′y)(σ
i′x)dµω(x)dµω(y) ≤
∫∫
1Ckn (σ
jy)(σ
ix)dµω(x)dµω(y)
=
∫
µθiω (Ckn(y)) dµθjω(y).
Then, one can gather these estimates to obtain
µω ⊗ µω ((x, y) :Mn(x, y) < kn)
≤
2n4α(g) + 2(g + kn)
∑
0≤i,j,i′≤n−1
max
Ckn
µθi′ω (Ckn)
∫
µθiω (Ckn(y)) dµθjω(y)
Eω(Sn)2
+
(g + kn)
2
∑
0≤i,j≤n−1
∫
µθiω (Ckn(y)) dµθjω(y)
Eω(Sn)2
=
2n4α(g)
Eω(Sn)2
+
2(g + kn)
∑
0≤i′≤n−1
max
Ckn
µθi′ω (Ckn) + (g + kn)
2
Eω(Sn)
. (4)
This is where the proof diverge completely from the deterministic case. Indeed, as in the
proof of Theorem 1, we cannot treat directly the previous estimate (which was possible in the
12 JE´ROˆME ROUSSEAU
deterministic case) and an extra care is needed. To deal with the term with the maximum,
we use Markov’s inequality to obtain
P

 ∑
0≤i′≤n−1
max
Ckn
µθi′ω (Ckn) ≥ 1

 ≤ ∫
Ω
∑
0≤i′≤n−1
max
Ckn
µθi′ω (Ckn) dP(ω)
= n
∫
Ω
max
Ckn
µω (Ckn) dP(ω)
≤ nekn(h0−ε). (5)
Since H2(µ) < 2h0, one can choose ε small enough such that ne
kn(h0−ε) ≤ n−ε for every n
large enough.
To deal with the expectation in the denominator in (4), we will need the following lemma
(which proof can be found after the proof of the theorem).
Lemma 4. Let 34 < δ < 1. Under the assumptions of Theorem 2 or Theorem 3, we have
P

∣∣∣∣Eω(Sn)− n2∑
Ckn
µ (Ckn)
2
∣∣∣∣ ≥
(
n2
∑
Ckn
µ(Ckn)
2
)δ = O( 1
log n
)
.
Thus, using this lemma with (5), we have
P(|Eω(Sn)−n
2
∑
Ckn
µ(Ckn)
2| ≥ (n2
∑
Ckn
µ(Ckn)
2)δ
⋃ ∑
0≤i′≤n−1
max
Ckn
µθi′ω (Ckn) ≥ 1) = O
(
1
log n
)
.
Choosing a subsequence {nκ}κ∈N such that nκ = ⌈e
κ2⌉, the Borel-Cantelli lemma gives that
for P-almost every ω ∈ Ω, if κ is large enough then∑
0≤i′≤nκ−1
max
Cknκ
µθi′ω
(
Cknκ
)
≤ 1 (6)
and
|Eω(Snκ)− n
2
κ
∑
Cknκ
µ(Cknκ )
2| ≤ (n2
∑
Cknκ
µ(Cknκ )
2)δ .
Thus, if κ is large enough
Eω(Snκ) ≥ n
2
κ
∑
Cknκ
µ(Cknκ )
2 − (n2κ
∑
Cknκ
µ(Cknκ )
2)δ ≥ (n2κ
∑
Cknκ
µ(Cknκ )
2)δ. (7)
Thus, (4) together with (6) and (7) gives us that for P-almost every ω ∈ Ω, if κ is large enough
then
µω ⊗ µω ((x, y) :Mnκ(x, y) < knκ) ≤
2nκ
4α(g)
(nκ2
∑
Cknκ
µ(Cknκ )
2)2δ
+
2(g + knκ) + (g + knκ)
2
(nκ2
∑
Cknκ
µ(Cknκ )
2)δ
≤
2nκ
4α(g)
(log nκ)−2bδ
+
2(g + knκ) + (g + knκ)
2
(log nκ)−bδ
where the last inequality came from the definition of H2(µ) and our choice of kn. Finally,
choosing β large enough in the definition of g and choosing d < 0 small enough, we obtain
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that if κ is large enough
µω ⊗ µω ((x, y) :Mnκ(x, y) < knκ) ≤
1
log nκ
=
1
κ2
.
Since the last quantity is summable in κ, the Borel-Cantelli lemma gives that for µω ⊗ µω-
almost every (x, y), if κ is large enough then
Mnκ(x, y) ≥ knκ
and then
Mnκ(x, y)
log nκ
≥
1
H2(µ) + ε
(
2 + b
log log nκ
log nκ
)
.
Finally, using the same arguments as in the proof of Theorem 1, we have for P-almost every
ω
lim
n→+∞
Mn(x, y)
log n
= lim
κ→+∞
logMnκ(x, y)
log nκ
≥
2
H2(µ) + ε
for µω ⊗ µω-almost every (x, y).
Then the theorems are proved since ε can be chosen arbitrarily small. 
Proof of Lemma 4. As in the previous proof, we take kn = ⌊
1
H2(µ)+ε
(2 log n+d log log n)⌋ and
g = log(nβ) where d < 0 and β > 0 are constants to be chosen later.
First of all, we use Markov’s inequality
P

∣∣∣∣Eω(Sn)− n2∑
Ckn
µ(Ckn)
2
∣∣∣∣ ≥ (n2∑
Ckn
µ(Ckn)
2)δ


= P

∣∣∣∣Eω(Sn)− n2∑
Ckn
µ(Ckn)
2
∣∣∣∣
2
≥ (n2
∑
Ckn
µ(Ckn)
2)2δ


≤
∫
|Eω(Sn)− n
2
∑
Ckn
µ(Ckn)
2|2dP(ω)
(n2
∑
Ckn
µ(Ckn)
2)2δ
=
∫ (
Eω(Sn)
2 + (n2
∑
Ckn
µ(Ckn)
2)2 − 2Eω(Sn)n
2
∑
Ckn
µ(Ckn)
2
)
dP(ω)
(n2
∑
Ckn
µ(Ckn)
2)2δ
. (8)
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Firstly, we will treat the last term on the previous numerator, using the mixing assumptions
(I) and (II)∫
Eω(Sn)dP =
∑
Ckn
∑
i,j=0,...,n−1
∫
µθiω (Ckn)µθjω (Ckn) dP
≥
∑
Ckn
∑
|i−j|≥g+kn
∫
µθiω (Ckn)µθjω (Ckn) dP
≥ 2
∑
Ckn
∑
j≥i+g+kn
(∫
µθiω
(
Ckn ∩ σ
−(j−i)Ckn
)
dP− α(g)
)
≥
∑
Ckn
∑
|i−j|≥g+kn
(
µ (Ckn)
2 − 2α(g)
)
≥ n(n− (g + kn))

∑
Ckn
µ (Ckn)
2 − 2α(g)Nkn


≥ n2
∑
Ckn
µ (Ckn)
2 − n(g + kn)
∑
Ckn
µ (Ckn)
2 − 2n2α(g)Nkn . (9)
To get an estimate on (8), we need to study the term
∫
Eω(Sn)
2dP. One can observe that∫
Eω(Sn)
2dP =
∑
Ckn ,C
′
kn
∑
i,j,i′,j′=0,...,n−1
∫
µθiω (Ckn)µθjω (Ckn)µθi′ω
(
C ′kn
)
µθj′ω
(
C ′kn
)
dP.
We will separate the study of this integral depending on the relative distance and position
between i, j, i′ and j′ and consider 5 different cases.
Case 1: i, j, i′ and j′ are all far from one another, i.e. at least at a distance greater that
g+kn. We will assume that i < j < i
′ < j′ (when the relative position is different, everything
can be done identically because of the symmetry) and that j − i > g + kn, i
′ − j > g + kn,
j′ − i′ > g + kn. Using the mixing assumptions (I) and (II) we obtain∫
µθiω (Ckn)µθjω (Ckn)µθi′ω
(
C ′kn
)
µθj′ω
(
C ′kn
)
dP
≤
∫
(µθiω
(
Ckn ∩ σ
−(j−i)Ckn
)
+ α(g))(µθi′ω
(
C ′kn ∩ σ
−(j′−i′)C ′kn
)
+ α(g))dP
≤ α(g)2 + α(g)µ
(
Ckn ∩ σ
−(j−i)Ckn
)
+ α(g)µ
(
C ′kn ∩ σ
−(j′−i′)C ′kn
)
+
∫
µθiω
(
Ckn ∩ σ
−(j−i)Ckn
)
µθi′ω
(
C ′kn ∩ σ
−(j′−i′)C ′kn
)
dP
≤ α(g)2 + 2α(g) +
∫
(α(g) + µθiω
(
Ckn ∩ σ
−(j−i)Ckn ∩ σ
−(i′−i)(C ′kn ∩ σ
−(j′−i′)C ′kn)
)
dP
≤ α(g)2 + 3α(g) + µ
(
Ckn ∩ σ
−(j−i)Ckn ∩ σ
−(i′−i)(C ′kn ∩ σ
−(j′−i′)C ′kn)
)
≤ α(g)2 + 4α(g) + µ
(
Ckn ∩ σ
−(j−i)Ckn
)
µ
(
C ′kn ∩ σ
−(j′−i′)C ′kn
)
≤ 2α(g)2 + 6α(g) + µ (Ckn)
2 µ
(
C ′kn
)2
. (10)
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Case 2: only two indices are close. We will assume that i ≤ j ≤ i′ ≤ j′ and that j − i >
g + kn, j − i
′ > g + kn, j
′ − i′ ≤ g + kn. Since the cylinders form a partition and that the
sample measures are probability measures, we have∑
Ckn ,C
′
kn
∫
µθiω (Ckn)µθjω (Ckn)µθi′ω
(
C ′kn
)
µθj′ω
(
C ′kn
)
dP
≤
∑
Ckn
∫
µθiω (Ckn)µθjω (Ckn)max
C′
kn
µθi′ω
(
C ′kn
)
dP. (11)
When the indices are in a different position and/or the two close indices are not j′ and i′, the
same idea can be used. However, one need to choose carefully with which indices to take the
maximum so that one indices disappear with one sum and we obtain a similar term as (11)
where the 3 remaining indices are far from each other. Then, we use the mixing assumptions
(III’) and (IV’) (a similar estimate is obtain when (III) and (IV) are satisfied) to get∑
Ckn
∫
µθiω (Ckn)µθjω (Ckn)max
C′
kn
µθi′ω
(
C ′kn
)
dP
≤
∑
Ckn
(∫
µω (Ckn) dP
∫
µω (Ckn) dP
∫
max
C′
kn
µω
(
C ′kn
)
dP+ ρ(g)ξ3kn
)
= ρ(g)ξ3knNkn +
∫
max
C′
kn
µω
(
C ′kn
)
dP
∑
Ckn
µ (Ckn)
2 . (12)
Case 3: three indices are close and one is far from them. We will assume that i ≤ j ≤ i′ ≤ j′
and that j − i ≤ g + kn, j − i
′ ≤ g + kn, j
′ − i′ > g + kn. Since µθjω (Ckn) ≤ 1 and µθiω is a
probability measure we have∑
Ckn ,C
′
kn
∫
µθiω (Ckn)µθjω (Ckn)µθi′ω
(
C ′kn
)
µθj′ω
(
C ′kn
)
dP
≤
∑
C′
kn
∫
µθi′ω
(
C ′kn
)
µθj′ω
(
C ′kn
)
dP.
When the indices are in a different position, one can use the same idea so that we stay with
two indices which are far from each other and measure the same cylinder. Thus we can use
the mixing assumptions (I) an (II), to obtain∑
C′
kn
∫
µθi′ω
(
C ′kn
)
µθj′ω
(
C ′kn
)
dP ≤
∑
C′
kn
∫ (
µθi′ω
(
C ′kn ∩ σ
(j′−i′)C ′kn
)
+ α(g)
)
dP
≤
∑
C′
kn
(
µ
(
C ′kn ∩ σ
(j′−i′)C ′kn
)
+ α(g)
)
≤ α(g)Nkn +
∑
C′
kn
µ
(
C ′kn
)2
. (13)
Case 4: two indices are close and both are far from the two other indices which are close
from one another. We will assume that i ≤ j ≤ i′ ≤ j′ and that j− i ≤ g+kn, j− i
′ > g+kn,
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j′ − i′ ≤ g + kn. Since the sample measures are probability measures, we obtain∑
Ckn ,C
′
kn
∫
µθiω (Ckn)µθjω (Ckn)µθi′ω
(
C ′kn
)
µθj′ω
(
C ′kn
)
dP
≤
∫
max
Ckn
µθjω (Ckn)max
C′
kn
µθi′ω
(
C ′kn
)
dP. (14)
For the other relative positions, we can observe that
• if the measures with the two indices that are far from each other measure different
cylinders, we obtain an estimate similar to (14);
• if the measures with the two indices that are far from each other measure the same
cylinder, the case can be treat as case 3.
Then, using the mixing assumptions (III’) and (IV’) (a similar estimate is obtain when (III)
and (IV) are satisfied), we have∫
max
Ckn
µθjω (Ckn)max
C′
kn
µθi′ω
(
C ′kn
)
dP ≤ ρ(g)ξ2kn +
(∫
max
Ckn
µω (Ckn) dP
)2
. (15)
Case 5: all the indices are close. We will assume that i ≤ j ≤ i′ ≤ j′ and that j−i ≤ g+kn,
j − i′ ≤ g + kn, j
′ − i′ ≤ g + kn. In this case, the relative position is irrelevant. Since the
sample measures are probability measures, we obtain
∑
Ckn ,C
′
kn
∫
µθiω (Ckn)µθjω (Ckn)µθi′ω
(
C ′kn
)
µθj′ω
(
C ′kn
)
dP ≤
∫
max
Ckn
µω (Ckn) dP. (16)
Finally, (8) together with (9), (10), (12), (13), (15) and (16) gives us that there exist a
constant c1 such that
P

∣∣∣∣Eω(Sn)− n2∑
Ckn
µ(Ckn)
2
∣∣∣∣ ≥ (n2∑
Ckn
µ(Ckn)
2)δ


≤
c1(
n2
∑
Ckn
µ (Ckn)
2
)2δ
(
n3(g + kn)
∫
max
C′
kn
µω
(
C ′kn
)
dP
∑
Ckn
µ (Ckn)
2 + n2(g + kn)
2
∑
C′
kn
µ
(
C ′kn
)2
+n2(g + kn)
2
(∫
max
Ckn
µω (Ckn) dP
)2
+ n(g + kn)
3
∫
max
Ckn
µω (Ckn) dP
+n3(g + kn)
(∑
Ckn
µ (Ckn)
2
)2
+ Γ(g)
)
(17)
where
Γ(g) = n4(α(g)2 + α(g)) + n3(g + kn)ρ(g)ξ
3knNkn + n2(g + kn)
2α(g)Nkn
+n2(g + kn)
2ρ(g)ξ2kn + n4α(g)Nkn
∑
Ckn
µ (Ckn)
2 .
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We recall that kn =
1
H2(µ)+ε
(2 log n + d log log n) and that g = log(nβ). Thus, as in (5), we
have
n
∫
Ω
max
Ckn
µω (Ckn) dP(ω) ≤ n
−ε
for every n large enough.
Moreover, by definition of H2(µ) and our choice of kn, we have for every n large enough
n2
∑
Ckn
µ (Ckn)
2 ≥ (log n)−d .
First of all, we choose β ≫ 1 so that for any n large enough
Γ(g) ≤ 1.
Then, for the first term in (17), we have
n3(g + kn)
∫
maxC′
kn
µω
(
C ′kn
)
dP
∑
Ckn
µ (Ckn)
2
(
n2
∑
Ckn
µ (Ckn)
2
)2δ = n(g + kn)
∫
maxC′
kn
µω
(
C ′kn
)
dP(
n2
∑
Ckn
µ (Ckn)
2
)2δ−1
≤
(g + kn)n
−ε
(log n)−b(2δ−1)
.
For the second term in (17), we have
n2(g + kn)
2
∑
C′
kn
µ
(
C ′kn
)2
(
n2
∑
Ckn
µ (Ckn)
2
)2δ = (g + kn)2(
n2
∑
Ckn
µ (Ckn)
2
)2δ−1
≤
(g + kn)
(log n)−b(2δ−1)
.
For the third term in (17), we have
n2(g + kn)
2
(∫
maxCkn µω (Ckn) dP
)2
(
n2
∑
Ckn
µ (Ckn)
2
)2δ ≤ n−2ε(g + kn)2(log n)−2bδ .
For the fourth term in (17), we have
n(g + kn)
3
∫
maxCkn µω (Ckn) dP(
n2
∑
Ckn
µ (Ckn)
2
)2δ ≤ n−ε(g + kn)3(log n)−2bδ .
And, for the fifth term in (17), we have
n3(g + kn)
(∑
Ckn
µ (Ckn)
2
)2
(
n2
∑
Ckn
µ (Ckn)
2
)2δ =
(g + kn)
(∑
Ckn
µ (Ckn)
2
)1/2
(
n2
∑
Ckn
µ (Ckn)
2
)2δ−3/2
≤
(g + kn)
(log n)−b(2δ−3/2)
.
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Finally, putting all these estimates together in (17), choosing d≪ −1 and since 3/4 < δ < 1,
we obtain
P

∣∣∣∣Eω(Sn)− n2∑
Ckn
µ(Ckn)
2
∣∣∣∣ ≥ (n2∑
Ckn
µ(Ckn)
2)δ

 = O( 1
log n
).

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