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ESSENTIAL DIMENSION OF REPRESENTATIONS OF
ALGEBRAS
FEDERICO SCAVIA
Abstract. Let k be a field, A be a finitely generated associative k-algebra
and RepA[n] be the functor Fieldsk → Sets, which sends a field K containing
k to the set of isomorphism classes of representations of AK of dimension at
most n. We study the asymptotic behavior of the essential dimension of this
functor, i.e., the function rA(n) := edk(RepA[n]), as n → ∞. In particular, we
show that the rate of growth of rA(n) determines the representation type of
A. That is, rA(n) is bounded from above if A is of finite representation type,
grows linearly if A is of tame representation type, and grows quadratically
if A is of wild representation type. Moreover, rA(n) allows us to construct
invariants of algebras which are finer than the representation type.
1. Introduction
Let k be an algebraically closed field, and let A be a finitely generated k-algebra
(associative, unital, but not necessarily commutative). We begin by recalling the
notion of representation type of A, due to Yu. Drozd. We will use the terms
“module” and “representation” interchangeably.
The algebra A is of finite representation type if there are only finitely many
indecomposable finite-dimensional A-modules, up to isomorphism. For example, if
A = kG is a group algebra for a finite group G and char k = 0, then A is of finite
representation type.
Loosely speaking, A is tame if it admits infinitely many indecomposable repre-
sentations and if for each n ≥ 0 the indecomposable A-modules occur in a finite
number of one-parameter families. The main example is the polynomial algebra
A = k[t]: the indecomposable n-dimensional representations of A correspond to
Jordan blocks of size n, and the parameter is the eigenvalue.
Finally, A is wild if a subset of the isomorphism classes of indecomposable A-
modules can be parametrized in a one-to-one manner using the indecomposable
representations of the free algebra k{x, y} on 2 generators. We refer the reader to
Section 3 for the precise definitions.
A classification of the representations of k{x, y}, in the spirit of those for group
algebras in characteristic zero or k[t], is considered to be hopeless; see [34]. Roughly
speaking, when A is of finite representation type or tame one can explicitly classify
its representations, and when A is wild such a classification is impossible.
When first confronted with these definitions, one may be surprised by the big
gap between the notions of tame and wild. However, when A is finite-dimensional,
there are no intermediate possibilities. According to a celebrated theorem of Drozd
[14], A is of exactly one of the three representation types we described: finite, tame
or wild; see [14, Theorem 1, Proposition 2, Corollary 1] or [9, Theorem B].
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The purpose of the present work is to reinterpret and refine Drozd’s Theorem
via essential dimension. We denote by rA(n) the essential dimension of the functor
of representations of A of dimension at most n. By definition, rA(n) is the smallest
integer m ≥ 0 such that for every field extension K/k and every representation M
of AK = A⊗k K such that dimKM ≤ n, there exist a subfield k ⊆ K0 ⊆ K such
that trdegkK0 ≤ m and a representation N of AK0 such that N ⊗K0 K
∼= M ; see
Section 2 for further details.
The definition of rA(n) takes as input an enormous amount of information: we
are considering all AK -representations for every field extension K/k. In partic-
ular, even in the case where k is algebraically closed, we are forced to consider
representations over fields that are not necessarily algebraically closed.
The main result of this paper is the following refinement of Drozd’s Theorem.
It follows from the combination of Proposition 5.1, Proposition 5.2 and Proposi-
tion 5.4.
Theorem 1.1. Let A be a finite-dimensional algebra over an algebraically closed
field k.
(a) If A is of finite representation type, then
rA(n) = 0
for every n ≥ 1.
(b) If A is tame, then there exists c > 0 such that
cn− 1 ≤ rA(n) ≤ 2n− 1
for every n ≥ 1.
(c) If A is wild, then there exists c > 0 such that
rA(n) ≥ cn
2 − 1
for every n ≥ 1.
Some remarks are in order.
(i) Theorem 1.1 gives a common framework for several seemingly unrelated
results of [21] and [1]; see Remark 5.5 for further details.
(ii) Part (a) of Theorem 1.1 is [1, Theorem 1.3]. However, if k is only assumed
to be perfect, we will show that rA(n) is bounded from above; see Propo-
sition 5.1. Parts (b) and (c) of Theorem 1.1 hold when k is arbitrary, A
is finitely generated (not necessarily finite-dimensional) and Ak is tame or
wild, respectively; see Proposition 5.2 and Proposition 5.4.
(iii) If k is not algebraically closed, the representation type of k-algebras be-
comes more subtle to define; see Remark 5.6.
(iv) If A is of tame or wild type, it is still possible that rA(n) = 0 for small
values of n. This explains the presence of −1 in the lower bounds.
(v) If A is generated by r elements over k, then every AK -moduleM is defined
over the subfield K0 of K generated over k by the rn
2 matrix entries of left
multiplication by the generators. Thus we have the following naive upper
bound
edkM ≤ trdegk(K0) ≤ rn
2
which shows that quadratic growth is the fastest possible.
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(vi) Our proof of Theorem 1.1 is based on combining stack-theoretic techniques
with representation-theoretic arguments. The stack-theoretic techniques we
use were initially developed in [3], for the purpose of computing the essential
dimension of the stack of vector bundles on a given curve. In this paper we
modify these techniques and adapt them to study the essential dimension of
representations of algebras. Some of our representation-theoretic arguments
make use of results from logic and model theory [19, 24].
When k is algebraically closed and A is finite-dimensional, Theorem 1.1 tells us
that the asymptotic behavior of rA(n) determines the representation type of A.
We may then regard this function as a finer invariant of A, and use it to extract
numerical invariants. For every field k and every finitely generated k-algebra A,
set:
a0(A) := lim
n→∞
rA(n), if Ak is of finite representation type,
a+1 (A) := lim sup
n→∞
rA(n)
n
, if Ak is tame,
a+2 (A) := lim sup
n→∞
rA(n)
n2
, if Ak is wild.
Using lim infn→∞ instead, one may also define a
−
1 (A), a
−
2 (A). We also write
a1(A) := lim
n→∞
rA(n)
n
, if Ak is tame,
a2(A) := lim
n→∞
rA(n)
n2
, if Ak is wild,
when such limits exist. When k is algebraically closed and A is finite-dimensional,
Theorem 1.1 shows that if A is tame then 0 < a−1 (A) ≤ a
+
1 (A) ≤ 2, and that if A
is wild then a−2 (A) > 0.
The number a0(A) has been studied in [21] and [1]. When they exist, the numbers
a1(A) and a2(A) represent the coefficients of the “leading term” of rA(n), as n→∞.
It may also be of interest, even though beyond the scope of this paper, to investigate
the “next term”, i.e., the rate of growth of rA(n) − a1(A)n for tame algebras, or
rA(n)− a2(A)n2 for wild algebras.
To demonstrate that the invariants a±i (A) (i = 0, 1, 2) are accessible, at least
in some cases, we will compute them explicitly in the case, where A is a quiver
algebra. Let Q be a quiver, and let A = kQ be its path algebra; see Section 7
for definitions and references. The algebra kQ is finitely generated, and is finitely
dimensional if and only if Q has no oriented cycles. The representation type of Q
is, by definition, the representation type of kQ. Gabriel’s Theorem [16] states that
Q is of finite representation type if and only if its underlying graph is a Dynkin
diagram of type A,D,E; see also [26, Theorem 3.3] or [37, Theorem 8.12]. The
quiver Q is tame if its underlying graph is an extended Dynkin diagram of type
A˜, D˜, E˜, and it is wild in the remaining cases. In particular, every path algebra kQ
is of finite, tame or wild representation type, as in Drozd’s Theorem, even though
such algebras are allowed to be infinite-dimensional. We will sometimes collectively
refer to quivers of finite or tame representation type as non-wild quivers.
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If Q is wild, let ΛQ be the maximum of the opposite of the Tits form of Q on
{α ∈ RQ0≥0 :
∑
i∈Q0
αi = 1}.
Here Q0 is the set of vertices of Q. As we explain in Proposition 10.7, ΛQ can
be easily computed from the underlying graph of Q; we give several examples in
Section 11.
The following theorem follows from the combination of Proposition 9.1(b), Propo-
sition 9.3 and Proposition 10.12.
Theorem 1.2. Let k be an arbitrary field, and let Q be a connected quiver (possibly
with loops and oriented cycles).
(a) If Q is of finite representation type, then
rkQ(n) = 0
for every n ≥ 1.
(b) If Q is tame and δ = (δi)i∈Q0 is the null root of Q, then
rkQ(n) =
⌊
n∑
δi
⌋
for every n ≥ 1, where the sum is over the set of vertices of Q.
(c) If Q is wild, then
a2(kQ) = ΛQ;
in particular a2(kQ) ∈ Q>0. Moreover, a2(kQ) ≥
1
2480 , with equality if and
only if Q is the disjoint union of a (possibly empty) non-wild quiver and of
quivers of type E˜8
4
1 2 3 5 6 7 8 9 10.
Part (a) of Theorem 1.2 follows from results of Kac and Schofield that predate
essential dimension; see Proposition 9.1. The proof of part (b) rests on the clas-
sification of representations of tame quivers over an arbitrary field. We refer the
reader to Section 7 for the definition of the null root. The proof of part (c) relies
on stack-theoretic techniques. In particular, it is crucial that the algebraic stack
parametrizing representations of Q is smooth over k.
It follows from Theorem 1.2 that the limits a1(kQ) and a2(kQ) exist when Q
is tame or wild, respectively. The existence of the limits a1(A) and a2(A) for an
arbitrary k-algebra A is an open problem.
It has been brought to our attention by Richard Lyons that 2480 is the dimension
of the minimal faithful complex representation of the Lyons group. The Lyons group
is one of the 26 sporadic finite simple groups; see [29] and [41]. Why this particular
number appears in Theorem 1.2(c) is a bit of a mystery.
Notational conventions. Throughout this paper k will denote a fixed base field,
and A a finitely generated associative unital k-algebra. We will denote by k an
algebraic closure of k. For a field extension K/k, we will denote by AK the tensor
product A ⊗k K. When we consider an AK-module M , unless otherwise specified
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we will assume that M is a finite-dimensional K-vector space. For a field extension
L/K, we will denote M ⊗K L by ML.
If R is a k-algebra, we denote by j(R) its Jacobson radical.
2. Preliminaries on essential dimension
The definition of rA(n) is a special case of essential dimension of functors and
stacks. We start by giving the definition of the essential dimension, due to Merkur-
jev [2] in the context of functors, and to Brosnan, Reichstein and Vistoli [6] for
algebraic stacks.
Definition 2.1. Let Fieldsk denote the category of field extensions of k. Let
F : Fieldsk → Sets be a functor.
(i) An element ξ ∈ F (L) is defined over a field K ⊆ L if it belongs to the
image of F (K)→ F (L).
(ii) The essential dimension of ξ ∈ F (L) is
edk ξ := min
K
trdegkK,
where the minimum is taken over all fields of definition K of ξ.
(iii) The essential dimension of the functor F is defined to be
edk F := sup
(K,ξ)
edk ξ,
where the supremum is taken over all pairs (K, ξ), where K is a field ex-
tension of k, and ξ ∈ F (K).
(iv) If X is an algebraic stack over k, we obtain a functor FX : Fieldsk → Sets
sending a field K containing k to the set of isomorphism classes of objects
in X (K). We define the essential dimension of an object η ∈ X (K) as the
essential dimension of its isomorphism class in FX (K), and the essential
dimension of X as edk FX .
Consider the functor RepA[n] : Fieldsk → Sets given by
RepA[n](K) := {K-isomorphism classes of AK-modules of dimension ≤ n}
for every field extension K/k, and such that for every inclusion K ⊆ L, the corre-
sponding map RepA[n](K)→ RepA[n](L) is induced by tensor product. For every
n ≥ 1, we define
rA(n) := edk RepA[n].
We can do more: rA(n) is the essential dimension of an algebraic stack over k.
Since stack-theoretic methods are central to this work, we explain this construction
in detail. We start by choosing a presentation of A as a quotient of a finitely
generated free algebra
A = k{x1, . . . , xr}/I,
where I is a two-sided ideal of A. We denote by a1, . . . , ar the images of x1, . . . , xr
in A.
For every d ≥ 0, consider the affine space
Xd :=
r∏
i=1
Md×d,k .
The group GLd acts on Xd by simultaneous conjugation.
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Let K/k be a field extension, and let M be a d-dimensional AK-module. By
fixing a K-basis for M , left multiplication by a1, . . . , ar gives rise to d× d matrices
with entries in K, yielding a K-point α = (α1, . . . , αr) of Xd. If we choose a
different basis for M , and g ∈ GLd(K) is the matrix of this base change, the new
K-point associated to M will be g · α. Moreover,
(2.1) P (α1, . . . , αr) = 0 for each P ∈ I.
Let Yd be the closed GLd-invariant subscheme of Xd defined by the polynomial
equations of (2.1). We can form the stacks
RA[n] :=
n∐
d=1
[Yd/GLd], RA :=
∞∐
d=1
[Yd/GLd],
where [Yd/GLd] denotes the quotient stack construction. The algebraic stacks
RA[n] are of finite type over k, and RA is locally of finite type over k; they are not
necessarily smooth. We claim that
edkRA[n] = rA(n).
We have just seen that the GLd(K)-orbits in Yd(K) bijectively correspond to the
isomorphism classes of d-dimensional AK-modules. By [6, Example 2.6], the K-
points of [Yd/GLd] bijectively correspond to the GLd(K)-orbits of Yd(K). We have
thus constructed a natural bijection between K-points of RA[n] and isomorphism
classes of AK-modules of dimension at most n, that is, the functors FRA[n] and
RepA[n] are naturally isomorphic. In particular, edkRA[n] = rA(n), as claimed.
It is easy to see that RA[n] is independent of the choice of the generators of A,
up to isomorphism.
We conclude this section with the following observation, which will be used
during the proof of Theorem 1.1.
Lemma 2.2. Assume that k is algebraically closed. Let G be a connected algebraic
group over k, and let H ⊆ G be a closed subgroup, either finite or connected. Let X
be a G-variety (not necessarily irreducible), and let Y be an irreducible H-variety.
Assume that there exists an H-equivariant rational map f : Y → X such that for
any G-orbit in X only finitely many H-orbits of Y are mapped to it. Then
edk[X/G] ≥ trdegk k(Y )
H .
Proof. Since G is connected, every irreducible component of X is G-stable. Since Y
is irreducible, there exists a component X0 of X such that f(Y ) ⊆ X0. We clearly
have edk[X/G] ≥ edk[X0/G], hence we may assume that X = X0 is irreducible.
We may find invariant open subsets V ⊆ Y and U ⊆ X such that f(V ) ⊆ U
and such that there exist geometric quotients V/H and U/G. This follows from an
application of Rosenlicht’s Theorem [36, Theorem 2] (the quoted result of Rosenlicht
only applies to connected groups, but it is well known that the quotient Y/H exists
if H is finite).
The induced morphism V/H → U/G has generically finite fibers by assumption.
By the fiber dimension theorem
dimU/G ≥ dimV/H = trdegk k(V )
H .
The projection [U/G]→ U/G is surjective, so there exist a field extension K/k and
a K-point ξ of [X/G] mapping to the generic point of U/G. Then
edk ξ ≥ dimU/G ≥ trdegk k(V )
H . 
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3. Representation types
Let k be an arbitrary field, and let A be a finitely generated k-algebra. In
this section we define the representation type of Ak and give some examples. The
following definitions are due to Drozd [14].
Definition 3.1. Let Λ be a k-algebra. A Λ-representation ofA is anA−Λ-bimodule
N , that is free of finite rank as a right Λ-module.
We say that N is strict if for each pair of Λ-modules M and M ′ such that
N ⊗ΛM ∼= N ⊗ΛM ′ as A-modules one has M ∼=M ′ as Λ-modules. One may also
think of N as a functor, see [9, §2].
Definition 3.2. Let k be an algebraically closed field and let A be a finitely
generated k-algebra.
• We say that A is of finite representation type if there are at most finitely
many isomorphism classes of indecomposable A-modules.
• The algebra A is tame if it is not of finite representation type and if, for ev-
ery positive integer d, there exists a finitely generated k-algebra of the form
k[x] ⊆ Λ ⊆ k(x), together with a finite collection {Nj} of Λ-representations
of A, such that any d-dimensional indecomposable representation of A is
isomorphic to Nj ⊗ΛM for some j and some 1-dimensional Λ-module M .
• We call A wild if there exists a strict k{x, y}-representation N of A such
that, for every k{x, y}-module M , the representation N ⊗k{x,y}M is inde-
composable.
If k is an arbitrary field, we say that A is of finite representation type if there are
at most finitely many isomorphism classes of indecomposable A-modules.
Since in Theorem 1.1 the field k is algebraically closed, Definition 3.2 is suf-
ficient to understand the statement of the theorem. It seems natural to prove
analogous results for an algebra A over a more general field, and we do so in Sec-
tion 5. In Proposition 5.1, we will only assume that k is perfect and that A is
finite-dimensional and of finite representation type. In Proposition 5.2 and Propo-
sition 5.4, the minimal assumption to make our argument work is that Ak is tame
or wild, respectively. Therefore, we do not need to introduce more subtle notions
of tameness and wildness over arbitrary fields. Nevertheless, see Remark 5.6 for a
discussion of possible variants of the definitions.
Example 3.3. Let m ≥ 1. If A = k[x]/(xm), n-dimensional AK-modules corre-
spond to conjugacy classes of K-linear endomorphisms having index of nilpotency
at most m. The indecomposable representations correspond to nilpotent Jordan
blocks of size at most m, and these are all defined over the base field k. Therefore
rA(n) = 0. The algebra A is of finite representation type.
Example 3.4. Let k = Q, and let
A = Q{i, j}/(i2 = j2 = −1, ij = −ji)
be the quaternion algebra over Q. Since A is a group algebra over a field of char-
acteristic zero, it is of finite representation type. Let K be the field of fractions of
Q[a, b]/(a2 + b2 + 1), and let M be the 2-dimensional AK-module given by
i 7→
(
a −b
b a
)
, j 7→
(
b −a
−a −b
)
.
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In [1, Proposition 6.3], it is shown that edkM = 1.
Example 3.5. Let A = k[t]. Isomorphism classes of AK-modules correspond to
conjugacy classes of K-linear endomorphisms of Kn. These are classified by the
rational canonical form, hence rA(n) = n (we refer the reader to [32] for the details).
The algebra Ak is the prototypical example of an algebra of tame representation
type.
Example 3.6. Let A = k[x, y] be a polynomial algebra in two variables. Repre-
sentations of AK correspond to pairs of commuting matrices with entries in K. In
[13, Lemma 1], a strict k{x, y}-representation of A of rank 32 is given. This shows
that Ak is wild, so according to Theorem 1.1(c), rA(n) grows quadratically in n.
Example 3.7. Let A := k{x, y, z}/I, where I is the ideal generated by all mono-
mials of degree 2 in x, y, z. Then Ak is an example of a finite-dimensional wild
algebra; see [34, (1.2)].
4. Fields of definition for representations
In this section we adapt the methods of [3, §5] to the setting of representations
of algebras. Let A be a finitely generated k-algebra, let K be a field containing k,
and letM be an AK-module. We may view M as a K-point of RA, as explained in
Section 2. We may then associate to M its residue gerbe G in RA, and its residue
field k(M) := k(G); we refer the reader to [27, Chapitre 11] for the definitions.
Lemma 4.1. We have
edkM = edk(M)M + trdegk k(M).
Proof. By construction, the field k(M) is contained in any field of definition for M .
LetK0 be a field of definition forM (viewed as an element of RepA[n](K)) such that
edkM = trdegkK0. Then k(M) ⊆ K0 and K0 is a field of definition for M (viewed
as an element of RepAk(M) [n](K)). We deduce that trdegk(M)K0 ≥ edk(M)M ,
hence
edkM = trdegkK0 = trdegk k(M) + trdegk(M)K0 ≥ trdegk k(M) + edk(M)M.
On the other hand, if K1 is a field of definition for M (viewed as an element
of RepAk(M) [n](K)) such that trdegk(M)K1 = edk(M)M , then K1 is also a field of
definition for M (viewed as an element of RepA[n](K)), hence
edkM ≤ trdegkK1 = trdegk k(M) + trdegk(M)K1 = trdegk k(M) + edk(M)M. 
Remark 4.2. Let K/k be a field extension, and let M be an AK-module. Roughly
speaking, the residue gerbe of M parametrizes all pairs (L,N), where L/k is a field
extension, N is an AL-module, and ME ∼= NE for some extension E/k containing
K and L.
By construction, k(M) is contained in every field of definition of M . Moreover,
since k(M) depends only on the residue gerbe of M , for every field extension L/K
we have k(M) = k(ML).
Since k(M) is contained in all fields of definition of M , it is clear that if M is
defined over k(M), then k(M) is the minimal field of definition for M . However, it
is not always the case that k(M) is a field of definition for M . It may even happen
that a minimal field of definition does not exist (but see Corollary 4.6 below for a
positive result).
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As an example, let k = Q, and take A, K and M as in Example 3.4. By
[1, Proposition 6.3], M does not have a minimal field of definition. Since AK
∼=
M2×2(K), the module MK is the 2-dimensional vector representation of M2×2(K),
which is defined over Q. It follows that Q(M) = Q(MK) = Q.
The residue gerbe G of M is clearly non-empty. By [27, The´ore`me 11.3], G is an
algebraic stack of finite type over k(G). Therefore, there exists a (smooth surjective)
morphism U → G, where U is an algebraic space of finite type over k(G). Passing
to an fppf cover of U if necessary, we may assume that U is a scheme. Since G is
non-empty, U is non-empty. The Nullstellensatz then guarantees the existence of a
finite field extension l/k(G) for which U(l) 6= ∅, hence such that G(l) 6= ∅. We let
d := [l : k(G)] <∞.
We choose an object V ∈ G(l), and set
R := Endk(G)(V )
where V denotes the representation of M over k(G) obtained from V by restriction
of scalars to k(G). To state the main theorem of this section, we first need to give
a definition.
Definition 4.3. Let Λ be a finite-dimensional k-algebra. A projective Λ-module
M has rank r ∈ Q>0 if the direct sum M⊕n is free of rank nr for some n ∈ Z>0
with nr ∈ Z>0. We let ModΛ,r be the category of projective modules of rank r.
The following result is an analogue of [3, Theorem 5.3] for representations of
algebras.
Theorem 4.4. In the above situation, consider a field K ⊇ k(G). Then G(K)
is equivalent to the category of projective right RK-modules of rank 1/d, compat-
ibly with extension of scalars. In particular, all objects in G(K) are isomorphic
(Noether-Deuring Theorem), and for the k(G)-algebra R and the integer d defined
above, we have
edk(G) G = edk(G)(ModR,1/d) = edk(G)(ModR/j(R),1/d).
Proof. The proof is the same as that of [3, Theorem 5.3, Corollary 5.4]. 
Remark 4.5. The same result holds for any algebraic stack X over k whose restric-
tion to Fieldsopk is a k-linear fibered category such that for every finite extension
L/K the pullback functor X (K) → X (L) admits a right adjoint. In the case of
vector bundles on a curve, the right adjoint is given by the pushforward of a bundle,
and in the case of A-modules it is given by restriction of scalars. The proof in this
more general setting is again identical to that of [3, Theorem 5.3].
The next result is [1, Theorem 1.1], without any separability assumption. We
will not need this result in the sequel. For the definition of fields of dimension ≤ 1,
see [40, §II.3] or [1, p. 2].
Corollary 4.6. Assume that k is a field of dimension ≤ 1 (for example, a C1-field).
Let M be an AK -module, where K is an algebraic extension of k. Then M has a
minimal field of definition k ⊆ F ⊆ K, of finite degree over k. In fact, F = k(M).
10 FEDERICO SCAVIA
Proof. We keep the notation of Theorem 4.4. Take for G the residue gerbe of M .
The field extension k(G)/k is finitely generated. It is also algebraic, since k(G) ⊆ K.
Hence k(G) is a finite extension of k. Since k has dimension ≤ 1, k(G) also has
dimension ≤ 1. Therefore
R/j(R) =
∏
i
Mni×ni(Li),
where the Li are finite field extensions of k(G); see [40, §II.3, Proposition 5]. Since
M is defined over K, every integer ni is divisible by d, so there exists an R/j(R)-
module of rank 1/d. Now Theorem 4.4 implies that M is already defined over
k(M). 
Let K be a field containing k, and let M be an AK -module. We use the tech-
niques developed so far to give upper bounds on edkM , by estimating edk(M)M
and trdegk k(M) separately.
Lemma 4.7. Let M be an indecomposable AK-module. Then
dimK End(M)/j(End(M)) ≤ dimKM.
Proof. Since M is indecomposable, the K-algebra End(M) is local, therefore D =
End(M)/j(End(M)) is a division algebra. By Nakayama’s lemma, j(End(M))M 6=
M , so M/j(End(M))M is a non-zero left D-module. Hence dimK D ≤ dimKM .

Lemma 4.8. Let M be a non-zero finite-dimensional AK-module. Then
edk(M)M ≤ dimKM − 1.
Proof. Entirely analogous to [3, Corollary 5.5], after replacing [3, Lemma 4.2] by
Lemma 4.7. 
Lemma 4.9. Let A be a finitely generated k-algebra. Assume that for every field
extension K/k, where K is algebraically closed, and for every indecomposable AK -
module N , one has
trdegk k(N) ≤ 1.
Then, for every extension K/k and every non-zero AK -module M ,
edkM ≤ 2 dimKM − 1.
Proof. By Lemma 4.1 and Lemma 4.8, it suffices to show that
trdegk k(M) ≤ dimKM
for every field extension K/k and every AK-module M . Let M be an AK-module,
for some field extension K/k. Since k(ML) = k(M) for every field extension L/K,
we may assume that K is algebraically closed. If we express M as a sum of inde-
composable AK-modules Mj, we have
trdegk k(M) ≤
∑
j
trdegk k(Mj).
By assumption, each summand is either 0 or 1, and there are at most dimKM terms
in the decomposition of M . Therefore trdegk k(M) ≤ dimKM , as desired. 
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5. Proof of Theorem 1.1
Theorem 1.1 will follow from the next three propositions.
Proposition 5.1. Let k be a perfect field and A be a finite-dimensional k-algebra.
Assume that A is of finite representation type. Then there exists a constant C such
that
rA(n) ≤ C
for every n ≥ 1.
Recall that, when k is perfect, A is of finite representation type if and only if Ak
is; see Remark 5.6.
Proof. By assumption, there are at most finitely many indecomposable A-modules,
up to isomorphism; we denote them by N1, . . . , Nr. Let
m :=
r∑
i=1
dimkNi.
Let M be an AK-module, for some field extension K/k. Fix an algebraic closure
K of K. Since k ⊆ K, the field K contains an algebraic closure k of k. Since k
is algebraically closed, the Brauer group of k is trivial. Therefore, Ak being finite-
dimensional over k, the hypotheses of [1, Theorem 1.3] apply to F = k, Ak and
MK . It follows that MK is defined over a finite extension of k, hence over k. Thus
(5.1) trdegk k(M) = trdegk k(MK) ≤ trdegk k = 0,
hence trdegk k(M) = 0 for every AK-module M .
Assume first that M is indecomposable. By [19, Theorem 3.3], M is a direct
summand of a module of the form (Ni)K , hence (i) dimKM ≤ dimkNi ≤ m and
(ii) there are at mostm isomorphism classes of indecomposable AK-modules. Using
Lemma 4.1, Lemma 4.8, (5.1) and (i), we conclude that
(5.2) edkM = trdegk k(M) + edk(M)M ≤ dimKM − 1 ≤ m− 1
when M is indecomposable.
If M is not assumed to be indecomposable, consider the decomposition of M
in indecomposable summands Mh. For every h, we have shown that there exists a
subfield Fh of K such that trdegk Fh ≤ m−1 andMh is defined over Fh. If we let F
be the compositum of all the Fh, then by (ii) and (5.2) we have trdegk F ≤ m(m−1).
Since every indecomposable summand ofM is defined over F , by Noether-Deuring’s
TheoremM is also defined over F , hence edkM ≤ m(m−1). SinceM was arbitrary,
we obtain rA(n) ≤ m(m− 1) for every n ≥ 0. 
Proposition 5.2. Let k be an arbitrary field, and let A be a k-algebra. Assume
that Ak is tame. Then there exists a constant c > 0 such that
cn− 1 ≤ rA(n) ≤ 2n− 1
for every n ≥ 1.
Proof. We fix a set of generators a1, . . . , ar of A. For every d ≥ 1, we define Xd
and Yd as in Section 2.
Since rA(n) ≥ rAk(n), to prove the lower bound for rA(n) we may assume that k
is algebraically closed. Since A is tame, by definition there exists a Λ-representation
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N for some k-algebra k[x] ⊆ Λ ⊆ k(x) parametrizing an infinite number of non-
isomorphic indecomposable representations of some dimension d. We may viewN as
the datum of r square matrices of size d and whose coefficients are rational functions
of x. For all but finitely many λ ∈ k we may specialize x to λ in these matrices,
obtaining a matrix description of a d-dimensional indecomposable representation
of A. In other words, N defines a rational map A1 99K Yd.
Similarly, considering m ≥ 1 copies of N gives a rational map
Amk 99K Ymd ⊆ Xmd = (Xd)
⊕m
that is Sm-equivariant. Here Sm acts by permuting the coordinates on the left, and
permutes the factors (Xd)
⊕m on the right Sm. By the Krull-Schmidt Theorem, at
most finitely many Sm-orbits map to the same GLmd-orbit. We have rA(md) =
edkRA[md] ≥ edk[Ymd/GLmd]. Using Lemma 2.2 with G = GLmd and H = Sm,
we deduce the lower bound rA(md) ≥ m for each m ≥ 0. Since rA(n) is non-
decreasing, the proof of the lower bound for rA(n) is complete.
We now turn to the proof of the upper bound (so k is again arbitrary). LetM be
an indecomposable AK-module, where K is an algebraically closed field containing
k. Then M is defined over k(λ) for some λ ∈ K, by [24, Lemma 4.6(a)].1 Since
k(M) = k(MK), we obtain trdegk k(M) = trdegk k(MK) ≤ trdegk k(λ) ≤ 1. We
may now apply Lemma 4.9, to obtain rA(n) ≤ 2n− 1 for every n ≥ 0. 
Remark 5.3. The rational maps appearing in the proof of Proposition 5.2 (and also
Proposition 5.4 and Proposition 9.3 below), have already been constructed and used
by de la Pen˜a [10, §1.4, 1.5].
Proposition 5.4. Let k be an arbitrary field, and let A be a k-algebra. Assume
that Ak is wild. Then there exists a constant c > 0 such that
rA(n) ≥ cn
2 − 1
for every n ≥ 1.
Proof. Let a1, . . . , ar be a set of generators of A and, define Yd as in Section 2, for
every d ≥ 1.
We have rA(n) ≥ rAk(n), hence we may assume that k is algebraically closed.
Since A is wild, there exists a strict k{x, y}-representation N of A, where k{x, y}
is the free k-algebra on two generators. By definition, we have an isomorphism
N ∼= k{x, y}⊕d of right k{x, y}-modules, for some d ≥ 1. Note that the positive
integer d is uniquely determined, because it coincides with the dimension of the
k-vector space N ⊗k{x,y} (k{x, y}/(x, y)).
For every n ≥ 1, n-dimensional representations of k{x, y} are in bijective cor-
respondence with arbitrary pairs of square matrices of size n (no relations are
enforced). Therefore, we may view N as the datum of r square matrices Pi(x, y) of
size d and whose coefficients belong to k{x, y}. If a k{x, y}-module M of dimen-
sion m corresponds to a pair of matrices (Qx, Qy), then N ⊗k{x,y}M corresponds
1In [24, Lemma 4.6] A is supposed to be finite-dimensional over k, however this is not needed
for the proof of [24, Lemma 4.6(a)]. The structure constants of A form a countable set, but since
A is finitely generated only finitely many intervene in the logical expression which is used in the
proof of [24, Lemma 4.6(a)]. This implies that the expression remains a first order formula in this
more general setting.
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to the matrices Pi(Qx, Qy). In other words, with the notations of Section 2, the
association M 7→ N ⊗k{x,y}M gives a rational map
f : M⊕2m×m,k 99K Ymd ⊆ Xmd.
If (Q′x, Q
′
y) and (Qx, Qy) can be obtained one from the other by a simultaneous
conjugation, their image in Ymd are also related by simultaneous conjugation. This
means that the map f is GLm-equivariant, where GLm acts by simultaneous con-
jugation on the left and via the diagonal inclusion GLm ⊆ GLmd on the right.
The assumption that N is strict implies that f maps distinct GLm-orbits in
M⊕2m×m to distinct GLmd-orbits in Zmd. We may apply Lemma 2.2 with H = GLm,
G = GLmd, Y = M
⊕2
m×m and X = Zmd, and we obtain that edk[Zmd/GLmd] ≥
1 +m2. Since rA(md) ≥ edk[Zmd/GLmd], this shows that that rA(md) ≥ 1 +m2
for every m ≥ 1. Since rA(m) is non-decreasing, the conclusion follows. 
We conclude this section with two remarks.
Remark 5.5. Assume that A = kG is the group algebra of a finite group G. In this
case, representations of kG correspond to representations of G. The question of
the essential dimension of representations of G was studied in [21] and [1]. In the
non-modular case rkG(n) ≤ |G|/4 for every n ≥ 0, as proved in [21, Proposition
9.2] and [21, Remark 6.5]. On the other hand, if char k = p > 0 and G contains
a subgroup isomorphic to (Z/pZ)2, then [21, Theorem 14.1] shows that rkG(n)
becomes arbitrarily large. In [21, Theorem A.5], it is found that rkG(n) grows at
least linearly in n.
To see how the results of this paper relate to [21] and [1], recall that there is
a complete classification of the representation type of finite group algebras. In
characteristic zero, kG is of finite representation type for any finite group G. If
chark = p is positive, it is a classical theorem of D. Higman that kG is of finite
representation type if and only if a Sylow p-subgroup of G is cyclic (see [18, Theorem
2, Theorem 4]). Tame group algebras only occur in characteristic 2, and have been
classified by Bondarenko and Drozd [5]; every other group algebra is wild.
In view of this classification, Theorem 1.1 (and more generally the results of
this section) gives a common framework for all the previous results on essential
dimension of group algebras. Moreover, it strengthens the lower bound of [21,
Theorem A.5] for wild group algebras in characteristic p (i.e. the majority of them)
and for n large enough.
Remark 5.6. We now discuss the assumptions of the previous propositions in the
context of representation type over arbitrary fields. Let k be an arbitrary field, and
let A be a finite-dimensional k-algebra (this restriction is necessary because most
of the theorems that we will quote are not known when A is only assumed to be
finitely generated).
If Ak is of finite representation type, so is A; see [19, Lemma 3.2]. The converse
is not true, in general. For example, let k be a non-perfect field of characteristic
p > 0, pick u ∈ k× \ k×p, and set K := k[y]/(yp − u) and A := K[x]/(xp). Then
A is of finite representation type (see Example 3.3 below), while Ak is not; see
[19, Remark 3.4]. On the other hand, we always have rA(n) ≥ rAk(n), and so
rA(n) is not bounded from above. It follows that Proposition 5.1 does not hold
without the assumption that k is perfect. Note that if k is perfect, then A is of
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finite representation type if and only if Ak is of finite representation type; see [19,
Theorem 3.3].
There is a notion of generically tame k-algebra A, due to Crawley-Boevey [8],
which generalizes the notion of tameness over an arbitrary field k; see also [44, p.
646]. If k is perfect and A is generically tame, then Ak is generically tame; see [22]
when k is infinite, and [31] when k is finite. Moreover, by a theorem of Crawley-
Boevey [8] (see also [44, Theorem 1.13(4)]) the algebra Ak is generically tame if
and only if it is tame. Therefore, the assumptions of Proposition 5.2 hold when k
is perfect and A is generically tame.
Finally, there is a notion of semi-wild algebra over an arbitrary field; see [14,
p. 247]. If A is a semi-wild k-algebra, by [14, Proposition 2] Ak is also semi-wild.
Applying [14, Theorem 1, Corollary 1], we deduce that Ak is actually wild. Thus
the assumptions of Proposition 5.4 hold when k is arbitrary and A is semi-wild.
6. Algebras admitting a one-dimensional representation
Let A be a finitely generated k-algebra. The purpose of this section is to prove
Proposition 6.5, which shows that, in some circumstances, in the definition of rA(n)
it is enough to consider modules of dimension exactly n, as opposed to ≤ n. The
results of this section hold for group algebras and quiver algebras, hence this rec-
onciles our notation with that of [21] and [1].
Lemma 6.1. Let K be a field containing k, F = K(t1, . . . , tr) be a purely tran-
scendental field extension of transcendence degree r. If M an indecomposable AK -
module, then MF is indecomposable.
Proof. It is enough to consider the case F = K(t). Recall that a module is indecom-
posable if and only if its endomorphism algebra is local. SinceM is indecomposable,
the algebra EndK(M) is local, hence the quotientD := EndK(M)/j(EndK(M)) is a
division algebra overK. Denote by L the center of D: it is a finite field extension of
K. Since L(t)/L is purely transcendental,D⊗LL(t) is a central division algebra over
L(t) (this can be seen directly, or by appealing to [39, Theorem 1.3]). Therefore,
D⊗KK(t) ∼= D⊗LL⊗KK(t) ∼= D⊗LL(t) is a division algebra over K(t). We have
an inclusion j(EndK(M))⊗K F ⊆ j(EndF (MF )), hence EndF (MF )/j(EndF (MF ))
is a non-zero quotient of D ⊗K F ∼= D ⊗L L ⊗K F ∼= D ⊗L L(t). It follows that
EndF (MF )/j(EndF (MF )) ∼= D ⊗K F is a division algebra, hence EndF (MF ) is
local and MF is indecomposable. 
Lemma 6.2. Let L/K be an extension of fields containing k and let M be an inde-
composable AK-module. If one of the indecomposable summands of ML is defined
over K, then ML is indecomposable.
If A is finite-dimensional, this follows from [23, Lemma 2.5].
Proof. We may assume that L/K is finitely generated. Let F ⊆ L be a purely
transcendental extension of K such that L/K has finite degree. By Lemma 6.1,
MF is indecomposable, thus we may assume that L/K has finite degree d. By
assumption, there exists an AK-module M
′ such that M ′L is an indecomposable
summand of ML. There are isomorphisms ML ∼= M⊕d and M ′L
∼= (M ′)⊕d of
AK-modules. This implies that M
′ is a direct summand of M . Since M is inde-
composable, by the Krull-Schmidt Theorem we see thatM ′ =M , and soML =M
′
L
is indecomposable. 
ESSENTIAL DIMENSION OF REPRESENTATIONS OF ALGEBRAS 15
Lemma 6.3. Let L/K be an extensions of fields containing k, and let M be an
AL-module. Assume that M =M
′ ⊕M ′′, where M ′ and M ′′ are also AL-modules,
and suppose that M and every indecomposable summand of M ′′ are defined over
K. Then M ′ is defined over K as well.
Proof. We may write M = NL and M
′′ = N ′′L for some AK -modules N and N
′′.
Let N = ⊕Ni be the decomposition of N in indecomposable summands. We have:
M ′ ⊕M ′′ ∼=M ∼= ⊕i(Ni)L.
For fixed i, if (Ni)L shares a direct summand with M
′′, then by the assumptions
and by Lemma 6.2 we see that it is an indecomposable summand ofM ′′. Therefore,
each (Ni)L is a direct summand of M
′, M ′′, or both. Let N ′ be the direct sum of
those Ni such that (Ni)L is a summand of M
′, and let N ′′ be the direct sum of
those Ni such that (Ni)L is a summand of M
′′ but not of M ′. Then N = N ′⊕N ′′
and N ′L =M
′. 
Lemma 6.4. Let L/k be a field extension and let M be an AL-module. Write
M = M ′ ⊕M ′′ and assume that every indecomposale summand of M ′′ is defined
over k. Then
edkM = edkM
′.
Proof. It is clear that edkM
′ ≤ edkM . Let K/k be a field of definition for M
of minimal transcendence degree. By Lemma 6.3, M ′ is also defined over K. It
follows that edkM = trdegkK ≥ edkM
′, hence edkM = edkM
′, as desired. 
Proposition 6.5. Let A be a finitely generated k-algebra, and assume that there
exists a one-dimensional A-module over k. Then there exist an extension K/k and
an n-dimensional AK -module M such that edkM = rA(n).
Proof. Let L/k be a field extension, and letM ′ be a d-dimensional AL-module such
that d ≤ n and edkM ′ = rA(n), and let M0 be a one-dimensional representation
of A. By Lemma 6.4, if M := M ′ ⊕ (M0)
n−d
L , then M is n-dimensional and
edkM = edkM
′. This shows that the value rA(n) is attained among n-dimensional
modules. 
7. Preliminaries on representations of quivers
The purpose of this section is to recall the definitions and results of the theory
of quiver representations that are relevant to our discussion. We refer the reader to
[26, Chapters 1,2,3] and [37] for detailed accounts of the general theory, and to [26,
Chapter 7] and [42, Chapter 14] for discussions of representation type of quivers.
If Q is a quiver, we denote by Q0 the finite set of its vertices, and by Q1 the finite
set of arrows between them. For every field K there is an equivalence of categories
between K-representations of Q and modules over the path algebra KQ of Q, that
is natural with respect to field extensions L/K; see [37, Theorem 5.4].
We denote by 〈·, ·〉 the Tits form of Q. By definition, for every α, β ∈ RQ0 we
have:
〈α, β〉 =
∑
i∈Q0
αiβi −
∑
a:i→j
αiβj ,
where the second sum is over all arrows of Q. We denote by (·, ·) the associated
symmetric bilinear form: (α, β) := 〈α, β〉 + 〈β, α〉 for every α, β ∈ RQ0 . We let
qQ be the quadratic form defined by qQ(α) = 〈α, α〉 for every α ∈ R
Q0 . We refer
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the reader to [26, §1.5, §1.7] for the definitions of the Cartan matrix CQ, the Weyl
group, the simple reflections si, and the root system of Q. We denote by ei the
canonical basis of the vector space RQ0 . The fundamental region is the set FQ of
non-zero α ∈ NQ0 with connected support and (α, ei) ≤ 0 for all i. An imaginary
root α is called isotropic if 〈α, α〉 = 0 and anisotropic if 〈α, α〉 < 0. The dimension
vector of the representation M is the vector (dimMi)i∈Q0 .
The quiver Q is said to be of finite representation type, tame or wild if the
path algebra kQ is of finite representation type, tame or wild, respectively. The
representation type of Q does not depend on the field k; see below. A quiver is
connected if its underlying graph is connected. By Gabriel’s Theorem [16], the
connected quivers of finite representation type are exactly those whose underlying
graph is a Dynkin diagram of type A, D or E (see [26, Theorem 3.3] or [37, Theorem
8.12]). A connected quiver Q is tame if and only if its underlying graph is an
extended Dynkin diagram of type A˜, D˜ or E˜, and it is wild otherwise; see [26,
Theorem 7.47].
If Q is connected, the representation type of Q is determined by CQ: Q is of finite
representation type if and only if CQ is positive definite, tame if and only if CQ is
positive semidefinite but not definite, and wild if and only if CQ is non-degenerate
and indefinite; see [37, §8.2] or [26, Theorem 1.28]. If Q is tame, there is a unique
δ ∈ ZQ0 such that 〈δ, δ〉 = 0, δi ≥ 1 for every i ∈ Q0 and min δi = 1, called the
null root of Q. A root α is a Schur root if there exist a field extension K/k and a
K-representation M of Q of dimension vector α such that End(M) = K (such a
representation M is usually called a brick).
The first result related to fields of definitions of quiver representations that we
are aware of is the following, due to G. Kac and A. Schofield.
Proposition 7.1. Let α be a real root for the quiver Q. If K is an algebraically
closed field, the unique indecomposable representation of dimension vector α is de-
fined over the prime field of K.
Proof. See [20, Theorem 1] for the case of positive characteristic, and [38, Theorem
8] in characteristic zero. 
Let Q be a quiver, and let α be a dimension vector for Q. We define the functor
RepQ,α : Fieldsk → Sets
by setting
RepQ,α(K) := {Isomorphism classes of α-dimensional K-representations of Q}.
If K ⊆ L is a field extension, the corresponding map RepQ,α(K) → RepQ,α(L) is
given by tensor product.
We denote rkQ(n) simply by rQ(n). Since representations of a quiver Q are the
same as representations of its path algebra, for any n ≥ 0 we have
rQ(n) = max∑
αi≤n
edk RepQ,α .
By Lemma 7.2 below, one may equivalently to take the maximum over those α
which satisfy
∑
αi = n.
Lemma 7.2. Let Q be a quiver. If α, β are two dimension vectors such that βi ≤ αi
for each vertex i of Q, then
edk RQ,β ≤ edkRQ,α.
ESSENTIAL DIMENSION OF REPRESENTATIONS OF ALGEBRAS 17
Proof. This follows from an application of Lemma 6.4 as in the proof of Proposi-
tion 6.5, this time by letting M ′′ be the trivial representation of Q of dimension
vector α− β. 
Remark 7.3. We record here another interesting consequence of Lemma 6.4. We
will not use it in the sequel. Recall that if Q is a quiver without oriented cycles,
the category of its finite-dimensional representations has enough projectives (see
[26, Theorem 1.19]), and so we may consider its stable category. Since Q has no
oriented cycles, the projective representations of Q are finite-dimensional and are
defined over the base field k; see [26, Theorem 1.18].
LetM,N be representations ofQ. IfM andN are stably equivalent kQ-modules,
there is an isomorphism M ⊕ P1 ∼= N ⊕ P2, where P1 and P2 are projective repre-
sentations for Q. By Lemma 6.4 we have
edkM = edk(M ⊕ P1) = edk(N ⊕ P2) = edkN.
It follows that essential dimension is a stable invariant.
Note that an analogous assertion fails in the setting of central simple algebras
and is an open problem in the case of quadratic forms; see [32, §7.4].
8. Stacks of quiver representations
Analogously to what we have done for algebras in Section 2, we may view
K-representations of a quiver Q as K-orbits of a suitable action. Let XQ,α :=∏
a:i→jMαj×αi,k and let GQ,α :=
∏
i∈Q0
GLαi be an affine space and an algebraic
group over k, respectively. There is an action of GQ,α over XQ,α, given by
(gi)i∈Q0 · (Pa)a:i→j := (gjPag
−1
i )a:i→j .
We denote by RQ,α the quotient stack [XQ,α/GQ,α]. As for algebras, one can show
that there is a bijection between K-points of RQ,α and isomorphism classes of
representations of Q of dimension α. The stack RQ,α is a smooth stack of finite
type over k.
If S is a k-scheme, an S-representation of Q is given by a locally free OS-module
Ei for each vertex i of Q, and by an OS-linear homomorphism ϕa : Ei → Ej
for each arrow a : i → j. For any natural number n, let N ilnQ denote the stack
over Schk parametrizing representationsM of Q over S, together with a morphism
ψ : M → M such that ψn = 0, and such that cokerψj is an S-representation for
every j ≥ 0 (i.e. for each vertex the corresponding coherent sheaf is locally free).
We note that N il0Q = Spec k and N il
1
Q is the disjoint union of the RQ,α, where α
ranges among over all possible dimension vectors.
We are going to follow [3, §6] for various statements and proofs in this section.
In [3, §6], the authors studied stacks of coherent sheaves on a fixed curve C, and
analyzed them in terms of certain stacks N ilC,n. Our definition of N ilnQ is the
analogue of their N ilC,n in the context of quiver representations. As we state
below, the results of [3, §6] still hold in this setting. The common feature of the
two set-ups that makes the arguments of [3, §6] possible is the vanishing of the Exti
for i ≥ 2 (for quiver representations, this follows from [37, Theorem 2.24]).
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Proposition 8.1. The stack N ilnQ is smooth over k, and its dimension at a point
(M,ψ) is given by the formula
dim(M,ψ)N il
n
Q = −
n∑
h=1
〈βh, βh〉
where βh is the dimension vector of imψ
h−1/ imψh.
Proof. The proof of smoothness of N ilnQ proceeds as in [3, Corollary 6.2], with
one modification. One step of the proof of [3, Corollary 6.2] rests on [4, Lemma
3.8]. The analogous result for quiver representations is still true, and is a direct
application of the infinitesimal criterion for smoothness. The computation of the
dimension of N ilnQ also closely follows the argument of [3, Corollary 6.2], using the
fact that if N is a K-representation of Q of dimension vector α, then
〈α, α〉 = dimK(End(N))− dimK(Ext
1(N,N));
see [37, Proposition 8.4]. 
In the sequel, we will only use the following corollary of Proposition 8.1.
Corollary 8.2. Let M be an indecomposable representation of Q over an alge-
braically closed field K containing k, and let α be its dimension vector. If βj
denotes the dimension vector of im(ψj−1)/ im(ψj) for a general element ψ of the
Jacobson radical j(End(M)), then
trdegk k(M) ≤ 1−
∑
j
〈βj , βj〉 .
Proof. The result follows from Proposition 8.1, in the same way that [3, Corollary
6.3] follows from [3, Corollary 6.2]. 
9. Quivers of finite and tame representation type
The remaining part of this article is concerned with the essential dimension of
quiver representations. We begin by considering quivers of finite and tame repre-
sentation type.
Proposition 9.1. Let k be an arbitrary field, and let Q be a quiver.
(a) If α is a real root for Q, then edk RepQ,α = 0.
(b) If Q is of finite representation type, then rQ(n) = 0 for every n ≥ 1.
Proof. (a) If K/k is a field extension, and M is an α-dimensional K-representation
of Q, every indecomposable summand of MK is defined over the prime field of k;
see [20, Theorem 1] for the case of positive characteristic, and [38, Theorem 8] in
characteristic zero. By Noether-Deuring’s Theorem, M is defined over the prime
field of k, hence edkM = 0. This implies edk RepQ,α = 0 for every dimension vector
α, and rQ(n) = 0 for every n ≥ 1.
(b) By Gabriel’s Theorem (as stated in [37, Theorem 8.12]), the dimension vector
of an indecomposable representation of Q is a positive real root. Now (b) follows
from (a). 
If Q is tame, the computation of rQ(n) will follow from Lemma 7.2 and the
following lemma, proved in the Appendix.
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Lemma 9.2. Let K be a field extension of k, and M an indecomposable repre-
sentation of a tame quiver Q of dimension vector mδ over K. Then there exist
a1, . . . , am ∈ K, and bases of the vector spaces Mi, for i ∈ Q0, so that the linear
maps ϕa, a ∈ Q1, are represented by matrices having entries in {0, 1, a1, . . . , am}.
In [12], the indecomposable representations of a tame quiverQ are classified, over
an algebraically closed fieldK. Another reference on this topic is [43, Chapter XIII].
Each indecomposable representation may be described by matrices having entries
in {0, 1, λ}, for some λ ∈ K. In the Appendix we show that this classification may
be naturally extended to arbitrary fields, with the help of some results successive
to [12], namely [11] and [30]. This is analogous to the passage from the Jordan
canonical form to the rational canonical form; see Example 3.5.
Proposition 9.3. Let Q be a tame connected quiver, with null root δ. If α is a
dimension vector, and m is the biggest non-negative integer such that mδi ≤ αi for
each vertex i of Q, then edk RepQ,α = m. Furthermore,
rQ(n) =
⌊
n∑
δi
⌋
.
In particular, a1(kQ) = 1/
∑
δi.
Proof. LetK be a field containing k, α a dimension vector, andM an α-dimensional
K-representation. Then M decomposes as a direct sum of indecomposable repre-
sentations Mh, and
edkM ≤
∑
edkMh.
Let m be the maximum non-negative integer such that mδi ≤ αi for each ver-
tex i of Q. If the dimension vector of Mh is a real root, then edkMh = 0 by
Proposition 9.1(a). If it is mhδ, then by Lemma 9.2 we have edkMh ≤ mh. Since∑
mh ≤ m, we conclude that edkM ≤ m. Therefore edk RepQ,α ≤ m.
Let us now prove that edk RepQ,α ≥ m. Since edk RepQ,α ≥ edk RepQ,α, we may
assume that k is algebraically closed. Let Zm ⊆ XQ,mδ be the locally closed sub-
set parametrizing representations ⊕mh=1Mh, where each Mh has dimension vector
δ. There is an obvious action of Sm on Zm, given by permutation of the sum-
mands. Consider m copies of an infinite family of indecomposable representations
of dimension vector δ parametrized by an open subset of A1. As in the proof of
Proposition 5.2, this gives an Sm-equivariant rational map
Am 99K Zm
sending at most finitely many Sm-orbits of A
m to the same Gα-orbit of Zm. By
Lemma 2.2, we deduce that edk RepQ,mδ ≥ m. By Lemma 7.2, we have that
edk RepQ,α ≥ m, hence we conclude that edk RepQ,α = m as desired.
We now prove the formula for rQ(n). Set
d :=
⌊
n∑
δi
⌋
.
Fix a non-negative integer n, and let α be a dimension vector such that
∑
αi ≤ n.
Let m the maximum non-negative integer for which the inequality mδi ≤ αi holds
for each vertex i of Q. By what we have proved so far, edk RepQ,α = m. By
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summing all the inequalities mδi ≤ αi we obtain m
∑
δi ≤
∑
αi ≤ n, so that
m ≤ d. This implies
rQ(n) = max∑
αi≤n
edk RepQ,α ≤ d.
On the other hand, we may choose α such that dδi ≤ αi for each vertex i. In this
case edk RepQ,α = d, and the proof of the formula for rQ(n) is complete. 
10. Wild quivers
In this section we determine a2(kQ) for every wild quiver Q. Let M be a K-
representation of Q, for some field K containing k. Recall that by Lemma 4.8
the term edk(M)M grows sublinearly with the dimension of M , so the quadratic
contribution to rQ(n) will come from trdegk k(M). Our first objective is to produce
lower and upper bounds for the term trdegk k(M).
Lemma 10.1. Let α be a Schur root for Q. Then there exists an α-dimensional
representation M of Q such that trdegk k(M) ≥ 1− 〈α, α〉.
Proof. We may assume that k is algebraically closed. Since α is a Schur root, by
[25, Proposition 4.4] there exists a non-empty coarse moduli space M stQ,α for stable
α-dimensional representations of Q, and it is irreducible of dimension 1 − 〈α, α〉.
There is a dominant rational map RQ,α 99K M stQ,α, that is, a dominant morphism
from a non-empty open substack of RQ,α. Let η be the generic point of M stQ,α. We
have
trdegk k(η) = dimM
st
Q,α = 1− 〈α, α〉 .
Let M be a representation over a field K such that the composition SpecK →
RQ,α 99KM stQ,α is well defined and has image equal to η. Any field of definition for
M must contain k(η), hence
trdegk k(M) ≥ trdegk k(η) = 1− 〈α, α〉 . 
Before proving an upper bound for trdegk k(M), we set some notation.
Definition 10.2. Let Q be a quiver. For a vector v ∈ RQ0 , we denote by |v| the
sum of its coordinates. We define
HQ :={α ∈ R
Q0 : |α| = 1},
SQ :={α ∈ HQ : αi ≥ 0 ∀i ∈ Q0},
S˚Q :={α ∈ HQ : αi > 0 ∀i ∈ Q0}.
We denote by ΛQ the maximum of the opposite of the Tits form −qQ on SQ.
We note that ΛQ > 0 if and only if the quiver Q is wild.
Lemma 10.3. Let K/k be a field extension, and let M be an α-dimensional K-
representation of a wild quiver Q. Then
trdegk k(M) ≤ |α|+ ΛQ|α|
2.
Proof. Assume first that K is algebraically closed and that M is indecomposable.
By Corollary 8.2 there exist dimension vectors β1, . . . , βh such that
∑
βh = α and
trdegk k(M) ≤ 1−
∑
h
〈βh, βh〉 .
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By definition of ΛQ,
−〈βh, βh〉 ≤ |βh|
2ΛQ,
hence
trdegk k(M) ≤ 1 + ΛQ(
∑
h
|βh|
2) ≤ 1 + ΛQ|α|
2.
Let now K be an arbitrary field extension of k, and let M be a representation of Q
overK of dimension vector α. Since k(M) = k(MK), we may assume thatK is alge-
braically closed. The representation M decomposes in at most |α| indecomposable
representations Mh. Let αh be the dimension vector of Mh. Then
trdegk k(M) ≤
∑
h
trdegk k(Mh) ≤
∑
h
(1 + ΛQ|αh|
2) ≤ |α|+ ΛQ|α|
2. 
From Lemma 10.3 we see that, to understand the asymptotic behavior of rQ(n),
we must first understand ΛQ.
Lemma 10.4. Assume that Q is a disjoint union of wild connected quivers. There
is at most one critical point α ∈ RQ0 of qQ on HQ. If it exists, it satisfies the
equations
(α, ei) = −2λ
for each vertex i and for some constant λ. The corresponding critical value of qQ
is
qQ(α) = 〈α, α〉 = −λ.
Moreover, λ ∈ Q and αi ∈ Q for every i.
By definition, a critical point of qQ on HQ is a point at which all partial deriva-
tives of qQ|HQ vanish. It is not necessarily a minimum or maximum of qQ|HQ ; see
Example 10.8.
Proof. We use the method of Lagrange multipliers. The constraint is given by
α1 + · · ·+ αn = 1,
and the partial derivatives of qQ are
∂iqQ(α) = −(α, ei).
Therefore, any critical point α must satisfy the equations
(α, ei) = −2λ.
for some λ ∈ R. If CQ is the Cartan matrix of Q, these equations translate to
CQα = −2λe,
where e = (1, . . . , 1). Since Q is a disjoint union of wild connected quivers, CQ is
invertible. Therefore, a critical point α will lie in the intersection of the affine plane
HQ with the line generated by C
−1
Q e, so there can be at most one. If a critical point
α exists, the corresponding critical value of qQ is
〈α, α〉 =
1
2
(α, α) =
1
2
∑
αi(α, ei) = −λ. 
Definition 10.5. Let Q be a disjoint union of connected wild quivers. We denote
by αQ and λQ the critical point α and the constant λ of the previous lemma (if
they exist). We say that Q is effective if αQ exists, αQ ∈ S˚Q and λQ > 0.
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Recall that a subquiver of Q is a quiver Q′ such that Q′0 ⊆ Q0 and whose arrows
are all the arrows of Q between vertices in Q′0. If Q
′ is a subquiver of Q, the
inclusion Q′0 ⊆ Q0 naturally identifies R
Q′0 with a subspace of RQ0 .
Lemma 10.6. Let Q be an effective quiver with connected components Q′1, . . . , Q
′
d,
and assume that λQ′1 ≥ λQ′h for every h = 1, . . . , d. Then Q
′
1 is effective, and
λQ ≤ λQ′1 .
Proof. Since Q is effective, αQ exists and belongs to S˚Q. We may write αQ =
(α′1, . . . , α
′
d), where α
′
h ∈ R
Q′h for each h = 1, . . . , d. Since qQ is the orthogonal
direct sum of the qQ′
h
, we have that
qQ(αQ) = qQ′1(α
′
1) + · · ·+ q
′
Qd
(α′d).
Note that α′h/|α
′
h| is a critical point for qQ′h |HQ′h
, for every h = 1, . . . , d. Since the
coordinates of α′h/|α
′
h| sum to 1, from the uniqueness part of Lemma 10.4 we obtain
that α′h/|α
′
h| = αQ′h , i.e. α
′
h = |α
′
h|αQ′h . In particular, αQ′h exists and belongs to
S˚Q′
h
, for every h. Substituting into the previous equation, we obtain
λQ = |α
′
1|
2λQ′1 + · · ·+ |α
′
d|
2λQ′
d
.
Since Q is effective, we have λQ > 0. It is thus impossible that λQ′
h
≤ 0 for every
h, and so λQ′1 > 0. We already showed that αQ′1 ∈ S˚Q′1 , hence Q
′
1 is effective.
Since |α′h| ≥ 0 for every h and |α
′
1|+ · · ·+ |α
′
d| = 1, we have |α
′
h|
2 ≤ |α′h| for all
h. We conclude that
λQ ≤ (|α
′
1|
2 + · · ·+ |α′d|
2)λQ′1 ≤ (|α
′
1|+ · · ·+ |α
′
d|)λQ′1 = λQ′1 ,
as desired. 
Recall that, by definition, ΛQ is the maximum of −qQ on SQ. If the maximum
of −qQ is attained in SQ, then by Lemma 10.4 we have ΛQ = λQ. If α belongs to
the boundary of SQ (as in Example 10.8 below), we may consider the subquiver Q
′
whose vertices correspond to the non-zero entries of α. If all connected components
of Q′ were wild, then by Lemma 10.4 we would get ΛQ = ΛQ′ = λQ′ . In fact, as we
now show, one may always arrange for Q′ to be wild and connected. We thus obtain
the following formula for ΛQ, which will be used in the proof of Proposition 10.12.
Proposition 10.7. Let Q be a wild quiver. Then there exists an effective subquiver
of Q. Moreover, we have
ΛQ = max
Q′
λQ′ ,
where the maximum is taken over all effective wild connected subquivers Q′ of Q.
Proof. Let Q′ be an effective wild connected subquiver of Q, and view αQ′ as a vec-
tor in RQ0 by setting the extra coordinates equal to zero. Then ΛQ ≥ −qQ(αQ′) =
−qQ′(αQ′) = λQ′ . Letting Q
′ vary, we obtain ΛQ ≥ maxQ′ λQ′ . It thus suffices to
find Q′ such that ΛQ = λQ′ .
Since SQ is compact and qQ is continuous, there exists a vector α ∈ SQ mini-
mizing qQ|SQ , that is, satisfying ΛQ = −qQ(α). Since Q is wild, qQ is indefinite,
hence −qQ(α) > 0. Let Q′ be the subquiver of Q defined by
Q′0 := {i ∈ Q0 : αi 6= 0}.
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If we regard α also as a vector in RQ
′
0 , then qQ(α) = qQ′(α), α ∈ S˚Q′ , and α
minimizes qQ′ on SQ′ . In particular, α is a critical point for qQ′ |HQ′ .
The subquiverQ′ is wild, because qQ′(α) < 0. Now, if Q
′′ is a non-wild connected
component of Q′, define a vector β ∈ RQ
′
0 by setting βi = 0 if i ∈ Q
′′ and βi = αi
otherwise, and set γ := β/|β|. Then |γ| = 1 and γi ≥ 0 for each vertex i of Q′, i.e.
γ ∈ SQ. Moreover, since qQ′′ is positive semi-definite and qQ′ = qQ′′ ⊥ qQ′\Q′′ , we
have qQ′(γ) ≤ qQ′(α), hence qQ′(γ) = qQ′(α). Here Q′ \Q′′ is the subquiver of Q′
with set of vertices equal to Q′0 \Q
′′
0 . Since γ is supported in Q
′ \ Q′′, this shows
that we can remove Q′′ from Q′, that is, we may assume that every connected
component of Q′ is wild.
By Lemma 10.4, α = αQ′ is the unique critical point of qQ′ |HQ′ and ΛQ =
−qQ(α) = −qQ′(α) = λQ′ . As Q is wild, we have ΛQ > 0, hence λQ′ > 0. We
already noted that α ∈ S˚Q, hence Q
′ is effective. By Lemma 10.6, we are allowed
to pass to a connected component of Q′. Therefore, we may assume that Q′ is
connected, and this concludes the proof. 
Example 10.8. We illustrate Proposition 10.7 and its proof by computing ΛQ in
the case where Q is the disjoint union of two quivers K3:
1 2 3 4.
The Tits form of Q is
qQ(α) = α
2
1 + α
2
2 + α
2
3 + α
2
4 − 3α1α2 − 3α3α4.
As in the proof of Lemma 10.4, we may compute the critical point αQ of qQ|HQ as
the solution of the system of linear equations
3α2 − 2α1 = 3α1 − 2α2 = 3α3 − 2α4 = 3α4 − 2α3, α1 + α2 + α3 + α4 = 1.
Thus αQ = (
1
4 ,
1
4 ,
1
4 ,
1
4 ) and λQ =
1
8 . In particular, Q is effective. Note that λQ is
not the maximum of −qQ|HQ , because −qQ is not bounded from above on HQ:
−qQ(t, t,
1
2
− t,
1
2
− t) = 2t2 +O(t), (t→∞).
Let Q1 and Q2 denote the two K3 subquivers of Q. The associated critical points
are αQ1 = (
1
2 ,
1
2 , 0, 0) and αQ2 = (0, 0,
1
2 ,
1
2 ), and the corresponding critical value is
1
4 in both cases. Note that this is accordance with Lemma 10.6. In particular, Q1
and Q2 are effective. By Proposition 10.7, we obtain ΛQ = λQ1 = λQ2 =
1
4 .
For this particular Q, the compactness argument in the second paragraph of the
proof of Proposition 10.7 would select either αQ1 or αQ2 as α, hence either Q1 or
Q2 as Q
′.
Definition 10.9. We say that the wild quiver Q is a minimal wild quiver if there
are no wild subquivers of Q other than Q. We say that the underlying graph of Q
is a minimal wild graph if for every arrow a : i→ j of Q, removing a gives a quiver
Q′ that is not wild.
Recall that a subquiver of Q is obtained by choosing a subset of Q0 and consider-
ing all arrows between said vertices. Hence subquivers of Q bijectively correspond
to subsets of Q0. Note that if the underlying graph of Q is a minimal wild graph,
then Q is a minimal wild quiver, but the converse need not be true.
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As an example, consider the generalized Kronecker quiver Kr:
1 2
r
If r ≥ 3, Kr is a minimal wild quiver. Its underlying graph is a minimal wild graph
if and only if r = 3. Another example is the loop quiver Lr for r ≥ 2: it is a
minimal wild quiver because it has no non-empty subquivers, but its underlying
graph is minimal wild if and only if r = 2.
There are 18 minimal graphs, and they are listed in [33, Lecture 6, Subsection
6.7]. They are all obtained by adjoining one vertex to a tame quiver of at most 9
vertices; see the picture of [33, Lecture 6, p. 9].
Lemma 10.10. Let Q be a minimal wild quiver. Then Q is connected and effective,
and ΛQ = λQ.
Proof. Since a disjoint union of non-wild quivers is non-wild, a minimal wild quiver
is connected. Moreover, every proper subquiver of Q is non-wild. The claim now
follows from Proposition 10.7. 
Before stating the main result of this section, we need one last lemma.
Lemma 10.11. Let Q′ be an effective wild connected subquiver of Q, and let m be
a positive integer such that mαQ′ has integral entries. Then mαQ′ is a Schur root
of Q.
Proof. Since Q′ is effective, we have λQ′ < 0. It follows from Lemma 10.4 that
(mαQ′ , ei) = −2mλQ′ < 0
for every vertex i of Q′. This implies that the support of mαQ′ is a wild quiver and
that mαQ′ belongs to the fundamental region of Q
′. By [28, Proposition 4.14], it
follows that mαQ′ is a Schur root of Q
′. Let K/k be a field extension and let M ′
be a K-representation of Q′ such that EndK(M
′) = K. We may trivially extend
M ′ to a K-representation M of Q, by letting Mi = 0 for every i ∈ Q0 \ Q′0. We
have EndK(M) = EndK(M
′) = K, hence αQ′ is a Schur root for Q. 
We are now ready to compute a±2 (kQ) for every wild quiver Q. This completes
the proof of Theorem 1.2.
Proposition 10.12. Let Q be a wild quiver. Then:
(a) a2(kQ) = ΛQ;
(b) a2(kQ) ≥
1
2480 ;
(c) we have a2(kQ) =
1
2480 if and only if the underlying diagram of Q is a
disjoint union of a (possibly empty) non-wild quiver and copies of the graph
E˜8
4
1 2 3 5 6 7 8 9 10.
Proof. (a) Let n ≥ 1, K/k be a field extension, and M be an α-dimensional K-
representation of Q, where |α| = n. By Lemma 4.8, we know that edk(M)M < n.
Furthermore, by Lemma 10.3, trdegk k(M) ≤ n+ ΛQn
2. Thus
rQ(n)
n2
<
2
n
+ ΛQ.
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Letting n tend to infinity, we obtain
(10.1) a+2 (kQ) = lim sup
n→∞
rQ(n)
n2
≤ ΛQ.
We now establish the opposite inequality. By Proposition 10.7, there exists an
effective wild connected subquiver Q′ of Q such that λQ′ = ΛQ (and in particular
λQ′ > 0, as Q is wild). By Lemma 10.4, αQ′ ∈ Q
Q0
>0, hence there exists m ≥ 1
such that mαQ′ ∈ N
Q0 . By Lemma 10.11, the vector mαQ′ is a Schur root. By
Lemma 10.1, there exists a representation M of dimension vector mαQ′ such that
trdegk k(M) ≥ 1− 〈mαQ′ ,mαQ′〉 = 1−m
2 〈αQ′ , αQ′〉 = 1 + ΛQm
2.
Since |αQ′ | = 1, we have |mαQ′ | = m. Considering multiples of mαQ′ yields
rQ(mh) ≥ 1 + ΛQ(mh)
2
for every non-negative integer h. Let now n be a positive integer. There exists a
unique h ≥ 0 such that mh ≤ n < m(h+ 1). We have rQ(n) ≥ rQ(mh), hence
rQ(n)
n2
≥
1 + ΛQ(mh)
2
n2
≥
1
n2
+ ΛQ
(n−m)2
n2
.
Letting n tend to infinity, we conclude that
(10.2) a−2 (kQ) = lim infn→∞
rQ(n)
n2
≥ ΛQ.
The combination of (10.1) and (10.2) shows that a+2 (kQ) = a
−
2 (kQ) = a2(kQ) =
ΛQ.
(b) By (a), it suffices to show that ΛQ ≥
1
2480 for every wild quiver Q. Let Q
′ be
a quiver obtained from Q by removing one arrow. Then qQ′(α) ≥ qQ(α) for every
α ∈ SQ. If Q′ is wild, then this implies that ΛQ′ ≤ ΛQ. Therefore, it suffices to
prove ΛQ ≥
1
2480 in the case when the underlying graph of Q is a minimal wild
graph. By Lemma 10.10, Q is effective and ΛQ = λQ, hence we may compute ΛQ
using the method of Lagrange multipliers, as explained in Lemma 10.4. We list the
values of ΛQ = λQ that we have computed for the minimal wild graphs, following
the notation given in [33, Lecture 6, Subsection 6.7]; another source is [15, §2.4].
The reader can find a picture of E˜8 in the statement of Proposition 10.12(c), and
pictures of L2,K3 and U5 in the examples of Section 11. The remaining wild graphs
are displayed in Figure 1.
– L2: λ = 1,
– K3: λ =
1
4 ,
– U5: λ =
1
44 ,
– A˜0: λ =
1
8 ,
– A˜1: λ =
1
23 ,
– A˜2: λ =
1
44 ,
– A˜3: λ =
1
70 ,
– A˜4: λ =
1
100 ,
– A˜5: λ =
1
133 ,
– A˜6: λ =
1
168 ,
– D˜4: λ =
1
140 ,
– D˜5: λ =
1
228 ,
– D˜6: λ =
1
330 ,
– D˜7: λ =
1
442 ,
– D˜8: λ =
1
560 ,
– E˜6: λ =
1
468 ,
– E˜7: λ =
1
969 ,
– E˜8: λ =
1
2480 .
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•
•
•
•
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•
• •
• • . . . • •
• •
•
•
• • • • • •
•
• • • • • • • •
Figure 1. The wild graphs A˜0, A˜n (minimal for 1 ≤ n ≤ 6), D˜n
(minimal for 4 ≤ n ≤ 8), E˜6 and E˜7. If one of these graphs has
the index j ≥ 0 in the name, it has j + 2 vertices.
The smallest value is 12480 , corresponding to E˜8. The critical point is
α
E˜8
=
1
1240
(76, 153, 231, 115, 195, 160, 126, 93, 61, 30).
(c) Let Q be a wild quiver such that a2(kQ) = ΛQ =
1
2480 . By (b), this is the
minimal possible value for ΛQ. We may assume that Q is connected. We must
show that Q is of type E˜8.
We first claim that every subgraph of the underlying graph of Q which is minimal
wild must be of type E˜8. Indeed, let Q
′ be a subgraph of Q, and denote by Q′′ the
subquiver of Q such that Q′′0 = Q
′
0. The effective subquivers of Q
′′ are also effective
subquivers of Q, hence ΛQ′′ ≤ ΛQ by Proposition 10.7. Since Q′ is obtained from
Q′′ by removal of some arrows, we have qQ′(α) ≥ qQ′′(α) for every α ∈ SQ′′ . If Q′
is wild, then this implies that ΛQ′ ≤ ΛQ′′ . Therefore ΛQ′ ≤ ΛQ. If the graph of Q′
is minimal wild, by Proposition 10.7, Lemma 10.10 and the above list Q′ must be
of type E˜8, as claimed.
We now claim that Q is obtained from a quiver of type E˜8 by only adding arrows
(and not vertices). To prove this, we may of course assume that Q has no loops or
multiple arrows. By the previous claim, there exists in particular a wild subquiver
Q′ of Q which is obtained from a quiver of type E˜8 by only adding arrows. We
want to show that Q0 = Q
′
0. If Q0 6= Q
′
0, we may pick a vertex i ∈ Q0 \Q
′
0 which is
connected to Q′0 by at least one arrow of Q. We let Q
′′ be the subquiver of Q defined
by the set of vertices Q′0 ∪ {i}. Since Q
′′ is a subquiver of Q, by Proposition 10.7
we have ΛQ′′ ≤ ΛQ, and since ΛQ is minimal we obtain that ΛQ′′ = ΛQ =
1
2480 . We
now verify by a case by case analysis that ΛQ′′ >
1
2480 , thus proving that i ∈ Q0\Q
′
0
cannot exist.
If two or more vertices of Q′ are connected to i via an arrow, then Q′′ contains a
subquiver of type A˜h, for some 0 ≤ h ≤ 9. One easily sees that this implies that Q′′
(hence Q) contains a subquiver whose underlying graph is minimal wild of type A˜h
for 0 ≤ h ≤ 6, E˜6 or E˜7. This contradicts the first claim. Therefore, i is connected
to exactly one j ∈ Q′0. We now want to exclude this possibility.
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– If j = 1, then Q contains a subquiver of type E˜7.
– If j = 2, then Q contains a subquiver of type D˜5.
– If j = 3, then Q contains a subquiver of type D˜4.
– If j = 4, then Q contains a subquiver of type E˜6.
– If 5 ≤ j ≤ 8, then Q contains a subquiver of type D˜j .
Therefore, the cases 1 ≤ j ≤ 8 are in contradiction with the first claim. The only
remaining possibilities are j = 9 and j = 10. For j = 9, 10, the only subquivers of
Q′′ whose graphs are minimal wild are of type E˜8 (note that D˜9 is not minimal),
and so we must use a different reasoning to exclude these two cases. If j = 9, one
finds that
αQ′′ =
1
340
(16, 33, 51, 25, 45, 40, 36, 33, 31, 15, 15)
and λQ′′ =
1
680 . If j = 10, then
αQ′′ =
1
1639
(94, 190, 288, 143, 245, 204, 165, 128, 93, 60, 29)
and λQ′′ =
1
1639 . In both cases, the coordinate of αQ′′ corresponding to i is the last
one. Thus, in each case Q′′ is effective and λQ′′ >
1
2480 . By Proposition 10.7,
ΛQ ≥ ΛQ′′ = λQ′′ >
1
2480
for j = 9, 10 too. This contradicts the assumptions, hence no such i exists, and so
Q0 = Q
′
0, as claimed. We have shown that Q is obtained from a quiver of type E˜8
by only adding arrows, as claimed. In particular, Q is a minimal wild quiver.
To conclude the proof, it is enough to show that the underlying graph of Q is a
minimal wild graph. If we remove one arrow from Q, we obtain a new quiver Q′
such that qQ′(α) > qQ(α) for each α ∈ S˚Q. Since Q has no proper wild subquivers,
neither does Q′. If Q′ were wild, it would be a minimal wild quiver, hence by
Proposition 10.7 and Lemma 10.10 we would have ΛQ′ = λQ′ . This would in turn
imply
ΛQ′ = λQ′ = −qQ′(αQ′) < −qQ(αQ′ ) ≤ ΛQ.
This is in contradiction with the minimality of ΛQ, hence Q
′ is non-wild. Thus
every subgraph of Q is the graph of a tame quiver, that is, the underlying graph of
Q is a minimal wild graph, as desired. 
Remark 10.13. Let Q be a wild quiver. The proof of Proposition 10.12(a) shows
that rQ(n) = a2(kQ)n
2 +O(n) as n→∞.
11. Examples
Proposition 10.7 gives a simple algorithm to determine ΛQ for a given quiver
Q. For each wild subquiver Q′ of Q, one determines αQ′ and λQ′ by solving a
system of linear equations (for minimal wild subquivers, one may use the list in
the proof of Proposition 10.12). By inspection of the αQ′ and λQ′ , one lists the
connected effective subquivers of Q. Then ΛQ coincides with the maximum value of
λQ′ among the subquivers in the list. As an example, we determine the coefficients
a0, a1, a2 explicitly for some families of quivers.
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Example 11.1. Let Kr be an r-Kronecker quiver,
1 2
...
with an arbitrary orientation of the arrows. The underlying graph ofK1 is a Dynkin
diagram of type A2. The quiver K2 is tame of type A˜2, and the null root is given
by δ = (1, 1). If r ≥ 3, Kr is a minimal wild quiver. One may easily compute that
αKr = (
1
2 ,
1
2 ), and ΛKr = λKr =
r−2
4 . Using Proposition 9.1(b), Proposition 9.3,
Proposition 10.12 and Remark 10.13, we obtain
rKr (n) =

0, if r = 1,⌊n
2
⌋
, if r = 2,
r − 2
4
n2 +O(n), if r ≥ 3.
Example 11.2. Let Lr be the r-loop quiver. It is the quiver with one vertex and
r arrows, here depicted for r = 4:
•
The quiver L1 is tame of type A˜1, with null root δ = (1). If r ≥ 2, Lr is wild,
αLr = (1) and ΛLr = λLr = r − 1. Thus
rLr (n) =
{
n, if r = 1,
(r − 1)n2 +O(n), if r ≥ 2.
Example 11.3. Let Ur be an r-starshaped quiver, that is, a quiver with ver-
tices 0, 1, . . . , r and such that for every i = 1, . . . , r there exists exactly one arrow
connecting i and 0, and these are the only arrows. The orientation of arrows is
arbitrary. Here is the picture for r = 4:
2
1 0 3
4
If r = 1, 2, 3, Ur is of finite representation type, hence rUr (n) = 0. The quiver U4
is tame of type D˜4, and has a null root δ = (2, 1, 1, 1, 1), so rU4(n) = ⌊n/6⌋. If
r ≥ 5, then Ur is wild. Moreover, αUr is the solution of the following system of
linear equations: 
∑
αi = 1
2α0 −
∑
i6=0 αi = −2λUr
2αi − α0 = −2λUr for each i 6= 0.
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Note that these equations imply that αi = α1 for each i 6= 0. The solution of this
linear system is αUr =
1
4r+2 (r + 2, 3, 3, . . . , 3), and λUr =
r−4
8r+4 . In particular, for
r ≥ 5, Ur is always effective for r ≥ 5, and the sequence λUr is strictly increasing
in r. Since any subquiver of Ur is itself of the form Ur′ , for some r
′ ≤ r, we deduce
that ΛUr = λUr =
r−4
8r+4 . Therefore
rKr (n) =

0, if r ≤ 3,⌊n
6
⌋
, if r = 4,
r − 4
8r + 4
n2 +O(n), if r ≥ 5.
Notice that ΛUr ≤
1
8 for any r ≥ 5.
12. Appendix
The purpose of this Appendix is to prove Lemma 9.2, which is used in the proof
of Proposition 9.3.
Lemma 12.1. Let K be a separably closed field, and let M be an indecomposable
AK-module. Then MK is an indecomposable AK -module.
Proof. The result is trivial if charK = 0, so we may assume that charK = p > 0.
We must prove thatMK is indecomposable as an AK -module. Since K is separably
closed, L := End(M)/j(End(M)) is a field. Let ϕ be an idempotent in L ⊗K K.
We may write ϕ =
∑
ϕi ⊗ λi for some ϕi ∈ L and some λi ∈ K. The extension
K/K being purely inseparable, there exists a positive integer n such that λp
n
i ∈ K
for every i. Since ϕ is idempotent,
ϕ = ϕp
n
=
∑
ϕp
n
i ⊗ λ
pn
i =
∑
(λiϕi)
pn ⊗ 1
belongs to L. Since L is a field, we obtain ϕ = 0, 1. This proves that L ⊗K K is
a local ring. Using the inclusion j(End(M)) ⊗K K ⊆ j(End(MK)), it follows that
End(MK)/j(End(MK)) is a local ring too, which means that MK is indecompos-
able. 
For the proof of Lemma 9.2 we closely follow [12]. Another reference for the
classification of indecomposable representations of tame quivers is [43, Chapter
XIII].
Proof of Lemma 9.2. For every arrow a : i → j of Q, we denote by ϕa : Mi → Mj
the associated K-linear map of M . Assume that Q is a tame quiver of type A˜n
(so the underlying graph of Q is a cycle with n + 1 vertices). Its null root is
δ = (1, . . . , 1). The case n = 0 has already been treated in Example 3.5. Suppose
that Q has a cyclic orientation. Let N be an indecomposable summand of MK ,
and ψa : Ni → Nj be the linear map associated to the arrow a : i → j. By [26,
Theorem 7.6], either (i) all the ϕa can be represented by matrices containing only
0 and 1, or (ii) all the ϕa but at most one are isomorphisms. By Lemma 12.1,
every indecomposable summand of MK is already defined over K
sep. The Galois
group Gal(Ksep/K) acts transitively on the isomorphism classes of indecomposable
representations of MKsep. Thus, when one of the above is true for N , it is also
true for every other indecomposable summand of MK (we will use this reasoning
multiple times during this proof). In case (i), by Noether-Deuring’s Theorem, M
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may be represented by matrices with entries in {0, 1}. In case (ii), after fixing
bases for the vector spaces Mi, we may assume that all the ϕa but at most one are
represented by the identity matrix, and we are reduced to the case n = 0.
Assume now that Q is of type A˜2r+1, oriented in such a way that every even
vertex is a sink, and every odd vertex is a source. For example, this is the orientation
that we are considering on A˜5 (so r = 2).
(12.1)
4 5
3 0
2 1
If r = 0, we have the Kronecker quiver, whose indecomposable K-representations
are well-known for both orientations; see for example [7, Theorem 3.6]. Let now r ≥
1. Consider the base change MK , and denote by N an indecomposable summand
of MK , with linear maps ψa : Ni → Nj. By [12, Lemma 2.6.5], each ψa is an
isomorphism, with the exception of at most two. By applying Lemma 12.1 as in
the first paragraph, we deduce that all arrows ofM but at most two are represented
by linear isomorphisms. Identifying vertices via these isomorphisms, we are reduced
to the cases A˜0 or A˜1, which have already been handled. Consider now the case
when Q is of type A˜n, where n is not necessarily odd and the orientation is acyclic
but otherwise arbitrary. Adding arrows to Q if necessary, we may identify M with
an indecomposable representation M ′ of a quiver Q′ of type A˜2r+1, having the
orientation given in (12.1) (i.e. every even vertex is a sink and every odd vertex is
a source), for a suitable r. Of course, we require the new arrows to be represented
by isomorphisms. It follows that if M ′ may be defined using 0, 1, a1, . . . , am, the
same is true for M . This concludes the proof for quivers of type A˜n.
The case when Q is of type D˜n can be proved along similar lines. If n = 4 and
Q has the orientation
2
1 0 3
4
ϕ2
ϕ1
ϕ3
ϕ4
the indecomposable representations of Q have been classified: see [17] for the orig-
inal proof over algebraically closed fields, and [30] for an elementary proof over
arbitrary fields. Recall that the null root of Q is δ = (2, 1, 1, 1, 1). We record here
the mδ-dimensional family consisting of all the K-representations of Q that are not
defined over the prime field of K (see [30, Appendix]).
ϕ1 =
(
Im×m
0
)
, ϕ2 =
(
0
Im×m
)
, ϕ3 =
(
Im×m
Im×m
)
, ϕ4 =
(
A
Im×m
)
.
Here each of the eight blocks is a square matrix of size m, and A is a square matrix
of size m in rational canonical form. If M does not belong to this family, M may
be defined using only 0 and 1. On the other hand, if M belongs to the family, M
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may be defined using only 0, 1, a1, . . . , am, where the ai are the coefficients of the
last column of A.
Assume now that Q is of type D˜n, where n > 4. By suitably adding arrows,
similarly to what we have done in type A˜n, it suffices to consider the case when
n = 2r + 4 ≥ 6 is even, and with the following orientation of arrows (here r = 3):
2 8
1 3 4 5 6 7 9.
In other terms, the sinks are exactly the odd vertices different from 1 and 2r + 3,
and every other vertex is a source.
By [12, Lemma 3.8.5], if N is an indecomposable summand of MK , either (i) N
can be defined by matrices with entries only 0 and 1, or (ii) all but at most two of
the maps
N1 ⊕N2 → N3, N4 → N3, . . . , N2r → N2r+1, N2r+2 ⊕N2r+3 → N2r+1
must be isomorphisms. Applying Lemma 12.1 as in the first paragraph, we see that
in case (i) M is defined by matrices consisting only of 0 and 1, and in case (ii) all
but at most two of the linear maps
M1 ⊕M2 →M3,M4 →M3, . . . ,M2r →M2r+1,M2r+2 ⊕M2r+3 →M2r+1
are isomorphisms. Now, if one of the two maps
M1 ⊕M2 →M3, M2r+3 ⊕M2r+4 →M2r+2
is an isomorphism, then M comes from a representation of a Dynkin quiver of type
D2r+2. If neither of these two arrows is represented by an isomorphism, then M
comes from a representation of a quiver of type D˜4. Since the underlying graph
of Q is a tree, by [26, Lemma 3.6] any two orientations of Q may be obtained one
from the other via reflection functors. This proves the claim for quivers of type D˜n.
To complete the proof of Lemma 9.2, only type E˜ is left. In [12], the classification
in type E˜ is deduced from that of type A˜ and D˜ by means of certain functorial
constructions. The arguments of [12] work over an arbitrary field, as the authors say
in [12, §1.1]. However, some of the references that they quote need to be modified;
we now explain how.
Assume first that Q is a tame quiver of type E˜6, with the following orientation:
5
4
3 2 1 6 7.
With this ordering, the null root of Q is δ = (3, 2, 1, 2, 1, 2, 1). Let Q′ be the
quiver (12.1), and let δ′ be its null root. We construct a functor F from the category
of K-representations of Q′ of dimension mδ′ to the category of mδ-dimensional K-
representations of Q as follows. Let N be a K-representation of Q, of dimension
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vector mδ′, and denote by N0, . . . , N5 the vector spaces of N . Then F (N) is given
by the vector spaces (following the ordering in the figure):
N0 ⊕N2 ⊕N4, N0 ⊕N2, N1, N2 ⊕N4, N3, N4 ⊕N0, N5,
and by linear maps defined in an obvious way using those of N . The functor F is
denoted by S6 in [12, 4.5].
If M may not be defined using only 0 and 1, then M belongs to the essential
image of F . The proof of this fact is given in [12, Theorem 4.8.1] in the case when
K is algebraically closed. This argument is based on elementary linear algebra and
works over an arbitrary field; see [12, §1.1]. The only step that requires further
justification is the assertion that the category of regular K-representations of Q is
abelian. If K is algebraically closed, this is proved in [12, Proposition 4.7.1]. For
the case, where K is an arbitrary field, we refer the reader to [11, Proposition 3.2]
or [35, §4.1]; see also [45, §2.4] or the Introduction to [11]. It follows that M comes
from an mδ′-dimensional representation M ′ of a quiver Q′ of type D˜4. We know
that M ′ may be defined using 0, 1, a1, . . . , am, for some ai ∈ K, thus the same
is true for M . By [26, Lemma 3.6], applying the reflection functors, this proves
Lemma 9.2 for every other orientation of E˜6.
The proof for Q of type E˜7 or E˜8 is entirely analogous. The indecomposable
representations of E˜7 not defined over the prime field of K may be obtained from
representations of E˜6, and those of E˜8 may be obtained from those of E˜7. The
fact that the category of regular K-representations of Q is abelian is proved in [12,
Proposition 5.7.1 and Proposition 6.7.1] for an algebraically closed field K, and in
[11, Proposition 3.2] and [35, §4.1] for an arbitraryK. The rest of the proof is based
on elementary linear algebra, and may be carried out over an arbitrary field. 
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