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0 Introduction
0.1 Descriptive set theory, a subject that started with the work of E´. Borel and
H. Lebesgue in the early decades of last century, see [12], [15], [14] and [8], is the
study of certain classes of subsets of separable metric spaces like R, the set of the
real numbers, and Baire space N , the set of all inﬁnite sequences of natural numbers.
Some examples of the classes of sets one considers are the class of the Borel sets, the
class of the analytic sets and the class of the projective sets.
We investigate this subject from an intuitionistic point of view.
The founding fathers of descriptive set theory were driven by a certain distrust of
set-theoretic arguments like E. Zermelo’s proof of the Well-Ordering Theorem and
set-theoretic notions like the power set of N or the ﬁrst uncountable ordinal, see [2].
L.E.J. Brouwer, who initiated the intuitionistic reform of mathematics at about the
same time descriptive set theory found its origin, shared this distrust but, eventu-
ally, his critique of classical mathematics went further and deeper. Meditating upon
the possible meaning of mathematical statements he suggested a reﬁnement of the
language of mathematics and a strong and constructive interpretation of the logical
connectives and quantiﬁers. Reﬂecting on the way one should handle the concept of
the continuum he also proposed several new axioms, some of them outright contra-
dictions if one reads them without taking notice of the changed sense of the logical
constants.
We follow Brouwer’s suggestion to interpret the logical constants and the set-theoretic
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operations constructively. We also use the axioms he advocated, in particular his Con-
tinuity Principle. Brouwer’s Thesis on bars will play a less prominent role. It will be
used for proving some results towards the end of the paper. The main results, as they
will be announced in Subsection 0.9, depend on the Continuity Principle alone.
The reader should be aware that Brouwer’s axioms are not generally accepted in the
wider circle of constructive mathematicians. The famous constructive mathematician
E.R. Bishop agreed with Brouwer that mathematicians should use intuitionistic logic,
but judged the axioms to be the result of wild and ”semi-mystical” speculation.
We restrict our attention to classes of subsets of Baire space N .
We use m,n, . . . as variables over the set N of natural numbers, and α, β, . . . as
variables over Baire space N .
0.2 Let X be a subset of N .
X is called basic open if and only if either X is empty or there exists a ﬁnite sequence
s of natural numbers such that X consists of all inﬁnite sequences α that have s as
an initial part.
X is called open if and only if X is a countable union of basic open sets and X is
called closed if and only if there exists an open set Y such that X is the complement
of Y . X is called positively Borel if and only if X may be obtained from basic open
subsets of N by the repeated application of the operations of countable union and
countable intersection.
We let 〈 , 〉 be a suitable pairing function on N . We may deﬁne, for instance, for all
α, β in N , for all n in N, 〈α, β〉(2n) := α(n) and 〈α, β〉(2n+1) := β(n).
Again, let X be a subset of N .
X is called analytic if and only if there exists a closed subset Y of N such that X is
the projection of Y , that is: for every α, α belongs to X if and only if, for some β,
〈α, β〉 belongs to Y .
X is called co-analytic if and only if there exists an open subset Y of N such that X
is the universal projection of Y , that is: for every α, α belongs to X if and only if,
for all β, 〈α, β〉 belongs to Y .
0.3 The logical operations of disjunction and existential quantiﬁcation over both
N and N and also the corresponding set-theoretic operations ﬁnite union, countable
union, and projection are interpreted constructively. We only say that an element
α of N belongs to some countable union ⋃
n∈N
Xn of subsets of N , if we are able to
indicate a natural number n such that α belongs to Xn. We only say that an element
α of N belongs to the projection of a subset X of N if we are able to indicate an
element β of N such that 〈α, β〉 belongs to X .
For this reason, the class of positively Borel sets does not coincide with, for instance,
the class of all subsets of N that may be obtained from basic open subsets of N by
the repeated application of the operation of countable union and the operation of
taking the complement. Also, the complement of an analytic set is a co-analytic set
only in very exceptional cases, and the complement of a co-analytic set almost never
is an analytic set.
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We want to avoid the operation of taking the complement as much as possible. Neg-
ative statements and properties seem to be more diﬃcult to understand and in some
sense less useful than positive ones.
0.4 The discovery of subsets of N that are not (positively) Borel but still in some
sense ”deﬁnable”, or, to use the term Lebesgue proposed, ”mentionable/nameable”,
”nommable”, has been a dramatic moment in the history of classical descriptive set
theory. In his memoir [10], Lebesgue had assumed that the projection of a (positively)
Borel subset of N is again (positively) Borel. The Russian mathematicians N. Lusin
and A. Souslin observed that he was wrong. Souslin introduced the class of the
analytic subsets of N in [16] and proved that some analytic subsets of N are not
(positively) Borel. One may prove, intuitionistically as well as classically, that a
subset X of N is analytic in the sense of Subsection 0.3, that is, the projection of a
closed subset of N , if and only if it is the projection of a positively Borel subset of
N .
0.5 We introduce a highly important notion that will enable us to give a succinct
description of Souslin’s discovery of an analytic set that is not positively Borel.
Let X,Y be subsets of N . We say that X reduces to Y if and only if there exists a
continuous function f from N to N reducing X to Y , that is, for every α, α belongs
to X if and only if f(α) belongs to Y .
Intuitively, a set X reduces to a set Y if we have a method to translate every question
about membership on X , that is every question of the form: ”does α belong to X?”,
into a question about membership on Y , that is, a question of the form: ”does β
belong to Y ?”.
We now give an alternative characterization of the classes of the analytic and co-
analytic subsets of N .
We ﬁrst deﬁne subsets E11 and A
1
1 of N .
We let N∗ be the set of all ﬁnite sequences of natural numbers and assume that some
bijective mapping (n0, . . . nk−1) → 〈n0, . . . , nk−1〉 of N∗ onto N has been deﬁned.
We also assume that there are given a function length from N to N and a binary
operation (n, i) → n(i) on N such that, for all n, k, if k = length(n), then n =
〈n(0), n(1), . . . , n(k − 1)〉. For every n in N, for every i ≤ length(n), we denote the
number 〈n(0), n(1), . . . , n(i − 1)〉 by n(i), or, if confusion is unlikely, simply by ni.
Similarly, for every α in N , for every n in N, we denote 〈α(0), . . . α(n−1)〉 by α(n),
or, if confusion is unlikely, simply by αn.
For every α, for every s, we say that s contains α or that α passes through s if and
only if there exists n such that αn = s.
Let α, β belong to N . We say that α admits β if and only if, for every n, α(βn) = 0
and we say that α bars β if and only if there exists n such that α(βn) = 0.
We let E11 be the set of all α in N that admit at least one β in N , and we let A11 be
the set of all α in N that bar every β in N .
Let α, β belong to N . If α admits β, we also say that β is an (infinite) path of α.
For this reason, the set E11 is sometimes called Path.
Let α belong to N . If α bars every β in N , we also say that α is a bar in N . For this
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reason, the set A11 is sometimes called Bar.
The set E11 is an analytic subset of N . One may prove, intuitionistically as well as
classically, that E11 is a complete element of the class of the analytic subsets of N ,
that is, every analytic subset of N reduces to E11 .
The set A11 is a co-analytic subset of N . One may prove, intuitionistically as well as
classically, that A11 is a complete element of the class of the co-analytic subsets of N :
every co-analytic subset of N reduces to A11. .
0.6 The following three facts imply that the set E11 is analytic but not positively
Borel:
(i) The Borel Hierarchy Theorem:
Given any positively Borel subset X of N , one may construct a positively Borel
subset Y of N such that Y does not reduce to X .
(ii) Every positively Borel subset X of N is analytic.
(iii) Every analytic subset of N reduces to E11 .
In [18] and [24] it is shown that these facts and therefore also the conclusion that the
set E11 is not positively Borel hold intuitionistically. The Borel Hierarchy Theorem, as
formulated here, is intuitionistically not a trivial result and a consequence of a more
strongly formulated theorem proved in [24]. As the complement of a positively Borel
set in general is not positively Borel, we can not prove the Borel Hierarchy Theorem
in the way Borel and Lebesgue do it, see [10], by an extension of Cantor’s diagonal
argument. Essential use has to be made of Brouwer’s Continuity Principle.
0.7 In classical descriptive set theory, the co-analytic set A11 is the complement of
the analytic set E11 , and the fact that A
1
1 is not Borel follows from the fact that E
1
1 is
not Borel.
It is not so easy to prove intuitionistically that A11 is not positively Borel. A
1
1 is not
the complement of E11 and the class of the positively Borel sets is not closed under
the operation of taking the complement. An argument similar to the one sketched in
Subsection 0.6 is also out of the question as not every positively Borel subset of N is
co-analytic: there exists a union of two closed sets that fails to be so, as we will prove
in Theorem 3.3.
There is no proof of the fact that the set A11 is not positively Borel in [18]. The
proof is given in [24]. The argument uses the strongly formulated intuitionistic Borel
Hierarchy Theorem proven in the same paper.
0.8 The purpose of the present paper is to show that, in intuitionistic descriptive set
theory, there exist, firstly, an analytic subset of N much more ”simple” than E11 that
is not positively Borel, and secondly, a co-analytic subset of N much more ”simple”
than A11 that is not positively Borel. These are very surprising facts.
In classical descriptive set theory one may prove, using the axiom ofΣ11-Determinacy
that every analytic set that is not Borel is a complete element of the class of analytic
sets, or, equivalently, that every co-analytic set that is not Borel must be a complete
element of the class of co-analytic sets. The argument essentially is due to W. Wadge.
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The axiom of Σ11-Determinacy claims that every set X in the Boolean algebra
generated by the analytic sets is determined, that is, in the usual game for two players
in Baire space with X as the payoﬀ set, one of the two players must have a winning
strategy. For more information, the reader is referred to [8], Sections 26.B and 26.C.
Our results contrast sharply with the classical situation. A classical mathematician
would call the ”simple” analytic set we are to propose a closed set and the ”simple”
co-analytic set we are to propose a countable union of closed sets. Intuitionistically,
these qualiﬁcations are wrong, as both sets fail to be positively Borel. Nevertheless,
one may guess and we will prove that the two sets are indeed ”simple” in the sense
that the ﬁrst one is not a complete element of the class of the analytic sets and the
second one is not a complete element of the class of the co-analytic sets.
0.8.0 Before giving the examples we have to make a remark on the concept of a
closed subset of N .
Let X be a subset of N .
X is open, in the sense of the deﬁnition given in Subsection 0.2, if and only if there
exists γ in N such that for every α in N , α belongs to X if and only if, for some n,
α passes through γ(n)− 1.
Let γ belong to N . We deﬁne β in N as follows. For each n, β(n) := 1 if there exist
i, j < length(n) such that γ(i) = n(j) + 1, and β(n) := 0 if not. Observe that, for
every α, there exists n such that α passes through γ(n)− 1 if and only if there exists
n such that β(n) = 1 and α passes through n.
It follows that X is open if and only if there exists β in N such that for every α, α
belongs to X if and only if for some n, β(αn) = 1. It also follows that X is closed,
in the sense of the deﬁnition in Subsection 0.2, if and only there exists β in N such
that for every α, α belongs to X if and only if, for every n, β(αn) = 1.
Again, let X be a subset of N . We let the closure X of X be the set of all α such
that for every n, αn contains an element of X . In general X is not a closed subset of
N in the sense of the deﬁnition in Subsection 0.2. However, we will only apply the
operation of taking the closure to subsets X of N that are located in the following
sense: there exists β in N such that for every n, β(n) = 1 if and only if n contains
an element of X . If X is a located subset of N , then X will indeed be a closed set
in the sense of the deﬁnition in Subsection 2.0. Using a term introduced by Brouwer
we call a subset of N that is the closure of a located subset of N a spread. We have
to warn the reader that it is not true that every closed subset of N is a spread. The
reason is that, given s in N and β in N , one can not always decide if s contains some
α admitted by β or not.
0.8.1 Cantor space C is the set of all α in N that assume no other values than 0, 1.
Consider the set Path01 consisting of all α in N that admit a path in Cantor space,
that is, there exists β in C such that, for every n, α(βn) = 0. Observe that Path01
is a located subset of N . The closure Path01 of the set Path01 is the set of all α in
N such that for every n there exists β in C such that for every m, if m < n, then
α(βm) = 0. In classical descriptive set theory, it is a consequence of Ko¨nig’s Lemma
that Path01 coincides with its closure Path01. In intuitionistic descriptive set theory,
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however, the set Path01 turns out to be not closed and not even positively Borel.
Indeed, we shall prove, in Section 2, that even the more simple set MonPath01
consisting of all α in N that admit a monotone non-decreasing path in Cantor space,
that is, there exists β in C such that, for every n, β(n) ≤ β(n+1) and α(βn) = 0, is
not positively Borel.
Observe that both Path01 and MonPath01 are analytic subsets of N . The second
set reduces to the ﬁrst one but not conversely, see [18] and Subsection 2.26.
0.8.2 Let Fin be the set of all α in C such that for some m, for every n > m,
α(n) = 0. For every α in C, α belongs to Fin if and only if α is the characteristic
function of a ﬁnite subset of N.
Let Almost∗Fin be the set of all α in C such that for every one-to-one sequence γ
in N there exists n such that α(γ(n)) = 0. For every decidable subset A of N, the
characteristic function of A will belong to Almost∗Fin if and only if we have an
eﬀective method to ﬁnd in every inﬁnite subset of N an element that does not belong
to A. In classical descriptive set theory Fin and Almost∗Fin are one and the same
set. In intuitionistic descriptive set theory, however, Fin is a subset of Almost∗Fin
but the converse is false. Fin is a countable set and therefore a countable union of
closed sets, but Almost∗Fin is not a countable union of closed sets and, as we are
to prove in Section 3, not even positively Borel.
Observe that Almost∗Fin is a co-analytic subset of N .
0.9 Any subset of N reducing to a positively Borel subset of N is positively Borel.
The two results announced in Subsection 0.8 therefore imply that the sets E11 and A
1
1
themselves are not positively Borel. We thus ﬁnd an argument proving this that avoids
the Borel Hierarchy Theorem. Moreover, the Borel Hierarchy Theorem, in the weak
formulation it has been given in Subsection 0.5, will be seen to follow as a corollary
ﬁrst, from the proof of the fact that the set MonPath01 is not positively Borel, and
then also from the proof of the fact that the set Almost∗Fin is not positively Borel.
This will be clear from the following more detailed description of the two results.
0.9.1 First result:
(i) Let X be a positively Borel subset of N . One may construct a positively Borel
subset Y of N not reducing to X such that MonPath01 is a subset of Y and Y is a
subset of MonPath01.
(ii) Let X be a positively Borel subset of N containing MonPath01. One may con-
struct a positively Borel subset Y of N containing MonPath01, properly contained
in X and also not reducing to X . Y might be called a “better” approximation of
MonPath01 than X .
For every subset X of N we denote the complement of X , that is, the set of all α in
N that do not belong to X , by X¬.
We shall prove, see Theorem 2.3, that the closure MonPath01 of the set MonPath01
coincides with the double complement (MonPath01)¬¬ of the set MonPath01.
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0.9.2 Second result:
(i) Let X be a positively Borel subset of N . One may construct a positively Borel
subset Y of N not reducing to X such that Fin is a subset of Y and Y is a subset of
Almost∗Fin.
(ii) Let X be a positively Borel subset of N that is contained in Almost∗Fin. One
may construct a positively Borel subset Y of N that is contained in Almost∗Fin
and properly contains X and does not reduce to X . Y might be called a “better”
approximation of Almost∗Fin than X .
For all α, β in N we say that α is apart from β, notation: α#β, if and only if, for
some n, α(n) is unequal to β(n). It is well-known that this relation is co-transitive,
that is, for all α, β, γ, if α#β then either α#γ or γ#β. Also, for all α, β, α = β if
and only if not: α#β.
For every subset X of N we let Xc be the set of all α in N such that, for every β in
X , α#β. We call Xc the constructive complement of X .
The set Almost∗Fin coincides with the double constructive complement Fincc of
the set Fin. We shall prove, using Brouwer’s Thesis 1.6.1, that the set Almost∗Fin
is contained in the double complement Fin¬¬ of the set Fin, see Theorem 3.19. It is
shown in [20] that the statement that Fin¬¬ is a subset of Almost∗Fin is equivalent
to Markov’s Principle. Markov’s Principle claims that, for every α, if ¬¬∃n[α(n) = 0],
then ∃n[α(n) = 0].
We shall repeat the argument in Subsection 3.20 of this paper.
Apart from this introductory Section the paper is divided into three Sections. In
the ﬁrst Section we shortly introduce the axioms of intuitionistic analysis. In the
second section we study the set MonPath01 and in the third Section we study the
set Almost∗Fin.
I want to express my profound thanks to an anonymous referee of an earlier version
of this paper who noticed a number of inaccuracies and found a mistake in one of the
proofs. He also suggested various changes in the style of the presentation.
1 The axioms of intuitionistic analysis
1.1 In intuitionistic analysis, the logical constants have their constructive meaning,
and one follows the well-known rules of intuitionistic logic. In particular, a statement
of the form A∨B is considered proven only if one has a proof of A or a proof of B and
a proof of an existential statement ∃x ∈ V [A(x)] has to provide one with a particular
element x0 from the set V and a proof of the corresponding statement A(x0).
1.2 The intuitionistic mathematician treats inﬁnite objects with care. He is alive
to the fact that the growing sequence 0, 1, 2, . . . of the natural numbers is always
unﬁnished and he prefers to call it a project rather than a completed object. It is the
ﬁrst and foremost example of an inﬁnite sequence, and it sets a pattern. Following this
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paradigm, every inﬁnite sequence α of natural numbers is a step-by-step construction
α(0), α(1), α(2), . . . of the individual members of the sequence, and never ﬁnished.
Sometimes, the step-by-step construction is governed by a law or an algorithm, and
then the values of the sequences will be found as a result of patient and obedient
calculation. At other occasions, the intuitionistic mathematician likes to imagine that
he creates the sequence himself. He then does not follow any instruction imposed
at the start, but chooses the successive values of the sequence freely, to his own
preference, one by one. He believes the following axioms to be plausible.
1.3 We ﬁrst mention three axioms of countable choice.
1.3.1 First Axiom of Countable Choice:
Let R be a subset of N × N such that, for every m, there exists n such that
mRn.
(We write “mRn” intending “(m,n) ∈ R”.)
Then there exists α in N such that, for every m, mRα(m).
One may create an inﬁnite sequence α satisfying the requirements step by step, ﬁrst
choosing α(0) such that 0Rα(0), then choosing α(1) such that 1Rα(1), and so on.
There is no obligation to formulate a law or a rule or an algorithm foretelling the
course of the sequence α. Observe that the simple rule: “take, for every m, the least
n such that mRn”, is no good, as it is possible that we know 0R1 but are unable to
decide 0R0.
1.3.2 First Axiom of Dependent Choices:
Let X be a subset of N and R a subset of X ×X such that for every m in X
there exists n in X such that mRn.
Then, given any m in X , there exists α such that α(0) = m and, for each n,
α(n)Rα(n + 1).
Again, given some m in X , one may construct α step by step, ﬁrst choosing α(1) in
X such that mRα(1), then choosing α(2) in X such that α(1)Rα(2), and so on.
We let ∗ be the binary function on N corresponding to the operation of concatenating
ﬁnite sequences of natural numbers, that is, for all (m0, . . . ,mk−1) and (n0, . . . nl−1)
in N∗, 〈m0, . . . ,mk−1〉 ∗ 〈n0, . . . , nl−1〉 = 〈m0, . . . ,mk−1, n0, . . . , nl−1〉. Given any α
in N , n in N, we let αn be the element of N satisfying: for all m, αn(m) := α(〈n〉∗m).
1.3.3 Second Axiom of Countable Choice:
Let R be a subset of N × N such that, for every m, there exists α such that
mRα.
Then there exists α such that, for every m, mRαm.
One builds the promised sequence α step by step. One ﬁrst starts a project for an
inﬁnite sequence suitable for 0, say α0, and calculates α0(0). One then starts a project
for an inﬁnite sequence suitable for 1, say α1, and calculates α1(0), and, resuming the
8
project started earlier, also α0(1). One then starts a project for an inﬁnite sequence
suitable for 2, say α2, and calculates α2(0), α1(1) and α0(2), and so on. In this way
one continues.
We will not make use of the so-called Second Axiom of Dependent Choices, see [24],
and do not mention it here.
1.4 Recall, from Section 0.5, that, for every α in N , n in N, we denote
〈α(0), . . . α(n−1)〉 by αn. Also, given any α in N , a in N, we say that α passes through
a if and only if, for some n, αn = a.
The following axiom does not stand a classical reading of the quantiﬁers.
1.4.1 Brouwer’s Continuity Principle:
Let R be a subset of N ×N such that, for every α, there exists n such that αRn.
Then, for every α, there exist m,n such that, for every β, if β passes through
αm, then βRn.
This postulate may be justiﬁed along the following lines. Every inﬁnite sequence α of
natural numbers, even if it is given by an algorithm, may be imagined to result from
a free step-by-step-construction. If α is the result of a sequence of free choices, and
at some moment of time a number suitable for α is found, only ﬁnitely many values
of α will have been chosen and the number found for α will suit any sequence β that
has these ﬁnitely many values the same as α.
Brouwer’s Continuity Principle revolutionizes analysis. It is the main tool for proving
the very non-classical results of this paper. We want to enhance its applicability and
formulate it more generally.
1.4.2 Suppose that γ belongs to Bar. For every α in N we let γ(α) be the natural
number p such that, for some n, γ(αn) = p+1 and for all i < n, γ(αi) = 0. In this
way every γ in Bar acts as a code for a continuous function from N to N. For this
reason, the set Bar is sometimes called Fun.
Suppose that γ belongs to Fun and γ(〈 〉) = 0. Observe that, for each n, γn belongs
to Fun. We let γ|α be the inﬁnite sequence β such that, for all n, β(n) = γn(α). In
this way every γ in Fun such that γ(〈 〉) = 0 acts as a code for a continuous function
from N to N . We sometimes say: “let γ be a (continuous) function from N to N”
meaning: “let γ belong to Fun and γ(〈 〉) = 0”.
Let γ be a function from N to N . The set of all sequences of the form γ|β, where β
belongs to N is called the range of γ.
Recall from Section 0.8.0 that a subset X of N is called a spread if and only if (i) for
every α in N , if for each n there exists β in X passing through αn, then α belongs to
X and (ii) there exists β such that, for every a in N, β(a) = 1 if and only if a contains
an element of X .
1.4.3 Lemma:
Let X be a spread. There exists a continuous function r from N to N with the
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following two properties:
(i) for every α in N , r|α belongs to X , and
(ii) for every α in X , r|α = α.
(A function r satisfying these two conditions is called a retraction of N onto
X .)
Proof: Let X be a spread. Let β be an element of N such that, for every n in N,
β(n) = 1 if and only if n contains an element of X . We deﬁne a (continuous) function
r from N to N such that for all α, for all n, (r|α)(n) = α(n) if β((r|α)n ∗ 〈α(n)〉) = 1
and (r|α)(n) = p where p is the least k such that β((r|α)n ∗ 〈k〉) = 1 if not. One
easily veriﬁes that r satisﬁes the requirements. 
1.4.4 Brouwer’s Continuity Principle, general formulation:
Let X be a spread and let R be a subset of X ×N such that, for every α in X ,
there exists n such that αRn.
Then, for every α in X there exist m,n such that for every β in X , if β passes
through αm, then βRn.
Proof: Let r be a retraction of N onto X . Let T be the subset of N × N consisting
of all pairs (α, n) such that (r|α)Rn. Observe that for every α in N there exists n
such that αTn. Applying the Continuity Principle 1.4.1 we see that for every α in X
there exist m,n such that for every β in X , if β passes through αm, then (r|β)Rn,
that is βRn. 
1.5 The collection of the positively Borel subsets of N has been introduced by an
inductive deﬁnition. Such deﬁnitions make sense although it seems quite fantastic to
imagine the construction of all the members of such a collection as completed, much
more so than it seems to imagine the construction of the inﬁnite sequence 0, 1, 2, . . .
as completed. Nevertheless, useful observations may be made on every “possible”
positively Borel set, and we have some general understanding of this notion. As long
as we do not lay down general principles on the construction of sets, the question if
the collection of all objects falling under this notion deserves to be called a set, is not
important.
Brouwer himself, although he, like Borel, see [2] and [12], refused to accept Cantor’s
ﬁrst uncountable ordinal, does not shy at a similar inductively deﬁned notion in the
proof of his bar theorem.
1.5.1 For every n, for every subset A of N we let n∗A be the set of all numbers n∗a,
where a belongs to A.
〈 〉 is the code number of the empty sequence.
We now introduce stumps. Stumps are certain decidable subsets of N. (The word
”stump” is used in [4] in a sense slightly diﬀerent from ours.)
The deﬁnition of the collection of all stumps is by induction:
(i) The empty set is a stump.
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(ii) Given any inﬁnite sequence S0, S1, . . . of stumps, we may form another stump
S in the following way: S := {〈 〉} ∪ ⋃
n∈N
〈n〉 ∗ Sn. The stumps S0, S1, . . . are
called the immediate substumps of the stump S.
(iii) Every stump is obtained from the empty stump by the repeated application of
the construction step (ii).
One may give deﬁnitions and proofs by induction on the set of stumps.
1.5.2 Principle of induction on the set of stumps:
Let P be a collection of stumps such that every stump belongs to P as soon as
each one of its immediate substumps belongs to P .
Then every stump belongs to P .
Stumps may be used for labeling the members of other inductively deﬁned collection
like the collection of the positively Borel sets. They then play the role fulﬁlled by
countable ordinals in classical set theory.
We will apply them in this way in Section 3 of this paper. In Section 2, however, we
treat some inductively deﬁned classes of subsets of N without mentioning stumps.
In [25] there is a number of applications of the principle of induction on the set of
stumps.
¿From now on we want to use σ, τ, . . . as variables on the set of stumps.
We deﬁne two binary relations < and ≤ on the set of stumps, as follows.
For all stumps σ, τ we pronounce: “σ < τ” as: “σ is strictly-smaller than τ”, and:
“σ ≤ τ” as: “σ is smaller than τ”. We deﬁne for all stump σ, τ : σ is strictly-smaller
than τ if and only if σ is smaller than some substump of τ , and σ is smaller than
τ if and only if every immediate substump of σ is strictly-smaller than τ . Observe
that no stump is strictly-smaller than the empty stump and that the empty stump is
smaller than any stump.
1.5.3 Theorem
(i) For all stumps σ, τ, ρ:
Not: σ < σ and: σ ≤ σ.
If σ < τ , then σ ≤ τ .
If σ < τ and τ ≤ ρ, then σ < ρ.
If σ ≤ τ and τ < ρ, then σ < ρ.
If σ ≤ τ and τ ≤ ρ, then σ ≤ ρ.
(ii) Let P be a collection of stumps such that every stump σ belongs to P as
soon as every stump strictly-smaller than σ belongs to P .
Then P coincides with the set of stumps.
Proof: The proof is straightforward and left to the reader. 
1.6 The axiom we are about to mention now is perhaps Brouwer’s most daring
proposal. We want to present it in a simpliﬁed form, that suﬃces for the purposes of
this paper. A stronger version occurs in [25]. More details and an exposition of the
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considerations that led Brouwer to enunciate this axiom may be found in [3], [9] and
[24].
We let Stump be the set of all α in N such that there exists a stump σ coinciding
with the set of all a in N such that for every initial segment b of a, α(b) = 0.
1.6.1 Brouwer’s Thesis:
Bar coincides with Stump.
The argument Brouwer brings forward in support of his thesis is a metamathematical
one. Brouwer maintains that, if I know some α to belong to Bar, I must have some
kind of “canonical” proof for this fact, and consideration of this proof will enable me
to conclude that α also belongs to Stump.
On the other hand, the proof that Stump is a subset of Bar is by straightforward
induction on the set of stumps.
2 The analytic example: MonPath01
2.1 In Section 0.8.1 we introduced the set MonPath01 consisting of all α in N
such that for some β in N , for every n, β(n) ≤ β(n+1) ≤ 1 and α(βn) = 0. Our aim
in this section is to prove that this analytic set is not positively Borel.
We will reach this aim not at one stroke but in a number of steps that we describe in
subsection 2.1.2. In Subsection 2.1.1 we introduce some notation and mention some
facts concerning positively Borel sets.
2.1.1 We deﬁne a sequence Σ01,Π
0
1,Σ
0
2,Π
0
2, . . . of classes of subsets of N , as follows.
A subset X of N belongs to Σ01 or Π01, respectively if and only if X is open or closed,
respectively.
For each positive n, for every subset X of N , we deﬁne: X belongs to Σ0n+1 if and
only if there is a sequence X0, X1, . . . of members of Π0n such that X =
⋃
i∈N
Xi, and:
X belongs to Π0n+1 if and only if there is a sequence X0, X1, . . . of members of Σ
0
n
such that X =
⋂
i∈N
Xi.
It is easy to see that, for each n, Π0n and Σ
0
n are subclasses of both Σ
0
n+1 and Π
0
n+1.
It follows from the (Finite) Borel Hierarchy Theorem proved in [24] that, for each
positive n, there are sets that belong to Π0n but not to Σ
0
n and also sets that belong
to Σ0n but not to Π
0
n.
We deﬁne a sequence E1, A1, E2, A2, . . . of subsets of N , as follows: E1 is the set of
all α such that, for some n, α(n) = 0 and A1 is the set with 0 as its one and only
member. For each positive n, we let En+1 be the set of all α such that, for some i, αi
belongs to An and we let An+1 be the set of all α such that, for every i, αi belongs
to En.
Using the Second Axiom of Countable Choice one may verify that, for every positive
n, Σ0n is the class of all subsets of N reducing to En and Π0n is the class of all subsets
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of N reducing to An.
We sometimes say: ”X is Σ0n”, or: ”X is Π
0
n” while intending: ”the set X belongs
to the class Σ0n”, ”the set X belongs to the class Π
0
n”, respectively.
Let X , Y be subsets of N . We say that X is a proper subset of Y if X is a subset of Y
and the assumption that Y is a subset of X leads to a contradiction. Observe that this
notion is a rather weak one. In general, we are unable, given subsets X , Y , of N such
that X is a proper subset of Y , to indicate an element of Y that does not belong to X .
2.1.2 Our ﬁrst steps on the way towards the main result of this Section are cautious
ones. We ﬁrst show, in Theorem 2.5, that the set MonPath01 is not Π01, and then, in
Theorem 2.7 that it is not Π02. We continue and show, in Theorem 2.8, that it is not
Σ02 and not Σ
0
3 and, in Theorem 2.10, that it is not Π
0
3 and not Σ
0
4. We then observe
the following. The closure MonPath01 of the set MonPath01, firstly, contains but
does not coincide with the set MonPath01, according to Theorem 2.5, and, secondly,
is contained in every closed subset of N that contains the set MonPath01. So there
exists a best approximation of the set MonPath01 in the class Π01 and this best ap-
proximation still does not coincide with the set MonPath01. Similarly, according to
Theorem 2.10, there exists a Π03 subset P of N that, firstly, contains but does not
coincide with the set MonPath01 and, secondly, is contained in every Π03 subset of
N that contains the set MonPath01. So there exists a best approximation of the set
MonPath01 in the class Π03 and this best approximation still does not coincide with
the set MonPath01.
Our strategy for proving the general result is the following. We deﬁne a class B of sub-
sets of N called Borel-approximations of the set MonPath01, and prove, firstly, that
the set MonPath01 is properly contained in any one of its Borel-approximations and,
secondly, that every Borel set containing the set MonPath01 also contains a Borel-
approximation of the set MonPath01.
We ﬁrst introduce, in Subsection 2.11, a monotone operator X → X− on the class of
all subsets of N . We then deﬁne B inductively, in Section 2.15, as follows. The
ﬁrst Borel-approximation of MonPath01 and the initial set of B is the closure
MonPath01 of the set MonPath01. The further members of B are obtained by
applying the operator to an earlier obtained approximation or by taking the count-
able intersection of a decreasing sequence of earlier obtained approximations.
It turns out that he set MonPath01 is a ﬁxed point of the monotone operator
X → X−, but none of its Borel-approximations is. In fact, the set MonPath01
is the only ﬁxed point of the operator X → X− that contains MonPath01.
Theorem 2.14 shows how one may obtain the set P considered in Theorem 2.10 from
MonPath01 by means of the operator introduced in Subsection 2.11.
Theorem 2.18 proves that the set MonPath01 is a proper subset of every one of
its Borel-approximations. We will show this by constructing, for every such Borel
approximation X , a continuous function from N to N mapping N into X but not
into MonPath01. The subtle Lemma 2.17 prepares the way for this construction and
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establishes that the Borel-approximations of MonPath01 are proof against procras-
tination. The meaning of this expression will be given in the course of the proof of
Lemma 2.17.
Theorem 2.20 proves that every Borel set containing the set MonPath01 also contains
a Borel-approximation of MonPath01. We obtain an apparently stronger result: for
every positively Borel set X there exists a Borel-approximation Y of MonPath01
such that every continuous function from N into N mapping MonPath01 into X
also maps Y into X . If Y shows such behaviour towards X we will say that Y testi-
fies against X .
At this point we will have convinced ourselves that MonPath01 is not positively
Borel but we want to add some reﬁnements. We introduce so-called special Borel-
approximations of MonPath01 and show, in Theorem 2.22, that every special Borel-
approximation Y of MonPath01 is a subset of every Borel set containing MonPath01
and reducing to Y , that is, Y is indeed the best possible approximation of MonPath01
in the class of all sets reducing to Y . This conclusion follows from the slightly stronger
statement that we actually prove: every special Borel-approximation of MonPath01
testiﬁes against itself.
Theorem 2.23 proves the result announced in Subsection 0.9.1 and also shows that,
for every special Borel-approximation Y of MonPath01, Y − is a proper subset of Y
that does not reduce to Y .
The ﬁnal Theorem 2.25 will establish, among other things, that the set E1 and a
fortiori the set E11 do not reduce to the set MonPath01. In this sense, MonPath01
is a ”simple” subset of N .
2.2 Our ﬁrst aim is to show that the closure MonPath01 of the set MonPath01
coincides with the double complement (MonPath01)¬¬ of the set MonPath01.
We let S01mon be the set of all β in N such that, for every n, β(n) ≤ β(n+1) ≤ 1.
The set S01mon is a spread. Observe that MonPath01 is the set of all α admitting
an element of S01mon. It will be useful to make some observations on S01mon.
For every n, we let n be the element of N with the constant value n, so for all n, i,
n(i) := n.
For every a in N, for every α in N , we let a ∗ α be the element of N that we obtain
by putting the inﬁnite sequence α behind the ﬁnite sequence coded by a.
We deﬁne an inﬁnite sequence of 0∗, 1∗, . . . of elements of N : for each n, n∗ := 0n ∗ 1.
¿From a classical point of view, the sequence 0, 0∗, 1∗, . . . is a complete enumeration of
the elements of S01mon. Intuitionistically, however, the set S01mon also contains ele-
ments for which we can not make out which is their place in the sequence 0, 0∗, 1∗, . . ..
Let us consider an example. Let d : N→ {0, 1, . . . , 9} be the decimal expansion of π,
that is, π = 3 +
∞∑
n=0
d(n) · 10−n−1. Let β be the element of Cantor space C such that
for every n, β(n) = 1 if and only if for some i < n, for each j < 10, d(i+j) = 9. If β
coincides with 0, there is no uninterrupted sequence of 10 9’s in the decimal expansion
of π, and if β coincides with some other member of the sequence 0, 0∗, 1∗, . . ., there is.
This shows that ﬁnding the place of β in the sequence 0, 0∗, 1∗, . . . is a task beyond
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our capacities.
Using Brouwer’s Continuity Principle one may even derive a contradiction from the
assumption that, for all α in S01mon either α = 0 or, for some n, α = n∗. For suppose
this assumption holds. Applying the Continuity Principle we ﬁnd m such that every
α in S01mon passing through 0m equals 0. This conclusion is false.
Therefore, the sequence 0, 0∗, 1∗, . . . is not a complete enumeration of the elements of
the set S01mon.
Let X be a subset of N . We say that X is enumerable if and only if there exists β
such that β enumerates X , that is, (i) for all n, βn belongs to X and (ii) for every α
in X there exists n such that α = βn.
The set S01mon is not enumerable. For suppose β enumerates S01mon. Applying the
Continuity Principle we ﬁnd m, p, such that every α in S01mon passing through 0m
equals βp. This conclusion is false.
It will be clear that the set S01mon is the closure of the enumerable set {0, 0∗, 1∗, . . .}.
The set S01mon also coincides with the double complement {0, 0∗, 1∗, . . .}¬¬ of the
set {0, 0∗, 1∗, . . .}. We only show that S01mon is a subset of this double complement,
leaving the proof of the converse inclusion to the reader. Let α belong to S01mon.
Remark that, if α#0 or α = 0, then α belongs to {0, 0∗, 1∗, . . .}. As ¬¬(α#0 or
α = 0), α belongs in any case to {0, 0∗, 1∗, . . .}¬¬.
We are applying the fact that for all propositions A,B, if B follows from A, then ¬A
follows from ¬B, and ¬¬B from ¬¬A. Slightly more generally, it is true that for all
propositions A,B,C, if C follows from A,B, then ¬¬C follows from ¬¬A,¬¬B.
Let X be a subset of N and a spread. X is called a finitary spread or a fan if and
only if, for each s, there are only ﬁnitely many n such that s∗ 〈n〉 contains an element
of X .
Let X be a subset of N and let P be a subset of N. P is a bar in X if and only if for
every β in X there exists n such that βn belongs to P .
The Fan Theorem claims that, for every spread X , every bar in X has a ﬁnite subset
that is also a bar in X . Brouwer used his Thesis on bars, a statement slightly stronger
than our 1.6.1, for proving the Fan Theorem.
The set S01mon is an easy example of a fan. We may prove that this fan satisﬁes
the conclusion of the fan theorem without using Brouwer’s thesis on bars. This
observation forms the ﬁrst item of the next theorem. The last item is the statement
that the closure of the set MonPath01 coincides with the double complement of the
set MonPath01.
2.3 Theorem:
(i) For every subset P of N, if for every β in S01mon there exists n such that βn
belongs to P , then there exists m such that for every β in S01mon there exists
n ≤ m such that βn belongs to P .
(ii) For every subset Q of N, if, for every n, ¬¬Q(n), then, for every n, ¬¬∀k <
n[Q(k)].
(iii) For every subset P of N, if, for every β in S01mon, ¬¬(there exists n such that
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βn belongs to P ), then ¬¬ (there exists m such that for every β in S01mon
there exists n ≤ m such that βn belongs to P ).
(iv) The closure MonPath01 of the set MonPath01 coincides with its double com-
plement (MonPath01)¬¬.
Proof: (i) First calculate n0 such that 0n0 belongs to P . Then ﬁnd, for each i < n0,
a number pi such that i∗pi belongs to P . Now let m be the greatest of the numbers
n0, p0, . . . , pn0−1.
(ii) Observe that for all propositions A,B, if both ¬¬A and ¬¬B, then ¬¬(A ∧B).
Apply this law and use complete induction.
(iii) Assume ﬁrst that there exists n such that 0n belongs to P . Find n0 such that
0n0 belongs to P . Using (ii), observe that ¬¬ (for every i < n0 there exists p such
that i∗p belongs to P ), therefore ¬¬ (there exists m such that for every β in S01mon
there exists n ≤ m such that βn belongs to P ).
Now observe that we know that ¬¬ (there exists n such that 0n belongs to P ).
Therefore our conclusion is valid anyhow.
We are applying the fact that for all propositions A,B, if B follows from A, then
¬¬B from ¬¬A. Also, for every proposition A, ¬A is equivalent to ¬¬¬A.
(iv) Observe that the closure MonPath01 of the set MonPath01 is the set of all
α such that, for every n, there exists β in S01mon such that, for every m ≤ n,
α(βm) = 0.
Remark that for every s one may decide if s contains an element of MonPath01 or
not. It follows that, for every α in (MonPath01)¬¬, for every n, αn contains an
element of MonPath01, and therefore (MonPath01)¬¬ is a subset of MonPath01.
Now assume that α belongs to MonPath01. Then ¬ (there exists m such that for
every β in S01mon there exists n < m such that α(βn) = 0), therefore, according
to (iii), ¬ (for every β in S01mon, ¬¬ (there exists n such that α(βn) = 0)), and
therefore ¬¬ (there exists β in S01mon such that for every n, α(βn) = 0), that is, α
belongs to (MonPath01)¬¬. 
2.4 We now want to show that the set MonPath01 is a proper subset of its closure
MonPath01. We will do so by exhibiting a nonclosed set reducing to MonPath01.
Recall that we deﬁned, in Section 1.3, for every α in N , for every i in N, an element
αi of N . For each m, αi(m) = α(〈i〉 ∗m). αi is called the i-th subsequence of α.
Now let X be a subset of N . For every positive n, we let Dn(X) be the set of all α in
N such that, for some i < n, αi belongs to X . We call Dn(X) the n-fold disjunction
of X .
Recall that A1 is the set that has the sequence 0 as its one and only member. The
following theorem establishes, among other things, that the set D2(A1) is not closed
and reduces to MonPath01.
2.5 Theorem:
(i) For all subsets X,Y of N , for each positive n, Y reduces to Dn(X) if and only
if there are subsets Z0, . . . , Zn−1 of N , each of them reducing to X , such that
Y =
⋃
i<n
Zi.
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(ii) For all subsets X of N , X is closed if and only if X reduces to A1.
(iii) For each positive n, the set Dn(A1) reduces to the set MonPath01.
(iv) For each positive n, the set Dn+1(A1) does not reduce to the set Dn(A1).
(v) For each positive n, the set MonPath01 does not reduce to the set Dn(A1).
(vi) The set MonPath01 is not closed and does not coincide with
the set (MonPath01)¬¬.
Proof: We only prove (iii) and (iv) and leave the proof of the other statements to
the reader.
(iii) For each positive n, we may construct a function γ from N to N such that,
for every α, (γ|α)(0n) = 1 and for each i < n, αi = 0 if and only if, for each k,
(γ|α)(i∗k) = 0, and such a function reduces the set Dn(A1) to the set MonPath01.
(iv) We ﬁrst prove that the set D2(A1) does not reduce to the set A1. Observe that
the closure D2(A1) of the set D2(A1) is the set of all α such that, for each n, either
α0 passes through 0n or α1 passes through 0n. Also remark that the set D2(A1) is a
spread containing 0. Now assume that D2(A1) forms part of D2(A1).
Applying the Continuity Principle we ﬁnd i,m such that either i = 0 and for all α in
D2(A1), if α passes through 0m, then α0 = 0, or i = 1 and for all α in D2(A1), if α
passes through 0m, then α1 = 0. Both alternatives are obviously false, as there exist
β0, β1 in D2(A1) such that both β0 and β1 pass through 0m and (β0)0 and (β1)1 fail
to coincide with 0.
Now assume that n is a nonzero natural number and γ is a function from N to N
reducing Dn+1(A1) to Dn(A1).
Observe that, for each i < n+1, the set of all α such that αi = 0 is a spread containing
0, and, using the Continuity Principle, ﬁnd mi, ki such that ki < n and, for all α
passing through 0mi, if αi = 0, then (γ|α)ki = 0. Observe that, by the pigeonhole
principle, there exist i, j < n + 1 such that i < j and ki = kj . Without loss of
generality we may assume k0 = k1 = 0. We let m be the greatest one of the numbers
m0,m1, . . . ,mn. We let δ be a function from N to N such that for all α, (δ|α)m = 0m
and (δ|α)0 = 0m ∗ α0 and (δ|α)1 = 0m ∗ α1 and, for each i, if 1 < i < n + 1, then
(δ|α)i = 0m ∗ 1. (These requirements do not collide: we assume that we coded
the ﬁnite sequences of the natural numbers in such a way that for each positive m,
m < 0m and for all s, t, s ≤ s ∗ t.) Let ε be the function from N to N such that, for
all α, ε|α = (γ|(δ|α))0. Observe that the function ε reduces D2(A1) to A1. We saw
that D2(A1) does not reduce to A1. 
2.6 Theorem 2.5 not only makes sure that the set MonPath01 is not a closed sub-
set of N but also gives us some information on the ﬁne structure of the intuitionistic
Borel hierarchy. The class of all sets that are the union of two closed sets properly
contains the class of all closed sets, and the class of all sets that are the union of three
closed sets properly contains the class of all sets that are the union of two closed sets,
and so on. On the other hand, every union of ﬁnitely many closed sets reduces to the
set MonPath01.
Our next result will be that the set MonPath01 is not a countable intersection of
open sets, that is, it does not belong to the class Π02.
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For every α in N , every β in S01mon, we let αβ be the element of N such that, for
each n, αβ(βn) = 0 and for every a, if β does not pass through a, then αβ(a) = a.
Observe that for every α, α belongs to MonPath01 if and only if, for some β in
S01mon, α coincides with αβ .
2.7 Theorem:
(i) Every open set containing MonPath01 contains (MonPath01)¬¬.
(ii) Every Π02-set containing MonPath01 contains (MonPath01)¬¬.
(iii) The set MonPath01 is not Π02.
Proof: (i) Let X be an open subset of N containing MonPath01. Find β such that
for every α, α belongs to X if and only if, for some n, β(αn) = 0.
Let α belong to N . Observe that for every γ in S01mon, αγ belongs to MonPath01
and therefore to X , so for some n, β(αγn) = 0. Applying Theorem 2.3(i), ﬁnd m
such that for every γ in S01mon there exists n ≤ m such that β(αγn) = 0. Now
assume that α belongs to (MonPath01)¬¬; then there exists γ in S01mon such that
αγm = αm and therefore also n ≤ m such that β(αγn) = β(αn) = 0, so α belongs to
X .
(ii) and (iii) easily follow from (i), in view of Theorem 2.5. 
It follows from Theorem 2.7 that the set MonPath01 is not only contained in every
Π01-set containing MonPath01 but also in every Π
0
2-set containing MonPath01.
We now prove that the set MonPath01 is not Σ03.
2.8 Theorem:
(i) For every sequenceX0, X1, . . . of subsets ofN , if MonPath01 reduces to
⋃
n∈N
Xn,
then, for some n, MonPath01 reduces to Xn.
(ii) The set MonPath01 is not Σ02.
(iii) The set MonPath01 is not Σ03.
Proof: (i) Let X0, X1, . . . be a sequence of subsets of N and γ a function from N
to N such that for each α, α belongs to MonPath01 if and only if γ|α belongs to⋃
n∈N
Xn. Observe that for every α, for every β in S01mon, the sequence αβ belongs
to MonPath01, and, using the Continuity Principle, ﬁnd m,n such that m > 0 and
for all α, for all β in S01mon, if both α, β pass through 0m, then γ|(αβ) belongs
to Xn. Now build a function δ from N to N such that for each α, for each a,
(δ|α)(0m∗a) = α(a) and for each i < m, (δ|α)(i∗m) = 0, and δ|α passes through 0m.
(We assume that we deﬁned our coding of ﬁnite sequences of natural numbers in such
a way that these requirements do not collide.) Observe that, for each α, α belongs to
MonPath01 if and only if there exists β in S01mon passing through 0m admitted by
δ|α if and only if γ|(δ|α) belongs to Xn. Therefore MonPath01 reduces to Xn.
(ii) is an easy consequence of (i) and Theorem 2.5.
(iii) is an easy consequence of (i) and Theorem 2.7. 
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2.9 It is not true that everyΣ02-set containingMonPath01 contains (MonPath01)
¬¬.
We show this by the following example. Observe that MonPath01 is contained in
the union of the set E consisting of all α admitting 0∗ = 1 and the set F consisting
of all α such that ¬¬(there exists β in S01mon such that β(0) = 0 and α admits β).
Observe that both E and F are closed. The set (MonPath01)¬¬ is not a subset of
E ∪ F . In order to see this, observe that (MonPath01)¬¬ is a spread containing 0.
Assume that (MonPath01)¬¬ is a subset of E∪F . Using the Continuity Principle we
ﬁnd m such that either every α in (MonPath01)¬¬ passing through 0m belongs to E
or every α in (MonPath01)¬¬ passing through 0m belongs to F . Both alternatives
are clearly false.
Our next goal is to prove that the set MonPath01 is not Π03.
We ﬁrst extend our terminology. In Section 0.5 we deﬁned: for all α, β, α admits β
if and only if, for each n, α(βn) = 0. We now deﬁne: for all α in N , for all s in N, α
admits s if and only if, for each i ≤ length(s), α(si) = 0.
We now let P be the set consisting of all α in C such that, for every n, either, for
some i < n, α admits i∗, or ¬¬ (there exists β in S01mon passing through 0n such
that α admits β). The second of these two alternatives is equivalent to: for each j
there exists β in S01mon passing through 0n such that α admits βj.
It is not diﬃcult to see that the set P belongs to the class Π03. One also veriﬁes easily
that MonPath01 is a subset of P and that P is a subset of the double complement
(MonPath01)¬¬ of MonPath01. We now are going to prove that P is the best Π03-
approximation of MonPath01.
For every α, for every a, we let aα be the element of N such that, for each q,
aα(q) = α(a ∗ q).
Subsets ofN coinciding with their own double complement are sometimes called stable
subsets of N . The ﬁrst item of the next theorem is the observation that every closed
subset of N is a stable subset of N .
2.10 Theorem:
(i) For every Π01-set X , X¬¬ coincides with X .
(ii) For every Π03-set X , if MonPath01 is a subset of X , then P is a subset of X .
(iii) There exists a function fromN toN mappingN into P but not intoMonPath01.
(iv) The set MonPath01 does not belong to the class Π03.
(v) The set MonPath01 does not belong to the class Σ04.
Proof:(i) Observe that for every closed subset X of N there exists an open subset Y
of N such that X coincides with Y ¬, and therefore X¬¬ = Y ¬¬¬ = Y ¬ = X .
(ii) It clearly suﬃces to show that for every Σ02-set Y , if MonPath01 is a subset of
Y , then P is a subset of Y .
Suppose that Y0, Y1, . . . is a sequence of closed sets such that MonPath01 is included
in
⋃
n∈N
Yn. Assume that α belongs to P . As in Section 2.6, we consider, for each β in
S01mon, the element αβ of C satisfying, for each n, αβ(βn) = 0 and for each a, if β
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does not pass through a, then αβ(a) = α(a). Observe that, for each β in S01mon, αβ
belongs to MonPath01 and therefore to
⋃
n∈N
Yn. Applying the Continuity Principle
we ﬁnd m, p such that for every β, if β passes through 0m, then αβ belongs to Yp.
We now distinguish two cases.
First case: for some i < m, α admits i∗. Then α belongs to MonPath01 and therefore
also to
⋃
n∈N
Yn.
Second case: ¬¬ (for some β in S01mon passing through 0m, α admits β), therefore
¬¬ (for some β passing through 0m, α = αβ) and α belongs to Y ¬¬p = Yp and
therefore also to
⋃
n∈N
Yn.
We thus see that P is a subset of
⋃
n∈N
Yn.
(iii) We ﬁrst make a preparatory remark. The closure MonPath01 of the set
MonPath01 is a spread in the sense of Section 0.8.0. Using Lemma 1.4.3 we let r0
be a function from N to N that is a retraction of N onto MonPath01. So, for every
α, r0|α belongs to MonPath01 and, for every α in MonPath01, r0|α = α.
We now construct a function γ from N to N such that, for every α, the following
conditions are satisﬁed:
(∗) for each n, if αn = 0n, then (γ|α)(0∗n) = (γ|α)(1∗n) = (γ|α)(0n) = 0 and, for
each i, if 1 < i < n, then α(i∗n) = 1, and
(∗∗) for each n, if n is the least j such that α(j) = 0, then (γ|α)(0n ∗ 〈1〉) =
(γ|α)(n∗(n + 1) = 1, and
in case n is odd, (γ|α)(0∗(n + 1) = 1 and γ|α admits 1∗ = 〈0〉 ∗ 1 and,
in case p is even, (γ|α)(1∗(n + 1) = 1 and γ|α admits 0∗ = 1, and,
in both cases, 0(n+1)(γ|α) = r0|(0(n+1)α).
Observe that for every α, for every n, if α passes through 0n, then for all i, if 1 ≤ i ≤ n,
γ|α does not admit i∗, and therefore, if γ|α admits some β in S01mon passing through
02, then γ|α admits some β in S01mon passing through 0(n + 1).
We ﬁrst verify that γ maps N into P .
Let α belong to N and n to N. We distinguish two cases.
First case: there exists p < n such that α(p) = 0. Then either γ|α admits 0∗ or γ|α
admits 1∗.
Second case: α passes through 0n.
First make the further assumption: for some p ≥ n, α(p) = 0. Let p0 be the least
such p. Observe that, now, for each k, there exists β passing through 0(p0 + 1) such
that γ|α admits βk, therefore ¬¬ (for some β in S01mon passing through 0(p0 + 1)
and therefore also through 0(n + 1), γ|α admits β).
Then make the alternative further assumption: for all p, α(p) = 0. Observe that,
now, for each j, (γ|α)(0j) = 0, and also ¬¬ (for some β in S01mon passing through
0(n + 1), for all j, (γ|α)(βj) = 0).
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Finally observe that, as ¬¬ (for some p > n, α(p) = 0, or: for all p, α(p) = 0), we
may conclude, without any further assumption: ¬¬ (for some β in S01mon passing
through 0(n + 1), γ|α admits β).
In both cases we may aﬃrm the conclusion: γ|α admits 0∗ or γ|α admits 1∗ or ¬¬
(for some β in S01mon passing through 0(n + 1), γ|α admits β).
It follows that γ maps N to P .
We now prove that γ does not map N into MonPath01.
Assume that γ does map N into MonPath01. Then, for every α there exists β in
S01mon such that γ|α admits β. We apply the Continuity Principle and ﬁnd n, i0, i1
with the property: n > 2 and for every α passing through 0n there exists β in S01mon
passing through 〈i0, i1〉 such that γ|α admits β.
We now distinguish three cases.
First case: i0 = i1 = 1. Then, for every α passing through 0n, γ|α admits 0∗ = 1.
Therefore, for every α passing through 0n, if there exists j such that α(j) = 0, then
the ﬁrst such j is even. Considering α = 0(2n+1) ∗ 1 we ﬁnd a contradiction.
Second case: i0 = 0 and i1 = 1. Then for every α passing through 0n, γ|α admits 1∗.
Therefore, for every α passing through 0n, if there exists j such that α(j) = 0, then
the ﬁrst such j is odd. Considering α = 0(2n) ∗ 1 we ﬁnd a contradiction.
Third case: i0 = i1 = 0. Then for every α passing through 0n there exists β in
S01mon passing through 02 such that γ|α admits β. Reconsidering the deﬁnition of
the function γ, we obtain the stronger conclusion that for every α passing through
0n there exists β in S01mon passing through 0(n + 1) such that γ|α admits β, and
therefore 0(n+1)(γ|α) belongs to MonPath01. We now build a function δ from N to
N such that, for each α, δ|α passes through 0n ∗ 〈1〉 and 0(n+1)(δ|α) = α.
(These two requirements do not collide. We assume that we deﬁned the function
coding ﬁnite sequences of natural numbers in such a way that, for every m, m <
0(m + 1) and for all s, t, s ≤ s ∗ t.)
It now follows that, for each α, the sequence 0(n+1)(γ|(δ|α)) = r0|(0(n+1)(δ|α)) =
r0|α belongs to MonPath01. As r0 is a retraction of N onto (MonPath01)¬¬, we
conclude that (MonPath01)¬¬ coincides with MonPath01, but this is false according
to Theorem 2.5.
It follows that γ does not map N into MonPath01.
(iv) is an easy consequence of (ii) and (iii).
(v) follows from (iv), by Theorem 2.8(i). 
2.11 Let X be a subset of N . We let X− be the set of all α such that either α
admits 0∗ = 1 or α(〈 〉) = 0 and 〈0〉α belongs to X .
Let X,Y be subsets of N . We let D(X,Y ) be the set of all α such that either α0
belongs to X or α1 belongs to Y . We call the set D(X,Y ) the disjunction of the sets
X,Y .
Recall that A1 is the set containing 0 as its one and only member.
The following Lemma helps us to understand the complexity of the operation X →X−.
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2.12 Lemma: For every subset X of N , if at least one element of N does not belong
to X , then the set X− is of the same degree of reducibility as the set D(A1, X), that
is: X− reduces to D(A1, X) and D(A1, X) reduces to X−.
Proof: Let X be a subset of N and let β be some element of N not belonging to X .
We ﬁrst construct a function γ from N to N reducing X− to D(A1, X). It suﬃces
to ensure that for all α in N , for each j in N, (γ|α)0(j) = α(0j) and, if α(〈 〉) = 0,
then (γ|α)1 = 〈0〉α, and, if not, then (γ|α)1 = β. We leave it to the reader to verify
that γ reduces X− to D(A1, X).
We now construct a function δ from N to N reducing D(A1, X) to X−. It suﬃces
to ensure that for all α in N , (δ|α)(〈 〉) = 0 and for each j in N, (δ|α)(0∗(j + 1)) =
(δ|α)(1(j + 1)) = α0(j) and 〈0〉(δ|α) = α1.
We leave it to the reader to verify that δ reduces D(A1, X) to X−. .
2.13 For every subset X of N we deﬁne a sequence X(0), X(1), . . . of subsets of N
as follows: X(0) := X, and, for each n, X(n+1) := (X(n))−. We also deﬁne, for each
n, Qn := ((MonPath01)¬¬)
(n).
The next Theorem establishes that the operation X → X− is a monotone operator
on the class of all subsets of N, and that the set MonPath01 is the only ﬁxed point
of this operator containing the set MonPath01. The theorem also characterizes the
set P occurring in Theorem 2.10 in terms of this operator.
2.14 Theorem:
(i) For all subsets X,Y of N , if X is a subset of Y , then X− is a subset of Y −.
(ii) For each n, Qn+1 is a subset of Qn.
(iii) For each n, the set Qn+1 does not reduce to the set Qn, and Qn+1 is a proper
subset of Qn.
(iv) The set P coincides with
⋂
n∈N
Qn.
(v) The set (MonPath01)− coincides with the set MonPath01.
(vi) For every subset X of N , if MonPath01 is a subset of X , and X− coincides
with X , then X coincides with MonPath01.
Proof: The proof of the statements (i), (ii) and (v) is left to the reader.
(iii) Using Lemma 2.12, the reader may verify that, for each n, the sets Qn and
Dn+1(A1) reduce to each other. The result then follows by Theorem 2.5(iv).
(iv) Observe that, for each n, the set Qn+1 coincides with the set of all α such that
either there exists i ≤ n such that α admits i∗ or α admits 0n and 0(n+1)α belongs
to (MonPath01)¬¬.
(vi) Suppose that X is a subset of N containing MonPath01 such that X− coincides
with X . Assume that α belongs to X . We will construct β in S01mon such that, for
each j, α(βj) = 0 and we do so step by step.
In order to determine β(0) we use the fact that α belongs to X− and we distinguish
two cases.
First case: α admits 0∗ = 1. We now deﬁne β(0) = 1, and thus commit ourselves to
deﬁne also for every j > 0, β(j) = 1.
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Second case: α(〈 〉) = 0 and 〈0〉α belongs to X . We now deﬁne β(0) = 0.
Once we are in the second case we see that 〈0〉α belongs to X and therefore to X−
and we repeat the procedure in order to ﬁnd β(1). Observe that the two cases do not
exclude each other, so sometimes we will have to choose. We make the proof rigorous
in the following way.
We ﬁrst deﬁne a binary relation R on N. For all a, b in N, aRb if and only if either
b = a ∗ 〈1〉 and α admits a ∗ 1, or there exists n such that a = 0n and b = 0(n+1) and
α admits b and bα belongs to X . Let Y be the set of all a in N such that, for some
b, aRb. Observe that for all a in Y there exists b in Y such that aRb, and that the
empty sequence 〈 〉 belongs to Y . Now apply the First Axiom of Dependent Choices
and ﬁnd δ such that δ(0) = 〈 〉 and, for each n, δ(n)Rδ(n+1). Consider the element
β of S01mon that passes through every δ(n). Observe that α admits β and belongs
to MonPath01. 
2.15 We want to study the positively Borel sets that we obtain from the set
(MonPath01)¬¬, by applying the operation X → X− introduced in Section 2.11 re-
peatedly and forming countable intersections of decreasing sequences of sets obtained
earlier. We may expect these sets to resemble more and more the set the MonPath01
that is a ﬁxed point of the operator X → X−.
Thus we deﬁne a class of B of subsets of N that we want to call Borel-approximations
of MonPath01, as follows, by induction:
(i) (MonPath01)¬¬ belongs to B. We sometimes call this set the initial set of the
class B.
(ii) For every element X of B, also X− belongs to B.
(iii) For every sequence X0, X1, . . . of elements of B, if, for each n, Xn+1 is a subset
of Xn, then the set
⋂
n∈N
Xn belongs to B.
(iv) Every element of B is obtained from the initial set (MonPath01)¬¬ by the
repeated application of (ii) and (iii).
2.16 Theorem:
(i) For every X in B, X− is a subset of X .
(ii) For every X in B, MonPath01 is a subset of X and X is a subset of
(MonPath01)¬¬.
(iii) For all subsets X,Y of N, the set (X ∩ Y )− coincides with the set X− ∩ Y −.
(iv) For all X,Y in B, the intersection X ∩ Y belongs to B.
Proof: (i) We use induction on the class B.
Our starting point is the easy fact that ((MonPath01)¬¬)
− is a subset of
(MonPath01)¬¬.
Now assume that X belongs to B and that X− is a subset of X . It follows from the
monotonicity of the operator X → X−, see Theorem 2.14(i), that (X−)− is a subset
of X−.
Finally, assume that X0, X1, . . . is a sequence of elements of B such that, for each n,
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Xn+1 is a subset of Xn and X−n is a subset of Xn. It follows, by Theorem 2.14(i) that
for each n, (
⋂
j∈N
Xj)− is a subset of (Xn)− and also of Xn. Therefore (
⋂
j∈N
Xj)− is a
subset of
⋂
j∈N
Xj.
(ii) We again use induction on the class B. The only nontrivial point is the following.
Suppose that X belongs to B and MonPath01 is a subset of X . We have to show
that MonPath01 is a subset of X−. This conclusion may be drawn from the fact
that the operator X → X− is monotone and has MonPath01 as a ﬁxed point, see
Theorem 2.14(i) and (v).
(iii) The proof is straightforward and left to the reader.
(iv) Let us say that a member X of B has the intersection property if and only if for
each Y in B, the intersection X∩Y belongs to B. We have to show that each member
of B has the intersection property and do so by induction on B.
It follows from (ii) that the initial set (MonPath01)¬¬ has the intersection property.
Suppose that X belongs to B and has the intersection property. We want to show that
X− has the intersection property, that is, for each Y in B, the intersection X− ∩ Y
belongs to B. We again use induction on B.
It follows from (ii) that the statement holds if Y is the initial set (MonPath01)¬¬.
Now assume that Y belongs to B and also X−∩Y belongs to B. It follows
that X− ∩ Y − = (X ∩ Y )− belongs to B.
Finally, assume that Y0, Y1, . . . is a sequence of elements of B such that,
for each n, Yn+1 is a subset of Yn and X− ∩ Yn belongs to B. It follows
easily that X− ∩ ⋂
n∈N
Yn =
⋂
n∈N
(X− ∩ Yn) belongs to B.
Finally assume that X0, X1, . . . is a sequence of elements of B, each of them having
the intersection property, such that for each n, Xn+1 is a subset of Xn. We have
to show that
⋂
n∈N
Xn has the intersection property. Observe that for every Y in B,
(
⋂
n∈N
Xn) ∩ Y coincides with
⋂
n∈N
(Xn ∩ Y ) and belongs to B. 
2.17 Lemma:(The members of B are proof against procrastination)
(i) For every X in B, for every α, if α(〈 〉) = 0 and 〈0〉α belongs to X , then α
belongs to X .
(ii) For every X in B, for every α, for every n,
if, for some n, α admits 0n and 0(n+1)α belongs to X , then α belongs to X .
(iii) For every X in B, for every α, for every β, if firstly for each j, if βj = 0j then
α(0j) = 0 and secondly for each n, if n is the least j such that β(j) = 0, then
0(n+1)α belongs to X , then α belongs to X .
Proof: (i) We use Theorem 2.16(i). For every X in B, X− is a subset of X . Observe
that for every α, if α(〈 〉) = 0 and 〈0〉α belongs to X , then α belongs to X− and
therefore to X .
(ii) follows from (i), by induction.
We still have to prove (iii).
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We ﬁrst point out that, from a classical point of view, (iii) is an easy consequence of
(ii). Suppose that X belongs to B, and α, β to N , and (i) for each j, if βj = 0j then
α(0j) = 0 and (ii) for each n, if n is the least j such that β(j) = 0, then 0(n+1)α
belongs to X . We distinguish two cases.
First case: β = 0. Then α admits 0 and belongs to MonPath01 and therefore to X .
Second case: for some j, β(j) = 0. We let n be the least j such that β(j) = 0, and
observe that α admits 0n and 0(n+1)α belongs to X . Using (ii), we see that α itself
belongs to X .
This argument is unacceptable from an intuitionistic point of view, as it asks us to
take a decision we sometimes are unable to take: either for all j, β(j) = 0, or for
some j, β(j) = 0.
We now give a correct proof of (iii) and do so by induction on B.
If X in B has the property mentioned in (iii), we will say that X is proof against
procrastination. We do so because (iii) seems to say something like: even if we indef-
initely procrastinate giving conclusive evidence that α belongs to X , not mentioning
n such that 0(n+1)α belongs to X , but only giving, for the successive values of n, the
meager assurance that α admits 0n, we may be sure that α belongs to X .
We ﬁrst consider X = (MonPath01)¬¬ and show that this set is proof against pro-
crastination. In this special case we may use the classical argument that does not
work in general.
Suppose that X belongs to B, and α, β to N , and (i) for each j, if βj = 0j then
α(0j) = 0 and (ii) for each n, if n is the least j such that β(j) = 0, then 0(n+1)α
belongs to X .
Reasoning as above we ﬁnd that, if either for all j, β(j) = 0,or for some j, β(j) = 0,
then α belongs to X .
Observing that ¬¬ (for all j, β(j) = 0 or for some j, β(j) = 0), we conclude that α
will belong to X¬¬ and thus to X .
Now assume that X belongs to B and is proof against procrastination. We have to
show that X− is proof against procrastination. So assume that α, β belong to N and
(i) for each j, if βj = 0j then α(0j) = 0 and (ii) for each n, if n is the least j such
that β(j) = 0, then 0(n+1)α belongs to X−. We make a decidable case distinction.
First case: β(0) = 0. Then 〈0〉α belongs to X− and, as α(〈 〉) = 0, also α itself
belongs to X−.
Second case: β(0) = 0. We now consider γ := 〈0〉α and observe: for each j, (i) if
β(j + 1) = 0(j + 1), then γ(0j) = 0 and (ii) if n is the least j such that β(j + 1) = 0,
then 0(n+1)γ belongs to X− and therefore to X . As X is proof against procrastina-
tion, γ = 〈0〉α belongs to X . As α(〈 〉) = 0, α itself belongs to X−.
Finally, assume that X0, X1, . . . is a sequence of elements of B, each of them proof
against procrastination. We have to show that
⋂
k∈N
Xk is proof against procrastination.
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So assume that α, β belong to N and (i) for each j, if βj = 0j then α(0j) = 0 and
(ii) for each n, if n is the least j such that β(j) = 0, then 0(n+1)α belongs to ⋂
k∈N
Xk.
The proof that, for each k, α belongs to Xk, is straightforward. 
2.18 Theorem:
For each X in B there exists a function from N to N mapping N into X but
not into MonPath01.
Therefore MonPath01 does not belong to B, and MonPath01 is a proper subset
of every element of B.
Proof: We use induction on B. We ﬁrst have to deﬁne a function γ from N to N
mapping N into the initial set (MonPath01)¬¬ but not into MonPath. For this
purpose we use a retraction of N onto the spread (MonPath01)¬¬. We mentioned
the existence of such a retraction in the ﬁrst lines of the proof of Theorem 2.10(ii).
Now assume that X is a member of B and γ is a function from N to N mapping N
into X but not into MonPath01. We have to construct a function δ from N to N
mapping N into X− but not into MonPath01. When deﬁning δ, we take care that
for each α, (δ|α)(〈 〉) = 0, and 〈0〉(δ|α) = γ|α and (δ|α)(〈1〉) = 1. It will be clear that
δ then satisﬁes the requirements.
Finally, assume that X0, X1, . . . is a sequence of elements of B such that, for each n,
Xn+1 is a subset of Xn, and that γ0, γ1, . . . is a sequence of functions from N to N
such that, for each n, γn maps N into Xn but not into MonPath01.
We now build a function δ fromN toN such that, for every α, the following conditions
are satisﬁed:
(∗) for each n, if αn = 0n, then (δ|α)(0∗n) = (δ|α)(1∗n) = (δ|α)(0n) = 0, and, for
each i, if 1 < i < n, then α(i∗n) = 1, and
(∗∗) for each n, if n is the least j such that α(j) = 0, then (δ|α)(0n ∗ 〈1〉) =
(δ|α)(n∗(n + 1)) = 1 and,
if n is odd, (δ|α)(0∗n) = 1 and δ|α admits 1∗ and,
if n is even, (δ|α)(1∗n) = 1 and δ|α admits 0∗,
and in both cases, 0(n+1)(δ|α) = γn|(0(n+1)α).
Observe that for every α, for every n, if α passes through 0n, then for all i, if 1 ≤ i ≤ n,
δ|α does not admit i∗, and therefore, if δ|α admits some β in S01mon passing through
02, then δ|α admits some β in S01mon passing through 0(n + 1).
Observe that for all α, for all n, if n is the least j such that α(j) = 0, then 0(n+1)(δ|α)
belongs to Xn.
We ﬁrst verify that δ maps N into ⋂
k∈N
Xk.
Let α belong to N and k to N. We distinguish two cases.
First case: αk = 0k. Then, for some j, α(j) = 0, therefore either δ|α admits 0∗ or
δ|α admits 1∗. It follows that δ|α belongs to MonPath01, and therefore also to Xk.
Second case: αk = 0k. Consider β := 0k(δ|α) . Observe that (i) for each j, if
α(k + j) = 0(k + j), then β(0(j)) = 0 and (ii) for each n, if n is the least j such that
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α(k + j) = 0, then 0(n+1)β = 0(k+n+1)(δ|α) belongs to Xk+n and therefore also to
Xk. As, according to Theorem 2.17, Xk is proof against procrastination, β = 0k(δ|α)
belongs to Xk. As δ|α admits 0k, δ|α itself belongs to Xk.
We now want to prove that δ does not map N into MonPath01.
So assume that δ does map N into MonPath01.
Then, for every α there exists β in S01mon such that δ|α admits β. We apply the
Continuity Principle and ﬁnd n, i0, i1 with the following properties: n > 2 and for
every α passing through 0n there exists β in S01mon such that δ|α admits β and
β(0) = i0 and β(1) = i1. We now distinguish three cases.
First case: i0 = i1 = 1. Then for all α passing through 0n, δ|α admits 0∗ = 1.
Therefore, for every α passing through 0n, if there exists j such that α(j) = 0 then
the ﬁrst such j is even. This is false.
Second case: i0 = 0 and i1 = 1. Then for all α passing through 0n, δ|α admits
1∗ = 〈0〉 ∗ 1. Therefore, for every α passing through 0n, if there exists j such that
α(j) = 0, then the ﬁrst such j is odd. This is false.
Third case: i0 = i1 = 0. Then for every α passing through 0n there exists β in
S01mon passing through 02 such that δ|α admits β. Reconsidering the deﬁnition of δ
we see that for every α passing through 0n there exists β in S01mon passing through
0(n + 1) such that δ|α admits β and therefore 0(n+1)(δ|α) belongs to MonPath01.
We now construct a function ε from N to N such that, for each ζ, n is the least j
such that (ε|ζ)(j) = 0 and 0(n+1)(ε|ζ) = ζ. (As in the proof of Theorem 2.10, we
may assume that these two requirements do not collide.) Observe that, for each ζ,
0(n+1)(δ|(ε|ζ)) = γn|ζ and 0(n+1)(δ|(ε|ζ)) belongs to MonPath01. As, for each ζ, ε|ζ
passes through 0n, we conclude that γn maps N into MonPath01. This is false.
It follows that δ does not map N into MonPath01. 
2.19 Let X be positively Borel set and let Y belong to the set B of all Borel-
approximations of MonPath01. Y testifies against X if and only if for every function
δ from N to N , if δ maps MonPath01 into X , then δ also maps Y into X .
It follows from Theorem 2.18 that the set MonPath01 does not coincide with any
set Y in B. If we can show, for some positively Borel set X , that there exists Y in B
testifying against X , we may conclude that X does not coincide with MonPath01.
This will be our strategy for showing that the set MonPath01 is not positively Borel.
We now introduce a partial inﬁnitary operation, L, on the class of subsets of N . For
every sequence X0, X1, . . . of subsets of N such that, for each n, Xn+1 forms part of
Xn, we let L
n∈N
Xn be the set of all α such that, for every n, either, for some i < n, α
admits i∗ , or α admits 0n and the sequence 0(n+1)α belongs to Xn.
Observe that the set L
n∈N
Xn coincides with the set
⋂
n∈N
(Xn)(n+1).
Using Theorem 2.16 we see that, if X0, X1, . . . is a sequence of elements of B such
that, for each n, Xn+1 is a subset of Xn, then the set L
n∈N
Xn also belongs to B, as,
for each n, (Xn)(n+1) belongs to B and (Xn+1)(n+2) is a subset of (Xn)(n+1). Also,
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L
n∈N
Xn is a subset of
⋂
n∈N
Xn.
Finally, observe that the set P , introduced in Section 2.9, coincides with L
n∈N
Xn if we
choose every Xn equal to the initial set (MonPath01)¬¬.
2.20 Theorem:
(i) The initial set (MonPath01)¬¬ testiﬁes against every closed subset of N .
(ii) For every sequenceX0, X1, . . . of positively Borel sets, for every sequence Y0, Y1, . . .
of elements of B, if, for each n, Yn testiﬁes against Xn, then
⋂
n∈N
Yn testiﬁes
against
⋂
n∈N
Xn.
(iii) For every sequenceX0, X1, . . . of positively Borel sets, for every sequence Y0, Y1, . . .
of elements of B, if, for each n, Yn testiﬁes against Xn, then L
n∈N
(
⋂
k≤n
Yk) testiﬁes
against
⋃
n∈N
Xn.
(iv) For every positively Borel set X there exists Y in B that testiﬁes against X .
Proof: We leave the easy proof of (i) and (ii) to the reader.
(iii) Assume that X0, X1, . . . is a sequence of positively Borel sets and Y0, Y1, . . . is a
sequence of elements of B such that, for each n, Yn testiﬁes against Xn.
According to Theorem 2.16(iv), for each n, the set
⋂
k≤n
Yk belongs to B, and as, for
each n, the set
⋂
k≤n+1
Yk is a subset of the set
⋂
k≤n
Yk , also the set L
n∈N
(
⋂
k≤n
Yk) belongs
to B. We claim that the set Y := L
n∈N
(
⋂
k≤n
Yk) testiﬁes against
⋃
n∈N
Xn.
Assume that δ is a function from N to N mapping MonPath01 into
⋃
n∈N
Xn.
Let α belong to N and β to S01mon. As in Section 2.6, we let αβ be the element of
N such that, for every n, αβ(βn) = 0, and, for every a, if β does not pass through a,
then αβ(a) = α(a). Observe that α belongs to MonPath01 if and only if there exists
β in S01mon such that α coincides with αβ . Therefore, for every β in S01mon, the
sequence δ|(αβ) belongs to
⋃
n∈N
Xn.
Now let α belong to N . Applying the Continuity Principle we ﬁnd m,n such that for
every γ in N , for every β in S01mon, if γ passes through αm and β passes through 0m,
then δ|(γβ) belongs to Xn. Without loss of generality we may assume that m ≥ n.
Now assume in addition that α belongs to Y := L
n∈N
(
⋂
k≤n
Yk). In particular, α belongs
to (
⋂
k≤m
Yk)(m+1). We distinguish two cases.
First case: there exists i < m such that α admits i∗. Then α belongs to MonPath01
and therefore δ|α belongs to ⋃
k∈N
Xk.
Second case: α admits 0m and and 0(m+1)α belongs to
⋂
k≤m
Yk. Construct a function
ε from N to N such that, for each ζ, (i) the sequence 0(m+1)(ε|ζ) coincides with ζ,
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and (ii) for each a, if there is no b such that a = 0(m + 1) ∗ b, then (ε|ζ)(a) = α(a).
(As in earlier such cases, these requirements do not collide.) Observe that for each ζ,
if ζ belongs to MonPath01, then there exist γ passing through αm and β in S01mon
passing through 0m such that ε|ζ coincides with γβ and therefore δ|(ε|ζ) belongs to
Xn. Therefore, as Yn testiﬁes against Xn, for each ζ, if ζ belongs to Yn, then δ|(ε|ζ)
belongs to Xn. Observe that α itself coincides with ε|(0(m+1)α) and 0(m+1)α belongs
to Yn. Therefore, δ|α belongs to Xn and also to
⋃
k∈N
Xk.
It follows that δ maps Y = L
n∈N
(
⋂
k≤n
Yk) into
⋃
k∈N
Xk.
(iv) As every positively Borel set may be obtained from closed sets by means of the
operations of countable union and countable intersection, the conclusion follows from
(i), (ii) and (iii). 
2.21 We have established the fact that the set MonPath01 is not positively Borel.
We want to prove a reﬁnement of Theorem 2.20.
To this end we introduce we introduce a class B0 of so-called special Borel-approximations
of MonPath01 by means of the following inductive deﬁnition:
(i) The initial set (MonPath01)¬¬ belongs to B0.
(ii) For every sequence Y0, Y1, . . . of elements of B0, if for every n, Yn+1 is a subset
of Yn then the set set L
n∈N
Yn belongs to B0.
(iii) Every element of B0 is obtained from the initial set by repeatedly applying the
operation mentioned in (ii).
2.22 Theorem:
(i) For all X,Y in B0, also X ∩ Y belongs to B0.
(ii) For every Y in B0, Y testiﬁes against Y .
Proof: (i). Let us say, given any X in B0, that X has the intersection property if
and only if for each Y in B0, X ∩ Y belongs to B0. We have to show that each X in
B0 has the intersection property and we do so by induction on B0.
It follows from Theorem 2.16(ii) that the initial set (MonPath01)¬¬ has the inter-
section property.
Now assume that X0, X1, . . . is a sequence of elements of B0 such that for each n,
Xn has the intersection property and Xn+1 is a subset of Xn. We now consider
X := L
n∈N
Xn and show that, for each Y in B0, X ∩ Y belongs to B0. We again use
induction on B. It follows from Theorem 2.16(iii) that X ∩ (MonPath01)¬¬ belongs
to B0. Now assume that Y0, Y1, . . . is a sequence of elements of B0 and that, for each
n, X ∩Yn belongs to B0 and Yn+1 is a subset of Yn. It follows from Theorem 2.16(iii)
that ( L
n∈N
Xn) ∩ ( L
n∈N
Yn), coinciding with (
⋂
n∈N
(Xn)(n+1)) ∩ (
⋂
n∈N
(Yn)(n+1)), also coin-
cides with
⋂
n∈N
(Xn ∩ Yn)(n+1) and L
n∈N
(Xn ∩ Yn) and belongs to B0.
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(ii) We use induction on B0. The closed set (MonPath01)¬¬ testiﬁes against every
closed subset of N and in particular against itself. Now assume that Y0, Y1, . . . is a
sequence of special Borel-approximations of MonPath01 and that, for every n, Yn+1
is a subset of Yn and Yn testiﬁes against Yn. We have to show that the set L
n∈N
Yn
testiﬁes against itself.
Let δ be a function from N to N mapping the set MonPath01 into the set L
n∈N
Yn.
We must prove that δ maps also L
n∈N
Yn into L
n∈N
Yn. So we must prove that, for each
k, δ maps the set L
n∈N
Yn into the set Y
(k+1)
k .
Let α belong to N and β to S01mon. As in Section 2.6, we let αβ be the element of
N such that, for every n, αβ(βn) = 0, and, for every a, if β does not pass through a,
then αβ(a) = α(a). Observe that α belongs to MonPath01 if and only if there exists
β in S01mon such that α coincides with αβ . Observe that, for every β in S01mon, for
every k,v the sequence δ|(αβ) belongs to Y (k+1)k .
Now let α belong to N and k to N. Using the Continuity Principle we ﬁnd m,n such
that n ≤ k and m ≥ k and for every γ in N , for every β in S01mon, if γ passes
through αm and β passes through 0m, then, either n < k and δ|(γβ) admits n∗, or
n = k and δ|(γβ) admits 0k and 0(k+1)(δ|(γβ)) belongs to Yk.
Now make the additional assumption that α belongs to L
n∈N
Yn and in particular to
(Ym)m+1. We distinguish two cases.
First case: for some j < m, α admits j∗. Then α belongs to MonPath01, and there-
fore δ|α belongs to L
n∈N
Yn and in particular to Y
(k+1)
k .
Second case: α admits 0m and 0(m+1)α belongs to Ym. We distinguish two subcases.
First subcase: n < k. Observe that Ym is a subset of the closure (MonPath01)¬¬ of
the set MonPath01. It follows that for every p there exist γ passing through αm and
β passing through 0m such that γβ passes through αp and δ|(γβ) admits n∗. There-
fore, for each i, (δ|α)(n∗i) = 0, that is δ|α admits n∗ so δ|α belongs to MonPath01
and in particular to Y (k+1)k .
Second subcase: n = k. Construct a function ε from N to N such that, for each ζ, (i)
the sequence 0(m+1)(ε|ζ) coincides with ζ, and (ii) for each a, if there is no b such that
a = 0(m + 1) ∗ b, then (ε|ζ)(a) = α(a). (As in previous such cases, the requirements
do not collide.) Observe that for each ζ, if ζ belongs to MonPath01, then there exist
γ passing through αm and β in S01mon passing through 0m such that ε|ζ coincides
with γβ and therefore 0(k+1)(δ|(ε|ζ)) belongs to Yk. Therefore, as Yk testiﬁes against
itself, for each ζ, if ζ belongs to Yk, then 0(k+1)(δ|(ε|ζ)) belongs to Yk. Observe that
α coincides with ε|(0(m+1)α) and 0(m+1)α belongs to Ym and Ym is a subset of Yk.
Therefore, 0(k+1)(δ|α) belongs to Yk, and δ|α belongs to Y (k+1)k .
We may conclude that for every α in L
n∈N
Yn, for each k, δ|α belongs to (Yk)k+1, that
is, δ maps L
n∈N
Yn into L
n∈N
Yn. 
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2.23 Theorem:
(i) For each Y in B there exists X in B0 such that X is a subset of Y .
(ii) For each Y in B, Y − is a proper subset of Y .
(iii) For all positively Borel sets X,Z, for all Y in B,
if Y testiﬁes against X and Z reduces to X , then Y testiﬁes against Z.
(iv) For each Y in B0, the set Y − does not reduce to the set Y .
(v) For each positively Borel set X there exists a Borel-approximation Y of
MonPath01 testifying against X and not reducing to X.
(vi) For each positively Borel set X containing MonPath01 there exists a Borel-
approximation Y of MonPath01 properly contained in X and not reducing to
X .
Proof: (i) We use induction on B.
The statement is obviously true if Y is the initial set (MonPath01)¬¬.
Suppose that Y belongs to B and X to B0 and X is a subset of Y . Deﬁne, for each
n, Xn := X and observe that L
n∈N
Xn belongs to B0 and coincides with
⋂
n∈N
(Xn)(n+1)
and is a subset of Y −.
Now assume that Y0, Y1, . . . is a sequence of elements of B and X0, X1, . . . is a sequence
of elements of B0 such that for each n, Yn+1 is a subset of Yn and Xn is a subset of
Yn. Using Theorem 2.22(i) we observe that L
n∈N
(
⋂
k≤n
Xk) belongs to B0 and is a subset
of
⋂
n∈N
Yn.
(ii) is a consequence of Theorem 2.16(i), Theorem 2.18 and Theorem 2.14(vi).
(iii) Assume that X,Z are positively Borel sets such that Z reduces to X , and that
Y in B testiﬁes against X . Let γ be a function from N to N reducing Z to X . Let
δ be a function from N to N mapping MonPath01 into Z. Observe that for every
α, if α belongs to MonPath01, then γ|(δ|α) belongs to X . Therefore for every α, if
α belongs to Y , then γ|(δ|α) belongs to X , and also: δ|α belongs to Z. Thus we see
that Y testiﬁes against Z.
(iv) Observe that, for each Y in B0, Y testiﬁes against Y , and because of (i), Y does
not testify against Y −. It now follows from (iii) that Y − does not reduce to Y .
(v) Let X be a positively Borel set. Using Theorem 2.17 and (i), ﬁnd Y in B0 such
that Y testiﬁes against X . It follows from (i) that Y does not testify against Y −. It
follows from (iii) that Y − does not reduce to X . As Y testiﬁes against X and Y − is
a subset of Y , also Y − testiﬁes against X .
(vi) Let X be a positively Borel set containing MonPath01. Using (v), ﬁnd a Borel-
approximation Y of MonPath01 testifying against X and not reducing to X . As Y
testiﬁes against X and the identity function maps MonPath01 into X , Y is a subset
of X . As Y does not reduce to X , Y is a proper subset of X . 
2.24 Observe that Theorem 2.19(v) and (vi) imply the statements we promised to
prove in Section 0.9.1.
It follows from Theorem 2.23(iv) and Lemma 2.12 that for each special
Borel-approximation Y of MonPath01, the set D(A1, Y ) does not reduce to the set
Y . This fact may be compared to the result established in [23] that for each positive
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n, the set D(A1, An) does not reduce to the set An+1. A generalization of this result
to all levels of the positive Borel hierarchy is contained in [24].
Finally, we prove that the set MonPath01 has two properties in common with the set
A1: not every open set reduces to MonPath01 and the set MonPath01 is disjunc-
tively productive in the sense that the set D2(MonPath01) does not reduce to the set
MonPath01 itself. It follows that MonPath01 is in a certain sense a ”simple” set.
2.25 Theorem: (MonPath01 is ”simple”)
(i) The set E1 does not reduce to the set MonPath01.
(ii) The set D2(MonPath01) does not reduce to the set MonPath01.
(iii) The set D2(E11 ) reduces to the set E
1
1 .
(iv) The set E11 does not reduce to the set MonPath01, that is, MonPath01 is not
a complete element of the class of the analytic subsets of N .
.
Proof: (i) Assume that γ is a function from N to N reducing E1 to MonPath01.
Observe that N coincides with the closure E1 of E1. Therefore, for every α, γ|α
belongs to the closure MonPath01 of MonPath01. As MonPath01 coincides with
(MonPath01)¬¬, we ﬁnd: ¬¬(γ|0 belongs to MonPath01), and therefore
¬¬∃n[0(n) = 0]. Contradiction.
(iii) Let γ be a function from N to N reducing D2(MonPath01) to MonPath01.
We claim that for all α, if α0 admits 0, then γ|α admits 0. We prove this claim as
follows.
Assume that α belongs to N and that α0 admits 0 and that, for some k, (γ|α)(0k) = 0.
We let n be the least such k and determine m such that for all β, if βm = αm, then
(γ|β)(0n) = (γ|α)(0n). We now construct a function δ from N to N such that for
every ζ, (δ|ζ)m = αm and (δ|ζ)1 does not belong to MonPath01 and 0(m+1)((δ|ζ)0) =
ζ and (δ|ζ)0 admits 0m and, for all i ≤ m, (δ|ζ)0 does not admit i∗. Observe that
for all ζ, ζ belongs to MonPath01 if and only if (δ|ζ)0 belongs to MonPath01 if and
only if δ|ζ belongs to D2(MonPath01) if and only if γ|(δ|ζ) belongs to MonPath01.
As, for every ζ, (γ|(δ|ζ))(0n) = 0, it follows that for every ζ, ζ belongs to MonPath01
if and only if, for some i < n, γ|(δ|ζ) admits i∗. Therefore, MonPath01 reduces to
Dn(A1). But, according to Theorem 2.5, MonPath01 does not reduce to Dn(A1).
Thus we see, that, for all α, if α0 admits 0, then γ|α admits 0.
In the same way one proves that for all α, if α1 admits 0, then γ|α admits 0.
We now construct a function η from N to N such that, for all ζ, (ζ|η)0 admits 0 if
and only if η0 = 0, and (ζ|η)1 admits 0 if and only if η1 = 0 and for all i, both (ζ|η)0
and (ζ|η)1 do not admit i∗. Observe that, for all η, η belongs to D2(A1) if and only if
γ|(ζ|η) admits 0. Therefore, D2(A1) reduces to A1. But, according to Theorem 2.5,
D2(A1) does not reduce to A1.
(iii) Let γ be a function fromN to N such that for every α, for every s, (γ|α)(〈0〉∗s) =
(γ|α)0(s) = α0(s) and (γ|α)(〈1〉 ∗ s) = (γ|α)1(s) = α1(s) and, for every n > 1,
(γ|α)(〈n〉 ∗ s) = 0). It will be clear that γ reduces the set D2(E11) to the set E11 .
(iv) is an easy consequence of (i) and also of (ii) and (iii). 
2.26 Theorem 2.25(ii) may be taken as the starting point for establishing large
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hierarchies of analytic sets that are not positively Borel, see [18].
We may conclude from Theorem 2.25(ii) that the set Path01 does not reduce to the
set MonPath01, as we mentioned in Subsection 0.8.1. In order to see this one has
to supply a proof that D2(Path01) reduces to the set Path01 itself. This proof is
similar to the proof of Theorem 2.25(iii) and may be left to the reader.
3 The co-analytic example: Almost∗Fin
3.1 In Subsection 0.8.2 we introduced the set Almost∗Fin consisting of all α in C
such that for every one-to-one sequence γ in N there exists n such that α(γ(n)) = 0.
Our aim in this section is to prove that this co-analytic set is not positively Borel.
In the next subsection we sketch the background of this result and we describe how
we intend to prove it.
3.2 In Subsection 0.8.2 we also introduced the set Fin consisting of all α in Cantor
space C such that for some m, for every n > m, α(n) = 0. For every α in C, α belongs
to Fin if and only if α is the characteristic function of a ﬁnite subset of N. We now
let Inf be the set of all α in C such that for every m, for some n > m, α(n) = 1. So,
for every α in C, α belongs to Inf if and only if α is the characteristic function of an
inﬁnite and decidable subset of N.
The set Fin is countable and belongs to the class Σ02 and the set Inf belongs to the
class Π02.
Recall that we deﬁned, in Subsection 0.9, for every subset X of N , the constructive
complement Xc of X as the set of all α that are apart from every element of X . The
set Inf is easily seen to be the constructive complement Finc of the set Fin.
The set Almost∗Fin, in its turn, coincides with the set of all α such that for every β
in Inf there exists n such that α(n) = β(n), that is, Almost∗Fin is the constructive
complement Infc of Inf , and Almost∗Fin coincides with the double constructive
complement Fincc of Fin.
It is not diﬃcult to prove that for every subset X of N , X is a subset of Xcc. In
particular, Fin is a subset of Almost∗Fin. It will follow from the results of this
section that Fin is a proper subset of Almost∗Fin and should be thought of as a
ﬁrst Borel-approximation of Almost∗Fin.
The fact that Almost∗Fin is not positively Borel shows that the constructive com-
plement of a positively Borel set is not always positively Borel itself.
In Subsection 3.2.1 we give some more information on positively Borel sets. In Sub-
section 3.2.2 we outline the further contents of this section.
3.2.1 We introduce the notion of a complementary pair of positively Borel sets.
This notion is deﬁned by induction, as follows:
(i) For every open subset X of N , the ordered pairs (X,X¬) and (X¬, X) are com-
plementary pairs of positively Borel sets. These are the initial complementary
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pairs of positively Borel sets.
(ii) For every sequence (X0, Y0), (X1, Y1), . . . of complementary pairs of positively
Borel sets, the ordered pairs (
⋂
n∈N
Xn,
⋃
n∈N
Yn) and (
⋃
n∈N
Xn,
⋂
n∈N
Yn) are comple-
mentary pairs of positively sets.
(iii) Every complementary pair of positively Borel sets is obtained from initial com-
plementary pairs of positively Borel sets by the repeated application of (ii).
Clearly, for all positively Borel sets X,Y , if (X,Y ) is a complementary pair, then
(Y,X) is a complementary pair.
Also, for all positively Borel sets X,Y , if (X,Y ) is a complementary pair, then for
every α in X , for every β in Y , α is apart from β.
For each n, (En, An) is a complementary pair of positively Borel sets. One may won-
der in which sense the union En ∪An comes close to the whole set N . It follows from
the Continuity Principle that for every n, the set En ∪An is a proper subset of N .
(E.R. Bishop calls the statement that E1∪A1 coincides with N the limited principle of
omniscience. If one, unwisely, decides to use this principle and also applies the First
Axiom of Countable Choice 1.3.1 one may ”prove” that for every complementary pair
(X,Y ) of positively Borel sets, the set X ∪Y coincides with N . The assumption that
the set E11 ∪A11 coincides with N seems to be a stronger ”principle”.)
The set (E1 ∪ A1)¬¬ coincides with N . Only if one uses a semi-classical assumption
like Markov’s Principle one may prove that also the set (E2∪A2)¬¬ coincides with N .
Markov’s Principle does not seem to enable one to prove that (E3 ∪A3)¬¬ coincides
with N , as is observed in [24].
It seems useful to mention a diﬀerent but related problem. The positively arithmetical
subsets of the set N of natural numbers are obtained from the recursive subsets of N
by the repeated application of the operations of existential and universal projection.
In [13] it is shown, by a clever argument due to R. Solovay and J.R. Moschovakis, that
these sets form a proper hierarchy upon the assumption of both Markov’s Principle
and Brouwer’s Thesis. The same assumptions also guarantee that for all positively
arithmetical subsets X of N, (X ∪X¬)¬¬ coincides with N.
3.2.2 For each s, the ordered pair ({s ∗ 0}, {s ∗ 0}c) is an initial pair of positively
Borel sets and Fin and Inf coincide with
⋃
s∈N
{s ∗ 0} and ⋂
s∈N
{s ∗ 0}c, respectively.
Therefore, (Fin, Inf) is a complementary pair of positively Borel sets.
We will see that Fin is not the only positively Borel set X such that (X, Inf) is a
complementary pair.
We ﬁrst show, in Theorem 3.3, that every set in Π02 reduces to Inf, that is Inf is
a complete element of the class Π02, and also that, surprisingly, not every set in Σ
0
2
reduces to Fin, that is, Fin is not a complete element of the class Σ02.
Nevertheless, the set Fin does not reduce to the set Inf, or, equivalently, to the set
A2. In Theorem 3.5 we prove a very strong statement implying this fact: every func-
tion from N to N mapping Fin into A2 also maps an element of Inf into A2. The
argument is elementary and does not use the Continuity Principle.
In Subsection 3.6 we will introduce the set Perhaps(Fin). It turns out that this set
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properly extends Fin and belongs to Σ04 but not to Π
0
4. The pair (Perhaps(Fin),
Inf) is a complementary pair of positively Borel sets. It is not very easy to show
that Perhaps(Fin) does not belong to Π04. In Theorem 3.8 we obtain the strong
result implying this assertion: every function from N to N mapping Perhaps(Fin)
into A4 also maps an element of Inf into A4. One should compare this result to the
fact, proven in [24], that every function from N to N mapping E4 into A4 also maps
an element of A4 into A4. This fact forms part of the intuitionistic Borel Hierarchy
Theorem proven in [24]. Unlike the proof of Theorem 3.5, the proof of Theorem 3.8
is not elementary: it uses the Continuity Principle.
In Subsection 3.9 we extend and generalize this ﬁrst discovery. For all subsets X,Y
of N such that X is a subset of Y we introduce a subset Perhaps(X,Y ) of N . So
we are using one and the same name both for a unary and for a binary operation on
subsets of N . The set Perhaps(Fin) introduced in Subsection 3.6 coincides with the
set Perhaps(Fin, Fin). We then consider the operation X → X+ := Perhaps(Fin,
X) that is deﬁned for every set X containing Fin and contained in Almost∗Fin.
We obtain the Borel-approximations of Almost∗Fin by starting from the initial set
Fin and repeatedly applying this monotone operator while allowing forming the union
of a countable sequence of earlier obtained approximations.
For every Borel-approximation X of Almost∗Fin, the pair (X, Inf) is a complemen-
tary pair of positively Borel sets. We use stumps in order to label some of these
Borel-approximations of Almost∗Fin, introducing for each stump σ a set P(σ,Fin),
called the σ-th perhapsive extension of Fin. We also introduce, for each stump σ, a
positively Borel set K(σ) such that every positively Borel set reduces to one of these
sets. The crucial Theorem 3.14 generalizes Theorems 3.5 and 3.8 in the following way:
every function from N to N mapping P(σ,Fin) into K(σ) also maps an element of
Inf into K(σ).
In Theorem 3.17 we collect some consequences. We will see that for every Borel-
approximation X of Almost∗Fin, X is a proper subset of X+ whereas the set
Almost∗Fin is a ﬁxed point of the operator X → X+. We also obtain the con-
clusions announced in Subsection 0.9.2. In Theorem 3.19 we prove, using Brouwer’s
Thesis, that the set Almost∗Fin is the (uncountable) union of its Borel approxima-
tions, and that Almost∗Fin = Fincc is a subset of Fin¬¬. It also will become clear
that Almost∗Fin is the least ﬁxed point of the operator X → X+ containing Fin.
In Subsection 3.20 we observe that Markov’s Principle would imply and is equivalent
to the statement that Fin¬¬ is a subset of Almost∗Fin.
We then turn to the problem of showing that Almost∗Fin, although not positively
Borel, is, in some sense, ”simple”. Theorems 3.3 and 3.23 make sure that the sets
D2(A1) and Fin, respectively, do not reduce to Almost∗Fin. Our ﬁnal Theorem 3.24
secures that also Inf does not reduce to Almost∗Fin and thus that Almost∗Fin is
not a complete element of the class of the co-analytic subsets of N . The theorem,
similar in formulation to Theorems 3.5, 3.8 and 3.14, establishes the stronger fact
that every function from N into N mapping Inf into Almost∗Fin also maps some
element of Almost∗Fin into Almost∗Fin. In the proof we use both the Continuity
Principle and Brouwer’s Thesis.
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We ﬁrst prove that Inf is a complete element of the class Π02 and that, surprisingly,
Fin is not a complete element of the class Σ02.
3.3 Theorem:
(i) For every subset X of N , if X belongs to Π02, then X reduces to Inf.
(ii) For every function γ from N to N , if γ maps the set D2(A1) into Fin, then γ
also maps the closure D2(A1) of D2(A1) into Fin.
(iii) The set D2(A1) belongs to Σ02 and does not reduce to Fin.
(iv) For every function γ from N to N , if γ maps the set D2(A1) into the set A11,
then γ also maps the closure D2(A1) of D2(A1) into A11.
(v) The set D2(A1) does not reduce to the set A11 and thus is not a co-analytic subset
of N . It follows that D2(A1) also does not reduce to Inf or to Almost∗Fin.
Proof: (i) As every set in the class Π02 reduces to the set A2, it suﬃces to show that
the set A2 reduces to the set Inf. Recall that A2 is the set of all α in N such that
for every m, for some n, αm(n) = 0. Let δ be a function from N to N such that for
every α, for every n, (δ|α)(n) is the greatest number k < n with the property that
for every i < k there exists j < n such that αi(j) = 0.
Let γ be function from N to N such that, for every α, for every n, (γ|α)(n) := 1 if
(δ|α)(n+1) > (δ|α)(n) and (γ|α)(n) := 0 if not. γ is easily seen to reduce the set A2
to the set Inf.
(ii) Let γ be a function from N to N mapping the set D2(A1) into the set Fin.
Observe that the set D2(A1) contains the set {α | α ∈ N | α0 = 0} and that this set
is a spread. Given any α in N , we let α′ be the element of N such that (α′)0 = 0
and for each j, if there is no k such that j = 〈0〉 ∗ k, then (α′)(j) := α(j). Let m be a
natural number. Applying the Continuity Principle we ﬁnd p, q such that, for every
β, if β passes through α′p and β0 = 0, then (γ|β)m(q) = 0. We determine r > p such
that for every β, if β passes through α′r, then (γ|β)m(q) = (γ|α′)m(q). Now assume
that α belongs to the closure D2(A1) of the set D2(A1) and distinguish two cases.
Either α passes through α′r and therefore (γ|α)m(q) = 0 or α does not pass through
α′r and therefore α0#0 and α1 = 0, and α belongs to D2(A1), and (γ|α)m#0. In
both cases we ﬁnd that (γ|α)m is apart from 0.
We conclude that, for every α, if α belongs D2(A1), then, for each m, (γ|α)m#0 and
therefore γ|α belongs to A2.
(iii) This follows from (ii) and the fact that the sets D2(A1) and D2(A1) do not
coincide, as the set D2(A1) is not closed, see Theorem 2.5(iv) and Theorem 2.5(ii).
(iv) The proof is similar to the proof of (ii) but does not use the Continuity Principle.
Let γ be a function from N to N mapping the set D2(A1) into the set A11. Given any
α in N , we let α′ be the element of N such that (α′)0 = 0 and for each j, if there is
no k such that j = 〈0〉 ∗ k, then (α′)(j) := α(j). Let δ belong to N . We determine
p, q such that, for every β, if β passes through α′p , then (γ|β)(δq) = (γ|α′)(δq) = 0 .
Now assume that α belongs to the closure D2(A1) of the set D2(A1) and distinguish
two cases. Either α passes through α′p and therefore (γ|α)(δq) = 0 or α does not
pass through α′r and therefore α0#0 and α1 = 0, and α belongs to D2(A1), and γ|α
belongs to A11 and, for some r, (γ|α)(δr) = 0. In both cases we ﬁnd that, for some t,
(γ|α)(δt) = 0.
36
It follows that γ|α belongs to A11.
Thus we see that γ maps D2(A1) into A11.
(v) follows from (iv) and Theorem 2.5(iv) and Theorem 2.5(ii). We also need the
observation that every set in the class Π02 is co-analytic. 
3.4 We want to compare the result contained in Theorem 3.3(iv) that the set D2(A1)
is not co-analytic and not Π02 with a result mentioned in [13]. We ﬁrst prove that the
set F consisting of all α such that either α#0 or α = 0 is not Π02.
Let γ be a function from N to N reducing F to A2. We claim that, for every α,
γ|α belongs to A2 and prove this claim as follows. Let α belong to N and i to N.
Find m such that (γ|0)i(m) = 0. Find n such that, for every β, if βn = 0n, then
(γ|β)(m) = (γ|0)(m) and distinguish two cases. Either αn = 0n and (γ|α)(m) = 0, or
αn = 0n, and α#0 and γ|α belongs to A2 and there exists p sucht that (γ|α)(p) = 0.
In both cases (γ|α)i#0.
It follows that N coincides with F . The Continuity Principle now implies that, for
some q, if αq = 0q, then α = 0. This is absurd.
We may conclude that also the sets D(A1, E1) and the set of all α such that either
α = 0 or, for some n, α(n) = 3 are not Π02 as the set F reduces to both of them. The
set of all α such that either α = 0 or, for some n, α(n) = 3 is the set mentioned in
[13].
In Subsection 0.5, we introduced a binary operation (a, i) → a(i) on the set N
of the natural numbers such that for all a, for all k, if length(a) = k, then a =
〈a(0), a(1), . . . , a(k − 1)〉.
For all a in N we let (a) be the number of elements of the set {i | i < length(a) |
a(i) = 0}.
For all a, b in N we say that b extends a or: a is an initial part of b if and only if, for
some c, b equals a ∗ c.
The next theorem shows that, like the set E2, the set Fin does not reduce to the set
A2. The fact that E2 does not reduce to the set A2 is the starting point for the Borel
Hierarchy Theorem proved in [24].
3.5 Theorem:
For every function γ from N to N , if γ maps the set Fin into the set A2, then
γ also maps some element of Inf into A2.
Proof: Suppose that γ is a function from N to N mapping the set Fin into the
set A2. We deﬁne a sequence β, as follows. The values β(0), β(1), . . . of β will be
regarded as code numbers of ﬁnite sequences of natural numbers. Let β(0) := 〈 〉.
Now suppose that m belongs to N and that we deﬁned β(m). Consider the inﬁnite
sequence β(m) ∗ 0 and observe that this sequence belongs to Fin. Find n such that
(γ|(β(m) ∗ 0))m(n) = 0 and then ﬁnd p > 0 such that, for every α if α passes through
β(m)∗0p, then (γ|α)m(n) = (γ|(β(m)∗0))m(n). Now deﬁne β(m+1) := β(m)∗0p∗〈1〉.
Observe that, for each m, β(m) is an initial part of β(m + 1) and (β(m + 1)) =
(β(m)) + 1. Let α be the element of N passing through every β(m). Observe that
α belongs to Inf while γ|α belongs to A2. 
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3.6 We want to show that the set Fin is but a ﬁrst approximation of the set
Almost∗Fin, and that there are positively Borel sets that come closer to Almost∗Fin.
We let Perhaps(Fin) be the set of all α in N such that for some n, for all m > n, if
α(m) > 0, then α belongs to Fin. Observe that the set Perhaps(Fin) belongs to the
class Σ04, and that Fin is a subset of Perhaps(Fin).
One may prove that, for all α, α belongs to Perhaps(Fin) if and only if there exists
β in Fin such that, if α is apart from β, then α belongs to Fin.
More generally, given any subset X of N we may introduce the subset Perhaps(X) of
N consisting of all α such that, for some β in X , if α is apart from β, then α belongs
to X .
This unary operation on the class of subsets of N is studied in [21] and [24].
In order to obtain some sense of what it means, for a given inﬁnite sequence α, to be-
long to the set Perhaps(Fin), one should realize that inﬁnite sequences in general are
created step by step. If we are given the information that α belongs to Perhaps(Fin),
we can not, in general, immediately determine the number of elements of the set
{n | n ∈ N | α(n) = 0}. We are given a natural number m and the assurance that
the number of elements of the set {n | n ∈ N | α(n) = 0} is likely to be (αm). We
have to wait and see if this assurance comes true. The successive further elements of
the sequence α are disclosed one by one: α(m), α(m+1), . . . As soon as one of these
numbers turns out to be positive, we have to correct our opinion on the number of
elements of the set {n | n ∈ N | α(n) = 0} but, fortunately, at this very moment we
are informed about the exact number of its elements. Should none of these numbers
turn out to be positive, our opinion, based upon the initial assurance, is right, but,
paradoxically, we will never be sure of this fact ourselves.
It follows from Theorem 3.5 that the set Fin, while belonging to the class Σ02, does
not belong to the class Π02. We now want to prove that the set Perhaps(Fin), while
belonging to the class Σ04, does not belong to the class Π
0
4.
3.7 Let X be a subset of N . X is strictly analytic if and only if there exists a
function γ from N to N such that X coincides with the range of γ, that is, for all α,
α belongs to X if and only if, for some β, α coincides with γ|β.
Every strictly analytic subset of N is analytic but the converse fails, see [24].
The sets Fin and Perhaps(Fin) both are strictly analytic subsets of N . In order to
prove these highly important facts we introduce functions f1 and f2 from N to N , as
follows.
We construct f1 in such a way that for all m, a, for all α, if length(a) = m then
f1|(〈m〉 ∗ a ∗ α) = a ∗ 0.
We construct f2 in such a way that for all m, a, p, k, for all α, if length(a) = m and
k = 0, then f2|(〈m〉 ∗ a ∗ 0p ∗ 〈k〉 ∗ α) = a ∗ 0p ∗ 〈k〉 ∗ (f1|α).
3.7.1 Lemma:
(i) For all α, α belongs to Fin if and only if, for some β, α coincides with
f1|β.
(ii) For all α, α belongs to Perhaps(Fin) if and only if, for some β, α coincides
with f2|β.
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Proof: The proof is left to the reader. 
3.7.2 Lemma:
(i) Let X be an open subset of N and a a natural number such that every α
passing through a and belonging to Fin belongs to X .
Then there exists b such that b extends a and (b) = (a) + 1 and every α
passing through b belongs to X .
(ii) Let X0, X1, . . . be a sequence of subsets of N and a a natural number such
that every α passing through a and belonging to Perhaps(Fin) belongs to⋃
n∈N
Xn.
Then there exist b, n such that b extends a and (b) = (a) + 1 and every
α passing through b and belonging to Fin belongs to Xn.
Proof: (i) Let X be an open subset of N . Let β be such that, for every α, α belongs
to X if and only if, for some n, β(αn) = 0. Now assume a is a natural number and
every α passing through a and belonging to Fin belongs to X . Consider the sequence
a ∗ 0 and ﬁnd p such that β(a ∗ 0p) = 0 . Then b := a ∗ 0p ∗ 〈1〉 satisﬁes the require-
ments.
(ii) Let X0, X1, . . . be a sequence of subsets of N and a a natural number such that
every α passing through a and belonging to Perhaps(Fin) belongs to
⋃
n∈N
Xn. Ob-
serve that, for every β, the sequence f2|(〈length(a)〉 ∗ a ∗ β) passes through a and
belongs to Perhaps(Fin) and therefore to
⋃
n∈N
Xn. Apply the Continuity Principle
and ﬁnd p, n such that for every β, if β passes through 0p, then f2|(〈length(a)〉∗a∗β)
belongs to Xn. Now b := a ∗ 0p ∗ 〈1〉 satisﬁes the requirements, because, for every α
passing through b and belonging to Fin there exists β passing through 0p such that
α coincides with f2|(〈length(a)〉 ∗ a ∗ β). 
We let K1 be the set of all α such that, for every m, there exists n such that
α(〈m,n〉) = 0. K1 is but slightly diﬀerent from A2, the set of all α such that for
every m, there exists n such that α(〈m〉 ∗ n) = 0.
For all m,n, for all α, we will denote (αm)n by αm,n. Observe that, for all m,n,
(αm)n coincides with α〈m,n〉. We let K2 be the set of all α such that, for every m,
there exists n such that αm,n belongs to K1. The set K2 is but slightly diﬀerent from
the set A4.
3.7.3 Lemma:
(i) For every α, α belongs to K1 if and only if there exists δ securing that α
belongs to K1, that is, for all n, α(〈n, δ(n)〉) = 0.
(ii) For every α, α belongs to K2 if and only if there exists δ securing that α
belongs to K2, that is, for all m,n, α(〈m, δ(〈m〉), n, δ(〈m,n〉)〉) = 0.
(iii) The sets A2 and K1 reduce to each other, and the sets A4 and K2 also
reduce to each other.
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Proof: The proof is left to the reader. In the proof of (ii) one has to use the Second
Axiom of Countable Choice. 
3.8 Theorem:
For every function γ from N to N , if γ maps the set Perhaps(Fin) into the set
K2, then γ also maps some element of Inf into K2.
Proof: Suppose that γ is a function from N to N mapping the set Perhaps(Fin) into
the set K2. We now construct two sequences β, δ, as follows, by induction. The values
β(0), β(1), . . . of β as well as the arguments of δ will be regarded as code numbers of
ﬁnite sequences of natural numbers. Our aim is that the following properties hold:
(i) β(0) := 〈 〉 and for each m, β(m) is an initial part of β(m+1) and (β(m+1)) =
(β(m)) + 1.
(ii) For each m, j, if m = 〈j〉, then for every α, if α passes through β(m + 1) and
belongs to Fin, then (γ|α)〈j,δ(〈j〉)〉) belongs to A2.
(iii) For each m, j, k, if m = 〈j, k〉, then for every α, if α passes through β(m + 1),
then (γ|α)(〈j, δ(〈j〉), k, δ(〈j, k〉)〉) = 0.
It is not diﬃcult to see that one may indeed build such sequences, repeatedly applying
Lemma 3.7.2. At step m + 1 of the construction one deﬁnes the numbers β(m + 1)
and δ(m).
We let α be the element of N passing through every β(m). Observe that α belongs
to Inf and that δ secures that γ|α belongs to K2. 
3.9 We want to extend and generalize Theorem 3.8.
We ﬁrst introduce a partial binary operation called Perhaps on the class of subsets
of N . For all subsets X , Y of N such that X is inhabited and a subset of Y , we let
Perhaps(X,Y ) be the set of all α with the the property that, for some β in X , if α
is apart from β, then α belongs to Y . Observe that, for every inhabited subset X of
N , the set Perhaps(X) coincides with the set Perhaps(X,X).
Next, we introduce a partial unary operation on the class of subsets of N . For every
subset X of N such that Fin is a subset of X , we let X+ be the set Perhaps(Fin, X).
We then introduce the class D of the Borel-approximations of Almost∗Fin by means
of the following inductive deﬁnition:
(i) Fin is the initial Borel-approximation of Almost∗Fin.
(ii) For every Borel-approximation X of Almost∗Fin, also X+ = Perhaps(Fin, X)
is a Borel-approximation of Almost∗Fin.
(iii) For every sequence X0, X1, . . . of Borel-approximations of Mon ∗ Fin, also⋃
n∈N
Xn is a Borel-approximation of Mon ∗ Fin.
(iv) Every Borel-approximation of Almost∗Fin is obtained from Fin by the re-
peated application of steps (ii) and (iii).
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For every non-empty stump σ, for every n, we denote the n-th immediate substump
of σ by σn.
We introduce, for each stump σ, a subset P(σ, Fin) of N that belongs to the class
D of the Borel-approximations of Almost∗Fin and that we want to call the σ-th
perhapsive extension of Fin. We do so by induction on the set of stumps, as follows:
(i) P(∅, Fin) := Fin.
(ii) For every non-empty stump σ, P(σ, Fin) is the set of all α in N such that for
some m, for all n > m, if α(n) = 0, then there exists p such that α belongs to
P(σp, Fin).
Observe that the set P({〈 〉}, Fin) coincides with the set Perhaps(Fin).
Also observe that, for every non-empty stump σ, the set P(σ, Fin) coincides with the
set Perhaps(Fin,
⋃
n∈N
P(σn,Fin)).
We also deﬁne, for each stump σ, a function fσ from N to N and again do so by
induction on the set of stumps. We take care that
(i) f∅ := f1.
(The function f1 has been introduced in Section 3.6.
Recall that the set Fin coincides with the range of the function f1.)
and
(ii) for each non-empty stump σ, for all m, a, p, k, l, for all α, if length(a) = m and
k = 0, then fσ|(〈m〉 ∗ a ∗ 0p ∗ 〈k, l〉 ∗ α) := a ∗ 0p ∗ 〈k〉 ∗ (f(σl)|α).
3.10 Theorem:
(i) For every X in D, X is a subset of X+.
(ii) For all X,Y in D, if X is a subset of Y , then X+ is a subset of Y +.
(iii) For every X in D, Fin is a subset of X .
(iv) For every X in D, X is a subset of Fin¬¬.
(v) For every X in D, X is a subset of Almost∗Fin.
(vi) For every X in D, for every α, for every a, α belongs to X if and only if a ∗ α
belongs to X .
(vii) For every α, for every a, α belongs to Almost∗Fin if and only if a ∗ α belongs
to Almost∗Fin.
(viii) For each stump σ, P(σ,Fin) belongs to D.
(ix) For each non-empty stump σ, for each n, the set P(σn, Fin) is a subset of the
set P(σ, Fin).
For all stumps σ, τ , if σ ≤ τ , then P(σ, Fin) is a subset of P(τ, Fin).
(x) For each stump σ, the set P(σ, Fin) coincides with the range of the function fσ.
Proof: We leave most of the straightforward proof to the reader and only prove (iv)
and (v).
(iv). We use induction on D. Observe that Fin, the initial set of D, is a subset of
Fin¬¬. Now assume that X belongs to D and is a subset of Fin¬¬. We want to prove
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that Perhaps(Fin, X) is also a subset of Fin¬¬. Let α belong to Perhaps(Fin, X).
Find m such that for all n > m, if α(n) = 0, then α belongs to X . We distinguish
the following two cases.
First case: for all n > m, α(n) = 0. Then α belongs to Fin and also to Fin¬¬.
Second case: for some n > m, α(n) = 0. Then α belongs to X and therefore also to
Fin¬¬.
We observe: ¬¬ (For all n > m, α(n) = 0 or for some n > m, α(n) = 0). Therefore α
belongs to Fin¬¬¬¬, that is, to Fin¬¬. Finally, assume that X0, X1, . . . is a sequence
of elements of D and that for each n, Xn is a subset of Fin¬¬. Obviously, also
⋃
n∈N
Xn
is a subset of Fin¬¬.
(v) We use induction on D. Observe that Fin, the initial set of D, is a subset of
Almost∗Fin. Now assume that X belongs to D and is a subset of Almost∗Fin. We
want to prove that Perhaps(Fin, X) is also a subset of Almost∗Fin. Let α belong to
Perhaps(Fin, X) and let γ be a one-to-one sequence in N . Find m such that for all
n > m, if α(n) = 0, then α belongs to X . Find i such that γ(i) > m and distinguish
two cases. Either α(γ(i)) = 0 or α(γ(i)) = 0 and α belongs to X . In the latter case α
belongs to Almost∗Fin and there exists k such that α(γ(k)) = 0. So in both cases,
there exists k such that α(γ(k)) = 0. So α belongs to Almost∗Fin.
Finally, assume that X0, X1, . . . is a sequence of elements of D and that for each n,
Xn is a subset of Almost∗Fin. Obviously, also
⋃
n∈N
Xn is a subset of Almost∗Fin.

3.11 Lemma:
Let σ be a non-empty stump.
Let X0, X1, . . . be a sequence of subsets of N and a a natural number such that
every α passing through a and belonging to P(σ, Fin) belongs to
⋃
n∈N
Xn.
Then there exist b, n such that b extends a and (b) = (a) + 1 and every α
passing through b and belonging to P(σn, Fin) belongs to Xn.
Proof: Observe that under the given circumstances, for every β, the sequence fσ|(〈length(a)〉∗
a ∗ β) passes through a and belongs to P(σ, Fin) and therefore to ⋃
n∈N
Xn. Apply the
Continuity Principle and ﬁnd p, n such that, for every β, if β passes through 0p, then
fσ|(〈length(a)〉 ∗ a ∗ β) belongs to Xn. Now b = a ∗ 0p ∗ 〈1〉 satisﬁes the requirements
of the Lemma, because, for every α passing through b and belonging to P(σn, Fin)
there exists β passing through 〈length(a)〉 ∗ a ∗ 0p ∗ 〈1, n〉 such that fσ|β coincides
with α. 
3.12 We introduce, for each stump σ, a subset K(σ) of N . We do so by induction
on the set of stumps, as follows.
(i) K(∅) := K1 = the set of all α such that, for every m, there exists n such that
α(〈m,n〉) = 0.
(ii) For every non-empty stump σ, K(σ) is the set of all α in N such that for every
m there exists n such that αm,n belongs to K(σn).
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In order to obtain a clear understanding of the sets K(σ) we introduce some game-
theoretic terminology.
Let a = 〈a(0), a(1), . . . , a(2n−1)〉 be a natural number coding a ﬁnite sequence of
natural numbers of even length. We imagine ourselves that this ﬁnite sequence is
the result of a play of 2n moves in which players I, II alternatively choose a natural
number.
player I player I
chooses a(0) chooses a(2n−2)
↘ ↗ · · · ↗ ↘
player II player II
chooses a(1) chooses a(2n−1)
We denote the sequences of moves made by player I, player II respectively by aI , aII
respectively. So aI := 〈a(0), a(2), . . . , a(2n−2)〉 and aII := 〈a(1), a(3), . . . , a(2n−1)〉.
Now let δ belong to N . We say that a II-obeys δ if and only if, for each k < n,
a(2k+1) = δ(〈a(0), a(2), . . . , a(2k)〉). Suppose that d belongs to N and has length
greater than 〈a(0), a(2), . . . , a(2n−2)〉. We say that a II-obeys d if and only if, for each
k < n, a(2k+1) = d(〈a(0), a(2), . . . , a(2k)〉). It will be clear that we are interpreting
δ, d as strategies for player II in the just-mentioned game.
We now introduce, for each stump σ and each b in N, the notion: b is just outside
of σ. We do so by induction on the set of stumps, as follows: (i) For each b in N, b
is just outside of the empty stump if and only if b = 〈 〉 and (ii) for each non-empty
stump σ, for each b in N, b is just outside of σ if and only if there exists n, a such that
b = 〈n〉 ∗ a and a is just outside of σn.
We also introduce, for each stump σ and each b in N, the notion: b is one step outside
of σ. We do so by induction on the set of stumps, as follows: (i) for each b in N, b
is one step outside of the empty stump if and only if there exists n such that b = 〈n〉
and (ii) for each non-empty stump σ, for each b in N, b is one step outside of σ if and
only if there exist n, a such that b = 〈n〉 ∗ a and a is one step outside of σn.
Let σ be a stump and let α, δ belong to N . We say that δ secures that α belongs
to K(σ) if and only if for every a, if a II-obeys δ and aII is just outside of σ, then
α(a) = 0.
3.13 Theorem:
(i) For each stump σ, the class of subsets of N reducing to K(σ) is closed under
the operation of countable intersection.
(ii) For each non-empty stump σ, for every sequence X0, X1, . . . of subsets of N ,
if, for each n, the set Xn reduces to the set K(σn), then the countable union⋃
n∈N
Xn reduces to the set K(σ).
(iii) For each positively Borel set X there exists a stump σ such that X reduces to
K(σ).
(iv) For each stump σ, for each α, α belongs to K(σ) if and only if there exists δ
securing that α belongs to K(σ).
Proof: (i) Let σ be a stump and X0, X1, . . . a sequence of subsets of N , each of them
reducing to K(σ). Let δ0, δ1, . . . be a sequence of functions from N to N such that,
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for each n, δn reduces Xn to K(σ). Observe that, if σ is empty, then α belongs to⋂
n∈N
Xn if and only if for all p,m, for some n, (δp|α)m(〈n〉) = 0. Observe also that,
if σ is non-empty, then α belongs to
⋂
n∈N
Xn if and only if, for all p,m, for some n,
(δp|α)m,n belongs to K(σn). Let ε be a function from N to N such that, for every
α, for all p,m, (ε|α)〈p,m〉 equals (δp|α)m, and for all j, if there are no p,m such that
j = 〈p,m〉, then, if σ is empty, (ε|α)j(0) = 0 and if σ is non-empty, then (ε|α)j,0
belongs to K(σ0). ε is easily seen to reduce
⋂
n∈N
Xn to K(σ).
(ii) Assume that σ is a non-empty stump and X0, X1, . . . is a sequence of subsets of N
such that, for each n, Xn reduces to K(σn). Let δ0, δ1, . . . be a sequence of functions
from N to N such that, for each n, δn reduces Xn to K(σn). Now consider a function
ε from N to N such that, for each α, for all m,n, (ε|α)m,n = δn|α. Observe that ε
reduces
⋃
n∈N
Xn to K(σ).
(iii) Observe that every subset of N that belongs to the class Π02 reduces to K(∅).
Using (i) and (ii) and the Second Axiom of Countable Choice one proves by induction
that for every positively Borel set X there exists a stump σ such that X reduces to
K(σ).
(iv) We use induction on the set of stumps.
Observe that, for each α, α belongs to K(∅) if and only if there exists δ such that for
each m, α(〈m, δ(m)〉) = 0, that is, δ secures that α belongs to K(∅).
Now assume that σ is a non-empty stump and that the statement has been veriﬁed
for every immediate substump σn of σ. Using the First and the Second Axiom of
Countable Choice we observe that for each α, α belongs to K(σ) if and only if there
exists δ such that for each m, αm,δ(m) belongs to K(σδ(m)) if and only if there exists
δ such that for each m there exists ε securing that αm,δ(m) belongs to K(σδ(m)) if
and only if there exist δ, ε such that for each m, εm secures that αm,δ(m) belongs to
K(σδ(m)). Now suppose we are given α, δ, ε such that, for each m, εm secures that
αm,δ(m) belongs to K(σδ(m)). Consider ζ in N such that, for each m, ζ(〈m〉) = δ(m)
and for each m, a, ζ(〈m〉 ∗ a) = εm(a) and observe that ζ secures that α belongs to
K(σ). 
3.14 For all natural numbers d, a we deﬁne a natural number d‘a. The deﬁnition
is by induction on length(a). We deﬁne d‘〈 〉 := 〈 〉 and for each a, p, if a ∗ 〈p〉 <
length(d), then d‘(a ∗ 〈p〉) = (d‘a) ∗ 〈p, d(a ∗ 〈p〉)〉 and if not a ∗ 〈p〉 < length(d), then
d‘(a ∗ 〈p〉) = d‘a. So d‘a codes the longest ﬁnite sequence b of even length such that
bI is an initial part of a and b II-obeys d.
3.15 Theorem:
For every stump σ, for every function γ from N to N , if γ maps the set P(σ,Fin)
into the set K(σ), then γ also maps some element of Inf into K(σ).
Proof: Suppose that σ is a stump and γ is a function from N to N mapping the
set P(σ,Fin) into the set K(σ). We construct three sequences β, ζ and η in N . The
values of these sequences will be considered as code numbers of ﬁnite sequences of
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natural numbers. Our aim is that the following properties hold:
(i) β(0) := 〈 〉 and, for each m, β(m) is an initial part of β(m+1) and (β(m+1)) =
(β(m)) + 1.
(ii) η(0) := 〈0〉 and for each m, there exists n such that η(m + 1) = η(m) ∗ 〈n〉 and
length(ζ(m)) = 2 · length(m) and (ζ(m))I = m and ζ(m) II-obeys η(m), so
ζ(m) = (η(m))‘m.
(iii) For each m, if (ζ(m))II is inside σ, then for all α passing through β(m), if α
belongs to P((ζ(m))IIσ,Fin), then ζ(m)(γ|α) belongs to K((ζ(m))IIσ).
(iv) For each m, if (ζ(m))II is just outside of σ, then for all α passing through β(m),
if α belongs to Fin, then ζ(m)(γ|α) belongs to K1, that is, for each p there exists
q such that (γ|α)((ζ(m)) ∗ 〈p, q〉) = 0.
(v) For each m, if (ζ(m))II is one step outside of σ, then for every α passing through
β(m), (γ|α)(ζ(m)) = 0.
The deﬁnition of the three sequences β(0), β(1), . . . and ζ(0), ζ(1), . . . and η(0), η(1), . . .
goes by induction.
We deﬁne β(0) := 〈 〉 and ζ(0) := 〈 〉 and η(0) := 〈0〉.
Now assume m is a positive natural number and we deﬁned, for each i < m, the
numbers β(i), ζ(i) and η(i). We indicate how to obtain the numbers β(m), ζ(m) and
η(m).
Find k := length(m) and consider m = 〈m(0), . . . ,m(k − 1)〉. Observe that m does
not code the empty sequence and k is positive. Find the immediate predecessor
m′ of m, that is, m′ := 〈m(0), . . . ,m(k−2)〉 and consider e := ((η(m))‘m′) and
f := ((η(m))‘(m′))II . We distinguish several cases:
First case: f is inside σ, that is, f belongs to σ.
Then: for every α, if α passes through β(m−1) and belongs to P(fσ,Fin), then
e(γ|α) belongs to K(fσ). Applying Lemma 3.11 we ﬁnd natural numbers c, n
such that c extends β(m − 1) and (c) = (β(m − 1)) + 1 and for every α, if α
passes through c and belongs to P(f∗〈n〉σ,Fin) then e∗〈m(k−1),n〉(γ|α) belongs to
K(f∗〈n〉σ).
We deﬁne β(m) := c and ζ(m) := e ∗ 〈m(k−1), n〉 and η(m) := (η(m− 1)) ∗ 〈n〉.
Second case: f is just outside of σ.
Then: for every α, if α passes through β(m−1) and belongs to Fin = P(fσ, Fin),
then e(γ|α) belongs to K1 = K(fσ). Applying Lemma 3.7.2 we ﬁnd c, n such
that c extends β(m − 1) and (c) = (β(m − 1)) + 1 and for every α, if α
passes through c, then (γ|α)(e ∗ 〈m(k − 1), n〉) = 0. We deﬁne β(m) := c and
ζ(m) := e ∗ 〈m(k − 1), n〉 and η(m) = (η(m− 1)) ∗ 〈n〉.
Third case: some proper initial part of f is just outside of σ.
We now deﬁne: β(m) := (β(m− 1)) ∗ 〈1〉, ζ(m) := e ∗ 〈m(k− 1), 0〉 and η(m) :=
(η(m − 1)) ∗ 〈0〉.
We leave it to the reader to verify that, proceeding in this way, we will satisfy the
requirements (i)-(v).
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We now let α be the element of N passing through every β(m) and δ the element
of N passing through every η(m). α will belong to Inf, because of (i). Also observe
that for every b, if b II-obeys δ, and bII is one step outside of σ, then (γ|α)(b) = 0.
Therefore δ secures that γ|α belongs to K(σ). 
3.16 For every stump σ, we let σ+, the successor of σ be the stump such that for
each n, (σ+)n = σ.
3.17 Theorem:
(i) For every stump σ, the set P(σ, Fin) does not reduce to the set K(σ).
(ii) For every positively Borel set X there exists σ such that the set P(σ, Fin) does
not reduce to the set X .
(iii) For every positively Borel set X that is a subset of Almost∗Fin there exists a
positively Borel set Y not reducing to X such that both X and Fin are subsets
of Y and Y is a subset of Almost∗Fin.
(iv) For every subset X of N , if Fin is a subset of X and X = X+, then every
Borel-approximation of Almost∗Fin is a subset of X .
(v) For every Borel-approximation X of Almost∗Fin, X is a proper subset of X+.
(vi) The set (Almost∗Fin)+ coincides with the set Almost∗Fin.
(vii) The set (Fin¬¬)+ coincides with the set Fin¬¬.
(viii) For each stump σ, the set P(σ, Fin) is a proper subset of the set P(σ+, Fin).
(ix) For all stumps σ, τ , if σ < τ , then P(σ, Fin) is a proper subset of P(τ, Fin).
Proof: (i) is an immediate consequence of Theorem 3.15.
(ii) Given any positively Borel subset X of N we determine a stump σ such that X
reduces to K(σ). The set P(σ, Fin) does not reduce to K(σ) and therefore not to X .
(iii) Given any positively Borel subset X of Almost∗Fin we determine a stump σ
such that X reduces to K(σ) and then consider the set Y := X∪P(σ, Fin). According
to Theorem 3.15, every function from N to N mapping Y into K(σ) will also map
some element of Inf into K(σ), therefore Y does not reduce to K(σ) and not to X ,
and Y does not coincide with X . Observe that it follows that P(σ,Fin) is not a subset
of X .
(iv) The proof is by straightforward induction on the classD of the Borel-approximations
of Almost∗Fin.
(v) Assume that X belongs to D and that X+ coincides with X . By the argument
for (iii), there exists a stump σ such that P(σ,Fin) is not a subset of X . According
to (iv), every Borel-approximation of Almost∗Fin is a subset of X . Contradiction.
(vi) We have to show that the set Perhaps(Fin,Almost∗Fin) coincides with the set
Almost∗Fin, in particular, that the ﬁrst set is a subset of the second one as the
other inclusion is obvious. Let α belong to Perhaps(Fin,Almost∗Fin) and let γ be
a one-to-one sequence in N . Find m such that for every p > m, if α(p) = 0, then α
belongs to Almost∗Fin. Find i such that γ(i) > m and distinguish two cases.
First case: α(γ(i)) = 0.
Second case: α(γ(i)) = 0. Then α belongs to Almost∗Fin and there will exist k such
that α(γ(k)) = 0.
In both cases, there exists k such that α(γ(k)) = 0.
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We may conclude that α belongs to Almost∗Fin.
(vii) The proof is similar to the proof of (vi) and left to the reader.
Also the proof of (viii) is left to the reader.
(ix) For all stumps σ, τ , if σ < τ , then σ < σ+ ≤ τ , and therefore, because of (viii),
P(σ, Fin) is a proper subset of P(σ+,Fin) and also a proper subset of P(τ, Fin) . 
3.18 Observe that the statements (ii) and (iii) of Theorem 3.17 imply the statements
we promised to prove in Section 0.9.2.
For all stumps σ, τ we deﬁne: σ ≤∗ τ (“σ embeds into τ”) if and only if there exists
a γ in N such that for every a, if a belongs to σ, then γ(a) belongs to τ , and for all
a, b, if a is a proper initial segment of b, then γ(a) is a proper initial segement of b.
The next Theorem mentions some consequences of Brouwer’s Thesis. The ﬁrst item,
however, does not depend on Brouwer’s Thesis. It oﬀers an alternative characteriza-
tion of the relation ≤ on the set of stumps.
3.19 Theorem:
(i) For all stumps σ, τ , σ ≤ τ if and only if σ ≤∗ τ .
(ii) ( The set Almost∗Fin is the union of its own Borel-approximations:) For every
α, if α belongs to Almost∗Fin, then there exists a stump σ such that α belongs
to P(σ, Fin).
(iii) Almost∗Fin is a subset of Fin¬¬.
(iv) (A Boundedness Result:) For every strictly analytic subset X of Almost∗Fin
there exists a stump σ such that X is a subset of P(σ, Fin).
(v) the set Almost∗Fin is not strictly analytic.
(vi) For every subset X of N , if Fin is a subset of X and X coincides with X+, then
Almost∗Fin is a subset of X , that is, Almost∗Fin is the least ﬁxed point of
the operator X → X+ containing Fin.
Proof: (i) The proof is straightforward and left to the reader.
(ii) Let σ be a stump and α an element of N . We say that σ proves α to belong to
Almost∗Fin if and only if for every one-to-one sequence γ in N there exists n such
that γn belongs to σ and α(γ(n−1)) = 0. Brouwer’s Thesis implies that, for every α,
if α belongs to Almost∗Fin, then there exists a stump σ proving that α belongs to
Almost∗Fin. We now show, by induction on the set of stumps, that for every stump
σ, for every α, if σ proves that α belongs to Almost∗Fin, then α belongs to P(σ,
Fin). This statement is true if σ is the empty stump, as no α is proved to belong to
Almost∗Fin by the empty stump. Now assume that σ is a non-empty stump and,
for each n, every α proved by σn to belong to Almost∗Fin belongs to P(σn, Fin).
Suppose that α belongs N and is proved by σ to belong to Almost∗Fin
Remark that, for every n, if n is the least p such that α(p) = 0, then σn proves that
the sequence λi ∈ N.α(i + n) belongs to Almost∗Fin, and therefore the sequence
λi ∈ N.α(i + n) belongs to P(σn, Fin) and also α itself belongs to P(σn, Fin), see
Theorem 3.10(vi). Therefore, for every p, if α(p) = 0, then there exists n such that α
belongs to P(σn, Fin), that is: α belongs to P(σ, Fin).
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(iii) Use (i) and Theorem 3.10(ii).
(iv) Let X be a strictly analytic subset of Almost∗Fin. Let γ be a function from N
to N such that X coincides with the range of γ. Observe that, for every α, for every
one-to-one sequence β in N there exists n such that (γ|α)(β(n)) = 0.
For every α in N , we αI , αII be the elements of N satisfying, for all n, αI(n) =
α(2n) and αII(n) = α(2n + 1). Observe that, for every α there exists n such that
(γ|αI)(αII(n)) = 0 or there exist i, j such that i < j and αII(i) = αII(j).
Let a = 〈a(0), a(1), . . . , a(2n − 1)〉 be an element of N coding a ﬁnite sequence of
even length 2n. We want to call a safe if and only if there exist i < n, j < n
such that γ(〈a(2j + 1), a(0), a(2), . . . , a(2i)〉) = 1 and, for all p < i, γ(〈a(2j +
1), a(0), a(2), . . . , a(2p)〉) = 0, or i < j and a(2i + 1) = a(2j + 1). Observe that
for all a, if a = 〈a(0), . . . , a(2n − 1)〉 is safe, then for every α passing through aI =
〈a(0), a(2), . . . , a(2n−2)〉, for every β passing through aII = 〈a(1), a(3), . . . , a(2m−1)〉
there exists j < n such that (γ|α)(β(j)) = 0 or there exist i, j < n such that i < j
and β(i) = β(j). Remark that every inﬁnite sequence α has a safe initial part.
Using Brouwer’s Thesis, we ﬁnd a stump σ such that every α in N has a safe ini-
tial part that belongs to σ. For every inﬁnite sequence α we let τ be the set of
all b = 〈b(0), . . . , b(m − 1)〉 such that 〈α(0), b(0), . . . , α(m − 1), b(m − 1)〉 belongs to
σ. τ is easily see to be a stump embedding into σ and proving that γ|α belongs to
Almost∗Fin. Using (i) and the argument developed in the proof of (ii), we conclude
that γ|α belongs to P(τ, Fin) and then, using (i) and Theorem 3.10(ix), that γ|α
belongs to P(σ, Fin). Therefore X is a subset of P(σ, Fin).
(v) is a consequence of (iv) and Theorem 3.17. (vi) This follows from (ii) and and
Theorem 3.17(iv) and (vi). 
3.20 In [24] AlmostFin is deﬁned as the set of all α such that, for some stump σ,
α belongs to P(σ, Fin). The previous Theorem shows that Brouwer’s Thesis implies
that the sets AlmostFin and Almost∗Fin are the same.
One sometimes considers the following extended version of Markov’s Principle:
(∗) For every α, if the assumption that for each n, α(n) = 0 leads to a contradiction,
then there exists n such that α(n) = 0.
The set Almost∗Fin¬¬ coincides with the set of all α such that, for every one-to-one
sequence γ, ¬¬( there exists n such that α(γ(n)) = 0). Observe that (∗) implies that
Almost∗Fin¬¬ is a subset of Almost∗Fin, and therefore also that Fin¬¬ is a subset
of Almost∗Fin. Conversely, if we assume that Fin¬¬ is a subset of Almost∗Fin,
we may derive (∗), as follows.
Let α belong to N and suppose ¬¬∃n[α(n) = 0]. Let β in C be such that, for each
n, β(n) = 0 if and only if for some m < n, β(m) = 0. Then β belongs to Fin¬¬, and
therefore to Almost∗Fin, and there exists n such that β(n) = 0, and there exists n
such that α(n) = 0.
There seems to be no good reason to adopt (∗) as an axiom.
We want to show that, in some sense, the set Almost∗Fin is ”simple”, that is, there
exist many and also not too diﬃcult sets that do not reduce to Almost∗Fin. We ﬁrst
prove that the set Fin does not reduce to Almost∗Fin, and, in fact, we prove more.
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The ﬁrst item of the next theorem is about the binary operation Perhaps introduced
in Subsection 3.9.
3.21 Theorem:
(i) Let X , Y and Z be subsets of N such that X has at least one element and is a
subset of both Y and Z. Every function from N into N that maps X into X
and Y into Z also maps Perhaps(X,Y ) into Perhaps(X,Z).
(ii) Let γ be a function from N to N . If γ maps Fin into Fin, then, for every
Borel-approximation Y of Almost∗Fin, γ maps Y into Y .
(iii) Let γ be a function from N to N . If γ maps Fin into Almost∗Fin, then, for
every Borel-approximation Y of Almost∗Fin, γ maps Y into Almost∗Fin.
Also, if γ maps Fin into Fin¬¬, then, for every Borel-approximation Y of
Almost∗Fin, γ maps Y into Fin¬¬.
(iv) Let γ be a function from N to N .
(Under the assumption of Brouwer’s Thesis:) If γ maps Fin into Almost∗Fin,
then γ also maps Almost∗Fin into Almost∗Fin.
(Without the assumption of Brouwer’s Thesis:) If γ maps Fin into Fin¬¬, then
γ also maps Fin¬¬ into Fin¬¬.
(v) Fin does not reduce to Almost∗Fin. More generally, for every Borel-approximation
Y of Almost∗Fin, Y does not reduce to Almost∗Fin.
Proof: (i) Let X , Y and Z be subsets of N such that X has at least one element
and is a subset of both Y and Z. Let γ be a function from N into N that maps X
into X and Y into Z. Assume that α belongs to Perhaps(X,Y ). We have to show
that γ|α belongs to Perhaps(X,Z), First determine β in X such that, if α#β, then α
belongs to Y . Observe that γ|β belongs to X and that, if γ|α#γ|β, then α#β, and
therefore α belongs to Y and γ|α to Z.
(ii) The proof uses (i) and is by induction on the class D of the Borel-approximations
of Almost∗Fin. It may be left to the reader.
(iii) The proof uses (i) and Theorem 3.17(vi) and is by induction on the class D of
the Borel-approximations of Almost∗Fin. It may be left to the reader.
(iv) The ﬁrst fact is an immediate consequence of (iv) and Theorem 3.19(ii).
The second fact is by an easy application of intuitionistic logic.
One might ask for a more elementary proof of the ﬁrst fact, for instance one that
would reduce it to the observation that a function from N into N mapping X into Y
also maps Xcc into Y cc. We did not ﬁnd such a proof.
(v) Let Y be a Borel-approximation of Almost∗Fin and assume that γ is a function
from N to N reducing Y to Almost∗Fin. Observe that γ maps Fin, and there-
fore, according to (ii), every Borel-approximation of Almost∗Fin into Almost∗Fin.
Therefore, every Borel-approximation of Almost∗Fin would be a subset of Y . But,
according to Theorem 3.17(v), Y is a proper subset of Y +. 
The fact that Fin does not reduce to Almost∗Fin is a characteristically intuitionistic
fact, as, from a classical point of view, the two sets coincide. We now want to show
that also Inf does not reduce to Almost∗Fin. From a classical point of view, this fact
is less surprising but the proof is rather subtle. Observe that Inf , like Almost∗Fin,
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is a co-analytic subset of N .
3.22 Lemma:
(i) Inf is a strictly analytic subset of N .
(ii) Let R be a subset of N × N such that, for every α in Inf , there exists n such
that αRn.
Then, for every α in Inf, there exist m,n such that, for every β in Inf , if β
passes through αm, then βRn.
Proof: (i) We deﬁne a function δ from N to N such that, for every γ, for every p, if
there exists j ≤ p such that p = j +∑ji=1 γ(i), then (δ|γ)(p) = 1, and if not, then
(δ|γ)(p) = 0. One veriﬁes easily that, for every α, α belongs to Inf if and only if, for
some γ, α coincides with δ|γ.
The function δ has the following important property: for every α in Inf , for every
γ, if α = δ|γ, then for every p, for every β in Inf passing through α(p +∑p−1i=1 γ(i))
there exists ζ in N passing through γp such that β coincides with δ|ζ.
(ii) Let R be a subset of N ×N such that, for every α in Inf , there exists n such that
αRn. Let δ be the function we deﬁned in (i). Observe that for every γ there exists n
such that (δ|γ)Rn. Let α belong to Inf and let γ be such that α coincides with δ|γ.
Using Brouwer’s Continuity Principle we ﬁnd m,n such that for every ζ, if ζ passes
through γm, then (δ|ζ)Rn. Observe that, for every β in Inf , if β passes through
α(m +
∑m−1
i=1 γ(i)), then there exists ζ passing through γm such that δ|ζ coincides
with β, and, therefore, βRn. 
Let X be a subset of Almost∗Fin. We say that X shows proper regard for Inf if and
only if every function δ from N to N mapping Inf into X also maps some element
of X into X .
3.23 Theorem:
(i) Fin shows proper regard for Inf .
(ii) For every X in the class D of the Borel-approximations of Almost∗Fin, if X
shows proper regard for Inf , then X+ shows proper regard for Inf .
(iii) For every sequence X0, X1, . . . of elements of D, if , for each n, Xn shows proper
regard for Inf , then
⋃
n∈N
Xn shows proper regard for Inf .
(iv) Every Borel-approximation of Almost∗Fin shows proper regard for Inf .
(v) The set Inf does not reduce to any one of the Borel-approximations of
Almost∗Fin.
Proof: (i) Let δ be a function from N to N mapping Inf into Fin. Observe that
for every α in Inf there exists m such that, for every n > m, α(n) = 0, and that 1
belongs to Inf . Applying Lemma 3.22, we ﬁnd p,m such that for every α in Inf , if
αp = 1p, then for every n > m, (δ|α)(n) = 0. Observe that now for every β passing
through 1p, for every n > m, (δ|β)(n) = 0, as for every m there exists α in Inf
passing through βm. It follows that both 1p ∗ 0 and δ|(1p ∗ 0) belongs to Fin.
(ii) Let X be a subset of N showing proper regard for Inf . We have to prove that
X+ = Perhaps(Fin, X) also shows proper regard for Inf . Let δ be a function from
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N to N mapping Inf into X+. Observe that for every α in Inf there exists m such
that, for every n > m, if (δ|α)(n) = 0, then δ|α belongs to X , and that 1 belongs to
Inf . Applying Lemma 3.22, we ﬁnd p,m such that for every α in Inf , if αp = 1p,
then for every n > m, if (δ|α)(n) = 0, then δ|α belongs to X .
We now deﬁne β in N as follows:
• for each i < p, β(i) = 1,
• for each i ≥ p, if, for each j such that m < j ≤ i, (δ|(1p ∗ 0))(j) = 0, then
β(i) = 0,
• for each i ≥ p, if i is the least j such that m < j and (δ|(1p ∗ 0))(j) = 0,
we determine q such that for every α, if α passes through 1p ∗ 0q, then δ|α
passes through (δ|1)(i + 1). We let ζ be a function from N to N such that,
for every γ, ζ|γ equals δ|(1p ∗ 0q ∗ γ) and observe that ζ maps Inf into X .
We determine γ such that both γ and ζ|γ belong to X , and deﬁne, for each n,
β(p + q + n− 1) := γ(n).
We claim that both β and δ|β belong to X+.
The sequence 1p ∗ 0 belongs to Fin. Suppose that β is apart from 1p ∗ 0. Considering
the deﬁnition of β we see that there exists c in N and γ in X such that β = c ∗ γ, and
therefore β itself belongs to X . We conclude that, if β#1p ∗ 0, then β belongs to X .
Therefore, β belongs to Perhaps(Fin, X) = X+.
Suppose that δ|β is apart from 1p∗0. Considering the deﬁnition of β we see that there
exists c in N and γ in X such that β = c∗γ and δ|β belongs to X .We conclude that, if
(δ|β)#1p∗0, then β belongs to X . Therefore, δ|β belongs to Perhaps(Fin, X) = X+.
(iii) Let X0, X1, . . . be a sequence of subsets of N , each of them showing proper regard
for Inf . We have to prove that also
⋃
i∈N
Xi shows proper regard for Inf . Let δ be a
function from N to N mapping Inf into ⋃
i∈N
Xi. Observe that 1 belongs to Inf . Using
lemma 3.22 we ﬁnd m,n such that every α in Inf passing through αm belongs to Xn.
Let ζ be a function from N to N such that for every β, ζ|β coincides with δ|1m ∗ β.
Clearly, ζ maps Inf into Xn. We determine γ such that both γ and ζ|γ belong to
Xn. Deﬁne α := 1m ∗ γ and observe that both α and δ|α belong to Xn and therefore
to
⋃
ı∈N
Xi.
(iv) Immediate from (i), (ii), (iii) and the deﬁnition in Section 3.9.
(v) Immediate from (iv). 
3.24 Theorem: (Under the assumption of Brouwer’s Thesis)
(Almost∗Finite is ”simple”)
(i) Almost∗Finite shows proper regard for Inf , that is, every function from N to
N mapping Inf intoAlmost∗Finite also maps some element ofAlmost∗Finite
into Almost∗Finite.
(ii) The set Inf does not reduce to the set Almost∗Finite.
(iii) The set Almost∗Finite is not a complete element of the class of the co-analytic
subsets of N .
Proof: (i) Let ζ be a function from N to N mapping Inf into Almost∗Finite. We
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have seen, in Lemma 3.22 that the set Inf is strictly analytic. Let δ be a function
from N to N such that, for all α, α belongs to Inf if and only if, for some β, α
coincides with δ|β. Using Theorem 3.19(iv) we ﬁnd a stump σ such that for all β,
ζ|(δ|β) belongs to P(σ,Fin). Apparently, there exists a Borel-approximation X of
Almost∗Finite such that ζ maps Inf into X . Using Theorem 3.23 we ﬁnd α such
that both α and ζ|α belong to X and therefore to Almost∗Finite.
(ii) Immediate from (i).
(iii) Immediate from (ii). 
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