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Kurzfassung
Reale Werkstoffe besitzen eine Mikrostruktur, der charakteristische innere Längen zugeordnet werden.
In vielen Anwendungen kann die Mikrostruktur maßgeblich Einfluss auf das makroskopische Material-
verhalten nehmen. Dies äußert sich beispielsweise bei statischen Versuchen durch Längenskaleneffekte
und bei dynamischen Versuchen durch nicht–klassische Dispersionsrelationen. Solche Phänomene wer-
den sowohl im mikroskopischen Bereich (dünne Filme, Nanoröhren, Klebverbindungen, usw.) als auch
im makroskopischen Bereich (Erdplatten, Umrandungen von Tunneln im Erdreich, usw.) beobachtet. Sie
können im linearen Bereich durch Materialgleichungen der Gradientenelastizität beschrieben werden.
Die Arbeit befasst sich mit einem Modell der Gradientenelastizität, das auf LAPLACE–Ableitungen der
Spannungen und der Dehungen basiert. Die Hauptuntersuchungen beziehen sich auf das Verhalten des
Modells an Rissspitzen hinsichtlich von Modus–I– und Modus–I I–Beanspruchungen. Es wird bewiesen,
dass im Unterschied zu der in der Fachliteratur vertretenen Ansicht, die aus der klassischen Elastizität
bekannten Singularitäten nicht behoben werden. Nichtsdestotrotz gibt es signifikante Abweichungen zu
der klassischen Elastizität, die in der Arbeit umfassend analysiert werden.
Abstract
Real materials exhibit a substructure (microstructure), which can be captured by characteristic material
internal lengths. The microstructure can strongly effect the macroscopic response in many applications.
Such phenomena have been observed e.g. in statics, in form of lengthscale effects in the material respon-
se, and in dynamics in form of non–classical dispersion relations. The examples cover, among others, in
the microscopic range the response of thin films, nanotubes and adhesive joints, and in the macroscopic
range the response of earth plates and lining of tunnels in soil. The obseved effects can be addressed
adequately in the linear range by constitutive laws of gradient elasticity. The present work is concerned
with a Gradientelasticity model, which is based on both, the Laplacian of the strain and the Laplacian
of the stress. The main investigations focus on the near tip fields within Mode–I– and Mode–I I–crack–
problems. It is proved, that, in contrast to the perspective of some others, the model does not avoid the
well known singularities in classical elasticity. Nevertheless there are significant differences in compari-
son to classical elasticity when considering crack problems. Such differences are discussed in detail on
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Bei der kontinuumsmechanischen Diskussion von Problemen beispielsweise der Nanotechnologie, der
Mikrosystemtechnik, der Mikrophysik oder aber beim Studium von dünnen Filmen haben sogenannte
Gradientenmodelle eine große Bedeutung. In solchen Problemen können die lateralen Abmessungen in
derselben Größenordnung wie die inneren Längenskalen des Materials liegen. Die Folge davon ist ein so-
genannter Längenskaleneffekt, der experimentell beispielsweise in den Mikrotorsionsexperimenten von
FLECK ET AL. [14] oder auch in den Mikrobiegeexperimenten von STÖLKEN & EVANS [39] beobachtet wur-
de. Der Längenskaleneffekt äußert sich dadurch, dass bei der Auftragung geeignet entdimensionierter
Lasten über einer entdimensionierten Deformation unterschiedliche Verläufe in Abhängigkeit der Geo-
metrie gemessen werden. Im Gegensatz dazu liegen zum Beispiel alle Verläufe infolge des klassischen
HOOKEschen Gesetzes übereinander. Auch bei Lokalisierungen der Deformation von mikroskopischen
Proben ist die Breite der beobachteten lokalisierten Zone von derselben Größenordnung wie typische
mikroskopische Längen des Materials. Aus STÖLKEN & EVANS-[39] wissen wir ebenfalls, dass konventio-
nelle Stoffgesetze die experimentell gemessene Breite von Scherbändern nicht beschreiben. Stoffgesetze
mit höheren Gradienten der Deformation hingegen sind in der Lage, solche Phänome zu modellieren.
Daher konzentriert sich weltweit die aktuelle Forschungsaktivität unter anderem auf den Bereich derar-
tiger mehrskaliger Materialmodelle.
Eine besondere Rolle spielen die sogenannten mikromorphen Kontinua, die die Existenz einer „Mikro-
kontinuum“ genannten Substruktur annehmen. Das Mikrokontinuum soll sich unabhängig vom makro-
skopischen Kontinuum deformieren können und induziert somit neue Freiheitsgrade der Deformation.
Ein Spezialfall der mikromorphen Kontinua sind die mikropolaren Kontinua, die die Deformation des
Mikrokontinuums auf eine Rotation einschränken. Sowohl die mikromorphen als auch die mikropolaren
Kontinua erweitern somit die klassischen Materialmodelle. Sie besitzen die charakteristische Eigenschaft,
dass die CAUCHYsche Spannung im Allgemeinen nicht mehr symmetrisch ist, was die Diskussion einer
zusätzlichen Feldgleichung für nicht–klassische Spannungen erforderlich macht. Im Falle mikropolarer
Kontinua heißt diese nicht–klassische Spannung Momentenspannung und im Falle eines mikromorphen
Kontinuums Hyperspannung. Die Entwicklung dieser Theorien wurde entscheidend durch die Arbeiten
von MINDLIN [32], ERINGEN [12], [11] bzw. ERINGEN & SUHUBI [13] geprägt. Den Begriff „mikromorph“
hat ERINGEN [12] eingeführt, aber wir bezeichnen ebenfalls die Theorie mikrostrukturierter Kontinua von
MINDLIN [32] als mikromorph, da beide Theorien im Wesentlichen äquivalent zueinander sind.
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Einen weiteren Zugang bilden die Gradientenmodelle ohne Mikrostruktur. Diese sind weniger komplex
als die mikromorphen Theorien, werden mit einer weiterhin symmetrischen Spannung formuliert und
enthalten im Allgemeinen weniger Materialparameter als die analogen mikromorphen Modelle. In den
letzten zwei Jahrzehnten waren ganz besonders die Modelle der Gradientenelastizität Gegenstand der
Forschung in der Festkörpermechanik. Für einen Überblick der Entwicklungen dieser Forschung sei auf
ASKES & AIFANTIS [4] verwiesen. Viele Gradientenelastizitätsmodelle wurden als Spezialfall der mikro-
morphen Theorien gewonnen, indem angenommen wurde, dass die Deformationen des Makro– und des
Mikrokontinuums zusammenfallen (siehe z. B. MINDLIN & ESHEL [33]).
Man unterteilt die Modelle der Gradientenelastizität in explizite und implizite Modelle, je nachdem ob es
eine explizite Angabe der CAUCHYschen Spannung als Funktion der Dehnung und ihrer Gradienten gibt
oder nicht (siehe ASKES & GUTIÉRREZ [5]). Das einfachste Modell der expliziten Gradientenelastizität,
das wir im Folgenden auch als klassische Gradientenelastizität oder KG–Modell bezeichnen wollen,
ist eine Beziehung zwischen der Spannung Σ, der Dehnung " sowie deren LAPLACE–Ableitung ∆":
Σ = " : C− c2∆" : C . (1.1)
Dieses Modell verwendet den klassischen Elastizitätstensor vierter Stufe C und einen zusätzlichen nicht–
klassischen Materialparameter c2. Die Gleichung (1.1) macht den Anschein einer Materialgleichung, da
sie eine Beziehung zwischen Spannungs– und Dehnungsgrößen herstellt. Als Erweiterung des HOOKE-
schen Gesetzes, das nur den Term proportional zur Dehnung " enthält, führt diese Gleichung noch einen
zur LAPLACE–Ableitung der Dehnung proportionalen Term ein. Das Modell (1.1) wurde ad hoc durch
ALTAN & AIFANTIS [3] als Materialgleichung eingeführt und es wurde gezeigt, dass die bei Versetzungs–
und Rissspitzenproblemen auftretenden Dehnungssingularitäten eliminiert werden. Es wurde unter an-
derem von ALTAN & AIFANTIS [2], GEORGIADIS [16] sowie PAPARGYRI–BESKOU ET AL. [34] erkannt, dass das
KG–Modell (1.1) als Spezialfall der mikromorphen Elastizitätstheorie von MINDLIN [32] herleitbar ist.
Die sogenannte implizite Gradientenelastizität entwickelte sich aus dem Versuch, sowohl die
Dehnungs– als auch die Spannungssingularitäten durch Berücksichtigung eines zusätzlichen Terms zu
eliminieren. Als Ad–hoc–Erweiterung des KG–Modells (1.1) um einen Term proportional zum LAPLACE–
Operator der Spannung ∆Σ führten GUTKIN & AIFANTIS [20] das folgende Modell ein, das wir als IG–
Modell bezeichnen wollen:
Σ− c1∆Σ = " : C− c2∆" : C . (1.2)
Der zusätzliche Term enthält einen weiteren Materialparameter c1 zu dem bereits im KG–Modell (1.1)
eingeführten Materialparameter c2 und dem klassischen Elastizitätstensor C. ASKES & AIFANTIS [4] und
die darin zitierten Werke haben aufbauend auf dem RU–AIFANTIS–Theorem (siehe RU & AIFANTIS [36])
behauptet, dass das IG–Modell (1.2) sowohl für Versetzungs– als auch für Rissspitzenprobleme die
Dehnungs– sowie die Spannungssingularitäten eliminert.
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Auf dem Gebiet der Versetzungstheorien wurde von LAZAR & POLYZOS [30] sowie von LAZAR ET AL. [29]
gezeigt, dass die Anwendung des RU–AIFANTIS–Theorems bei solchen Problemstellungen problematisch
ist. Die Argumentation von LAZAR ET AL. [29] bezieht sich auf eine geeignete Interpretation der Feld–
und Materialgleichungen sowie auf eine korrekte Formulierung der erforderlichen Randbedingungen.
Allerdings haben auch diese Autoren nicht die korrekten Randbedingungen formuliert. Generell entsteht
die Frage, ob die Anwendung des Ru–Aifantis–Theorems unzulässig ist. MADEO ET AL. [31] greifen den
Aspekt der korrekten Formulierung der Randbedingungen für spezielle Modelle der Gradientenelastizität
auf.
Die Ad–hoc–Einführung des IG–Modells lässt ebenfalls die Frage offen, ob das IG–Modell (1.2) eine
Materialgleichung, eine Bilanzgleichung, eine Kombination dieser beiden Gleichungstypen oder etwas
völlig Neues ist. BRÖSE ET AL. [8] haben diese Fragestellung thematisiert. Es wurde gezeigt, dass es sich
um eine Kombination aus den Bilanzgleichungen und Materialgleichungen handelt. Dort werden auch
die korrekten Randbedingungen aufgestellt.
1.2 Thema der Arbeit
Ein wichtiges Themenfeld von linearen sowie erweiterten Elastizitätstheorien stellt die Diskussion von
Rissspitzenfeldern dar. Bei der klassischen linearen Elastizitätstheorie weisen sowohl die Dehnungen
als auch die Spannungen an der Rissspitze eine 1pr –Singularität auf. Für das KG–Modell (1.1) werden
zwar, wie bereits erwähnt, die Dehnungen an der Rissspitze regulär, die Spannungen bleiben hingegen
singulär. In DIEGELE ET AL. [9] und in ELSÄSSER [10] wird die lineare mikropolare Elastizität diskutiert
und gezeigt, dass die Dehnungen und die Spannungen für diese Materialmodelle weiterhin singulär mit
einer Singularitätsordnung 1pr sind. In [10] wird auch demonstriert, wie mit Hilfe von Berechnungen
der Finite–Elemente–Methode die Spannungsintensitätsfaktoren für Modus I bzw. Modus I I bestimmt
werden können.
Sowohl ALBER ET AL. [1] als auch BRÖSE ET AL. [8] haben einige Modelle der Gradientenelastizität ein-
gehend diskutiert. Die Autoren zeigen, dass diese, insbesondere das KG–Modell (1.1), als Sonderfall
der mikromorphen Elastizität herleitbar sind. Auch zeigen diese Autoren, dass sowohl das KG– als auch
das IG–Modell als klassisches Kontinuum im Rahmen einer nicht–klassischen Thermodynamik behan-
delt werden kann. Allerdings gibt es bisher keine systematischen Untersuchungen des Verhaltens der
impliziten Gradientenelastizität. Ziel der vorgelegten Dissertation ist es daher, das IG–Modell (1.2)
systematisch im Hinblick auf die Form der Rissspitzenfelder zu untersuchen. Dazu werden wir eine
geeignete freie Energiefunktion formulieren und die erforderlichen Bilanzgleichungen sowie die zuge-
hörigen Randbedingungen angeben. Anschließend werden wir, auch anhand eines geeigneten Beispiels,
die auftretenden Materialparameter des IG–Modells diskutieren. Als Hauptteil dieser Arbeit werden wir
die Rissspitzennahfelder analytisch bestimmen und einige numerische Beispielrechnungen zur Diskussi-
on typischer Eigenschaften des IG–Modells betrachten.
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In BRÖSE ET AL. [8] wurde das IG–Modell (1.2) als eine Kombination aus Bilanz– und Materialgleichungen
erkannt. Diesen Autoren folgend werden wir das IG–Modell (1.2) als einen Sonderfall der mikromorphen
Elastizität herleiten und eine geeignete freie Energiefunktion aufstellen. Um die komplexe Diskussion zu
vereinfachen, schränken wir uns auf eine quasistatische Belastung ohne volumenverteilte Kräfte und
Doppelkräfte ein. Das mikromorphe Kontinuum zusammen mit einer klassischen Thermodynamik stellt
einen geeigneten Rahmen für diese Diskussion dar. Aus thermodynamischen Restriktionen gewinnen
wir gemäß BRÖSE ET AL. [8] Bedingungen an die Materialparameter c1 und c3. Wir geben weiter eini-
ge Materialparameterstudien nach dem Vorbild von HOFER [23] an. Um die Güte des dabei genutzten
Finite–Elemente–Codes zu verifizieren, vergleichen wir die numerischen Ergebnisse mit den analytischen
Spannungskonzentrationsfaktoren für klassische und mikropolare Elastizität der Literatur.
Als Hauptteil der Arbeit werden wir die Rissspitzenfelder unter Modus I und Modus I I sowohl analytisch
als auch numerisch untersuchen. Für die analytische Diskussion entwickeln wir die Felder asymptotisch
gemäß WILLIAMS [41]. Hier ist eine geeignete Formulierung der Rand– sowie Symmetriebedingungen von
zentraler Bedeutung. WILLIAMSartige asymptotische Entwicklungen, die eine sehr effektive Methode für
bruchmechanische Problemstellungen sind, führen unter relativ einfachen mathematischen Vorausset-
zungen zu analytischen Formeln für die Rissspitzennahfelder. Es sei angemerkt, dass eine WILLIAMSartige
Separation der Nahfelder in Potenzen des Radius und der Winkelfunktionen nicht für alle Stoffgesetze
zielführend ist. So zeigt SHI ET AL. [38], dass eine solche Separation für das nicht–lineare Materialmodell
von GAO ET AL. [15] und HUANG ET AL. [24] nicht existiert. Der Beweis dafür basiert auf der Tatsache,
dass die Differentialgleichung zur Bestimmung des Exponenten keine Lösung besitzt. Das Materialgesetz
in unserem Fall ist hingegen, wie wir sehen werden, linear und wir erwarten daher, dass die Methode
nach WILLIAMS [41] erfolgreich angewendet werden kann. In der Tat wird diese Erwartung a posteriori
dadurch gerechtfertigt, dass alle Gleichungen Lösungen besitzen und dass sowohl die analytischen als
auch die numerischen Resultate für die Nahfelder der Rissspitze sehr gut übereinstimmen.
Anhand der analytischen Rechnungen werden wir überprüfen, ob das IG–Modell (1.2) tatsächlich die
Singularitäten der Spannungen eliminiert. Wir führen die numerische Betrachtung der Rissspitzenfelder
anhand der Finite–Elemente–Methode durch, indem wir eigenständige zweidimensionale Elemente ent-
wickeln und implementieren. Weiter betrachten wir einen horizontalen Riss, der senkrecht von der Ober-
fläche eines homogenen Materials ins Innere verläuft. Durch Aufbringung geeigneter Randbedingungen
diskutieren wir eine reine Modus–I– und Modus–I I–Belastung und werden zeigen, dass im Gegensatz
zu den Behauptungen von AIFANTIS ET AL. [4] sowohl die Dehnungen als auch die Spannungen
in der Nähe der Rissspitze singulär bleiben. Entsprechende Intensitätsfaktoren werden eingeführt
und mit Hilfe von Finite–Elemente–Rechnungen bestimmt. Anlass zur Verwendung von Modellen der
Gradientenelastizität geben auch charakteristische Längen, die durch die Geometrie der Struktur vor-
gegeben sind. Ein solcher Fall liegt für einen Zweistoffverbund mit einem Riss parallel zur Trennfläche
vor. Als charakteristische Länge dient der Abstand des Risses zur Trennfläche. Neben dem sogenannten




Für Tensoren nullter Stufe (Skalare) werden wir normale Kursivschrift t, c1,α, usw. nutzen. Tensoren
erster, zweiter und dritter Stufe stellen wir in fettgedruckter Kursivschrift x ,u, F ,H ,Σ,Ψ, . . . dar. Für
Tensoren der vierten und höherer Stufen verwenden wir doppelgestrichene Zeichen in Fettschrift 1, I, . . ..
Weiter bezeichnen wir mit T T die Transponierte und mit det T die Determinante eines Tensors zweiter
Stufe T . Die Inversion eines Tensors zweiter Stufe T führt auf die Inverse T−1.
Wir nutzen im Rahmen dieser Arbeit verschiedene Indizes für unterschiedliche Koordinatensysteme. Ein
griechischer Index α ∈ {1,2,3} deutet immer die Komponente bezüglich eines krummlinigen Basis-
systems {gα} bzw. {gα} an. Hingegen bezieht sich ein lateinischer Index i ∈ {1,2,3} immer auf eine
Tensorkomponente bezüglich einer Orthonormalbasis {ei}. Für die Komponenten von Matrizen wollen
wir ferner großgeschriebene lateinische Indizes I verwenden. Für die partielle Ableitung ∂∂Θα nach der




. Wir folgen der EINSTEINschen Summenkonvention und summieren, sofern nichts anderes
gesagt wird, über doppelt auftretende Indizes.
Sei E ein EUKLIDischer Vektorraum und sei Ei := E×E× . . .×E das i–fache Produkt des Raumes E mit
sich selbst. Der Raum der Tensoren i–ter Stufe, also der Raum der i–fach multilinearen Abbildungen,
sei mit L  Ei,R bezeichnet. Im Großteil der vorgelegten Arbeit wollen wir nicht zwischen der Notation
einer Funktion und ihren Funktionswerten unterscheiden und verzichten auf die explizite Angabe der
Variablen. Wenn es relevant ist, werden wir die volle Notation an der entsprechenden Stelle nutzen.
Bezüglich einer orthonormalen Basis sind die Komponenten des Permutationstensors ε, die sogenannten
Permutationssymbole εi jk, durch folgende Vorschrift definiert:
εi jk =

1 für (i, j, k) ∈ {(1,2,3), (2,3,1), (3,1,2)}
−1 für (i, j, k) ∈ {(1,3,2), (3,2,1), (2,1,3)}
0 sonst
. (1.3)
Weiter lassen sich durch das sogenannte KRONECKER–Delta δi j,
δi j =
(
1 für i = j
0 für i 6= j , (1.4)
die Komponenten bezüglich einer orthonormalen Basis des Einheitstensors der zweiten Stufe 1, der
vierten Stufe 1 sowie des symmetrisierten Einheitstensors vierter Stufe 1S wie folgt darstellen:








Im Rahmen dieser Arbeit werden wir verschiedene Produkte zwischen Tensoren verwenden:
• Das dyadische Produkt ⊗ ist eine assoziative Multiplikation, die einen Tensor i–ter Stufe und
einen Tensor j–ter Stufe auf einen Tensor (i + j)–ter Stufe abbildet:
⊗ : L  Ei,R×L  E j,R→L  Ei+ j,R : (T ,S ) 7→ T ⊗S . (1.6)
• Die einfache Kontraktion · ist ein nicht assoziatives Produkt, das einen Tensor i–ter Stufe (i ≥ 1)
und einen Tensor j–ter Stufe ( j ≥ 1) auf einen Tensor (i + j − 2)–ter Stufe abbildet:
· : L  Ei,R×L  E j,R→L  Ei+ j−2,R : (T ,S ) 7→ T ·S . (1.7)
Wir können die einfache Kontraktion auf eine mehrfache Kontraktion verallgemeinern, bei der sich
pro involvierter Kontraktion die Voraussetzungen an die Tensorstufen i, j um 1 erhöhen und die
Tensorstufe des Bildtensors um 2 verringert. Explizit erwähnen wollen wir an dieser Stelle die
doppelte Kontraktion „:“ (i, j ≥ 2) bzw. die dreifache Kontraktion „...“ (i, j ≥ 3):
: : L  Ei,R×L  E j,R→L  Ei+ j−4,R : (T ,S ) 7→ T : S , (1.8)
... : L  Ei,R×L  E j,R→L  Ei+ j−6,R : (T ,S ) 7→ T ... S . (1.9)
Die k–fache Kontraktion ·k definiert auf natürliche Weise ein Skalarprodukt <,>k auf dem Raum
der Tensoren k–ter Stufe. Für die einfache, doppelte bzw. dreifache Kontraktion gilt:








×L  E3,R→ R : (a, b) 7→ < µ,ν>3 := µ ... ν := µi jk νi jk . (1.12)
Sowohl die k–fache Kontraktion ·k Tensoren höherer Stufe als auch die k–fache Kontraktion ·k
Tensoren unterschiedlicher Stufe lässt sich durch das Skalarprodukt <,>k Tensoren k–ter Stufe
ausdrücken. Gehen wir davon aus, dass wir den ersten Faktor als dyadisches Produkt aus einem
Tensor l–ter Stufe und einem Tensor k–ter Stufe beziehungsweise den zweiten Faktor als dyadisches
Produkt aus einem Tensor k–ter und einem Tensor m–ter Stufe darstellen können, so gilt:






Die k–fache Kontraktion ·k definiert auch auf natürliche Weise eine Multiplikationsabbildung im
Vektorraum L  E2k,R der Tensoren 2 k–ter Stufe. Für zwei Tensoren zweiter Stufe T = a ⊗ b,
S = c ⊗ d bildet beispielsweise die einfache Kontraktion das übliche Produkt:





Entsprechend erhalten wir das Produkt zweier Tensoren vierter Stufe T := a ⊗ b ⊗ c ⊗ d und
S := e ⊗ f ⊗ g ⊗ h durch folgende Vorschrift:
T : S =

(c ⊗ d) : (e ⊗ f ) (a⊗ b⊗ g ⊗ h) = (c · e) (d · f ) (a⊗ b⊗ g ⊗ h) . (1.15)
• Für Tensoren zweiter und höherer Stufe definieren wir noch eine spezielle doppelte Kontraktion:
 : L  E×Ek ×E,R×L  E×El ×E,R→L  Ek+l ,R : (T ,S ) 7→ T S . (1.16)
Die Kontraktionen werden hierbei gewissermaßen „über Kreuz“ ausgeführt. Für Tensoren, die sich
als Produkt T = a⊗P ⊗ b bzw. S = c ⊗Q ⊗ d darstellen lassen, soll beispielsweise gelten:
T S := (a⊗ b) : (c ⊗ d)TP ⊗Q = (a · d) (b · c) P ⊗Q . (1.17)
• Das verallgemeinerte Kreuzprodukt × definieren wir mit Hilfe des Permutationstensors ε:
× : L  Ek,R×L  El ,R→L  Ek+l−1,R : (T ,S ) 7→ T ×S := ε (T ⊗S ) . (1.18)
Um die Differentialoperatoren des Gradienten, der Divergenz sowie der verallgemeinerten Rotation
(curl) darzustellen, bedienen wir uns der üblichen Notation, den Nabla–Operator ∇ als Tensor erster
Stufe zu interpretieren. Diese Interpretation ermöglicht es uns, die Differentialoperatoren angewendet
auf einen Tensor T ∈ L  Ek,R , k ≥ 1 folgendermaßen darzustellen:
grad (T ) = ∇⊗T ≡ ∇T , div (T ) = ∇ ·T , curl (T ) = ∇×T . (1.19)
Für einen Tensor zweiter Stufe T definieren wir folgende Komponentendarstellungen:
(∇T )i jk =: T jk

i , (∇ · T)i =: T ji






2 Theorie der mikromorphen Kontinua
In diesem Kapitel werden wir die Grundlagen der mikromorphen Kontinua einführen und erläutern. Wir
werden zuerst die Kinematik eines klassischen Makrokontinuums einführen. Diese erweitern wir dann
um die Kinematik eines Kontinuums mit Mikrostruktur nach MINDLIN [32]. Nach der Einführung der
geometrischen Linearisierung der kinematischen Größen, werden wir anhand des Prinzips der virtuellen
Arbeit sowohl die Bilanz– als auch die konstitutiven Gleichungen der Theorie aufstellen. Anschließend
müssen wir die Kompatibilitätsbedingungen betrachten, die verifizieren, ob gewisse Felder integrierbar
werden. Zum Abschluss dieses Kapitels werden wir die klassische lineare Elastizität als Spezialfall der im
Rahmen dieser Arbeit vorgestellten Theorie gewinnen und die Unterschiede beider Theorien diskutieren.
2.1 Kinematik klassischer Kontinua
Ein (kontinuumsmechanischer) Körper B ist definiert als eine strukturlose Menge aus sogenannten
Punkten X . Um das Verhalten eines Körpers B unter Beanspruchung mathematisch besser erfassen
zu können, verleihen wir der Menge B eine Struktur, indem wir die Punkte X ∈ B mit Vektoren des
EUKLIDschen Vektorraumes R3 identifizieren. Diese Identifikation zwischen dem Punkt X ∈ B und dem
Ortsvektor X ∈ R3 wird durch eine injektive Abbildung, die sogenannte Konfiguration κ, beschrieben:
κ : B → R3 : X 7→ X . (2.1)
Der Begriff der Konfiguration wird in der Kontinuumsmechanik auch für das Bild κ(B) des Körpers B
unter der Abbildung κ verwendet. Es wird vorausgesetzt, dass der Raumbereich κ(B) eine offene Teil-
menge des R3 ist. Allerdings wird jede derartige Abbildung κ Konfiguration genannt, das heißt wir
können einem Punkt X ∈B mehrere Ortsvektoren zuordnen.
Eine besondere Konfiguration κR, die keinen tatsächlichen Zustand des Körpers B beschreiben muss,
stellt der Raumbereich der Referenzkonfiguration RR dar:
RR := κR(B) ⊂ R3 . (2.2)
Wie in der Kontinuumsmechanik üblich bezeichnen wir die Raumpunkte der Referenzkonfiguration RR
auch als materielle Punkte X ∈ RR. Unter der Bewegung eines Körpers B verstehen wir nun eine mit
der Zeit t parametrisierte Schar κ¯ von Konfigurationen (Deformationszuständen) des KörpersB:
κ¯ : B × I ⊂ R → R3 : (X , t) 7→ x = κ¯(X , t) . (2.3)
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Wir sprechen auch davon, dass die Bewegung κ¯ des KörpersB zu jedem Zeitpunkt t denjenigen Raum-
bereich κ¯(B , t) angibt, den der KörperB zur Zeit t einnimmt. Aus der Schar κ¯ heben wir besonders die
sogenannte AnfangskonfigurationR0 hervor, die den Raumbereich desR3 beschreibt, den der KörperB
zu Beginn einer Bewegung, also zum Zeitpunkt t = 0, einnimmt:
R0 := κ¯(B , 0) ⊂ R3 . (2.4)
Sofern nichts anderes angegeben wird, gehen wir davon aus, dass die ReferenzkonfigurationRR und die
soeben eingeführte Anfangskonfiguration R0 zusammenfallen, das heißt R0 =RR.
Ferner heben wir noch die Momentankonfiguration Rt des KörpersB zur Zeit t hervor:
Rt := κ¯(B , t) ⊂ R3 . (2.5)
Identifizieren wir in der Schar κ¯ den Punkt X ∈ B mit seinem materiellen Punkt X , so nennen wir die
daraus resultierende Abbildung Bewegungsgleichung:
xˆ : RR × I ⊂ R → R3 : (X , t) 7→ x = xˆ (X , t) = κ¯
 
κ−1R (X) , t

. (2.6)
Wir setzen voraus, dass die Bewegungsgleichung ein Diffeomorphismus ist und bei festgehaltener Zeit t
eine Inverse xˆ−1(x , t) = Xˆ(x , t) besitzt und xˆ (X , t) samt Xˆ(x , t) genügend oft differenzierbar ist.
Die Bewegungsgleichung auszuwerten wäre aber sehr aufwändig und teilweise sogar unmöglich. Daher
führen wir andere Größen mit Hilfe von materiellen Linien ein, um Deformationen zu beschreiben. Eine
materielle Linie des Körpers B ist eine in allen Konfigurationen aus den selben materiellen Punkten X
bestehende Linie, die mit dem Körper mit deformiert wird. Den Tangentenvektor dieser materiellen Linie
im materiellen Punkt X nennen wir ein materielles Linienelement dX (siehe Abbildung 2.1) und die
Menge aller materiellen Linienelemente im materiellen Punkt X notieren wir durch die Menge TXRR.
Der Raum TxRt im Punkt x der Momentankonfiguration Rt ist die Menge aller Tangentenvektoren an
mitdeformierten materiellen Linien.
Die Deformation des Körpers B lässt sich durch die Transformation von materiellen Linienelementen
beschreiben. Die Transformation eines materiellen Linienelementes dX der ReferenzkonfigurationRR auf
das zugehörige materielle Linienelement dx der Momentankonfiguration Rt wird durch die Abbildung
des Deformationsgradienten F beschrieben:
F : TXRR → TxRt : dX 7→ dx = F · dX = (∂X xˆ ) · dX . (2.7)
Der Deformationsgradient wird also als Gradient der Bewegungsgleichung für festgehaltene Zeit t gebil-
det. Es folgt weiter, dass det F 6= 0, da wir die Bewegung als invertierbar annehmen.
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Der Deformationsgradient F transformiert nicht nur Linienelemente, sondern unter anderem auch das
Volumenelement dV der Referenzkonfiguration RR auf das entsprechende Volumenelement dv der Mo-
mentankonfiguration Rt (siehe zum Beispiel HAUPT [21], Theorem 1, S. 28):
dv = (det F)dV . (2.8)
Diese Transformation hat auch eine wichtige physikalische Implikation. Da Volumina niemals negativ
werden können, folgt für die Determinante des Deformationsgradienten F :
(det F 6= 0) ∧ (dv,dV > 0) =⇒ det F > 0 . (2.9)
Dies begründet die Annahme der Invertierbarkeit der Bewegungsgleichung für festgehaltene Zeit t.
Abbildung 2.1.: Schematische Darstellung der Konfigurationen
Bei einer überlagerten Starrkörperbewegung verschwindet der Deformationsgradient F nicht, denn zum
Beispiel bei einer Starrkörperrotation Q gilt F = Q. Starrkörperbewegungen sind vom Standpunkt der
Mechanik deformierbarer Körper uninteressant. Daher wird oft die sogenannte polare Zerlegung des
Deformationsgradienten F in einen eigentlich orthogonalen Rotationstensor R und einen symmetrischen,
positiv definiten Strecktensor U oder V verwendet (siehe BECKER [7]):
F = R ·U = V ·R . (2.10)
Diese Zerlegung führt zum Beispiel auf den rechten CAUCHY–GREEN–Tensor C = U2 := F T · F . Dieser
besitzt die Eigenschaft, dass bei einer Starrkörperbewegung C = 1 gilt.
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Eine weitere Möglichkeit zur Erfassung der Deformation ist es, den Verschiebungsvektor u, der in
Abbildung 2.1 angedeutet ist, zu verwenden:
u(X , t) := xˆ (X , t)− X . (2.11)
Weil sowohl die Referenzkonfiguration RR als auch die Momentankonfiguration Rt in den EUKLIDschen
Vektorraum R3 eingebettet sind, ist diese Differenz wohldefiniert. Gradientenbildung des Verschiebungs-
vektors u bezüglich des materiellen Punktes X führt auf den sogenannten Verschiebungsgradienten H:
H = ∂Xu(X , t) = ∂X xˆ (X , t)− ∂XX = F − 1 =⇒ F = H + 1 . (2.12)
Sowohl der Deformationsgradient F als auch der Verschiebungsgradient H stellen in der Literatur ver-
wendete Beschreibungsweisen für Deformationen von Körpern B dar. Der Verschiebungsgradient H
verschwindet zwar bei einer Starrkörpertranslation, denn hier gilt H = F − 1 = 1 − 1 = 0, und
dieser ist in diesem Sinne besser geeignet als der Deformationsgradient F . Aber für eine Starrkörper-
rotation Q verschwindet auch der Verschiebungsgradient H nicht, denn in diesem Fall erhalten wir
H = F − 1 = Q − 1 6= 0. Eine kinematische Größe zur Beschreibung der Deformation, die jedoch




(C − 1) = 1
2
 
F T · F − 1 = 1
2
 
H +H T +H T ·H . (2.13)
2.2 Kinematik mikromorpher Kontinua
Abbildung 2.2.: Schematische Darstellung des Mikrokontinuums
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Wir diskutieren im Rahmen dieser Arbeit eine Erweiterung des klassischen Kontinuums, um auch Längen-
skaleneffekte erfassen zu können. Die im vorherigen Kapitel eingeführten Größen beschreiben das so-
genannte Makrokontinuum, da die Betrachtungsweise auf der makroskopischen Ebene ansetzt. Wir
erweitern die Kinematik des klassischen Kontinuums um eine jedem materiellen Punkt X angeheftete,
Mikrokontinuum genannte, Substruktur, die ein deformierbarer Körper sein soll. Analog der klassischen
Kinematik bezeichnen wir den Raumbereich der Referenzkonfiguration oder Momentankonfiguration,
der von diesem Mikrokontinuum am Punkt X oder x eingenommen wird, mitMR (X) oderMt (x ).
Sowohl das Mikro– als auch das Makrokontinuum wird in den Vektorraum R3 eingebettet. Daher können
wir analog zu den Ortsvektoren X ∈ RR, x ∈ Rt die Mikropunkte der Mikrokontinua mit sogenannten
Mikroortsvektoren X ′, x ′ identifizieren und stellen uns vor, dass diese vom jeweiligen Punkt X , x des
Makrokontinuums ausgehen:
x ′ = xˆ ′(X ,X ′, t) ∈ Mt(x ) , X ′ = Xˆ ′(X , x ′, t) ∈ MR(X) . (2.14)
Es wird vorausgesetzt, dass diese Abbildung in allen Argumenten genügend oft stetig differenzierbar ist.
Wir lehnen weiter das Verhalten des Mikrokontinuums an das Verhalten des Makrokontinuums an und
führen einen Mikrodeformationsgradienten f ein. Das charakteristische Merkmal des mikromorphen
Kontinuums ist, dass die Deformation des Mikrokontinuums homogen ist, das heißt nicht von den Orts-
vektoren des Mikrokontinuums abhängen: f = f (X , t). Daher kann f als eine Abbildung der Form
f : TXRR → TxRt : X ′ 7→ x ′ := f · X ′ =
 
∂X ′ xˆ ′
 · X ′ (2.15)
angesehen werden. Analog dem Verschiebungsfeld u sowie dem Verschiebungsgradienten H definieren
wir auch eine Mikroverschiebung u ′ sowie einen Mikroverschiebungsgradienten h:
u ′ := x ′ − X ′ , h := ∂X ′u ′ = f − 1 . (2.16)
Der symmetrische beziehungsweise antisymmetrische Anteil des Mikroverschiebungsgradienten h wird
auch als Mikrodehnung Ψ = hS beziehungsweise Mikrorotation χ = hA bezeichnet. Die Kopplung
des makro– und mikroskopischen Teils der Theorie wird durch die relative Deformation γ genannte
Differenz aus dem Makro– und dem Mikroverschiebungsgradienten berücksichtigt:
γ := H − h . (2.17)
Diese Differenz einer Größe des Makro– und einer Größe des Mikrokontinuums können wir betrachten,
da beide Kontinua (Makro– wie Mikrokontinuum) in ein und denselben Vektorraum R3 eingebettet sind.
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2.3 Asymptotische Entwicklung der Verzerrungstensoren
In vielen technischen Problemstellungen treten lediglich kleine Deformationen auf. Um die Größe einer
(quasi–)statischen Deformation zu charakterisieren, genügt es die folgenden Kenngrößen zu betrachten:
δ1 := sup
X∈RR ,t∈I
‖H(X , t)‖ , (2.18)
δ2 := sup
X∈RR ,X ′∈MR(X) ,t∈I
‖h(X ,X ′, t)‖ , (2.19)
δ3 := sup
X∈RR ,X ′∈MR(X) ,t∈I
‖∇h(X ,X ′, t)‖ . (2.20)
Des weiteren definieren wir ein übergeordnetes Maß δ zur Erfassung der Größe der Deformation durch
δ := max
i
{δi} = max{δ1,δ2,δ3} . (2.21)
Wir sprechen von kleinen Deformationen, falls diese Kenngröße sehr klein bleibt, das heißt sofern
δ  1. Alle anderen Deformationen bezeichnen wir als groß und untersuchen sie im Rahmen dieser
Arbeit nicht näher. Wir geben weiter einige wichtige asymptotische Entwicklungen an und starten mit
der asymptotische Entwicklung der Inversen F−1 des Deformationsgradienten F beziehungsweise der
Inversen f −1 des Mikrodeformationsgradienten f :
F−1 = 1−H +O  δ2≈ 1−H , f −1 = 1− h+O  δ2≈ 1− h . (2.22)
Eine Folge ist, dass wir nicht zwischen der Gradientenbildung ∂X bezüglich der ReferenzkonfigurationRR
und der Gradientenbildung ∂x bezüglich der Momentankonfiguration Rt unterscheiden müssen:
∂x = (∂xX) · ∂X = F−1 · ∂X ≈ (1−H) · ∂X = ∂X −H · ∂X = ∂X −O (δ) · ∂X (2.23)
Der hintere Term ist in einer Theorie der kleinen Deformationen, das heißt falls δ 1 gilt, von kleinerer
Größenordnung und kann somit vernachlässigt werden. Wir erhalten die Approximation
∂x ≈ ∂X . (2.24)
Daher wird in einer Theorie kleiner Deformationen nicht zwischen x ∈ Rt und X ∈ RR unterschieden.
Demzufolge werden wir im weiteren materielle Punkte einfach mit x identifizieren und schreiben einfach
R für die betrachtete Konfiguration.
Die asymptotische Entwicklung des GREEN–LAGRANGE–Verzerrungstensors E liefert die Dehnung ":






=⇒ E = " +O  δ2≈ " . (2.25)
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2.4 Freie Energiefunktion (pro Volumeneinheit)
Die während einer Deformation im Material gespeicherte Energie wird durch die freie Energie W (pro
Volumeneinheit) beschrieben, die mit den genutzten Freiheitsgraden zusammenhängt. In der klassischen
Theorie isothermer Prozesse wird davon ausgegangen, dass die freie Energiefunktion W lediglich vom
Deformationsgradienten F abhängt, das heißt W = Wˆ (F). Diese rein mechanische Theorie wird im
Rahmen des mikromorphen Kontinuums durch die Wahl einer freien Energiefunktion Wˆ erweitert, die
sowohl von dem Deformationsgradienten F des Makrokontinuums als auch vom Mikrodeformations-
gradienten f abhängt (siehe zum Beispiel ERINGEN [11]). Um auch Längenskaleneffekte mit der Material-
theorie abbilden zu können, wird noch eine Abhängigkeit von der Umgebung des materiellen Punktes x
benötigt. Der Gradient ∇ f des Mikrodeformationsgradienten f bezüglich des Ortsvektors x des makro-
skopischen Kontinuums wird als zusätzliche unabhängige Variable gewählt. Dadurch wird eine interne
Länge und mit dieser die Möglichkeit der Erfassung von Längenskaleneffekten gewonnen. Insgesamt
wird folgende Form für die freie Energie angesetzt:
W = Wˆ (F , f ,∇ f ) . (2.26)
Diese soll eine freie Energie W (pro Volumeneinheit) des Makrokontinuums beschreiben. Weiter wird
gefordert, dass die Materialtheorie dem Prinzip der materiellen Objektivität genügt. Es wird dann auch
von einer materiell objektiven Materialtheorie gesprochen: Die freie Energie W muss unabhängig von
der Wahl eines Beobachters sein. Für die Abhängigkeiten der freien Energiefunktion Wˆ bedeutet das,
dass bei einer Starrkörperrotation Q des Beobachters gelten soll:
F∗ = Q · F , f ∗ = Q · f , (∇ f )∗ = Q · ∇ f . (2.27)
Das Prinzip der materiellen Objektivität fordert für die freie Energiefunktion Wˆ :
W ≡W ∗ ⇐⇒ Wˆ (F , f ,∇ f ) ≡ Wˆ (F∗, f ∗, (∇ f )∗) = Wˆ (Q · F ,Q · f ,Q · ∇ f ) . (2.28)
Diese Gleichung muss für alle orthogonalen Transformationen Q gelten, also insbesondere, wenn wir
speziell Q = RT mit der Rotation R der polaren Zerlegung F = R ·U des Makrodeformationsgradienten F
wählen (siehe auch ERINGEN [11]). Setzen wir diese Wahl der Transformation ein, so gewinnen wir
W = Wˆ
 
RT · F ,RT · f ,RT · ∇ f  = Wˆ  U ,RT · f ,RT · ∇ f  . (2.29)
Geschickte Multiplikation mit dem Einheitstensor 1= U U−1 in den hinteren Argumenten liefert weiter
W = Wˆ
 
U ,U ·U−1 ·RT · f ,U ·U−1 ·RT · ∇ f  = Wˆ  U ,U · F−1 · f ,U · F−1 · ∇ f  . (2.30)
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Wir reinterpretieren, da das erste Argument bereits die Abhängigkeit des Strecktensors U enthält, und
schreiben die freie Energie durch eine neue Funktion ˆˆW um. Auch bei ˆˆW führen wir die asymptotischen
Entwicklungen von Abschnitt 2.3 ein und vernachlässigen im Rahmen der Theorie kleiner Deformationen
die quadratischen Terme der Argumente:
W = ˆˆW
 
U , F−1 · f , F−1 · ∇ f  ≈ ˆˆW (U , (1−H) · (1+ h), (1−H) · ∇h) (2.31)
≈ ˆˆW (U ,1−H + h,∇h) . (2.32)
Da wir eine Theorie kleiner Deformationen betrachten, können wir die Abhängigkeit des Strecktensors U
und des Einheitstensor 1 durch eine Abhängigkeit von der Dehnung " ≈ E = 12
 
U2 − 1 ausdrücken. Wir
erkennen eine weitere Abhängigkeit von der relativen Deformation γ = H − h im zweiten Argument.
Diese beiden Erkenntnisse motivieren eine spezielle Form der freien Energiefunktion W . Wir folgen
BRÖSE ET AL. [8] und machen den speziellen Ansatz
W ≈ W˜ (",γ,∇h) = 1
2
" : C : " + c3
2
γ : C : γ+ c1 c3
2
(∇h : C) ...∇h . (2.33)
In diesem Ansatz werden der klassische Elastizitätstensor mit den LAMEschen Konstanten λL und µL
sowie zwei nicht–klassischen Materialparametern c1 beziehungsweise c3 verwendet:
C = λL 1⊗ 1+ 2µL 1S , Ci jkl = Ckli j = Ci jlk = C jikl . (2.34)
Wir nehmen weiter an, dass der Mikroverschiebungsgradient h symmetrisch ist:
h(x , t) ≡ Ψ(x , t) . (2.35)
Wie wir an der Verwendung des klassischen Elastizitätstensors C im Ansatz (2.33) erkennen, wurden
die Materialparameter der freien Energiefunktion W˜ von BRÖSE ET AL. [8] so gewählt, dass lediglich
der symmetrische Anteil γS der relativen Deformation γ in die freie Energiefunktion W eingeht. Da die
Dehnung " = HS bereits die Abhängigkeit des symmetrischen Anteils HS des Verschiebungsgradienten H
erfasst, reinterpretieren wir die freie Energiefunktion W durch Einsetzen der Beziehung γS = Hs−Ψ als:
W ≈ W¯ (",Ψ,∇Ψ) = 1+ c3
2
" : C : " + c3
2
Ψ : C : Ψ + c1 c3
2
(∇Ψ : C) ...∇Ψ − c3 " : C : Ψ . (2.36)
Diese Darstellung der freien Energiefunktion W ist eine unserer primären Arbeitshypothesen und stellt
als solche die Grundlage aller weiteren Ausführungen dar. Zusammengefasst gilt: Die Form (2.36) der
freien Energie W (pro Volumeneinheit) beschreibt eine nicht–lokale Theorie, da durch die Abhängigkeit
vom Makrogradienten ∇Ψ der Mikrodehnung Ψ auch die Umgebung eines materiellen Punktes x be-
rücksichtigt wird. Weiter erlaubt der Materialparameter c1, wie sich zeigen wird, eine interne Länge zu
definieren und ermöglicht es uns somit, Längenskaleneffekte zu erfassen.
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2.5 Positive Definitheit der freien Energiefunktion
Um für kleine Deformationen die Stabilität einer belastungsfreien Gleichgewichtslage zu garantieren,
muss die freie Energiefunktion (pro Volumeneinheit) positiv definit sein. Diese Forderung diskutieren
wir am besten anhand einer Beschreibung der freien Energie W als quadratische Bilinearform der
Variablen ",γ,∇Ψ, das heißt anhand von W = W˜ (",γ,∇Ψ). Für die Stabilität einer belastungsfreien
Gleichgewichtslage folgt dann aus Gleichung (2.33) zusammen mit Gleichung (2.34):
0 ≤ W˜ (",γ,∇Ψ) = 1
2




(∇Ψ : [λL 1⊗ 1+µL 1S]) ...∇Ψ .
(2.37)




(" : 1)2 + c3 (γ : 1)
2 + c1 c3 ‖∇ [Ψ : 1]‖2

+µL
‖"‖2 + c3 ‖γ‖2 + c1 c3 ‖∇Ψ‖2 . (2.38)
Um eine Schlussfolgerung der Materialparameter zu gewinnen, müssen wir diese Ungleichung der-
art umgestalten, dass sie eine Linearkombination unabhängiger Größen darstellt. Die Zerlegung eines
Tensors T zweiter Stufe in seinen Kugelanteil T K , der von der Spur abhängt, und den deviatorischen




‖"K‖2 + c3 ‖γK‖2 + c1 c3 ‖∇ΨK‖2
+µL
























‖∇ [Ψ : 1]‖2
+µL ‖"D‖2 + c3µL ‖γD‖2 + c1 c3µL ‖∇ΨD‖2 .
(2.40)
Notwendig und hinreichend für die Erfüllung dieser Ungleichung ist, dass alle Vorfaktoren nicht–negativ
sind. Der erste Term liefert eine erste Bedingung und das Betrachten der Vorfaktoren der Deviatoren
liefert eine zusätzliche Implikationskette:
3λL + 2µL > 0 ∧ ( µL > 0 =⇒ c3 > 0 =⇒ c1 > 0) . (2.41)
Diese Ungleichungen stellen einschränkende Bedingungen an die Wahl der Materialparameter und sind
bereits in BRÖSE ET AL. [8] angegeben.
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2.6 Prinzip der virtuellen Arbeit
Das Prinzip der virtuellen Arbeit (PdvA) besagt, dass die virtuelle Arbeit der inneren Kräfte δWi und
die virtuelle Arbeit der eingeprägten äußeren Kräfte δWa zueinander gleich sein müssen:
0 = δWi −δWa ⇐⇒ 0 = δWa −δWi . (2.42)
Die Erfüllung dieses allgemeinen Prinzips ist für elastische Körper äquivalent zum Erfüllen der Gleich-
gewichtsbedingungen. Wir setzen voraus, dass die inneren Kräfte ein Potential besitzen: Die freie




W¯ dv =⇒ δWi =
∫
R
δW¯ dv . (2.43)
Nach geeigneter Wahl der äußeren Kräfte impliziert die Annahme (2.42), dass die Theorie thermo-
dynamisch konsistent sein wird. Thermodynamische Konsistenz bedeutet, dass die Theorie verträglich
mit dem angenommenen ersten und zweiten Hauptsatz der Thermodynamik ist. Auch wenn stets kei-
nerlei Wärmefluss stattfindet und die Deformationsprozesse stets isotherm sind, wenn also eine rein
mechanische Theorie vorliegt, muss sie nicht (automatisch) thermodynamisch konsistent sein. Bekann-
te Beispiele dafür sind jeweils im Rahmen der konventionellen Formulierung des ersten und zweiten
Hauptsatzes der Thermodynamik die CAUCHYsche Elastizität und die Hypoelastizität. Dies äußert sich
nicht zuletzt dadurch, dass sowohl für CAUCHYsche Elastizität als auch für Hypoelastizität keine freie
Energiefunktion existiert. In einem ersten Schritt haben wir bereits in Abschnitt 2.4 a priori die Existenz
einer freien Energiefunktion vorausgesetzt. Dann stellt Gleichung (2.42), unabhängig von der speziellen
Form von Wa und Wi den ersten Hauptsatz der Thermodynamik in Form von virtuellen Änderungen dar.
In einem zweiten Schritt gehen wir nun von einer unbekannten Form der äußeren Kräfte beziehungs-
weise der entsprechenden Arbeit Wa aus und setzen die freie Energie W in der Form (2.36) als bekannt
voraus.
Der zweite Hauptsatz der Thermodynamik für isotherme Prozesse und Elastizität verlangt, dass die soge-
nannte Spannungsleistung, unabhängig von ihrer Definition, Arbeit leistet, die vollständig in der freien
Energie gespeichert wird. Das bedeutet insbesondere, dass keine Dissipation existiert. Die Spannungs-
leistung steht in direkter Beziehung zur Form der äußeren Kräfte und zu den zunächst unbekannten
Gleichgewichtsbedingungen. Eine bekannte freie Energiefunktion W¯ und eine ständige Erfüllung des
zweiten Hauptsatzes der Thermodynamik erlauben dann die Form der äußeren Kräfte sowie die zuge-
hörigen Gleichgewichtsbedingungen zu bestimmen. Dieses Vorgehen geht im Prinzip auf MINDLIN [32]
zurück (vergleiche auch BRÖSE ET AL. [8]), der allerdings den zweiten Hauptsatz der Thermodynamik in
seiner Arbeit nicht explizit einbezogen hat. Trotzdem kann sein Vorgehen im Sinne der oben erwähnten
Schritte verstanden beziehungsweise interpretiert werden. Dem zweiten Schritt folgend werden wir im
Folgenden die Form der äußeren Kräfte und die entsprechenden Gleichgewichtsbedingungen bestimmen.
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Als erstes bilden wir die Variation δW¯ . Wir führen für die drei auftretenden partiellen Ableitungen die
Abkürzungen Σ,τ und µ ein und erhalten:








+δ(∇Ψ) ...  ∂∇ΨW¯ =: δ" : Σ+δΨ : τ+δ(∇Ψ) ...µ . (2.44)
Gemäß dem zweiten Hauptsatz der Thermodynamik wird die gesamte Spannungsleistung in der freien
Energie gespeichert. Das bedeutet insbesondere, dass die virtuelle Änderung δW¯ beziehungsweise die
Summe der skalaren Produkte δ" : Σ + δΨ : τ + δ(∇Ψ) ...µ gleich der Spannungsleistung sein muss.
Durch Gleichung (2.44) wird die Spannungsleistung mit den virtuellen Inkrementen δ",δΨ und δ (∇Ψ)
und den zugehörigen Spannungen Σ,τ und µ in Beziehung gesetzt. Formal ist somit der zweite Haupt-
satz der Thermodynamik erfüllt und es bleibt noch die zugehörigen Gleichgewichtsbedingungen für die
Spannungen Σ,τ (Tensoren zweiter Stufe) und µ (Tensor dritter Stufe) sowie die erforderlichen Rand-
bedingungen zu bestimmen.
Die noch unbekannten Gleichgewichts– und Randbedingungen müssen auf jeden Fall derart gestaltet
sein, dass Gleichung (2.42) niemals verletzt wird. Dies kann folgenderweise gesichert werden. Als erstes





 ∇u + [∇u]T : Σ+δΨ : τ+δ(∇Ψ) ...µ . (2.45)
Ausnutzen der Symmetrie von Σ und Vertauschen der Bildung des Gradienten ∇ und der Variation δ













∇(δΨ) ...µ dv . (2.46)




∇ · [Σ ·δu] dv−
∫
R







∇ · [µ : δΨ] dv−
∫
R
δΨ : [∇ ·µ] dv .
(2.47)




n · [Σ ·δu] da+
∫
∂R




δu · [∇ ·Σ] dv+
∫
R
δΨ : [τ−∇ ·µ] dv .
(2.48)
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Die Oberflächenintegrale motivieren die Form der virtuellen Arbeit der äußeren Kräfte δWa (unter der
Annahme verschwindender äußerer Volumenkräfte). Weiter wird die Existenz von klassischen flächen-
bezogenenen Kräften t und nicht–klassischen flächenbezogenenen Doppelkräften Λ angenommen, die
jeweils in Verbindung mit den klassischen und den nicht–klassischen Freiheitsgraden u und Ψ folgende




δu · t da+
∫
∂R
δΨ : Λda . (2.49)
Einsetzen der Darstellung (2.48) der virtuellen Arbeit δWi der inneren Kräfte und der Darstellung (2.49)
der virtuellen Arbeit δWa der äußeren Kräfte in das Prinzip der virtuellen Arbeit (2.42) liefert:
0 = δWa −δWi =
∫
R
δu · [∇ ·Σ] dv+
∫
R




δu · [t − n ·Σ] da+
∫
∂R
δΨ : [Λ− n ·µ] da .
(2.50)
Das Hauptlemma der Variationsrechnung liefert als notwendige und hinreichende Bedingung für die
Gültigkeit des Prinzips der virtuellen Arbeit die gesuchten Gleichgewichtsbedingungen,
0 = ∇ ·Σ , 0 = ∇ ·µ−τ , (2.51)
sowie die Randbedingungen für klassische und nicht–klassische (Doppel–)Kräfte:
t = n ·Σ , Λ = n ·µ . (2.52)
Betrachten der Divergenzen in den Gleichgewichtsbedingungen verifiziert, dass wir von der CAUCHYschen
Spannung Σ sowie einer Hyperspannung µ sprechen können. Zusätzlich beinhaltet die Gleichgewichts-
bedingung der Hyperspannung noch die relative Spannung τ. Diese drei sind nach Gleichung (2.44)










= c3 (Ψ − ") : C , (2.54)
µ (∇Ψ) =  ∂∇ΨW¯ = c1 c3∇Ψ : C . (2.55)
Die Gleichungen (2.51) und (2.52) sind also die Gleichgewichts– und Randbedingungen für das mikro-
morphe Kontinuum. Der Sonderfall eines symmetrischen Mikroverschiebungsgradienten zusammen mit
den Gleichgewichts– und Randbedingungen (2.51) und (2.52) sowie den Materialgleichungen (2.53)




Bei der Diskussion der Bilanz der Masse m des Makrokontinuums B fordern wir, dass im Inneren des
Kontinuums keine Masse produziert oder vernichtet wird, und, dass das Kontinuum ein geschlossenes
System darstellt, das heißt dass kein Massenfluss über die Oberfläche ∂B stattfindet. Wir gehen, wie
in der Kontinuumsmechanik üblich, von einer kontinuierlich verteilten Masse m aus und führen daher
allgemein eine Massendichte %R der Referenzkonfiguration RR und eine entsprechende Massendichte %
der Momentankonfiguration Rt ein. Da wir eine Theorie kleiner Deformationen betrachten, müssen wir
nicht zwischen den Konfigurationen unterscheiden und die Massenerhaltung nimmt folgende Form an:
%R = (det F) % =⇒ %R ≈ % . (2.56)
2.8 Ebener Verzerrungszustand
Einen „ebenen Verzerrungszustand“ (auch „ebener Dehnungszustand“ genannt) definieren wir zuerst,
entgegen der Namensgebung, anhand des Verschiebungsfeldes u. Wir wählen für die Betrachtung ein
orthonormales Basissystem {e1, e2, e3} derart, dass die Basisrichtung e3 fußpunktunabhängig parallel zu
einem Normalenvektor einer Ebene gerichtet ist. Dann erzeugt ein Verschiebungsfeld u einen ebenen
Verzerrungszustand (EVZ) beziehungsweise einen ebenen Dehnungszustand, falls es nur von den zwei
kartesischen Koordinaten x1 und x2 abhängt und die Normalenkomponente u3 verschwindet:
u(x , t) = uˆ(x1, x2, t) ∧ e3 · u = 0 . (2.57)
Die Namensgebung eines ebenen Dehnungszustandes motiviert sich durch die Tatsache, dass wir statt
des Verschiebungsfeldes u die Dehnung " betrachten und dass sich aus der Forderung (2.57) an das
Verschiebungsfeld u die folgenden Dehnungen ergeben:
"(x , t) = "ˆ(x1, x2, t) ∧ e3 · " = 0 . (2.58)
Der ebene Dehnungszustand bedeutet für das Mikrokontinuum analogerweise:
Ψ(x , t) = Ψˆ(x1, x2, t) ∧ e3 ·Ψ = 0 . (2.59)
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2.9 Kompatibilitätsbedingungen
Wir haben bisher diverse Gleichungen diskutiert, die entweder das Materialverhalten beschreiben oder
Forderungen an dieses stellen. Würden wir zur Beschreibung des Materialverhaltens ein entsprechend
oft stetig differenzierbares Verschiebungsfeld u nutzen, so würden automatisch alle daraus abgeleiteten
Größen wie zum Beispiel der Verschiebungsgradient H oder der GREEN–LAGRANGE–Verzerrungstensor E
existieren und ebenfalls entsprechend oft stetig differenzierbar sein. Allerdings verwenden wir, um das
Materialverhalten zu beschreiben, nicht das Verschiebungsfeld u selbst, sondern die Dehnung ". Löst
ein Dehnungsfeld " das System der Feld– und Materialgleichungen, so bleibt aus mathematischer Sicht
noch die Frage, ob dieses Dehnungsfeld " zu einem gültigen Verschiebungsfeld u integrierbar ist. Diese
Integrabilität untersuchte ST. VENANT bereits 1860 und führte den Kompatibilitätstensors C im Zuge
seiner Diskussion durch folgende Definition ein:
C (·) := curl(curl(·)) = ∇× [∇× (·)] . (2.60)
Die Kompatibiltätsbedingungen fordern, dass der Kompatibilitätstensor C der Lösung " verschwindet:
0 = C (") = curl(curl(")) = ∇× [∇× "] . (2.61)
2.10 Spezialfall der linearen Elastizität
Die Kinematik der linearen Elastizität beschreibt einen materiellen Punkt x , der lediglich klassische
Translationsfreiheitsgrade u besitzt. Wir haben die lineare Elastizität um den Freiheitsgrad Ψ einer (in
unserem Fall homogenen) Deformation eines Mikrokontinuums erweitert.
Die Gleichgewichtsbedingungen der linearen Elastizität gelten unverändert mit der symmetrischen




. In der linearen Elastizität impliziert die zweite Bilanzgleichung,
die Drehimpulsbilanz, dass der CAUCHYsche Spannungstensor Σ symmetrisch sein muss. Die in dieser
Arbeit vorgestellte Materialtheorie fordert eine zusätzliche Feldgleichung: Die Gleichgewichtsbedingung
der Hyperspannung µ. Durch die Abhängigkeit dieser Hyperspannung µ vom Makrogradienten ∇Ψ der
Mikrodehnung Ψ gewinnen wir einen Einfluss der Umgebung des materiellen Punktes x auf dessen De-
formation. Somit erweitern wir die lineare Elastizität auch um die Möglichkeit, Längenskaleneffekte zu
erfassen. Diese sind auf natürliche Weise durch den Materialparameter c1, der die Einheit einer Länge
zum Quadrat besitzt, in das Modell integriert.
Die Theorie der linearen Elastizität ist weiter als Speziallfall des hier vorgestellten Modells enthalten.
Für den Grenzfall c3→ 0 gewinnen wir die Gleichungen und Spannungen der linearen Elastizität.
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2.11 Folgerung des Modells: IG–Modell und HELMHOLTZ–Gleichung
Die im Rahmen dieser Arbeit vorgestellte Materialtheorie hat eine interessante Folgerung. Betrachten





[c3 (Ψ − ") : C] + [(1+ c3) " : C− c3Ψ : C] = " : C =⇒ τ = " : C−Σ . (2.62)
Die Gleichgewichtsbedingung (2.51)2 der Hyperspannung µ liefert in Kombination mit der Definition
der Hyperspannung µ und dem LAPLACE–Operator ∆ angewandt auf die CAUCHYsche Spannung Σ:
τ
(2.51)2= ∇ ·µ (2.55)= c1 c3∆Ψ : C (2.53)= c1 (1+ c3) ∆" : C− c1∆Σ . (2.63)
Ein Vergleich der Gln. (2.62) und (2.63) liefert das IG–Modell:
Σ− c1∆Σ = " : C− c2∆" : C , c2 := c1 (1+ c3) > c1 > 0 . (2.64)
Dieses Modell wurde, wie bereits erwähnt, von GUTKIN & AIFANTIS [20] eingeführt, um die Spannungen
an Rissspitzen zu regularisieren. Wir werden in Kapitel 3 zeigen, dass diese Behauptung falsch ist, das
heißt dass alle Spannungen weiterhin singulär bleiben.
Das IG–Modell (2.64) weist lediglich eine implizite Abhängigkeit von der erweiterten Kinematik des
mikromorphen Kontinuums auf. Um eine expizite Abhängigkeit zu erhalten, betrachten wir die Inversion
des Materialgesetzes (2.53) der CAUCHYschen Spannung Σ:
Σ
(2.53)




Setzen wir diese Beziehung in das IG–Modell (2.64) ein und fassen zusammen, so erhalten wir eine
äquivalente HELMHOLTZ–Gleichung mit einer expliziten Abhängigkeit von der Mikrodehnung Ψ:
0 = Ψ − c2∆Ψ −Σ : C−1 , c2 = c1 (1+ c3) > c1 > 0 , (2.66)
Als Letztes geben wir noch eine Beziehung der Dehnung " zur nicht–klassischen Mikrodehnung Ψ an:
c1 c3∆Ψ : C
(2.63)2= τ
(2.54)
= c3 (Ψ − ") : C =⇒ " = Ψ − c1∆Ψ . (2.67)
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2.12 Zusammenfassung der Theorie

















T ≡  ∂X ′u ′ , " = Ψ − c1∆Ψ . (2.68)
2. Gleichgewichtsbedingungen:
0 = ∇ ·Σ , 0 = ∇ ·µ−τ . (2.69)
3. Kraftrandbedingungen:
t := n ·Σ , Λ := n ·µ . (2.70)
4. Materialgesetze:
Σ := (1+ c3) " : C− c3Ψ : C , τ := c3 (Ψ − ") : C , µ := c1 c3∇Ψ : C . (2.71)
5. Kompatibilitätsbedingungen:
0 = C (") = ∇× (∇× ") . (2.72)
6. HELMHOLTZ–Gleichung beziehungsweise IG–Modell:
0 = Ψ − c2∆Ψ −Σ : C−1 ⇐⇒ Σ− c1∆Σ = " : C− c2∆" : C . (2.73)
7. thermodynamische Forderungen an Materialparameter:
c2 := c1 (1+ c3) > c1 > 0 , c3 > 0 , µL > 0 , 2µL + 3λL > 0 . (2.74)
Tabelle 2.1.: Gleichungen des Modells für einen ebenen Verzerrungszustand
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3 Analytische Diskussion von
Rissspitzenfeldern
Wir haben die theoretischen Grundlagen des Modells in Kapitel 2 diskutiert. Ein Ziel dieser Arbeit ist es,
die Rissspitzenfelder für das IG–Modell (2.73) zu untersuchen. In diesem Kapitel betrachten wir einen
scharfen Riss in einem zweidimensionalen unendlichen Medium. Um eine Aussage über die Regularität
der Felder treffen zu können, geben wir zuerst alle zu lösenden Gleichungen aus Tabelle 2.1 und die
zugehörigen Randbedingungen in Komponentendarstellung an. Diese Gleichungen werden wir dann mit
Hilfe eines asymptotischen Ansatzes gemäß WILLIAMS [41] untersuchen. Wie wir zeigen werden, ergeben
sich für die CAUCHYsche Spannung Σ dieselben Differentialgleichungen wie in der klassischen linearen
Bruchmechanik. Die Lösung ist also weiterhin singulär im Gegensatz zur in der Literatur verbreiteten
Hypothese, dass das IG–Modell die Spannungen regularisieren könne.
3.1 Grundgleichungen in Polarkoordinaten
Wir untersuchen ein zweidimensionales unendliches Medium mit einem scharfen horizontalen Riss unter
der Annahme eines ebenen Dehnungszustandes. Für derartige Rissspitzenanalysen bieten sich Zylinder-
koordinaten (r,ϕ, z) an, deren r-Koordinatenlinien radiale Strahlen ausgehend von der Rissspitze und
deren ϕ–Koordinatenlinien konzentrische Kreise um die Rissspitze sind. Um jegliche Längenänderung
in der Komponentendarstellung zu berücksichtigen, ist es zweckmäßig physikalische Komponenten zu
verwenden.
Wir geben in diesem Abschnitt die entsprechenden Komponentendarstellungen der Gleichungen des
ebenen Dehnungszustandes aus Tabelle 2.1 in physikalischen Komponenten an. Bereits in Abschnitt 2.11
wurde festgestellt, dass aus den Gleichgewichtsbedingungen eine Differentialgleichung der Form (2.73)
folgt. Das bedeutet, wir können anstatt der Gleichgewichtsbedingung (2.69)2 der Hyperspannung µ die
HELMHOLTZ–Gleichung (2.73)2 betrachten.
Weiter erkennen wir, dass die Gleichgewichtsbedingungen in der CAUCHYschen Spannung Σ sowie der
Mikrodehnung Ψ formuliert sind. Die Kompatibilitätsbedingungen hingegen betrachten die Dehnung ".
Um auch die Kompatibilitätsbedingungen in der CAUCHYschen Spannung Σ und der Mikrodehnung Ψ zu
formulieren, invertieren wir das Materialgesetz (2.71)1 der CAUCHYschen Spannung Σ:
c2 = c1 (1+ c3) ∧ Σ = (1+ c3) " : C− c3Ψ : C =⇒ " = c1c2 Σ : C
−1 + c2 − c1
c2
Ψ . (3.1)
Die spezielle Form dieser Gleichung legt eine Interpretation der hier auftretenden Mikrodehnung Ψ
als Eigendehnung nahe. Allerdings stellen Eigendehnungen, im Gegensatz zur Mikrodehnung Ψ, keine
unabhängigen Freiheitsgrade dar und besitzen somit einen anderen physikalischen Charakter.
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Das in Tabelle 2.1 zusammengefasste Modell besitzt bezüglich eines durch das Basissystem {gr , gϕ, gz}
der Zylinderkoordinaten (r,ϕ, z) induzierten physikalischen Basissystemes {er , eϕ, ez} die in folgender
Tabelle zusammengefassten Komponentendarstellungen.
1. Gleichgewichtsbedingungen:

































































































































































































Tabelle 3.1.: Modell (EVZ) in physikalischen Komponenten bezüglich Zylinderkoordinaten (r,ϕ, z)
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3.2 Randbedingungen
Abbildung 3.1.: Koordinatensystem des Rissspitzenproblems
Wir betrachten einen scharfen Riss wie er in Abbildung 3.1 dargestellt ist. Beide Rissflanken sollen als
kraft– und doppelkraftfrei vorausgesetzt werden:
0 = t (r,ϕ = ±pi) , 0 = Λ (r,ϕ = ±pi) . (3.11)
Der Normalenvektor der Rissflanken zeigt in rein vertikaler Richtung:
n (r,ϕ = ±pi) = ni ei ≡ nϕ eϕ = ∓eϕ . (3.12)
Der Übersichtlichkeit halber geben wir nur noch die Abhängigkeit vom Winkel ϕ an, da kein Einfluss des
Radius r auf die Randbedingungen existiert. Daraus ergeben sich folgende Spannungsrandbedingungen:
0 = t r (ϕ = ±pi) = (ni Σir) (ϕ = ±pi) (3.12)= ∓Σϕr (ϕ = ±pi) = ∓Σrϕ (ϕ = ±pi) , (3.13)




(ϕ = ±pi) (3.12)= ∓Σϕϕ (ϕ = ±pi) , (3.14)
0 = tz (ϕ = ±pi) = (ni Σiz) (ϕ = ±pi) (3.12)= ∓Σϕz (ϕ = ±pi) . (3.15)
Die Hyperspannungsrandbedingungen liefern keine direkte Forderung an eine einzelne Komponente der
Mikrodehnung Ψ. Unter Verwendung der Definition des Doppelkrafttensors Λ sowie anschließendem
Einsetzen der Definition der Hyperspannung µ erhalten wir:












= ∓c1 c3 (∇Ψ)ϕmn (ϕ = ±pi) Cmni j .
(3.16)
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Beide Materialparameter c1 und c3 sind positiv. Wir können also durch sie dividieren und sie spielen für
die Randbedingungen keine Rolle. Unter Berücksichtigung der Komponenten des Elastizitätstensors C
liefert die Betrachtung der Diagonalkomponenten Λr r ,Λϕϕ sowie Λzz die drei Randbedingungen:
0 = (∇Ψ)ϕr r (ϕ = ±pi) Cr r r r + (∇Ψ)ϕϕϕ (ϕ = ±pi) Cϕϕr r + (∇Ψ)ϕzz (ϕ = ±pi) Czzr r , (3.17)
0 = (∇Ψ)ϕr r (ϕ = ±pi) Cr rϕϕ + (∇Ψ)ϕϕϕ (ϕ = ±pi) Cϕϕϕϕ + (∇Ψ)ϕzz (ϕ = ±pi) Czzϕϕ , (3.18)
0 = (∇Ψ)ϕr r (ϕ = ±pi) Cr rzz + (∇Ψ)ϕϕϕ (ϕ = ±pi) Cϕϕzz + (∇Ψ)ϕzz (ϕ = ±pi) Czzzz . (3.19)
Berücksichtigen wir die besondere Struktur des Elastizitätstensors, so erkennen wir, dass dieser nur
drei verschiedene Komponenten besitzt. Diese sind entweder von der Form C1 := C(iiii) = λL + 2µL
oder für i 6= j von der Form C2 := C(ii j j) = λL bzw. C3 := C(i ji j) = µL. Dann lassen sich die drei















 = (C1)3 + 2 (C2)3 − 3C1 (C2)2 = 12λ2L µL 6= 0 . (3.21)
Somit besitzt dieses nur die triviale Lösung und wir gewinnen die drei Randbedingungen
0 = (∇Ψ)ϕr r (ϕ = ±pi) = 1r
 
∂ϕΨr r
− 2Ψrϕ (ϕ = ±pi) , (3.22)






(ϕ = ±pi) , (3.23)




(ϕ = ±pi) . (3.24)
Als Letztes diskutieren wir noch die Randbedingungen der Nebendiagonalkomponenten Λrϕ,Λrz sowie
Λϕz. Betrachten von Gleichung (3.16), mit i 6= j, führt zu den drei Bedingungen
0 = (∇Ψ)ϕrϕ (ϕ = ±pi) = (∇Ψ)ϕrz (ϕ = ±pi) = (∇Ψ)ϕϕz (ϕ = ±pi) . (3.25)
Die Annahme eines ebenen Mikrodehnungszustandes vereinfacht diese Randbedingung zu






(ϕ = ±pi) . (3.26)
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3.3 Symmetriebedingungen
Wir haben für die insgesamt sechs Gleichungen (3.2) bis (3.7) in der CAUCHYschen Spannung Σ sowie der
Mikrodehnung Ψ fünf Randbedingungen (3.13), (3.14), (3.22), (3.23) und (3.24) gefordert. Es fällt auf,
dass zur geschlossenen Lösung des Gleichungssystems nicht genügend Randbedingungen zur Verfügung
stehen. Die fehlenden Bedingungen werden wir aus dem Symmetrieverhalten der Verschiebung u und
der Mikrodehnung Ψ.
Modus I
Wir beginnen mit den Symmetriebedingungen für Modus I, also einem Riss unter Zugbeanspruchung
senkrecht zur Rissausbreitungsrichtung. Für die Verschiebungen ui fordern wir
ur (r,ϕ) = ur (r,−ϕ) , uϕ (r,ϕ) = −uϕ (r,−ϕ) . (3.27)
Für die Mikrodehnungen Ψi j fordern wir hingegen die Symmetriebedingungen
Ψr r (r,ϕ) = Ψr r (r,−ϕ) , Ψϕϕ (r,ϕ) = Ψϕϕ (r,−ϕ) , Ψrϕ (r,ϕ) = −Ψrϕ (r,−ϕ) . (3.28)
Berücksichtigen wir diese Symmetrien, so ergibt sich aus Gleichung (2.68)3 für die Dehnungen "i j sowie
darauf aufbauend aus Gleichung (2.71)1 für die CAUCHYschen Spannungen Σi j das Symmetrieverhalten
"r r (r,ϕ) = "r r (r,−ϕ) , "ϕϕ (r,ϕ) = "ϕϕ (r,−ϕ) , "rϕ (r,ϕ) = − "rϕ (r,−ϕ) . (3.29)
Σr r (r,ϕ) = Σr r (r,−ϕ) , Σϕϕ (r,ϕ) = Σϕϕ (r,−ϕ) , Σrϕ (r,ϕ) = −Σrϕ (r,−ϕ) . (3.30)
Modus II
Die Symmetriebedingungen für Modus II, also einem Riss unter Schubbeanspruchung, sind sowohl für
die Verschiebungen ui als auch für die Mikrodehnungen Ψi j „invers“ zu den Symmetrien des Modus I:
ur (r,ϕ) = −ur (r,−ϕ) , uϕ (r,ϕ) = uϕ (r,−ϕ) . (3.31)
Ψr r (r,ϕ) = −Ψr r (r,−ϕ) , Ψϕϕ (r,ϕ) = −Ψϕϕ (r,−ϕ) , Ψrϕ (r,ϕ) = Ψrϕ (r,−ϕ) . (3.32)
Die entsprechenden Symmetrien der Dehnungen "i j sowie der Spannungen Σi j lauten:
"r r (r,ϕ) = − "r r (r,−ϕ) , "ϕϕ (r,ϕ) = − "ϕϕ (r,−ϕ) , "rϕ (r,ϕ) = "rϕ (r,−ϕ) . (3.33)
Σr r (r,ϕ) = −Σr r (r,−ϕ) , Σϕϕ (r,ϕ) = −Σϕϕ (r,−ϕ) , Σrϕ (r,ϕ) = Σrϕ (r,−ϕ) . (3.34)
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3.4 Potenzreihenansatz nach Williams
Zum Lösen des Gleichungssystems aus Kapitel 3.1 mit den in Kapitel 3.2 formulierten Rand– und
Symmetriebedingungen zerlegen wir die beiden Lösungsfelder Ψ und Σ in eine Potenzreihe bezüglich
des Radius r und einem vom Winkel ϕ abhängigen Faktor, den Winkelfunktionen. In Verallgemeinerung
des Vorschlags von WILLIAMS [41] wählen wir einen asymptotischen Ansatz für die Verschiebungen ui und
die Mikrodehnungen Ψi j. Zusätzlich fordern wir, dass die Rissspitze fixiert modelliert werden kann, das
heißt, dass für die Rissspitze alle Verschiebungen verschwinden. Gradienten der Verschiebungen können
weiterhin auch an der Rissspitze auftreten. Daher müssen wir dem Ansatz der Mikrodehnung Ψ einen
weiteren konstanten Term Ψ¯ hinzufügen, dessen Komponenten bezüglich eines Zylinderkoordinaten-
systems allerdings eine Winkelabhängigkeit aufweisen können. Die CAUCHYschen Spannungen Σi j und
die Mikrodehnungen Ψi j besitzen die folgenden asymptotischen Ansätze:





2−1Σ(k)i j (ϕ) ,










i j (ϕ) . (3.35)





i j bezüglich eines Zylinderkoordinatensystems. Um den
konstanten Term Ψ¯ bezüglich eines Zylinderkoordinatensystems darzustellen, müssen wir die konstanten










Ψ¯x x − Ψ¯y y
 cos (2ϕ)− cos (2ϕ)
− sin (2ϕ)
+ Ψ¯x y
 sin (2ϕ)− sin (2ϕ)
+ cos (2ϕ)
 . (3.36)
Weiter treten in Gleichung (3.35) noch die Winkelfunktionen k–ter Ordnung Σ(k)i j sowie Ψ
(k)
i j auf. Der
Parameter p wird auch als Spannungsexponent bezeichnet, da dieser die Singularitätsordnung des
asymptotischen Ansatzes bestimmt.



































































In dem in Tabelle 3.1 zusammengefassten Gleichungssystem treten zusätzlich die folgenden zweiten


























































Der Übersichtlichkeit halber verzichten wir im Folgenden auf die Angabe der Abhängigkeiten bei den
Winkelfunktionen. Setzen wir die asymptotischen Ansätze in Gleichgewichtsbedingung (3.2) ein und






















































Durch einen Koeffizientenvergleich der Potenzen des Radius r gewinnen wir eine Folge von Differential-













Σ(k)r r −Σ(k)ϕϕ . (3.45)



































































Es ist auffällig, dass beide Folgen von den Materialparametern des Modells unabhängig sind.
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3.4.2 HELMHOLTZ–Gleichung
Die Auswirkungen der asymptotischen Ansätze auf die drei Differentialgleichungen (3.4)–(3.6) disku-
tieren wir als Nächstes. Wir beginnen mit der Differentialgleichung (3.4), setzen die asymptotischen





























































































2 Ψ(k)r r .
(3.49)
Die Koeffizientenvergleiche der ersten Potenzen p − 2 und p − 32 ergeben Differentialgleichungen, die
















Ψ(1)r r + 2Ψ
(1)
ϕϕ . (3.51)
Diese Differentialgleichungen sind wie die entsprechenden Gleichgewichtsbedingungen unabhängig von
allen Materialparametern. Erst wenn wir den Koeffizientenvergleich der Potenz p− 1 betrachten, erken-






− 4 ∂ϕΨ(2)rϕ + (p+ 1)2 − 2 Ψ(2)r r + 2Ψ(2)ϕϕ + (1− ν) Σ(0)r r − νΣ(0)ϕϕ2µL c2 . (3.52)
Ein Vergleich der Differentialgleichungen (3.4) und (3.5) zeigt, dass beide Differentialgleichungen einen
identischen Aufbau besitzen. Wir müssen lediglich in den beiden Differentialgleichungen die Mikro-
dehnungswinkelfunktionen Ψ(k)r r und Ψ
(k)
ϕϕ sowie die Spannungswinkelfunktionen Σ
(k)


























































(p+ 1)2 − 2 Ψ(2)ϕϕ + 2Ψ(2)r r + (1− ν) Σ(0)ϕϕ − νΣ(0)r r2µL c2 . (3.55)
Als Letztes setzen wir die asymptotischen Ansätze noch in die Differentialgleichung (3.6) ein, die eine













































































− 2 ∂ϕΨ(2)ϕϕ+ (p+ 1)2 − 4 Ψ(2)ϕϕ + 12µL c2 Σ(0)rϕ . (3.59)
3.4.3 Kompatibilitätsbedingung
Abschließend diskutieren wir, welche Auswirkungen die asymptotischen Ansätze auf die Lösung der
Kompatibilitätsbedingung (3.7) haben. Einsetzen der invertierten Materialgesetze (3.8)–(3.10) liefert




























































































































































so dass sich Gleichung (3.60) wie folgt darstellen lässt:
0 = χ1 (Ψ) +χ2 (Σ) . (3.63)
Der Anteil χ2 (Σ) ist sehr unübersichtlich. Allerdings können wir die Gleichgewichtsbedingungen nutzen,
um die Nebendiagonalkomponente Σrϕ sowie deren partielle Ableitungen durch entsprechende Terme
proportional zu den Diagonalkomponenten Σr r und Σϕϕ auszudrücken. Wir erkennen, dass die Neben-
diagonalkomponente Σrϕ in der zweiten Gleichgewichtsbedingung (3.3) explizit auftritt. Daher stellen












=⇒  ∂ϕΣrϕ = − r2  ∂rϕΣrϕ− 12  ∂ϕϕΣϕϕ . (3.64)
Diese Gleichung enthält zwei zu den Nebendiagonalkomponenten Σrϕ proportionale Terme. Der erste




, die wir mit Hilfe der




= −r (∂rΣr r)−Σr r +Σϕϕ , (3.65) 
∂rϕΣrϕ
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Hier können wir einen Koeffizientenvergleich auf Basis der Potenzen des Radius r durchführen. Dabei
























Diese beiden Differentialgleichungen sind wiederum unabhängig von den Materialparametern. Erst ab
der Potenz p− 2 tritt eine Kopplung mit den Mikrodehnungswinkelfunktionen Ψ(k)i j auf. Wieder erhalten
























− 2 [p+ 1]  ∂ϕΨ(0)r r − pΨ(k)r r + p (p+ 1) Ψ(k)ϕϕ (3.74)
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3.4.4 Zusammenfassung der Differentialgleichungen der Terme k–ter Ordnung
Bevor wir die Differentialgleichungen explizit lösen, wollen wir die gewonnenen Differentialgleichungs-
systeme nullter, erster und zweiter Ordnung für die Winkelfunktionen zusammenfassen. Die Differential-
gleichungen zweiter Ordnung stellen ein gekoppeltes Gleichungssystem in Abhängigkeit der Material-
parameter dar und sind somit analytisch sehr komplex. Daher fokussieren wir uns auf die Differential-
gleichungen nullter und erster Ordnung.













+ (p+ 1) Σ(0)rϕ . (3.75)







+ (p− 1)2 Σ(0)r r +Σ(0)ϕϕ . (3.76)


































p2 − 4 Ψ(0)rϕ . (3.79)
Tabelle 3.2.: Differentialgleichungen der Winkelfunktionen nullter Ordnung































































































Tabelle 3.3.: Differentialgleichungen der Winkelfunktionen erster Ordnung
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+ (p+ 2) Σ(2)rϕ . (3.85)
























− 2 [p+ 1]  ∂ϕΨ(0)r r − pΨ(k)r r + p (p+ 1) Ψ(k)ϕϕ . (3.86)

































− 2 ∂ϕΨ(2)ϕϕ+ (p+ 1)2 − 4 Ψ(2)ϕϕ + 12µL c2 Σ(0)rϕ . (3.89)
Tabelle 3.4.: Differentialgleichungen der Winkelfunktionen zweiter Ordnung
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3.5 Diskussion der Spannungswinkelfunktionen
3.5.1 Spannungswinkelfunktionen nullter Ordnung





betrachten hierzu das in Tabelle 3.2 angegebene Gleichungssystem. Um die drei Winkelfunktionen zu





















+ (p− 1)2 Σ(0)r r +Σ(0)ϕϕ , (3.92)
unter Berücksichtigung der Spannungsrandbedingungen (3.13) beziehungsweise (3.14),
0 = Σ(0)rϕ (ϕ = ±pi) , 0 = Σ(0)ϕϕ (ϕ = ±pi) . (3.93)
Wir beginnen mit der Kompatibilitätsbedingung (3.92), die eine homogene Differentialgleichung zweiter
Ordnung mit konstanten Koeffizienten für die Summe Σ(0)r r +Σ
(0)






(ϕ) = A(0)Σ cos [(p− 1) ϕ] + B(0)Σ sin [(p− 1) ϕ] . (3.94)
Da wir keine Spannungsrandbedingungen für diese Summe aus Winkelfunktionen nullter Ordnung zur
Verfügung haben, müssen wir die beiden Gleichgewichtsbedingungen betrachten. Wir können die allge-
meine Lösung Σ(0)r r +Σ
(0)


















− (p+ 1) Σ(0)ϕϕ . (3.95)









A(0)Σ cos [(p− 1) ϕ] + B(0)Σ sin [(p− 1) ϕ]
− (p+ 1) Σ(0)ϕϕ . (3.96)
Um diese Differentialgleichung lösen zu können, müssen wir entweder eine der beiden verbleibenden
Winkelfunktionen durch die letzte noch nicht betrachtete Gleichgewichtsbedingung bestimmen oder die-
se nutzen, um eine der Winkelfunktionen proptional zu der anderen darzustellen. Aufgrund der Form















Setzen wir diese Beziehung in Gleichung (3.96) ein, so erhalten wir eine inhomogene Differential-






+ (p+ 1)2 Σ(0)ϕϕ = p (p+ 1)

A(0)Σ cos [(p− 1) ϕ] + B(0)Σ sin [(p− 1) ϕ]

. (3.98)
Für diesen Differentialgleichungstyp gibt es eine allgemeine Lösung, die wir durch Superposition der
homogenen Lösung Σ(0),Hrϕ mit einer Partikularlösung Σ
(0),P
rϕ nach Art der Inhomogenität gewinnen:
Σ(0),Hϕϕ = C
(0)
Σ cos [(p+ 1) ϕ] + D
(0)
Σ sin [(p+ 1) ϕ] , (3.99)
Σ(0),Pϕϕ = E
(0)
Σ cos [(p− 1) ϕ] + F (0)Σ sin [(p− 1) ϕ] . (3.100)
Wir setzen die Partikularlösung Σ(0),Pϕϕ in die inhomogene Differentialgleichung (3.98) ein und erhalten
p (p+ 1)

A(0)Σ cos [(p− 1) ϕ] + B(0)Σ sin [(p− 1) ϕ]

= − (p− 1)2 E(0)Σ cos [(p− 1) ϕ] + F (0)Σ sin [(p− 1) ϕ]
+ (p+ 1)2





Diese Gleichung können wir als Linearkombination aus Kosinus– und Sinustermen darstellen:
0 =

p (p+ 1) A(0)Σ − 4 p E(0)Σ

cos [(p− 1) ϕ]
+

p (p+ 1) B(0)Σ − 4 p F (0)Σ

sin [(p− 1) ϕ] . (3.102)
Als Linearkombination linear unabhängiger Funktionen kann diese Gleichung nur dann für beliebige
Winkel ϕ erfüllt sein, wenn beide Koeffiziententerme verschwinden. Diese beiden Bedingungen liefern
jeweils die Möglichkeit, eine der Integrationskonstanten zu eliminieren:
0 = p (p+ 1) A(0)Σ − 4 p E(0)Σ =⇒ E(0)Σ = p+ 14 A
(0)
Σ , (3.103)
0 = p (p+ 1) B(0)Σ − 4 p F (0)Σ =⇒ F (0)Σ = p+ 14 B
(0)
Σ . (3.104)






Σ sowie den Parameter p über
die Randbedingungen bestimmen, geben wir die Darstellungen der Winkelfunktionen an und starten mit





= C (0)Σ cos [(p+ 1) ϕ] + D
(0)




A(0)Σ cos [(p− 1) ϕ] + p+ 14 B
(0)
Σ sin [(p− 1) ϕ] .
(3.106)
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Die Winkelfunktion Σ(0)r r gewinnen wir aus der allgemeinen Lösung (3.94):
Σ(0)r r (ϕ) = A
(0)
Σ cos [(p− 1) ϕ] + B(0)Σ sin [(p− 1) ϕ]−Σ(0)ϕϕ (ϕ) (3.107)




A(0)Σ cos [(p− 1) ϕ] + 3− p4 B
(0)
Σ sin [(p− 1) ϕ] .
(3.108)
Einsetzen von Gleichung (3.106) in Gleichung (3.97) liefert die verbleibende Winkelfunktion Σ(0)rϕ (ϕ):











A(0)Σ sin [(p− 1) ϕ]− p− 14 B
(0)
Σ cos [(p− 1) ϕ] .
(3.110)
Die Randbedingungen haben wir bereits in Unterkapitel 3.2 allgemein diskutiert und angegeben. An
dieser Stelle benötigen wir lediglich die homogenen Spannungsrandbedingungen (3.93):
0 = Σ(0)rϕ (pi) = C
(0)




A(0)Σ sin [(p− 1) pi]− p− 14 B
(0)
Σ cos [(p− 1) pi] ,
(3.111)
0 = Σ(0)rϕ (−pi) = −C (0)Σ sin [(p+ 1) pi]− D(0)Σ cos [(p+ 1) pi]
− p− 1
4
A(0)Σ sin [(p− 1) pi]− p− 14 B
(0)
Σ cos [(p− 1) pi] ,
(3.112)
0 = Σ(0)ϕϕ (pi) = C
(0)
Σ cos [(p+ 1) pi] + D
(0)




A(0)Σ cos [(p− 1) pi] + p+ 14 B
(0)
Σ sin [(p− 1) pi] ,
(3.113)




A(0)Σ cos [(p− 1) pi]− p+ 14 B
(0)
Σ sin [(p− 1) pi] .
(3.114)
Addieren oder Subtrahieren wir die Gleichungen (3.111) und (3.112) oder die Gleichungen (3.113) und






2 cos [(p+ 1) pi]
p−1
2 cos [(p− 1)pi]










2 sin [(p+ 1) pi]
p−1
2 sin [(p− 1)pi]






Für ein homogenes, lineares Gleichungssystem existiert nur dann eine nicht–triviale Lösung, wenn die
Determinante der entsprechenden Koeffizientenmatrix verschwindet. Daher bestimmen wir für beide
Koeffizientenmatrizen die Determinanten und setzen diese zu Null. Aus Gleichung (3.115) ergibt sich:
0 = det
2 cos [(p+ 1) pi]
p−1
2 cos [(p− 1)pi]
2 sin [(p+ 1) pi] p+12 sin [(p− 1)pi]
 (3.117)
= (p+ 1) sin [(p− 1)pi] cos [(p+ 1) pi]− (p− 1) cos [(p− 1)pi] sin [(p+ 1) pi] . (3.118)
Aus dem zweiten Gleichungssystem (3.116) ergibt sich hingegen:
0 = det
2 sin [(p+ 1) pi]
p−1
2 sin [(p− 1)pi]
2 cos [(p+ 1) pi] p+12 cos [(p− 1)pi]
 (3.119)
= (p+ 1) cos [(p− 1)pi] sin [(p+ 1) pi]− (p− 1) sin [(p− 1)pi] cos [(p+ 1) pi] . (3.120)
Sowohl die Bedingung (3.118) als auch die Bedingung (3.120) ist erfüllt, wenn der Parameter p derart
gewählt wird, dass in allen Summanden jeweils eine trigonometrische Funktion verschwindet:





+ nZ | n ∈ N
ª
=⇒ p ∈ 1
2
Z . (3.121)
Eine zusätzliche Forderung an den Parameter p ist, dass die Verschiebungen ui(r,ϕ), die proportional zur
p–ten Potenz des Radius r sind, regulär sein müssen. Insbesondere dürfen diese aber auch nicht konstant
sein, da dies einer reinen Starrkörpertranslation entsprechen würde. Wir wählen den kleinstmöglichen
Wert des Parameters p, der alle Bedingungen erfüllt, da dieser die stärkste Singularität charakterisiert:





−→ p = pmin = 12 . (3.122)

































































Die Symmetriebedingungen (3.30) bzw. (3.34) ordnen die unbekannten Integrationskonstanten A(0)Σ bzw.








Σ und fassen die Spannungs-
winkelfunktionen nullter Ordnung zusammen. Die gewonnenen Lösungen nullter Ordnung stimmen mit
den klassischen Lösungen der linearen Bruchmechanik überein (siehe beispielsweise HELLAN [22]):







































































































Tabelle 3.5.: Spannungswinkelfunktionen nullter Ordnung
3.5.2 Spannungswinkelfunktionen erster Ordnung






















Die entsprechenden Spannungsrandbedingungen (3.13) sowie (3.14)) lauten
0 = Σ(1)rϕ (ϕ = ±pi) , 0 = Σ(1)ϕϕ (ϕ = ±pi) . (3.131)
Dieses Gleichungssystem ist einfacher als das entsprechende Gleichungssystem nullter Ordnung. Die






(ϕ) = A(1)Σ ϕ + B
(1)
Σ . (3.132)










+Σ(1)r r −Σ(1)ϕϕ . (3.133)
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Die Winkelfunktion Σ(1)r r eliminieren wir durch Einsetzen von Gleichung (3.132) und erhalten somit für






+ 4Σ(1)ϕϕ = 2
























Die Spannungsrandbedingung (3.131)2 der Umfangsspannung Σ
(1)
ϕϕ führt auf die Gleichungen















Subtrahieren beziehungsweise Addieren dieser beiden Gleichungen liefert
A(1)Σ = 0 , C
(1)
Σ = −12 B
(1)
Σ . (3.138)
Aus der Spannungsrandbedingung (3.131)1 der Schubspannung Σ
(1)
rϕ folgt dann die Bedingung




(±pi) = − D(1)Σ =⇒ D(1)Σ = 0 . (3.139)
Aus den beiden Gleichungen (3.132) sowie (3.133)1 gewinnen wir den Verlauf der Radialspannung Σ
(1)
r r
sowie der Schubspannung Σ(1)rϕ . Mittels der Symmetriebedingungen (3.30) und (3.34) ordnen wir die
verbliebene Integrationskonstante B(1)Σ eindeutig dem Modus I zu. Mit der Definition B
(1)
I := k˜I folgen
die klassichen Verläufe erster Ordnung (siehe beispielsweise KIM UND PAULINO [27]):














1− cos [2ϕ] = k˜I sin2ϕ , (3.141)
Σ(1)rϕ (ϕ) = −12 k˜I sin [2ϕ] = −k˜I sinϕ cosϕ . (3.142)
Tabelle 3.6.: Spannungswinkelfunktionen erster Ordnung
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3.6 Diskussion der Mikrodehnungswinkelfunktionen
3.6.1 Mikrodehnungswinkelfunktionen nullter Ordnung




rϕ lösen wir das



























































(ϕ = ±pi) . (3.148)
Wir eliminieren die Winkelfunktion Ψ(0)rϕ durch Addition der beiden Gleichungen (3.143) und (3.144).























































=⇒ A(0)Ψ = 0 . (3.151)
Subtrahieren der beiden Differentialgleichungen (3.143) und (3.144) liefert eine Möglichkeit, die erste




















Beim Betrachten der Differentialgleichung (3.145) fällt auf, dass wir mit Hilfe von Gleichung (3.152) die









































































Wir erkennen die Möglichkeit, die allgemeine Lösung (3.150) der Summe Ψ(0)r r +Ψ
(0)
ϕϕ zu nutzen, indem
wir geschickt erweitern. Zusätzlich multiplizieren wir anschließend die Gleichung mit 4, um auf die



























− ∂ϕϕϕϕΨ(0)ϕϕ− 172 ∂ϕϕΨ(0)ϕϕ− 22516 Ψ(0)ϕϕ . (3.156)
Stellen wir diese Gleichung um und setzen die allgemeine Lösung (3.150) der Summe Ψ(0)r r +Ψ
(0)
ϕϕ ein, so


























Die Lösung dieser Differentialgleichung kann mit Standardmethoden ermittelt werden. Wir erhalten die




































Daraus ergibt sich mit Gleichung (3.150) und dem Ergebnis (3.151) die radiale Winkelfunktion




































Die allgemeine Lösung der Winkelfunktion Ψ(0)rϕ erhalten wir nach Integration von Gleichung (3.152) zu


























+ G(0)Ψ . (3.160)
Wir haben in Gleichung (3.151) bereits eine der Randbedingungen verwendet, das heißt wir haben
nur noch zwei Randbedingungen zur Verfügung, um die restlichen sechs Konstanten zu bestimmen. Bei
der weiteren Bestimmung der Mikrodehnungswinkelfunktionen erwarten wir eine zur Bestimmung der
Spannungswinkelfunktionen analoge Situation. Die fehlenden zwei Bedingungen erhalten wir aus den
Symmetrieeigenschaften der Mikrodehnung Ψ. Hierfür treffen wir eine Fallunterscheidung.
Symmetriebedingungen von Modus I
Die Symmetriebedingungen von Modus I haben wir bereits in Gleichung (3.28) angegeben:
Ψ Ir r (r,ϕ) = Ψ
I
r r (r,−ϕ) , Ψ Iϕϕ (r,ϕ) = Ψ Iϕϕ (r,−ϕ) , Ψ Irϕ (r,ϕ) = −Ψ Irϕ (r,−ϕ) . (3.161)
Aus den ersten beiden Symmetriebedingungen folgt jeweils die gleiche Aussage:
Ψ Ir r (r,ϕ) = Ψ
I
r r (r,−ϕ) , Ψ Iϕϕ (r,ϕ) = Ψ Iϕϕ (r,−ϕ) =⇒ B(0)Ψ , E(0)Ψ , F (0)Ψ = 0 . (3.162)
Die dritte und letzte Symmetriebedingung fordert, dass die Winkelfunktion Ψ(0)rϕ eine ungerade Funktion
des Winkels ϕ sein muss und insbesondere für ϕ = 0 verschwinden muss. Daher folgern wir
Ψ Irϕ (r,ϕ) = −Ψ Irϕ (r,−ϕ) =⇒ G(0)Ψ = 0 . (3.163)
Beide nicht identisch erfüllten Randbedingungen (3.146) beziehungsweise (3.147) führen zur selben









































C (0)Ψ ∓ 12 D
(0)
Ψ . (3.165)
Somit folgern wir, dass C (0)Ψ = −D(0)Ψ gelten muss und erhalten die folgenden Verläufe für Modus I:

































Symmetriebedingungen von Modus II
Die Symmetriebedingungen (3.32) von Modus II behandeln wir weitestgehend analog:
Ψ I Ir r (r,ϕ) = −Ψ I Ir r (r,−ϕ) , Ψ I Iϕϕ (r,ϕ) = −Ψ I Iϕϕ (r,−ϕ) , Ψ I Irϕ (r,ϕ) = Ψ I Irϕ (r,−ϕ) . (3.168)
Die ersten beiden Symmetriebedingungen führen jeweils zur Schlussfolgerung, dass
Ψ I Ir r (r,ϕ) = −Ψ I Ir r (r,−ϕ) , Ψ I Iϕϕ (r,ϕ) = −Ψ I Iϕϕ (r,−ϕ) =⇒ C (0)Ψ ,D(0)Ψ = 0 . (3.169)
Die Forderung, dass die Winkelfunktion Ψ(0)rϕ eine gerade Funktion des Winkels ϕ sein muss, liefert
keine zusätze Information, da gerade Funktionen konstante Terme enthalten dürfen. Betrachten wir die
Randbedingung (3.146) beziehungsweise (3.147) und setzen die Verläufe aus den Gleichungen (3.160)









(ϕ = ±pi) =⇒ G(0)Ψ = 0 . (3.170)






































E(0)Ψ ± 12 F
(0)
Ψ . (3.172)
Zusammen mit der Folgerung E(0)Ψ = −F (0)Ψ ergeben sich somit die folgenden Verläufe für Modus II:
































































Der Verlauf eines allgemeinen Belastungsfalls ergibt sich unter Vernachlässigung der Torsionsbelastung





i j . Die Integrationskonstanten ordnen wir gemäß der Symmetriebedingungen (3.28) bzw. (3.32)








Ψ,I I := E
(0)
Ψ :











































































































Tabelle 3.7.: Mikrodehnungswinkelfunktionen nullter Ordnung
3.6.2 Mikrodehnungswinkelfunktionen erster Ordnung




























− 3Ψ(1)rϕ , (3.181)
























(ϕ = ±pi) . (3.184)
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Durch Addition der ersten beiden Differentialgleichungen (3.179) und (3.180) gewinnen wir wieder













=⇒ Ψ(1)r r +Ψ(1)ϕϕ (ϕ) = A(1)Ψ cosϕ + B(1)Ψ sinϕ . (3.185)
Analog zur Vorgehensweise bei der Bestimmung der Mikrodehnungswinkelfunktionen nullter Ordnung







(±pi) = −A(1)Ψ sin [±pi] + B(1)Ψ cos [±pi] =⇒ B(1)Ψ = 0 . (3.186)
Auch das weitere Vorgehen ist analog zur Situation der nullten Ordnung. Wir subtrahieren die beiden













− 3 Ψ(1)r r −Ψ(1)ϕϕ . (3.187)











































Erweitern auf die Summe Ψ(1)r r + Ψ
(1)
ϕϕ und normieren auf die höchste auftretende Ableitung liefert mit













+ 9Ψ(1)ϕϕ . (3.192)
Die allgemeine Lösung dieser Differentialgleichung ist einfach bestimmbar und lautet
Ψ(1)ϕϕ (ϕ) = C
(1)
Ψ cosϕ + D
(1)
Ψ cos [3ϕ] + E
(1)
Ψ sinϕ + F
(1)
Ψ sin [3ϕ] . (3.193)
Zusammen mit den Gln. (3.185) und (3.186) erhalten wir
Ψ(1)r r (ϕ) =

A(1)Ψ − C (1)Ψ

cosϕ − D(1)Ψ cos [3ϕ]− E(1)Ψ sinϕ − F (1)Ψ sin [3ϕ] . (3.194)
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Analog der Situation bei der Bestimmung der Winkelfunktionen nullter Ordnung erhalten wir die dritte
Winkelfunktion aus Gleichung (3.187) zu
Ψ(1)rϕ (ϕ) = −12

A(1)Ψ − 2C (1)Ψ

sinϕ + D(1)Ψ sin [3ϕ]− E(1)Ψ cosϕ − F (1)Ψ cos [3ϕ] + G(1)Ψ . (3.195)
Wir können auch hier nicht genügend Randbedingungen formulieren und müssen daher die Symmetrie-
bedingungen in einer Fallunterscheidung für Modus I und Modus II berücksichtigen.
Symmetriebedingungen von Modus I
Die Symmetriebedingungen von Modus I für die Terme erster Ordnung lauten nach Gleichung (3.28):
Ψ Ir r (r,ϕ) = Ψ
I
r r (r,−ϕ) , Ψ Iϕϕ (r,ϕ) = Ψ Iϕϕ (r,−ϕ) , Ψ Irϕ (r,ϕ) = −Ψ Irϕ (r,−ϕ) . (3.196)
Die ersten beiden Forderungen liefern uns wieder jeweils die selben Informationen:
Ψ Ir r (r,ϕ) = Ψ
I
r r (r,−ϕ) , Ψ Iϕϕ (r,ϕ) = Ψ Iϕϕ (r,−ϕ) =⇒ E(1)Ψ , F (1)Ψ = 0 . (3.197)
Entsprechend liefert die dritte Symmetriebedingung folgende Integrationskonstante:
Ψ Irϕ (r,ϕ) = −Ψ Irϕ (r,−ϕ) =⇒ G(1)Ψ = 0 . (3.198)
Die ersten beiden Randbedingungen (3.182) und (3.183) sind in diesem Fall identisch erfüllt. Die dritte


















A(1)Ψ − 2C (1)Ψ

cos [±pi] + (3− 2) D(1)Ψ cos [±3pi] . (3.200)




A(1)Ψ − 2C (1)Ψ








Die entsprechenden Mikrodehnungswinkelfunktionen erster Ordnung für Modus I lauten
Ψ I ,(1)r r (ϕ) =
1
2
A(1)Ψ cosϕ − D(1)Ψ

cosϕ + cos [3ϕ]

, (3.202)
Ψ I ,(1)ϕϕ (ϕ) =
1
2




cosϕ + cos [3ϕ]

, (3.203)








Symmetriebedingungen von Modus II
Die Symmetriebedingungen von Modus II ergeben sich erneut aus Gleichung (3.28):
Ψ I Ir r (r,ϕ) = −Ψ I Ir r (r,−ϕ) , Ψ I Iϕϕ (r,ϕ) = −Ψ I Iϕϕ (r,−ϕ) , Ψ I Irϕ (r,ϕ) = Ψ I Irϕ (r,−ϕ) . (3.205)
Die ersten beiden Symmetriebedingungen implizieren in diesem Fall
Ψ I Iϕϕ (r,ϕ) = −Ψ I Iϕϕ (r,−ϕ) =⇒ C (1)Ψ ,D(1)Ψ = 0 , (3.206)
Ψ I Ir r (r,ϕ) = −Ψ I Ir r (r,−ϕ) =⇒ A(1)Ψ = 0 . (3.207)
Die dritte Randbedingung (3.184) wird identisch erfüllt. Die beiden ersten Randbedingungen (3.182)









(ϕ = ±pi) = −  ∂ϕΨ(1)r r − 2Ψ(1)rϕ  (ϕ = ±pi) (3.208)
= (1− 2) E(1)Ψ cos [±pi] + (3− 2) F (1)Ψ cos [±3pi] + 2G(0)Ψ . (3.209)





F (1)Ψ − E(1)Ψ

. (3.210)
Die daraus resultierenden Mikrodehnungswinkelfunktionen erster Ordnung für Modus II lauten:
Ψ I I ,(1)ϕϕ (ϕ) = −Ψ I I ,(1)r r (ϕ) = E(1)Ψ sinϕ + F (1)Ψ sin [3ϕ] , (3.211)

















i j liefert zusammen mit den Definitionen AΨ,I := A
(1)
Ψ ,DΨ,I := D
(1)
Ψ ,
EΨ,I I := E
(1)
Ψ und FΨ,I I := F
(1)
Ψ gemäß der Symmetriebedingungen (3.28) beziehungsweise (3.32) :
Ψ(1)r r (ϕ) =
1
2
A(1)Ψ,I cosϕ − D(1)Ψ,I

cosϕ + cos [3ϕ]









cosϕ + cos [3ϕ]

+ E(1)Ψ,I I sinϕ + F
(1)
Ψ,I I sin [3ϕ] , (3.214)



















Tabelle 3.8.: Mikrodehnungswinkelfunktionen erster Ordnung
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3.7 Diskussion der Hyperspannungswinkelfunktionen
Wir betrachten die asymptotischen Ansätze im Zusammenhang mit dem Materialgesetz (2.71)3:





2 (s−1)µ(s)i jk (ϕ) . (3.216)
Die nicht–verschwindenden Komponenten der Hyperspannung µ lauten:
µr r r = c1 c3













µrϕϕ = c1 c3













µrzz = c1 c3


















µϕr r = c1 c3









− 2ΨrϕCr r r r +  ∂ϕΨϕϕ+ 2ΨrϕCϕϕr r , (3.221)
µϕϕϕ = c1 c3









− 2ΨrϕCr rϕϕ +  ∂ϕΨϕϕ+ 2ΨrϕCϕϕϕϕ , (3.222)
µϕzz = c1 c3









− 2ΨrϕCr rzz +  ∂ϕΨϕϕ+ 2ΨrϕCϕϕzz , (3.223)
µϕrϕ = c1 c3

















Setzen wir hier die Komponenten Cαβγδ des klassischen Elastizitätstensors ein, so erhalten wir
µr r r = c1 c3






µrϕϕ = c1 c3

































































Daraus ergeben sich nach Einsetzen der asymptotischen Entwicklungen die Darstellungen









(λL + 2µL) Ψ
(k)















































































































Somit definieren wir die entsprechenden Hyperspannungswinkelfunktionen µ(k)i jk k–ter Ordnung durch
µ(k)r r r :=
1
2







































µ(k)r rϕ := c1 c3 (k+ 1)µL Ψ
(k)
rϕ , (3.244)













− 2Ψ(k)rϕ  , (3.245)



































3.7.1 Hyperspannungswinkelfunktionen nullter Ordnung
Bevor wir die Hyperspannungswinkelfunktionen µ(0)
ϕ jk nullter Ordnung bestimmen, geben wir zuerst die
in den Gleichungen (3.241) – (3.248) auftretenden Terme der Summe, Differenz sowie der Ableitungen





























































































































































































































































































Die Hyperspannungswinkelfunktionen µ(0)r jk nullter Ordnung ergeben sich also zu










































































































































































































































































Tabelle 3.9.: Hyperspannungswinkelfunktionen nullter Ordnung
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3.7.2 Hyperspannungswinkelfunktionen erster Ordnung












sinϕ + 3 sin [3ϕ]








A(1)Ψ,I sinϕ − D(1)Ψ,I

sinϕ + 3 sin [3ϕ]

+ E(1)Ψ,I I cosϕ + 3 F
(1)







cosϕ + 3 cos [3ϕ]

+ E(1)Ψ,I I sinϕ + 3 F
(1)
Ψ,I I sin [3ϕ] . (3.266)
Die entsprechenden Hyperspannungswinkelfunktionen erster Ordnung µ(1)r jk lauten somit




Ψ,I cosϕ − 2µL D(1)Ψ,I

cosϕ + cos [3ϕ]

− 2µL E(1)Ψ,I I sinϕ























µ(1)rzz = c1 c3λL A
(1)
Ψ,I cosϕ , (3.269)




















µ(1)ϕr r = c1 c3

− (λL +µL) A(1)Ψ sinϕ − 2µL D(1)Ψ







− 2µL F (1)Ψ 1+ cos [3ϕ] , (3.271)
µ(1)ϕϕϕ = c1 c3

− (λL +µL) A(1)Ψ sinϕ + 2µL D(1)Ψ














µ(1)ϕzz = −c1 c3λL A(1)Ψ,I sinϕ , (3.273)




cosϕ − cos [3ϕ]+ E(1)Ψ,I I sinϕ − F (1)Ψ,I I sin [3ϕ] . (3.274)
Tabelle 3.10.: Hyperspannungswinkelfunktionen erster Ordnung
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3.8 Alternative und äquivalente Bestimmung der Rissspitzennahfelder
Wir haben die CAUCHYsche Spannung Σ aus den entsprechenden Gleichgewichtsbedingungen bestimmt.
Weiter haben wir die nicht–klassische Mikrodehnung Ψ aus der HELMHOLTZ–Gleichung gewonnen und
diese anschließend verwendet, um die Hyperspannung µ zu bestimmen. Da die bisher angegebene
Herangehensweise der analytischen Diskussion sehr aufwändig und fehleranfällig ist, verwenden wir
zusätzlich einen alternativen und äquivalenten Lösungsweg zur Verifizierung der bisher gewonnenen
Rissspitzennahfelder. Die Hyperspannung µ lässt sich auch direkt aus Gleichgewichtsbedingung (2.51)2
bestimmen, um anschließend daraus die Mikrodehnung Ψ zu gewinnen. Es ist bei diesem Lösungsweg
auch nötig, die Felder durch einen Potenzreihenansatz nach WILLIAMS [41] zu approximieren. Wenn wir
wiederum davon ausgehen, dass die führende Potenz der Freiheitsgrade p = 12 ist, so wählen wir für die
Hyperspannung µ und die relative Spannung τ die folgenden Ansätze:










2 (s−1)µ(s)i jk (ϕ) . (3.275)
Wir erkennen eine analoge Situation wie bei der HELMHOLTZ–Gleichung: Erst ab der zweiten Ordnung
tritt eine Kopplung der Hyperspannung µ mit der relativen Spannung τ auf, da die Hyperspannung µ
und die relative Spannung τ in Gleichgewichtsbedingung (2.51)2 unterschiedliche Ableitungsordnungen
besitzen. Das bedeutet, dass die Differentialgleichungssysteme der beiden führenden Ordnungen nur in
den Winkelfunktionen der Hyperspannung µ formuliert sein werden. Die physikalischen Komponenten
der Divergenz der Hyperspannung µ entnehmen wir Tabelle A.7 aus Kapitel A.8 und erhalten








µr r r −µϕϕr −µϕrϕ

+τr r , (3.276)































µr rϕ −µϕϕϕ +µϕr r

+τrϕ , (3.278)







µrzz +τzz . (3.279)
Dieses Gleichungssystem ergibt ein, wie wir noch sehen werden, unterbestimmtes Gleichungssystem aus
vier Gleichungen für sieben unbekannte Winkelfunktionen. Die fehlenden Gleichungen werden durch








 ⇐⇒ 0 = ∂r∂ϕΨi j− ∂ϕ∂rΨi j . (3.280)
Die ersten partiellen Ableitungen ∂iΨ jk der Mikrodehnungen Ψi j lassen sich durch die in Tabelle A.1 in
Kapitel A.2 angebenen Komponenten (∇Ψ)i jk des Gradienten ∇Ψ der Mikrodehnung Ψ ausdrücken.
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Die Bedingung (3.280) für die physikalischen Komponenten Ψr r ,Ψϕϕ beziehungsweise Ψrϕ können wir












− ∂r∂ϕΨrϕ = ∂ϕ(∇Ψ)r rϕ− ∂rr (∇Ψ)ϕrϕ− (∇Ψ)rϕϕ + (∇Ψ)r r r . (3.283)
Die drei fehlenden Gleichungen zur Bestimmung der physikalischen Komponenten µi jk ergeben sich
durch Einsetzen des invertierten Materialgesetzes (2.71)3:
∇Ψ = 1
c1 c3
µ : C−1 , C−1 = 1
2µL

1S − λL3λL + 2µL 1⊗ 1

. (3.284)
Somit ergeben sich die folgenden physikalischen Komponenten von ∇Ψ:
(∇Ψ)i jk = 12µL c1 c3

µi jk − λL3λL + 2µL µimmδ jk

. (3.285)
Die in den Gleichungen (3.281) – (3.283) auftretenden physikalischen Komponenten lauten:
(∇Ψ)r r r = 12 c1 c3µL

µr r r − λL3λL + 2µL

µr r r +µrϕϕ +µrzz

, (3.286)
(∇Ψ)rϕϕ = 12 c1 c3µL

µrϕϕ − λL3λL + 2µL

µr r r +µrϕϕ +µrzz

, (3.287)
(∇Ψ)r rϕ = 12 c1 c3µL µr rϕ , (3.288)
(∇Ψ)ϕr r = 12 c1 c3µL

µϕr r − λL3λL + 2µL

µϕr r +µϕϕϕ +µϕzz

, (3.289)
(∇Ψ)ϕϕϕ = 12 c1 c3µL

µϕϕϕ − λL3λL + 2µL

µϕr r +µϕϕϕ +µϕzz

, (3.290)
(∇Ψ)ϕrϕ = 12 c1 c3µL µϕrϕ . (3.291)
Weiter können wir die physikalischen Komponenten µizz durch folgende Überlegung eliminieren:






Setzen wir die Gleichungen (3.286) – (3.292) in die Gleichungen (3.281) – (3.283) ein, so erhalten wir










































− r  ∂rµϕrϕ+µr r r −µrϕϕ −µϕrϕ . (3.295)
Verwenden wir nun den asymptotischen Ansatz (3.275) für die Hyperspannung µ einerseits in den
Gleichgewichtsbedingungen (3.276) – (3.279) und andererseits in den Gleichungen (3.286) – (3.291),
so folgt nach längeren Umrechnungen für die Hyperspannungswinkelfunktionen nullter Ordnung µ(0)i jk:





− 4µ(0)ϕrϕ , (3.296)






+ 4µ(0)ϕrϕ , (3.297)





− 2µ(0)ϕϕϕ + 2µ(0)ϕr r , (3.298)






































− 2  ∂ϕµ(0)r r r−µ(0)ϕϕϕ +µ(0)ϕr r + 8µ(0)r rϕ . (3.302)
Wir gewinnen ein Gleichungssystem für die beiden Winkelfunktionen µ(0)ϕr r und µ
(0)
ϕϕϕ, indem wir jeweils






rϕr durch die Gleichungen (3.296), (3.297),
(3.300) beziehungsweise Gleichung (3.302) eliminieren. Dieses Gleichungssystem lässt sich auf eine
einzelne Differentialgleichung für die Winkelfunktion µ(0)ϕϕϕ reduzieren, deren Lösung wir dann sukzes-

















Der Aufbau dieser inhomogenen Differentialgleichung vierter Ordnung mit konstanten Koeffizienten ist
analog zu Gleichung (3.157) und führt auf die gleichen Lösungen der Hyperspannungwinkelfunktionen
nullter Ordnung µ(0)i jk und Mikrodehnungen Ψ
(0)
i j , wie wir sie in Kapitel 3.7 und in Kapitel 3.6 angegeben
haben. Auf eine Skizzierung der Bestimmung der Hyperspannungswinkelfunktionen erster Ordnung auf
diesem alternativen und äquivalenten Weg verzichten wir an dieser Stelle, da diese ebenfalls zu den
bereits angegebenen Ergebnissen führt.
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3.9 Spannungsintensitätsfaktoren
Die nach einer asymptotischen Entwicklung unbestimmt bleibenden Integrationskonstanten haben bei
linearen Elastizitätstheorien einen direkten Bezug zu den sogenannten Spannungsintensitätsfaktoren. In
Anlehnung an die asymptotische Entwicklung ergibt es Sinn, einen Grenzwert r → 0 zu betrachten. Im








i j (ϕ) . (3.304)
Die Winkelfunktionen f αi j spielen hierbei eine zentrale Rolle. Diese Grenzwertbetrachtung in Richtung
der Rissspitze wird klassischerweise durch folgende Bedingungen normiert:
f Iϕϕ (ϕ = 0) ≡ 1 , f I Irϕ (ϕ = 0) ≡ 1 . (3.305)
Die klassischen Verläufe der Spannungen (siehe GROSS [19]) motivieren die Grenzwertbetrachtung der
für den entsprechenden Modus charakteristischen Spannung zur Definition der klassischen Spannungs-
intensitätsfaktoren KI und KI I . Modus I wird durch die Umfangsspannung Σϕϕ und Modus II durch die
Schubspannung Σrϕ charakterisiert, daher ergeben sich folgende Definitionen:
KI := limr→0
p
2pi rΣϕϕ (r,ϕ = 0)

, KI I := limr→0
p
2pi rΣrϕ (r,ϕ = 0)

. (3.306)
Die Spannungsintensitätsfaktoren KI und KI I bestimmen sich also aus den Vorfaktoren der führenden
Terme einer asymptotischen Entwicklung. Um in unserem Fall verallgemeinerte Spannungsintensitäts-
faktoren zu definieren, stellen wir eine ähnliche Überlegung an und nutzen die Normierung (3.305)
weiter. Die folgenden beiden Grenzwerte definieren verallgemeinerte Spannungsintensitätsfaktoren K˜I
beziehungsweise K˜I I des Modus I beziehungsweise I I :
K˜I := limr→0
p




2piΣ(0)ϕϕ (ϕ = 0) , (3.307)
K˜I I := limr→0
p




2piΣ(0)rϕ (ϕ = 0) . (3.308)
Wir nutzen also die gleiche Form wie die klassischen Spannungsintensitätsfaktoren, jedoch mit einer
nicht–klassischen CAUCHYschen Spannung Σ. Einsetzen der Winkelfunktion Σ(0)ϕϕ aus Gleichung (3.126)









B(0)Σ,I I . (3.309)
Im Gegensatz zu anderen erweiterten Theorien (siehe zum Beispiel ELSÄSSER [10]), sind diese von den
Materialparametern unabhängig und entsprechen vollkommen der klassischen linearen Bruchmechanik.
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3.10 Hyperspannungsintensitätsfaktoren
Wir definieren für Modus I den Intensitätsfaktor L˜I analog dem Spannungsintensitätsfaktor K˜I . Daher








i jk (ϕ) , g
I
ϕrϕ (ϕ = 0) ≡ 1 . (3.310)
Somit erhalten wir die Definition des Hyperspannungsintensitätsfaktors L˜I ,
L˜I := limr→0
p




2piµ(0)ϕrϕ (ϕ = 0) = −2
p
2pi c1 c3µL C
(0)
Ψ,I . (3.311)
Für Modus I I ist die Situation komplexer. In der klassischen Bruchmechanik gewinnen wir auch für eine
Modus–I I–Belastung nur einen Intensitätsfaktor. Die Hyperspannungswinkelfunktionen nullter Ordnung
in Tabelle 3.9 enthalten allerdings noch zwei unbestimmte Integrationskonstanten B(0)Ψ,I I und E
(0)
Ψ,I I . Daher












g I Ii jk
(−)
(3.312)
zusammen mit den beiden Normierungen

g I Iϕr r
(+)
(ϕ = 0) =

g I Iϕr r
(−)
(ϕ = 0) ≡ 1 . (3.313)
Um die beiden verbleibenden Integrationskonstanten zu separieren, müssen wir die Summe beziehungs-
weise Differenz der zwei Hyperspannungen µϕr r und µϕϕϕ betrachten. Wir kennzeichnen die daraus






















(ϕ = 0) , (3.314)














(ϕ = 0) . (3.315)





c1 c3 (λL +µL) B
(0)
Ψ,I I , (3.316)
L˜(−)I I = 2
p
2pi c1 c3µL E
(0)
Ψ,I I . (3.317)
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Auch für die Hyperspannungswinkelfunktionen erster Ordnung ist die Situation komplexer als in der






















= −2 c1 c3µL D(1)Ψ,I , (3.319)









= −2 c1 c3µL E(1)Ψ,I I , (3.320)









= −2 c1 c3µL F (1)Ψ,I I . (3.321)
3.11 Zusammenfassung
Zum Abschluss dieses Kapitels wollen wir die Lösungen der Differentialgleichungssysteme verschiedener
Ordnung noch zusammenführen und die Gesamtverläufe der wichtigsten Größen der in dieser Arbeit
vorgestellten Theorie angeben. Wir beginnen mit der CAUCHYschen Spannung Σ. Die Winkelfunktionen
nullter und erster Ordnung, die in den beiden Tabellen 3.5 und 3.6 angegebenen sind, entsprechen den
aus der klassischen Elastizität bekannten Verläufen. Vergleiche hierzu die Arbeiten von HELLAN [22] sowie
KIM UND PAULINO [27]. Das bedeutet insbesondere, dass obwohl wir eine verallgemeinerte CAUCHYsche
Spannung Σ verwenden, alle in der Literatur bekannten Eigenschaften der Spannungsverläufe trotzdem
weiterhin gelten! Setzen wir die Winkelfunktionen aus Abschnitt (3.5) zusammen mit den Spannungs-
































































Tabelle 3.11.: Spannungen des Nahfeldes der Rissspitze für Modus I und Modus I I
Die Spannungskoeffizienten K˜I , k˜I beziehungsweise K˜I I charakterisieren bei einer sogenannten „mixed–
mode–Belastung“ den jeweiligen Einfluss des Modus I beziehungsweise des Modus I I .
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Als weitere Lösung haben wir die Winkelfunktionen nullter und erster Ordnung der Mikrodehnungen Ψi j
gewonnen, die in den Tabellen 3.7 und 3.8 angegeben sind. Die unterschiedlichen Anteile dieses nicht–
klassischen Feldes lassen sich zwar ebenfalls in Modus–I– sowie Modus–I I–Anteile zerlegen, es existieren
jedoch für die Terme nullter Ordnung drei Koeffizienten L˜I , L˜
(+)
I I und L˜
(−)
I I die den Intensitätsfaktoren für
die Hyperspannung µ entsprechen. Für die Terme erster Ordnung existieren sogar vier Koeffizienten l˜αI
und l˜(±)I I , die den Termen erster Ordnung der Hyperspannung µ zuzordnen sind (vergleiche Tabelle 3.13).
Zusätzlich zu den in der folgenden Tabelle aufgeführten sieben verschiedenen Koeffizienten existieren
für die Mikrodehnungen Ψi j konstante Anteile, die für derartige Modelle neu sind. Allerdings bleiben
die Mikrodehnungen Ψi j regulär. Die Winkelfunktionen aus Abschnitt (3.6) in Kombination mit den
Koeffizienten aus Abschnitt 3.10 ergeben für den Potenzreihenansatz (3.35)2 die in der folgenden Tabelle
zusammengefassten Verläufe.
 Ψr r − Ψ¯r rΨϕϕ − Ψ¯ϕϕ
Ψrϕ − Ψ¯rϕ








− cos  52 ϕ
− cos  32 ϕ+ cos  52 ϕ






















− sin  52 ϕ





















 cosϕ + cos (3ϕ)− cosϕ − cos (3ϕ)
− sinϕ − sin (3ϕ)









 sin (3ϕ)− sin (3ϕ)
















Tabelle 3.12.: Mikrodehnungen des Nahfeldes der Rissspitze für Modus I und Modus I I
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Aus der Mikrodehnung Ψ haben wir anschließend durch Bildung des Gradienten die Hyperspannung µ
gewonnen, die analog zu der CAUCHYschen Spannung Σ eine 1pr –Singularität aufweist. Im Gegensatz
zu mikropolaren Theorien, wie sie beispielsweise in ELSÄSSER [10] untersucht wurde, sind sogar beide
Modi singulär. Die Winkelfunktionen nullter Ordnung besitzen eine komplexere Struktur als bei mikro-
polaren Theorien, die lediglich eine Abhängigkeit der Sinus– oder Kosinusfunktion des halben Winkels
aufweisen. Einen weiteren Unterschied zu mikropolaren Theorien erkennen wir in den Termen erster
Ordnung, die sogenannten konstanten Terme. So gibt es konstante Terme in der mikropolaren Theorie
nur für Modus I I , wohingegen das im Rahmen dieser Arbeit untersuchte Modell eine Hyperspannung µ
mit konstanten Termen sowohl für Modus I als auch für Modus I I beinhaltet. Weiter existieren für
beide Modi jeweils zwei Koeffizienten in den konstanten Termen. Deren zugehörige Winkelfunktionen
erster Ordnung weisen auch eine komplexere Struktur als bei mikropolaren Theorien auf, bei denen
diese nur aus einem einzigen Sinus– beziehungsweise Kosinusterm bestehen. Setzen wir die in den
Tabellen 3.9 und 3.10 angegebenen Winkelfunktionen in den entsprechenden Potenzreihenansatz aus



















− cos  52 ϕ
− cos  32 ϕ+ cos  52 ϕ


































− sin  52 ϕ











− cos  32 ϕ− cos  52 ϕ
























cosϕ + cos (3ϕ)
− cosϕ − cos (3ϕ)
− sinϕ − sin (3ϕ)
sinϕ − sin (3ϕ)
− sinϕ + sin (3ϕ)

















































Tabelle 3.13.: Hyperspannungen des Nahfeldes der Risspitze für Modus I und Modus I I
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Zum Abschluss dieses Kapitels geben wir noch die aus den CAUCHYschen Spannungen Σi j sowie den
Mikrodehnungen Ψi j bestimmbaren Dehnungen "i j an. Aus diesen gewinnen wir durch Inversion der
Kinematik weiter die Verschiebungen ui vollkommen analog zur klassischen linearen Bruchmechanik:
ur =
∫
"r rdr , uϕ =
∫ 
ur + r "ϕϕ

dϕ . (3.325)






















































































































Tabelle 3.14.: Dehnungen und Verschiebungen des Nahfeldes der Rissspitze für Modus I und Modus I I
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4 Numerische Diskussion von
Rissspitzenfeldern
Das Hauptziel dieses Kapitels ist einige Probleme mit unterschiedlichen Risskonfigurationen mittels der
Finite–Elemente–Methode zu berechnen und zu analysieren. Zu Beginn wird die Implementierung des
Modells in einem Finite–Elemente–Code skizziert. Als erstes Problem diskutieren wir dann eine gelochte
Platte unter Zugbelastung. Dieses klassische Problem ist in der Literatur gut untersucht und verstanden
und wir können daher ein erstes Mal die Güte des implementierten Finite–Elemente–Codes überprüfen.
Ein Vergleich mit den in der Literatur bekannten Ergebnissen erlaubt uns zusätzlich, einen Eindruck
des Einflusses der verschiedenen Materialparameter auf das Verhalten der Lösungen zu gewinnen. Das
zweite Problem bezieht sich auf einen Riss in einem homogenen elastischen Material unter entweder
einer reinen Modus–I– oder unter einer reinen Modus–I I–Belastung. Einerseits können wir durch einen
Vergleich der numerischen Ergebnisse mit den analytisch gewonnenen Verläufen die Güte der Finite–
Elemente–Modellierung weiter verifizieren. Andererseits ermöglichen sie die Bestimmung der analytisch
nicht bestimmbaren Intensitätsfaktoren für die CAUCHYsche Spannung Σ und die Hyperspannung µ. Der
Einfluss der Materialeigenschaften auf die Nahfelder kann insbesondere durch Parameterstudien unter-
sucht werden.
Darüber hinaus wird ein weiteres Beispiel mit einem Riss in einem Zweistoffverbund diskutiert. Der
Riss ist parallel zur Trennschicht der beiden Materialien und wird einer Zugbelastung senkrecht zur
Trennschicht unterworfen. Unter anderem wird der Einfluss des Abstandes des Risses zur Trennschicht
sowie der Einfluss der Materialparameter auf die Intensitätsfaktoren diskutiert. Das besondere in diesem
Beispiel ist, dass eine charakteristische Strukturlänge mit einbezogen wird, die vergleichbar zu inneren
Materiallängen sein kann. Daher ist der Vergleich mit Ergebnissen der klassischen linearen Bruchmecha-
nik von Interesse.
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4.1 Herleitung der Grundgleichungen der Finite–Elemente–Methode
Das Modell, das wir in Tabelle 2.1 zusammengefasst haben, bildet die Basis der starken Formulierung
eines Randwertproblems. Um ein vollständiges Randwertproblem zu erhalten, müssen wir noch zu den
Gleichgewichtsbedingungen passende Randbedingungen formulieren. Ein solches Randwertproblem in
der starken Formulierung ist im Allgemeinen nicht mehr analytisch untersuchbar. Einzig für einfache
Standardbeispiele ist dies möglich. Daher leiten wir in diesem Abschnitt die grundlegenden Gleichungen
der numerischen Modellierung des Randwertproblems mittels der Finite–Elemente–Methode her.
Oft wird die starke Formulierung des Randwertproblems in eine variationelle Formulierung transformiert
oder direkt ein entsprechendes variationelles Prinzip wie beispielsweise das Prinzip der virtuellen Arbeit
betrachtet. An die Lösungsfelder einer schwachen Formulierung werden geringere Differenzierbarkeits-
anforderungen gestellt. Eine gängige Lösungsstrategie einer schwachen Formulierung eines Randwert-
problems stellt die sogenannte Finite–Elemente–Methode dar. Dieses Verfahren zur Bestimmung einer
Näherungslösung nutzt das Lösungskonzept „Divide & conquer“: Wir unterteilen das Lösungsgebiet in
disjunkte, abgeschlossene Teilgebiete, die finiten Elemente, die das Lösungsgebiet approximieren. Für
jedes finite Element wird dann die Elementsteifigkeit sowie der Elementlastvektor aufgestellt und in ein
Gesamtgleichungssystem assembliert.
Eine numerische Untersuchung mittels der Finite–Elemente–Methode beinhaltet schematisch folgende
vier Schritte (siehe auch ZIENKIEWICZ [43], [44], HUGHES [25], BATHE [6] oder WRIGGERS [42]):
1. Aufstellen der Variationsformulierung des Gleichungssystems,
2. Linearisieren der Variationsformulierung,
3. Diskretisieren des Integrationsgebietes,
4. Assemblieren der Elementgleichungssysteme in ein Gesamtgleichungssystem.
Da die in dieser Arbeit formulierte Theorie linear ist, entfällt Schritt 2. Wir wollen keine eigene FE–
Software entwickeln und setzen daher die vorgestellte Theorie in der numerischen Software „FEAP“ um
(siehe FEAP–Manual [18]). FEAP stellt eigene Routinen zur Verfügung, die den aufwändigsten Schritt,
die Assemblierung des Gesamtgleichungssystems, übernehmen. Wir müssen lediglich die Element-
steifigkeitsmatrix sowie den Elementlastvektor in einem sogenannten Userelement implementieren.
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4.1.1 Variationsformulierung der Gleichgewichtsbedingungen
Das Randwertproblem besteht aus den Gleichgewichtsbedingungen (2.69), der Kinematik (2.68) und
den Materialgesetzen (2.71). Für Erstere müssen wir noch Randbedingungen formulieren. Hierzu teilen
wir je nach Problemstellung die Oberfläche ∂R disjunkt in zwei Teiloberflächen, für die wir entweder
Verschiebungs– oder Spannungsrandbedingungen fordern:
u = u0 auf ∂Ru , t = t 0 auf ∂R t , ∂R = ∂Ru ∪ ∂R t , ∂Ru ∩ ∂R t = ; . (4.1)
Analog teilen wir für die Randbedingungen der Hyperspannungsbilanz die Oberfläche ∂R disjunkt in
zwei Teiloberflächen, für die wir Mikrodehnungs– oder Hyperspannungsrandbedingungen fordern:
Ψ = Ψ0 auf ∂RΨ , Λ = Λ0 auf ∂RΛ , ∂R = ∂RΨ ∪ ∂RΛ , ∂RΨ ∩ ∂RΛ = ; . (4.2)
Wir haben in Kapitel 2.6 bereits gesehen, dass die Erfüllung dieses Randwertproblems äquivalent zur
Erfüllung des Prinzips der virtuellen Arbeit ist. Zusammen mit der Darstellung (2.46) der virtuellen
Arbeit der inneren Kräfte δWi beziehungsweise der Darstellung (2.49) der virtuellen Arbeit der äußeren




∇ [δu] : Σ (",Ψ) dv+
∫
R
δΨ : τ (",Ψ) dv+
∫
R




δu · t da−
∫
∂R
δΨ : Λda .
(4.3)
Die Lösungsfelder dieser variationellen Formulierung stammen aus dem SOBOLEV–Raum H 1, das heißt
bis zu den ersten partiellen Ableitungen sind diese quadrat–integrabel. Die Randbedingungen (4.1) und
(4.2) schränken die Wahl der Lösungsfelder und Variationsfelder zusätzlich ein (siehe REDDY [35]):
u ∈ S := {u | u ∈H 1 , u = u0 auf ∂Ru} , (4.4)
Ψ ∈ T := {Ψ | Ψ ∈H 1 , Ψ = Ψ0 auf ∂RΨ} , (4.5)
δu ∈ V := {δu | δu ∈H 1 , δu = 0 auf ∂Ru} , (4.6)
δΨ ∈W := {δΨ | δΨ ∈H 1 , δΨ = 0 auf ∂RΨ} . (4.7)
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4.1.2 Diskretisierung des Integrationsgebietes
Wie bereits erwähnt betrachten wir ein lineares Randwertproblem und müssen das zu Grunde liegende
Prinzip der virtuellen Arbeit (4.3) nicht mehr linearisieren, sondern können direkt zur Diskretisierung
des Integrationsgebietes übergehen. Bei der Diskretisierung nähern wir das IntegrationsgebietR , das aus
kontinuierlich verteilten Punkten x besteht, durch eine endliche Anzahl nel von finiten Elementen Re
an. Es darf weder Zwischenräume noch Überlappungen zwischen angrenzenden Elementen geben und
die Vereinigung aller finiten Elemente muss näherungsweise dem Integrationsgebiet entsprechen:




Die kontinuierlich verteilten Feldgrößen u und Ψ der finiten Elemente Re approximieren wir durch
diskrete Werte an ausgezeichneten Stellen, den Knoten. Die Menge aller Knoten mit Verschiebungs–
beziehungsweise Mikrodehnungsfreiheitsgrad definieren wir durch K u beziehungsweise K Ψ . Für jedes
finite ElementRe approximieren wir die Feldgrößen durch die Summe aller mit Formfunktionen N uA (x )
beziehungsweise NΨA (x ) gewichteten Knotenwerte u
A beziehungsweise Ψ A:
u (x ) ≈ uH (x ) := ∑
A∈K u
N uA (x ) u
A , Ψ (x ) ≈ ΨH (x ) := ∑
A∈K Ψ
NΨA (x ) Ψ
A . (4.9)
Die Approximationen der Lösungsfelder u beziehungsweise Ψ stammen aus endlich–dimensionalen
Funktionenräumen S H ,T H ,V H ,W H , die die unendlich–dimensionalen Funktionenräume S ,T ,V ,W
approximieren und durch die Formfunktionen N uA (x ) beziehungsweise N
Ψ
A (x ) aufgespannt werden. Die
Formfunktionen müssen beim Elementübergang problemabhängige Stetigkeitsanforderungen erfüllen.
Zusätzlich muss das Residuum der Näherungslösungen im integralen Mittel verschwinden (vergleiche
SCHWARZ [37]).
Im Allgemeinen können die Variationen δu und δΨ sowie die Lösungsfelder u und Ψ durch unter-
schiedliche Formfunktionen approximiert werden. Wir verwenden aber den isoparametrischen Ansatz,
bei dem für die Lösungsfelder und Variationen dieselben Formfunktionen verwendet werden:
δu (x ) ≈ δuH (x ) := ∑
B∈K u
N uB (x ) δu
B , δΨ (x ) ≈ δΨH (x ) := ∑
B∈K Ψ
NΨB (x ) δΨ
B . (4.10)
Im Folgenden verzichten wir der Übersichtlichkeit halber auf die Summenzeichen und nutzen auch für
die Summation der Knotenindizes die EINSTEINsche Summenkonvention. Die Knotenmenge, über die
summiert wird, erschließt sich aus dem Kontext. Der Knotenwert δuB oder δΨB verschwindet beispiels-
weise für alle Knoten B, für die wir Verschiebungsrandbedingungen (4.1) oder Mikrodehnungsrand-
bedingungen (4.2) fordern. Über diese muss an entsprechenden Stellen nicht summiert werden.
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Das Prinzip der virtuellen Arbeit (4.3) zusammen mit den Randbedingungen (4.1) und (4.2) bildet
die Grundlage des Gleichungssystems der Finite–Elemente–Methode. Setzen wir die beiden Rand-






∇ N uB (x ) δuB : Σdv+∫Re
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∇ NΨB (x ) δΨB ... µ dv−∫
∂R te

N uB (x ) δu
B












Setzen wir die Materialgesetze (2.71) für die CAUCHYsche Spannung Σ, die relative Spannung τ sowie
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∂RΛe
























NΨA (x ) Ψ
A










N uB (x ) δu
B
 · t 0 da−∫
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KΨuBA · uA+ KΨΨBA : ΨA− FΨB

. (4.15)
Hierbei haben wir die folgenden Elementsteifigkeiten KβαBA sowie Elementlastvektoren F
β
B identifiziert,
für die wir zwei mittels des GAUSSschen Integralsatz äquivalente Darstellungen angeben:
K uuBA := (1+ c3)
∫
Re
∇ N uB (x ) ·C · ∇ N uA (x ) dv , (4.16)















NΨB (x ) N
Ψ
A (x ) + c1





N uB (x ) t




NΨB (x ) Λ
0 da . (4.21)
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Da sowohl die Knotenwerte δuB als auch die Knotenwerte δΨB beliebig sind, müssen die Klammerterme











KΨuBA · uA+ KΨΨBA : ΨA− FΨB

. (4.22)
Wir wollen abschließend noch die Elementsteifigkeiten und Elementlastvektoren, wie bei Verwendung
der Finite–Elemente–Methode üblich, in kartesischen Koordinaten angeben. Diese Darstellung bietet den
Vorteil, nahezu unverändert in einem entsprechenden Finite–Elemente–Code implementierbar zu sein.
1. Elementsteifigkeitsmatrizen:























































N uB (x ) t
0




NΨB (x ) Λ
0
jk da . (4.28)
Tabelle 4.1.: Elemensteifigkeitsmatrizen und Elementlastvektoren der Finite–Elemente–Methode
77
4.2 Gelochte Scheibe
Der Einfluss der Werte der klassischen Materialparameter λL und µL ist ausführlich in der klassischen
linearen Elastizität untersucht. Dagegen ist über den Einfluss der nicht–klassischen Materialparameter c1
und c3 sehr wenig bekannt. Eine Ausnahme bildet die Arbeit von BRÖSE ET AL. [8], in der der Einfluss
von c1 und c3 auf Dispersionsrelationen und auf Verläufe infolge einer eindimensionalen dynamischen
Belastung diskutiert wird. Um einen Eindruck von dem Einfluss dieser Materialparameter in statischen
Belastungen zu gewinnen, bemerken wir zuerst im Zusammenhang mit den Materialgesetzen
Σ (",Ψ) = (1+ c3) " : C− c3Ψ : C , τ = c3 (Ψ − ") : C , µ = c1 c3∇Ψ : C , (4.29)
folgendes: Der Materialparameter c3 ist offenbar charakteristisch für die Abweichung vom klassischen
Fall. Beim Grenzübergang c3→ 0 nimmt die CAUCHYsche Spannung Σ die klassische Form Σ(klass) = " : C
an und sowohl die relative Spannung τ als auch die Hyperspannung µ verschwindet. Ferner beinhaltet
die Definition der Hyperspannung µ als einziges Materialgesetz sowohl den Gradienten∇Ψ als auch den
Materialparameter c1. Daher charakterisiert der Materialparameter c1 den Einfluss des Gradienten ∇Ψ.
Weiter gehen wir daran, eine gelochte Scheibe unter Zugbelastung numerisch zu untersuchen und daraus
Erkenntnisse über den Einfluss der Materialparameter zu gewinnen. Die zugehörige Geometrie ist in
Abbildung 4.1a skizziert. Speziell untersuchen wir eine gelochte Scheibe der Kantenlänge b = 5mm mit
einem Lochradius r = 0.25mm. Die Zugbelastung in Form einer vorgegebenen Verschiebung uy = 0.1mm
geben wir auf der Oberkante auf. Sowohl die Ober– als auch die Unterkante soll horizontal verschiebbar
sein. Um eine Starrkörperbeweung zu verhindern, wird zusätzlich der mittlere Knoten der Unterkante in
y–Richtung fixiert. Ferner sei die Unterkante horizontal sowie die Seitenkanten insgesamt unbelastet.
(a) Geometrie der gelochten Rechteckscheibe (b) Schematische Vernetzung der gelochten Scheibe
Abbildung 4.1.: Gelochte Rechteckscheibe
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Dieses Problems ist mit dem akademischen Sonderfall einer unendlich ausgedehnten Scheibe mit kreis-
rundem Loch vergleichbar, die mit einer einachsigen Zugspannung Σ0 im Unendlichen belastet wird.
Für die klassische Elastizität existieren geschlossene analytische Lösungen, die z. B. BECKER & GROSS [7]
diskutieren. Das Loch verursacht eine Abweichung der Spannungsverteilung der ungelochten Scheibe.
Die Umfangsspannung Σy y wird im Schnitt A — A am Lochrand maximal und nimmt dort den Wert 3Σ0
an. Diese klingt allerdings mit dem Abstand zum Lochrand sehr schnell auf den Wert Σ0 ab. Um die




aus der Umfangsspannung Σ∗y y am Lochrand und der Zugspannung Σ0 im Unendlichen definiert. Um
die Spannungserhöhung von k = 3 hinreichend gut abzubilden, muss für ein HOOKEsches Stoffgesetz der
Lochrand sehr fein vernetzt werden. So muss der Lochrand durch circa 720 Elemente vernetzt werden,
wohingegen für die Untersuchung mit dem in dieser Arbeit vorgestellten Modell eine Vernetzung mit
circa 72 finiten Elementen genügt, um eine hinreichend gute Approximation der Spannungserhöhung
zu erreichen. Die Knoten entlang der radialen Strahlen sind hierbei progressiv angeordnet, so dass wir
mit steigendem Radius quadratisch steigende Elementkantenlängen erhalten. Wir verwenden 180 finite
Elemente entlang jedes radialen Strahls (Abbildung 4.1b gibt die geometrische Situation schematisch
wieder).
Wir ermitteln den Wert des Quotienten
Σy y
Σ0
entlang des horizontalen Schnittes A — A zuerst für den
Grenzfall c3 → 0. Der Spannungskonzentrationsfaktor k = 3.14 ist höher als bei einer unendlich aus-




über dem Kerbabstand a := x − r aufgetragen. Für große Werte des
Materialparameters c3 fallen nahezu alle Verläufe zusammen. In Abbildung 4.2a ist repräsentativ der
Verlauf für c3 = 10 angegeben. Die Werte des Quotienten
Σy y
Σ0
sind nahe dem Loch größer als die ent-
sprechenden Werte im klassischen Fall, bis sich die Kurven bei a ≈ 0.3mm schneiden. Anschließend liegt
die Spannungserhöhung leicht unter dem klassischen Verlauf.
Abbildung 4.2b zeigt die numerischen Ergebnisse der Parameterstudie des Spannungskonzentrations-
faktors k über dem Materialparameter c1 aufgetragen. Als Scharparameter haben wir den Material-
parameter c3 verwendet, der die Abweichung von der klassischen Elastizität charakterisiert. Für sehr
kleine und sehr große Werte von c1 übt der Materialparameter c3 nur einen geringen Einfluss auf
den Verlauf des Spannungskonzentrationsfaktors k aus. Einen stärkeren Einfluss erkennen wir einzig
im mittleren Bereich c1 ∈ [10−6, 101]. Das Maximum der verschiedenen Kurven hat hierbei eine leichte
Verschiebung nach links hin zu kleineren Werten des Materialparameters c1.
Als Letztes skalieren wir sowohl die Geometrie als auch die zugehörigen Randbedingungen mit vier
verschiedene Faktoren n = 1,4,20,200. Wie wir an Abbildung 4.2c erkennen, ergeben sich qualitativ
identische Verläufe für alle Probengeometrien, die hin zu größeren Werten des Materialparameters c1
verschoben sind. In Abbildung 4.2d haben wir daher den Materialparameter c1 durch das Quadrat des
Skalierungsfaktors n normiert. Bei dieser Normierung liegen alle Kurven übereinander, was einerseits das



















(a) Verlauf der Umfangsspannung Σy y aufgetragen über






















































































(d) Variation des Quotienten c1/n2
Abbildung 4.2.: Ergebnisse der numerischen Untersuchung der gelochten Scheibe
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4.3 Randriss im homogenen Material
4.3.1 Finite–Elemente–Modellierung
In diesem Abschnitt diskutieren wir den in Abbildung 4.3a skizzierten Randriss senkrecht zur Oberfläche
eines homogenen Körpers. Das Materialverhalten des Körpers soll durch das im Rahmen dieser Arbeit
vorgestellte Modell beschrieben werden. Das mit der freien Software „Gmsh“ [17] erzeugte Netz aus
insgesamt 1040 achtknotigen Elementen mit reduzierter Integration ist in Abbildung 4.3b skizziert. Der
gesamte Körper ist ein Rechteck der Breite b = 11mm und Höhe 2h = 20mm mit einem a = 1mm
langen Riss, der senkrecht zur linken Kante auf halber Höhe in das Material hereinragt. Das Netz des
Körpers haben wir in verschiedene Regionen unterteilt und den Koordinatenursprung fixieren wir an der
Rissspitze. Insgesamt nutzen wir eine Vernetzung mit 14 Elementen entlang der Ober– und Unterkante
sowie mit 24 Elementen entlang der beiden Seitenkanten. Um die Rissspitze herum haben wir in einem
quadratischen Bereich mit der doppelten Risslänge als Kantenlänge sehr fein vernetzt. Diesen Bereich
vernetzen wir mit 16 radialen Streifen, die jeweils aus 10 Elementen bestehen. Bei sinkendem Abstand
zur Rissspitze werden die Kantenlängen der Elemente progressiv kleiner. Weiter gehen wir analog zu den
analytischen Lösungen aus Kapitel 3 von einem ebenenen Verzerrungszustand aus.
(a) Geometrie (b) Vernetzung
Abbildung 4.3.: Randriss in einem homogenen Material
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Die numerische Simulation eines mikromorphen Kontinuums ist im Vergleich zu einem rein elastischen
Kontinuum deutlich empfindlicher bezüglich der Vernetzung. Aus diesem Grund wird die Vernetzung
in Rissspitzennähe extrem verfeinert, so dass das Verhältnis der Kantenlänge l der Elemente direkt an
der Risspitze und der Breite b des Modells bei lb ≈ 10−9 liegt. Weiter spielt die Art der Vernetzung eine
entscheidende Rolle. Um mögliche Oszillationen der Spannungswerte zu vermeiden, ist es ratsam, die
Elemente bis zur Rissspitze entlang der in Abbildung 4.4a skizzierten radialen Strahlen fortzuführen.
Für die erste Elementschicht, die schematisch in Abbildung 4.4b gezeichnet ist, werden zu Dreiecken
degenerierte Viertelpunktselemente verwendet (siehe KUNA [28]). Wie die Namensgebung andeutet ist
die charakteristische Eigenschaft, dass zwei der vier Seitenmittelknoten nicht auf der Halb– sondern
auf der Viertelposition der entsprechenden Kante angeordnet werden. Die Formfunktionen erhalten eine
Wurzelabhängigkeit, wodurch diese speziellen Elemente besonders gut für das Abbilden einer Wurzel-
singularität geeignet sind. Die degenerierte Kante modellieren wir durch drei Knoten, die allesamt bei
r = 0 angeordnet sind.
(a) Radiales Netz in der Umgebung der Risspitze (b) Erste Elementschicht um die Rissspitze
Abbildung 4.4.: Vernetzung der Rissspitze
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4.3.2 Randbedingungen und Materialparameter
Als Randbedingungen für die numerischen Berechnungen wählen wir eine fixierte Rissspitze, das heißt:
ur (r = 0mm,ϕ) = uϕ (r = 0mm,ϕ) = 0 . (4.30)
Um eine Starrkörperrotation des Körpers zu verhindern, halten wir zusätzlich einen beliebigen weiteren
Knoten horizontal fest. Wir wählen hierfür den Knoten an der rechten Kante auf Höhe der Rissspitze:
uϕ (r = 10mm,ϕ = 0) = 0 . (4.31)
Für die Mikrodehnungen Ψi j werden für alle Knoten des Netzes keine Vorgaben getroffen, das heißt diese
werden für das gesamte Netz als Lösung des Gleichungssystems bestimmt.
Die Spannungsrandbedingungen wählen wir entsprechend dem untersuchten Modus. Durch Aufbringen
einer Zugspannung Σϕϕ = 100GPa auf beide Rissflanken erzeugen wir eine reine Modus–I–Belastung.
Entsprechend belasten wir die Rissflanken durch eine Scherspannung Σrϕ = 100GPa, um eine reine
Modus–I I–Belastung zu erzeugen. Alle Kanten des Körpers nehmen wir zudem als doppelkraftfrei an.
Ferner werden in allen Rechnungen des Abschnittes 4.3 die Werte der klassischen Materialparameter
anhand des YOUNGschen Moduls E und der POISSONschen Zahl ν angegeben:
E =






Insbesondere haben wir in allen Rechnungen des Abschnittes 4.3 die folgenden Werte gewählt:
E = 100GPa , ν = 0.3 . (4.33)
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4.3.3 Auswertung
Um die analytischen mit den numerischen Rissspitzennahfeldern zu vergleichen, betrachten wir jeweils
für eine reine Modus–I– sowie Modus–I I–Belastung sowohl den Spannungsexponenten als auch die
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+O (1) . (4.37)
Entlang der Koordinatenlinie ϕ = 0 können wir die einzelnen Intensitätsfaktoren auch bei einer Mixed–
Mode–Belastung durch Logarithmieren dieser Beziehungen und Einsetzen der Verläufe aus Tabelle 3.11
und 3.13 gewinnen. Die Intensitätsfaktoren bleiben bestimmbar, da nur die für die Definition relevanten
Winkelfunktionen nicht verschwinden.
Zusammengefasst erhalten wir für hinreichend kleine Radien r die logarithmischen Beziehungen
log
Σϕϕ = (p− 1) log (2pi r) + log K˜I , (4.38)
log
Σrϕ = (p− 1) log (2pi r) + log K˜I I , (4.39)
log
µϕrϕ = (p− 1) log (2pi r) + log L˜I , (4.40)
log
µϕr r +µϕϕϕ = (p− 1) log (2pi r) + log L˜(+)I I , (4.41)
log
µϕr r −µϕϕϕ = (p− 1) log (2pi r) + log L˜(−)I I . (4.42)
Tragen wir die Ergebnisse doppelt–logarithmisch auf, so erhalten wir eine Gerade, deren Steigung dem
Spannungssexponenten p entspricht. In der Nähe der Rissspitze führen wir eine lineare Regression der
Ergebnisse der Finite–Elemente–Rechnung durch. In Abbildung 4.5 sind die Ergebnisse einer solchen
linearen Regression dargestellt. Die gestrichelte Linie entspricht einer Geraden y = m x+ b mit einer fest
vorgegebenen Steigung m = −12 . Wie wir an Abbildung 4.5 erkennen können, treffen die numerischen
Ergebnisse diesen Wert sehr gut. Für Werte r < 10−7 kommen wir dem Bereich der Rechnergenauigkeit
sehr nahe, daher ist dort eine stärkere Abweichung von der Ausgleichsgeraden zu erwarten.
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Zur Berechnung der Intensitätsfaktoren und des Spannungsexponenten p setzen wir die freie Software
„Gnuplot“ ein, die eine nicht–lineare Methode der kleinsten Fehlerquadrate verwendet. Es ergibt sich in
allen berechneten Beispielen eine sehr gute Übereinstimmung (Fehler < 1%) zwischen dem analytischen
Wert p = 12 und dem numerisch ermittelten Wert für p. Zusätzlich liefert diese Übereinstimmung eine
erste Verifikation der Genauigkeit der numerischen Lösungen. Demzufolge wurde im Rest der Arbeit für













































Abbildung 4.5.: Lineare Regression am Beispiel der Spannung Σϕϕ mit c1 = 10−2mm2 und c3 = 1
Sowohl die Intensitätsfaktoren der CAUCHYschen Spannung Σ aus Abschnitt 3.9 als auch die Intensitäts-
faktoren der Hyperspannung µ aus Abschnitt 3.10 stellen in der analytischen Lösung freie Parameter dar,
die wir nur numerisch bestimmen können. Die analytisch bestimmten Winkelfunktionen aus Kapitel 3
vergleichen wir anhand der Knotenwerte für einen Radius r = 5 ·10−6mm, bei dem die singulären Terme
noch dominant sind, und einem Winkel ϕ ∈ [−180◦, 180◦], um die in Abschnitt 3.3 angenommenen
Symmetrieeigenschaften zu verifizieren.
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4.3.4 Ergebnisse für Modus I
Winkelfunktionen
In den Abbildungen 4.6a – 4.6d vergleichen wir die mittels der Finiten–Elemente–Methode ermittelten
Winkelfunktionen mit den analytischen Ergebnissen aus Abschnitt 3.11. Diese Abbildungen liefern zum
einen eine weitere Verifikation der Genauigkeit der numerischen Ergebnisse. Zum Anderen bestätigen sie
a posteriori die in Gleichung (3.28) angenommenen Symmetriebedingungen der Mikrodehnungen Ψi j.
Die Winkelfunktionen nullter Ordnung der CAUCHYschen Spannung Σ lauten nach Gleichung (4.35) und













































− cos  52 ϕ
− cos  32 ϕ+ cos  52 ϕ
− sin  32 ϕ+ sin  52 ϕ
 . (4.45)
Gleichung (4.37) und Tabelle 3.13 liefern die entsprechenden Winkelfunktionen der Hyperspannung µ:














− cos  52 ϕ
− cos  32 ϕ+ cos  52 ϕ
























Prinzipiell ist zu bemerken, dass für Modus I die Winkelfunktionen der beiden Spannungen Σ und µ in
den Termen nullter Ordnung der asymptotischen Entwicklung von den Materialparametern unabhängig
sind. Dies ist für die entsprechenden Winkelfunktionen im Rahmen einer mikropolaren Elastizität nicht
der Fall (siehe ELSÄSSER[10]). Insgesamt zeigen die Verläufe in Abbildung 4.6 eine gute Übereinstimmung







































































































































(d) Umfangswinkelfunktionen der Hyperspannung µ
Abbildung 4.6.: Vergleich der numerisch und analytisch bestimmten Winkelfunktionen für Modus I
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Intensitätsfaktoren
Eine letzte Verifikation der Genauigkeit der numerischen Ergebnisse vermittelt eine Betrachtung des
Spannungsintensitätsfaktors KI für den Grenzfall der klassischen linearen Elastizität, also c3→ 0, mit
E = 100GPa , ν = 0,3 . (4.47)
Der numerisch ermittelte Wert beträgt KI = 207,5MPamm2 (siehe Gleichung (3.306)). Zum Vergleich
steht der Wert KI = 208,1MPamm2, der mit der empirischen Formel nach TADA ET AL. [40], Seite 2.11,
berechnet wurde. Offensichtlich liegt für derartige Probleme eine hervorragende Genauigkeit vor.
Im Rest dieses Abschnitts widmen wir uns dem Einfluss der nicht–klassischen Materialparameter c1 und
c3 auf die Intensitätsfaktoren. Das Verhalten des Intensitätsfakors K˜I der CAUCHYschen Spannung Σ des
mikromorphen Modells bezogen auf die entsprechenden Werte KI der klassischen linearen Elastizität ist
in den Abbildungen 4.7a und 4.7b veranschaulicht. Die Berechnung von K˜I und die Auswertung gesche-
hen anhand der Gleichungen (3.307) und (4.38). Zwei Aspekte sind in diesen Bildern auffällig.
Zum einen sind alle Intensitätsfaktoren K˜I des mikromorphen Modells größer als der entsprechende
Intensitätsfaktor KI der klassischen Elastizität. Zum anderen wissen wir bereits, dass wir die klassische






unabhängig vom Materialparameter c1, wie wir der Abbildung 4.7a entnehmen können. Einen Übergang
zum klassischen Fall unabhängig von c3 erkennen wir in Abbildung 4.7b auch für sehr große Werte von
c1. Anhand der Materialgleichung (2.71)3 sehen wir, dass durch große Werte von c1 betragsmäßig große
Werte der Hyperspannungen µi jk impliziert werden. Anscheinend bewirkt diese Erhöhung der Werte der
Hyperspannungen µi jk über die Kopplung in den Materialgleichungen eine betragsmäßige Verminderung
der Werte der CAUCHYschen Spannungen Σi j und somit eine Verminderung des Intensitätsfaktors K˜I .
Die Berechnung des Intensitätsfaktos L˜I für die Hyperspannung µ erfolgt mit Hilfe der Formel (3.311)
und einer Auswertung mit Hilfe der Formel (4.40). Der Einfluss der Materialparameter auf die Werte von
L˜I ist in den Abbildungen 4.7c und 4.7d veranschaulicht. Beim Grenzübergang c3 → 0 zum klassischen
Fall erkennen wir in Abbildung 4.7c verschwindend kleine Werte des Intensitätsfaktors L˜I unabhängig
von den Werten des Materialparameters c1. Abbildung 4.7d zeigt, dass große Werte von c1, die, wie wir
gesehen haben, eine Abschwächung des Intensitätsfaktors K˜I bewirken, eine Erhöhung der Werte des
























































































































































(c) Abhängigkeit des Hyperspannungsintensitäts-
































(d) Abhängigkeit des Hyperspannungsintensitäts-
faktors L˜I vom Materialparameter c1
Abbildung 4.7.: Numerische Ergebnisse der Intensitätsfaktoren für Modus I
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4.3.5 Ergebnisse für Modus I I
Die Schritte zur Bestimmung der Winkelfunktionen nullter Ordnung der CAUCHYschen Spannung Σ sind
vollkommen analog zu denjenigen im Falle von Modus I . Aus Gleichung (3.304) und Tabelle 3.11 folgt






















In Abbildung 4.8a erkennen wir eine sehr gute Übereinstimmung der numerischen mit den analytischen





Für die Terme nullter Ordnung der Differenz Ψ I I − Ψ¯ I I und der Hyperspannung µI I gelten ebenfalls
Darstellungen mit Hilfe von Winkelfunktionen. Gemäß den Tabellen 3.12 und 3.13 gilt für diese Terme
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die jeweiligen Winkelfunktionen angeben. Um die Übersicht beim Vergleich
zwischen analytischen und numerischen Ergenbissen zu bewahren, werden wir die folgenden Winkel-
verläufe anhand der Differenz Ψ I Ii j − Ψ¯ I Ii j und den Hyperspannungen µI Ii jk selbst, und nicht anhand ihrer
zugehörigen Winkelfunktionen diskutieren.
Die Winkelverläufe in den Abbildungen 4.8a – 4.8d sind für einen Radius r = 5 · 10−6mm ermittelt
worden und weisen eine sehr gute Übereinstimmung zwischen den numerischen und analytischen Er-
gebnissen auf. Auch die in Gleichung (3.32) und (3.32) angenommenen Symmetriebedingungen werden
durch die Verläufe in den Abbildungen 4.8a und 4.8b vollkommen bestätigt. Alle Winkelverläufe in den
Abbildungen 4.8a – 4.8d basieren auf den Werten der Intensitätsfaktoren. Der restliche Teil dieses Ab-
schnitts ist daher der Diskussion dieser Intensitätsfaktoren gewidmet.
Durch Auswerten der Gleichungen (3.308), (3.314) beziehungsweise (3.315) basierend jeweils auf den
Gleichungen (4.39), (4.41) und (4.42) lassen sich Intensitätsfaktoren K˜I I , L˜
(+)
I I und L˜
(−)
I I bestimmen. Mit
Hilfe der empirischen Formel für klassische Elastizität, die in TADA ET AL. [40], Seite 2.29, angegeben
wird, ergibt sich für die Modus–I I–Belastung des vorliegenden Abschnittes der Wert K˜I I = 199,3
MPap
mm .
Aus der Finite–Elemente–Berechnung ergibt sich für klassische Elastizität ein Wert KI I = 187,5
MPap
mm . Dies
entspricht einer Abweichung von 5,92% des numerischen Ergebnissen von dem empirisch bestimmten





































































































































(d) Umfangswinkelverläufe der Hyperspannung µ













































































































































































(c) Abhängigkeit des Hyperspannungsintensitäts-

















































(d) Abhängigkeit des Hyperspannungsintensitäts-
faktors L˜(−)I I vom Materialparameter c1
Abbildung 4.9.: Numerische Ergebnisse der Intensitätsfaktoren für Modus I I
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Der Einfluss der Materialparameter auf die Werte des Intensitätsfaktors K˜I I ist in den Abbildungen 4.9a
und 4.9b ersichtlich. Diese Abbildungen sind ähnlich zu den entsprechenden Abbildungen 4.7a und 4.7b
für Modus I und lassen analoge Schlussfolgerungen im Zusammenhang mit den Grenzübergängen von
c1 und c3 zu. Für die Intensitätsfaktoren L˜
(+)
I I und L˜
(−)
I I der Hyperspannung µ ist der Einfluss der Material-
parameter c1 und c3 ebenfalls numerisch ermittelt. Die Ergebnisse sind in den Abbildungen 4.9c und 4.9d
dargestellt. Wiederum liegen analoge Verhältnisse zu denjenigen von Modus I vor (vergleiche hierzu die
Abbildungen 4.7c und 4.7d). Daher erläutern wir diese nicht erneut, jedoch ist an dieser Stelle eine wei-
tere Überlegung angebracht.
Aus der klassischen und mikropolaren Elastizität ist bekannt, dass die dortigen Intensitätsfaktoren von




auf mögliche Abhängigkeiten zu untersuchen. Ist dieses Verhältnis nur von den Material-
parametern nicht aber von der Geometrie oder der Belastung abhängig, so könnte dem Rissspitzennah-
feld der Hyperspannung µ ebenfalls ein einzige Intensitätsparameter L˜I I zugeordnet werden. Dies ist bei
der Theorie mikropolarer Elastizität der Fall, bei der die Winkelfunktionen von den Materialparametern
abhängen.
Generell gilt sowohl für klassische lineare Elastizität als auch für lineare mikropolare Elastizität, dass
alle Terme nullter Ordnung in der asymptotischen Entwicklung bis auf einen einzigen Intensitätsfaktor
durch die Randbedingungen an den Rissflanken und zusätzlich den Symmetriebedingungen bestimmt
sind. Dies trifft auch für eine Modus–I–Belastung des hier betrachteten mikromorphen Modells sowie
für das Rissspitzennahfeld der CAUCHYschen Spannung Σ infolge einer Modus–I I–Belastung zu. Das
Rissspitzennahfeld der Hyperspannung µ für eine Modus–I I–Belastung lässt sich jedoch mit Hilfe der
Rand– und Symmetriebedingungen nur bis auf zwei Konstanten L˜(+)I I und L˜
(−)
I I bestimmen. Dies war still-
schweigend die Motivation, diese Konstanten als Intensitätsfaktoren zu bezeichnen.
Die Verläufe in Abbildung 4.10a machen deutlich, dass das Verhältnis
L˜(−)I I
L˜(+)I I
auf jeden Fall materialpara-
meterabhängig ist. Der Einfluss der angelegten Belastung und der Risslänge kann aus den Verläufen in
den Abbildungen 4.10b – 4.10d entnommen werden. Bei konstant gehaltener äußerer Geometrie, das
heißt konstanter Breite b und Höhe h des Materials, werden jeweils die äußere Belastung, die Risslänge
oder beide gleichzeitig variiert. Offensichtlich sind die beiden Verläufe der einfachen äußeren Belastung
in Abbildung 4.10a und der verdoppelten äußeren Belastung in Abbildung 4.10b deckungsgleich. Dies
kann nur bedeuten, dass das Verhältnis
L˜(−)I I
L˜(+)I I
unabhängig von der aufgegebenen äußeren Belastung ist.
In Abbildung 4.10c ist im Vergleich zu Abbildung 4.10a die doppelte Risslänge angenommen worden.




ten Risslänge abhängt. Dies rechtfertigt sowohl L˜(+)I I als auch L˜
(−)




















































































































































































(d) Risslänge a = 2mm, Randlast Σrϕ = 200GPa





4.4 Randriss im Zweistoffverbund
In Abbildung 4.11 ist ein Zweistoffverbund aus Material 1 und Material 2 zu sehen. In einem Abstand d
von der Trennschicht befindet sich ein zur Trennschicht paralleler Riss der Länge a . Der Verbund wird
auf Zug in der skizzierten Weise belastet. Vom Standpunkt des mikromorphen Kontinuums ist dieses
Problem aus folgendem Grund von Interesse: Für hinreichend kleine Abstände d, die von der Größen-
ordnung spezifischer innerer Längen des Materials 1 sind, können Längenskaleneffekte auftreten und
dominant werden. Materialspezifische innere Längen können typische Wellenlängen des Materials oder
der Substruktur wie beispielsweise Kornweiten, Moleküllängen oder ähnliche sein. Wir erwarten also in
Abhängigkeit einer Variation des Abstands d Abweichungen von der klassischen Theorie, die nicht in der
Lage ist, Längenskaleneffekte zu erfassen.
Abbildung 4.11.: Schematische Darstellung des Risses im Zweistoffverbund
Dieses Problem werden wir nur numerisch diskutieren. Da wir in den vorangegangenen Abschnitten die
Güte des implementierten Finite–Elemente–Codes hinreichend überprüft und verifiziert haben, erwarten
wir eine ebenfalls sehr gute Approximation der Verhältnisse dieses Problems. Für die Breite b und die
Höhe h des Verbundes wählen wir b = h= 10mm. Die Länge a des Risses wählen wir als a = 1mm.
Der Verbund wird, wie in Abbildung 4.12 skiziiert, mit insgesamt 20.512 achtknotigen Elementen mit
reduzierter Integration vernetzt. Die Umgebung der Rissspitze wird analog dem homogenen Material in









Abbildung 4.12.: Schematisches Netz des Risses im Zweistoffverbund
4.4.1 Randbedingungen und Materialeigenschaften
Wir erwarten Längenskaleneffekte hauptsächlich in Folge des Stoffverhaltens von Material 1, weil der
Riss in diesem liegt. Deswegen wurde für Material 1 das in diser Arbeit betrachtete mikromorphe Modell
verwendet. Die Werte des YOUNGschen Moduls E und der POISSONschen Zahl ν wurden für Material 1 mit
E1 = 100GPa und ν1 = 0,3 angenommen, wohingegen die nicht–klassischen Materialparameter c1 und
c3 innerhalb von Parameterstudien variiert wurden. Für das Material 2 wurde hingegen ein klassisches,
lineares, elastisches Materialverhalten mit E2 = 400GPa und ν2 = 0,3 angenommen. Somit ist für den
Zweistoffverbund der Riss im weicheren Werkstoff modelliert.
Wegen der inhomogenen Verteilung der Materialeigenschaften entsteht für den Riss eine mehrmodale
Beanspruchung bei einer äußeren Zugbelastung. Die Unterkante wird in vertikaler Richtung festgehalten
und, um Starrkörperbewegungen zu verhindern, wird zusätzlich der linke Randknoten der Unterkante
als horizontal unbeweglich angenommen:
uy (x , y = d − 10mm) = 0 , ux (x = −1mm, y = d − 10mm) = 0 . (4.52)
Auf die Oberkante wird in vertikaler Richtung eine Spannung Σy y = 100MPa aufgebracht (vergleiche
Abbildung 4.11). Alle restlichen Randbedingungen werden als lastfrei angenommen.
Der Effekt der angenommenen mikromorphen Elastizität für das Material 1 auf das Verhalten des Ver-
bundes kann repräsentativ anhand der Werte der Intensitätsfaktoren für die CAUCHYsche Spannung Σ
diskutiert werden. In allen Beispielen wurden diese Faktoren wie für den Riss im homogenen Material
durch eine Regressionsanalyse bestimmt.
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4.4.2 Ergebnisse
Wir starten mit der Diskussion der Verläufe des Spannungsintensitätsfaktors K˜I in den Abbildungen 4.13
– 4.15. Jede dieser Abbildungen entspricht einem konstante Wert des nicht–klassischen Material-
parameters c3 =
1
100 , 1, 100. Die Spannungsintensitätsfaktoren K˜I und KI werden jeweils unter der
Annahme mikromorpher beziehungsweise klassischer Elastizität für Material 1 ermittelt. Als weiteren
Vergleich wird der Grenzwert
K˜∞I := limd→∞ K˜I (4.53)
betrachtet. Dieser entspricht einem Riss in einem homogenen, mikromorphen, elastischen Material. Das
linke Bild zeigt jeweils das Verhältnis K˜IKI als durch den Materialparameter c1 parametrisierte Funktion
von da dargestellt. Damit wird die Abweichung zur klassischen Elastizität sichtbar. Es sei darauf hinge-
wiesen, dass schon im homogenen Material diese Abweichung auftritt. Demzufolge besitzt jede einzelne
Linie einen anderen Grenzwert für sehr große Abstände d. In dem Bild auf der rechten Seite ist jeweils
das Verhältnis K˜I
K˜∞I
als durch den Materialparameter c1 parametrisierte Funktion über
d
a aufgetragen.
Zwangsläufig besitzen alle Kurven in diesen Bildern den Grenzwert 1 für sehr große Quotienten da . Diese
Bilder machen den Einfluss der strukturspezifischen Länge d auf die Werte des Spannungsintensitäts-
faktors K˜I sichtbar. Zum Vergleich ist die entsprechende Linie für klassische Elastizität mit aufgetragen.
Für sehr kleine Werte des Materialparameters c3 ist die Abweichung von der klassischen Elastizität ver-
schwindend klein (siehe Abbildung 4.13, links). Der strukturgeometrische Faktor d übt, wie im rechten
Bild von Abbildung 4.13 erkennbar ist, auf das Verhältnis K˜I
K˜∞I
denselben Einfluss wie im Falle klassischer
Elastizität aus. Dies entspricht der Erwartung, da wir bereits die klassische, lineare Elastizität als Grenz-
fall c3→ 0 des hier vorgestellten mikromorphen Kontinuums erkannt haben. Hier spielen die Werte des
Materialparameters c1 allerdings kaum eine Rolle.
Im rechten Bild von Abbildung 4.14 (c3 = 1) ist eine erkennbare Abweichung zur klassischen Elastizität
vorhanden. Diese Abweichung hängt erheblich von den Werten des Materialparameters c1 ab. Auch der
Einfluss des Geometriefaktors d auf das Verhältnis K˜I
K˜∞I
in Abbildung 4.14 (rechts) hängt erheblich von c1
ab. In diesem Bild ist kein einheitliches Verhalten der verschiedenen Verläufe zu beobachten. Jedoch ist
deutlich zu erkennen, dass kleine Werte des Abstands d einen deutlich stärkeren Einfluss im Falle einer
mikromorphen Elastizität ausüben als dies bei klassischer Elastizität der Fall ist. Dieser Trend setzt sich
noch stärker für die Diskussion größerer Werte des Materialparameters c3 fort, wie wir in Abbildung 4.15
erkennen können. Jedoch erscheinen die Verläufe in Abbildung 4.15 geordneter.
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Insgesamt können wir schlussfolgern, dass die Abweichung von der klassischen Elastizität sowie der
Einfluss auf den Spannungsintensitätsfaktor K˜I im Vergleich zum klassischen Wert KI mit fallendem Ab-
stand d zunimmt. Es gibt einen Übergangsbereich für c3 in den rechten Bildern, innerhalb dem konkave
Verläufe konvex werden.. Die Verhältnisse für die zugehörigen Verläufe infolge des Modus–I I–Anteils
sind ähnlich zu denjenigen für Modus I und sind in den Abbildungen 4.16 – 4.18 zu sehen. Im rechten


















0 0.5 1 1.5 2
Abbildung 4.13.: Spannungsintensitätsfaktor K˜I im Verhältnis zum entsprechenden klassischen Wert KI

















0 0.5 1 1.5 2
Abbildung 4.14.: Spannungsintensitätsfaktor K˜I im Verhältnis zum entsprechenden klassischen Wert KI
























0 0.5 1 1.5 2
Abbildung 4.15.: Spannungsintensitätsfaktor K˜I im Verhältnis zum entsprechenden klassischen Wert KI















0 0.5 1 1.5 2
Abbildung 4.16.: Spannungsintensitätsfaktor K˜I I im Verhältnis zum entsprechenden klassischen Wert KI I
















0 0.5 1 1.5 2
Abbildung 4.17.: Spannungsintensitätsfaktor K˜I I im Verhältnis zum entsprechenden klassischen Wert KI I
























0 0.5 1 1.5 2
Abbildung 4.18.: Spannungsintensitätsfaktor K˜I I im Verhältnis zum entsprechenden klassischen Wert KI I
beziehungsweise dem Wert K∞I I für d =∞ in Abhängigkeit von da (c3 = 102)
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5 Zusammenfassung
In vielen Anwendungen der Elastizität, in denen materialspezifische innere Längen einen maßgebli-
chen Einfluss zeigen, ist der Einsatz von nicht–klassischen Materialmodellen erforderlich. In solchen
Fällen werden sogenannte Längenskaleneffekte im Materialverhalten beobachtet. Typische Beispiele da-
für im Bauwesen sind das Stoffverhalten von Boden, Fels, Erdplatten, Betonumhüllungen von Tunneln,
Klebverbindungen, Beschichtungen und weitere. Für eine adäquate Beschreibunng solcher Aspekte sind
die Modelle der mikromorphen Elastizität sehr geeignet. Das charakteristische Merkmal dieser nicht–
klassischen Elastizität ist, dass die CAUCHYsche Spannung nicht mehr symmetrisch ist. In einer vollstän-
dig ausformulierten linearen, isotropen, mikromorphen Elastizität kommen insgesamt 18 klassische und
nicht–klassische Materialparameter vor. Vom Standpunkt der praktischen Anwendungen ist es daher
wichtig, Sonderfälle der mikromorphen Elastizitätsmodelle in Betracht zu ziehen, die weniger Material-
parameter enthalten und auf symmetrische CAUCHYsche Spannungen führen.
Das in dieser Arbeit zugrunde gelegte Materialmodell der impliziten Gradientenelastizität lässt sich als
Sonderfall der isotropen mikromorphen Elastizität herleiten. Dieses Modell scheint sehr attraktiv zu sein,
weil es nur zwei klassische und zwei nicht–klassische Materialparameter enthält. Die Eigenschaften der-
artiger Modelle werden im Ingenieurwesen gewöhnlich unter Anwendung spezifischer Beanspruchun-
gen untersucht. Hierzu gehören sowohl statische als auch dynamische Belastungen. Gegenstand der
vorliegenden Arbeit war die Untersuchung des zugrundegelegten Modells in Bezug auf Modus–I– sowie
Modus–I I–Beanspruchungen. Seit längerer Zeit ist der Eindruck in der Fachliteratur entstanden, dass
dieses Modell in der Lage sei sowohl Dehnungs– als auch Spannungssingularitäten an Rissspitzen zu
beheben. In der Arbeit wurde gezeigt, dass diese Ansicht schlichtweg falsch ist: Sowohl Dehnungs– als
auch Spannungssingularitäten sind, wie im klassischen Fall, weiterhin an Rissspitzen vorhanden. Vom
theortischen Standpunkt aus ist bemerkenswert, dass die sogenannte Hyperspannung des Modells für
Modus–I I–Belastungen durch zwei Intensitätsfaktoren in der Nähe der Rissspitze darstellbar sind. Dies
ist ein Novum sowohl in Bezug auf die klassische als auch auf die mikropolare Elastizität. Obwohl das
betrachtete Modell nicht in der Lage ist, die erwähnten Singularitäten abzuschaffen, weist es erhebliche
Unterschiede zu der klassischen Elastizität bei den Rissspitzenfeldern auf. Diese Unterschiede wurden
sowohl analytisch als auch numerisch umfassend diskutiert. Die Untersuchungen bezogen sich sowohl
auf homogene Materialien als auch auf einen Stoffverbund bestehend aus zwei Materialien. Der Verbund
wurde hierbei als eine Kombination aus einem Material mit klassischen elastischen Eigenschaften und
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A Zylinderkoordinaten (r,ϕ, z)
A.1 Grundbegriffe
Wir wollen die Grundlagen der Zylinderkoordinaten (r,ϕ, z) zusammenfassen (siehe ITSKOV [26]). Wir
starten vorerst mit einem kartesischen Koordinatensystem (x1, x2, x3) mit dem zugehörigen globalen
Basissystem {e1, e2, e3}. In diesem stellen wir den Ortsvektor x ∈ Rt folgendermaßen dar:
x = xˆ (X , t) = x1 (X , t) e1 + x2 (X , t) e2 + x3 (X , t) e3 . (A.1)
Drücken wir die Komponenten xα durch ein Zylinderkoordinatensystem (r,ϕ, z) mit einem Radius r,
einem Umfangswinkel ϕ und einer Höhe z aus, so ergibt sich folgende Darstellung:
x = r cosϕ e1 + r sinϕ e2 + z e3 . (A.2)
A.1.1 Basisvektoren
Die Basisvektoren gi des Zylinderkoordinatensystems (r,ϕ, z) ergeben sich wie folgt:





= −r sinϕ e1 + r cosϕ e2 , (A.4)
gz := (∂zx ) = e3 . (A.5)
Im Gegensatz zum globalen kartesischen Basissystem {eα} ist das Basissystem der Zylinderkoordinaten
nur lokal definiert, d. h. die Richtung der Basisvektoren hängt vom betrachteten Punkt ab. Das zum




wird durch die Bedingung gα ·g β = δβα
definiert und besitzt folgende Darstellungen:








g z = gz = e3 . (A.8)
A.1.2 Metrikkoeffizienten
Die Basisvektoren (A.3) – (A.5) und (A.6) – (A.8) induzieren eine Metrik g = gαβ gα⊗g β = gαβ gα⊗gβ ,









1 0 00 r2 0
0 0 1
 , gαβ = gα · g β =





Das Zylinderkoordinatensystem (r,ϕ, z) besitzt, wie wir klar an den Metrikkoeffizienten erkennen, zwar













er := g<r> :=
1
‖gr‖ gr = cosϕ e1 + sinϕ e2 , (A.10)
eϕ := g<r> :=
1
‖gϕ‖ gϕ = − sinϕ e1 + cosϕ e2 , (A.11)
ez := g<z> :=
1
‖gz‖ gz = e3 . (A.12)
Ein weiterer Vorteil des physikalischen Basissystems ist, dass die induzierten Metrikkoeffizienten g<αβ>
dem KRONECKER–Delta δi j entsprechen und wir nicht zwischen ko– und kontravariant unterscheiden.
Wir können mit Hilfe der Metrikkoeffizienten gαβ und g
αβ die Komponenten eines Tensors bezüglich der
Zylinderkoordinaten auf die induzierten Komponenten des physikalischen Basissystems transformieren.




g(αα) ⇐⇒ uα = u<α>pg(αα) , (A.13)
u<α> = uα
p
g(αα) ⇐⇒ uα = u<α>
Æ
g(αα) . (A.14)
Die Klammerung soll hierbei andeuten, dass wir keine Summationskonvention nutzen. Für einen Tensor
höherer Stufe müssen wir jeden kovarianten beziehungsweise kontravarianten Index der Komponente
bezüglich des Zylinderkoordinatensystems gemäß der Transformation (A.13) beziehungsweise (A.14)
transformieren, das heißt wir erhalten ein Produkt mit mehreren Wurzeln aus Metrikkoeffizienten.
A.1.4 Christoffelsymbole




sind nicht konstant. Die partiellen Ableitungen lassen sich mit
Hilfe der sogenannten Christoffelsymbole Γ γ
αβ










= −Γ βαγ g γ (A.15)
Die Christoffelsymbole Γ γ
αβ














−  ∂νgαβ . (A.16)
Für das Zylinderkoordinatensystem (r,ϕ, z) verschwinden allerdings fast alle Christoffelsymbole:
Γ rαβ = Γ
1
αβ =








 , Γ zαβ = Γ 3αβ ≡ 0 . (A.17)
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A.1.5 Kovariante Ableitung
Da das lokale Basissystem der Zylinderkoordinaten (r,ϕ, z) nicht konstant ist, müssen wir einen verall-
gemeinerten Ableitungsbegriff einführen: Die kovariante Ableitung. Diese berücksichtigt die Ableitung
der Basisvektoren in der Komponente. Wir wollen auch hier exemplarisch die kovariante Ableitung einer


















+ Γ αβγ u
γ . (A.18)
Ähnlich wie bei der Situation der physikalischen Komponenten können wir die kovariante Ableitung
einer beliebigen Tensorkomponente aus diesen beiden Definitionen gewinnen. Der Term proportional
zum Christoffelsymbol muss für jeden kovarianten beziehungsweise kontravarianten Index subtrahiert







− Γ νγα Tνβ − Γ νγβ Tαν , Tαβ γ =  ∂γTαβ+ Γ αγν Tνβ + Γ βγν Tαν . (A.19)
A.2 Gradient eines Tensors zweiter Stufe in Zylinderkoordinaten
Der Gradient eines Tensors zweiter Stufe T ist als dyadisches Produkt des Nabla–Operators ∇ mit dem
Tensor T definiert. Bezüglich Zylinderkoordinaten (r,ϕ, z) erhalten wir die Komponentendarstellung:
grad (T) ≡ ∇T := ∇⊗ T = gα ⊗ ∂α
 





gα ⊗ gβ ⊗ gγ . (A.20)









+ Γ βαν T
νγ + Γ γαν T
βν . (A.21)









+ Γ βα1 T
1γ + Γ βα2 T
2γ + Γ γα1 T
β1 + Γ γα2 T
β2 . (A.22)








































































− r δ2αδβ1 T 2γ +δ2αδγ1 Tβ2 . (A.24)
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Da wir das im Rahmen dieser Arbeit vorgestellte Modell in physikalischen Komponenten formulieren,
führen wir nun die physikalischen Komponenten des Gradienten nach den Gln. (A.13) bzw. (A.14) ein:








































































β2 − rÆg22pg11pg(γγ)δ2αδβ1 T 2γ


















































−pg(γγ)δ2αδβ1 T 2γ −pg(ββ)δ2αδγ1 Tβ2 .
(A.27)






































































































































































































Verwenden wir die lateinischen Indizes i, j, k statt der physikalischen Indizes < α >,< β >,< γ >, so
lauten die physikalischen Komponenten des Gradienten eines Tensors zweiter Stufe in Abhängigkeit der
physikalischen Komponenten des Tensors:
Allgemeine physikalische Komponenten des Gradienten eines Tensors zweiter Stufe:
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(∇T)rzr = (∂rTzr) , (∇T)ϕzr = 1r
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∂ϕTzr




















, (∇T)zzz = (∂zTzz) . (A.40)
Tabelle A.1.: Physikalische Komponenten des Gradienten∇T eines Tensors zweiter Stufe T
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A.3 Divergenz eines Tensors zweiter Stufe in Zylinderkoordinaten
Der Differentialoperator der Divergenz eines Tensors zweiter Stufe T ist als einfache Kontraktion des
Nabla–Operators ∇ mit dem Tensor T definiert. Bezüglich Zylinderkoordinaten (r,ϕ, z) erhalten wir:
div (T) :=∇ · T = g γ · ∂γ
 










Die Divergenz eines Tensors zweiter Stufe bezüglich des physikalischen Basissystems lautet andererseits:





g(ββ) e<β> . (A.42)
















Die kovariante Ableitung gαβ

γ
der Metrikkoeffizienten gαβ verschwindet, daher gilt:








Die Komponenten der Divergenz ∇ · T eines Tensors zweiter Stufe T bestimmen wir also durch eine
einfache Kontraktion zweier Indizes der Komponenten des Gradienten ∇T . Daher können wir direkt
die physikalischen Komponenten des Gradienten∇T verwenden, um die entsprechenden physikalischen
Komponenten der Divergenz ∇ · T zu bestimmen:
Allgemeine physikalische Komponenten der Divergenz eines Tensors zwiter Stufe:
















(∇ · T)r = T jr







































(∇ · T)z = T jz











Tabelle A.2.: Physikalische Komponenten der Divergenz∇ · T eines Tensors zweiter Stufe T
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A.4 Gradient des Gradienten eines Tensors zweiter Stufe in Zylinderkoordianten
Um den Gradienten des Gradienten eines Tensors zweiter Stufe T bezüglich Zylinderkoordinaten (r,ϕ, z)
zu bestimmen, wenden wir die Definition des Gradienten doppelt an und erhalten:
grad (grad (T)) := ∇⊗ (∇⊗ T) = Tαβ 
νγ
g γ ⊗ g ν ⊗ gα ⊗ gβ . (A.49)
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− Γωγν Γ αωζ Tζβ − Γωγν Γ βωζ Tαζ .
(A.52)
Wir lösen die Summationen nacheinander auf und beginnen mit der Summation über ζ und beachten
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− Γωγν Γ αω1 T 1β − Γωγν Γ αω2 T 2β − Γωγν Γ βω1 Tα1 − Γωγν Γ βω2 Tα2 .
(A.53)
Als nächstes betrachten wir den Index ω, lösen die Summation explizit auf und berücksichtigen dabei,
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2β + Γ αγ2 Γ
2
ν2 T




+ Γ αγ2 Γ
β
ν1 T
21 + Γ αγ1 Γ
β
ν2 T
12 + Γ αγ2 Γ
β
ν2 T










+ Γ βγ1 Γ
α
ν1 T
11 + Γ βγ2 Γ
α
ν1 T
12 + Γ βγ1 Γ
α
ν2 T
21 + Γ βγ2 Γ
α
ν2 T




+ Γ βγ1 Γ
1
ν2 T
α2 + Γ βγ2 Γ
2
ν2 T




− Γ 2γν  ∂2Tαβ− Γ 2γν Γ α21 T 1β
− Γ 1γν Γ α12 T 2β − Γ 2γν Γ α22 T 2β − Γ 2γν Γ β21 Tα1 − Γ 1γν Γ β12 Tα2 − Γ 2γν Γ β22 Tα2 .
(A.54)
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−δ1γ δ2ν Γ 212  ∂2Tαβ




−δ1γ δ2νδα2 Γ 212 Γ 221 T 1β −δ2γ δ1νδα2 Γ 221 Γ 221 T 1β
−δ2γ δ2νδα2 Γ 122 Γ 212 T 2β −δ1γ δ2νδα1 Γ 212 Γ 122 T 2β −δ2γ δ1νδα1 Γ 221 Γ 122 T 2β
−δ1γ δ2νδβ2 Γ 212 Γ 221 Tα1 −δ2γ δ1νδβ2 Γ 221 Γ 221 Tα1 −δ2γ δ2νδβ2 Γ 122 Γ 212 Tα2
−δβ1 δ1νδ2γ Γ 212 Γ 122 Tα2 −δβ1 δ2νδ1γ Γ 221 Γ 122 Tα2 .
(A.55)





















































































































































































































T 21 − 2δα1 δβ2 δ2νδ2γ T 21 .
114
Nun führen wir die physikalischen Komponenten nach den Gln. (A.13) bzw. (A.14) ein. Wir verwenden








g(αα) g(ββ) g(νν) g(γγ) (A.56)
=
q
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g22 g22 g11 g22 T
12
− 2δα2 δβ1 δ2νδ2γ
Æ

















g22 g22 g22 g11 T
21
− 2δα1 δβ2 δ2νδ2γ
Æ































































































− δβ1 δ2γ −δβ2 δ1γqg(αα) g(νν)  ∂νTα2
− δβ1 δ2ν −δβ2 δ1νqg(αα) g(γγ)  ∂γTα2
− δα1 δ2γ −δα2 δ1γqg(ββ) g(νν)  ∂νT 2β




















































































































































































g(αα) T<α2> . (A.61)





























































































































































γ T<22> . (A.71)











































































































































































Die Transformation der Komponenten Tαβ = T<αβ>
p
g(αα) g(ββ) und deren Ableitungen liefert uns unter
Verwendung der Werte der Metrikkoeffizienten die physikalischen Komponenten des Gradienten des
Gradienten eines Tensors zweiter Stufe T . Wir nutzen die lateinischen Indizes i, j, k für die physikalischen
Indizes < α >,< β >,< γ > verwenden und gewinnen zusammenfassend:















































































































δiϕ δ jϕ δkϕ δlϕ Tr r +
2
r2









Tabelle A.3.: Physikalische Komponenten des doppelten Gradienten∇∇T eines Tensors zweiter Stufe T
A.5 LAPLACE–Ableitung eines Tensors zweiter Stufe in Zylinderkoordinaten
Die LAPLACE–Ableitung ∆T eines Tensors zweiter Stufe T ist als die Divergenz des Gradienten definiert:










gνγ gα ⊗ gβ . (A.75)















Die Diagonalform der Metrikkoeffizienten gνγ liefert die physikalischen Komponenten der LAPLACE–
















In der folgenden Tabelle A.4 geben wir die physikalischen Komponenten des LAPLACE–Operators eines
Tensors zweiter Stufe an und nutzen dabei i, j als Indizes statt < α >,< β >.
Physikalische Komponenten der LAPLACE–Ableitung eines Tensors zweiter Stufe:





































δ j1 Tir − 1r2 δi1 , Tr j −
1
r2




δiϕ δ jϕ Tr r +
2
r2
δi1δ j1 Tϕϕ − 2r2

































































Tr r − 2r2 Tϕϕ ,
(A.80)










































Trϕ − 2r2 Tϕr ,
(A.82)











































































Trϕ − 2r2 Tϕr ,
(A.85)











































Tabelle A.4.: Physikalische Komponenten der LAPLACE–Ableitung ∆T eines Tensors zweiter Stufe T
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A.6 Kompatibilitätstensor eines Tensors zweiter Stufe in Zylinderkoordinaten
Der Kompatibilitätstensor C eines Tensors zweiter Stufe T ist wie folgt definiert:
C (T) := ∇× (∇× T) = εkil (∇× T ) jk

l ei ⊗ e j = εkil εp jq Tkp

ql ei ⊗ e j . (A.88)
Wir erkennen vier Summationsindizes, lösen diese sukzessive auf und beginnen mit dem Index k:
Ci j = εkil εp jq Tkp

ql = ε1il εp jq T1p

ql + ε2il εp jq T2p

ql + ε3il εp jq T3p

ql . (A.89)
Bei der Summation über den Index l können wir uns die Struktur des Permutationssymbols εi jk zu nutze
machen, denn in allen drei Termen verschwindendet einer der zusätzlichen Terme:
Ci j = ε1i2 εp jq T1p

q2 + ε1i3 εp jq T1p

q3 + ε2i1 εp jq T2p

q1
+ ε2i3 εp jq T2p

q3 + ε3i1 εp jq T3p





Für die beiden Summationen der Indizes p bzw. q gilt die Argumentation der Indizes k bzw. l weiter:
Ci j = ε1i2 ε1 jq T11

q2 + ε1i3 ε1 jq T11

q3 + ε2i1 ε1 jq T21

q1 + ε2i3 ε1 jq T21

q3 + ε3i1 ε1 jq T31

q1
+ ε3i2 ε1 jq T31

q2 + ε1i2 ε2 jq T12

q2 + ε1i3 ε2 jq T12

q3 + ε2i1 ε2 jq T22

q1 + ε2i3 ε2 jq T22

q3
+ ε3i1 ε2 jq T32

q1 + ε3i2 ε2 jq T32

q2 + ε1i2 ε3 jq T13

q2 + ε1i3 ε3 jq T13

q3 + ε2i1 ε3 jq T23

q1
+ ε2i3 ε3 jq T23

q3 + ε3i1 ε3 jq T33





= ε1i2 ε1 j2 T11

22 + ε1i3 ε1 j2 T11

23 + ε2i1 ε1 j2 T21

21 + ε2i3 ε1 j2 T21

23 + ε3i1 ε1 j2 T31

21
+ ε3i2 ε1 j2 T31

22 + ε1i2 ε1 j3 T11

32 + ε1i3 ε1 j3 T11

33 + ε2i1 ε1 j3 T21

31 + ε2i3 ε1 j3 T21

33
+ ε3i1 ε1 j3 T31

31 + ε3i2 ε1 j3 T31

32 + ε1i2 ε2 j1 T12

12 + ε1i3 ε2 j1 T12

13 + ε2i1 ε2 j1 T22

11
+ ε2i3 ε2 j1 T22

13 + ε3i1 ε2 j1 T32

11 + ε3i2 ε2 j1 T32

12 + ε1i2 ε2 j3 T12

32 + ε1i3 ε2 j3 T12

33
+ ε2i1 ε2 j3 T22

31 + ε2i3 ε2 j3 T22

33 + ε3i1 ε2 j3 T32

31 + ε3i2 ε2 j3 T32

32 + ε1i2 ε3 j1 T13

12
+ ε1i3 ε3 j1 T13

13 + ε2i1 ε3 j1 T23

11 + ε2i3 ε3 j1 T23

13 + ε3i1 ε3 j1 T33

11 + ε3i2 ε3 j1 T33

12
+ ε1i2 ε3 j2 T13

22 + ε1i3 ε3 j2 T13

23 + ε2i1 ε3 j2 T23

21 + ε2i3 ε3 j2 T23

23 + ε3i1 ε3 j2 T33

21




Durch die Permutationssymbole ist in jedem Term klar, welche Werte die beiden verbleibenden Indizes
annehmen dürfen. Wir führen daher KRONECKER–Deltas ein und erhalten:














































































































Setzen wir hier die Komponenten Ti j

kl aus Tabelle A.3 ein und fassen zusammen, so lauten die neun
physikalischen Komponenten des Kompatibilitätstensors C :
Diagonalkomponenten:
































































































































































































































Tabelle A.5.: physikalische Komponenten des Kompatibilitätstensors C
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A.7 Gradient eines Tensors dritter Stufe in Zylinderkoordinaten
Der Gradient eines Tensors dritter Stufe µ ist als dyadisches Produkt des Nabla–Operators ∇ mit dem
Tensor µ definiert. Bezüglich Zylinderkoordinaten (r,ϕ, z) erhalten wir die Komponentendarstellung:











gα ⊗ g β ⊗ gγ ⊗ gδ . (A.102)











− Γ ναβ µ γδν + Γ γανµ νδβ + Γ δανµ γνβ . (A.103)











− (Γ 1αβ µ γδ1 + Γ 2αβ µ γδ2 ) + (Γ γα1µ 1δβ + Γ γα2µ 2δβ ) + (Γ δα1µ γ1β + Γ δα2µ γ2β ) .
(A.104)










































































































− r δ2αδδ1 µ γ2β .
(A.105)
Da wir das im Rahmen dieser Arbeit vorgestellte Modell in physikalischen Komponenten formulieren,
























































































































































































































































































































































Ausnutzen der Abhängigkeiten der Metrikkoeffizienten gαβ = gˆαβ (r) ergibt für die drei ersten Terme,
die proportional zu einer Tensorkomponente µ <γδ>
<β>



































Verwenden wir die lateinischen Indizes l, i, j, k statt der physikalischen Indizes <α>,<β>,<γ>,<δ>
und die Zuordnung der Indizes <1>= r sowie <2>= ϕ, so lauten die physikalischen Komponenten des
Gradienten eines Tensors dritter Stufe in Abhängigkeit der physikalischen Komponenten des Tensors:

















Tabelle A.6.: Physikalische Komponenten des Gradienten∇µ eines Tensors dritter Stufe µ
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A.8 Divergenz eines Tensors dritter Stufe in Zylinderkoordinaten
Die physikalischen Komponenten der Divergenz ∇ ·µ eines Tensors dritter Stufe µ lauten:
div [µ] = (∇ ·µ) jk e j ⊗ ek = µi jk

i e j ⊗ ek . (A.112)
Setzen wir hier die Komponenten µ jkl

i aus Tabelle A.6 ein und fassen zusammen, so lauten die neun
physikalischen Komponenten der Divergenz eines Tensors dritter Stufe:
Allgemeine physikalische Komponenten der Divergenz eines Tensors dritter Stufe:







































































µr rϕ −µϕϕϕ +µϕr r

, (A.117)



















































µrϕr +µϕr r −µϕϕϕ

, (A.120)
































Tabelle A.7.: physikalische Komponenten der Divergenz∇ ·µ eines Tensors dritter Stufe µ
124
B Implementierung in FEAP
Wir wollen im Rahmen dieser Arbeit das in Tabelle 4.1 dargestellte Gleichungssystem in der Finite–
Elemente–Software FEAP umsetzen. Zwar bietet FEAP diverse implementierte Modelle zur Auswahl, das
im Rahmen dieser Arbeit vorgestellte Modell jedoch nicht. Das zu lösende lineare Gleichungssystem
besitzt folgende Form:
K · x = F . (B.1)
Der Aufbau der Steifigkeitsmatrix K und des Lastvektors F des Gleichungssystems hängt von der Reihen-
folge der Einträge des Lösungsvektors x ab. Die Wahl der Reihenfolge der Einträge des Lösungsvektor x
obliegt hierbei alleine dem Benutzer. Wir sortieren die Einträge des Lösungsvektors x derart, dass wir
alle Knotenwerte der Freiheitsgrade eines Knotens A aufführen, bevor wir zu den Knotenwerten des

















11, . . .
T
. (B.2)
Die Software FEAP stellt Algorithmen zur Assemblierung des Gleichungssystems (B.1) aus Userelement
genannten lokalen Gleichungssystemen K˜ · x˜ = F˜ zur Verfügung. Der Benutzer muss für jedes finite
Element das lokale Gleichungssystem implementieren. Den lokalen Lösungsvektor x˜ (A) eines Knotens A














Wir wollen den Aufbau des lokalen Gleichungssystems exemplarisch an einem Vierknotenelement mit
fünf Freiheitsgraden nachvollziehen. Diese Diskussion werden wir in zwei Schritten führen, denn der
Aufbau des lokalen Gleichungssystems besitzt zwei Strukturen: Die Beschreibung der Wechselwirkung
einzelner Knoten miteinander und die Beschreibung des Einflusses der Freiheitsgrade. Die Grobstruktur
zur Beschreibung der Wechselwirkung der Knoten ergibt beispielsweise das Gleichungssystem
K˜ (1,1) K˜ (1,2) K˜ (1,3) K˜ (1,4)
K˜ (2,1) K˜ (2,2) K˜ (2,3) K˜ (2,4)
K˜ (3,1) K˜ (3,2) K˜ (3,3) K˜ (3,4)














Jede einzelne dieser in unserem Beispiel 4 × 4 = 16 Blockmatrizen K˜ (B,A) beschreibt den Einfluss des
lokalen Lösungsvektors x˜ (A) des Knotens A auf den Vektor F˜ (B) des Knotens B:
K˜ (B,A) · x˜ (A) = F˜ (B) . (B.5)
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Hierbei und im Folgenden verwenden wir die EINSTEINsche Summenkonvention für jegliche Indizes.
Betrachten wir nun diese Matrizengleichung genauer, so fällt wiederum eine allgemeine Struktur auf:































































 = F˜ (B)I . (B.6)
Jede einzelne Blockmatrix K˜ (B,A) besitzt in diesem Beispiel 5× 5 Einträge um den Einfluss je eines der
fünf Freiheitsgrade x˜ (A)i des Knotens A auf eine der fünf Komponenten F˜
(B)
j des Knotens B zu beschreiben.
Auf Basis dieser exemplarischen Betrachtung eines Vierknotenelementes mit je fünf Freiheitsgraden pro
Knoten diskutieren wir nun den allgemeinen Aufbau des lokalen Gleichungssystems
K˜ · x˜ = F˜ . (B.7)
Die Koeffizientenmatrix K˜ wird auch Elementsteifigkeitsmatrix genannt. Entsprechend wollen wir vom
Elementlastvektor F˜ sprechen. Tabelle 4.1 liefert uns die Grundlage, dieses Gleichungssystem für das im
Rahmen dieser Arbeit untersuchte Modell zu implementieren. Die auftretenden Randintegrale werden
von FEAP automatisch aus den Randbedingungen erzeugt. Daher müssen lediglich die Elementsteifig-
keitsmatrizen explizit implementiert werden.
Es fällt auf, dass die Koeffizientenmatrizen (4.23), (4.24), (4.25) sowie (4.26) mehr Indizes besitzen als
uns die Komponenten K˜ (B,A)I J der Elementsteifigkeitsmatrix zur Verfügung stellen. Die Verknüpfung dieser
beiden Indizierungen gewinnen wir durch Berücksichtigen der Struktur des lokalen Gleichungssystems.
Der lokale Lösungsvektor x˜ soll derart aufgebaut sein, dass erst die ndof Freiheitsgrade von Knoten A
berücksichtigt werden, bevor wir die ndof Freiheitsgrade von Knoten A+ 1 betrachten. Das heißt jedes
mal, wenn wir den Knotenindex um 1 erhöhen, müssen wir in der Steifigkeitsmatrix um ndof Einträge
weiter gehen, um beim entsprechenden Freiheitsgrad des nächsten Knotens zu landen. Das gilt sowohl
für die Indizierung der Zeilen als auch für die Indizierung der Spalten. Um beispielsweise den Eintrag
des vierten Freiheitsgrades des dritten Knotens zu betrachten, müssen wir die Einträge der insgesamt
2ndof Freiheitsgrade der ersten beiden Knoten und zusätzlich die Einträge der ersten drei Freiheitsgrade
des dritten Knotens überspringen.
Dieses Verhalten lässt sich allgemein formulieren und wir wollen mit der allgemeinen Indizierung eines
Verschiebungsfreiheitsgrades aus Tabelle 4.1 beginnen. Hierfür müssen wir aus einem Indexpaar (m,A)
einen einzelnen Index J(m,A) für das lokale Gleichungssystem bestimmen. Wir müssen den Faktor für
den Knotenindex dabei leicht modifizieren, da Knotenindizes bei 1 starten.
Mit der Anzahl ndof der Freiheitsgrade und der Anzahl ndim der räumlichen Dimensionen erhalten wir
zusammen mit der Menge K u aller Knoten mit Verschiebungsfreiheitsgrad den Multiindex J :
J : {1, . . . ,ndim} ×K u → N : (m,A) 7→ J(m,A) = ndof · (A− 1) +m . (B.8)
Diese Transformation der Indizes gilt allgemein. Für ein zweidimensionales Vierknotenelement mit fünf
Freiheitsgraden, wie wir es beabsichtigen zu implementieren, ergibt sich folgende Tabelle:
J 1 2 6 7 11 12 16 17
m 1 2 1 2 1 2 1 2
A 1 1 2 2 3 3 4 4
Tabelle B.1.: Multiindex der Verschiebung u eines Vierknotenelementes mit ndim = 2 und ndof = 5
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Die Transformation der Indizierung eines Mikrodehnungsfreiheitsgrades aus Tabelle 4.1 gestaltet sich ein
wenig komplizierter. Hier müssen wir aus einem Indextripel (m,n,A) einen einzelnen Index P(m,n,A)
gewinnen. Die Grundüberlegung ist ähnlich der Situation der Verschiebungsfreiheitsgrade. Um beispiels-
weise zum Eintrag des zweiten Mikrodehnungsfreiheitsgrades des fünften Knotens zu gelangen, müssen
wir die Einträge der 4ndof Freiheitsgrade der ersten vier Knoten und zusätzlich die ndim Einträge der Ver-
schiebungsfreiheitsgrade überspringen. Hier verkompliziert sich aber die Situation, da wir aus den zwei
Indizes des Tensors Ψ einen weiteren Multiindex ι bestimmen müssen, der uns die weitere Modifikation




	 → N : ( j, k) 7→ ι( j, k) := 2 (k− j) + j (B.9)
und können somit den Multiindex P eines Mikrodehnungsfreiheitsgrades Ψ angeben:
P :

1, . . . ,ndim
	2 ×K Ψ → N : (m,n,A) 7→ P(m,n,A) = ndof · (A− 1) + 2+ ι(m,n) . (B.10)
Auch für diese Indextransformation wollen wir eine zu Tabelle B.1 analoge Tabelle angeben:
P 3 4 5 8 9 10 13 14 15 18 19 20
(m,n) (1,1) (2,2) (1,2) (1,1) (2,2) (1,2) (1,1) (2,2) (1,2) (1,1) (2,2) (1,2)
A 1 1 1 2 2 2 3 3 3 4 4 4
Tabelle B.2.: Multiindex der Mikrodehnung Ψ eines Vierknotenelementes mit ndim = 2 und ndof = 5
Mit den Multiindizes (B.8) und (B.10) haben wir das Rüstzeug, um das lokale Gleichungssystem der
Finite–Elemente–Methode, das heißt die Elementsteifigkeitsmatrix K˜ und den Elementlastvektor F˜ , mit
Hilfe von Tabelle 4.1 direkt zu implementieren..
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Erklärung: Der Lebenslauf ist in der Online–Version aus Gründen des Datenschutzes nicht enthalten.
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