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a b s t r a c t
The modified Riemann–Liouville fractional derivative applies to functions which are
fractional differentiable but not differentiable, in such a manner that they cannot be
analyzed by means of the Djrbashian fractional derivative. It provides a fractional Taylor’s
series for functions which are infinitely fractional differentiable, and this result suggests
introducing a definition of analytic functions of fractional order. Cauchy’s conditions for
fractional differentiability in the complex plane and Cauchy’s integral formula are derived
for these kinds of functions.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Recently,wehave suggested a slightmodification of the fractional Riemann–Liouville derivative by removing the nonzero
initial value of the function under consideration, referred to as themodified Riemann–Liouville derivative. This derivative has
many interesting properties when compared with the other definitions, for instance, the following ones.
(i) It has a counterpart in the form of a generalization of the quotient1f (x)/1x. (ii) It is fully consistent with self-similar
functions, in the way that a function which is fractional differentiable at the origin necessarily exhibits local self-similarity
properties. (iii) It applies to functions which are differentiable or not, like the Gaussian white noise, for instance. (iv) It
applies to the Mittag-Leffler function which is not differentiable at zero. (v) It provides the Mittag-Leffler function as the
solution of a basic linear fractional differential equation. (vi) And as a straightforward result, it provides a fractional Taylor
series which involves fractional derivatives of the considered function.
This suggests to introduce functions f (z) of the complex-valued variable z defined by the series
f (z) :=
∞∑
n=0
anznα, 0 < α < 1
and to outline their main properties, and this is exactly the purpose of the present short paper. Given the format of the
articles in the present journal, thematter will be rather condensed, andwe shall only focus on the essentials with only proof
sketches.
The paper is organized as follows. For the convenience of the reader, firstly we shall give a brief background on
the definition of the modified Riemann–Liouville derivative, fractional Taylor’s series, and integral with respect to (dx)α
(Section 2). Thenwe shall define fractional holomorphic functions andwe shall derive the corresponding feasibility Cauchy’s
condition (Section 3). Section 4 will deal with fractional analytic functions. In Section 5, we shall consider integrals with
respect to (dz)α , and then we shall derive Cauchy’s integral formula for these functions.
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2. Background on fractional derivative (revisited)
2.1. Fractional derivative via fractional difference
Definition 2.1. Let f : < → <, x→ f (x), denote a continuous (but not necessarily differentiable) function, and let h > 0
denote a constant discretization span. Define the forward operator FW (h) by the equality (the symbol := means that the
left side is defined by the right side)
FW (h)f (x) := f (x+ h); (2.1)
then the fractional difference of order α, 0 < α < 1, of f (x) is defined by the expression [1–7]
∆α f (x) := (FW − 1)α =
∞∑
k=0
(−1)k
(
α
k
)
f [x+ (α − k)h], (2.2)
and its fractional derivative of order α is defined by the limit
f (α)(x) = lim
h↓0
∆α f (x)
hα
 (2.3)
modeling via the Riemann–Liouville integral.
2.2. Modified fractional Riemann–Liouville derivative (via integral)
An alternative to the Riemann–Liouville definition of fractional derivative.
In order to circumvent some drawbacks involved in the classical Riemann–Liouville definition, we have proposed the
following alternative referred to as the modified Riemann–Liouville derivative [3].
Definition 2.2 (Riemann–Liouville Definition Revisited). Refer to the function f (x) of Definition 2.1.
(i) Assume that f (x) is a constant K . Then its fractional derivative of order α is
Dαx K = KΓ −1(1− α)x−α, α ≤ 0, (2.4)
= 0, α > 0. (2.5)
(ii) When f (x) is not a constant, then one will set
f (x) = f (0)+ (f (x)− f (0)) ,
and its fractional derivative will be defined by the expression
f (α)(x) = Dαx f (0)+ Dαx (f (x)− f (0))
in which, for negative α, one has
Dαx (f (x)− f (0)) :=
1
Γ (−α)
∫ x
0
(x− ξ)−α−1 (f (ξ)− f (0)) dξ, α < 0 (2.6)
whilst for positive α, one will set
Dαx (f (x)− f (0)) = Dαx f (x) = Dx
(
f (α−1)(x)
)
. (2.7)
When n ≤ α < n+ 1, one will set
f (α)(x) := (f (α−n)(x))(n) , n ≤ α < n+ 1, n ≥ 1.  (2.8)
We shall refer to this fractional derivative as themodified Riemann–Liouville derivative, and it is of order to point out that
it is strictly equivalent to Definition 2.1, via Eq. (2.2).
Remark of importance. It is of order to point out that these two definitions are strictly equivalent, and that, for instance one
can switch from Definition 2.1 to Definition 2.2, by using Laplace’s transform of (2.2) and then making h tend to 0.
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2.3. Taylor’s series of fractional order
Proposition 2.1. Assume that the continuous function f : < → <, x → f (x) has fractional derivative of order kα, for any
positive integer k and any α, 0 < α ≤ 1, then the following equality holds, which is (with the notation Γ (1 + αk) =: (αk)!)
[1–3]
f (x+ h) =
∞∑
k=0
hαk
(αk)! f
(αk)(x) = Eα(hαDα)f (x) 0 < α ≤ 1 (2.9)
where Eα(x) is the Mittag-Leffler function
Eα(x) :=
∞∑
k=0
x4
Γ (1+ αk) =
∞∑
k=0
x4
(αk)! . 
Oneway to take this formula for granted is as follows. First, it is easy to check that it applies to theMittag-Leffler function.
Second, it is then sufficient to consider functions which can be approximated by sequences of Mittag-Leffler functions.
2.4. Integration with respect to (dx)α
The integral with respect to (dx)α is defined as the solution of the fractional differential equation
dy = f (x)(dx)α, x ≥ 0, y(0) = 0, (2.10)
which is provided by the following result:
Lemma 2.1. Let f (x) denote a continuous function, then the solution y(x), y(0) = 0, of Eq. (2.10) is defined by the equality
y =
∫ x
0
f (ξ)(dξ)α (2.11)
= α
∫ x
0
(x− ξ)α−1f (ξ)dξ, 0 < α < 1.  (2.12)
To some extent, these results are more or less related to those of Kolwankar [8,9]. For further results and different points
of view on fractional calculus; see for instance [10–33].
The proof of this result is based on the fact that, with the modified Riemann–Liouville derivative, the solution of the
fractional differential equation y(α)(x) = λy(x) is Eα(λxα).
3. Holomorphic functions of fractional order
3.1. Definition and basic property
Definition 3.1. The function f (z) of the complex-valued variable z, z = x+ iy, is said to be αth holomorphic at z = z0 when
and only when the limit
lim|h|→0
∞∑
k=0
(−1)k
(
α
k
)
f [z0 + (α − k)h] , (3.1)
exists and is independent of the path followed by h for going to zero in the complex plane. 
We have the following
Proposition 3.1. A necessary and sufficient condition for the fractional αth differentiable function to be holomorphic is that
f (α)x (x, y)+ iα f (α)y (x, y) = 0.  (3.2)
Outline of the Proof. Define z¯ := x− iy, in such a manner that f (x, y) turns out to be a new function f (z, z¯). According to
the fractional derivative chain rule g(α)(u(x)) = g(α)u (u)(u′(x))α , a simple calculation yields
f (α)x (x, y) = f (α)z (z, z¯)(1)α + f (α)z¯ (z, z¯)(1)α
f (α)x (x, y) = f (α)z (z, z¯)(i)α + f (α)z¯ (z, z¯)(−i)α
from where we obtain
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f (α)z (z, z¯) = 2−1
(
f (α)x (x, y)+ (−i)α f (α)y (x, y)
)
, (3.3)
f (α)z¯ (z, z¯) = 2−1
(
f (α)x (x, y)+ (+i)α f (α)y (x, y)
)
, (3.4)
and it is sufficient to write that f (x, y) is αth holomorphic when f (α)z¯ (x, y) = 0.
3.2. Cauchy’s conditions for fractional derivative in the complex plane
Assume that
f (x, y) = P(x, y)+ iQ (x, y), (3.5)
then substituting into (3.2) yields the condition
P (α)x + iQ (α)x + iα
(
P (α)y + iQ (α)y
) = 0, (3.6)
which is the extension of Cauchy’s condition.
Assume that α = 1/N , where N is a positive integer, N ≥ 1, then (3.6) yields
P (α)x +
(
cos
pi
2N
)
P (α)y −
(
sin
pi
2N
)
Q (α)y = 0, (3.7)
Q (α)x +
(
sin
pi
2N
)
P (α)y +
(
cos
pi
2N
)
Q (α)y = 0. (3.8)
4. Fractional analytic functions
The fractional Taylor’s series (2.9) suggests the following definition.
Definition 4.1. Consider the function f (z) ∈ C, z ∈ D ⊂ C . f (z) is said to be αth analytic at z0 ∈ D, if there exists a series∑
n≥0 an(z− z0)nα , which is convergent when |z− z0| is small enough, |z− z0| 6= 0, and the value of which is f (z) for |z− z0|
small enough. 
Proposition 4.1. Anecessary and sufficient condition for theαth analytic function f (z) to be identically zero in the neighbourhood
of z0, is that
f (nα)(z0) = 0, n ≥ 0. 
This is a direct by-product of the fractional Taylor’s series.
5. Integration with respect to (dz)α in the complex plane
5.1. General definition
Definition 5.1. Let us consider a path γ in the complex planewhich goes from a to b. Then the integral of the function f (α)(z)
from a to b via the path γ , is defined by the equality
f (b)− f (a) = 1
α!
∮
γ
f (α)(z)(dz)α.  (5.1)
Example 5.1. As a useful example let us consider the function f (z) = znα . Let C(p, q) denote the multi-circle C(p, q) :={
z = reiθ , p(2pi) ≤ θ ≤ q(2pi)} , p and q integers.
First case. Assume that n ≥ 0. Then, as a result of the identity
Dα
(nα)!
(nα + α)! z
(n+1)α = znα,
one has the equality
In(C(p, q), α) :=
∮
C(p,q)
znα(dz)α
= (nα)!
(nα + α)! r
(n+1)α(ei(n+1)qα(2pi) − ei(n+1)pα(2pi)). (5.2)
As a special case assume that α = 1/N,N ≥ 1,N integer. Then one has
In(C(0,N), 1/N) = 0. (5.3)
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Second case. Now assume that n ≤ 0. Then, according to the formula (which holds with the modified Riemann–Liouville
derivative!)
Dα (u(x)v(x)) = u(α)(x)v(x)+ u(x)v(α)(x),
one finds (do not forget that the modified fractional derivative of a constant is zero)
Dα
(
znαz−nα
) = (nα)!
(nα − α)! z
nα−α (z−nα)+ znαDα(z−nα) = 0
therefore the derivative
Dα
(
z−nα
) = − (nα)!
(nα − α)! z
−nα−α, (5.4)
and the αth anti-derivative
D−α
(
z−nα
) = − (nα − 2α)!
(nα − α)! z
−nα+α, n 6= 1. (5.5)
Given this prerequisite, according to (5.1), we obtain
I−n(C(p, q), α) = − (nα − 2α)!
(nα − α)! r
−(n+1)α (e−i(q2pi)(nα−α) − e−i(p2pi)(nα−α)) , (5.6)
and here again, when α = 1/N , we once more have the equality
I−n(C(0,N), 1/N) = 0, n 6= 1. (5.7)
5.2. Integration via change of variable
With the notation of (5.1), we consider the integral
J :=
∮
γ
f (z)(dz)α. (5.8)
If we assume that we have a parametric representation of γ in the form (x(t), y(t)) , t ∈ [a, b] ⊂ <, and if further this
representation is differentiable, then we have
dz = z ′(t)dt
therefore we obtain
J =
∫ b
a
f (z(t))(z ′(t))α(dt)α. (5.9)
Example 5.2. The following equality holds,∮
C(0,q)
(dz)α
zα
= (2piqi)α. (5.10)
Indeed, it is sufficient to make the change of variable z = r exp(iθ)which provides dz = r i exp(iθ) dθ therefore∮
C(0,q)
(dz)α
zα
= iα
∫ q(2pi)
0
(dθ)α = iα(2piq)α.
6. Fractional Cauchy’s integral formula
Proposition 6.1. Assume that f : U → C, z → f (z) is a fractional analytic function of order α = 1/N,N ≥ 1,N integer. For
every a ∈ U, consider the disk D ⊂ U with the boundary defined by the circle γ of which the radius is r. Then f (z) is actually
infinitely αth differentiable, with
f (nα)(a) = (nα)!
(2pi i)αNα
∮
C(0,N)
f (z)
(z − a)(n+1)α , α =
1
N
.  (6.1)
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Proof Sketch.
Step 1. For the sake of simplicity, we assume that a = 0, but the reader will generalize easily step by step.
Step 2. Since f (z) is analytic, it is infinitely fractional αth differentiable, and one canmeaningfully write the fractional Taylor
expansion
f (z) =
∞∑
k=0
zkα
(kα)! f
(kα)(0), 0 < α ≤ 1. (6.2)
Step 3. Assuming that we work in the convergence domain of this series one can integrate term by term to have∮
C(0,N)
f (z)
znα+α
(dz)α =
∞∑
k=0
f (kα)(0)
(kα)!
∮
C(0,N)
zkα
znα+α
(dz)α.
According to the above results, almost all of these integrals on the left are zero, except one of them which yields∮
C(0,N)
f (z)
znα+α
(dz)α = f
(nα)(0)
(nα)!
∮
C(0,N)
(dz)α
zα
= f
(nα)(0)
(nα)! (2pi i)
αNα, α = 1
N
. 
Remark. As a special case, one can write the fractional derivative in the form
f (α)(a) = α!
(2pi i)αNα
∮
C(0,N)
f (z)
(z − a)2α , α =
1
N
. (6.3)
7. Concluding remarks
In the present short note we have outlined how one can expand a theory of analytic functions of fractional order in the
complex plane, based on themodified Riemann–Liouville derivation and the fractional Taylor’s series it provides. Given that
the present contribution is a short note, we have not been able to deepen the matter, which will be the purpose of another
paper. At first glance, it seems that the classical theory could be expanded in the same way to study fractional analytic
functions. Nevertheless, there remains one point of importance to scrutinize. Indeed it is well known that if two contours
can be derived one from the other by continuous deformations, then under some regularity conditions, the integrals of a
given function on these contours, one at a time, will be the same. There remains to examine what happens to this property
in our framework here.
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