We investigate bifurcation scenario of the von KÃ armÃ an equations with partially clamped boundary conditions deÿned in rectangular domains. First, we study how the (preconditioned) Block GMRES method can be used in the context of continuation methods for tracing solution curves of large systems of nonlinear equations. Next, we discuss linear stabilities of the von KÃ armÃ an equations with partially clamped boundary conditions. In particular, we calculate the ÿrst seven eigenvalues and its associated eigenfunctions of the linearized von KÃ armÃ an equations via computer algebra. The Block GMRES method is used to solve linear systems and to detect singularity along solution paths of the discrete problem. Sample numerical results are reported.
Introduction
The von KÃ armÃ an equations describe deformation of an elastic plate under compression, which are governed by the following system of partial di erential equations: the two-norm condition number of T k tol stopping criterion for the BGMRES method NCI number of corrector iterations required at each continuation step MAXNORM maximum norm of the approximating solution w itr iteration numbers required by using the BGMRES to solve linear systems in the predictor step aitr1 average iteration numbers required by using the BGMRES to solve linear systems in the corrector step aitr2 average iteration numbers required by using the preconditioned BGMRES to solve linear systems in the corrector step
Here is the external load, 2 is the biharmonic operator in the plane, In this paper, we consider rectangular plates := [0; '] × [0; 1]; ' ¿ 0. The function w represents deformation of the plate, while f corresponds to the Airy stress function, i.e., averaged stress over the thickness of the plate. The von KÃ armÃ an equations are derived as leading terms in the asymptotic expansion of deformation of the three-dimensional plate, in which the load is coupled with the thickness of the plate, see, e.g., [2, Chapter 14] ; [11] . Classically, one imposes simply supported boundary conditions on the four sides of the plate, i.e., (a) w = w = 0 (b) f = f = 0 on @ :
These conditions, though hardly realizable experimentally, simpliÿes mathematical analysis of the system (cf. [19, 21, 24] ). Bifurcations of Eqs. (1.1) with boundary conditions (1.2) have been studied quite extensively, see, e.g., [13, 19] . In particular, Chien and Chen [7] investigated multiple bifurcation of this system by using numerical continuation methods [1, 14] , where the direct method was used as the linear solver.
In [19] , Schae er and Golubitsky showed that for the Airy stress function f, physically the boundary conditions @f @n = @ @n ( f) = 0 on @ (1.3) are more relevant than the classical ones (1:2b). Moreover, di erent types of boundary conditions for f have little in uence on the bifurcation structure of the von KÃ armÃ an equations. In conjunction with studies on mode jumping in the buckling of a rectangular plate, Golubitsky et al. [13, 19] 
respectively. Conditions (1.4) and (1.5) correspond to the clamped sides x = 0; ' and the simply supported ends y = 0; 1. Golubitsky et al. [13, 19] found that mode jumping may occur under the partially clamped boundary conditions but not for the simply supported boundary conditions (1.2), and
The theoretical results of Golubitsky et al. were numerically veriÿed by Chien et al. [8] , where the boundary conditions (1.2) and (1.4) were imposed, respectively. Recently, Chien et al. [10] studied buckling phenomenon of a rectangular plate with elastic support and restraint along two edges and simple support along the other two edges. This corresponds to a bifurcation analysis of the von KÃ armÃ an equations with Robin boundary conditions. Little is known about the deformation of a plate and bifurcation of the von KÃ armÃ an equations with totally clamped boundary conditions (1.4) and (1.5), (see, e.g., [3] ).
In this paper, we study the bifurcation scenario of the von KÃ armÃ an equations with boundary conditions (1.5) from the viewpoint of numerical computation, where the predictor-corrector continuation method is exploited to trace solution curves of the associated discrete problem. Speciÿcally, we show how the block GMRES (BGMRES) [18, 22, 23] can be implemented to solve linear systems for the tangent vectors in the predictor step of continuation method. Of special interest here is the detection of bifurcation points. In order to speed up the rate of convergence, a preconditioned version of BGMRES was implemented to solve linear systems during the corrector process. Here we adopt the idea of incomplete LU factorization to construct the desired preconditioner for the coe cient matrix.
This paper is organized as follows. In Section 2, we study the (preconditioned) BGMRES method in the context of continuation methods. We show that BGMRES can be used to solve linear systems as well as to detect singularities for bifurcation problems. Linear stabilities of the von KÃ armÃ an equations with partially clamped boundary conditions are discussed in Section 3. In particular, the ÿrst seven eigenvalues and associated eigenfunctions of the linearized von KÃ armÃ an equations are obtained via computer algebra. In Section 4, we discuss simple algebraic bifurcation equations of the von KÃ armÃ an equations. Finally, our numerical results are reported in Section 5.
A continuation-block GMRES algorithm
We consider parameter-dependent problems of the form
where H : R N × R → R N is a smooth mapping with x ∈ R N ; ∈ R. We denote the Jacobian of H by DH = [D x H; D H ], and the solution curve c of (2.1) by
Here I is any interval in R. Assuming that a parameterization via arc length is available on c, we will trace the solution curve c by predictor-corrector continuation methods [1, 14] .
Let y i = (x i ; i ) ∈ R N +1 be a point which has been accepted as an approximating point for the solution curve c. Probably the simplest predictor is the Euler predictor
Here i ¿ 0 is the step length, and u i is the unit tangent vector at y i , which is obtained by solving
for some constraint vector r i ∈ R N +1 . Now let y i ; y i−1 ; : : : ; y i−k be the points which have been accepted as the approximating points for c, and u i ; u i−1 ; : : : ; u i−k the corresponding unit tangent vectors. The Adams-Bashforth two-, three-and four-step predictors are deÿned by
and
respectively. We refer to [12] for details. Alternatively, one may also use Hermite cubic interpolating on y i ; y i−1 and u i ; u i−1 to obtain z i+1; 1 =p(s+h), h ¿ 0, where each component of p(s) is a polynomial in s of degree less than or equal to 3 (see [25] ). One may also exploit higher-order predictors, for instance, the second-and the third-order Taylor predictors [20] . In general, a higher-order predictor scheme will generate a predicted point which is closer to the solution curve c. The accuracy of approximation to the solution curve must be improved via a corrector process. In practice, the modiÿed Newton's method with constraint
is solved, and we set z i+1; j+1 = z i+1; j + w j ; j = 1; 2; : : : . If y i lies su ciently near c, then the modiÿed Newton's method will converge if the step size i is small enough. We simplify the Eqs. (2.3) or (2.7) as
where p; q; f ∈ R N and ; g ∈ R. The block elimination algorithm [6] is given as follows.
Algorithm 2.1. Block Elimination
Step 1. Solve Av = p; Aw = f.
Step
Step 3. Compute x = w − v.
Block GMRES
We discuss how to use the BGMRES to solve the two linear systems simultaneously in Step 1 of Algorithm 2.1. To start with, we consider the following linear systems of equations with multiple right-hand sides:
where the matrix A ∈ R N ×N is nonsingular and nonsymmetric, and B ∈ R N ×s . Let
N ×s be an initial block of initial guesses to the solutions of (2.9), and R i . The BGMRES generates a block of approximate solutions
Choose a block of initial guesses X (0) and compute
N ×s is unitary and R ∈ R s×s is upper triangular. 3. Iterate: For j = 1; 2; : : : ; k Do W j = AV j For i = 1; 2; : : : ; j Do
Compute the QR decomposition of W j : W j = V j+1 H j+1; j 4. Solve the problem (2.10) for Z (k) and calculate
If is smaller than the given tolerance, then go to the next step, otherwise, increase k by one and repeat
Step 3 for j = k.
Form the approximate solution:
Let U k = [V 1 ; : : : ; V k ] ∈ R N ×sk and let T k ∈ R sk×sk be the block upper Hessenberg matrix obtained from Step 3 of Algorithm 2.2. Moreover, let T k ∈ R s(k+1)×sk be the matrix whose nonzero entries are the same as those of T k except for additional s rows whose only nonzero block entry is H k+1; k in the last s columns position. Note that the matrix U k and the matrix T k satisfy the following relation:
Let E 1 be the matrix of the ÿrst s columns of I s(k+1) and set Z = U k Y for some Y ∈ R sk×s . Then the least-squares problem (2.10) can be written as
Thus, in practice, Steps 4 and 5 of Algorithm 2.2 should be replaced by 4 . Solve the problem (2.11) for Y (k) and calculate
Step 3 for j = k. 5 . Form the approximate solution:
where Y k minimizes (2.11). Note that to maintain orthogonality of the matrices V 1 ; : : : ; V k , we can use the modiÿed Gram-Schmidt process or, respectively, Householder transformations to construct an orthonormal basis for the block Krylov subspace K k . Remember one of our aims here is to detect singularity of the coe cient matrices A in curve-tracking. Thus, we need to monitor the conditioning of AU k = U k+1 T k . This can be done by performing a QR factorization on AU k = Q k R k , where Q k ∈ R N ×sk has orthonormal columns and R k ∈ R sk×sk is upper triangular. All we need to do is to reduce the block upper Hessenberg matrix T k to an upper triangular matrix R k . That is, we use Givens rotations J 1 ; : : : ; J sk to obtain
T is implicitly deÿned. If the orthonormal basis for
In practice, one can use incremental condition estimation to monitor the conditioning of R k . We refer to [4, 5] for more details.
Preconditioned Block GMRES
Usually, we impose preconditioning techniques on iterative method to speed up the rate of convergence. In this section, to avoid ÿll-in elements, we adopt the idea of incomplete LU factorization to construct the desired preconditioner for a given matrix A. Therefore, in view of the computational cost, we indicate that a pattern-preserving incomplete LU factorization gives an e cient preconditioner. First, the BGMRES is used to solve (2.3) for the tangent vector u i as well as to detect bifurcation points along solution curves of (2.1).
For the linear system (2.9), we assume that a preconditioner M is available in the form of an incomplete LU factorization. i.e., M = LU; where L is a sparse lower triangular matrix and U is a sparse upper triangular matrix such that the residual matrix S = LU − A satisÿes certain constraints. For instance, S might have zero entries in some locations. Then (2.9) can be transformed into the following preconditioned linear system:
To implement the BGMRES on (2.12), we need to minimize the residual norm of (2.12), namely,
is the Krylov subspace given by
). As in Section 2.1, we obtain U k ∈ R N ×sk and T k ∈ R s(k+1)×sk which satisfy the following relation:
Setting Z = U −1 U k Y for some Y ∈ R sk×s and letting Z (0) = V 1 R be the QR decomposition of Z (0) , then the minimum of (2.13) can be expressed as 
Compute the QR decomposition:
N ×s is unitary and R ∈ R s×s is upper triangular. 3. Iterate: For j = 1; 2; : : : ; k Do solve P j from UP j = V j W j = AP j solve W j from LW j =W j For i = 1; 2; : : : ; j Do
Compute the QR decomposition of W j : W j = V j+1 H j+1; j 4. Solve the problem (2.14) for Y (k) and calculate
Step 3 for j = k. 5. Form the approximate solution:
where Y k solves (2.14).
Linear stabilities of the von KÃ armÃ an equations
Under the boundary conditions (1.3) the problem Following the discussion in Schae er=Golubitsky [19] , we apply the rule of separation of variables to (3.2). That is, let the solutions of (3.2) have the form
Then Eq. (3.2) becomes
and the boundary conditions reduce to
For the space of functions
we choose the basis {sin n y; n ∈ N}:
Note that the space {u(x)sin n y; n ∈ N} is invariant under the operator 2 + (@ 2 )=@x 2 . We choose v(y) = sin n y in (3.3) and obtain the following equation for u:
The characteristic equation of (3.5) is
with four solutions
; a 2 := − a 1 ;
; a 4 := − a 3 :
The general solution of (3.5) is of the form
where the constants c i ∈ C will be determined by the boundary conditions (3.4a). We are interested in real solutions of (3.5). To this end, we consider the following three cases in (3.6):
In the case (a) there is no real solution for , while (b) implies that u ≡ 0, the trivial solution. For =4 ¿ (n ) 2 the solutions of (3.5) have the form
where
By elementary calculations we obtain
Elimination of in these equations yields
The boundary conditions u(0) = u (0) = 0 imply that c 3 = −c 1 and
. Thus,
The boundary conditions u(l) = u (l) = 0 reduce to a linear system for c 1 ; c 2 ,
The system (3.10) has nontrivial solutions if and only if the determinant of its coe cient matrix vanishes. Thereafter, by elementary calculations we derive an equation for with n and l as parameters,
We rewrite this equation as
and note that
Eq. (3.11) can be simpliÿed as
Note that though = 4n 2 2 is a solution of this equation, it will be excluded in the discussion below. A solution 0 of (3.12) corresponds to a bifurcation point (0; 0 ) of (3.1 One sees that for any u(x; y) ∈ ker(D w G 0 )
where c 1 and c 2 satisÿes Eq. (3.12).
Numerical calculation of bifurcation points
As indicated above, we calculate bifurcation points of (3.1) on the trivial solution branch by solving (3.12) numerically, where the case = 4n 2 2 is excluded. As an example we choose the length ' = 2 and examine the solutions of (3.12). For n = 1; 2, Fig. 1 shows the graph of Eq. (3.12) with as the independent variable. The intersection points of these curves with the -axis give bifurcation points of (3.1).
Numerical solutions show that the ÿrst six bifurcation points of (3.1) correspond to the ÿrst six solutions of (3.12) with n = 1, see Figs. 2-4 for the eigenfunctions. The seventh bifurcation point is a solution of (3.12) with n = 2. Correspondingly, this kind of buckling state occurs quite later (cf. Fig. 5 ), compared to the simply supported boundary conditions (see [8] ).
Double bifurcation points
If we set in Eq. (3.12), then
From these equations, we obtain the following special solutions of (3.12):
This coincides with the results in [19, 8] . In particular, the equalities
hold and the system (3.10) becomes trivial, i.e., it is satisÿed for all (c 1 ; c 2 ) ∈ R 2 . In other words, for 0 ; ' 0 in (3.10), (0; 0 ) is a double bifurcation point and Ker(D w G 0 ) = span[ (x) sin(n y); (x) sin(n y)]:
are the two independent eigenfunctions of Eq. (3.5) with
To study mode jumping of Eq. (1.1) with boundary conditions (1.5) (or (1.6)), we are interested in the lowest eigenvalue with minimum length of the plate. So we choose m = n = 1 in (3.13), then
. We refer to [8] for similar discussion and for the numerical results.
Path following at the simple bifurcation points
Consider branch switching and path following across simple bifurcation points. First, we note that the operator D w G 0 = 2 + 0 @ 2 =@x 2 is Fredholm from X into Y and self-adjoint with respect to the L 2 -products in X; Y . Hence we have
Thereafter, consider a smooth solution curve {(w(t); (t)) ∈ X × R; t ∈ ⊂ R} passing through (0; 0 ) at t = 0 with a nonvanishing speed, i.e., where 0 is a subset of the parameter space R. Due to the independence of the decomposition of the space X on t and equality (4.2), (w(t); (t)) is of the form w(t) = t (t)v 0 + tv(t);
where (t); ÿ(t) ∈ R; v(t) ∈ Im(D w G 0 ) for all t ∈ . Di erentiating the equation
with respect to t at t = 0 we derive v(0) = 0. Thus, we determine the bifurcating solution branches with the enlarged system:
Obviously, maps X × R 3 into Y × R. We deÿne at t = 0 by its limit
One can prove that is at least C 1 -continuous at t=0. Examining the ÿrst component of (v; ; ÿ; 0), we see that Eq. we obtain a nonlinear system of equations for ; ÿ.
One may readily verify that the solutions for this system are
The solution =0, ÿ = ±1 corresponds to the trivial solution curve, while the next solution ±( 0 ; ÿ 0 ) lead to the same bifurcating solution branch for Eq. (3.1). More precisely, there is a unique v 0 ∈ Im(D w G 0 ) such that (v 0 ; 0 ; ÿ 0 ; 0) is a nonsingular solution of (4.5). Hence, the implicit function theorem implies the existence of a unique solution of (4.4) passing through this point at t = 0, which gives a solution branch of (3.1) bifurcating at (0; 0 ). Starting from (v 0 ; 0 ; ÿ 0 ; 0), one can follow the solution branch of (3.5) with various continuation methods, see, e.g., [15 -17] .
Numerical examples
In this section, we report two numerical examples concerning implementations of the (preconditioned) BGMRES algorithm on the von KÃ armÃ an equations with partially clamped boundary conditions. All of our computations were executed on an IBM RS=6000 SP2 machine with HighPerformance Fortran Compiler and with 64 bit IEEE arithmetic at National Chung Hsing University. Example 1. We consider the von KÃ armÃ an equations with partially clamped boundary conditions (see [9] ) Eq. (5.1) was discretized by the standard 13-point centered di erence approximations with uniform meshsize h = 0:05 on the x-and y-axis, respectively. Our sample numerical results are shown in Tables 1 and 2 , where the BGMRES and the preconditioned BGMRES were used to solve the linear systems for the tangent vectors and for the corrector process, respectively. Fig. 6 shows the contour of this solution branch w at = 39:3961. Eq. (5.2) was discretized by the centered di erence approximations with uniform meshsize h = 0:025 on the x-and y-axis, respectively. Tables 3 and 4 show the ÿrst bifurcation point of (5.2) is detected at ≈ 61:42. Fig. 7 shows the solution curves w of Eqs. (5.1) and (5.2). The contour of this solution branch at = 61:4508 is shown in Fig. 8 . In conclusion, we see that the average number of iterations for solving linear systems with the preconditioned BGMRES is much smaller than that without preconditioning.
