Abstract. In this paper, we establish boundary Hölder gradient estimates for solutions to the linearized Monge-Ampère equations with L p (n < p ≤ ∞) right hand side and C 1,γ boundary values under natural assumptions on the domain, boundary data and the MongeAmpère measure. These estimates extend our previous boundary regularity results for solutions to the linearized Monge-Ampère equations with bounded right hand side and C 1,1 boundary data.
Statement of the main results
In this paper, we establish boundary Hölder gradient estimates for solutions to the linearized Monge-Ampère equations with L p (n < p ≤ ∞) right hand side and C 1,γ boundary values under natural assumptions on the domain, boundary data and the Monge-Ampère measure. Before stating these estimates, we introduce the following assumptions on the domain Ω and function φ.
Let Ω ⊂ R n be a bounded convex set with
for some small ρ > 0. Assume that (1.2) Ω contains an interior ball of radius ρ tangent to ∂Ω at each point on ∂Ω ∩ B ρ .
Let φ : Ω → R, φ ∈ C 0,1 (Ω) ∩ C 2 (Ω) be a convex function satisfying
Throughout, we denote by Φ = (Φ i j ) the matrix of cofactors of the Hessian matrix D 2 φ,
i.e.,
We assume that on ∂Ω ∩ B ρ , φ separates quadratically from its tangent planes on ∂Ω.
Precisely we assume that if x 0 ∈ ∂Ω ∩ B ρ then
for all x ∈ ∂Ω. Let S φ (x 0 , h) be the section of φ centered at x 0 ∈ Ω and of height h: S φ (x 0 , h) := {x ∈ Ω : φ(x) < φ(x 0 ) + ∇φ(x 0 )(x − x 0 ) + h}.
When x 0 is the origin, we denote for simplicity S h := S φ (0, h). Now, we can state our boundary Hölder gradient estimates for solutions to the linearized Monge-Ampère equations with L p right hand side and C 1,γ boundary data. 
where f ∈ L p (B ρ ∩ Ω) for some p > n and ϕ ∈ C 1,γ (B ρ ∩ ∂Ω). Then, there exist α ∈ (0, 1) and θ 0 small depending only on n, p, ρ, λ, Λ, γ such that for all θ ≤ θ 0 we have
where C only on n, p, ρ, λ, Λ, γ. We can take α := min{1− n p , γ} provided that α < α 0 where α 0 is the exponent in our previous boundary Hölder gradient estimates (see Theorem 2.1). [6, 7] , we have
Therefore, Theorem 1.1 easily implies that ∇u is C
As a consequence of Theorem 1.1, we obtain global C 1,α estimates for solutions to the linearized Monge-Ampère equations with L p (n < p ≤ ∞) right hand side and C 
Assume further that on ∂Ω, φ separates quadratically from its tangent planes, namely
Let u : Ω → R be a continuous function that solves the linearized Monge-Ampère equation
where
where β ∈ (0, 1) and K are constants depending on n, ρ, γ, λ, Λ, p and the modulus of continuity of g. 
This follow easily from the estimates in Theorem 1.3 and the global W 2,p estimates for solutions to the standard Monge-Ampère equations with continuous right hand side [8] .
Indeed, since Here is an explicit example in two dimensions, taken from [11] , showing that L φ is not uniformly elliptic in Ω. Consider
and φ has smooth boundary data on ∂Ω. We prove Theorem 1.1 using the perturbation arguments in the spirit of Caffarelli [1, 2] (see also Wang [12] ) in combination with our previous boundary Hölder gradient estimates for the case of bounded right hand side f and C 1,1 boundary data [5] .
The next section will provide the proof of Theorem 1.1. The proof of Theorem 1.3 will be given in the final section, Section 3.
Boundary Hölder gradient estimates
In this section, we prove Theorem 1.1. We will use the letters c, C to denote generic constants depending only on the structural constants n, p, ρ, γ, λ, Λ that may change from line to line.
Assume φ and Ω satisfy the assumptions (1.1)-(1.4). We can also assume that φ(0) = 0 and ∇φ(0) = 0. By the Localization Theorem for solutions to the Monge-Ampère equations proved in [6, 7] , there exists a small constant k depending only on n, ρ, λ,
h B 1 with A h being a linear transformation (sliding along the x n = 0 plane)
We define the following rescaling of φ
Lemma 4. 2 in [5] implies that if h, r ≤ c small then φ h satisfies in S φ h (0, 1) the hypotheses of the Localization Theorem [6, 7] at all x 0 ∈ S φ h (0, r) ∩ ∂S φ h (0, 1). In particular, there existsρ small, depending only on n, ρ, λ, Λ such that if
for all x ∈ ∂S φ h (0, 1). We fix r in what follows.
Our previous boundary Hölder gradient estimates [5] for solutions to the linearized Monge-Ampère with bounded right hand side and C 1,1 boundary data hold in S φ h (0, r).
They will play a crucial role in the perturbation arguments and we now recall them here. 
and for s ≤ r/2
where α 0 ∈ (0, 1) and C 0 are constants depending only on n, ρ, λ, Λ.
Now, we are ready to give the proof of Theorem 1.1. Let α := min{γ, 1 − n p } if α < α 0 ; otherwise let α ∈ (0, α 0 ) where α 0 is in Theorem 2.1. The only place where we need α < α 0 is (2.12). By dividing our equation by a suitable constant we may assume that for some θ to be chosen later
Claim. There exists 0 < θ 0 < r/4 small depending only on n, ρ, λ, Λ, γ, p, and a sequence of linear functions 
and (ii)
Our theorem follows from the claim. Indeed, (ii) implies that {l m } converges uniformly in S θ to a linear function l(x) = bx n with b universally bounded since
Furthermore, by (2.6) and (2.7), we have |x n | ≤ k −1 θ m/2 for x ∈ S θ m . Therefore, for any
We now prove the claim by induction. Clearly (i) and (ii) hold for m = 1. Suppose (i) and (ii) hold up to m ≥ 1. We prove them for m + 1. Let h = θ m . We define the rescaled
domain Ω h and function φ h as in (2.9) and (2.8). We also define for
Let w be the solution to
By the maximum principle, we have
Letl (x) :=bx n ;b := ∂ n w(0).
Then the boundary Hölder gradient estimates in Theorem 2.1 give
We will show that, by choosing θ ≤ θ 0 where θ 0 is small, we have
Combining this with (2.12), we obtain
proving (i). On the other hand, we have
where, by (2.7)
. Therefore, the claim is established since (ii) follows from (2.11) and
It remains to prove (2.13). We will use the ABP estimate to w − v which solves
By this estimate and the way ϕ h is defined, we have
To estimate (I), we denote
Noting that x ∈ ∂S φ h (0, 1) ∩ ∂Ω h ⊂ B k −1 , we have by (2.7)
small. This is clearly satisfied when θ 0 is small.
Since Ω has an interior tangent ball of radius ρ, we have
we have
By (ii) and b 0 = 0, we have
Now, we obtain from the definition of v that
Using |y ′ | ≤ Cθ 1/2 and γ ≥ α, we find
if θ 0 is small. We then obtain
To estimate (II), we recall δ = (θ 1/2 ) 1+α and
we therefore obtain from Hölder inequality that
proving (2.13). The proof of our theorem is complete.
3. Global C 1,α estimates
In this section, we will prove Theorem 1.3.
Proof of Theorem 1.3. We extend ϕ to a C 1,γ (Ω) function in Ω. By the ABP estimate, we
for some C depending on n, p, ρ, λ. By multiplying u by a suitable constant, we can assume that
By using Gutiérrez-Nguyen's interior C 1,α estimates [3] and restricting our estimates in small balls of definite size around ∂Ω, we can assume throughout that 1 − ε ≤ g ≤ 1 + ε where ε is as in Theorem 1.1. Let y ∈ Ω with r := dist(y, ∂Ω) ≤ c, for c universal, and consider the maximal section S φ (y, h) of φ centered at y, i.e.,
Since φ is C 1,1 on the boundary ∂Ω, by Caffarelli's strict convexity theorem, φ is strictly convex in Ω. This implies the existence of the above maximal section S φ (y, h) of φ centered at y with h > 0. By [5, Proposition 3.2] applied at the point x 0 ∈ ∂S φ (y, h) ∩ ∂Ω, we have
and S φ (y, h) is equivalent to an ellipsoid E i.e
We denote
,
whereS 1 := Sφ(0, 1) represents the section ofφ at the origin at height 1. We define also the rescalingũ for ũ
Now, we apply Gutiérrez-Nguyen's interior C 1,α estimates [3] toũ to obtain
}, ∀z 1 ,z 2 ∈S 1/2 , for some small constant β ∈ (0, 1) depending only on n, λ, Λ. By (3.17), we can decrease β if necessary and thus we can assume that 2β ≤ α where α ∈ (0, 1) is the exponent in Theorem 1.1. Note that, by (3.16)
f L p (S y,h ) .
We observe that (3.15) and (3.16) give By Theorem 1.1 applied to the original function u, (3.14) and (3.15), we have
Hence, using (3.18) and the fact that α ≤ 1/2(1 − n/p), we get 
