As autonomous service robots become more affordable and thus available for the general public, there is a growing need for user-friendly interfaces to control these systems. Control interfaces typically get more complicated with increasing complexity of the robotic tasks and the environment. Traditional control modalities as touch, speech or gesture commands are not necessarily suited for all users. While non-expert users can make the effort to familiarize themselves with a robotic system, paralyzed users may not be capable of controlling such systems even though they need robotic assistance most. In this paper, we present a novel framework, that allows these users to interact with a robotic service assistant in a closed-loop fashion, using only thoughts. The system is composed of several interacting components: non-invasive neuronal signal recording and co-adaptive deep learning which form the brain-computer interface (BCI), high-level task planning based on referring expressions, navigation and manipulation planning as well as environmental perception. We extensively evaluate the BCI in various tasks, determine the performance of the goal formulation user interface and investigate its intuitiveness in a user study. Furthermore, we demonstrate the applicability and robustness of the system in real world scenarios, considering fetch-and-carry tasks and tasks involving human-robot interaction. As our results show, the system is capable of adapting to frequent changes in the environment and reliably accomplishes given tasks within a reasonable amount of time. Combined with high-level planning using referring expressions and autonomous robotic systems, interesting new perspectives open up for non-invasive BCI-based human-robot interactions.
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Figure 1: Our framework that unifies decoding of neuronal signals, high-level task planning based on referring expressions, low-level motion-and manipulation-planning, and scene perception with a centralized knowledge base at its core. Intuitive goal selection is provided through an adaptive graphical user interface.
tion capabilities and a robotic service assistant. To do so, 30 we record neuronal activity elicited in the human brain, (IDTMP) algorithm, which uses a constrained-based task 168 planner to create tentative task plans and sampling-based semantic attachments, i. e., modules which check the fea-180 sibility of motion plans on demand to ensure that task 181 plans can be refined to motion plans. In this work, the 182 goal formulation interface outputs a task plan composed 183 of high-level actions. We assume that these actions can 184 be refined to motions of the robot, if the task plan is con-185 sistent with the current world model. Thus, task-and 186 manipulation-planning is also considered in a hierarchical 187 way but we postpone the decision on the actual feasibil-188 ity of motion plans to reduce the computational effort. 189 Nonetheless, due to the modular structure or our system 190 most of the principles applied in this field could be inte-191 grated into our framework as well. In this paper, we present an autonomous robotic ser- 194 vice assistant which uses a BCI and an intuitive goal for-195 mulation framework to aid users in fetch-and-carry tasks. 196 Our system relies on multiple components which are de- Figure 2 : Detailed overview of our framework. It uses a brain-computer interface to decode the thoughts of the user. Thus, the user has control over a goal formulation assistant which is connected to a high-level planner. The commands send by the high-level planner are then processed by the low-level motion planners and executed on the robot. A perception system determines information on object poses, the user's mouth position and liquid levels. Finally, a central knowledge base stores and provides data to establish a connection between all components.
Finally, to conduct the data communication a knowledge 222 base connects all components (Sec. 4.5). We initially used 1 s intervals to maximize speed, but they were too short for proper mental task transition. 
Human and Machine Understandable References
423
A major challenge when trying to communicate goals to the user is the limited shared vocabulary between the user and the planning system, whose world is described by a PDDL planning task. The planner's most concise representation of the cup in Fig. 5 might be cup01, which is not sufficiently clear for the user if there are multiple cups. To solve this problem, the goal generation and selection component uses a set of basic references shared between planner and user. These shared references can be combined to create referring expressions to objects or sets of objects in the world [40, 41] . Generally, a referring expression φ is a logical formula with a single free variable. We say that φ refers to an object o if I |= φ(o), i. e., φ is valid in our PDDL domain theory. For example, we can refer to cup01 by φ(x) ≡ cup(x) ∧ contains(x, water). We restrict ourselves to references that are conjunctions of relations R 0 , ..., R m and only allow existential quantifiers, i. e.,
where each argument x ij corresponds to one of the vari- finement is the creation of a reference to one parameter.
476
The goal selection procedure is depicted in Fig. 6 . After 477 the initial selection of a goal type, e. g., drop (Fig. 6.a) , 478 we have to determine objects for all parameters of the se- choices to the user for further refinement of the argument.
487
In our example, the first argument omniRob is the only ob-488 ject in the world that fits the parameter type robot which is 489 why it does not have to be refined any further. Therefore, 490 we start by offering choices for refining the second argu- objects can be chosen. Additionally, we allow to skip the 506 refinement of the current parameter and use an arbitrary 507 object for it. Finally, we provide an entry to go back to 508 the previous refinement stride. 509 In each stride the shown refined references form a partition, which corresponds to a set of references φ i :
The last term ensures, that the partition covers all objects 510 of the previous reference.
511
The most important part of the refinement process is 512 to compute possible successors that split the current par-513 tition. To make progress in selecting a goal, the successor 514 reference needs to be strictly narrower than its parent. Ad- . This feature is given as follows:
Here h r represents the raw depth measured liquid level and environments with up to 100 objects in scenarios as exemplarily depicted in Fig. 9 . Furthermore, we conducted User Table   Robot Shelf Shelf interactions with the GUI. We rated GUI actions as cor- indicates that the actual path was twice longer than the 765 optimal path), and (v) the average time per step. We 766 summarized the results in Table 1 . In total, a 76.95 % cor-767 rect BCI control was achieved, which required 9 s per step.
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768
Defining a plan using the GUI took on average 123 s and 769 required the user to perform on average 13.53 steps in the 770 GUI of the high-level planner. The path formed by these 771 steps was on average 1.64 times longer than the optimal 772 path, mainly because of decoding errors which had to be 773 corrected by the participants, requiring additional steps.
774
The decoding accuracy of every participant is significantly 775 above chance (p < 10 −6 ).
776
The participant-averaged EEG data used to train the hybrid ConvNets and the decoding results of the train/test transfer are visualized in Fig. 8 . In Fig. 8(a) we show the signal-to-noise ratio (SNR) of all five classes C of the labeled datasets. We define the SNR for a given frequency f , time t and channel c as sumption is based on the fact that this increase is stronger 799 in most EEG electrodes, suggesting a generator located 800 some distance from the eyes, i. e., in the brain. The sus-801 tained increase in SNR in the delta band visible in the 802 vertical EOG is likely due to unconscious eye movements.
803
As this increase in the delta band SNR is only visible in 804 the three front-most EEG electrodes and weaker than the 805 increased SNR of unambiguous neuronal origin described 806 above, we are confident that the hybrid ConvNets will not 807 have learned to use this activity to differentiate between 808 the mental tasks. The visualizations shown in Fig. 8(c increasing the power in the given frequency bands at the 866 Figure 9 : An exemplary scenario as used in our user experiments with four rooms, a garden, two humans, a robot and multiple objects. We created a virtual scenario with five rooms as de-894 picted in Fig. 9 : a kitchen with a dining (Fig. 10 left, green) . In contrast, the reference 929 refinements for the current parameter of an action requires 930 in average less than 2 s even for scenarios containing nu-931 merous objects (Fig. 10 right) 
Strides
Optimal Figure 11 : The box plots illustrate the number of steps required by our participants to achieve a given goal in five different scenarios S1-S5 (optimal number of steps indicated in red, numbers denote the median)
Most of the participants were able to find a near-optimal 998 strategy to solve the task. The outliers in the first four containing a rose or occasionally also the vase in the right shelf for v2 and the red wine glass on the couch table for (a) approach (b) grasp (c) pour Figure 13 : Snapshots of our experiments for the actions approach, grasp and pour . The first line shows the corresponding step in the high-level planner user interface. The results of the motion and manipulation planning is depicted in the second row. Finally, the third row shows the robot system, which executes the actions. to inform the liquid level detection and pouring procedure tional network for eeg-based brain-computer interfaces, CoRR
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