An eficient and distributed scheme forfile mapping or file lookup scheme is critical in decentralizing metadata management within a group of metadata servers. This paper presents a novel technique called HBA (Hierarchical Bloom Filter Arrays) to mapfile names to the servers holding their metadata. Two levels of probabilistic arrays, i.e., Bloom Filter Arrays, with different accuracies are used on each metadata serve,: One array, with lower accuracy and representing the distribution of the entire metadata, trades accuracy for significantly reduced memory overhead, while the other array, with higher accuracy, caches partial distribution information and exploits the temporal locality offile access patterns. Extensive trace-driven simulations have shown our HBA design to be highly effective and eflcient in improving performance and scalability offile systems in clusters with 1,000 to 10,000 nodes (or super-clusters).
Introduction
Rapid advances in general-purpose communication networks have motivated the deployment of inexpensive components to build competitive cluster-based storage solutions to meet the increasing demand of scalahle computing [4,5,7, 15.27,30] . In the recent years, the bandwidth of these networks has been increased by two orders of magnitude [3, 8, 121 , which greatly narrows the performance gap between them and the dedicated networks used in commercial storage systems, such as fiber channels. The significant improvement in network bandwidth offers an appealing opportunity to provide cost-effective high-performance storage services by aggregating the existing storage resources on each commodity PC in a computing cluster with such networks if a scalable scheme is in place to efficiently virtualize these distributed resources into a single-disk image.
?he key challenge in realizing this objective lies in the potentially huge number of nodes (in thousands) in such a cluster. Currently clusters with thousands of nodes are already in existence and clusters with even larger number of nodes are expected in the near future.
Since all U 0 requests can be classified into two categories, the user data requests and the metadata requests, the scalability of accessing both data and metadata has to be carefully maintained to avoid any potential performance bottleneck along all data paths. To divert the high volume of user data traffic to bypass any single centralized component, the functions of data and metadata managements are usually decomposed and the metadata is stored separately on different nodes away from thc user data. While previous work on cluster-based storage mainly focuses on optimizing the scalability and efficiency of user data accesses by using a RAID style striping [7, 311, caching [28] , scheduling [IS, 321 and networking [29] , very little attention has been drawn to the scalability of the metadata management.
Yet, the efficiency of the metadata management is critical for the overall performance of cluster-based storage systems. It not only provides file attributes and data block addresses, but also synchronizes concurrent updates, enforces access control, supports recovering and maintains consistency between user data and file metadata. A study on the file system traces collected in different environments over a course of several months shows that requcsts targeting at the metadata can account for up to 83% of the total number of YO requests [ I I]. Under such skewed load to metadata, a centralized metadata management system certainly will not scale well with the cluster size. As the number of files or YO requests increases, the throughput of metadata operations on a single metadata server can be severely limited. This paper proposes a novel scheme, called Hierarchical Bloom Filter Array (HBA), to evenly distribute the tasks of metadata management ontu a g o u p of metadata servers. A Bloom filter is a succinct data smcture for probabilistic membership query. We identify that a straightforward adoption of Bloom filers is impractical due to the memory space overhead when the number of files is very large. By 0-7803-8694-9/04/$20.00 02004 IEEE exploiting the tcmporal access locality of the filc access pattern, we use a small Bloom filter m a y with a high accuracy at the first level of the hierarchy to capture the destination metadata server information of some frequently accesscd files to keep high management efficiency while reducing the memory overhead. At the second level of the hierarchy, a pure Bloom array (PBA). with lower accuracy in favor of memory efficiency, is used to maintain the destination metadata information of all files. Extensivc trace-driven simulations have shown HBA to be capable of offering significant performance and cost advantages over PBA alone or pure global LRU lists.
This paper has the following technical contributions:
It analyzes the performance of the uure Bloom filter approach by using both theoretical modcls and trace simulations. The efficiency and scalability OF this approach are examined under different workloads and cluster configurations.
It proposes and evaluates a hybrid approach that uses hierarchical structures. It explores the impacts of different parameters to optimize the tradeoff between the efficiency of metadata distribution and management, and the memory and network overhead.
It compares both HBA and PBA schemes using two artificially scaled-up large file system traces that emulate file systems of up to 1300 nodes and 710 active users.
HBA attempts to optimize the tradeoff between the efficiency and the network and memory overhead. To achieve high metadata look-up efficiency, PBA with high accuracy must he used and thus it suffers severely from large memory overhead. On the other hand, to maintain the same efficiency, a scheme using only pure LRU lists has to he updated very frequently and thus it suffers from enormously large network traffic overhead. HBA employs a hierarchical structure integrating a PBA with a lower accuracy (to significantly reduce memory overhead) with a pure LRU scheme with a lower update frequency to achieve a good tradeoff between the efficiency and the memory and network overhead. As a result, HBA achieves a high efficiency without suffering either memory or network overhead.
The rest of the paper is organized as follows. Section 2 outlines the existing approaches to decentralizing the metadata management in large cluster-based file systems. Section 3 describes the proposed architecture and the design objectives. Section 4 presents in detail the design of the HBA scheme. The simulation methodology is presented in Section 5 , while the performances of our design are evaluated in Section 6. Section X concludes the paper.
Related Work and Comparisons of Decentralization Schemes
Centralized metadata management is employed in many cluster-based storage systems. Google file system (GFS) [IS] uses only one metadata server. Experiments for GFS, conducted in a storage cluster with 100 nodes_ indicate that this single metadata server is not a performance bottleneck under the specific workload in a data searching environment, where the number of files stored in GFS is modest and file access pattems are less complicated than the workload in a general file system. In the GFS study, only a few million files were expected and the accesses to these files were almost read-only, once initially written. PVFS [7] , a RAID-0 style parallcl file system, also employs a single metadata server design to provide a cluster-wide shared namespace. As the performance is the most important objective of PVFS, some expensive but indispensable functions, such as the concurrent control and consistency maintenance between data and metadata, are not fully designed and implemented. In CEFT-PVFS 130, 31, 32, 331 an extension of PVFS to incorporate a RAID-IO style parallel U 0 and dynamic load-balancing, the metadata server synchronizes the concurrent updates and this synchronization enforcement can limit the overall throughput under the workload of intensive concurrent metadata updates. While Lustre [4] also uses a centrdlized metadata management in its current design, undergoing efforts are being made to further improve its scalability by decentralizing the metadata management.
Static namespace partition is a simple way of distributing metadata operations to a g o u p of metadata servers. A common partition technique has been to divide the directory tree during the process of installing or mounting and store the information at some well-known locations. Some distributed file systems, such as NFS [ZI] , AFS [20] , and To keep a good tradeoff, it is suggested in XFS that the number of entries in a tablc should be an order of magnitude larger than the total metadata server number.
Modulus-based hashing is also a widely used decentralized scheme. This approach hashes a symbolic pathname of a file to a digital value and assigns its metadata to a server according to the modulus value with respect to the total metadata server number. In practice, the likelihood of serious skew of metadata workload is almost negligible in this scheme since the number of frequently accessed files is usually much larger than the number of metadata servers. However, a serious problem with this scheme is that metadata needs to be migrated to new servers after renaming of a file or directory and additions or deletions of metadata servers. Although the size of the metadata of a file is small, a large number of files may bc involved during a directory renaming. In particular, the metadata of all files has to be relocatcd if a metadata server joins or leaves. This could lead to both disk and network traffic surges and cause senous performance degradation. While LazyHybrid In this paper, we focus on a generic cluster where a numk r of commodity PCs a x connected by a high-bandwidth low-latency switched network. Each node has its own storige devices. There are no functional differences between 111 cluster nodes. The role of clients, metadata servers, and h t a servers can he canied out by any node and a node may not be dedicated to a specific role. It can act in multiple roles simultaneously. Figure I shows the architecture of a generic cluster targeted in this paper.
In this study, we concentrate on the scalability and Rexibility aspects of metadata management. Some other important issues, such as consistency maintenance, synchronization of concurrcnt accesses, file system security and protection enforcement, free space allocation (or garbage collection), balancing the space utilizations, management of the striping of file contents, and incorporation of fault tolerance, are beyond the scope of this study. Instead, the following Dbjectives are considered in our design:
Single shared namespace. All storage devices are virtualized into a single image and all clients share the same view of this image. This requirement simplifies the management of user data and allows a job to run on any node in a cluster.
Scalable service. The throughput of a metadata management system should scale with the computation power of a cluster. It should not become a performance bottleneck under high U 0 access rate. This requires the system to have a low management overhcad.
Zero metadata migration. Although the size of the metadata is small, the number of files in a system can be enormously large. In a metadata management system that requires metadata to migrate to other servers in responses to the file system's evolution, such as renaming of files or directory, or the topology changes involving server additions or departures, the computational overhead of checking whether a migration is needed and the network traffic overhead due to metadata migration may be prohibitively large, hence limiting the efficiency and scalability.
Balancing the load of metadata accesses. The management is evenly shared among multiple metadata servers to best leverage the available throughput of these severs.
Flexibility of storing the metadata of a file on any metadata server. This Ilexibility provides the opportunity for fine-grained load balance, simplifies the placement of metadata replicas, and facilitates some performance optimizations, such as metadata prefetching 119, 241. In a distributed system, metadata prefetching requires the flexibility of storing a group of sequentially accessed files on the same physical location to save the number of metadata retrievals. 
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A straightforward extension of the Bloom filter approach to decentralizing metadata management onto multiple metadata servers is to use an array of Bloom filters on each metadata server. The metadata of each file is stored on some metadata server, called the home metadata server. In this design, each metadata server builds a Bloom filter that represents all files whose metadata is stored locally and then replicates this filter to all the other metadata servers. Including the replicas of the Bloom filters from all the other servers, a metadata server stores all filters in a array. When a client initiates a metadata request, the client randomly chooses a metadata server and asks this server to perform the membership query against this array. The Bloom filter array is said to have a hit if exactly one filter gives a positive response. A miss is said to have occurred whenever there is no hit or more than one hit found in the array. The desired metadata can be found on the hit Bloom Filter with a very high probability.
When an existing file is searched, a false positive hit from any Bloom filter can lead to multiple hits and thus causes the search to fail. If all Bloom filters are perfectly updated, the hit rate for an existing file is the probability that all Bloom filters have no false positive hits, given as follows
where .m is the length of a Bloom filter, n is the number of files that a single metadata contains and p is the total number of metadata servers and f is the optimal false rate of a single Bloom filter. Figure 2 shows the relationship &tween hitoidfile and m l n under different numbers of metadata servers.
For new files, a false hit happens when exactly one Bloom filter gives a false positive response. The False positiveness will be discovered eventually when the desired metadata actually does not exist on the falsely identified metadata server. The false hit rate can be expressed as This approach provides a flexible metadata placement, has no migration overhead, and balances the metadata workload. PBA does not rely on any property of a file to place its metadata and thus allows the system to place any metadata on any server. This makes it feasible to group metadata with strong locality together for prefetching, a technology that has been widely used in conventional file systems [ 19,241. During evolvement of the file system and the cluster topology, not all metadata needs to migrate to new locations. When a file or directory is renamed, only the Bloom filters aqsociated with all the involved files or subdirectories nccd to he updated. While a metadata scrver leaves or joins the system, a single associatcd Bloom filter is added or deleted from the Bloom arrays on all other metadata servers. Since each client randomly chooses a metadata server to lookup for the home metadata server of a filc, the query workload is balanced on all metadata scrvers.
The
server. This memory requirement is underestimated since, in practice; the hit rates can he lower than the theoretical results. This implies that an even higher bit/file needs to be employed. In a web caching design system [ 131, a ratio of 32 is suggestcd.
Hierarchical Bloom Array (HBA) Design
To achieve a sufficiently high hit rate in the pure Bloom titer array approach described above, the high memory overhead may make this approach impractical due to the fact that a large hiVhit ratio needs to be employed to achieve a high hit rate when the number of metadata server is large.
In this section, we present the design of the Hierarchical Bloom Array (HBA) to reduce the memory overhead while achieving a competitivcly high hit rate.
The novelty of the HBA design lies in its judicious exploitation of the fact that in a typical file system, a small fraction of files absorb most of the VO activities. Ref. [I41 discovered that 66% of all files had not been access in over a month in a UNIX environment, indicating that the entire U 0 accesses were focused on at most 34% ofthe file system. Ref. [26] found that 0.1% ofthe total space used by the file system received :10 -60% of the VO activity. Ref. [Y] show that most files in UNIX file systems were inactive and only 3.6% -13% of the file-system data was used in a given day, and only 0.2 -3.G% of the VO activity went to the least active 75% of the file system. A recent study [27j on a file system trace collected in December 2000 from a mid-sized file server found that only 2.R% and 24.2% percentages of files that were accessed during a continuous course of 12 hours and 10 days, rcspectively. Figure 4 shows the structure of the HBA design on each metadata server, including two levels of Bloom filter arrays.
In the design, each metadata server maintains a LRU (LeastRecently-Used) list that caches names of recently visited files whose metadata is stored on that metadata server. Each Bloom filter 81 the first levcl, called a LRU BF, represents all the files cached in the LRU list of the corresponding metadata scrvcr. Each LRU BF is globally replicated among all metadata servers. Whenever an overllow happens in the LRU list, an eviction based on the LRU replacement policy triggers both an addition and deletion operations to its corresponding LRU BE Only when the portion of changes made to a LRU B F has exceeded some threshold, will the LRU BF hc multicast to all the metadata servers to update all its rcplicas. Since thc number of entries in LRU is relatively small, it is affordable to use a large bit/file ratio to achieve a low false hit rate. In addition, the Bloom filters in the second level represent the metadata distributions of all metadata servers. Since the totally number of files is typically very large, a small bit/file ratio is used to reduce the memory overhead. A miss in the first level array leads to a query to the second level. An unsuccessful query in the second level array will cause a broadcast to he issued to all the other metadata severs. It must he noted that the penalty for a miss or a false hit can be very expensive, relative to the hit time, since it entails, among other things, a broadcast over the interconnection network, a query on a second metadata server and an acknowledgement across the network.
To perform a query into the Bloom filters, the file names are transformed into digital indexes into of the Bloom array by first calculating the MD5 signature of the full pathname and then hashing the MD5 signature into indices by using the universal hash functions [22] . Without calculating the MD5 of the full pathname, files with the same name will he hashed to the same location, even if they are in different directories. The MD5 approach is chosen because its available fast implementation. The universal hash functions are employed to keep the independence of hash indices, a requirement of Bloom filter to minimizc the false hit rate.
Locating the metadata by hashing the full pathname will complicate the access control since all parent directories are bypassed. The same technique used in [5] can he employed here to deal with the access control issue. Two UMX style access permission codes, including the permission code of the file per se and the intersection of access permissions of all parent directories, are maintained in the metadata of each file and checked for each file access. A file is only accessible only when both codes permit. A downside of this sohtion is that populating the permission changes of a directory to its children may potentially result in a large number of network messages.
Trace Driven Simulation
File System Traces
To the best of our knowledge, there are no publicly available file system traces that have been collected from a large- Throughout January 1997, the RES trace [ I I ] was collected on a cluster of 13 machines used by an academic research group consisting of 50 users. The H P file system trace [23] is a 10-day trace of all file system accesses to several disk arrays with a total of 500 GB of storage. These arrays were attached to a 4-way HP-UX time-sharing server and were used by 236 users. Since both the RES and HP traces collected all U 0 requests at the file system level, any requests not related to metadata operations, such as read, write, and execution, are filtered out in our simulation.
To scale up the workload collected in these environments to emulate the workload in a large cluster with thousands of nodes, we divided each daily trace collected from 8:OOam to 16:00pm, which were usually the busiest period during a day, into four fragments, with each fragment including two hours of VO accesses. The time stamps of all events in each fragment are equally shifted so that this fragment starts at time instant zero. Replaying multiple time-shifted fragments simultaneously increases the YO arrival rate while keeping a similar histogram of file system calls. In addition, the number of files stored and the number of files actively visited were scaled up proportionally hy adding the date and fragment number as a prefix path to all filenames. We believe that replaying a large number of processed fragments together can emulate the workload of a large cluster since VO requests are self-similar in nature at both the disk-level [I61 and file level [17] . Note that the numhcr of fragments replayed concurrently is referred to as Trace Intensifying Factor (TIF) throughout the rest of this paper. The characteristics of the original traces and their scaled-up ones are summarized in Table I and Table 2 .
Trace Driven Simulation
We have developed a trace-driven simulator to emulate the behaviors of the metadata management system on the metadata servers. Some trace events that are not directly related to the metadata arc filtered out in the simulation. For example, since the metadata is usually accessed through the system calls such as open, close, and stat, the data read and write events do not retrieve or modify the relevant metadata in a typical file system and thus they are skipped in the simu I a t i o n .
Performance Evaluation
We simulate the metadata servers using the two traces introduced previously and measure the performance in terms of hit rates, as well as the memory and network overhead. Since the decentralized schemes of table-based mepping and modulus-based hashing are simple and straightforward and their performances were already discussed quali- Figure 5 depicts the relationships, obtained by theoretical analysis and simulation, between the hit rates and the computation cost in terms o f the number of hash functions used in the pure Bloom tilter array (PBA) approach. In these simulations, 100 trace fragments were replayed simultaneously in acluster with IO and 100 metadata servers, respectively, and the Bloom filters used different combinations of the bitlfile ratio and the number of hash functions. The PBA approach achieves its hest hit rate when the number of hash functions optimizes a single Bloom filter. In the simulations presented in the rest o f this paper, the number of hash functions is always kept at a value that optimizes the hit rate for a given bitlfile ratio. The close agreement between the theoretical and simulation results lends more confidence and credence to our theoretical analysis and simulation results. More importantly, these experiments show that to maintain a high hit rate in a large cluster with 100 or more metadata servers, a large billtile ratio, such as 16 hitslfile, becomes necessary. Table 3 shows the impact of the propagation threshold, the percentage of hits in a Bloom filter that must he changed before updating its copies in other metadata servers, on the hit rates in the scenario of I O metadata servers and a bit/tile Pure Bloom Filter Array Approach ratio of 8. With the decrease of the threshold, the hit rate increases slightly. This unexpected low sensitivity of hit rate to threshold i s due to the fact that the frequency o f file renaming, creation or deletion i s very low in the RES trace. We might underestimate the impact of the propagation threshold since the events of directory renaming cannot be fully and truthfully simulated for the given trace. The original tile or directory names in the RES trace are hashed to a single level of namespace to protect the privacy and thus the hierarchical directory tree can not he reconstructed from the trace. Hence it i s infeasible to truly simulate a directory renaming. and are shown as horizontal lines. I n HBA, a small LRU can significantly improve the overall hit rates. The LRU lists with sizes of 300, 100 and 50 file entries in the clusters with 10 and 100 metadata servers, respectively, can boost the hit rates of HBA with 8 bitdtile to, or higher than those of PBA of the same configurations hut with 16 bitslfile. I n the real applications o f HBA, the size o f a L R U list can adaptively increase from some small initial value until a satisfying hit rate is achieved. Figure 7 shows the hit rates of the PBA, a LRU list and the HBA when the number of metadata servers changes from I O to LOO with a step of IO. The HBA combines the LRU list with a size of 1600 entries and a Bloom filter array with a bidfile ratio of 8. In these experiments, 40 trace fragments are replayed simultaneously and there are a total o f 710 active users in the traces. When the number of metadata severs increases, the load on each metadata server decreases accordingly, thus slightly increasing the hit rate of LRU lists. In the experiments of less than 30 metadata servers, the hit rate of HBA is slightly better that of PBA with a bidfile ratio of 16. Although HBA is around 1-5.7% worse than PBA with a bidfile ratio of I6 when the number of metadata servers increases from 30 to 100, the hit rate is still 1.5 -9.9% better than PBA with a bidfile ratio of 12 and 17.7 -330% better than PBA with a bidfile ratio of 8.
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The impact of the LRU siLe on the overall hit rate of HBA is presented in Figure 8 . It is shown that the benefit of increasing the LRU size is significant initially but diminishes gradually. Doubling the LRU size from 1600 to 3200 only results in up to 2% improvement in the hit rate. As indicated previously, in the real implementations of HBA, the size of LRU can be dynamically determincd by gradually increasing from some initial value until a predefined hit rate goal is satisfied. Table 5 presents the relative memory requirement normalized to the PBA with a bidfile ratio o f 8 wbcn the number of metadata servers changes from I O to 100. The extra memory overhead introduced in the HBA by the LRU and LRU BF is up to 0.1% and only takes tens of KBs.
There is a clear tradeoff between the network traffic overhead and the hit rate in HBF. With a smaller propagation threshold, the LRU BFs are updated more frequently so that = 1%).
the likelihood of having a hit in a LRU B F is increased but the updating traffic takes away some network bandwidth. Figure 9 shows the relationship between the hit rate and the number of multicast messages per second in the entire cluster when the propagating threshold increases from 0.001% to 100%. A threshold of 1% is found to have a good balance of this tradeoff. Figure 10 gives the network traffic under this threshold when both the number of metadata servers and the size of a LRU list changes. When the size of an LRU is larger than 1600, the total network traffic overhead introduced by HBA in most cases of metadata configurations are less than I multicast per second. We believe that this overhead is marginal in a modem network.
Conclusion
This paper first analyzed the efficiency of using a pure Bloom filter array (PBA) scheme to represent the metadata distribution of all files and accomplish the metadata distribution and management in cluster-based storage systems with thousands of nodes. Both theoretical analytical and simulation results indicated that this approach did not scale well with the increase of the number of metadata servers and have very large memory overhead when the number of files is large.
By exploiting temporal access locality of file access patterns, this paper then proposed a hierarchical scheme, HBA, that maintains two levels of Bloom filter arrays, with the one at the first level succinctly representing the metadata location of most recently visited files on each metadata server while the one at the second level maintaining metadata distribution information of all files with lower accuracy in favor of memory efficiency. The level 1 array has small size hut a high accuracy and greatly compensates for the low efficiency of metadata distribution and significantly reduces the memory requirement of the level 2 array that follows the purc Bloom filter m a y approach. Our extensive trace-driven simulations showed that the HBA scheme can achieve an cfficacy comparable to that of PBA, but at only 50% of memory cost and slightly higher network traffic overhead (multicast). On the other hand, HBA incurred much less network traffic overhead (multicast) than the pure LRU BF approach. Moreover, simulation results show that the network traffic overhead introduced by HBA is minute in modem fast networks.
Comparcd with other existing solutions to decentralizing the metadata management, the hierarchical scheme retains much of their advantages while avoiding their disadvantages. It not only reduces the memory overhead, hut also balances the metadata management workload, allows a fully associative placement of metadata of files, requires no metadata migration during file or directory naming and node additions or deletions. Our immediate future work is to implement this scheme in a real system and evaluate the efficiency in a production environment.
Acknowledgement
This work is supported by an NSF Grant (EPS-009 I900), a Nebraska University Foundation Grant (26- 
