We prove that the ring of differential operators of any semigroup algebra is finitely generated. In contrast, we also show that the graded ring of the order filtration on the ring of differential operators of a semigroup algebra is finitely generated if and only if the semigroup is scored.
Introduction
This paper investigates conditions under which various rings of differential operators on semigroup algebras are finitely generated. The ring of differential operators D(R) on the algebra R was introduced by Grothendieck [4] and Sweedler [15] . Many recent papers describe the structure of the ring of differential operators for special classes of algebras. For instance, Jones [6] , Musson [8] , and Musson and Van den Bergh [9] characterize D(R) when R is the coordinate ring of a normal toric variety. In this case D(R) inherits a fine grading from R, and both D(R) and Gr(D(R))-the graded ring of differential operators with respect to the order filtration-are finitely generated algebras (see [7, 14] for other approaches to this result).
Given a finite set A of integral vectors and a parameter vector β, Gel'fand, Kapranov, and Zelevinskii defined and studied a system of differential equations, the A-hypergeo-metric system H A (β) ( [2, 3] , etc.; also see [11] ). The symmetry algebra of the systemsthe algebra of contiguity operators-controls homomorphisms between systems with different parameter vectors [10] . We showed in a previous paper [12] that the symmetry algebra is anti-isomorphic to the ring of differential operators D(R A ) for the semigroup algebra R A = C [NA] . This connection to A-hypergeometric systems motivates our study of differential operators on semigroup algebras but we feel that the ring D(R A ) is also interesting in its own right.
While considering the finite generation of Gr(D(R A )) in our previous paper [12] , we defined the notion of a scored semigroup: a semigroup NA is scored if the difference (R 0 A ∩ ZA) \ NA consists of a finite union of hyperplane sections of R 0 A ∩ ZA parallel to facets of the cone R 0 A. We conjectured the following in [12] and prove it in this paper. (1) Gr(D(R A )) is finitely generated ⇔ NA is a scored semigroup.
(2) D(R A ) is finitely generated for all semigroup algebras R A .
Earlier we proved the ⇒ direction of (1) [12, Theorem 3.2.12] . We also proved the ⇐ direction of (1) when the cone R 0 A is generated by linearly independent vectors [12, Theorem 3.2.13] .
The layout of this paper is as follows: we start by reviewing some fundamental facts about the ring D(R A ) and introducing some notation in Section 2. At some point there was confusion in the research community about the relationship between scored and CohenMacaulay semigroup algebras. In Section 2 we provide two examples to show that neither condition implies the other. We describe the difference (R 0 A ∩ ZA) \ NA in terms of associated primes in Section 3. We use this description in Section 4 to decompose the lattice ZA into finite pieces suitable for the arguments in Sections 5 and 6. A running example is used to illustrate our definitions. In Section 5 we prove that the ring of differential operators D(R A ) is finitely generated for any semigroup algebra R A (Theorem 1.1 (2) ). Example 5.3 is intended to orient the reader to the structure of our argument while illustrating our approach to proving the finite generation of D(R A ). In the final section we complete the proof of Theorem 1.1 (1) by showing that the graded ring of differential operators Gr(D(R A )) is finitely generated if R A is a scored semigroup algebra. We also show that D(R A ) is left and right Noetherian when NA is a scored semigroup.
Rings of differential operators of semigroup algebras
In this section, we briefly recall some fundamental facts about the rings of differential operators of semigroup algebras. Let
be a finite set of integral vectors in Z d . Sometimes we identify A with the matrix of column vectors (a 1 , a 2 , . . . , a n ). Throughout this paper, we assume that ZA = Z d , for simplicity.
The ring of differential operators with Laurent polynomial coefficients
is the ring of differential operators on the algebraic torus (
j , and the other pairs of generators commute. Here [ , ] denotes the commutator and δ ij is 1 if i = j and 0 otherwise.
The rings R A and D(R A )
The semigroup algebra 
Then it is easy to see that θ j ∈ D(R A ) for all j . We introduce a grading on the ring D(R A ) as follows:
We introduce some notation to describe the graded structure of the ring of differential
Theorem 2.1 ([6] , [12, Theorem 3.3.1] ).
where
In [12] , we conjectured that D(R A ) is finitely generated for all semigroup algebras R A .
The ring Gr(D(R A ))
Next we explain the order filtration. A differential operator
is said to be of order k if a a = 0 for some a with |a| = k and a a = 0 for all a with |a| > k, 
where we put D −1 (R A ) = 0. The graded ring Gr(D(R A )) is a subring of the commutative ring
where ξ j is the element represented by
In [12] , we conjectured that Gr(D(R A )) is finitely generated ⇔ R A is a scored semigroup algebra. We proved the ⇒ direction [12, Theorem 3.2.12]. We also proved the ⇐ direction when the cone R 0 A is generated by linearly independent vectors [12, Theorem 3.2.13].
Scored semigroups
Finally, we recall the definition of scored semigroups. To this end, let us define the primitive integral support function of a facet (maximal face) of the cone R 0 A. We denote by F the set of facets of the cone R 0 A. Given σ ∈ F , we denote by F σ the primitive integral support function of σ , i.e., F σ is a uniquely determined linear form on
where we denote the standard coordinate functions of
Definition 2.3. The semigroup NA is said to be scored if
Example 2.4. Let
As illustrated in Fig. 1 , the semigroup NA is scored. 
Proposition 2.6. Any scored semigroup satisfies (S 2 ).
Proof. Let NA be a scored semigroup. It is enough to show that for any facet σ ∈ F we have
The inclusion '⊂' is clear from the definition of F σ . To prove the other inclusion '⊃',
Doing this argument for every σ ∈ F different from σ , we find b ∈ N(A ∩ σ ) such that
and NA is scored, we see a + b ∈ NA. Hence a ∈ NA + Z(A ∩ σ ). 2 
Graded associated primes
In this section we describe the holes of the semigroup NA,
First, we recall a lemma from [5] .
We also have the following lemma. 
Proof. Choose a finite subset G ⊆ NA that generates the cone 
Hence, by Lemma 3.2, there exists x 1 ∈ N b 1 such that P 1 := Ann(x 1 ) ∈ Ass(N/M 0 ). By Lemma 3.1, there exists a unique face τ 1 such that P 1 = P τ 1 ; equivalently
Hence we obtain
Put M 2 := M 1 + Rx 2 , repeat this process, and obtain a strictly increasing sequence of graded submodules of N :
3). Thus we obtain (4). 2
Note that the expression (4) is not unique. We fix an expression (4) once and for all. Put
or equivalently
Example 3.5 (Continuation of Example 2.4). Let
We have M = 2.
Lemma 3.6. Let τ be a face of the cone R 0 A. Then
We claim that we can take the above
To prove the claim it is enough to show that we can take
For each τ j τ , there exists a facet σ j with σ j τ and σ j τ j . Take a vector
Decomposition of the lattice Z d
In this section, we decompose the lattice Z d into finite pieces suitable for the finitegeneration arguments in Sections 5 and 6.
The ring D(R) localizes well:
. This allows us to reduce structural questions about D(C [NA] ) to the case where the cone σ = R 0 A generated by the columns of A is strongly convex (σ does not contain any lines through the origin). If the cone σ is not strongly convex then NA contains a finite subset B so that R 0 B is strongly convex and R A = C[NA] is a localization of C [NB] . From now on we assume that the cone R 0 A is strongly convex.
We call a cone ρ = R 0 v ρ a ray of the hyperplane arrangement determined by A if v ρ is a nonzero integral vector, and Rρ is an intersection of hyperplanes (F σ = 0) (σ ∈ F ). Let Ray(A) denote the set of rays of the hyperplane arrangement determined by A. Let ρ ∈ Ray(A), and let e ρ be the generator of
Let M be the nonnegative integer defined by (5) . For a ray ρ ∈ Ray(A), take a nonzero vector d ρ from Z d ∩ ρ satisfying the condition:
Note that the second condition above is automatically satisfied since d ρ ∈ ρ.
Example 4.1 (Continuation of Example 2.2). Let
Since NA is normal, M = 0. We have
Hence we can take
Note that Ray(A) has more elements than
We now decompose the lattice Z d into pieces. Let µ be a map from F to a set
where we agree that
Note that S µ could be empty. Clearly, we have
The S µ are the integral points (represented by large dots) in the shaded regions in Fig. 3 ; see Example 4.3. 
Example 4.2 (Continuation of Example 3.5).
In the example, M = 2 and M = {±∞} ∪ {−1, 0, 1}. We can take
Consider the following maps µ 1 and µ 2 :
We also construct similar subsets of R d ; set
and
For example, if µ is the constant function +∞, then F µ,R = R 0 A. We have
Example 4.3 (Continuation of Example 4.2).
In our example,
Lemma 4.4. Let V µ denote the set of vertices of the polyhedron S µ,R . Then
where conv(V µ ) denotes the convex hull of V µ .
Proof. This follows from the fact that a strongly convex cone is generated by its 1-dimensional faces. 2
Proof. Let
Then 
Finite generation of D(R A )
In this section, we prove that D(R A ) is always finitely generated.
First, we describe the Zariski closure of the set Ω(d) using (4). We denote the Zariski closure of a set V in C d by ZC(V ).
Proposition 5.1.
Proof. Recall that
So we consider the set (d + NA) \ NA. First, we have
The Zariski closure of the first set (12) is easy to describe:
The second set (13) is written as
Note that shifting the set
by adding elements of N(A ∩ τ i ) produces no new elements. Hence, if the set is not empty then its Zariski closure is
Finally, note that
We have thus proved the proposition. 2
Example 5.2 (Continuation of Example 2.7). Let
The semigroup NA is not scored. As described in Lemma 3.6, 
where V(f ) is the largest subset of C d on which f vanishes. We use this example to outline our approach to showing that D(R A ) is finitely generated (Fig. 4) . Consider the index d = t (−8, −4). We aim to express
. This module equals 
So it is not possible to use just this pair d 1 
So it is possible to express D(R A ) d as a sum of terms of the form D(R
However, as in the example, we need to choose the terms d 1 
and d 2 carefully in order that the deficiency ideals sum to the unit ideal of D(R
The example suggests that the deficiency ideal is the ideal that vanishes on the Zariski closure of a translate of some of the holes of NA. However, the exact portion of the set of holes that is involved can depend on parity considerations. We show that the pairs d 1 and d 2 can be chosen so that the sum of the deficiency ideals is the unit ideal in Theorem 5.14. Moreover, we locate a good set of generators for D(R A ).
This requires a description of the two ideals I(Ω(d 1 ) + d 2 ) and I(Ω(d 2 )) appearing in the expression
In turn this requires some computations based on the geometry of the semigroup NA (Lemmas 5.6-5.12). Since S and its Zariski-closure ZC(S) have the same idealization, I(S) = I(ZC(S)), the Zariski-closure of the sets Ω(d 1 ) + d 2 and Ω(d 2 ) play a significant role in the description of the deficiency ideal of d 1 and d 2 . In Corollary 5.13, we describe the deficiency ideal in a form suitable for our purpose. Let ρ ∈ Ray(A). Take d ρ so that
Indeed, this is possible; for example, for a face τ with Rτ ⊃ ρ, let m τ be the index
Let m ρ be a common multiple, not less than M, of the m τ .
Then d ρ := m ρ e ρ satisfies the condition since (
We want to show that 
Remark 5.5. If ρ ⊂ F µ,R (see Section 4 for the notation), then
for all i.
Proof. By (15) it is enough to show that
This is equivalent to saying that
by (16) . We divide the proof into several cases.
Case I. There exists σ ∈ Facet + (ρ) such that σ τ i .
Then, by Remark 5.5, 
We divide Case II into three subcases: II-a, II-a , and II-b.
Case II-a. There exists a face τ τ i such that Rτ ⊃ ρ and
In this case, we have
Case II-a . There exists a face τ τ i such that Rτ ⊃ ρ and
Similarly to Case II-a, we obtain
Case II-b.
for all faces τ satisfying τ τ i and Rτ ⊃ ρ.
In this case, we prove that
To prove (22), we use Lemma 3.6; we first claim that
and we next claim that
To prove (23), since
If a facet σ τ i does not satisfy Rσ ⊃ ρ, then by our assumption for Case II, we
We have thus proved the claim (23).
Next we prove the claim (24). Suppose that τ j τ i satisfies Rτ j ⊃ ρ. Then, by our assumption II-b,
Hence, by Lemma 3.6, we have
Next suppose that τ j τ i does not satisfy Rτ j ⊃ ρ. Then there exists a facet σ τ j such that Rσ ⊃ ρ by the Sublemma below. Now by the same argument as in Case II-b (using Remark 5.5 and the assumptions from Case II), we have
by the definition of M (5). We have thus proved the claim (24). Hence by Lemma 3.6 we have proved (22).
We have examined all cases, and thus completed the proof. 2
Sublemma 5.7. Let τ be a face of the cone
Rσ.
Proof. The inclusion '⊂' is trivial. Let x belong to the right-hand side of (25). Let σ τ . Then there exists a σ ∈ τ \ σ . We have F σ (a σ ) > 0. So we can take a σ such that F σ (x + a σ ) > 0. Do this for all σ τ . Thus we find a ∈ τ such that
Lemma 5.9.
Proof. Let σ be a facet. We aim to show that
after which the result will follow from Proposition 5.1. To verify the inclusion, take
, where Sat(NA) is the saturation of the semigroup NA (because we assumed ZA = Z d , we can think of Sat(NA) as R 0 A ∩ Z d ). In addition, we have F σ (x) = m ∈ F σ (NA). Hence there exists a t 1 ∈ C(A ∩ σ ) such that x + d + t 1 ∈ Sat(NA), and x + t 1 ∈ NA. However,
So we have
Moreover,
and in fact the left-hand side must be contained in a single factor on the right-hand side. So there exists a b i + Z(A ∩ τ i ) with
It follows that σ = τ i and
Now there exists a t 2 ∈ Z(A ∩ τ i ) with
Solving for x gives:
, where t 2 − t 1 ∈ C(A ∩ τ i ) (this last comment comes from the definition of t 1 and the fact that σ = τ i ). Thus
Recall that x + t 1 ∈ NA. Thus
We use the following lemma in Section 6.
Lemma 5.10. Let d 1 ∈ S µ and ρ ⊂ F µ,R . Then
Proof. We have
For σ ∈ Facet 0 (ρ), the polynomial P d ρ (θ ) does not have an F σ -factor, and the polynomials
Hence none of the above three polynomials has F σ -factors for σ ∈ Facet + (ρ), since we took
thanks to (6) and the properties
and, as in (26),
. This justifies the expression for P d ρ .
We have
for facets σ with F σ (d 1 ) < 0. Indeed, for such σ , we have F σ (d ρ ) 0, and hence
Thus from (14), we obtain
Note that the last equation holds, since
Then the first equation of the lemma follows from Eq. (11) and Lemma 5.6,
This last equality interprets −d + ZC((d + NA) \ NA) as the Zariski-closure of the elements of NA that are shifted out of NA by adding d. This can happen in two ways: the element can be shifted out of the cone R 0 A entirely or the element can be shifted into the Zariski-closure of the holes, ZC(
). Now, using (28) and Lemma 5.6,
(by (4))
Now by (29),
To see that I(X) 
Proof. Recall that
By (14),
If this is the case, then (15) 
Hence, we obtain
Next, we claim that
To prove '⊂', let
Since m ∈ F σ (NA), there exists a ∈ NA such that a
This completes the proof of equality (30).
Here the roots of the F σ -factor of P d ρ do not belong to −F σ (d ρ ) + F σ (NA) whereas those of the generators of
The following corollary is immediate from Lemmas 5.11 and 5.12. 
We are now ready to prove that all D(R A ) are finitely generated. In [12] , we defined a chamber to be the closure of a connected component of R d \ σ ∈F (F σ = 0) in the Euclidean topology. 
Suppose that d ∈ S µ and ρ ⊂ F µ,R . Recall that we took d ρ so that it satisfies the condition
. From Proposition 4.6 there exists a finite set S µ,fin such that
Recall that we fixed a description of the holes of NA:
Assume that
where N <m+2 is the set of nonnegative integers less than m + 2. Then there exists
When Lemmas 5.11 and 5.12 are applied to d (k) ρ , it produces three sets, X (k) , Y (k) , and I (k) , corresponding to the sets X, Y , and I in Lemmas 5.11 and 5.12. Corollary 5.13 says that for all t = 1, 2, . . ., m + 1,
To prove that
it is enough to show that the intersection
.
Suppose that the intersection
is nonempty; we aim for a contradiction. By the pigeon-hole principle, there exists an index i (1 i m) and two numbers t and t between 1 and m + 1 such that
But this last element is just a multiple of e ρ so ρ ⊂ Rτ i . Then d ρ ∈ Z(A ∩ τ i ) by (17). Now
ρ ∈ NA + Z(A ∩ τ i ) because that is how we defined the set I in Lemma 5.12. But together with d ρ ∈ Z(A ∩ τ i ), this gives b i ∈ NA + Z(A ∩ τ i ). This cannot be the case, because b i was a "hole." So we get a contradiction. Thus, the intersection is empty and 
Finite generation of Gr D(R A ) for scored semigroups
In this section we prove that if NA is scored, then Gr D(R A ) is finitely generated. Together with [12, Theorem 3.2.12] , this completes the proof of Theorem 1.1 (1) . Throughout this section, we assume NA to be scored. The right Noetherian property can be proved similarly. 2
