We study classical positive solutions of the biharmonic inequality
Introduction
Using a method which depends only on properties related to the maximum principle, Armstrong and Sirakov [1] proved the following two nonexistence result for positive solutions of − ∆v ≥ f (v) (1.1) in exterior domains in R n . Theorem 1.1 (Armstrong and Sirakov [1] ). Assume that n ≥ 3 and the nonlinearity f : (0, ∞) → (0, ∞) is continuous and satisfies
(
1.2)
Then the inequality (1.1) has no positive solution in any exterior domain of R n .
The exponent 1 + 2 n−2 in (1.2) is optimal because, as pointed out in [1] , for each constant λ > 1 + 2 n−2 there exists a positive constant C such that a solution of −∆v = v λ in R n \ {0}, which tends to zero as |y| → ∞, is v(y) = C|y| Then the inequality (1.1) has no positive solution in any exterior domain of R 2 .
Theorem 1.2 is also sharp as explained in [1] .
In this paper we study the nonexistence of positive solutions of the biharmonic inequality − ∆ 2 v ≥ f (v) (1.4) in exterior domains in R n . When n ≥ 3 we obtain the following result. (1.5)
Then the inequality (1.4) has no C 4 positive solution in any exterior domain of R n , n ≥ 3.
Remark 1. The exponent 1+
4 n−2 in (1.5) is optimal because for each constant λ ∈ (1+ Remark 2. The exponent −1 in (1.5) is optimal because for each constant λ < −1, (resp. λ ∈ (−3, −1)), there exists a positive constant C such that a solution of (1.6), which tends to infinity as |y| → ∞, is v(y) = C|y| It can be shown that this conjecture is true under the added assumption in Theorem 1.3 that v is radial.
By Remarks 1 and 2, we see, in strong contrast to Theorem 1.1, that a growth condition on f at both s = 0 and s = ∞ is necessary for nonexistence of positive solutions of (1.4) in exterior domains of R n , n ≥ 3.
Our two dimensional result for (1.4) is the following theorem. As is Theorem 1.2 and in contrast to Theorem 1.3, a growth condition on f is only needed at s = ∞ for nonexistence of positive solutions of (1.4) in exterior domains of R 2 Remark 5. We conjecture that Theorem 1.4 is true when (1.8) is replaced with (1.7). By Lemma 2.8 this conjecture is true under the added assumption in Theorem 1.4 that v is radial.
Since there are continuous functions f : (0, ∞) → (0, ∞) satisfying (1.5) (resp. (1.8)) which are not bounded below by a convex function g : (0, ∞) → (0, ∞) satisfying (1.5) (resp. (1.8)), one cannot immediately reduce the the proof of Theorem 1.3 (resp. Theorem 1.4) to an ODE problem by the standard method of averaging which consists of replacing f in (1.4) with such a g, averaging the resulting inequality, and using Jensen's inequality. In particular, obtaining nonexistence results for (1.4) under assumption (1.5) (resp. (1.8)) is much more difficult than obtaining them, say, for 9) where λ ∈ R \ (0, 1) is a constant, because the function f (v) = v λ is convex. Our results when applied to (1.9) give the following corollary.
Corollary 1.1. Suppose λ ∈ R, r 0 > 0 and n = 2 (resp. n ≥ 3). Then (1.9) has C 4 positive solutions in R n \ B r 0 (0) if and only if λ < −1 (resp. λ < −1 or λ > 1 + 4 n − 2 ).
Proof. The "if" part of the corollary follows by scaling, if necessary, the examples in Remarks 1, 2, and 4. The "only if" part of the corollary follows from Theorems 1.3 and 1.4 when λ = −1 and from Lemmas 2.8 and 2.10 when λ = −1.
The result in Corollary 1.1 above is different from the study of (1.9) in the whole space R n . Mitidieri and Pohozaev [14, Theorem 7.1, pg. 31] proved that (1.9) has no solution in R n if 1 < λ ≤ 1 + 4/(n − 4). In particular, no entire solution exists for all λ > 1 in dimensions n = 3 and n = 4.
Let us briefly describe the methods we employ in this paper to deal with the biharmonic inequality (1.4). The method used in [1] to prove Theorems 1.1 and 1.2 depends only on properties related to the maximum principle. Since the maximum principle does not hold for the biharmonic operator, we adopt a different approach to prove Theorems 1.3 and 1.4 which relies on a new representation formula and an a priori pointwise bound for nonnegative solutions of −∆ 2 u ≥ 0 in a punctured neighborhood of the origin in R n , which we state in Appendix A. We assume for contradiction that there exists a positive solution v(y) of (1.4) in an exterior domain and apply this representation formula (A.5) and pointwise bound (A.3) to the 2-Kelvin transform u(x) of the function v(y). A crucial step in our approach is to show using (A.5) that the estimate (A.4) can be improved to
This will then imply that
which will allow us to obtain with the help of Lemma 2.5 a refined representation formula for u, the crucial term of which is, instead of (A.6),
Here Φ is the fundamental solution of ∆ 2 in R n given by
where A = A(n) is a positive constant. Finally we are able to raise a contradiction by providing with the help of Lemma 2.1 various estimates as r → 0 + of expressions involving |x|=rN (x) dx.
The form and sign of the fundamental solution Φ have a large influence on the proofs of Theorems 1.3 and 1.4. The proofs in cases (1.10) and (1.11) are similar but very different from the proof in case (1.13). The proof in case (1.12) is a hybrid of the proofs in the other three cases. We have tried to avoid repetition of arguments which occur in two or more cases by giving them, without repetition, in the proofs of some lemmas in Section 2. Also, since the first few paragraphs of the proofs in cases (1.10)-(1.12) are the same, we have in Section 3 presented them only once.
For simplicity and to more easily compare our results to those in [1] , we stated in Theorems 1.3 and 1.4 special cases of our more general results which are the following two theorems and which address the nonexistence of positive solutions of the inequality
in exterior domains in R n , n ≥ 2.
Theorem 1.5. Suppose σ < 2 is a constant, Ω is a compact subset of R n , n ≥ 3, and f : (0, ∞) → (0, ∞) is a continuous function satisfying
Then there does not exist a C 4 positive solution v(y) of (1.14) in R n \ Ω.
for some integer k ≥ 2 where log 2 = log • log, log 3 = log • log • log, etc. Then there does not exist a C 4 positive solution v(y) of (1.14) in R 2 \ Ω. 
has no nontrivial weak solution if m, n ≥ 1 and q > 1. Also, nonnegative solutions of problems of the form
when f is a nonnegative function have been studied in [4, 5, 10, 11, 12, 13, 15, 16, 17] and elsewhere. These problems arise naturally in conformal geometry and in the study of the Sobolev embedding of H 2m into L 2n n−2m . Nonexistence results for entire solutions u of problems (1.17) can be used to obtain, via scaling methods, estimates of solutions of boundary value problems associated with (1.17). An excellent reference for polyharmonic boundary value problems is [8] .
Also, weak solutions of ∆ m u = µ, where µ is a measure on a subset of R n , have been studied in [3, 6, 7] , and removable isolated singularities of ∆ m u = 0 have been studied in [12] .
Preliminary results
In this section we provide some results needed for the proofs of Theorems 1.5 and 1.6. Lemma 2.1. Suppose m ≥ 1 and n ≥ 2 are integers and Γ(z) = Γ(|z|) is a radial solution of
where α 0 = 1 and
Proof. Since u(x; r) is radial in x, we can define v : [0, ∞) × (0, ∞) → R by v(|x|, r) = u(x; r) and to prove Lemma 2.1 it suffices to prove v(ρ, r) = m−1 i=0
Since u(x; r) is a C ∞ radial solution of ∆ m u = 0 in B r (x) there are constants c i such that
Hence (∆ j u)(0; r) = c j ∆ j |x| 2j = c j α j for j = 0, 1, . . . , m − 1. On the other hand, it follows from (2.1) that (∆ j u)(0; r) = ∆ j Γ(r) and hence Then there exists a continuous functionf
which proves (2.5).
Lemma 2.4. Suppose h is a solution of
Then there exist constants c i , i = 1, . . . , 5, such that for 0 < r < 1 we have r<|x|<1 |x| −4 h(x) dx = c 1 r n−2 + c 2 r n−4 + c 3 log r + c 4 r −2 + c 5 if n = 3 or n ≥ 5 c 1 r 2 + c 2 log r + c 3 (log r) 2 + c 4 r −2 + c 5 if n = 4.
Proof. It follows from (2.6) that there exist constantsĉ i , i = 1, 2, 3, 4, such that for 0 < ρ < 1 we haveh
from which we obtain Lemma 2.4.
then for some constant a and some C ∞ solution H of ∆ 2 H = 0 in B we have
where Φ is given by (1.10)-(1.13).
Proof. Since the support of ∆ 2 v is a single point we have ∆ 2 v is a finite linear combination of the delta function and its derivatives:
We now use a method of Brezis and Lions [2] to show a β = 0 for |β| ≥ 1.
, and
On the other hand,
. Hence a β = 0 for |β| ≥ 1 and consequently, letting a = a 0 , we have
. Thus the lemma follows from the fact that weakly biharmonic functions are C ∞ .
where α > 0 and σ < 4 are constants and λ = 1 +
whereū(r) is the average of u on the sphere |x| = r and
Proof. Suppose for contradiction that there exists ε, r 0 ∈ (0, 1) such thatū(r) ≥ εr 2 J(r) for 0 < r ≤ r 0 . Then, letting C denote a positive constant whose value may change from line to line, we have for 0 < r ≤ r 0 that
Consequently −J ′ (r)J(r) −λ ≥ Cr −1 for 0 < r ≤ r 0 which implies
as r → 0 + , a contradiction, which proves the lemma.
Lemma 2.7. Suppose u is a C 4 positive solution of
where ϕ :
Then for some constants c 1 and c 2 we have for 0 < r ≤ 1 that
Thus for small r > 0 we have ∆ū(r) < 0. Hence the positivity ofū impliesū > ε > 0 for small r > 0, which together with (2.10) and (2.11) gives a contradiction and completes the proof of Lemma 2.7.
Lemma 2.8. There does not exist a positive radial solution of
where r 0 ≥ 2 and σ ∈ [0, 2) are constants and f : (0, ∞) → (0, ∞) is a continuous function such that
Proof. Suppose for contradiction that v(r) is a positive radial solution of (2.13). Let
ρF (ρ) dρ ds. Then for some constants c 1 , ..., c 4 we have
>> log r as r → ∞ and hence (N 2 F )(r) >> r 2 log r as r → ∞ which together with (2.15) contradicts the positivity of v. Thus To see this, suppose for contradiction that (2.17) is false. Then for some ε > 0 we have v(r) > ε for r 0 ≤ r < ∞. Thus by (2.13), (2.14) and (2.15) we have
for r large which contradicts (2.16) and proves (2.17). By (2.16),
Since v(r) solves (2.13), there exist constantsĉ 1 , ...,ĉ 4 such that
Since v > 0, it follows from (2.18) and (2.19) that 
and so −∆v =N F > 0 which together with the positivity of v contradicts (2.17) and completes the proof of Lemma 2.8.
Lemma 2.9. Suppose x, y ∈ R 2 and y = 0. Then
Proof. Since I(0, y) = 0 we can assume x = 0. Under the change of variables τ = |x| |y| t we have
where ϕ : (0, ∞) → R is given by
Lemma 2.10. There does not exist a C 4 positive solution of
where R is a positive constant.
Proof. By averaging (2.23) we can assume v is radial. Let
where Φ(r) is given by (1.10)-(1.12) and
Thus for some positive constant C we have v(r) < Cr 2 for r ≥ R, which implies
Hence (N F )(r) → ∞ as r → ∞. Thus (N 2 F )(r) >> r 2 as r → ∞ which together with (2.24) contradicts the positivity of v(r).
3 Beginning of the Proof of Theorem 1.5
In this section we begin the proof of Theorem 1.5. In Sections 4, 5, and 6, we will complete the proof of Theorem 1.5 when n ≥ 5, n = 4, and n = 3, respectively.
Beginning of the proof of Theorem 1.5. Suppose for contradiction that v(y) is a C 4 positive solution of (1.14) in R n \ Ω. By scaling v, we can assume Ω = B 1/2 (0) and
Moreover, by Lemma 2.3, we can assume
(See [16] and [17] .) It follows therefore from (1.14) and (3.1) that u(x) is a C 4 positive solution of When n ≥ 5, we complete in this section the proof of Theorem 1.5 which we began in Section 3.
Completion of the proof of Theorem 1.5 when n ≥ 5. For x ∈ R n , n ≥ 5, we see by Lemma 2.1 that
It therefore follows from equations (1.10) and (A.1) that for r > 0 we have
where p(t) := 1 − t n−4 + n−4 n t n−2 is bounded between positive constants for 0 ≤ t ≤ 1. Hence
(If f and g are nonnegative functions defined on a set S then when we write "f (X) ∼ g(X) for X ∈ S" we mean there exist positive constants C 1 and C 2 such that
by Lemma 2.2 with α = 1 where
by (A.4). Let ϕ(t, r) = t −2 log et r . Since ϕ t (t, r) < 0 for t ≥ r > 0, we see for 0 < r < 1 that |x|
where C is a positive constant independent of r. By (A.3) there exists a constant M > 1 such that 0 < u(x) ≤ M |x| 2−n for 0 < |x| ≤ 1. Define
where S 1 (r) := {x ∈ R n : r < |x| < 1 and |x| 4−n < u(x) ≤ M |x| 2−n } and S 2 (r) := {x ∈ R n : r < |x| < 1 and 0 < u(x) ≤ |x| 4−n }. 5) and for 0 < r < 1 4 we have
by (4.4). By (3.3) we have
where
n−2 u(y)
Before continuing with the proof of Theorem 1.5, we prove the following lemma.
Lemma 4.1. As r → 0 + we have Proof. By (4.8), (4.7), and (4.5) we have
If S 1 (0) = ∅ then I 1 (r) ≡ J 1 (r) ≡ 0 for 0 < r < 1 and thus (4.10) follows from (4.12). Hence we can assume S 1 (0) = ∅. So for r small and positive, S 1 (r) = ∅, I 1 (r) > 0, and
by (3.2) and because 1 < |y| n−4 u(y) ≤ M |y| −2 for y ∈ S 1 (r). Thus
as r → 0 + by (1.15). Hence (4.12) implies (4.9); and (4.9) implies (4.11). Finally, (4.10) follows from (4.12) and (4.11).
Continuing with the proof of Theorem 1.5, it follows from (4.5), (4.11), and (4.
By (4.11) there exists a constant C > 0 such that I 1 (2 −(j+1) ) ≤ C(j + 1) for j = 0, 1, 2, . . .. Thus for each ε > 0 we have
Hence, for 0 < ε ≤ 1,
and so taking ε = 1 we have for 0 < r < 1 that
By (4.1) and (4.13) we have for 0 < r ≤ 1 that
In particularN ∈ L 1 loc (B 1 (0)). Also for ϕ ∈ C ∞ 0 (B 1 (0)) we have 0) ). Let v = u −N . By (4.14) and (4.15) we see that v satisfies (2.7). Since
Thus Lemma 2.5 implies for some constant a and some C ∞ solution H of ∆ 2 H = 0 in B 1 (0) we have 
Thus for 0 < r < 1 we have Thus −N and u are positive and bounded for 0 < |x| ≤ 1/2 and so (3.3) implies
for some positive constant C. Also, since (4.1) implies 
we see that p(t) > 0 for t > 1. This contradicts (4.25) and completes the proof of Theorem 1.5 when n ≥ 5 in all cases.
Completion of the Proof of Theorem 1.when n = 4
When n = 4, we complete in this section the proof of Theorem 1.5 which we began in Section 3.
Completion of the proof of Theorem 1.5 when n = 4. For x ∈ R 4 we see by Lemma 2.1 that 1 |∂B r | |y|=r log e |x − y| dS y = log where p(t) := ((log t) − t 2 /4)/ log(t/e) is bounded between positive constants for 0 < t ≤ 1. Hence
Thus by (A.6), for 0 < r ≤ 1 4 , we have
by Lemma 2.2 with α = 2 where
by (A.4). Let ϕ(t, r) = t −2 log et r 2 . Since ϕ t (t, r) ≤ 0 for t ≥ r > 0, we see for 0 < r < 1 that .7), and (5.5) we have
If S 1 (0) = ∅ then I 1 (r) ≡ J 1 (r) ≡ 0 for 0 < r < 1 and thus (5.10) follows from (5.12). Hence we can assume S 1 (0) = ∅. So for r small and positive, S 1 (r) = ∅, I 1 (r) > 0, and
by (3.2) and because 1 < u(y) ≤ M |y| −2 for y ∈ S 1 (r). Thus
as r → 0 + by (1.15). Hence (5.12) implies (5.9); and (5.9) implies (5.11). Finally, (5.10) follows from (5.12) and (5.11).
Continuing with the proof of Theorem 1.5, it follows from (5.5), (5.11), and (5.7) that there is a constant C > 0 such that for 0 < r < 1 we have
By (5.11) there exists a constant C > 0 such that I 1 (2 −(j+1) ) ≤ C(j + 1) 2 for j = 0, 1, 2, . . .. Thus for each ε > 0 we have
By (5.1) and (5.13) we have for 0 < r ≤ 1 that
A log e |x − y| dx (−F (y)) dy
In particularN ∈ L 1 loc (B 1 (0)). Also for ϕ ∈ C ∞ 0 (B 1 (0)) we have 0) ). Let v = u−N . By (5.14) and (5.15) we see that v satifies (2.7). Since
. Thus Lemma 2.5 implies for some constant a and some C ∞ solution H of ∆ 2 H = 0 in B 1 (0) we have 
Thus for 0 < r < 1 we have
≤ log e r r<|y|<1 log e |y| (−∆ 2 u(y)) dy + log e r log e |y| (−∆ 2 u(y)) dy ≤ log e r r<|y|<(log
Hence by (5.16)
where C is a positive constant. Thus by (5.6) and (5.11) we have
On the other hand, by Hölder's inequality and (5.10), Thus −N and u are positive and bounded for 0 < |x| ≤ 1/2 and so (3.3) implies
for some positive constant C. Also, since (5.1) implies
we see that
A log e |y| (−F (y)) dy < ∞. 
we see that p(t) > 0 for t > 1. This contradicts (5.25) and completes the proof of Theorem 1.5 when n = 4 in all cases.
6 Completion of the Proof of Theorem 1.5 when n = 3
When n = 3, we complete in this section the proof of Theorem 1.5 which we began in Section 3.
Completion of the proof of Theorem 1.5 when n = 3. For x ∈ R 3 we see by Lemma 2.1 that
It therefore follows from equations (1.12) and (A.1) that for r > 0 we have
where p(t) := 1 − t + 1 3 t 2 is bounded between positive constants for 0 ≤ t ≤ 1. Hence
by (A.4). For 0 < r < 1 we have .4) . It follows therefore from (6.3) and (6.4) that
Hence, by (3.4) and the positivity of u we see that the constant c 4 in (3.4) is nonnegative and thus by (3.4), (6.3) , and the positivity of g we have
where C is a positive constant independent of r. where S 1 (r) := {x ∈ R 3 : r < |x| < 1 and |x| < u(x) ≤ M |x| −1 } and S 2 (r) := {x ∈ R 3 : r < |x| < 1 and 0 < u(x) ≤ |x|}. 6) and for 0 < r < 1 4 we have
by (6.5) . By Before continuing with the proof of Theorem 1.5, we prove the following lemma.
Lemma 6.1. As r → 0 + we have
10) 11) and 
It follows from (1.12) and (6.16) thatN ∈ C 1 (R 3 ). In particular
Also for ϕ ∈ C ∞ 0 (B 1 (0)) we have (6.17) and (6.18) we see that v satisfies (2.7). Since
Thus Lemma 2.5 implies for some constant b 0 and some It follows from (6.18) and (6.1) that for 0 < r < 1 we have
Since u is a C 4 positive solution of (A.2) it follows from Theorem A.1 that u satisfies (A.4) and, for some constant M > e, u(x) ≤ M log e |x| for 0 < |x| ≤ 1.
there exists r 0 ∈ (0, 1/s 0 ) such that
|x| for x ∈ D, it follows from (7.2), (7.3), and (7.5) that for α > 0 we have
Hence by (7.4)
By (A.4), I(2) < ∞. Thus (7.6) with α = 2 and Lemma 2.7 imply
Hence I(1/2) < ∞ and thus by (7.6) with α = 1/2 we have 1 r 7/2 log e r k i=2 log
where Φ is the fundamental solution of ∆ 2 in R 2 given by (1.13). It follows from (7.7) and (1.13) that N ∈ C 1 (R 2 ). In particular
Also for ϕ ∈ C ∞ 0 (B 1 (0)) we have 0) ). Let v = u − U . By (7.8) and (7.9) we see that v satifies (2.7). Since
where H is a C ∞ biharmonic function in B 1 (0). It follows from (7.10), (7.9) , and the positivity of u that H(0) ≥ 0. If H(0) > 0 then, by (7.10) and (7.9), u(x) > ε > 0 for |x| small and positive, which contradicts (7.8). Thus H(0) = 0. Hence by (7.10), (7.9) , and the positivity of u we have DH(0) = 0 and thus
For x ∈ R 2 we see by Lemma 2.1 that 1 |∂B r | |y|=r |x − y| 2 log e |x − y| dS y = r 2 log e r + |x| 2 log 1 r , if |x| < r |x| 2 log e |x| + r 2 log 1 |x| , if |x| > r.
It therefore follows from (7.9) and (7.7) that for 0 < r < e Thus averaging (7.10) and noting (7.11) we get u(r) = br 2 log e r + o(r 2 log e r ) as r → 0 Thus for x ∈ B 1 (0) \ {0} we have (1 − t) log e |tx − y| dt(−∆ 2 u(y)) dy ≥ 1 2 |y|<1 log e |y| (−∆ 2 u(y)) dy. (7.14)
Case I. Suppose |y|<1 log e |y| (−∆ 2 u(y)) dy = ∞. Then it follows from (7.13), (7.14), (7.12), (7.11), and (7.10) that u(x) >> |x| 2 as x → 0. Thus, reversing the original change of variables (7.1), we have v(y) > 1 for |y| ≥ r 0 /2 for some r 0 > 2 and v(y) is a solution of
in R 2 \ B r 0 /2 (0) (7.15) where C is a positive constant and g is the function in (7.3). Averaging (7.15) we see thatv(r) is a positive radial solution of −∆ 2v ≥ C|y| −σv−1+σ/2 in R 2 \ B r 0 /2 (0) which contradicts Lemma 2.8 and completes the proof of Theorem 1.6 in Case I.
Case II. Suppose |y|<1 log e |y| (−∆ 2 u(y)) dy < ∞. Then since log e |tx − y| = log e |y| + log |y| |y − tx| we see that (7.13) and Lemma 2.9 imply U (x) = O(|x| 2 ) as x → 0. Hence if b > 0 (resp. b = 0) then it follows from (7.10) and (7.11) that u(x) >> |x| 2 (resp. u(x) = O(|x| 2 )) as x → 0.
If u(x) >> |x| 2 as x → 0 then we obtain a contradiction as in Case I. Thus we can assume for some s 0 > 0 that |x| −2 u(x) < s 0 for 0 < |x| ≤ 1. Hence reversing the original change of variables (7.1) we get 0 < v(y) < s 0 for |y| ≥ 1 (7. Thus averaging (7.17) and noting (7.16) we find thatv(r) is a positive solution of −∆ 2v ≥ |y| −σ f (v) in R 2 \ B 1 (0) which contradicts Lemma 2.8 and completes the proof of Theorem 1.6 in all cases.
A Represention formula and pointwise bound See [6] and [7] for some similar results. 
