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Non-technical Summary
Industrial research and development (R&D) activities constitute an important driver of economic competitiveness. The impact of R&D on productivity at the firm level stems from the implementation of newly generated knowledge and technological discoveries into new products, processes or services. Particularly the 'R' component of R&D has been found to drive productivity at the firm level. That is firms that invest a larger fraction of their total R&D on research (relative to development) are more productive both in terms of the production of new knowledge, e.g. patens as well as overall factor productivity.
However, economic theory suggests that two types of market failure affect private investments in research. First, private rates of return from research activities are smaller than social rates of return because of the incompleteness of appropriability of the knowledge that is being created by investment. Second, especially for (basic) research firms may face difficulties in attracting external investors or get bank loans for financing these activities.
Complexity, specificity and outcome uncertainty of such investment projects may make it particularly difficult for outsiders to judge the expected return of 'R' projects. Hence, for firms with limited internal liquidity R&D investments may therefore be constrained. If information asymmetries are larger for 'R' than for 'D' financing constraints may be more binding for 'R' projects. Underinvestment in 'R', however, may result in a noticeable slowdown in productivity growth and consequently have particularly detrimental effects on technological progress and economic development.
Previous studies on financing constraints for R&D do not explicitly distinguish between the different components of R&D. This article explicitly takes the heterogeneity of the two components into account. We argue that financing development 'D' externally should be less critical than it is for industrial research 'R'.
First, our results show that firms' investment in 'R' are more sensitive to liquidity than investments in 'D' indicating that firms have to rely even more on internal funds for financing the former type of activities. This may be due to the fact that the latter occurs later in the R&D process and is closer to yielding returns. That is, firms cut 'R', before they reduce 'D' if they have to allocate scarce internal funds. This has implications for R&D policy. If financial constraints for R&D are driven by the 'R' component, industrial research projects may deserve special support. Second, we show that public subsidies directed at 'R' indeed alleviate financing constraints. Forschungs-und Entwicklungsaktivitäten (FuE) 
Das Wichtigste in Kürze (Summary in German)

Introduction
R&D activities and resulting innovation constitute an important driver of economic competitiveness and hence sustainable economic growth. As has been illustrated by numerous studies, the impact of R&D on productivity at the firm level stems from the implementation of newly generated knowledge and technological discoveries into new products, improvement of existing products and production processes or cost reductions of producing existing products or services (see e.g. Stiglitz 1969 , Griliches 1980 , Schankerman 1981 , Griliches and Mairesse 1984 , 1990 , and Hall and Mairesse 1995 . Consequently, R&D has been recognized as important input factor to industrial production.
However, Griliches (1986) points out that basic research is a main driver for productivity at the firm level. He shows that expenditures for basic research significantly contribute to productivity growth of U.S. manufacturing firms in the 1970s (also Mansfield 1980) . He finds in his cross-sectional analysis that firms that invest a larger fraction of their total R&D on basic research are more productive, hence stressing the importance of this component.
Recently, this finding has been complemented by who show that research expenditures exhibit a significant premium over development expenditures with regard to patent productivity in a panel of Belgian firms.
Moreover, economic theory suggests that the social rates of return are larger than the private rates of return from research activities because of the incompleteness of appropriability of the knowledge that is being created by investment (Arrow 1962 , Usher 1964 ). 1 When Arrow (1962) wrote about economic welfare and the allocation of resources for invention, he was in particular referring to private research activities -or generally speaking the production of new knowledge -that may suffer from financing constraints due to market failure. Hence, he was mainly referring to the 'R' component of R&D. Thus, especially for basic research, which is used as an informational input into subsequent inventive activities, firms may face particular difficulties to attract external investors or receive bank loans for financing these activities. Firms with limited internal liquidity may therefore have to constrain their research to currently available funds and postpone or abandon projects that they would conduct if additional financing was available. This reduces incentives to invest in long term research projects and may bring overall industrial research in the economy way below optimal levels.
Hence, underinvestment in 'R' due to financing constraints may therefore result in noticeable slowdown in productivity growth and consequently have particularly detrimental effects on technological progress and economic development.
Previous literature has provided vast evidence for the conjecture that capital market imperfections, in particular information asymmetries, influence lending and investment decisions of firms. Moreover, information asymmetries may be particularly severe in the case of research and development (R&D) activities. Complexity, specificity and outcome uncertainty of such investment projects may make it particularly difficult for outsiders to judge the expected return. Additionally, firms may be reluctant to reveal details of the projects to potential investors. Besides information asymmetries, the intangibility of the asset that is being created by the investment and the uncertainty of returns may make raising funds externally more costly for R&D than for other types of investments (e.g. Mansfield 1977 , Berger and Udell 1998 , Harhoff 1998 . Financing R&D externally may thus be more costly compared to financing of other types of investment (e.g. Meyer and Kuh 1957 , Stiglitz and Weiss 1981 , Myers and Majluf 1984 , Anton and Yao 2002 .
Yet, most articles, surveys, evaluations and reports concerning allocation of resources to R&D do not explicitly distinguish between the different components of R&D 2 . Previous studies on financing constraints for knowledge creating activities usually analyzed industrial R&D in aggregate form. However, characteristics usually attributed to R&D activities in general, such as intangibility and outcome uncertainty are very likely to be more applicable for 'R' compared to 'D'. While not empirically discussed, Kamien and Schwartz (1978) developed a theoretical model to show that firms conducting fundamental or radical R&D projects are more likely to encounter financial constraints than firms performing predominantly routine R&D. Although the authors do not explicitly differentiate between 'R' versus 'D', their concept of radical versus routine R&D may also apply to distinction between 'R' and 'D', since fundamental innovations usually involve basic research, require significantly more resources and are much riskier in terms of default and expected returns.
This article aims to complement previous studies by explicitly taking the heterogeneity of the two components of R&D into account. By compartmentalizing industrial R&D activity into its components, we argue that financing development 'D' externally should be less critical than it is for industrial research 'R'. Our empirical study, indeed, reveals that 'R' investment is more sensitive to the firms' operating liquidity than 'D' indicating that firms have to rely 2 Link (1981) is one of the few studies that analyze determinants of inter-firm differences in the composition of R&D expenditures. Also Mansfield (1981) studies the effects of firm size on the composition of R&D investments and finds that increases in size of firm -measured in firms' sales -are associated with more than proportional increases in the amount spent on basic research. This may already hint to financing constraints for firms with lower levels of internally available funds. even more on internal funds for financing their research compared to development activities.
Looking at aggregated R&D expenditures of the firm would not have revealed this effect.
Moreover, we find that (basic) research subsidy recipients invest more into 'R' than other firms, and that their investment is also less sensitive to internal liquidity. This paper proceeds as follows. Section 2 outlines the motivation for this research as well as the conceptual framework of our analysis and section 3 describes the data. The econometric set-up and our model specifications are described in section 4. Section 5 presents the results before we conclude in section 6.
Conceptual Framework
Although the presence of financing constraints for R&D has been shown in numerous empirical studies, 3 R&D has usually been analyzed in aggregate form. If external financing for R&D is constrained, firms engaging in R&D may have to rely to a larger extent on internal financial resources than firms that mainly invest in capital goods (e.g. Carpenter and Petersen 2002 , Chiao 2002 , David et al. 2008 . Theoretical and empirical literature has illustrated that firms foremost use internal funds to finance innovation projects as compared to debt indicating such a gap in the cost of capital (Leland and Pyle 1977 , Bhattacharya and Ritter 1983 , Hall 1990 , Himmelberg and Peterson 1994 , Harhoff 1998 , Bougheas et al. 2003 , Czarnitzki and Hottenrott 2009 ).
However, research activities that usually precede development activities may show fundamentally different characteristics. Attributes typically related to R&D activities in general, such as intangibility and uncertainty are very likely to be more applicable for research 'R' compared to development 'D'. Research projects are usually characterized by being "far from the market" and may suffer from stronger externalities decreasing the expected profitability. Moreover, development takes place at a later stage of the R&D process building on previously generated knowledge, which may be tangible to a certain extent, for example in the form of patents or other intellectual property rights. Thus, the gap in financing costs may be larger in the case of research activities as this is the part of the R&D process that is even more prone to information asymmetries.
Consequently, firms may be limited in the financing of their R&D by the funds that are internally available. At the same time, internal financial resources are affected by the firms' debt payment obligations. The higher the obligations relative to the internal funds of the firm, the less liquidity remains for activities that have to be financed internally such as R&D. Thus, increases in firms' levels of debt may put pressure on the firm to use its cash flow to service interest and repayment at the expense of long-term investments such as R&D (Hall 1990 , Long and Ravenscraft 1993 , Bhagat and Welch 1995 , Ogawa 2007 . Moreover, high leverage may reduce access to further credit due to increasing default risk. Accordingly, higher debt payment obligations may also have stronger effects on 'R' than on 'D' investments as firms have to rely even more on their internal funds for the former component of R&D. We argue that effects for investment in 'R' should be particularly more sensitive to debt compared to investments in 'D' as the latter occurs later in the R&D process and is closer to yielding returns. That is, firms will be more likely to cut 'R' than to reduce 'D' if they have to allocate internal funds for serving debt.
This article therefore explicitly aims at disentangling the effects of liquidity and debt on R&D using firm-level panel data. We estimate separate equations for investment in 'R' and investment in 'D' to identify differences in the reliance of firms on internal funds for both components of R&D reflecting constraints in the access to external financing.
We expect a positive relationship between firms' liquidity and the firms' expenditures in R&D. For 'R', however, we expect the effect to be stronger due to the nature of 'R' activities versus 'D' activities. The former is likely to be more prone to information asymmetries, secrecy issues as well uncertainty of outcomes. These factors may make it more costly to finance externally if not impossible at all. Thus, a firm has to rely more on internal funds for 'R' than for 'D' and may therefore show a larger sensitivity to the availability of internal funds.
While the differences in funding gaps for 'R' versus 'D' have not yet been uncovered explicitly in an empirical study on financial constraints at the firm-level, this phenomenon has long been understood by technology policy. In Flanders, for instance, different subsidy schemes exist. Firms can submit project proposals for subsidy requests, and possible grants are based on a percentage of the eligible costs that consist of project-related payroll costs, direct costs (operating costs and depreciation of the equipment) and to a limited extent indirect (general) costs. The percentage to which total project cost can be subsidized depends on the type of research project: industrial "basic and strategic" research may receive up to 50% of the accepted total costs, "experimental development and prototyping" up to 25% of the accepted total costs and "mixed research projects" up to 38% of the accepted total costs.
Consequently, we supplement our initial analysis with a policy variable. We investigate whether firms that received grants for "basic and strategic" research projects are less constrained in their investment into 'R'. For 'D' we do not expect an impact of public basic research funding on the level of constriction.
Data
The data for our analysis stems from the Belgian part of the OECD R&D survey. The survey is harmonized across OECD countries and is conducted every second year in order to compose the OECD Main Science and Technology Indicators with the collected data. This R&D survey is a permanent inventory of all R&D-active companies in Flanders. Our analysis is based on six consecutive waves of the R&D survey data covering the period from 1999 until 2007. Each wave provides information on firm level data for two consecutive years.
The definition of research and development used in most economic research encompasses several kinds of activities. According to the definition of the OECD Frascati Manual (1993, 2002) which frames the methodology for collecting and using statistics about R&D in OECD countries, the term R&D covers three activities: basic research, applied research and experimental development. 4 The first two can be summarized to be the 'R' of R&D, while the latter one constitutes the 'D' component of R&D.
In order to construct the financial indicators we supplemented our data with information on the firms' financial background with accounting and balance sheet data from the BELFIRST database. For the policy analysis, we supplement our panel data with public R&D project funding information that has been provided by the IWT Flanders, which is the innovation and technology policy agency of the Flemish government administering innovation subsidies. 4 According to this international definition is basic research 'experimental or theoretical work undertaken primarily to acquire new knowledge of the underlying foundation of phenomena and observable facts, without any particular application or use in view'. Whereas applied research also is original investigation undertaken in order to acquire new knowledge, it is, however, directed towards a specific practical outcome. Development activities are rather 'systematic work, drawing from existing knowledge gained from research and/or practical experience, which is directed to producing new materials, products or devices […]' (OECD, 2002, p.30 ).
Our sample comprises firms that at least once invested in R&D and are observed at least twice in the reference period as we estimate panel data models that allow controlling for unobserved heterogeneity. On average, we observe each firm about 4 times in our panel. After eliminating data with missing values in the variables of interest, our final sample consists of 3,686 firmyear observations referring to 952 different firms. 5 We derive indicators for the capital structure of the firms in our sample from balance sheet information accounted according to local Belgian GAAP on an annual basis.
Variables
We employ the firms' stock of working capital as a measure of operating liquidity to overcome limitations of cash flow as indicator for firms' liquidity. 6 Working capital (WCAP)
is the net amount of short term assets, i.e. the difference between current assets minus current liabilities of a firm. The higher the working capital the more secured is a firm's liquidity and accordingly its financial flexibility. This variable can take positive or negative values. A positive working capital means that short term liabilities are covered by current assets (cash, accounts receivable and inventory) whereas a negative working capital indicates that a firm's 5 Table A1 in the appendix provides details on the distribution of firms across industries. 6 The appropriateness of cash flow as an indicator for the availability of internal funds and the interpretation of sensitivity of R&D investment to changes in cash flow has been seriously questioned in the literature (Hao and Jaffe 1993 , Fazzari and Petersen 1993 , Hall and Kruiniker 1995 , Kaplan and Zingales 1997 , 2000 . current assets are not sufficient to cover its current liabilities. Hence, it serves as indicator for a firm's short-term liquidity.
In addition, we use firm's debt as further variable controlling for credit market access. The overall liabilities of the firm (DEBT) consist of current liabilities payable within one year and non-current liabilities payable later than one year. The overall debt-to-equity ratio (leverage) of the firms in our sample is about 60%. However, we employ debt-to-tangible assets-ratios rather than debt-to-equity as the former type is more meaningful in terms of reflecting the firms' liabilities relative to the firms' collateral value.
As common in the financial constraints literature, we scale the dependent variables as well as WCAP and DEBT by firms' assets (see e.g. Fazzari et al. 1988 , Fazzari and Petersen 1993 , Harhoff, 1998 . We use lagged tangible assets (K) calculated as the value of a firm's total fixed assets minus current assets and financial assets (as already captured by WCAP), goodwill and other intangible assets.
As common in firm level studies, we also control for firm size. Larger firms may be able to realize economies of scope while conducting research and development activities. Therefore we include the log of the firms' tangible assets ln(K) as well as its squared value [ln(K)] 2 .
The dummy variable GROUP taking the value 1 if a firm belongs to a group (0, otherwise) controls for different governance structures. Group members may conduct more R&D activities since firms associated with a group can make use of intra-firm spillovers, internalise externalities as well as fund R&D from intra-group sources. To control for age-related effects, since younger and newly established firms may invest relatively more into research and development than older firms, we also use the log of age, ln(AGE). We also allow for a non- For the supplemental regression including the policy variable, we create a dummy variable indicating that the firm received government funding for basic or strategic research (SUBR). This variable will be interacted with WCAP to evaluate whether possible financial constraints are alleviated by basic research funding. Furthermore, a set of time dummies is included to take business cycle effects into account. 
Econometric Analysis
We estimate censored panel regression models as not all of our firms in the sample perform R&D in each period. Especially small firms may conduct R&D only on an irregular basis. In particular, we estimate random effects models that can be written as We first estimate the model as random effects Tobit that requires the assumption of no correlation between c and x (see Wooldridge, 2002: 540-541 , for further technical details). 8
In addition, we follow Wooldridge (2002) and relax the assumption of uncorrelatedness between x and c by modifying the model. Let . The appropriateness of the Wooldridge model, i.e. that the assumption of uncorrelatedness between the firm-specific effect and the regressors is not valid, will be tested by the joint significance of the x-variables' "within" means.
We estimate separate models for our three dependent variables of interest. 
The equations for the two components of internal R&D, i.e. RESEARCH and DEVELOPMENT are specified analogously.
Estimation Results
The results of the random effects panel and its modification by Wooldridge are presented in Table 2 . The first column presents the results for total in-house R&D investment, column 2 and 3 present the results for Research and Development investments separately.
For the total R&D investment, we find the expected results: the working capital variable is positively significant and debt is negatively significant. Thus, firms are financial constrained by their internal resources. In addition, with higher values of debt, investment is even reduced further. We interpret this as indication that the higher the default risk, the less likely potential investors are to provide further capital for R&D investment.
If we split R and D into its two components, we find interesting differences between R and D.
Debt is only negatively significant for R but not D, and the positive, significant coefficient of WCAP/K is larger in the R equation than in the D equation. Thus, the results from the disaggregated models for R and D reveal that these liquidity effects constraining R&D stem to a large extent from research activities only. In order to evaluate the magnitude of the impact of WCAP on investment, we calculate marginal effects. We are interested in studying how E(y|x) changes if x changes, i.e. we take the censoring into account. 10 We calculate the marginal effects under the assumption that c i = 0 at the mean of the covariates, and obtain standard errors using the delta method (cf. e.g. Greene, 2000, for technical details) . The marginal effect of WCAP amounts to 0.064 (SE = 0.014) in the R equation and to 0.024 (SE = 0.011) in the D equation, which yields a significant difference between the two effect at the 5% level. Thus we can conclude that the firms have to rely even more on internal resources for financing R within their R&D project, or in other words suffer more from financial 10 Note that the coefficients in a Tobit model indicate ( )
constraints for R than for D. This may be due to the fact that 'D' occurs later in the R&D process and is closer to the market, i.e. closer to yielding returns. Hence, firms may cut 'R', before they reduce 'D' if they are constrained by the credit market and have to rely on scarce internal funds.
With respect to the control variables we find a non-linear relationship between the dependent variables and firm size as measured by lnK. The minimum value of this U-shaped curve is around the 75% percentile of the lnK distribution for all models. Thus, smaller firms in terms and larger firms in terms of lnK invest relatively more into R&D, R and D than medium-sized firms. As expected, we also find that firms associated with a group invest more than standalone companies. The age variables are insignificant in all models.
When we turn to the Wooldridge models, we find very similar results as in the random effects models. Therefore, we discuss these only briefly. First, the tests that x and c are uncorrelated are rejected in the R&D and R equation, but not in the D equation (tests on joint significance on within means in Table 2 ). Although the random effects model is rejected in two cases, the results on WCAP and DEBT remain basically the same, except that debt becomes insignificant in the R&D equation. This may be caused by relatively high correlations between the time varying x it and the within firm means that are employed to relax the assumption that x and c are not correlated.
In Table 3 , we present the regression on R and D investment again, but there we have augmented the regression with the SUBR dummy, i.e. the indicator for the receipt of public subsidies for "basic and strategic" research, and its interaction with WCAP. If one compares the results on the main regressors of interest with Table 2 , it shows that the magnitude of the coefficients is quite stable, and thus the earlier results persist. The coefficient of SUBR is positively significant in the R equation. Thus recipients of such subsidies are able to invest significantly more into R due to the subsidy itself. Even more interesting, however, we find that the interaction of SUBR with WCAP is negatively significant. That is, the subsidy receipt offsets the slope of WCAP basically. Testing whether the coefficients of WCAP and WCAP*SUBR are significantly different from each other in absolute values (note the opposite signs), we cannot reject H 0 (= stating that they are equal). Thus in general, firms depend highly on their internal resources, but for subsidy recipients this effect is offset. On the one hand, this may indicate that the grants are typically large enough to conduct the desired research project at full scale. On the other hand, it may also hint at the so-called certification effect of subsidies. Lerner (1999) argued that U.S. SBIR 11 awardees achieve better access to external capital due to the fact that they received an SBIR award, as it involves a thorough peer-evaluation procedure of the submitted research proposal. For instance, venture capitalists and banks may use that as positive signal on the quality of the investment project. 840 It is noteworthy that the findings on the subsidy dummy should be interpreted with some care. It is known that firms may self-select themselves into subsidy schemes (see e.g. the survey by David et al., 2000) and thus we may overestimate the effect of SUBR.
Log
Although our panel regressions control for unobserved heterogeneity among firms and that should take care of the potential selection bias to a certain extent, correcting for selection properly would require instrumenting the SUBR variable. Unfortunately, there is currently no econometric panel Tobit model available that would allow for this. We experimented with pooled cross-sectional regressions, but it turned out that it is important to control for firm-specific effects in this study (see the high share of total variance explained by mere cross-sectional variation).
Conclusion
Previous literature provided vast evidence for liquidity constraints of industrial R&D investments due information asymmetries. Complexity, specificity and uncertainty of returns may make it particularly difficult for outsiders to judge the potential value and firms may be reluctant to reveal details of the projects to potential investors. Furthermore, the intangibility of the asset that is being created (knowledge) may limit firms' access to external funds for R&D. Hence, firms have to rely on internal liquidity to fund their R&D activities.
Although the presence of financing constraints for R&D has been shown in numerous empirical studies, R&D has usually been viewed as an inseparable process (possibly due to limited data availability). However, characteristics usually attributed to R&D activities in general, such as intangibility and uncertainty are very likely to be more applicable to 'R' than to 'D'. Research projects are usually characterized by being "far from the market" and may induce higher externalities decreasing the likelihood of profitability. Moreover, development takes place at a much later stage of the R&D process building on previously generated knowledge.
This article aimed to complement previous studies by explicitly taking the heterogeneity of the two components of R&D into account. By compartmentalizing industrial R&D activity into its components, we argue that financial constraints affect 'R' more than 'D'.
Our empirical study indeed reveals that 'R' investment is more sensitive to the firms' operating liquidity than 'D' investments, indicating that firms have to rely even more on internal funds for financing their research compared to their development activities.
Looking at aggregated R&D expenditures of the firm would not have revealed this effect. Thus, estimating different investment equations for R&D and 'R' and 'D' separately illustrates that financing constraints may be more binding for 'R' than for 'D'. Governments, as for example in Flanders, are aware of the need for special support of industrial research, and grant higher shares of total cost in terms of subsidies to "basic and strategic" research than for experimental development or prototyping. We find that research subsidy recipients indeed invest more into 'R' than other firms, and that their investment is also less sensitive to internal liquidity. This has interesting consequences for policy. While policy makers also seek to increase the outcome of funded projects, it may happen that very challenging research projects are not awarded a subsidy, as submitted project applications are often evaluated by peerreview according to criteria such as "technological content" and "expected economic value" or similar criteria. As highly basic research projects may score low on the latter criterion, government agents may behave similar as private lenders when it comes to project selection. Therefore, even funding for R&D may still inhibit investment into R.
As one rough check, we analyzed the submitted grant requests and the grant rate of those projects submitted under the three different schemes present in Flanders: "(strategic) basic research" (= 'R' in our terms), "mixed projects" and "experimental development and prototyping" (= 'D' in our terms). As Table 4 shows there is slight evidence that basic research projects are indeed rejected more frequently. While the total grant rate amounts to 81%, `R' projects are only granted at a rate of 75%, but `D' projects at a rate of 82%. However, this evidence is not clear cut as "Mixed Projects" are granted most frequently with 91%. Note: The data were kindly provided by IWT Flanders (own calculations). A "grant" may imply a, typically downward, adjustment of accepted total project cost by the agency compared the originally submitted project budget.
It would be highly interesting to find comparable figures from other countries to evaluate national policies across countries to learn more about policy practices, and eventually learn more about the implications of our findings for levels of 'R' and 'D' in the European Union. This could be especially interesting on the background of the EC Lisbon agenda (see e.g. European Commission, 2005) that, among other issues, states to raise the R&D/GDP ratio to 3% in the European Union. If many countries favor projects that are more of a 'D' nature a shift to funding a higher proportion of 'R' projects may yield higher total R&D in Europe as firms are more constrained in 'R' according to our econometric results.
