Utilizing frameworks developed by Delsarte, Yudin and Levenshtein, we deduce linear programming lower bounds (as N → ∞) for the Riesz energy of N -point configurations on the d-dimensional unit sphere in the so-called hypersingular case; i.e, for non-integrable Riesz kernels of the form |x − y| −s with s > d. As a consequence, we immediately get (thanks to the Poppy-seed bagel theorem) lower estimates for the large N limits of minimal hypersingular Riesz energy on compact d-rectifiable sets. Furthermore, for the Gaussian potential exp(−α|x − y| 2 ) on R p , we obtain lower bounds for the energy of infinite configurations having a prescribed density.
Introduction
Minimal energy configurations have wide ranging applications in various scientific fields such as cryptography, crystallography, viral morphology, as well as in finite element modeling, radial basis functions, and Quasi-Monte-Carlo methods for graphics applications. For a fixed dimension and cardinality, the use of the Delsarte-Yudin linear programming bounds and Levenshtein 1/N -quadrature rules are known to provide bounds on the minimal energy and prove universal optimality of some configurations on the sphere S d (see for example [8] ). The goal of this paper is to adapt these techniques to provide lower bounds on minimal energy for configurations in two different but related contexts. The first is for the large N limit of Riesz energy of N -point configurations on a compact d-rectifiable set embedded in R p , while the second is for the Gaussian energy of infinite configurations in R p having a prescribed density. The latter provides an alternative method for obtaining a main result of Cohn and de Courcy-Ireland [7] . * The research of the authors was supported, in part, by National Science Foundation grant DMS-1516400. The research of T. Michaels was completed as part of his Ph.D. dissertation at Vanderbilt University. Research for this article was conducted while two of the authors were in residence at the Institute for Computational and Experimental Research in Mathematics in Providence, RI, during the "Point Configurations in Geometry, Physics and Computer Science" program supported by the National Science Foundation under Grant No. DMS-1439786.
For our results on Riesz potentials we need the following definitions and notations. We say a set A ⊂ R p is d-rectifiable if it is the image of a bounded set in R d under a Lipschitz mapping. For a d-rectifiable, closed set A and a lower semicontinuous, symmetric kernel K : A × A → (−∞, ∞], the K-energy of a configuration ω N = {x 1 , . . . , x N } ⊂ A of N (not necessarily distinct) points is given by E K (ω N ) := i =j K(x i , x j ).
A commonly arising problem is to minimize the K-energy for a fixed number of points and describe the optimal configurations; i.e., to determine
For point configurations on compact sets we will primarily focus on the Riesz s-kernels K s (x, y) := |x − y| −s for s > d = dim(A);
that is, in the hypersingular case, which is intimately related to the best-packing problem. We remark that for such hypersingular kernels, the continuous senergy of A
is infinite for every probability measure µ supported on A, and so the standard methods of potential theory for obtaining large N limits of minimizing point configurations do not apply. For brevity we hereafter set 
In particular,
For fixed cardinalities N and kernels of the form K(x, y) = h( x, y ), a general framework for obtaining lower bounds for minimal energy configurations on the unit sphere was developed by Yudin [29] based on a method of Delsarte, Goethals, and Seidel [12] for spherical designs. This linear programming technique involves maximizing a certain functional defined over a constrained class of functions f that satisfy f (t) ≤ h(t) for t ∈ [−1, 1]. Combining Yudin's approach with Levenshtein's work [20] , [18] on maximal spherical codes, Boyvalenkov et al [5] derived lower bounds for discrete energy that are 'universal' in the sense that they hold whenever the potential function h(t) is absolutely monotone on [−1, 1); that is, when h (k) (t) exists and is non-negative for t ∈ [−1, 1) for all k ≥ 0, and h(1) := lim t→1 − h(t), which may be +∞.
In the present paper, we use this framework to derive asymptotic lower bounds as N → ∞ for E s (S d , N ) in the case s > d. These results for the sphere, in turn, have application to the broader class of energy problems on d-rectifiable sets. Indeed, this is a consequence of the localized nature of the potentials h s as expressed in the following result, which is known as the Poppy-seed bagel theorem. 
Furthermore, any sequence of N -point s-energy minimizing configurations is asymptotically uniformly distributed with respect to d-dimensional Hausdorff measure restricted to A.
Hausdorff measure of A with the normalization that the d-dimensional unit cube embedded in R p has measure 1. In dimension d = 1, it is known [21] that C s,1 = 2ζ(s), but for all other dimensions the exact values of C s,d have not as yet been proven. However, the following relation between C s,d and the optimal packing density in R d was established in [2] :
where ∆ d is the largest sphere packing density in R d . The only dimensions for which ∆ d is known at present are d = 1, 2, 3 and, more recently, d = 8 and d = 24 (see [26] and [9] ). In these special dimensions, ∆ d is attained by lattice packings, which is not expected to be the case for general dimensions.
Clearly, any sequence of configurations on a set A provides an upper bound for C s,d . Furthermore, it is straightforward (see, for example, [6] , Proposition 1) to establish that
where the minimum is taken over all lattices Λ ⊂ R d with covolume |Λ| >0 and
is the Epstein zeta function for the lattice. Regarding equality, the following conjecture is well known [6] , [8] :
, and 24,
where Λ 2 is the equi-triangular lattice, Λ 4 the D 4 lattice, Λ 8 the E 8 lattice, and Λ 24 the Leech lattice.
General lower bounds on C s,d have been less studied. A crude but simple lower bound arises from the following convexity argument (cf. [16] ).
Let ω * N = {x 1 , . . . , x N } be a minimizing N -point s-energy configuration on S d and, for each i = 1, . . . , N , let δ i := min j =i |x i − x j |. With C(x i , δ i /2) denoting the spherical cap with center x i and Euclidean radius δ i /2, we deduce that
. It is easily verified that
where
Thus for 1 > > 0 and all N sufficiently large we have from the asymptotic denseness of the minimizing configurations (Theorem 1.1) that
and so
By convexity, we also have
Consequently, from (7) we obtain for N large
Letting first N → ∞ and then → 0, Theorem 1.1 yields the estimate
A less trivial lower bound is the following, established in [6] :
Our main result for Riesz potentials is the following improvement over the lower bounds for C s,d in (8) 
and λ d is as defined in (6). Figure 1 , we compare the bounds A s,2 , Θ s,2 , ξ s,2 with the conjectured value C 2,s . 
As illustrated at the end of Section 2, the Levenshtein 1/N -quadrature rules give bounds on the minimal separation distance for optimal packings on S d , and A s,d recovers these bounds as s → ∞. We next consider bounds for the Gaussian energy of infinite point configurations in R d . Our goal is to show that the method used to prove Theorem 1.4 provides an alternative approach to deriving the lower bounds obtained by Cohn and de Courcy-Ireland [7] . We begin with some essential definitions.
where # denotes cardinality and B d (R) is the d-dimensional ball of radius R centered at 0. If the limit exists, we call it the f-energy of C. Definition 1.7. The lower density ρ of a configuration C is defined to be
If the limit exists, we call it the density of C.
We shall show that universal lower bounds developed in [5] and based on Delsarte-Levenshtein methods can be used to prove the following estimate of Cohn and de Courcey-Ireland. (The results in [7] came to the authors' attention during the preparation of this manuscript and appear in the dissertation of Michaels [22] .)
Then the minimal f-energy for point configurations of density ρ in R d is bounded below by
where the z i 's are as in Theorem 1.4.
We remark that there is a strong relation connecting Theorems 1.8 and 1.4. Indeed, if f (r) = g(r 2 ) for some completely monotone function g with sufficient decay, then there is some non-negative measure µ on [0, ∞) such that (e.g., see [28] )
Then it follows that Theorem 1.8 also holds for such f and, in particular, for hypersingular Riesz s-potentials f s (r) = (r 2 ) −s/2 for s > d. Furthermore, it is shown in [14] that the constant C s,d also appears in the context of minimizing the Riesz s-energy over infinite point configurations C ⊂ R d with a fixed density ρ:
Combining (13) and Theorem 1.8 then provides an alternate proof of Theorem 1.4. An outline of the remainder of this article is as follows. In Section 2, we describe the Delsarte-Yudin linear programming lower bounds and the Levenshtein 1/N -quadrature rules. More thorough treatments can be found in [1] , [4] , and [20] . In Section 3, we present the proofs of Theorem 1.4, Proposition 1.5, and Theorem 1.8 using an asymptotic result on Jacobi polynomials from Szegő [24] . Finally, in Section 4, we discuss numerically the quality of the bound A s,d and formulate a natural conjecture.
Linear Programming Bounds
denote the sequence of Jacobi polynomials of respective degrees k that are orthogonal with respect to the weight ω α,β (t) :
While this normalization is crucial for the linear programming methods presented here, we note that many authors choose P
For a fixed dimension d ≥ 1, the Gegenbauer or ultraspherical polynomials are given by
2 ) (t). For our purposes, the so-called adjacent polynomials
associated with the weights ω 
, where the f k 's are given by
The following result forms the basis for the linear programming bounds for packing and energy on the sphere (see, for example, [11] or [1, Theorem 5.3.2]):
with f k ≥ 0 for all k ≥ 1 and
Moreover, if h :
, then for the energy kernel K(x, y) := h( x, y ),
Equality holds in (18) and ω N is an optimal (minimizing) h-energy configuration if and only if
holds for all spherical polynomials f of degree at most τ , where σ d denotes the normalized surface area measure on S d . Using Theorem 2.1, Delsarte, Goethals, and Seidel [12] obtained an estimate for the minimum number of points on S d that are necessary for a τ -design. Namely, setting
. . , k, and for all f ∈ Λ,
Theorem 2.1 gives rise immediately to the following:
be a 1/N -quadrature rule exact on a subspace Λ. For K(x, y) := h( x, y ), let A h be the set of functions f with f (t) ≤ h(t) on [−1, 1] that satisfy the hypotheses of Theorem 2.1. Then
Levenshtein derives a 1/N -quadrature given in Theorem 2.4 below to obtain the following bound for the maximal cardinality of a configuration ω N ⊂ S 
which are well defined by the interlacing properties γ
where 1] . The formula for the Levenshtein function is such that the quadrature nodes given in Theorem 2.4 below will have weight 1/N at the node α 0 = 1. At the endpoints of the intervals I τ ,
where L τ denotes the restriction of L to the interval I τ . Setting
By the Christoffel Darboux formula (see [24, Section 3.2]), with associated weights
is a 1/N -quadrature rule exact on Π 2k−1 .
(ii) If τ = 2k, define nodes 1 > β 1 > · · · > β k+1 = −1 as the solutions of
with associated weights
.
is a 1/N -quadrature rule exact on Π 2k . Here and below Π m denotes the collection of all algebraic polynomials of degree at most m.
Remark 2.5. At the endpoints we also have that for
is exact on Π 2k and for
is exact on Π 2k+1 . The above quadrature rules were used by Boyvalenkov et. al to derive the following universal lower bounds for the energy of spherical configurations. Theorem 2.6. ( [5] ) Let N be fixed and h(t) denote an absolutely monotone potential on [−1, 1).
is the 1/N -quadrature rule of Theorem 2.4, then
An analogous statement holds for the pairs (β i , η i ) of Theorem 2.4(ii), but we shall not make use of it in our proofs.
Taking into account Theorem 2.3, inequality (29) provides an optimal linear programming lower bound for the subspace Λ = Π k . As an application, we now show that Theorem 2.6 recovers the first-order asymptotics for integrable potentials.
Example 2.7. If h(t) is any absolutely monotone function that is also integrable with respect to
where λ d is defined in (6).
Remark 2.8. It is a classical result of potential theory that the limit exists and equality holds in (30); see [17] .
Proof of (30). First suppose h(t) is continuous on
. Setting (α 0 , ρ 0 ) := (1, 1/N ), we note that the weights ρ i given in (26) are positive for i = 0, . . . , k and that k i=0 ρ i = 1. From (19), we have with
Since ρ 0 h(α 0 ) = h(1)/N → 0 as N → ∞, inequality (30) follows. Next suppose h(t) is integrable and g m h a sequence of continuous functions increasing to h (for existence, consider g m (t) := h((1 − 1/m)(t + 1) − 1)). By the Monotone Convergence Theorem and a similar string of inequalities as above, it follows that
which concludes the proof.
We remark that another feature of Theorem 2.4 is that it includes a bestpacking result of Levenshtein [18] , [20] , which asserts the following:
where α 1 = α 1 (N ) is as given in Theorem 2.4. This follows by considering absolutely monotone approximations to the potential
3 Proofs of Theorems 1.4, 1.8, and Proposition 1.5
Our approach will be to find the asymptotic expansion of the right-hand side of (29) as N → ∞. Throughout this section we assume that α, β > −1. We will make use of the following result from Szegő (see [24, Theorem 8.1 .1]) adjusted by normalization (14): Theorem 3.1. Locally uniformly in the complex z-plane,
This gives the following immediate corollary:
and z i is the i-th smallest positive zero of the Bessel function J α (z), then
Recalling definition (15) and making use of well-known properties of the derivatives, norms, and leading coefficients of the Jacobi polynomials (see, e.g., [24, Chapter 4] ) we obtain the following asymptotic formulas as k → ∞:
Furthermore,
Lastly, recalling that l
k is the leading coefficient of P
which yields for the ratio
, and (37)
We also need the following additional lemmas.
for any fixed j ∈ Z.
Proof. First, since lim
, by making the substitution k = k + j it suffices to establish equation (40) for the case j = 0. From (39), we have that
Applying the mean value theorem, equation (36), and using the fact that p k is uniformly bounded in k on [−1, 1] (see e.g. [13] ) we get with p 1,1
for some ξ k between β k and cos( Lemma 3.5. Let −1 < γ k,k < · · · < γ k,1 < 1 be the zeros of p k (t) := P (α,β) k (t), and denote by z i the i-th smallest positive zero of the Bessel function J α (z). Then for all i = 1, 2, . . .,
Proof. By Corollary 3.2,
By the interlacing properties of the zeros of Jacobi polynomials, we see that γ k,i > γ k−1,i and we can drop the absolute value in δ k . Expanding the Taylor series for p k−1 (t) around the zero γ k−1,i , we have
Each successive derivative term beyond the first has order o(1) since by repeated application of (36) and Lemma 3.4, p 
while on the other hand δ
Now by Theorem 3.1 and Lemma 3.4, we obtain the result.
We are now ready to prove the main theorem.
Proof of Theorem 1.4. In the case of Riesz energy, we have
We consider the subsequence
By Theorem 1.1 it suffices to prove
thus the quadrature nodes are given by
For a fixed m and all k ≥ m we have by Theorem 2.6
For a fixed i ≤ m, we next establish asymptotics for ρ i h(α i ). By Corollary 3.2 we have
and by (33) and Lemma 3.4,
Furthermore, from Lemma 3.5, it follows that
From the weight formula given in equation (26) and the Cristoffel-Darboux formula (24) we deduce that
and combining equations (32), (34), (35), (44), and (45), this yields
Simplifying gives
Finally, combining the asymptotics for N k , h s (α i ), and ρ i , equations (41), (43), and (48) respectively, we obtain
and thus
Multiplying by
and letting m → ∞ gives (42) and hence (9) .
Proof of Proposition 1.5. We first establish the limit involving ξ s,d :
If Λ is a d-dimensional lattice with co-volume |Λ| > 0 then it is known (see [25] ) that the Epstein zeta function has a simple pole at s = d with residue
Proposition 1.3, the bound (3), and (50) then show
Finally, we establish the limit involving A s,d . The well-known asymptotic behavior of J d 2 +1 (z) [24] , as z → ∞, is given by
and z n , the n-th zero of the J d 2 (z), is given by (see [27] )
Thus,
and so we have
where a n , b n = o(1). As s → d + , this sum approaches the Hurwitz zeta function,
That is,
Indeed, suppose a = sup |a n | and b = sup |b n |. Then,
and similarly
Since ζ(s, q) → ∞ as s → 1 + (and the terms in the series in (56) stay bounded) the limit (56) holds. In fact ζ(s, q) has a simple pole of residue 1 at s = 1 for all q and so we obtain:
, which completes the proof of Proposition 1.5.
Proof of Theorem 1.8. For a fixed ρ and a Gaussian potential
is the area of S d , and let
Our approach is to first obtain estimates for the h N -energy of N -point configurations on the sphere S d . For each N , h N is absolutely monotone on [−1, 1), and so Theorem 2.6 holds. We apply the same asymptotic argument as in the proof of Theorem 1.4 to h N (t). In particular we sample along the subsequence
where the nodes α i are given by the zeros of P 1,0 k (t). Using the asymptotic formulas for N k , the quadrature nodes α i , and the weights ρ i , we obtain from Corollary 3.2 and (48) that lim inf
(57) Let 0 < < 1. Then there is a collection {C(a , r ) : = 1, 2, . . . , L} of disjoint closed spherical caps on S d such that r < and
Using (5) and the fact that the caps are disjoint, it follows that there is a constant κ 1 > 0, independent of , such that
Furthermore, there are mappings φ : B d (r ) → C(a , r ), = 1, 2, . . . , L and a constant κ 2 (again independent of ) such that
Let C be a configuration in R d with density ρ and f α -energy E fα (C); i.e., the limits in Definitions 1.6 and 1.7 both exist. Then, as R → ∞, we have for
and
Observing that ρ vol(
, we see from (58) and (60) that as N → ∞ the cardinality of ω C N satisfies:
Let δ denote the smallest distance between any pair of distinct spherical caps C(a , r ) and C(a , r ). The cross energy for = satisfies
as N → ∞. Using (59) and defining α = α(1 − κ 2 ) 2 , we obtain
Using the above estimate for E h N (ω N ) together with (63) and (64) we obtain as N → ∞,
Taking the limit inferior as N → ∞ and then → 0 in (65) and using (57) completes the proof.
Numerics
Translated into packing density and using Corollary 3.2, inequality (31) provides an alternate proof of the following best-packing bound of Levenshtein [18] :
Corollary 4.1.
As s → ∞, the series in A s,d is dominated by the first term z −s 1 and using the asymptotics of C s,d in (2), we see that
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