An adaptive scattered data approximation scheme was developed to calibrate the Flush Air Data System (FADS) of a surface vessel. An array of pressure sensors were mounted flush with the deckhouse periphery and the airdata parameters were extracted from the pressure measurements. The developed Galerkin derived selfadaptive greedy function approximation scheme gave reliable and robust surrogates for predicting wind speed and direction. The resulting surrogates were also used to evaluate the sensitivity to each of the flush mounted pressure sensor. Fault tolerance of the proposed surrogates were also studied with respect to pressure sensor failure. 
Hypersonic flight regimes are another area where probe based air data systems cannot be used because the vehicle nose reaches extremely high temperatures that might melt the protruding boom. Lastly, the air data booms are too heavy and costly to use with unmanned micro air vehicles 2 .
Flush Air Data Systems (FADS) were developed in order to overcome the above mentioned drawbacks.
A popular flush air data system consists of a series of pressure taps mounted on a vehicle periphery that can be used to derive airflow parameters. FADS were first developed during the X-15 program 3 . A hemispherical nose with pressure sensors was installed on this hypersonic aircraft to measure stagnation pressure and wind direction during re-entry. Further research on FADS for hypersonic vehicles was conducted during the Space Shuttle program 4 . After enjoying success on hypersonic flights, the compatibility of flush air data systems were tested on supersonic and subsonic flight regimes. The authors of reference [5] developed and flight tested a flush air data sensing system for the F-18 Systems Research Aircraft shown in Fig. 2 . The authors concluded that the non-intrusive technique was clearly superior to the probe based air data systems. They showed that the FADS was unaffected by dynamic flight maneuvers and they performed well in high angle of attack flights. FADS are also unaffected by vibration, icing effects and are less prone to damage during operation and maintenance. The authors of reference [2] mention that an 80% decrease in instrumentation weight and a 97% decrease in instrumentation cost was gained by replacing the using probe based air data systems with FADS.
We believe that FADS is also an ideal choice for stealthy vessels since these systems are passive, and give no additional radar cross-sectional area to the vessel signature. 
A. Challenges in Flush Air Data Sensing
A primary disadvantage of flush air data sensing systems is that a computational surrogate is required to extract air data parameters from pressure measurements. Potential flow theory provides closed form solutions to simplified inviscid, incompressible and irrotational flow problems. This approach combined with conformal transformation can be easily used to derive the relation between the coefficient of pressure (C p ) and the freestream incidence angle and speed for simple problems like flow over a cylinder, ellipse, sphere, etc. For example, Eq. (1) gives the following relation for C p for flow over an inclined circular cylinder 6 shown in Fig. 3 : , , P P P 1 2 3 , , θ θ θ , the freestream incidence angle α can be solved from Eq. (2):
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Once α is determined , 
To incorporate compressibility effects, geometrical errors and afterbody effects the authors in the reference [1] formulated the FADS aerodynamic model as Eq. (4): 2 2 ( ) cos sin
where ε is an empirically determined source of error and is the differential pressure at the stagnation point. Here .
With the need for a computational technique that can be satisfactorily used in real time and unavailability of potential flow models, algorithms learning from data can be very helpful. Such an algorithm should effectively combine information from multiple pressure sensors to infer air data parameters and should show graceful performance degradation when pressure sensors fail. We believe that we have developed just such a tool based on scattered data approximation theory.
B. Proposed Ideas and Objectives
Section I A justified the use of approximation techniques that learn from data in solving the inverse problem of extracting wind velocity information from surface pressure values. The problem of developing such a computational surrogate falls under the category of regression problems in statistics and machine learning research. Popular regression methods include splines 11 , projection pursuit regression 12 , radial basis function networks 13 and back-propagation networks 14 . These methods require the use of user-determined control parameters and/or kernel hyper-parameters. The user must find the optimum values of the control parameters for the entire data set either by cross-validation or a grid search approach. In such approaches the data must be used to generate numerous randomly selected subsets for training and testing. The values of the control parameters must then be optimized on each of these testing subsets and the optimum control parameters averaged.
We believe that for the purpose of this and other types of complicated fluid-structure interaction problems, a multi-dimensional learning tool should address the previously mentioned hyper-parameter selection problem, operate as easily on high-dimensional data as it does on low, and provide the user an assurance that the tool will give its best performance on an unseen test set. The tool should also require a minimum of storage and require as little user interaction as possible. Finally, for the purposes of generalization and data compression, the scheme should construct an accurate approximation that uses as few basis functions as possible, preferably less than the number of sample points. We believe we have developed just such a learning tool that can solve the inverse problem under consideration, which we call Sequential Function Approximation (SFA). SFA was originally introduced to solve differential equations 15 but was later used to provide kernel based solutions to regression 16 and classification problems 17 .
We have the following objectives in the paper. Our first objective is to develop a computational surrogate that can predict wind speed and ship bow yaw angle from static surface pressure measurements.
The surrogate should not have wind speed prediction errors greater than 2 knots and ship bow yaw angle prediction errors greater than 2 degrees. Our second objective is to eliminate redundant sensors and determine sensor placement locations important for wind direction and prediction. In addition to this, we need to study the prediction accuracy degradation as pressure sensors in the optimum locations fail.
In Section II we discuss the Sequential Function Approximation algorithm and its implementation issues. In Section III we present the prediction accuracies of the developed surrogate and results of sensitivity analysis. Conclusions and future work are given in Section IV.
II. Approach

A. Sequential Function Approximation
Sequential Function Approximation (SFA) was developed from mesh-free finite element research but shares similarities with the Boosting 18 and Matching Pursuit 19 algorithms in that they can all be classified as greedy algorithms. We start our approximation of u utilizing the Gaussian Radial Basis Function (RBF) φ . 
ξ ∈ the Method of Weighted Residuals (MWR), specifically the Galerkin method 23 . We can write the function residual r at the n th stage of approximation as the following:
Using the Petrov-Galerkin approach, we select a coefficient that will force the function residual to be orthogonal to the basis function and using the discrete inner product given by Eq.
which is equivalent to selecting a value of that will minimize
with
The discrete inner product , n n D r r , which is equivalent to the square of the discrete L 2 norm, can be rewritten, with the substitution of Eq. (4) and (5), as
Recalling the definition of the cosine given by Eq. (7), using arbitrary functions f and v and the discrete inner product,
Eq. (6) can be written as In order to reduce computational time and expense we used a heuristic rather than optimization to locate the center of the RBF at each stage. For each basis function the center was chosen to be the training vector that corresponds to the maximum absolute value of the residual at that stage. We are then left with a one-dimensional optimization problem given by Eq. (6) for the width of the basis function which we solve at each stage in the algorithm.
A common stopping criterion used by greedy sparse approximation algorithms for regression problems is to put a threshold on the residual error. Studying and comparing the effectiveness of other stopping criterion like the minimum description length criterion 24 , the Akaike information criterion 25 , or a combination of several different criterions constitutes future work. In this work we stop adding basis functions when either the maximum absolute value of the residual error falls below a user determined tolerance (τ ) or the number of basis functions exceeds the number of training points.
C. Implementation of the Algorithm
Though our SFA scheme allows the basis center ( n ξ * ) to be located anywhere in , the practical application to problems with multiple inputs constrains the centers to the set of sample points A benefit to using RBFs is that in practical applications we can ignore the denominator in the discrete inner product formulation of Eq. (6). As a result, the determination of n β requires only 
The algorithm terminates when max n r τ ≤ or the number of basis functions exceeds the number of training points. In this work the tolerance value for wind speed prediction was 2 knots and for ship bow yaw angle prediction was 2 degrees.
To implement the SFA algorithm, the user takes the following steps: 
III. Results
Wind tunnel tests were conducted to test the feasibility of a flush airdata measurement system on a 1/180 scale model of a naval surface vessel 26 . Fifty-seven pressure sensors were mounted flush with the deckhouse periphery as shown in Fig. 4 . The pressure sensors were aligned in three rings namely the Lower ring (taps 1-28, 57) and the Upper ring (taps 29-50) and Multi Function Radar (MFR) ring (taps 51-57).
The MFR ring sensors were excluded because of faulty measurements. A four hole Cobra probe was used to measure the freestream wind speed and direction. The pressure sensor locations were chosen that were least disturbed by wake and model blockage effects. This network of pressure sensors was tested on a variety of wind speeds ranging from 40 fps to 175 fps and the wind direction varied from 0 to 360 degrees.
The bow yaw angle α is measured with respect to the centerline of the vessel. For all port side windsα is negative and for all starboard side winds it is positive. Figure 5 shows the convention used for bow, port, starboard and stern side winds on the schematic of the surface vessel in this work. Variation of the wind attitude in three dimensions will be a part of the future work. Another important property that the pressure port plots show is that for any wind velocity configuration, the pressure ports lying on the downwind side show less variation in the pressure values than those lying in the upwind side. This apriori information can be used to accelerate the training and testing procedure which is explained in the next section. 
A. Training and Testing
In this section we layout the procedure in which we attempt to train RBF networks by SFA to predict wind direction and wind speed. The wind speed was predicted by using the pressure data while the wind direction was predicted using the pressure coefficient data derived using the predicted wind speed values. It makes more sense to predict wind direction from pressure coefficient data because it is known from potential flow theory that the pressure coefficient bears a functional relationship with the yaw angle of the freestream. Even though potential flow theory does not apply to turbulent real world problems with complex geometries, the existence of a functional relationship between C p and yaw angle can be safely assumed. However, we need to be careful using this approach because any errors in the predicted wind speed would be magnified in the dynamic pressure calculations. So, this approach should only be used when wind speed prediction errors are low.
In the current problem we divided the available data into four quadrants (Fig. 8) and constructed a separate training network for each one. The idea is to construct four separate training networks and devise a way to identify which training network a test point belongs to before predicting the actual value. The appropriate training network for a test point can be determined by finding which network bears the maximum average pressure. The average pressure in a network can be calculated by taking the mean value measured by the pressure sensors of that network given in Table 1 . This realization helped us formulate the following training and testing strategy for this problem:
1. Randomly select training and test points and train using SFA to predict wind speed with a low tolerance.
2. Calculate training and test pressure coefficient data.
3. Divide the available training data into four sets according to Fig. 8 and train four networks.
4. For a test point , calculate the mean pressure coefficient in each network using Table 1 and pick the network with the maximum mean pressure coefficient. Random training and test sets were generated with each containing half of all of the available data points.
Once the training sets are formed, four networks are constructed according to Fig. 8 . The networks are selfassembling in the sense that no user interaction is required to construct them. The kernel parameters of each basis function are different and so the predictive ability of the network is not dependent on any initial choice of the kernel parameters. Thresholds to calculate prediction error for wind speed and bow yaw angle are 2 knots and 2 degrees respectively. Prediction accuracy percentage was calculated as shown in Eq. (11).
Prediction accuracy = 100 m Ntest
Here m is the number of test points that have prediction error below the specified threshold and Ntest is the number of test points. The prediction accuracy is unweighted in the sense that prediction errors for all sides are treated equally. The SFA algorithm was implemented using the MATLAB programming environment on a Windows-configured PC with a Pentium 4 2.66 GHz processor and 1.0 GB of RAM. Results in Table   2 show that SFA has high mean prediction accuracy and low standard deviation on both the wind speed and bow yaw angle prediction. It is accepted within the machine learning community that sparse network topologies provide redundancy and robustness in the approximation of data. Redundancy in the constructed approximation improves its predictive ability while robustness allows the approximation to perform within certain bounds of its nominal performance in the presence of bounded uncertainty. Table 3 shows the percentage of training points that were used to place RBF centers for ship bow yaw angle prediction. On an average SFA used 44% of the training points as RBF centers to predict the ship bow yaw angle. Wind speed prediction sparsity was compromised for more accuracy so that the least residual error is carried over to wind direction prediction. Average 47
Another key advantage of SFA is that it requires less memory storage owing to the sparsity of the approximation. More precisely, SFA needs memory storage for n vectors of length d, n coefficients, n width parameters, and a bias variable, which results in a total of 2n + nd + 1. SFA was successful in modeling the current problem because of its high accuracy, low storage during learning, low number of basis functions required for prediction, and minimum user interaction. For a more detailed evaluation of SFA, readers are referred to reference [27] where SFA was compared against other popular classification algorithms over many real-world and synthetic data sets.
B. Pressure port sensitivity
One of the tasks of this work was to find which pressure ports display low sensitivity. Reducing the number of pressure sensors will lower the cost of integration of the pressure measurement system with the surface vessel. Besides lowering the cost it will allow the engineers to explore new locations to mount pressure taps, make the calibration of the pressure measurement system faster and help the engineers accelerate through the test matrix. In the field of machine learning the problem of finding the most sensitive inputs is known as feature selection. In the current work, a partial derivative method was chosen since the 
The input sensitivities j δ were determined by summing the squares of the derivatives over the number of training points as shown in Eq. (13).
The pressure tap sensitivities were determined by summing the squares of the derivatives over the bases For ship bow yaw angle prediction the pressure taps mounted on and close to the stern side have greater sensitivity for port, stern and starboard side winds and less sensitivity values for bow side winds.
Consequently their average sensitivity values are greater than the taps mounted on the bow side. Figure 10 shows the degradation in wind speed and bow yaw angle prediction accuracy as the least important pressure taps are removed. Ship bow yaw angle prediction accuracy decreases more rapidly than the wind speed prediction accuracy.
The wind speed prediction is not very sensitive to the location of pressure taps on the ship, while taps mounted on and close to the stern side are more important than any other pressure tap for bow yaw angle prediction. The wind speed and bow yaw angle prediction accuracy remains similar to those shown in Table 2 if all pressure taps other than the ten most sensitive pressure taps were used. Figure 11 shows the convergence rate of the wind speed and direction prediction errors as the number of training points increase. This convergence rate graph demonstrates the ability of SFA to learn the functional relationship between the pressure measurements and airdata parameters. It can also provide apriori information to plan the wind tunnel tests of FADS installed on a different bluff body model or the same model with geometrical changes. 
IV. Conclusions
This paper has demonstrated that scattered data approximation algorithms can be used to generate an inverse mapping relating pressure measurements to airdata parameters. We propose that the mathematical surrogate can be utilized as an alternative to look-up tables that solve the forward problem of generating pressure values from known wind speed and direction configuration. This mathematical surrogate can be used in conjunction with an array of pressure taps mounted flush on the surface to act as an air data system for surface vessels. In particular, a nonparametric and adaptive scattered data approximation tool accurately and efficiently mapped wind speed and ship bow yaw angle to fifty pressure measurements taken from all four sides of the vessel. This work has also demonstrated that the mathematical surrogate constructed from wind tunnel tests can be evaluated for pressure tap sensitivity. The sensitivity analysis investigates important locations to take pressure measurements and gives an estimate of accuracy degradation in case of pressure tap failure.
