We consider the boundary value problem 
Introduction
We consider the nonlinear boundary value problem u (x) + g(u(x)) + p (x, u(x) , u (x)) = 0, x ∈ (0, 1),
(1:1) for some C >0 and b (0, 1/2). In order to state our results, we first recall some standard notations to describe the nodal properties of solutions. For any integer, n ≥ 0, C n [0, 1] will denote the usual a. If u ∈ T ν k , then u has exactly one zero between each two consecutive zeros of u', and all zeros of u are simple. Thus, u has at least k -1 zeros in (0, 1), and at most k zeros in ( Superlinear problems with classical boundary value conditions have been considered in many papers, particularly in the second and fourth order cases, with either periodic or separated boundary conditions, see for example [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] and the references therein. Specifically, the second order periodic problem is considered in [2, 3] , while [4] [5] [6] [7] consider problems with separated boundary conditions, and results similar to Theorem 1.1 were obtained in each of these papers. The fourth order periodic problem is considered in [8] [9] [10] . Rynne [11] and De Coster [12] consider some general higher order problems with separated boundary conditions also.
Calvert and Gupta [13] studied the superlinear three-point boundary value problem is increasing and
ℝ is a function satisfying the Carathéodory conditions and
where
Calvert and Gupta used Leray-Schauder degree and some ideas from Henrard [14] and Cappieto et al. [5] to prove the existence of infinity many solutions for (1.7), (1.8) . Their results extend the main results in [14] .
It is the purpose of this paper to use the global bifurcation theorem, see [15] and [1] , to obtain infinity many nodal solutions to m-point boundary value problems (1.1), (1.2) under the assumptions (H1)-(H3). Obviously, our conditions (H2) and (H3) are much weaker than the corresponding restrictions imposed in [13] . Our paper uses some of ideas of Rynne [10] , which deals with fourth order two-point boundary value problems. By the way, the proof [10, Lemma 2.8] contains a small error (since ||u″| 0 ≥ ζ 4 (0) ⇏ |u ″| 0 ≥ ζ 4 (R) there). So, we introduce a new function c (see (3.7)) with
which are required in applying Lemma 3.4.
Eigenvalues of the linear problem
First, we state some preliminary results related to the linear eigenvalue problem
Denote the spectrum of L by s(L). The following spectrum results on (2.1) were established by Rynne [1] , which extend the main result of Ma and O'Regan [16] .
Lemma 2.1.
The spectrum s(L) consists of a strictly increasing sequence of eigenvalues l k >0, k = 1, 2, ..., with corresponding eigenfunctions 
Proof of the main results
For any u X, we define e(u)(·):
It follows from (1.5) that
For any s ℝ, let
and for any s ≥ 0, let
We now consider the boundary value problem
where a [0, 1] is an arbitrary fixed number and l ℝ. In the following lemma (l, u) ℝ × X will be an arbitrary solution of (3.2).
By (H2), we can choose b 1 ≥ 1 such that
By (1.2), we have the following Lemma 3.1. Let (H1) hold and let u X. Then
Lemma 3.2. Let u be a solution of (3.2). Then for any x 0 ,
Proof. Multiply (3.2) by u' and integrate from x 0 to x 1 , then we get the desired result. ■ In the following, let us fix R (0, ∞) so large that R ≥ b 1 and 
Combining this with (3.1), (3.4), it concludes that
This implies
Clearly, the function is nondecreasing. Combining this with l ≤ R < R + R 2 and using Lemma 3.3, it concludes that
However, this is impossible if |u'| 0 ≥ ζ 2 (R). ■ For fixed R > b 1 , let us define
Let us now consider the problem
where θ : ℝ ℝ is a strictly increasing, C ∞ -function with θ(s) = 0, s ≤ 1 and θ(s) = 1, s ≥ 2. The nonlinear term in (3.8) is a continuous function of (l, u) ℝ × X and is zero for l ℝ, |u'| 0 ≤ c(l), so (3.8) becomes a linear eigenvalue problem in this region, and overall the problem can be regarded as a bifurcation (from u = 0) problem. The next lemma now follows immediately. Lemma 3.5 The set of solutions (l, u) of (3.8) with |u'| 0 ≤ c(l) is
We also have the following global bifurcation result for (3.8). Lemma 3.6 For each k ≥ 1 and ν {+, -}, there exists a connected set C ν k ⊂ R × E of nontrivial solutions of (3.8) such that C ν k ∪ (λ k , 0) is closed and connected and:
Proof. Since L -1 : Y X exists and is bounded, (3.8) can be rewritten in the form
and since L -1 can be regarded as a compact operator from Y to E, it is clear that finding a solution (l, u) of (3.8) in ℝ × E is equivalent to finding a solution of (3.9) in ℝ × E. Now, by the similar method used in the proof of [1, Theorem 4.2]), we may deduce the desired result. ■ Since e(u)(t) σ 0 in (3.8), nodal properties need not be preserved. However, we will rely on preservation of nodal properties for "large" solutions, encapsulated in the following result. In the Case 2, we have from (3.8) that
Since |u'| 0 > c(l), we have from the definition of θ that
It follows from Lemma 3.4 that |u(τ)| > R ≥ b 1 . Combining this with (3.11) and (3.3), it concludes that 12) which contradicts (3.10). So, Case 2 cannot occur. Therefore, u ∈ ν k for any k ≥ 1 and ν {+, -}. ■ In view of Lemmas 3.5 and 3.7, in the following lemma, we suppose that (l, u) is an arbitrary nontrivial solution of (3.8) with l ≥ 0 and u ∈ ν k , for some k ≥ 1 and ν. Lemma 3.8. There exists an integer k 0 ≥ 1 (depending only on c(0)) such that for any nontrivial solution u of (3.8) with l = 0 and c(0) ≤ |u'| 0 ≤ 2c(0), we have
(3:13)
Proof. Let x 1 , x 2 be consecutive zeros of u. Then there exists x 3 (x 1 , x 2 ) such that u'(x 3 ) = 0, and hence, Lemma 3.4, (3.3), and (3.7) yield that |u(x 3 )| >1. Since
for some τ 1 (x 3 , x 2 ), τ 2 (x 1 , x 3 ), it follows that
(3:14)
Notice that |u'| 0 > c(0) ≥ ζ 2 (R) implies that u ∈ ν k for some k ∞ and ν {+, -}, and subsequently, there exist 0 < r 1 < r 2 <· · · < r k-1 , such that
This together with (3.14) imply that
and accordingly, k <|u'
Lemma 3.9. Suppose that 0 ≤ l ≤ R and |u'| 0 ≥ c(R). Then W R (u) consists of at least k intervals and at most k + 1 intervals, each of length less than 2/R, and V R (u) consists of at least k intervals and at most k + 1 intervals.
Proof. Lemma 3.4 implies that |u'(x)| ≥ R 2 for all x W R (u). For any interval I ⊂ W R (u), u' does not change sign on I, say,
We claim that the length of I is less than 2/R.
In fact, for x, y I with x > y, say,
Thus,
The case
can be treated by the similar method. Since u is monotonic in any subinterval containing in W R (u), the desired result is followed. ■ 
However, these contradict the boundary conditions (1.2), since (H1) implies u'(s 0 ) = 0 for some s 0 (0, 1). Therefore, (3.15) is valid. Now, Let us choose x 0 , x 2 such that either (1) u(x 0 ) = u(x 2 ) = R and u > R on (x 0 , x 2 ) or 
