SUMMARY Nonnegative Matrix Factorization (NMF) with sparseness and smoothness constraints has attracted increasing attention. When these properties are considered, NMF is usually formulated as an optimization problem in which a linear combination of an approximation error term and some regularization terms must be minimized under the constraint that the factor matrices are nonnegative. In this paper, we focus our attention on the error measure based on the Euclidean distance and propose a new iterative method for solving those optimization problems. The proposed method is based on the Hierarchical Alternating Least Squares (HALS) algorithm developed by Cichocki et al. We first present an example to show that the original HALS algorithm can increase the objective value. We then propose a new algorithm called the Gauss-Seidel HALS algorithm that decreases the objective value monotonically. We also prove that it has the global convergence property in the sense of Zangwill. We finally verify the effectiveness of the proposed algorithm through numerical experiments using synthetic and real data.
Introduction
Nonnegative Matrix Factorization (NMF) [1] - [3] is an operation that decomposes a given M × N nonnegative matrix X = [X mn ] into an M × K nonnegative matrix W = [W mk ] and a K × N nonnegative matrix H T = [H nk ] T (see Fig. 1 ). Because NMF is useful for extraction of nonnegative bases and dimensionality reduction, it has found many applications in various fields such as face image processing [2] , [4] , text mining [5] , recommender systems [6] , [7] , and so on.
NMF is formulated as a constrained optimization problem in which an error between X and WH T must be minimized under the constraint that all entries of W and H are nonnegative. The Euclidean distance and various types of divergences have been used as the error criterion. The Euclidean distance-based NMF is formulated as the optimization problem:
where ∥·∥ F denotes the Frobenius norm, that is,
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a) E-mail: kimu@momo.cs.okayama-u.ac.jp b) E-mail: takahashi@cs.okayama-u.ac.jp DOI: 10.1587/transfun.E100.A.2925 0 M×K (0 N ×K , resp.) is the M × K (N × K, resp.) matrix of all zeros and the inequality holds componentwise. In general, it is hard to find a global optimal solution of the NMF optimization problem because the objective function is not convex. So our goal is to find a local optimal solution. The most popular algorithm for solving NMF optimization problems is the multiplicative update rules (MURs) developed by Lee and Seung [3] . They considered the Euclidean distance and the I-divergence as the error measure and derived update rules based on the idea of minimizing a strictly convex function called the auxiliary function instead of the objective function itself. Later on, this idea was generalized and applied to various types of error measures (see [8] for example). However, because the MURs are expressed in the form of a fraction, they are not defined for all pairs of nonnegative matrices W and H. Also, the global convergence is not guaranteed because of this problem. By the global convergence, we mean that any sequence of solutions has at least one convergent subsequence and the limit of any convergent subsequence is a stationary point of the corresponding optimization problem [9] . In order to avoid the problem mentioned above, Gillis and Glineur [10] devised a modified version of the MUR for the Euclidean distance by using the idea of Cichocki et al. [11] , which prevents variables from being less than a small positive constant. Furthermore, it was proved by Takahashi et al. that this modification guarantees the global convergence of many MURs [12] - [14] .
The MURs have many good properties. They are simple and thus easy to implement. They are applicable to various types of error measures. Also, they have the global convergence property as mentioned above. However, the MURs are very slow in general. Therefore, during the last decades, many authors have developed faster algorithms for NMF [11] , [15] - [17] which require less number of iterations than the MURs. Among them, the hierarchical alternating least squares (HALS) algorithm proposed by Cichocki et al. [11] is widely known as a simple and fast method for the Euclidean distance based NMF. In this algorithm, W and H are partitioned into 2K blocks as W = [w 1 , w 2 , . . . , w K ] and H = [h 1 , h 2 , . . . , h K ], and these 2K blocks are updated one by one in a cyclic manner. A similar method is rank-one residue iteration method proposed by Ho [16] . Also, Kim et al. [18] recently showed that some algorithms including the HALS algorithm can be derived using one common framework of the block coordinate descent method. Because the update rule of the HALS algorithm is expressed in the form of a fraction as in the case of the MURs, they are not defined for all pairs of nonnegative matrices W and H. In order to solve this problem, Cichocki et al. [11] proposed a modified HALS algorithm, and recently this algorithm was proved to have the global convergence property [19] .
In many applications of NMF, it is preferable that the obtained factor matrices are sparse or/and smooth. A matrix is said to be sparse if it has a small number of nonzero entries, while it is said to be smooth if neighboring entries take similar values. A simple way to control the sparseness and the smoothness is to add regularization terms representing the L 1 norm and the Frobenius norm of W and H to the objective function [20] - [24] . In this paper, we focus on the NMF optimization problem considered by Cichocki et al. [23] , [24] which is described as
where f (W, H) is given by
Also, α sp > 0 and α sm > 0 are regularization parameters controlling the levels of sparseness and smoothness, respectively. As examples of L, Cichocki et al. [24] presented
where L 1 is a (N−1)×N matrix and L 2 is a (N−2)×N matrix. However, L is not restricted to these specific matrices, but can be any T × N real matrix with 1 ≤ T ≤ N. The objective of this paper is to develop a global convergence guaranteed algorithm for solving (1) based on the HALS algorithm. We first introduce the HALS algorithm [23] , [24] to solve (1) . We then present an example to show that the original HALS algorithm can increase the objective value. We then propose a new algorithm called the Gauss-Seidel HALS (GSHALS) algorithm with which the objective value decreases monotonically, and prove that it has the global convergence property in the sense mentioned above. Finally, we verify the effectiveness of the proposed algorithm through numerical experiments using synthetic and real data.
Recently, various constraints have been considered for NMF (see [25] and references therein). Although we focus our attention only on the sparseness and smoothness constraints mentioned above, the idea behind the GSHALS algorithm may be useful for some other constraints. For example, the algorithm proposed by Liao and Zhang [26] for the graph regularized NMF [27] , which has the same problem as the HALS algorithm, can be easily modified by using the same idea to guarantee the global convergence. 
Nonnegative Matrix Factorization with
The HALS algorithm [23] , [24] tries to minimize the objective value by updating 2K blocks w 1 , w 2 , . . . , w K , h 1 , h 2 , . . . , h K one by one in a cyclic manner. Typical update orders are
and
When updating w k , other 2K − 1 blocks are considered as constants and the optimization problem:
is solved, where
Similarly, when updating h k , other 2K − 1 blocks are considered as constants and the optimization problem:
is solved, where ψ k (h k ) is given by
As shown in [18] , the problem (4) has a unique optimal solution given by
+ denotes the vector obtained from v by replacing all negative entries with zero. As for the problem (5), we cannot obtain the explicit formula for the optimal solution, but it is easy to find the minimum point of
where I N ×N is the N × N identity matrix and 1 N ×1 is the N-dimensional column vector of all ones. Suppose that
is nonsingular and hence, multiplying both sides of (6) 
The right-hand side may have one or more negative entries, but we can obtain a nonnegative vector from it by applying the operator [·] + . The HALS algorithm is based on the above idea, and described by the following update rule:
Let the solution after l (≥ 0) rounds of updates be denoted by (W (l) , H (l) ). When using update rule (8) and (9), it could occur that one or more columns of W (l) and H (l) become zero for some l. (9) is not invertible. If h k = 0 N ×1 , the denominator of the righthand side of (8) becomes zero. In these cases, the algorithm has to be stopped before the solution is obtained. In order to avoid this situation, Cichocki et al. [24] used the update rule expressed by
instead of (8) and (9), where [v] ϵ + denotes the vector obtained from v by replacing all entries less than ϵ with ϵ. This notation is also used for scalars and matrices in later discussion. When the update rule given by (10) and (11) is used, we have to consider a modified optimization problem:
where
In the following sections, by the HALS algorithm, we mean the update rule given by (10) and (11).
Problem of HALS Algorithm
If w k ≥ ϵ1 M×1 then the right-hand side of (7) is the minimum point of ψ k (h k ). However, it is not always true that the righthand side of (11) is the optimal solution of the optimization problem:
To make matters worse, it may occur that the value of ψ k is increased by the update (11) . To see this, let us consider the situation shown in Fig. 2 where
represents the current solution and h * k is the minimum point of ψ k (h k ). Because the second entry of h * k is less than ϵ, (11) returns h
as the new solution. However, looking at contours of ψ k , we see that
We now give a more concrete example to show that the update (11) can increase the value of
. If the value of h 1 is updated by (11), we have h
GSHALS Algorithm

Derivation of Update Rule
In order to solve the problem of the HALS algorithm pointed out in the previous section, we propose to update entries of h k one by one instead of using (11) . In the following discussion,
In addition, let the n-th columns of X and R k be denoted by x n and r kn . Here, r kn is given by
Note that we do not focus on some specific update order of entries of h k , but only assume that the update order is fixed during the execution of the proposed algorithm. When updating h kn , other N − 1 entries are considered as constants and the optimization problem:
Let h * kn be the minimum point of ψ kn (h kn ). If h * kn is greater than or equal to ϵ then it is the optimal solution of (14) because ψ kn (h kn ) is strictly convex (see Fig. 3(a) ). Otherwise, the optimal solution of (14) is ϵ (see Fig. 3(b) ). These observations can be summarized in the following lemma.
Lemma 1: If w k is positive then the optimization problem (14) has a unique optimal solution given by
Proof : The solution of the equation
is given by that minimizes ψ kn (h kn ) because ψ kn (h kn ) is strictly convex. If this is greater than or equal to ϵ then it is a unique optimal solution of (14) . Otherwise, ϵ is a unique optimal solution of (14) because ψ kn (h kn ) is strictly monotone increasing in [ϵ, ∞). Therefore, the optimal solution of (14) is given by (15) .
□ From Lemma 1, we obtain the update rule for entries of h k , which is expressed as
It is clear from the above discussion that the objective value of (12) is not increased by the update (16) . Note that entries of h k are updated one by one by (16) like the Gauss-Seidel method (see [28] for example) for solving linear equations. We thus call this algorithm the GaussSeidel HALS (GSHALS) algorithm.
Global Convergence of GSHALS Algorithm
In this section, we prove that the GSHALS algorithm has the global convergence property in the sense of Zangwill [9] . Let the feasible region and the set of stationary points of (12) be denoted by F ϵ and S ϵ , respectively. A point (W, H) ∈ F ϵ is called a stationary point if it satisfies the following conditions:
and ⊙ represents componentwise multiplication. In order to make discussions simple, we define one round of updates of 2K blocks by using (10) and (16) as a mapping A : F ϵ → F ϵ . Then the solution after l rounds of updates is expressed as
Note that we do not focus on some specific update order such as (2) and (3), but only assume that the update order is fixed during the execution of the algorithm. The global convergence property of the GSHALS algorithm is stated as follows.
Theorem 1: For any positive constant ϵ and initial solution
l=0 generated by the GSHALS algorithm expressed by (10) and (16) has at least one convergent subsequence and the limit of any convergent subsequence belongs to S ϵ .
In the rest of this section, we prove Theorem 1 by using Zangwill's global convergence theorem [9] . Namely, we show that the following statements hold true.
For any initial solution
is contained in a closed bounded subset of F ϵ . 2. The mapping A and the objective function f satisfy the following statements.
It is clear from the update rule given by (10) and (16) that the third statement is true. Therefore, we prove that the remaining two statements hold.
First, we prove the second statement by the following two lemmas. The first lemma shows the relation between S ϵ and the optimal solutions of the subproblems. The second one proves that f is strictly decreased by the mapping A if the current solution is not a stationary point.
. . , h * K )) ∈ F ϵ is a stationary point of (12) if and only if w * k is a unique optimal solution of the optimization problem:
for k = 1, 2, . . . , K and h * kn is a unique optimal solution of the optimization problem:
for k = 1, 2, . . . , K and n = 1, 2, . . . , N.
Proof :
The Lagrangian function for the optimization problem (21) is given by
where λ = (λ 1 , . . . , λ M ) T is the Lagrange multiplier vector. Then w * k ≥ ϵ1 M×1 is a stationary point of (21) if and only if there exists a λ that satisfies the following conditions:
Here, the left-hand side of (23) is given by
So the conditions (23)- (25) can be rewritten as
. Note that the problem (21) has a unique stationary point and it is also a unique optimal solution because ϕ k (w k ) is strictly convex. Therefore, w * k ≥ ϵ1 M×1 is a unique optimal solution of (21) for k = 1, 2, . . . , K if and only if
The Lagrangian function for the optimization problem (22) is given by
where µ is the Lagrange multiplier. Then h * kn ≥ ϵ is a stationary point of (22) 
Here, the left-hand side of (28) is given by
So the conditions (28)-(30) can be rewritten as
Note that the problem (22) has a unique stationary point and it is also a unique optimal solution because ψ kn (h kn ) is strictly convex. Therefore, h kn ≥ ϵ is a unique optimal solution of the problem (22) for n = 1, 2, . . . , N if and only if
These equations can be rewritten as
Note that the set of conditions (26)- (27) and (31)- (32) is equivalent to set of conditions (17)- (20) with W = W * and H = H * , which is the necessary and sufficient condition for (W * , H * ) ∈ F ϵ to be a stationary point of (12) . □
Proof : Suppose first that (W, H) ∈ S ϵ . Then it follows from Lemma 2 that w k and h kn are unique optimal solutions of (21) and (22), respectively, for k = 1, 2, . . . , K and n = 1, 2, . . . , N. In other words,
, N. We thus have A(W, H) = (W, H). Suppose next that (W, H)
. . , K } be the set of k such that w k is not an optimal solution of (21), and K 2 ⊆ {(1, 1), (1, 2) , . . . , (1, N ), (2, 1), (2, 2), . . . , (K, N )} be the set of pairs (k, n) such that h kn is not an optimal solution of (22) . Then it is clear that K 1 ∅ or K 2 ∅ holds. If wk is the block first updated among all blocks in {w k | k ∈ K 1 } ∪ {h kn | (k, n) ∈ K 2 }, the objective value does not change before the update of wk, strictly decreases through the update of wk, and does not increase after the update of wk. Similarly, if hkn is the block first updated among all blocks in {w k | k ∈ K 1 } ∪ {h kn | (k, n) ∈ K 2 }, the value of the objective function does not change before the update of hkn, strictly decreases through the update of hkn, and does not increase after the update of hkn. From these observations, we conclude that f ( A(W, H) ) is strictly less than f (W, H) . □ Finally, we prove the first statement.
Lemma 4:
For any W (0) ≥ ϵ1 M×K , H (0) ≥ ϵ1 N ×K , the sequence {(W (l) , H (l) )} ∞ l=0 generated by (10) and (16) is contained in a closed bounded set
Proof : It is clear from Lemma 3 that {(W (l) , H (l) )} ∞ l=0 is contained in (33). So it suffices for us to prove that (33) is bounded. Let C = f (W (0) , H (0) ). If f (W, H) ≤ C then we have the following inequality:
for all m and n. Moreover, if (W, H) ∈ F ϵ , it follows from (34) that
for all m, n and k. This means that (33) is bounded. □
In the above analysis, we took the same approach as in the previous work [19] , but the boundedness of solutions was proved in a different way. In [19] , a compact subset of F ϵ , which depends only on X and ϵ, was derived directly from the update rule, while in this paper we proved the boundedness of solutions by making use of the level set of the objective function which is determined not only from X and ϵ but also the initial solution (W (0) , H (0) ).
Finite Termination of GSHALS Algorithm
Note that Theorem 1 does not guarantee the convergence of the whole sequence but only the existence of a subsequence converging to a stationary point. This is, however, sufficient for us because, by introducing an appropriate stopping condition, we can obtain an algorithm that always stops within a finite number of iterations after reaching an approximate stationary point [12] .
The necessary and sufficient condition described by (17)- (20) for (W, H) ∈ F ϵ to be a stationary point can be relaxed by using any positive constants δ 1 , δ 2 as follows:
Let the set of (W, H) ∈ F ϵ which satisfies (37)-(40) be denoted byS ϵ . Also, let R, R + and R ++ denote the set of real numbers, the set of nonnegative real numbers, and the set of positive real numbers, respectively. Furthermore, let N denote the set of natural numbers. Then the algorithm with a stopping condition is stated as follows. For Algorithm 1, we have the following theorem. The proof is omitted because it is similar to [12] . 
Algorithm 1 GSHALS
Input: X ∈ R M × N + , L ∈ R T × N , K ∈ N, α sp , α sm , ϵ, δ 1 , δ 2 ∈ R
Fast GSHALS Algorithm
In the HALS algorithm, the computational cost per round is reduced by updating matrices E = X − WH T and R k (k = 1, 2, . . . , K ) in a proper way [23] . This technique can be directly applied to the GSHALS algorithm. An important point is that R k can be efficiently computed from the current values of E, w k and h k as
and E can be efficiently computed from the current values of R k , w k and h k as
Another important point is that ∇ W f (W, H) and ∇ H f (W, H) can be efficiently computed from the current values of W, H and E as ∇ W f (W, H) = −EH and ∇ H f (W, H) = −E T W. Therefore, we can determine whether the relaxed optimality condition given by (37)- (40) is satisfied or not, by checking the following conditions:
Making use of these ideas, we obtain two fast GSHALS algorithms depending on the update order as follows.
Algorithm 2 Fast GSHALS with update order (2)
Input:
8: If n = N then go to Step 9. Otherwise add 1 to n and go to Step 7. 
Algorithm 3 Fast GSHALS with update order (3)
Step 8. Otherwise add 1 to k and go to Step 4.
12: If n = N then go to Step 13. Otherwise add 1 to n and go to Step 11. It is easy to see that the computational complexity per round of Algorithms 2 and 3 is O(M N K + N 2 K ). This is equal to the computational complexity per round of the Fast HALS algorithm because, using the eigenvalue decomposition L T L = QΛQ T where Q is an orthogonal matrix and Λ is a nonnegative diagonal matrix, we can rewrite (11) as
time. An important difference between Algorithms 2 and 3 is that the former updates R k and E K times in each round, while the latter needs to do it 2K times. Therefore, the computation time of Algorithm 2 is shorter than that of Algorithm 3 for the same number of rounds. However, we cannot conclude from this observation that Algorithm 2 is faster than Algorithm 3, because the number of rounds required to reach an approximate stationary point depends on the update order.
Numerical Experiments
In order to examine the effectiveness of the GSHALS algorithm, we compare the performance of the MUR, the HALS algorithm and the GSHALS algorithm by using synthetic and real datasets. The MUR can be easily obtained by using the unified method proposed by Yang and Oja [8] , and the resulting update rule is described by
where ⊘ represents the componentwise division. The computational complexity per round of the MUR is O(M N K + N 2 K ) like the HALS and GSHALS algorithms.
In all experiments, we set L = L 2 and use (37)- (40) as a stopping condition. The HALS and GSHALS algorithms are implemented by using the technique described in Sect. 3.4. In the GSHALS algorithm, h k is updated in the order h k1 → h k2 → · · · → h k N . All methods are implemented in C language with BLAS and LAPACK libraries, compiled with gcc 5.3.0, and executed on a PC with Intel Core i7-6700, 16 GB memory and Windows 10.
Experiment Using Synthetic Datasets
We first compare the performance of the five methods: MUR, HALS with (2), HALS with (3), GSHALS with (2), and GSHALS with (3) by using synthetic datasets. In this experiment, we set M = 100, N = 50, K = 10, α sm = 0.1, α sp = 0.1, ϵ = 0.001, δ 1 ∈ {0.1, 0.01, 0.001} and δ 2 ∈ {0.01, 0.001, 0.0001}. For each of the nine pairs of δ 1 and δ 2 values, we applied the five methods to 10 different triples (X, W (0) , H (0) ) which were generated in such a way that each entry of X, W (0) and H (0) was drawn from an independent uniform distribution on the interval [0, 1] and then all entries of W (0) and H (0) less than ϵ were replaced with ϵ so that (W (0) , H (0) ) ∈ F ϵ . The performance of the five methods are compared in terms of the number of rounds and the computation time. The maximum number of rounds were set to 60000, that is, each algorithm stops when the number of rounds reaches 60000 even if the stopping condition is not satisfied.
Results of the experiment are shown in Tables 1-3 . We first see from these tables that the computational cost is not so sensitive to the value of δ 2 for all algorithms. From Tables 1 and 2 where the results for δ 1 = 0.1 and δ 1 = 0.01 are given respectively, we see that i) the HALS and the GSHALS algorithms are much faster than the MUR, ii) the update order (2) is faster than (3) for the same algorithm, and iii) HALS with (2) is faster than GSHALS with (3). However, some of these properties do not hold for a smaller value of δ 1 . In fact, we see from Table 3 , where the results for δ 1 = 0.001 are given, that the HALS algorithm did not satisfy the stopping condition before the number of rounds reached 60000 in all cases. This is because the objective value eventually stops decreasing as explained in Sect. 2.2. In contrast, the MUR and the GSHALS algorithm stopped within 60000 rounds in all cases. The GSHALS algorithm is much faster than the MUR. In particular, the GSHALS with (2) is the fastest. It should be noted that the objective value when the stopping condition is satisfied differs depending on the algorithm, even if the same parameter values and the same initial condition are used. It often occurs that the final objective value reached by an algorithm is less than that by a faster algorithm. In fact, we see from Table 4 that the final objective value obtained by the GSHALS algorithm with the update order (2), which is the fastest among five methods as shown in Table 1 , is not the smallest for all settings. This means that different algorithms may reach different approximate stationary points.
Experiment Using Real Datasets
We next compare the performance of the three methods: MUR, GSHALS with (2), and GSHALS with (3) by using three kinds of real datasets. We do not consider the HALS algorithm in this experiment because we have observed in the previous experiment that the HALS algorithm always shows a similar or worse performance than the GSHALS algorithm and, more importantly, the HALS algorithm does not always reach an approximate stationary point.
The first dataset is the ORL Database of Faces † which is a facial image dataset offered by AT&T Laboratories Cambridge. This dataset contains 400 grayscale facial images and the size of each image is 92 × 112. Reducing the size of all images to 46 × 56, transforming them into column vectors, we obtain a 2576 × 400 nonnegative matrix X. We set α sm = 0.1, α sp = 0.1, ϵ = 1.0, δ 1 = 10.0, δ 2 = 1.0 and K = 5, and run the three algorithms for 10 different initial solutions (W (0) , H (0) ) which are generated in such a way that each entry is drawn from an independent uniform distribution on the interval [0, 10] and then all entries less than ϵ are replaced with ϵ so that (W (0) ,
The second dataset is the Wisconsin Diagnostic Breast Cancer (WDBC) dataset which can be obtained from the UCI Machine Learning Repository † † . This dataset contains 569 instances each of which consists of 32 features. Excluding the first two features (the first is ID number and the second is diagnosis), normalizing each of the remaining 30 features so that the values belong to the interval [0, 1], we obtain a 30×569 nonnegative matrix X. We set α sm = 0.1, α sp = 0.1, ϵ = 0.001, δ 1 = 0.005, δ 2 = 0.001 and K = 2, and run the three algorithms for 10 different initial solutions (W (0) , H (0) ) which are generated in the same way as in the case of the † http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase. html † † http://archive.ics.uci.edu/ml/ The third dataset is "tr23" in the CLUTO datasets. The CLUTO datasets have been used in evaluating the performance of document clustering algorithms and can be obtained from the CLUTO web site † . The dataset "tr23" contains 204 instances corresponding to 204 documents from six categories, and each instance contains 5832 features. Hence a 5832 × 204 nonnegative matrix X can be obtained from this dataset. We set α sm = 0.1, α sp = 0.1, ϵ = 0.1, δ 1 = 1.0, δ 2 = 0.1 and K = 6, and run the three algorithms for 10 different initial solutions (W (0) , H (0) ) which are generated in the same way as in the case of the ORL dataset.
Results of the experiment are shown in Tables 5-7 . It is seen from these tables that the GSHALS algorithm is faster than the MUR for all datasets, as in the case of synthetic data. As for the update order of the GSHALS algorithm, which is faster depends on the dataset. The computation time of the GSHALS algorithm with (2) is shorter than that with (3) for the ORL and the CLUTO datasets, but the latter is faster for the WDBC dataset.
Conclusion
The HALS algorithm for NMF with sparseness and smoothness constraints has been studied in this paper. We have proposed the GSHALS algorithm based on the HALS algorithm, and proved that it has the global convergence property. We have also showed experimentally that the GSHALS algorithm outperforms the HALS algorithm and the MUR in terms of computation time. The GSHALS algorithm can be easily applied to the case where regularization terms for W added to the objective function, though it is not considered in this paper. A future problem is the global convergence analysis of the GSHALS algorithm when the update order is not fixed. † http://glaros.dtc.umn.edu/gkhome/cluto/cluto/overview/
