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While driven interacting quantum matter is generically subject to heating and scrambling, certain
classes of systems evade this paradigm. We study such an exceptional class in periodically driven
critical (1 + 1)-dimensional systems with a spatially modulated, but disorder-free time evolution
operator. Instead of complete scrambling, the excitations of the system remain well-defined. Their
propagation is analogous to the evolution along light cones in a curved space-time obtained by
two Schwarzschild black holes. The Hawking temperature serves as an order parameter which
distinguishes between heating and non-heating phases. Beyond a time scale determined by the
inverse Hawking temperature, excitations are absorbed by the black holes resulting in a singular
concentration of energy at their center. We obtain these results analytically within conformal field
theory, capitalizing on a mapping to sine-square deformed field theories. Furthermore, by means
of numerical calculations for an interacting XXZ spin- 1
2
chain, we demonstrate that our findings
survive lattice regularization.
Introduction — Floquet quantum many-body systems
provide a rich arena to explore new foundational prin-
ciples of statistical physics beyond equilibrium. Interest
in the field is further spurred on by experimental ad-
vances in quantum engineered systems which permit the
exploration of Floquet physics in a controlled manner
[1, 2]. The prevailing paradigm in driven systems is that
closed integrable systems converge to steady states de-
scribed by generalized Gibbs ensembles while interacting
Floquet systems heat up to trivial infinite temperature
states where all notion of coherence is lost [3]. Gener-
ically, whether a system heats up or not is intimately
linked to notions of integrability, ergodicity, and quan-
tum chaos. A deeper understanding of how a system
heats up due the interplay between drive and interac-
tions is still lacking. This is attributable to the limited
scope of analytical and numerical methods available to
study such complex many body systems.
A pioneering effort in this direction was the recently
proposed Floquet conformal field theory (CFT) [4, 5],
based on a sine square deformation (SSD) of a CFT. SSDs
impose a specifc inhomogeneous energy density profile,
and were originally proposed as a numerical trick for
quantum simulations [6–8]. The richness of SSDs was
only recently unveiled via studies of both integrable lat-
tice models like quantum spin chains [9–11] and CFTs in
the continuum [4, 5, 12–15]. It was exploited in Refs. 4
and 5, in which a Floquet drive alternating between a
generic CFT and its SSD analogue was studied. Analyz-
ing the entanglement entropy, an intriguing phase dia-
gram with transitions between heating and non-heating
phases was obtained.
In this letter, we address the question, how does a sys-
tem heat up ? in this class of systems via an analytical
study of dynamical two-point correlation functions in the
CFT formalism and a parallel numerical study verifying
the surprising robustness of the CFT predictions in a gen-
uine one-dimensional XXZ quantum spin chain at criti-
cality subject to the Floquet-SSD protocol. By analyzing
the time-evolution of two-point correlation functions, we
show that the heating phase is characterized by the emer-
gence of stroboscopic black hole singularities, which man-
ifest as attractors at two spatial locations towards which
all excitations evolve and where energy accumulates in-
definitely, irrespective of initial conditions. We show
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FIG. 1. (a) Uniform and SSD Hamiltonian. (b) Floquet drive
alternating between the two. (c) Phase diagram (colorbars in
log scale). The heating phase is characterized by a Hawking
temperature ΘH, a signature of emergent black holes in the
effective dynamics, whose space-time is illustrated in (d). The
non-heating phase is characterized by a pseudo-periodicity
TE , with effective space-time illustrated in (e). The phase
diagram is T0
L
periodic.
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2that the associated Hawking temperature of the black
holes serves as de facto order parameter which delineates
heating and non-heating phases. The non-heating phase
manifests a pseudo-periodicity both in the propagation
of excitations as well as energy density.
Floquet-SSD Dynamics — Consider a general inhomo-
geneous Hamiltonian on a chain of size L obtained by
deforming a uniform (1 + 1)-dimensional CFT:
H =
∫ L
0
dxf(x)T00(x). (1)
We denote by H0 the homogeneous CFT where f ≡ 1,
with energy density T00, and by HSSD the SSD theory
where f(x) = 2 sin2(pixL ). We consider a two-step drive
protocol, where HF(t) alternates between HSSD (dura-
tion T1) and H0 (duration T0) as depicted in Fig. 1(a,b).
The uniform theoryH0 typically describes the low-energy
behavior of a quantum chain at criticality and is charac-
terized by a central charge c.
The lattice counterpart we explicitly consider is the
XXZ spin- 12 chain,
H = J
L−1∑
j=1
fj
(
Sxj S
x
j+1 + S
y
j S
y
j+1 + ∆S
z
j S
z
j+1
)
, (2)
The Floquet drive HF(t) alternates between the the uni-
form case, H0 with fj ≡ 1 and the SSD HSSD where
fj = 2 sin
2(pijL ). For fj ≡ 1 and |∆| ≤ 1, the spin chain
is critical and the low energy theory is a Luttinger liq-
uid described by a compactified free boson with c = 1.
In what follows, we will demonstrate that the general
non-equilibrium exactly solvable CFT-dynamics of HF(t)
precisely captures the main features of the driven XXZ
model HF(t) that we study numerically.
To probe the dynamics we focus on the unequal
time two-point function of the driven CFT HF(t),
〈φ(x, t)φ(x0, 0)〉, where φ is any primary field (with con-
formal weight h) of the uniform theory H0 [11]. Though
the full time evolution including micromotion can be eval-
uated, we focus on the stroboscopic evolution, where
t = n(T0 + T1), n ∈ N. As boundary conditions do
not qualitatively affect the ensuing results, we use pe-
riodic boundary conditions for computational simplic-
ity. Expectation values are computed in the ground
state |0〉 of the uniform theory. In terms of the Vira-
soro generators Ln and Ln, in the Euclidean framework
with imaginary time τ , H0 = L0 + L0, and crucially,
HSSD = L0 − 12 (L1 + L−1) + L0 − 12 (L1 + L−1). Such
a Hamiltonian is equivalent to a uniform H0 up to an
asymptotic SL(2,R) transformation [4, 12, 13]. Con-
sequently, time evolution e−τHSSD is a simple dilation
up to a coordinate change. Mapping the coordinates
w = τ + ix on the cylinder to the complex plane spanned
by z = e2piw/L, the CFT calculation yields, after analytic
continuation to real time (see Supplemental Material for
(a) (b)
FIG. 2. CFT two-point function |〈φ(x, t)φ(x0, 0)〉| for the
Floquet drive (L = 80, x0 = 31, colorbars in log scale).
(a) Heating phase (T0 = T1 = 34). The excitations are
attracted by two black hole singularities at xc and L − xc.
(b) Non-heating phase (T0 = T1 = 25). The dynamics is
pseudo-periodic. In both cases, the dashed curves are the
null-geodesics of the curved stationary metric.
details [16])
〈φ(x, t)φ(x0, 0)〉 =
[(2pi
L
)4 ∂z˜n
∂z
∂ ¯˜zn
∂z¯
]h
〈φ(z˜n, ¯˜zn)φ(z˜0, ¯˜z0)〉,
(3)
where the two-point function on the right hand side corre-
sponds to the one evaluated in the uniform CFT, namely
〈φ(z˜n, ¯˜zn)φ(z˜0, ¯˜z0)〉 = (z˜n− z˜0)−2h(¯˜zn− ¯˜z0)−2h. Remark-
ably, the nontrivial Floquet dynamics is fully encoded
in the change of variables, which is essentially a Mo¨bius
transformation [5]
z˜n =
(γ1 − ηnγ2)z + (ηn − 1)γ1γ2
(1− ηn)z + γ1ηn − γ2 (4)
where n is the number of drive cycles, η, γ1, γ2 are com-
plex parameters that depend on T0L and
T1
L [16]. This
result is valid for a generic CFT. The central charge en-
ters only via the conformal dimensions of the operators
in the correlation function. Moreover, although Eq. (3)
captures the stroboscopic dynamics of HF(t), it is well
defined not only at discrete, but all continuous times – a
fact that we will exploit below [16]. We now discuss the
two distinct regimes of behavior classified by the param-
eter η: (i) heating phase for η ∈ R+ (ii) a non-heating
phase with η ∈ C, |η| = 1, with η = 1 signalling the
transition between the two. The corresponding phase di-
agram is given in Fig. 1 (c).
Heating phase. — In this regime, η ∈ R+, in which case
z˜n → γ1 or γ2 as n→∞ (depending on the sign of η−1).
A typical two-point function is plotted in Fig. 2 (a). Af-
ter an initial transient regime during which excitations
move quasi-ballistically but start to lose their coherence,
the correlation function tends to aggregate at two spa-
tial locations: xc and L − xc, independent of the initial
condition x0. Furthermore, the magnitude of the two
point function grows with time indicating that the ex-
citations accumulate indefinitely at the two ‘horizons’.
3This phenomenon can be interpreted in analogy to black
holes emerging from a curved space-time: The two-point
function (3) is reduced to a uniform CFT computation
in the variable z˜n, for which the metric is flat, namely,
ds2 = du˜2n + dv˜
2
n where z˜n = u˜n + iv˜n. The change of
coordinates u˜n(x, τ), v˜n(x, τ) can be computed explic-
itly from Eq. (4), so we may read-off the corresponding
curved metric in the (x, τ)-coordinates. Up to a Weyl
transformation and after analytic continuation to real
time, one obtains
ds2 = dx2 − g(x)dt2 + 2h(x)dxdt, (5)
in the original coordinates [16]. Here, g and h are
time-independent real functions. Therefore, the Floquet
drive is equivalent to a free propagation in a station-
ary curved space-time. The null geodesics ds2 = 0 for
such a metric lead to a non-uniform velocity v(x) =
h(x) ± √h(x)2 + g(x) and the corresponding trajecto-
ries fit perfectly with the analytic two-point function of
Fig. 2 (a). In the heating phase, v(xc) = v(L − xc) = 0
such that once excitations arrive at these locations, they
are permanently trapped.
To explore further the analogy with black holes in this
curved space time, we assume that h(x) = 0, valid for a
time-reversal symmetric driving protocol such the dxdt
term in Eq. (5) vanishes. Consequently, v(x) = ±√g(x)
with g(x) > 0 and g(xc) = g(L − xc) = 0. One infers
xc =
L
2pi arccos(cos
piT0
L +
L
piT1
sin piT0L ) and
v(x) = 2A
sin
[
pi
L (x− xc)
]
sin
[
pi
L (x+ xc)
]
cos
(
2pixc
L
) , (6)
with A =
1+γ21
γ21−1
L log η
2pii(T0+T1)
∈ R [16]. Near the horizon xc,
one finds that at leading order in x−xc, ds2 = −Θ2H(x−
xc)
2dt2+dx2. This is a Rindler metric which is equivalent
to a Schwarzschild metric in (1 + 1) dimensions, up to
a coordinate change [16]. The corresponding Hawking
temperature
ΘH =
| log (η)|
2pi(T0 + T1)
(7)
is plotted in Fig. 1 (c). The inverse Hawking tempera-
ture provides a timescale after which the excitations are
fully trapped at x = xc. This timescale diverges at the
transition to the non-heating phase, where ΘH → 0. A
similar expansion of f near x = L− xc leads to a similar
metric with the same ΘH.
Non-heating phase — A typical two-point function
in the non-heating phase is plotted in Fig. 2 (b). As
expected, the excitations are coherent, resulting in an
oscillatory behavior characterized by a new periodicity
TE = 2pi
T0+T1
| log(η)| , reminiscent of discrete time crystals
[17, 18], see Fig. 1 (c). Notice that TE is in general
not an integer multiple of T0 + T1 so it is only a pseudo-
periodicity for the original dynamics. Nevertheless, for
(a) (b)
FIG. 3. XXZ two-point function |〈Sz(x, t)Sz(x0, 0)〉| for the
Floquet drive (∆ = 0.5, L = 80). (a) Heating phase (T0 = 2,
T1 = 4) (b) Non-heating phase (T0 = −2, T1 = 4). The
dotted curves are the null-geodesics of the curved stationary
metric from the CFT approach.
some specific values of T0 and T1 such that | log(η)| = 2pip
with p ∈ N, TE is indeed an integer multiple of the un-
derlying periodicity of the drive.
The curved space-time interpretation presented earlier
is also valid in the non-heating phase i.e., the excitations
move ballistically in curved space-time with the station-
ary metric (5). The main difference is that no black hole
singularities exist and the corresponding velocity v for
the null geodesics is nonzero everywhere, so the excita-
tion can traverse the entire physical extent of the system.
Our analytic results are well described by these geodesics.
Driven XXZ model — To see if the emergent black
holes in the CFT analysis survive in a realistic con-
densed matter setting, we numerically simulate the
XXZ spin chain described in Eq. (2) subject to the
Floquet-SSD driving protocol. We use Matrix Prod-
uct States (MPS) techniques to compute the two-
point spin correlation function 〈G|Sz(x, t)Sz(x0, 0)|G〉 =
〈G|U†(t)Sz(x, 0)U(t)Sz(x0, 0)|G〉 both in the heating
and non-heating phase. This is done using the ITen-
sor library [19] by simply taking the overlap between
U(t)Sz(x0, 0)|G〉 and Sz(x, 0)U(t)|G〉, where the unitary
evolution is implemented by the sequential application
of trotter gates. The numerically computed spin cor-
relation functions are plotted in Fig. 3 and manifest a
remarkably good agreement with the stroboscopic CFT
predictions for c = 1 and a compactification radius
R2 = 2(pi−arccos ∆)pi . S
z corresponds to a combination of
primary fields in the CFT sense. In the heating phase, we
clearly see the emergence of the two predicted black-holes
singularities and the excitations follow the null geodesics
of the curved space time (5). Notice that, for numerical
purposes we evolve with −H0 instead of H0, or equiva-
lently we use a negative time T0, which is fine because
the phase diagram of Fig. 1 is T0L periodic. In the non-
heating phase, the black hole singularities are absent and
the geodesics from CFT fit the numerical data well. The
effective periodicity TE is not seen in the simulations due
4to computational limitations on long time physics.
We briefly discuss the role of micromotion within a
period. We find that micromotion can indeed lead to
additional interesting features both in the CFT as well
as the physical system on a lattice. Here, we focused
on regimes where micromotion is reduced to small fluc-
tuations around the stroboscopic dynamics, and can be
neglected to first order. A thorough study of the role of
micromotion will be addressed in future work [20].
Energy propagation — The time evolution of the en-
ergy density E(x, t) = 〈T00(x, t)〉 provides yet another
remarkable validation of the CFT description of the
Floquet-SSD XXZ model. For nontrivial energy dy-
namics, we choose the ground state |G〉 of the open
chain as the initial state, because for the periodic chain
E(x, 0) ≡ 0 in the ground state. The discussion is also
applicable to other choices of initial states, such as ex-
cited states of the periodic chain. The computation of
the time evolution of the energy is similar to the two-
point function above, except that T00 is not primary and
boundaries cannot be neglected. Using boundary CFT
techniques, we obtain [16]
E(x, t) = α
[(∂z˜n
∂z
)2 z2
z˜2n
+
(∂ ¯˜zn
∂z¯
)2 z¯2
¯˜z2n
]
− pi
2c
3L2
, (8)
where α = c32 (
2pi
L )
2, c is the central charge of the theory
and z˜n is given by Eq. (4). In Fig. 4, we show a compar-
ison between the analytically and numerically obtained
energy densities. In the non-heating phase, the energy
oscillates in time with pseudo-periodicity TE , while in
the heating phase, energy accumulates indefinitely at the
two horizons xc and L−xc. Away from these two points,
E → 0 as t→∞, whereas E(xc, t) ∼ e4piΘHt. We see that
heating is spatially non-uniform and occurs on the time
scale Θ−1H .
Finally, the curved space-time description paradoxi-
cally suggests the existence of a well defined Floquet
effective Hamiltonian Heff =
∫
dxv(x)T00(x) in both
phases. Note that v =
√
g is the velocity profile appear-
ing in Eq. (5) (the time-reversal symmetric case where
h = 0). We infer [16]
Heff = α
[
L0 − β2 (L1 + L−1) + L¯0 − β2 (L¯1 + L¯−1)
]
,
(9)
where β−1 = cos(piT0L )+
L
piT1
sin(piT0L ). In the non-heating
phase, |β| < 1 and Heff is related to the uniform theory
H0 by an SL(2,R) transformation [16]. At the transi-
tion, β = 1 and we recover the SSD Hamiltonian. In
the heating phase, |β| > 1 and the relation with H0 in-
stead requires SL(2,C), leading to drastically different
behavior. In particular, we find that Heff is unbounded
from below in the heating phase as can be seen from the
(co)adjoint orbits of SL(2,R) [21]. A simpler way to see
this is through conformal quantum mechanics [22, 23]:
any Hamlitonian of the form aL1+bL0+cL−1 has a classi-
cal counterpart H = p
2
2 +V (q) with V (q) =
1
2
1
q2 +
c(2)
8 q
2
(a)
(c) (d)
(b)
FIG. 4. Evolution of energy density E(x, t) in both
phases, comparing CFT computation with numerical simu-
lations (L = 80, T1 = 4, ∆ = 0.5). In the heating phase (a
and b, T0 = −2) the energy accumulates indefinitely at the
black hole singularities with a time-scale Θ−1H . In the non-
heating phase (c and d, T0 = 2) the energy oscillates in the
whole chain with pseudo periodicity TE .
with c(2) = b2 − 4ac the quadratic Casimir invariant.
In our case c(2) = α2(1 − β2) so that V is bounded in
the non-heating phase and unbounded in the heating
phase. Note that in the latter case, the expression for
the density of Heff bears marked similarities to the one
of an entanglement Hamiltonian of a subsystem of size
[xc, L− xc] [24].
Discussion — The Floquet drive alternating between
a uniform and a SSD CFT provides an exactly solvable
non-equilibrium system with a rich phase diagram. We
present exact analytical results describing the propaga-
tion of excitations as well as energy density in the system.
Dynamics in the heating phase are understood by anal-
ogy to two black-holes singularities and null geodesics in
a curved but stationary space-time geometry. Beyond
the timescale fixed by the inverse Hawking temperature,
excitations are absorbed by the black holes along with
an accumulation of energy at these singularities. We
demonstrate numerically that the CFT provides a sur-
prisingly robust description of driven critical spin chains.
Cold atomic gases are a promising platform to realize
such deformed Hamiltonians [25, 26], thereby opening
up the possibility for experimental observation of emer-
gent black hole dynamics in (1+1)-dimensional quantum
systems.
Note added — We note that Ref. 27 also discussed sim-
5ilar results pertaining to accumulation of energy at two
points while this manuscript was in preparation.
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6SUPPLEMENTARY MATERIAL
Dynamical Two-point function
In this section we compute the dynamical two-point function defined as F (x, t;x0, 0) ≡ 〈φ(x, t)φ(x0, 0)〉 corresponding
to a primary field φ of conformal dimension h. The time evolution of the primary is governed by the Floquet
Hamiltonian HF(t) defined in the main text. We closely follow the strategy employed in [5] wherein the time evolution
of the entanglement entropy for a system driven by HF(t) was computed. Within this setup, we work in imaginary
time τ , and introduce Euclidean coordinates ω = τ + ix. Before getting to the computation for an n-cycle drive, we
describe the 1-cycle drive as a warm-up. The two- point function is
F (x, τ ;x0, 0) = 〈eτ1HSSDeτ0H0φ(ω1, ω¯1)e−τ0H0e−τ1HSSDφ(ω0, ω¯0)〉, (S1)
where ω1 = 0 + ix, ω0 = 0 + ix0 and τ = τ0 + τ1. HSSD and H0 are the SSD and uniform Hamiltonian described in
the main text. Next, under the conformal mapping z = exp
{
2piω
L
}
, the two-point function transforms as
F (x, τ ;x0, 0) =
(
2pi
L
)4h
〈eτ1HSSDeτ0H0φ(z1, z¯1)e−τ0H0e−τ1HSSDφ(z0, z¯0)〉. (S2)
To compute the time evolution with HSSD in the complex plane, we introduce the so-called Mo¨bius Hamiltonian [28]
HMo¨b(θ) = L0 − tanh(2θ)
2
(L1 + L−1) + L0 − tanh(2θ)
2
(L1 + L−1), (S3)
defined for θ ∈ R+. Interestingly, there exists an SL(2,R) transformation mapping the Mo¨bius Hamiltonian to a
uniform Hamiltonian. Such mapping is explicitly given by
zˆ = f(z) =
− cosh(θ)z + sinh(θ)
sinh(θ)z − cosh(θ) . (S4)
In the zˆ-coordinates, HMo¨b(θ) ∝ 2piL cosh(2θ) (L0 + L0). Thus the time evolution with HMo¨b(θ) for a time τ in the zˆ-
coordinates is a simple dilation by a factor λ = exp
{
2piτ
L cosh 2θ
}
. Then going back to the original coordinates, the whole
time evolution with HMo¨b(θ) amounts to a simple change of coordinates znewθ (z) = f−1 (λf(z)) (in the following of
the text we often leave the z dependence of the conformal mappings implicit):
znewθ (z) =
[(1− λ) cosh(2θ)− (λ+ 1)] z + (λ− 1) sinh(2θ)
(1− λ) sinh(2θ)z + [(λ− 1) cosh(2θ)− (λ+ 1)] . (S5)
The Hamiltonian H0 and HSSD can be seen as two different limits of the interpolating Hamiltomian HMo¨b(θ). Indeed,
H0 = HMo¨b(0) and HSSD = HMo¨b(θ→∞). From this observation, it may be deduced that one can first evaluate
eτ0H0φ(ω, ω¯)e−τ0H0 by applying the method in the case θ = 0.
eτ0H0φ(ω1, ω¯1)e−τ0H0 =
(
2pi
L
)2h [
∂znewθ=0
∂z
∣∣∣∣
z1
∂z¯newθ=0
∂z¯
∣∣∣∣
z¯1
]h
φ (znewθ=0(z1), z¯
new
θ=0(z1)) . (S6)
By looking at the expression for znewθ (z) in equation (S5), we get z
new
θ=0(z) = λz, which is a dilatation in the z plane,
as expected for the uniform Hamiltonian H0. Next, we need to evaluate
eτ1HSSD(eτ0H0φ(z1, z¯1)e−τ0H0)e−τ1HSSD ∝ eτ1HSSDφ(λz1, λz¯1)e−τ1HSSD , (S7)
which can be obtained by using expression of znewθ in the limit θ →∞. This just amounts to going to the coordinates
z˜1, defined as
z˜1 = lim
θ→∞
znewθ (λz) =
(1 + piτ1L )e
2piτ0
L z − piτ1L
piτ1
L e
2piτ0
L z + (1− piτ1L )
. (S8)
Hence, z˜1 is once again related to z by a Mo¨bius transformation, as expected because it is the obtained via a composi-
tion of two (invertible) Mo¨bius transformations. Consequently the time evolution eτ1HSSDeτ0H0φ(z, z¯)e−τ0H0e−τ1HSSD
for a 1-cycle drive of any primary field of a CFT can be reduced to a normalized Mo¨bius transformation
z˜1 =
az + b
cz + d
, (S9)
7with 
a = (1 + piτ1L )e
piτ0
L ,
b = −piτ1L e−
piτ0
L ,
c = piτ1L e
piτ0
L ,
d = (1− piτ1L )e−
piτ0
L .
Explicitly the two-point function at different times for a 1-cycle drive is
〈eτ1HSSDeτ0H0φ(ω1, ω¯1)e−τ0H0e−τ1HSSDφ(ω0, ω¯0)〉 =
(
2pi
L
)4h [
∂z˜1
∂z
∣∣∣∣
z1
∂ ¯˜z1
∂z¯
∣∣∣∣
z¯1
]h
〈φ(z˜1, z˜1)φ(z0, z¯0)〉. (S10)
Therefore we learnt that the time evolution of any primary field during a one cycle of this Floquet drive between
H0 and HSSD only amounts to a conformal transformation, as seen in (S10). The main task now is to find how to
generalize this result to the full Floquet drive with n cycles. Clearly, the n-cycle Floquet time evolution will just
amount to a change of coordinates to z˜n, defined as
z˜n(z) = (z˜1 ◦ ... ◦ z˜1)︸ ︷︷ ︸
n times
(z). (S11)
This means that increasing the number of cycles only amounts to composing the 1-cycle transformation with itself.
The n-cycle Mo¨bius transformation can be computed by writing the 1-cycle Mo¨bius transformation in its so-called
normal form. Introducing the two fixed-points γ1, γ2, and the multiplier η,
γ1 =
a−d−
√
(a−d)2+4bc
2c ,
γ2 =
a−d+
√
(a−d)2+4bc
2c ,
η =
(a+d)+
√
(a−d)2+4bc
a+d−
√
(a−d)2+4bc .
(S12)
The normal form of z˜1 is then
z˜1 − γ1
z˜1 − γ2 = η
z − γ1
z − γ2 . (S13)
It can be shown that in normal form the n-cycle evolution simply amounts to
z˜n − γ1
z˜n − γ2 = η
n z − γ1
z − γ2 . (S14)
Then all the stroboscopic time evolution is encoded in the Mo¨bius multiplier η. This defines different phases, classified
by the trace squared of the 1-cycle transformation [5]:
Tr2
(
a b
c d
)
= 4(1−∆). (S15)
Indeed if ∆ > 0 the associated transformation is elliptic and η is a phase: the system does not heat. If ∆ < 0
the associated transformation is hyperbolic and η is a positive number: the system heats. ∆ = 0 corresponds to a
parabolic Mo¨bius transformation, η = 1 and the system is at the phase transition. After analytic continuation, ∆ is
written as
∆ =
[
1−
(
piT1
L
)2]
sin2
(
piT0
L
)
+
piT1
L
sin
(
2piT0
L
)
. (S16)
The n-cycles Mo¨bius transformation can be explicitly written in terms of the parameters of the system as equation
(S17),
z˜n =
az + b
cz + d
, (S17)
8with: 
a = γ1 − ηnγ2,
b = (ηn − 1)γ1γ2,
c = 1− ηn,
d = γ1η
n − γ2.
Then the stroboscopic time evolution t = n(T0 + T1) of any primary field φ can be computed by using this conformal
transformation. We stress the fact that here the time evolution is stroboscopic in order to get an analytic handle on
the long time dynamics. However, by sacrificing some analytic succinctness we can actually access the full continuous
time evolution. The two-point function at different times is directly obtained with equation (S18),
〈φ(x, t)φ(x0, 0)〉 =
(
2pi
L
)4h [
∂z˜n
∂z
∣∣∣∣
z1
∂ ¯˜zn
∂z¯
∣∣∣∣
z¯1
]h
〈φ(z˜n, ¯˜zn)φ(z˜0, ¯˜z0)〉. (S18)
The correlator 〈φ(z˜n, ¯˜zn)φ(z˜0, ¯˜z0)〉 can either be computed within the ground state of H0 with open boundary condi-
tions |G〉, or the SL(2,C) invariant vacuum |0〉 of the periodic chain. As |0〉 is an eigenstate of HSSD, the Floquet
dynamics should be trivial when computing correlation functions at equal times, as the SSD time evolution is just a
phase. However for dynamical two-point functions 〈0|eiHSSDtφ(x, 0)e−iHSSDtφ(x0, 0)|0〉 the result should not be trivial
as |Φ〉 ≡ φ(x0, 0)|0〉 is not an eigenstate of HSSD in general. Therefore this choice for the computation of F (x, t;x0, 0)
is legitimate. In the case of open boundary conditions, we need to use the mapping z → √z to map the complex
plane with a slit to the upper-half plane, and then evaluate the two point function in the upper-half plane [29].
This introduces some complications regarding branch cuts of the square root mapping. For simplicity, we choose the
periodic case, where
〈0|φ(z˜n, ¯˜zn)φ(z˜0, ¯˜z0)|0〉 ∝ 1
(z0 − z˜n)2h
1
(z¯0 − ¯˜zn)2h . (S19)
This leads to the final formula for the two-point function at different times for n-cycles
〈0|φ(x, t)φ(x0, 0)|0〉 =
(
2pi
L
)4h [
∂z˜n
∂z
∣∣∣∣
z1
∂ ¯˜zn
∂z¯
∣∣∣∣
z¯1
]h
1
(z0 − z˜n)2h
1
(z¯0 − ¯˜zn)2h . (S20)
It can further be shown that the derivative term simplifies to
∂z˜n
∂z
∣∣∣∣
z1
∂ ¯˜zn
∂z¯
∣∣∣∣
z¯1
=
(ad− bc)2
(c2 + d2 + 2cd cos
(
2pix
L
)
)2
. (S21)
In the heating phase, η is a real positive number, such that ηn tends either to 0 or ∞ depending on the sign of η− 1,
corresponding to z˜n converging either to γ1 or γ2. Then 〈φ(z˜n, ¯˜zn)φ(z0, z¯0)〉 tends to a constant, and the derivative
term (S21) is exponentially suppressed for every x /∈ {xc, L−xc}, with xc defined by the fixed points: γ1/2 = e2pixc/L,
where γ1/2 corresponds to γ2 if z˜n converges to γ1, and vice-versa. This can be seen explicitly in equation (S22),
∂z˜n
∂z
∣∣∣∣
z1
∂ ¯˜zn
∂z¯
∣∣∣∣
z¯1
=
(γ1 − γ2)4(
η−n(1 + γ22 − 2γ2 cos 2pixL ) + 2((γ1 + γ2) cos 2pixL − 1− γ1γ2) + ηn(1 + γ21 − 2γ1 cos 2pixL )
)2 . (S22)
The expression (S22) has a two poles, either in xc =
L
2pi arccos
(
1+γ22
2γ2
)
and L − xc if limn→∞ ηn → 0, or in
xc =
L
2pi arccos
(
1+γ21
2γ1
)
and L− xc if limn→∞ ηn →∞. Therefore F (x, t;x0, 0) remains finite even at very long times
at these two points, for any choice of x0. The interpretation is that even after a very long number of driving cycles,
the excitations will always arrive at one of these two-points at stroboscopic times. Therefore these particular points,
only defined with the choice of T0/L and T1/L, act as attractors for the excitations, which will be better understood
within a stroboscopic black-hole picture in an effective space-time in the next section. In the non-heating phase,
η is a phase, and then after analytic continuation the periodicity reads TE = 2pi
(T0+T1)
| arg(η)| . The excitations are then
propagating periodically with TE . However if TE/(T0 + T1) /∈ Q, the system is pseudo-periodic, as the two-point
function is only defined at stroboscopic times.
9Effective curved space-time
The two-point function at different times F (x, t;x0, 0) enables us to get the light-cone propagation of the gapless
excitations. For homogeneous Luttinger liquids, the excitations are following straight lines in space-time. However for
inhomogeneous Luttinger liquid with spatial deformation v(x), they are following curves, which are nothing more than
light-like geodesics in an effective curved space-time specified by the metric ds2 = dx2+v(x)2dτ2 [11]. In the case of the
sine-square deformation, the metric is ds2 = dx2+sin2
(
pix
L
)
dτ2. Thus, the null geodesics are simply given by the light-
like condition ds2 = 0, giving the propagation of the excitations starting at x0: x±(t) = Lpi cot
−1 (± 2piL t+ cot pix0L ).
Therefore it is clear that the excitations never reach the boundaries of the system in this case, as their local group
velocity goes to 0 at the edges.
We now derive the effective space-time metric for the Floquet drive defined at stroboscopic times. We are interested
in finding some coordinates z˜ in which the effective metric describing the n-cycle Floquet drive is conformally flat,
and then going back to the original coordinates (x, τ) to get the expression of the metric. Such coordinates are called
isothermal coordinates and always exist in (1 + 1)-dimensional space-times. For the Floquet drive, they are given by
the effective Mo¨bius transformation (S17), so that the metric reads
ds2 = dz˜nd¯˜zn. (S23)
Introducing the real and imaginary parts of z˜
u˜n(x, τ) = Re(z˜n) =
ac+bd+(ad+bc) cos ( 2pixL )
c2+d2+2cd cos ( 2pixL )
,
v˜n(x, τ) = Im(z˜n) =
(ad−bc) sin ( 2pixL )
c2+d2+2cd cos ( 2pixL )
.
The effective metric reads ds2 = du˜2n + dv˜
2
n. It is now straightforward to apply the change to (x,τ) coordinates. After
some computations, the metric takes the familiar form, after analytic continuation:
ds2 = e2σ(x,τ)
(
dx2 − g(x)dτ2 + 2h(x)dxdt) .
The value we find for g(x) and h(x) are then given by equations (S24) and (S25)
g(x) = ζ2
2∏
i=1
[
1 + γ2i − 2γi cos
(
2pix
L
)]
, (S24)
h(x) = iζ(γ1γ2 − 1) sin
(
2pix
L
)
, (S25)
where ζ = − L2pii 1(T0+T1)
log(η)
(γ1−γ2) , and as before η is the multiplier of the Mo¨bius transformation, which is a complex
exponential in the non-heating phase and a real exponential in the heating phase, and γ1, γ2 are the two fixed-points
of the 1-cycle Mo¨bius transformation. After analytic continuation, both g(x) and h(x) are real-valued functions.
The Weyl prefactor e2σ(x,τ) is a positive number before analytic continuation,
e2σ(x,τ) =
4pi2
L2
η2n(γ1 − γ2)4(
1 + η2n(1 + γ21) + γ
2
2 − 2ηn(1 + γ1γ2)− 2(−1 + ηn)(ηnγ1 − γ2) cos( 2pixL )
)2 . (S26)
Inverting the Weyl transformation, the metric is finally given by
ds2 = dx2 − g(x)dt2 + 2h(x)dxdt. (S27)
The null geodesics of this (1 + 1)d space-time are uniquely determined by the condition ds2 = 0. Thus they are the
solutions of the equation 2h(x(t))x˙(t) + x˙2(t)− g(x(t)) = 0:
± t(x) =
∫ x
x0
dx′
1√
h(x′)2 + g(x′)∓ h(x′) . (S28)
Then the local group velocity of the excitations is v(x) = h(x)∓√h(x)2 + g(x), where the sign corresponds to chiral
and anti-chiral excitations. The expression (S27) is not time-reversal invariant because of the off-diagonal term h(x).
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Only if γ1γ2 = 1, h(x) = 0 and the system is time-reversal invariant. This can be fulfilled by starting the drive in a
symmetric way. For concreteness, we shift the origin of time by T02
HF(t) =

H0 0 < t < T02 ,
HSSD T02 < t < T02 + T1,
H0 T02 + T1 < t < 3T02 + T1,
etc.
(S29)
The associated 1-cycle Mo¨bius transformation is therefore given by the equation
z˜1 =
(
1 + piτ1L
)
e
piτ0
L z − piτ1L
piτ1
L z +
(
1− piτ1L
)
e−
piτ0
L
. (S30)
It is interesting to compare (S30) and (S9). The coefficients a and d are the same as in the non symmetric case, but
not b and c. Furthermore bc is unchanged. Thus, looking at the definitions of the fixed points and the multiplier, this
only redefines the denominators of γ1 and γ2, and keeps the multiplier η invariant. It can then be shown that γ1γ2 = 1.
Furthermore in the heating phase |γ1| = |γ2| = 1, therefore in the time-reversal symmetric situation γ1 = γ∗2 , whereas
in the non-heating phase, γ1 and γ2 are both real and inverse of each other. In this case, the metric is simplified to
ds2 = dx2 − g(x)dt2. Applying the time-reversal condition, one finds that
v(x) = [g(x)]1/2 =
1
2pii
L log(η)
(T0 + T1)
(
1 + γ21 − 2γ1 cos 2pixL
)
γ21 − 1
. (S31)
This is the effective velocity of the excitations. In the heating phase their local group velocity goes to 0 at two
points, which are found to be xc =
L
2pi arccos
(
1+γ21
2γ1
)
and L − xc. After analytic continuation, it can be shown that
xc =
L
2pi arccos(cos
piT0
L +
L
piT1
sin piT0L ). Thus xc ∈ [0, L2 ] in the heating phase, and xc is a complex number in the
non-heating phase, therefore the velocity never goes to 0. Thus the heating phase at these two points, the velocity
of the excitations vanishes, meaning that their wordlines, following null geodesics of the metric, will tend to one of
these two points. We rewrite the metric in the heating phase in terms of the singularity xc. We first notice that as
cos
(
2pixc
L
)
= 12
γ21+1
γ1
, then the effective deformation is rewritten directly in terms of the singularity
v(x) = A
(
1− cos
(
2pix
L
)
cos
(
2pixc
L
)) , (S32)
with A =
1+γ21
γ21−1
1
2pii(T0+T1)
L log(η). Using trigonometric formulae, this leads to the desired form of the velocity
v(x) = 2A
sin
[
pi
L (x− xc)
]
sin
[
pi
L (x+ xc)
]
cos
(
2pixc
L
) , (S33)
The effective metric can now be easily expressed in terms of the singularity xc
ds2 = −4A2 sin
2
[
pi
L (x− xc)
]
sin2
[
pi
L (x+ xc)
]
cos2
(
2pixc
L
) dt2 + dx2. (S34)
This form is still hard to interpret in terms of Schwarzschild metric. However, by doing an expansion around one of
the two singularities, i.e., around xc or L− xc, and keeping only the lowest order contribution, only the contribution
from one of the singularities should matter and the metric should be simpler. Therefore we expand the expression
(S34) around xc. At leading order in x− xc, we may simplify
sin2
[pi
L
(x− xc)
]
sin2
[pi
L
(x+ xc)
]
≈ pi
2
L2
(x− xc)2 sin2
(
2pixc
L
)
+O((x− xc)3). (S35)
The metric finally simplifies to
ds2 = −4A2 tan2
(
2pixc
L
)
pi2
L2
(x− xc)2dt2 + dx2. (S36)
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This metric is known as the Rindler metric, which describes an accelerated frame transformation of the flat Minkowski
metric. Writing C2 = 4A2 tan2
(
2pixc
L
)
pi2
L2 , the metric reads ds
2 = −C2(x−xc)2dt2 + dx2. One can now introduce the
following coordinate change: C2 (x− xc)2 = (y − xc). In the new coordinates, the metric reads
ds2 = −2C (y − xc) dt2 + 1
2C
1
(y − xc)dy
2. (S37)
This is the well-known Schwarzschild metric in (1 + 1) dimensions. Thus expanding our space-time effective metric
around one of the two singularities gives (at leading order) a black hole metric. One can also do that for the
second singularity by expanding the metric around L − xc, to get similar results: ds2 = −2C [y − (L− xc)] dt2 +
1
2c
1
[y−(L−xc)]dy
2.
The Hawking temperature ΘH can be directly read-off from the expression of the metric as ΘH =
C
2pi . We can finally
use the formula tan
(
2pixc
L
)
= 1i
γ21−1
γ21+1
to conclude that the Hawking temperature is given by ΘH =
| log (η)|
2pi(T0+T1)
.
Effective Hamiltonian
Using the effective metric in the time-reversal symmetric case, we deduce that the stroboscopic effective Hamiltonian
is Heff =
∫ L
0
v(x)T00(x)dx. Using the Fourier decomposition of v(x), given by the equation (S31), and using the
definition of the Virasoro generators Ln =
1
2pii
∮
dzzn+1T (z), we can conclude that the stroboscopic Hamiltonian is
Heff = α
[
L0 − β
2
(L1 + L−1) + L0 − β
2
(L1 + L−1)
]
, (S38)
where α =
1+γ21
γ21−1
L
2pii(T0+T1)
log (η), β = 2γ1
1+γ21
, which are real numbers. It can further be shown using the expressions of
the fixed-points that: β−1 = cos(piT0L ) +
L
piT1
sin(piT0L ). Therefore in the heating phase |β| > 1, and in the non-heating
phase |β| < 1.
In the case |β| < 1, the effective Hamiltonian is simply the Mo¨bius Hamiltonian (S3). This observation is consistent
with the fact that F (x, t;x0, 0) is periodic in the non-heating phase. Indeed, the propagation of the excitations after a
quench with the Mo¨bius Hamiltonian is also periodic, with period T = 1L cosh(2θ) . Therefore the effective stroboscopic
Hamiltonian in the non-heating phase in the time-reversal symmetric case is just an interpolating Hamiltonian between
H0 and HSSD. Heff can be further written as the convex combination of the two original Hamiltonians
Heff = α [(1− β)H0 + βHSSD] . (S39)
Therefore, for 0 < β < 1, the effective Hamiltonian interpolates between the uniform and the SSD Hamiltonian, as
we already understood through the comparison with the Mo¨bius Hamiltonian.
For β > 1, the effective Hamiltonian cannot be understood as an interpolation between the two original Hamiltonians,
giving rise to the physics of heating. The effective Hamiltonian in the heating phase can be rewritten, using (S33) as:
Heff = 2LΘH
∫ L
0
dx
sin
(
pi
L (x− xc)
)
sin
(
pi
L (x+ xc)
)
sin
(
2pixc
L
) T00(x). (S40)
This form of the effective Hamiltonian is reminiscent of the entanglement Hamiltonian KA for a system of finite size
[0, L], introduced in [24], with subsystem A = (xc, L− xc). However here the Hamiltonian density is integrated over
the whole chain. For such entanglement Hamiltonian, an effective local temperature can be defined, diverging at xc
and L− xc. This is an indication that energy should be absorbed exponentially at these two points.
Finally, looking at the effective deformation v(x) is insightful: in the non-heating phase, we notice that v(x) has no
roots. Therefore, it can be thought of as a shifted sine-square, deforming the homogeneous system only smoothly.
By going through the phase diagram following the line T0 = T1, this shifted sine-square will simply tend to the usual
sine-square. At the phase transition, the effective Hamiltonian is similar to the sine-square deformation, and has roots
at xc = 0 and xc = L. Then, in the heating phase, the two roots will approach symmetrically to the center of the
system, giving rise to a cosine-square deformation at the second phase transition , having a single root at xc =
L
2 .
Therefore, the effective Hamiltonian in the heating and non-heating phase only interpolates between the sine-square
and the cosine-square deformations.
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Energy density
The different phases arising within the Floquet CFT were understood in [5] by computing the entanglement entropy,
which grows linearly in the heating phase and oscillates with period TE in the non-heating phase. We would like
to characterize more precisely these phases by computing the evolution of the energy density E(x, t) in the system.
In particular, we expect to observe an exponential increase of energy in the heating phase precisely at the location
of the two singularities xc and L − xc, whereas the rest of the system should not absorb energy, to agree with our
stroboscopic black hole picture. The energy density E(x, t) under the Floquet drive is defined by
E(x, t) = 〈ψ(t)|T00(x)|ψ(t)〉. (S41)
As usual T00 is the energy density of the uniform CFT. |ψ(t)〉 = U(t)|G〉 is the time evolved ground state of the
uniform Hamiltonian H0, with open boundary conditions. We chose open boundary conditions in this case, as in the
periodic case E(x, t) = 0. In Euclidean coordinates, T00 = T (ω) + T¯ (ω¯). The strategy is the same as for the two point
function at different times: the first step is to map the strip to the complex plane with a slit, using the exponential
mapping
〈G|eτHSSDT (ω)e−τHSSD |G〉 =
(
∂z
∂ω
)2
〈G|eτHSSDT (z)e−τHSSD |G〉 − pi
2c
6L2
. (S42)
Then, the usual procedure consists in mapping the complex plane to itself in the Mo¨bius z˜n coordinates, applying the
time evolution and transforming back to the z coordinates. The extra terms coming from the Schwarzian derivative
vanish because of SL(2,R) invariance
〈G|eτHSSDT (ω)e−τHSSD |G〉 =
(
∂z
∂ω
)2(
∂z˜n
∂z
)2
〈G|T (z˜n)|G〉 − pi
2c
6L2
. (S43)
The final step is to evaluate the correlation function 〈G|T (z˜n)|G〉 in a boundary CFT, defined on the complex plane
with a slit on the real positive axis. This can be done using a square-root mapping
√
z to the upper-half plane H. This
gives a non-trivial Schwarzian derivative term given by {z,√z} = 3
8z2
. The upper-half plane can me mapped to the
unit disc with a Mo¨bius transformation, therefore, due to rotational symmetry, 〈G|T (√z˜n)|G〉H = 0 [30]. Finally, only
the Schwarzian derivative term of the square root mapping contributes to the energy density, which before analytic
continuation reads
E(x, t) = c
32
[(
∂z
∂ω
)2(
∂z˜n
∂z
)2
1
z˜2n
+
(
∂z¯
∂ω¯
)2(
∂ ¯˜zn
∂z¯
)2
1
¯˜z2n
]
− pi
2c
3L2
, (S44)
for stroboscopic times t = n(T0 + T1). In the heating phase, as E(xc, t) ∼ η−2n at long time because of the derivative
term ∂
¯˜zn
∂z¯ , we conclude that E(xc, t) ∼ e4piΘHt, such that the Hawking temperature is really the heating rate. Similarly
for the other singularity L− xc, where the energy is also growing exponentially because of the other derivative term
∂z˜n
∂z . Therefore the energy density grows exponentially in the heating phase only at the positions of the two black
holes, as expected. In the non-heating phase, the energy density oscillates in time with period TE = 2pi
(T0+T1)
| arg(η)| .
