Abstract-Online multiple-output regression is an important machine learning technique for modeling, predicting, and compressing multi-dimensional correlated data streams. In this paper, we propose a novel online multiple-output regression method, called MORES, for streaming data. MORES can dynamically learn the structure of the regression coefficients to facilitate the model's continuous refinement. Considering that limited expressive ability of regression models often leading to residual errors being dependent, MORES intends to dynamically learn and leverage the structure of the residual errors to improve the prediction accuracy. Moreover, we introduce three modified covariance matrices to extract necessary information from all the seen data for training, and set different weights on samples so as to track the data streams' evolving characteristics. Furthermore, an efficient algorithm is designed to optimize the proposed objective function, and an efficient online eigenvalue decomposition algorithm is developed for the modified covariance matrix. Finally, we analyze the convergence of MORES in certain ideal condition. Experiments on two synthetic datasets and three real-world datasets validate the effectiveness and efficiency of MORES. In addition, MORES can process at least 2,000 instances per second (including training and testing) on the three real-world datasets, more than 12 times faster than the state-of-the-art online learning algorithm.
D
ATA streams arise in many scenarios, such as online transactions in the financial market, Internet traffic and so on [1] . Unlike traditional datasets in batch mode, a data stream should be viewed as a potentially infinite process collecting data with varying update rates, as well as continuously evolving over time. In the context of data streams, although many research issues, such as classification [2] , [3] , [4] , clustering [5] , [6] , [7] , active learning [8] , [9] , [10] , online feature selection [11] , [12] , multi-task learning [13] , [14] , change point detection [15] , [16] , etc., have been extensively studied over the last decade, little attention is paid to multiple-output regression. However, multiple-output regression also has a great variety of potential applications on data streams, including weather forecast, air quality prediction, etc.
In batch data processing, the purpose of multiple-output regression is to learn a mapping F from an input space R d to an output space R m on the whole training dataset. Based on the learned F, we can simultaneously predict multiple output variables y 2 R m to a given new input vector x 2 R d by: y ¼ FðxÞ. A basic assumption in multiple-output regression is that there is related information among multiple outputs, and learning such information can result in better prediction performance. By now, many batch multiple-output regression algorithms have been proposed [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] . However, in streaming environments, the data are not stored in a batch mode, but arrive sequentially and continuously. If using these batch methods to re-train the models for streaming data, the computational complexity and memory complexity will increase sharply. Moreover, when the size of the arrived data becomes large, it is impractical to load all the historical data into memory for model training. Therefore, it is necessary to develop an online regression algorithm for simultaneously predicting multiple outputs.
So far, some online regression algorithms for predicting single output variable have been proposed [25] , [26] , [27] . The representative method is the passive-aggressive (PA) algorithm [26] . PA is a margin based online learning algorithm, and has an analytical solution to update model parameters as new sample(s) arrives. As mentioned earlier, there is often related information among multiple outputs, but PA only treats each of multiple outputs as an independent task, and thus can not capture any correlations among outputs. Recently, McWilliams and Montana take advantage of the partial least squares (PLS) algorithm to build a recursive online multiple-output regression model, called iS-PLS [28] . iS-PLS aims to find a low-dimensional subspace to make the correlations between inputs and outputs maximized. iS-PLS focuses on the correlations between inputs and outputs, while it does not obviously consider the relations among the regression coefficient matrix.
Online multi-task learning algorithms can be potentially used to solve the online multiple-output regression problem. The goal of online multi-task learning is to jointly learn the related tasks (typically, classification or regression tasks) in an online fashion, so as to improve generalization across all tasks [29] , [30] , [31] . Based on the number of training data used for updating the model, online multi-task learning can be roughly divided into two categories: One only uses new arriving data during each update, like [29] , [32] , and [13] . Since these methods ignore historical data, a large amount of useful information will be lost when updating the models. The other methods usually load all seen data into memory to update the model [30] , [33] . They need to visit an instance multiple times during the whole learning process, which makes them impractical in streaming environments. In addition, the learned models, especially in the preliminary stage of online learning, often have limited expressive ability, so there should be also correlations among the residual errors. However, the methods above do not consider how to leverage such information for further improving the performance of the models.
In this paper, we propose a novel Multiple-Output REgression method for Stream data, named as MORES. MORES works in an incremental fashion. Specifically, when a new training sample arrives, we transform the update of the regression coefficients into an optimization problem. In the objective function, we highlight the following four aspects:
We take advantage of the Mahalanobis norm of a matrix to measure the divergence between updated regression coefficient matrix and current regression coefficient matrix, which can dynamically learn the structure of the coefficient differences to facilitate the continuous update of the model. We adopt the Mahalanobis distance instead of the euclidean distance to measure the prediction error, so as to dynamically learn the structure of the residual errors and leverage such structure to update the model. Three modified covariance matrices are introduced to extract necessary information for exactly and incrementally measuring the prediction error, such that MORES can avoid loading all data into memory and visiting data multiple times. Meanwhile, a forgetting factor is utilized to reweight samples for adapting to the evolving data. An efficient algorithm is designed to optimize the proposed objective function, and an efficient online eigenvalue decomposition algorithm is developed for the case when the feature dimension of inputs is high. In addition, we theoretically prove that our method is convergent under some mild conditions. Extensive experiments are conducted on one synthetic dataset and three real-world datasets, and the experimental results demonstrate the effectiveness and efficiency of MORES.
ONLINE MULTIPLE-OUTPUT REGRESSION FOR STREAMING DATA
Following the general setting of online learning [26] , we assume that the learner first observes an instance x t 2 R d on the tth round, and it simultaneously predicts multiple outputs b y t 2 R m based on the current model P tÀ1 2 R mÂd . After that, the learner receives the true responses y t 2 R m for this instance. Finally, the learner updates the current model P tÀ1 based on the new data point ðx t ; y t Þ. In this paper, our goal is to online update P tÀ1 , such that the updated P t can predict the outputs for the incoming instance x tþ1 as accurately as possible. The prediction can be expressed in the following form:
where P t ¼ ½p t;1 ; . . . ; p t;m T denotes the learned regression coefficient matrix on the tth round, and p t;i is the regression coefficient vector of the ith output. tþ1 ¼ ½ tþ1;1 ; . . . ; tþ1;m T is a vector consisting of m residual errors.
Objective Function
In order to obtain P t on the tth round, we first propose a simple formulation as
where is a positive parameter that controls the sensitivity to the prediction error. k Á k F denotes the Frobenius norm of a matrix, and k Á k 2 denotes the l 2 norm of a vector.
The core idea of objective function (2) is as follows: On one hand, it intends to minimize the distance between P t and P tÀ1 to make P t close to P tÀ1 as much as possible, which can retain the information learned on previous rounds. On the other hand, it requires P t to meet the condition: The total prediction error on the current data point ðx t ; y t Þ is less than or equal to .
Following [26] , the optimization problem defined by (2) can be easily solved by the Lagrange multiplier method.
Although (2) has some merits for online regression prediction of streaming data, it still has the following limitations:
;i ÞÞ, we can know that the objective function (2) treats the regression coefficients' updates as m independent tasks. However, in many streaming scenarios, outputs are often dependent, i.e., there are some positive or negative correlations among outputs. For example, in the air quality forecast, the concentration of CO 2 and fine particles PM 2:5 are related. Thus updating regression coefficients for all the outputs should not be regarded as completely independent tasks.
(ii) In order to acquire P t , (2) imposes a constraint on P,
i.e., ky t À Px t k 2 2 . This constraint just refers to the current data point ðx t ; y t Þ but ignores the historical data points S tÀ1 ¼ fðx i ; y i Þg tÀ1 i¼1 . This may lead to the updated coefficient matrix gradually deviating from the true coefficient matrix because of noise and outliers.
(iii) The constraint of (2) takes advantage of the l 2 norm to measure the total prediction error. As we know, the l 2 norm of a vector assumes that all the variables in the vector are independent. However, due to limited expressive power of P t , especially when the round t is small, there are often correlations among the residual errors. Therefore, the l 2 norm is often a suboptimal choice for measuring the total prediction error. In light of the above three limitations, we propose to minimize the following objective function, in order to update the model on round t ðP t ; V t ; G t Þ ¼ arg min P;V;G JðP; V; G; P tÀ1 ; V tÀ1 ; S t Þ ¼ arg min
where a ! 0, b ! 0, r ! 0, and h ! 0 are four trade-off parameters. k Á k V denotes the matrix Mahalanobis norm. 'ðP; G; S t Þ is the total prediction error on the data points S t ¼ fðx i ; y i Þg t i¼1 . D f ðÁ; ÁÞ denotes the Bregman divergence [34] that measures the distance between two matrices. V # 0 and G # 0 represent that they are positive semidefinite.
In the objective function (3), the first term aims to learn the structure V t of the coefficients change from current matrix P tÀ1 to updated matrix P t , and leverage V t to measure the divergence between P t and P tÀ1 on round t. The second term intends to mine the underlying structure G t existing in the residual errors, and take advantage of G t to measure the total prediction error on all the seen data. Here we utilize three modified covariance matrices to extract necessary information of data for lowering memory complexity, and introduce a forgetting factor to adapt to the evolving data streams (See (5), (6) for details). The third term aims at keeping V t updated in a conservative strategy to reduce the influence of noise. The last two terms are two regularization terms to prevent V t and G t deviating from the identity matrix I too much. In the meantime, they can ensure that V t and G t are away from 0 otherwise it is meaningless to minimize J. We will see in Section 2.2 that the eigenvalues of V t and G t are always bounded between 0 and 1 if initialized with eigenvalues between 0 and 1, and the eigenvalues are monotone increasing after each step of iteration, making the iteration procedure well-controlled. Next, we will respectively explain the first three terms in detail.
The First Term. In order to capture the structure of the regression coefficient change in each update step, we introduce the Mahalanobis norm of the matrix ðP À P tÀ1 Þ to measure the divergence between P and P tÀ1 . The Mahalanobis norm is expressed as
ðPðiÞ À P tÀ1 ðiÞÞ T VðPðiÞ À P tÀ1 ðiÞÞ r ;
where PðiÞ denotes the ith column of P. When V is set to the identity matrix, the Mahalanobis norm of the matrix is reduced to the Frobenius norm. In (4), the term ðPðiÞÀ P tÀ1 ðiÞÞ T VðPðiÞ À P tÀ1 ðiÞÞ is actually the Mahalanobis distance between PðiÞ and P tÀ1 ðiÞ, where V encodes the correlations between the variables of the ith column of the regression coefficient matrix on round t. Therefore, kP À P tÀ1 k 2 V can be viewed as a summation of d Mahalanobis distances, each of which measures the distance between the corresponding column vectors of P and P tÀ1 .
The Second Term. The loss function 'ðP; G; SÞ measures the prediction error on S, which is defined as
where 0 m 1 is a forgetting factor. 1 When m ¼ 0, the prediction loss is only measured on the current sample without involving in any historical data. When m ¼ 1, all samples have equal weight to contribute to the prediction loss. When 0 < m < 1, all samples have different contributions to the prediction loss. As a matter of fact, the function of m is similar to a new form of time window on samples. The farther the historical sample is from the current sample in the time domain, the lower its importance is, which can fit in the evolving characteristic of data streams well. The matrix G t captures the correlation relationships among the residual errors on tth update. The term ðy i À Px i Þ T Gðy i À Px i Þ measures the Mahalanobis distance between the true value y i and the predicted value Px i , which can remove the influence of the residual errors' correlations on distance calculation [35] .
In streaming environments, it is impractical to load all the historical data into memory or scan a sample multiple times. An effective way to handle this issue is to define some statistical variables to store necessary information of the samples. In this paper, we introduce three modified covariance matrices to realize lossless compression of the data. To do this, we will make use of the following property and lemma. Property 2.1. Given a set of arbitrary sequence vectors, x 1 ;. . .;
x t , and a constant m, if where C t;YY , C t;XY , and C t;XX are actually three modified covariance matrices, which are respectively defined as
1. When m ¼ 0, and t À i ¼ 0, we define m tÀi ¼ 1 to ensure consistency.
Proof. Based on (5), we have 'ðP; G; SÞ ¼ X t Substituting C t;YY ; C t;XY ; and C t;XX into (10), the loss function (5) becomes (6) . Based on the Property 1, (11), (12) , and (13) can be expressed by (7), (8) , and (9), respectively. t u
When a new data point ðx tþ1 ; y tþ1 Þ arrives on round t þ 1, we first update C tþ1;YY , C tþ1;XY , C tþ1;XX based on (7), (8) , and (9), whose memory complexity is a constant:
After that, the prediction loss ' can be measured by (6), so it is no longer necessary to load all the training samples into memory or visit a training sample multiple times.
In summary, the loss function (5) has the following merits: First, it can dynamically learn the structure of the residual errors as the samples continuously arrive, and leverage such structure to effectively measure the true distance between the predicted value and the ground truth. Second, the loss is measured based on all the seen samples not just the current sample, which can cut down on the influence of noise on model's update. Third, on each round, instead of loading all samples into memory, the loss can be measured just relying on three modified covariance matrices without information loss, as expressed in (6) . Furthermore, by introducing the factor m to weight the samples, MORES can fit in the evolving streaming data well.
The Third Term. In order to restrain f fluctuating drastically on each round, we hope that the divergence D f ðV; V tÀ1 Þ is as small as possible. D f ðV; V tÀ1 Þ is defined as
where f is a real-valued strictly convex differentiable function on the parameter domain R mÂm . gðV tÀ1 Þ ¼ r V fðVÞj V tÀ1 . In this paper, we employ the LogDet matrix divergence metric to measure the distance between two matrices, because of its good properties as stated in [36] . LogDet can be expressed as
where fðVÞ ¼ ÀlogðdetðVÞÞ, and detðÁÞ denotes the determinant of a matrix.
Optimization Procedure
The objective function (3) is not convex with respect to all variables, but it is convex with each variable when others are fixed. We adopt an alternating optimization strategy to solve (3), which can find local minima. Optimizing P t Given V tÀ1 and G tÀ1 . When V tÀ1 and G tÀ1 are fixed, (3) is then unconstrained and convex. P t can be obtained by minimizing the following objective function:
The necessary condition for the optimality is
This implies
To solve (15), we will use the property that V tÀ1 ; G tÀ1 are always positive definite. Thus we can write (15) as
where
XY . Since C t;XX is positive semi-definite and symmetric, we can do eigenvalue decomposition with all non-negative eigenvalues, obtaining
where L is an upper-triangular matrix. Since G tÀ1 ; V tÀ1 are both positive definite Hermitian matrices, then G G À1 tÀ1 V tÀ1 can have eigenvalue decomposition. Based on this, the upper-triangular matrix L is actually a diagonal matrix, i.e., L i;j ¼ 0 for all i 6 ¼ j. Then (16) can be written as
Let U À1 PV ¼P, we have an equation in a simpler form
Because L is a diagonal matrix, we havẽ
After obtainingP, we can easily obtain P t as
It is worth noting that the above optimization procedure refers to the Schur decomposition for G À1 tÀ1 V tÀ1 , and the eigenvalue decomposition for C t;XX . The Schur decomposition for G À1 tÀ1 V tÀ1 leads to a computational complexity of Oðm 3 Þ, where m is the number of the outputs. As we know, multi-output regression aims to improve the generalization performance by exploiting the shared common information among multiple outputs. However, if there are outlier or irrelevant outputs among all outputs, it may bring negative effect on model training if putting all outputs together for learning [37] . When m is large, it is hard to avoid that there are many outlier or irrelevant outputs, thus it is not wise to learn all the outputs together. A potentially feasible solution is to cluster these outputs into several subsets by correlation measure (e.g., Pearson correlation coefficient). We assume the outputs in each subset are relevant, and then MORES is trained for each subset. At that time, the number of the outputs in each subset is generally small (may be tens of outputs), and thus the computational cost of the Schur decomposition is not a big issue.
The computational complexity of the eigenvalue decomposition for C t;XX is Oðd 3 Þ, which is prohibitive when the dimension of the input d is very large. Thus, we develop an efficient algorithm based on an matrix sketching technique, Frequent Directions (FD) [38] , [39] , to lower the computational cost. In the following, we first briefly introduce FD technique [38] , and then we will explain how to utilize FD for solving our problem.
The algorithm of FD is as follows: it receives n columns of a large matrix A 2 R dÂn one after the other, in a streaming fashion. It maintains a sketch B 2 R dÂl containing only l ( n columns by Algorithm 1 to make AA T % BB T . In this way, it can guarantee that
Obviously, it is much easier to store the sketch B, and is much faster for performing the computations on B than the original A. Now recall the calculation of C t;XX
Algorithm 1. Frequent Directions [38] Input: Data matrix A 2 R dÂn , sketching size l; B all zeros matrix 2 R dÂl ; 1: for i ¼ 1; 2; . . . ; n 2: Insert the ith column A i in A into a zero valued column of B; 3: if B has no zero valued columns then 4:
½U; S; V ¼ SVDðBÞ;
; == the squared (l=2)th entry of S 6: Thus, we have
Here we will use the FD algorithm to sketch b X t . Specifically, when the tth instance x t arrives, we first reweight it by multiplying a factor m À tÀ1 2 , and then apply Algorithm 1 to obtain the sketching matrix e X 2 R dÂl ðl ( tÞ of the matrix b X t . Based on (19) , (20), we have
Thus, we can use m tÀ1 e X e X T to approximate C t;XX , and do eigenvalue decomposition of m tÀ1 e X e X T instead of C t;XX . After obtaining e X, we can do singular value decomposition (SVD) of e X e X ¼ USV T :
Based on (21), we have
From (22), we know the column vectors of U and the diagonal elements of m tÀ1 S 2 are the eigenvectors and the eigenvalues of m tÀ1 e X e X T , respectively. In this method, computing singular vector decomposition of e X dominates the computational complexity, which is of order Oðdl 2 Þ. This is much more efficient than original
Optimizing V t Given P t and G tÀ1 . When P t and G tÀ1 are fixed, solving V t becomes a convex optimization problem as
We want to solve
Notice that V does not have all the entries being independent. Instead, it is a symmetric matrix V ¼ V T . We know for a symmetric matrix
where diagðAÞ means a diagonal matrix consisting of only the diagonal entries of A.
We define a linear map s applied to matrix A 2 R nÂn defined by
Then it is easy to see that kerðsÞ ¼ 0, where kerðsÞ represents the kernel of the specified function, i.e., the subspace of the domain which is mapped to 0 by the linear map s. Thus s is a surjective and injective linear map from R nÂn to R nÂn . To solve (23), we have that
where M ¼ ðP t À P tÀ1 ÞðP t À P tÀ1 Þ T . Since s is a linear map that is both injective and surjective, we have that sðAÞ ¼ sðBÞ if and only if A ¼ B. Hence, we have
We can prove that the V t is positive semi-definite and has eigenvalues between 0 and 1. From the right hand side, it is easy to see that V t is symmetric, thus having all eigenvalues being real. In the meantime, it is also quite straightforward to prove V t being positive semi-definite. This is because V tÀ1 is positive semi-definite, then V À1 tÀ1 is positive semi-definite. Together with the fact that I and M have positive eigenvalues, so V t is positive definite. In the following, we prove V t has all eigenvalues being no more than 1 by induction. Suppose that we initialize V 0 having all eigenvalues no more than 1, and suppose that the conclusion also holds for V tÀ1 . Notice that V À1 tÀ1 has eigenvalues all no less than 1. M has eigenvalues being non-negative, and I has all eigenvalues being 1. Hence V À1 t has eigenvalues no less than 1 bþr ðb þ r þ 0Þ ¼ 1. Thus V t has eigenvalues between 0 and 1.
Optimizing G t Given P t and V t . When P t and V t are fixed, G t can be obtained by solving the following convex optimization problem:
The necessary condition for the optimality is @J 3 ðG;P t ;S t Þ @G ¼ 0. Therefore, we obtain the following closed form solution:
In the following, we will show that G t is positive definite and has eigenvalues no more than 1 if we initialize with a G 0 being positive definite and having eigenvalues no more than 1. To show that G t is positive-definite, it suffices to show that N is positive semi-definite, and it suffices to show that for each i, y i y
For each pair x i ; y i we want to find a P Ã i such that
. This is only impossible if x i ¼ 0 but y i 6 ¼ 0. In the later case we are already done since y i y
which is positive semi-definite. If the data have no noise and strictly follow a linear condition going through the origin, then P Ã i are all the same, and the P Ã i will be the true P. Notice that
Thus this is positive semi-definite. We can employ the same strategy to prove that G t has eigenvalues between 0 and 1.
Algorithm 2. Multiple-Output REgression for Streaming Data(MORES)
Input: Data streams fðx 1 ; y 1 Þ; ðx 2 ; y 2 Þ; . . .g that arrive one sample each time; Parameters: a; b; h, and the forgetting factor m;
Note that our optimization procedure refers to the inverse of two m Â m matrices as in the Eqs. (16) and (18), where m is the number of the outputs. As discussed in the part of optimizing P t , m is generally small when training MORES, thus the computational cost of the inverse operation is not a big issue.
Finally, we summarize the procedure of MORES in Algorithm 2. Since our method is an online multiple-output regression method for streaming data, our model can be always updated when new training data arrive. When new training data points are arriving, we will update the model based on the Eqs. (18) , (24) , and (26) . Therefore, there is no stop condition for our method. If we want to stop updating model when the model is convergent, we can use the condition kP t À P tÀ1 k F , kV t À V tÀ1 k F , and kG t À G tÀ1 k F as the stop condition, where is a tolerance.
Time Complexity Analysis and Convergence Analysis
In Algorithm 2, the most time-consuming part of MORES is to update P t , V t , and G t , and the time cost of other parts can be ignored. For updating P t , the complexity is
If we apply the developed online eigenvalue decomposition for C t;XX , the complexity for updating
dÞ for updating V t . Therefore, the total time complexity of MORES is of order
We theoretically prove that P t , V t and G t in our algorithm converge to the true values under some mild conditions, respectively. Please see the details in the Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TPAMI.2018.2794446. In addition, we also empirically verify the convergence of MORES on the synthetic dataset and the real-world dataset in the experiment section.
Discussion
In this section, we discuss the differences or relations between our method and some related online methods.
The method iS-PLS in [28] focuses on variable selection in the scenario of online multiple output regression. When the inputs x t and outputs y t are high-dimensional, it assumes that there are hidden factors that can be used to represent x t and y t . Therefore, iS-PLS aims to find these hidden factors to maximize the correlations between x t and y t . Our MORES algorithm differs iS-PLS from the following aspects. First, our method does not assume inputs and outputs can be represented by the same subspace, but assumes there exist related information among regression coefficients, as well as residual errors. Compared to iS-PLS's assumption, our condition is more mild. Second, MORES can explicitly learn the structure of regression coefficients during learning, which makes us understand the relations of outputs more clearly. Finally, our method can mine the relations among residual errors, and leverage it to refine the model, which can make the prediction results more accurate. The experimental results in Section 3 demonstrate that our MORES is better than iS-PLS in a variety of applications.
In the optimization problem (3), if we update the model only using new arriving data point and do not learn the relations among residual errors, i.e., S t ¼ ðx t ; y t Þ and G ¼ I, we have the following objective function:
If we further require r ! 0, (28) and OMTL [13] have similar fashions. The last term in (28) is quite important, because it can ensure that V are away from 0. Different from OMTL, our method can dynamically learn the structure of residual errors, and incorporate it into the learning process, so as to improve the prediction performance. In addition, our method efficiently utilizes more training data, not like OMTL only using current new arriving data, to update the model, thus our method is more effective and robust than OMTL. Our experiments also verify this point.
EXPERIMENTS
To evaluate the performance of MORES, we perform the experiments on both one synthetic dataset and three realworld datasets: the stock price prediction dataset, the Barrett WAM dataset [40] , and the weather dataset [41] . We compare MORES with an online multiple-output regression method, iS-PLS [19] , two online multi-task learning methods, ELLA 2 [30] and OMTL 3 [13] . We also compare with two variants of PA algorithm in [26] called PA-I and PA-II, which are two classical online learning approaches for single regression tasks. We name our simple formulation of online multiple-output regression proposed at the beginning of Section 2 as SOMOR for short.
In the experimental study, the mean absolute error (MAE) is used to measure the prediction quality, because of its popularity for evaluating regression models [42] , [43] . MAE is defined as: MAE ¼ 1 t P t i¼1 jy i À b y i j, where b y i denotes the estimated values of the ith instance, and y i is the true response values. We repeat the experiments 10 times by randomly changing the ordering of arriving samples, and report the average result.
There are some parameters to be set in advance. The parameters b, r, and h are always set to 1, 1, and 100 throughout the experiments, respectively (we found when b ¼ 1; r ¼ 1; h ¼ 100, the performance was consistently good on all the datasets). The parameter a is tuned from the space f10 À2 ; 10 À1 ; . . . ; 10 3 ; 10 4 g, and the forgetting factor m is tuned from 0 to 1 with a step of 0.1. We first use the first 100 samples from each dataset to tune the parameters, and then apply the optimal parameters to the rest samples for online multiple-output regression. To conduct fair experimental comparisons, the parameters in the other methods are tuned from the same search space as MORES.
Synthetic Dataset
We generate an artificial dataset to conduct a "proof of concept" experiment before we perform experiments on real datasets. The synthetic dataset is generated as follows. First, we generate 500 samples x i 2 R 11 ; i ¼ 1; . . . ; 500, as the input vectors. The first 10 entry in the input vector is drawn from the standard normal distribution, and the last entry is 1 in order to learn the bias term. Then we generate two weight vectors p 1 2 R 11 and p 2 2 R 11 with each entry sampled from the standard normal distribution, and form two regression tasks by y i;1 ¼ p
i;1 and i;2 are the noise drawn from the normal distribution with mean 0 and standard deviation 0.1. Finally, we construct the third regression task by y i;3 ¼ y i;1 þ y i;2 þ i;3 ¼ p
, where i;3 is the noise sampled from the normal distribution with mean 0 and standard deviation 0.1. Based on this, we know there are correlations between the noise (e.g., the first channel and the third channel). We denote the real coefficient matrix P real ¼ ½p 1 ; p 2 ; p 1 þ p 2 on this data.
To simulate the data being evolving, we generate another 500 samples ðx i ; y i Þ; i ¼ 501; . . . ; 1000, using the same way as above, but with different coefficient matrix P
, where the entries in P 0 real are sampled from the standard normal distribution. Thus, the first output is now related both the second output and the third output in the last 500 samples.
We first demonstrate our proposed algorithm can make the learned P t eventually converge to the real model P real on the first 500 samples and P 0 real on the last 500 samples, we use the Frobenius norm k Á k F to measure the distance between the predicted matrix and the true matrix at each round t. The result is plotted in Fig. 1a . When t ¼ 100, the distance between P t and P real is close to zero, i.e., P t converges to P real at that stage. When t > 500, we know the true coefficient matrix is changed, thus MORES will learn the new coefficient matrix P 0 real , as well as the correlations among outputs. At the beginning of relearning, the differences between two matrices P t and P 0 real are large. As the round t increases, P t eventually converges to the true coefficient matrix P 0 real . In addition, we also show that our algorithm can dynamically learn the correlations among the coefficients differences, as well as the residual errors during the process of updating. learned correlation coefficient matrix of the regression coefficients differences and the correction coefficient matrix of the residual errors at t ¼ 50, respectively. Based on Fig. 1a , we know that P t has not yet converged to P real at t ¼ 50, i.e., there should be correlations among the regression coefficient differences. In the meantime, there should also be correlations among the residual errors. In the experiment, the estimated regression coefficient difference matrix at t ¼ 50 is where p t;i denotes the learned regression coefficient vector for the ith output at round t. Based on the above matrix, we can see the third row is approximately equal to the summation of the first row and the second row. Table 1a demonstrates that V 50 can learn such correlations well.
After obtaining the prediction results of the first 50 samples, we also calculate the correlation coefficient matrix of the prediction errors at t ¼ 50. The estimated correlation coefficient matrix is It can be seen that the matrix in Table 1b is close to C 50 . Thus, G 50 can reveal the correlations among the residual errors well. When t ¼ 500, P t converges to P real . Therefore, there is no correlation among the coefficients differences during learning, while there are still correlations existing in the residual errors because of the generation way of the data. Tables 1c  and 1d demonstrate that our algorithm can still learn such relationships.
When t > 500, the correlations among outputs is changed, i.e., the first output is related to the second one and the third one, while the second one is not related to the third one. Based on Tables 1e, 1f, 1g and 1h, we can see MORES can adjust itself to learn the new structures, and have similar changing trends to that of t < ¼ 500.
Stock Price Prediction
Following previous studies in [44] and [20] , we apply our algorithms to stock data of companies for price prediction. We choose the daily stock price data of five companies including IBM, Yahoo, Microsoft, Apple, and Oracle in the period from 2010 to 2013. The learned model can predict the stock prices in the future by using the stock prices in the past as inputs. Like [44] and [20] , we use the autoregressive model y tþ1 ¼ P t y t þ t , where y tþ1 represents the real stock prices of the five companies at time t þ 1, and P t denotes the learned regression coefficient matrix at time t.
The experimental results are reported in Table 2 . MORES significantly outperforms the other methods for all the outputs. Specifically, MORES gains 11.0, 32.4, 34.8, 13.0, and 29.4 percent relative accuracy improvement over ELLA, the second best approach, for IBM, Yahoo, Microsoft, Apple, and Oracle, respectively. Meanwhile, MORES obtains 15.3 percent relative improvement in terms of the average MAE over ELLA. These results show that dynamically learning the structures of both the regression coefficient matrix and the residual error vector, as well as the Fig. 1 . Convergence study of the learned P t on the synthetic dataset and the stock dataset, where t represents the total number of samples collected currently. Note that P Ã real ¼ P real , when t is less than or equal to 500, and P Ã real ¼ P 0 real , when t is bigger than 500.
utilization of the historical data in an appropriate way, are good for online multiple-output regression.
We also investigate the performances of different methods as a function of the number of samples (t). At the end of each round, we calculate the MAE for each output attained so far. Fig. 2 shows the results. MORES is superior to the other methods, especially when t is larger. In addition, the MAE curve of Fig. 2d rises after falling as t increases. This is because the stock price is severely evolving at the inflection point, such that the current model can not predict the future price well. In Fig. 2d , although ELLA obtains better performance at the beginning of learning, it can not handle the issue of data evolving well. MORES can quickly adjust the model to fit in the evolving data, as shown in Fig. 2d .
Finally, we test the convergence of MORES on this dataset. Fig. 1b shows the convergence curve. After around 50 iterations, MORES will converge.
Robot Inverse Dynamics
We further study the problem of online learning the inverse dynamics of a 7 degrees of freedom of robotic arms on the Barrett WAM dataset. This dataset consists of 16,200 samples in total, where each sample is represented by a 21-dimensional feature vector, corresponding to seven joint positions, seven joint velocities and seven joint accelerations. Seven joint torques for the seven degrees of freedom (DOF) are used as the outputs. Table 3 summarizes the results of different methods. MORES attains better prediction performance than the other methods in most cases. Moreover, MORES significantly outperforms the two online multi-task learning algorithms, ELLA and OMTL, by learning the structures of the outputs and fully utilizing the historical data. Specifically, MORES obtains 22.3 and 51.0 percent relative error deduction over ELLA and OMTL in terms of the average MAEs of all the outputs, respectively.
We also verify the effectiveness of dynamically learning the structures of the coefficients change and the residual error vector, respectively. In addition, we also test the effectiveness of the first term in the objective function (3). The experimental setting is as follows: we first set V to the identity matrix and update G on each round, which indicates that only the Relationships of the Residual Errors are learned in the process of model's update, called RRE. Second, we set both V and G to the identity matrix, showing Without Relationship Learning. We call it WRL. Last, let a ! 1, h ! 1 in (3), it means that MORES only uses the Loss Function with the Penalty term for training. We call it LFP for short. We evaluate them in terms of the average MAEs as shown in Fig. 3a . RRE is statistically significantly The last column is the average MAE. Bold font indicates that it is significantly better than the other methods based on paired t-tests at 95 percent significance level. Fig. 2 . MAEs of different approaches as a function of the number of samples t on different companies.
better than WRL, which shows that dynamically learning the structures of the residual errors is beneficial to online multi-output regression. MORES significantly outperforms RRE, showing that the structure among the regression coefficient matrix change can be helpful for prediction. Finally, MORES obtains better performance than LFP, which demonstrates that it is not enough for MORES if only using the loss function with the corresponding penalty term. We also test the effectiveness of the forgetting factor m in the experiment. We conduct the experiments with different values of m. The results are shown in Fig. 3b . Based on previous analysis in Section 2, if m is set to zero, it means that no historical data are utilized for updating the model on each round. When m is to be 1, all samples have the same weight for calculating the prediction loss. As seen in Fig. 3b , when 0:1 m 0:9 , the performance is improved compared to that of m ¼ 0. This shows that taking advantage of historical data is good for online regression. Moreover, when 0:1 m 0:9 , the performance is better than that of m ¼ 1. It implies that the data in this dataset are indeed evolving. By setting m to higher weights on the newer training samples, the model can adapt to the data stream's evolvement. In addition, when m ¼ 0:9, MORES achieves the best performance.
Finally, we demonstrate the robustness of MORES by introducing different levels of noise on this dataset. We respectively add Gaussian noise with mean 0 and different standard deviations s (s ¼ 0:1; 0:5; 1) to the original features as the new feature representation of the data. We compare our MORES with OMTL that only uses the current data point to update the model. Table 4 lists the results. When m ¼ 0:6, MORES consistently outperforms OMTL with different levels of noise, which demonstrates our method is more robust than OMTL. When m ¼ 0:9, i.e., more training data are involved compared with that of m ¼ 0:6, the robustness of MORES is further improved.
Weather Forecast
We evaluate our algorithms on the weather dataset for weather forecast [41] . This dataset consists of wind speed, wind direction, barometric pressure, water depth, maximum gust, maximum wave height, air temperature, water temperature and average wave height, which is collected every five minutes by a sensor network located on the south coast of England. One and a half years' data containing 143,034 samples are used in the experiments. The first five variables are used as the predictors, and the rest are the response variables.
The experimental results are reported in Table 5 . MORES achieves better prediction performance than the others in most cases. Specifically, MORES obtains 27.7, 27.1, 60.4, 27.4, 27.8, 10.3 percent relative improvement over PA-I, PA-II, iS-PLS, SOMOR, OMTL, and ELLA in terms of the average MAE of all the outputs, respectively.
In addition, we implement the experiments for all the methods with different model update frequencies. The experimental setting is as follows: The model is updated when accumulatively receiving N (=1, 2, 4, 6, 8, 10) training The last column is the average MAE. Bold font indicates that it is significantly better than the other methods based on paired t-tests at 95 percent significance level. data points respectively, while the test is still performed on all the data points. As reported in Table 6 , the prediction accuracies of all the methods are gradually reduced as N increases. Moreover, for various values of N, MORES achieves the best because of dynamic structure learning and the utilization of the historical data. It can be seen that the performance of MORES with N ¼ 8 is better than that of ELLA with N ¼ 2, which is promising.
Sensitivity Analysis
We also study the sensitivity of parameters in our algorithm on the largest dataset, the weather dataset. As shown in Fig. 4 , with fixed m, our method is not sensitive to the parameters b, r, and h. Therefore, we fix b ¼ 1, r ¼ 1, and h ¼ 100 throughout the experiments, so as to reduce the cost of tuning parameters. When m ! 0:7, our method is not sensitive to a with wide range. Therefore, it is not difficult to determine these parameters for our method in practical applications.
Efficiency
We evaluate the update speeds of our algorithm on the three real-world datasets. The experiments are conducted on a laptop with Inter(R) Core(TM) i5-3360M CPU, and MORES are implemented using MATLAB R2014b 64bit edition without parallel operation. We compare our method with ELLA, because of its good prediction accuracy based on the above experimental results. Fig. 5 shows the update speeds of the two approaches. ELLA achieves 189, 100, 242 updates per second on the stock dataset, the Barrett WAM dataset, and the weather dataset, respectively, while MORES performs 2,760, 2,050, 2,957 updates per second on the three datasets, repspectively. MORES is more than 12 times faster than ELLA on the weather dataset, and even 20 times faster on the Barrett WAM dataset. In addition, if we 'MWH', 'AT', 'WT', and 'AWH' denote maximum wave height, air temperature, water temperature, and average wave height, respectively. The last column is the average MAE. Bold font indicates that it is significantly better than the other methods based on paired t-tests at 95 percent significance level. Fig. 4 . The study of parameter sensitivity on the weather dataset. Bold font indicates that it is significantly better than the other methods based on paired t-tests at 95 percent significance level. apply some parallel implementations or use more efficient programming language, the update speed of MORES can be further improved. We also verify the effectiveness and efficiency of the developed online eigenvalue decomposition algorithm for C t;XX . To our knowledge, there is no available multiple-output regression benchmark with high-dimensional inputs so far. To do this, we generate a new dataset with highdimensional feature representation based on an image dataset, the FG-NET dataset. 4 In the FG-NET dataset, there is 1,002 images, and we extract 10,240 features to represent each image. For the outputs of each image, we adopt the same strategy as the synthetic dataset to generate three output variables. We assume the images are arriving in a streaming fashion. When the images comes, we first use the FD technique to sketch C t;XX , and then obtain the approximate eigenvalues and eigenvectors based on (22) . The sketching size l is set to 100 in the experiments. We call this method MORES Appro for short. Fig. 6 shows the results. MORES Appro is around 22 times faster than MORES, while the average MAE of MORES Appro is still comparable to that of MORES.
RELATED WORK
In this section, we review the related works from two aspects: online multi-task learning and batch multiple-output regression.
Online Multi-Task Learning. Dekel et al. [29] aimed to online capture the relationships between the tasks, and leverage the relationships to improve the prediction accuracy. They measured each individual prediction with its own individual loss, and then took advantage of a global loss function to evaluate the quality of the multiple predictions made on each step. Cavallanti et al. [32] proposed an online learning algorithm for multi-task classification. When one training instance of certain task became available, the authors updated the weight vectors for all the tasks simultaneously depending on the rules derived from a pre-defined interaction matrix. The fixed interaction matrix encodes the task relatedness, which is beneficial to multitask classification. Instead of treating the interaction matrix as a priori knowledge, Saha et al. [13] developed an online learning framework which simultaneously learned the weight vectors for all the classification tasks as well as the interaction matrix adaptively from the data. Moreover, the authors exploited the learned interaction matrix to conduct an active learning extension in an online multi-task learning setting. Ruvolo and Eaton [30] proposed a method, called ELLA, which intended to maintain a basis to transfers knowledge for learning each new task, and dynamically update the basis to improve previously learned models. In order to lower the complexity over [30] , Ruvolo and Eaton [33] further took advantage of K-SVD to online learn multiple tasks.
Batch Multiple-Output Regression. Many batch multipleout-put regression algorithms have been proposed, which tries to mine the structure among outputs. Rothman et al. [19] presented MRCE, which jointly learned the output structure in the form of the noise covariance matrix and the regression coefficients for predicting each output. Lee and Liu [45] extended the MRCE model by allowing flexible weights on the individual entries of both the regression coefficients and the noise covariance matrix. Sohn and Kim [20] designed an algorithm to simultaneously estimate the regression coefficient vector for each output along with the covariance structure of the outputs with a shared sparsity assumption on the regression coefficient vectors. Rai et al. [21] proposed an approach that leveraged the covariance structure of the regression coefficient matrix and the conditional covariance structure of the outputs for learning the model parameters. [22] proposed a tree-guided group lasso, or tree lasso, that directly combined statistical strength across multiple related outputs. They estimated the structured sparsity under multi-output regression by employing a novel penalty function constructed from the tree. Since these methods are trained in the batch mode, they are not suitable for online multiple-output prediction.
CONCLUSIONS
In this paper, we proposed a novel online multiple-output regression method for streaming data. The proposed method can simultaneously and dynamically learn the structures of both the regression coefficients change and the residual errors, and leverage the learned structure information to continuously update the model. Meanwhile, we accumulated the prediction error on all the seen samples in an incremental way without information loss, and introduced a forgetting factor to weight the samples so as to fit in data streams' evolvement. The experimental results demonstrated the effectiveness and efficiency of the proposed method.
Weishan Dong received the BE degree in computer science and technology from the University of Science and Technology of China (USTC), in 2004 and the PhD degree in pattern recognition and intelligent system from the Institute of Automation, Chinese Academy of Sciences, in 2009. He also studied as a joint PhD student in the School of Computer Science, University of Birmingham, United Kingdom, in 2008-09. He is a technical lead in Baidu Search. He joined IBM Research-China in 2009. His current research mainly focuses on data mining, especially mining big spatiotemporal data (e.g., location data and mobility data) with addressing large scale and low latency. He is also interested in evolutionary computation and computer vision topics. He also focuses on real-world applications of these technologies in IBM Smarter City solutions and products, including scalable connected vehicle information platform, crime analytics solution, asset management system, and business intelligence software, etc. He has more than 30 refereed publications in international journals and conferences and more than 20 inventions/patent applications.
Xiangfeng Wang received the bachelor's degree in mathematics and applied mathematics and the PhD degree in computational mathematics both from Nanjing University. He is an assistant professor in the Department of Data Science and Engineering, East China Normal University. His research interests include large-scale optimization algorithms and application problems in machine learning, smart grid, and medical imaging. Xin Zhang received the master's degree in computer science from Beihang University, in 2000. He is a research staff member from IBM ResearchChina. He acts as a team leader working on big data processing, intelligence housing. His research interests include data mining and machine learning.
" For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
