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Abstract
We consider the Sobolev inner product
⟨ f, g⟩ =
∫ 1
−1
f (x)g(x)dψ(α,β)(x)+
∫
f ′(x)g′(x)dψ(x),
where dψ(α,β)(x) = (1 − x)α(1 + x)βdx with α, β > −1, and ψ is a measure involving a rational
modification of a Jacobi weight and with a mass point outside the interval (−1, 1). We study the asymptotic
behaviour of the polynomials which are orthogonal with respect to this inner product on different regions
of the complex plane. In fact, we obtain the outer and inner strong asymptotics for these polynomials as
well as the Mehler–Heine asymptotics which allow us to obtain the asymptotics of the largest zeros of these
polynomials. We also show that in a certain sense the above inner product is also equilibrated.
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1. Introduction
The theory of Sobolev orthogonal polynomials has been developed in many aspects during
the last two decades. Different topics for these nonstandard orthogonal polynomials such as
algebraic relations, zeros, differential equations or asymptotics have been treated in many papers.
The surveys [9,11] can give an overview about the results obtained in some topics of this theory,
especially those ones related to asymptotic properties of the Sobolev orthogonal polynomials.
The continuous Sobolev polynomials are orthogonal with respect to an inner product of the
form
⟨ f, g⟩S =
p−
i=0
∫
Ii
f (i)(x)g(i)(x)dψi (x), (1)
where ψi (x) are measures supported on the interval Ii ⊆ R with absolutely continuous parts
different from zero.
When p ≥ 1 the orthogonal polynomials with respect to (1) are nonstandard, that is, they do
not satisfy Favard’s theorem. Therefore, there is no three-term recurrence relation and the nice
and well-known properties of the standard polynomials do not hold anymore. The existence of
the derivatives in the inner product (1) makes a general approach to study this inner product not
be easy. For example, up to we know there is not a Riemann–Hilbert approach to study these
families of orthogonal polynomials. The use of this powerful technique for Sobolev orthogonal
polynomials is a very interesting open question.
The most studied case in the literature is when p = 1 in (1). In this paper, we deal with a
particular case related to a Jacobi weight. In fact, we consider the inner product
⟨ f, g⟩S =
∫ 1
−1
f (x)g(x)(1− x)α(1+ x)βdx +
∫
I1
f ′(x)g′(x)dψ1(x), α, β > −1, (2)
where ψ1 is a measure related to a rational modification of a Jacobi weight with a mass point
outside (−1, 1). Another paper in this direction is [6] where a Gegenbauer weight is considered.
That case is not a symmetrization of the one considered in this paper.
Our objective is to study asymptotic properties of the polynomials orthogonal with respect to
the inner product given in (2). However, it is very important to emphasize two points:
• we choose the measureψ1 in such a way that the pair (ψ0, ψ1) is not a coherent pair according
to Meijer’s classification (see [13]) because this case has been widely studied in the literature.
Furthermore, ψ1 has a mass point outside (−1, 1). Outer strong asymptotics for general
Sobolev orthogonal polynomials have been obtained by Martı´nez–Finkelshtein in [10] when
the measures are absolutely continuous and supported on a smooth Jordan closed curve;
• from the point of view of asymptotics properties the measure in (2) playing the most impor-
tant role is ψ1 because we have a quadratic factor n2 out of the derivatives when we work
with monic polynomials (see the surveys [9,11]). Here, this situation is also true but we will
show that the inner product (2) is equilibrated in some sense. Notice that the technique used
here is different from the one used in [1,2] where varying Sobolev orthogonal polynomials
are considered.
More precisely, we consider
⟨ f, g⟩S =
∫ 1
−1
f (x)g(x)(1− x)α(1+ x)βdx +
∫ 1
−1
f ′(x)g′(x)κ(κ1 + κ2)− κ1x
κ − x
× (1− x)α+1(1+ x)β+1dx + κ2κ3 f ′(κ)g′(κ),
E.X.L. de Andrade et al. / Journal of Approximation Theory 162 (2010) 1945–1963 1947
that can be rewritten as
⟨ f, g⟩S = ⟨ f, g⟩ψ (α,β) + κ1⟨ f ′, g′⟩ψ (α+1,β+1) + κ2⟨ f ′, g′⟩ψ (α,β,κ,κ3) , (3)
where
⟨ f, g⟩ψ (α,β) :=
∫ 1
−1
f (x)g(x)dψ (α,β)(x),
with dψ (α,β)(x) = (1− x)α(1+ x)βdx, α, β > −1, and
⟨ f, g⟩ψ (α,β,κ,κ3) =
∫ 1
−1
f (x)g(x)dψ (α,β,κ)(x)+ κ3 [ f (κ)g(κ)] , (4)
with dψ (α,β,κ)(x) = κ
κ−x dψ
(α+1,β+1)(x).
Under the restrictions |κ| ≥ 1, κ2 ≥ 0, κ3 ≥ 0 and κ1 ≥ − |κ|1+|κ|κ2, the Eq. (3) is an inner
product. The orthogonal polynomials with respect to (3) were introduced in [5]. Very recently,
in [4] the authors have studied the behaviour of the zeros of these orthogonal polynomials for
κ1 ≠ 0.
Thus, we give a new look at (3) and we can observe two points according to the above
comments about the election of the measure ψ1:
• if κ1 ≠ 0, the pair of measures {dψ (α,β), κ1dψ (α+1,β+1) + κ2dψ (α,β,κ,κ3)} does not form a
coherent pair according to Meijer’s classification given in [13];
• the classical Jacobi orthogonal polynomials associated with the measure ψ (α,β) are also
orthogonal with respect to
⟨ f, g⟩ψ (α,β) + κ1⟨ f ′, g′⟩ψ (α+1,β+1) . (5)
Then, when we consider monic polynomials a quadratic factor n2 appears in (5) and now the
two parts,
⟨ f, g⟩ψ (α,β) + κ1⟨ f ′, g′⟩ψ (α+1,β+1) and κ2⟨ f ′, g′⟩ψ (α,β,κ,κ3) ,
in the inner product (3) play a similar role in the asymptotic behaviour of the Sobolev
polynomials. In Section 3 we will show a result (Theorem 3.3) which is similar to Theorem 1
in [1] where the authors balance the inner product (see Remark 3.3).
As we have commented before our objective in this paper is to obtain asymptotic results for the
Sobolev polynomials orthogonal with respect to (3) which allow us to describe these polynomials
in all the complex plane. Notice that the case κ2 = 0 is trivial because the Sobolev polynomials
are the Jacobi polynomials. Thus, along this paper we assume
|κ| ≥ 1, κ1 ≥ 0, κ2 > 0, and κ3 ≥ 0. (6)
We denote by

Sn = S(α,β,κ,κ1,κ2,κ3)n
∞
n=0 the sequence of orthogonal polynomials with
respect to (3) that we call Jacobi–Sobolev orthogonal polynomials.
The structure of the paper is the following: in Section 2 we give a background with properties
of classical Jacobi polynomials and of other polynomials related to them. In Section 3 some
properties of the polynomials Sn are obtained as well as their outer strong asymptotics. In
Section 4 we introduce our results about Mehler–Heine type formulas and their consequences
in the asymptotic behaviour of the zeros of Sn . Finally, in Section 5 we also give the inner strong
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asymptotics for Sn , that is, the asymptotics on (−1, 1) where we use some techniques from
Section 4.
2. Brief background about Jacobi polynomials and related polynomials
We denote the sequence of monic classical Jacobi polynomials by {P(α,β)n }∞n=0. They are
orthogonal with respect to the inner product
⟨ f, g⟩ψ (α,β) :=
∫ 1
−1
f (x)g(x)dψ (α,β)(x) =
∫ 1
−1
f (x)g(x)(1− x)α(1+ x)βdx,
α, β > −1,
and they can also be defined by Rodrigues’ formula
P(α,β)n (x) = (−1)n
0(n + α + β + 1)
0(2n + α + β + 1) (1− x)
−α(1+ x)−β
× d
n
dxn

(1− x)n+α(1+ x)n+β . (7)
The monic Jacobi polynomials satisfy the following three-term recurrence relation
P(α,β)n+1 (x) = (x − β(α,β)n+1 )P(α,β)n (x)− α(α,β)n+1 P(α,β)n−1 (x), n ≥ 1,
where β(α,β)n+1 , n ≥ 0, are real numbers and
α
(α,β)
n+1 =
4n(n + α)(n + β)(n + α + β)
(2n + α + β − 1)(2n + α + β)2(2n + α + β + 1) > 0, n ≥ 1. (8)
As a consequence, the n zeros of P(α,β)n are simple and lie inside (−1, 1). For x = 1, we have
P(α,β)n (1) =
2n0(n + α + 1)0(n + α + β + 1)
0(α + 1)0(2n + α + β + 1) . (9)
Another algebraic relation that we use along this paper is
P(α,β+1)n (x) = P(α+1,β+1)n (x)−
2n(n + β + 1)
(2n + α + β + 1)(2n + α + β + 2) P
(α+1,β+1)
n−1 (x),
n ≥ 1. (10)
Many other properties of Jacobi polynomials can be found, for example, in [7,8,15].
We also need asymptotics properties of the Jacobi polynomials. They can be found in
[8,14,15]. If we denote by ρ(α,β)n = ⟨P(α,β)n , P(α,β)n ⟩ψ (α,β) , then
lim
n→∞
ρ
(α,β)
n
ρ
(α,β)
n+1
= lim
n→∞
1
α
(α,β)
n+2
= 4 and lim
n→∞
ρ
(α,β)
n+1
ρ
(α+1,β+1)
n
= 1. (11)
We consider the complex function
ϕ(z) = z +

z2 − 1, for z ∈ C \ [−1, 1],
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where
√
z2 − 1 > 0 when z > 1, and ϕ(+∞) = +∞. Then, we have the ratio asymptotic
lim
n→∞
P(α,β)n+1 (x)
P(α,β)n (x)
= ϕ(x)
2
, (12)
uniformly on compact subsets of C \ [−1, 1].
To obtain our results we will need some properties of the sequence of polynomials
{P(α,β,κ,κ3)n }∞n=0 orthogonal with respect to the inner product (4). Expanding P(α,β,κ,κ3)n (x) in
terms of Jacobi polynomials, we have
P(α,β,κ,κ3)n (x) = P(α+1,β+1)n (x)+ d(α,β,κ3)n−1 (κ)P(α+1,β+1)n−1 (x), n ≥ 1, (13)
where d(α,β,κ3)n−1 (κ) = − ρ
(α,β,κ,κ3)
n
κρ
(α+1,β+1)
n−1
, with ρ(α,β,κ,κ3)n = ⟨P(α,β,κ,κ3)n , P(α,β,κ,κ3)n ⟩ψ (α,β,κ,κ3) .
We can find in [14] (see also [12]) that
lim
n→∞
P(α,β,κ,κ3)n (x)
P(α,β,κ,0)n (x)
= 1
2
(ϕ(x)− ϕ(κ))2
(x − κ)ϕ(x) , if κ3 > 0,
and
lim
n→∞
P(α+1,β+1)n (x)
P(α,β,κ,0)n (x)
= 1
2
ϕ(x)− ϕ(κ)
x − κ ,
both uniformly on compact subsets of C \ ([−1, 1] ∪ {κ}).
Taking into account these results, in [12] the authors established the following result.
Lemma 2.1. The following limit holds
lim
n→∞
P(α,β,κ,κ3)n (x)
P(α,β)n (x)
=

ϕ′(x)
2

1− ϕ(κ)
ϕ(x)

, if κ3 > 0,
ϕ′(x)
2

1− 1
ϕ(κ)ϕ(x)

, if κ3 = 0,
(14)
uniformly on compact subsets of C \ [−1, 1].
Now, using the previous results we are ready to give the asymptotic behaviour of the
coefficients d(α,β,κ3)n (κ) in (13) in a straightforward way.
Lemma 2.2. For the coefficients d(α,β,κ3)n (κ) in (13) it holds
lim
n→∞ d
(α,β,κ3)
n (κ) =

−ϕ(κ)
2
, if κ3 > 0,
− 1
2ϕ(κ)
, if κ3 = 0.
From (13) and Lemma 2.2 we obtain
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Corollary 2.1.
lim
n→∞
ρ
(α,β,κ,κ3)
n
ρ
(α+1,β+1)
n−1
=

κϕ(κ)
2
, if κ3 > 0,
κ
2ϕ(κ)
, if κ3 = 0.
(15)
3. Outer asymptotics for Jacobi–Sobolev orthogonal polynomials
We recall that Jacobi–Sobolev polynomials are orthogonal with respect to the nonstandard
inner product (3), i.e.,
⟨ f, g⟩S = ⟨ f, g⟩ψ (α,β) + κ1⟨ f ′, g′⟩ψ (α+1,β+1) + κ2⟨ f ′, g′⟩ψ (α,β,κ,κ3) .
In [5, Corollary 4.1.2] the authors established the following recurrence relation for the polyno-
mials Sn
Sn+1(x)+ an(κ, κ1, κ2, κ3)Sn(x) = P(α,β)n+1 (x)+ b(α,β,κ3)n (κ)P(α,β)n (x), n ≥ 1, (16)
with S0(x) = P(α,β)0 (x) = 1, S1(x) = P(α,β)1 (x), bn(κ) := b(α,β,κ3)n (κ) = n+1n d(α,β,κ3)n−1 (κ), and
an := an(κ, κ1, κ2, κ3) =
ρ
(α,β)
n + κ1n2ρ(α+1,β+1)n−1
ρSn
bn(κ), n ≥ 1, (17)
where ρSn := ⟨Sn,Sn⟩S . The coefficients an, n ≥ 2, can be generated recursively by
an = νn(κ1)αn
(α+1,β+1)
νn(κ1)αn(α+1,β+1) + bn−1(κ) {−n(n − 1)κ2κ + νn−1(κ1)[bn−1(κ)− an−1]}bn(κ),
(18)
with initial condition a1 = ν1(κ1)
ν1(κ1)+κ2ρ(α,β,κ,κ3)0 /ρ(α+1,β+1)0
b1(κ), and νn(κ1) = n2κ1 + nn+α+β+1 .
Clearly, from the definition of the sequence bn(κ), we get
lim
n→∞ d
(α,β,κ3)
n−1 (κ) = limn→∞ bn(κ) = b(κ) =

−ϕ(κ)
2
, if κ3 > 0,
− 1
2ϕ(κ)
, if κ3 = 0.
(19)
On the other hand, we can observe that sgn(d(α,β,κ3)n (κ)) = sgn(bn(κ)) = sgn(an) = −sgn(κ).
The following theorem gives us lower and upper bounds for the square of norms ‖Sn‖S
= [ρSn ]1/2.
Theorem 3.1. We have
γ (α,β)n (κ1)+ n2κ2ρ(α,β,κ,κ3)n−1 ≤ ρSn ≤ γ (α,β)n (κ1)+ n2κ2ρ(α,β,κ,κ3)n−1 + b2n−1(κ)γ (α,β)n−1 (κ1),
where γ (α,β)n (κ1) = ρ(α,β)n + κ1n2ρ(α+1,β+1)n−1 , n ≥ 1.
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Proof. Using the extremal property of the norms we get
ρSn = ⟨Sn,Sn⟩S = ⟨Sn,Sn⟩ψ (α,β) + κ1⟨S ′n,S ′n⟩ψ (α+1,β+1) + κ2⟨S ′n,S ′n⟩ψ (α,β,κ,κ3)
≥ ρ(α,β)n + n2κ1ρ(α+1,β+1)n−1 + n2κ2ρ(α,β,κ,κ3)n−1 .
To prove the right-hand side inequality, it is enough to use
ρSn = ⟨Sn,Sn⟩S ≤ ⟨P(α,β)n + bn−1(κ)P(α,β)n−1 , P(α,β)n + bn−1(κ)P(α,β)n−1 ⟩S . 
Now, we are going to establish the asymptotic behaviour of the sequence an . First, we define
κ˜ :=

κ(κ1 + κ2)
κ1
, if κ1 > 0,
+∞, if κ1 = 0, κ ≥ 1,
−∞, if κ1 = 0, κ ≤ −1.
(20)
Observe that the previous definition has sense because
lim
κ1→0+
κ˜ = lim
κ1→0+
κ(κ1 + κ2)
κ1
=
+∞, if κ ≥ 1,
−∞, if κ ≤ −1.
Thus, we have ϕ(κ˜) = ϕ(±∞) = ±∞ when κ1 = 0.
Theorem 3.2. The coefficients an = an(κ, κ1, κ2, κ3) in (16) satisfy
a(κ˜) := lim
n→∞ an = −
1
2ϕ(κ˜)
, (21)
where κ˜ is given in (20).
Proof. Notice that when κ1 = 0, i.e., the coherence case, we have to prove that limn an = 0
according to the previous comments, but this was proved in [12]. Then, we are going to prove
the result for κ1 > 0. From previous theorem and (17) we get
bn(κ)[bn(κ)− an] ≥ 0 and |an| ≤ γ
(α,β)
n (κ1)
γ
(α,β)
n (κ1)+ n2κ2ρ(α,β,κ,κ3)n−1
|bn(κ)|.
If a(κ˜) = limn→∞ an exists, then from the inequality in Theorem 3.1, Eqs. (11) and (15), and
Lemma 2.2,
0 ≤ |a(κ˜)| ≤ κ1
κ1 − 4κ2κb(κ) |b(κ)|. (22)
From (18), we obtain
an = ηnα
(α+1,β+1)
n
ηnα
(α+1,β+1)
n + bn−1(κ) n−1n

−κ2κ + ηn−1 n−1n (bn−1(κ)− an−1)
bn(κ), (23)
where ηn = νn(κ1)/n2. Observe that, when n →∞, ηn → κ1 and, from (8), α(α+1,β+1)n → 1/4.
Thus, if a(κ˜) = limn→∞ an exists, then from (23),
a2(κ˜)−
[
1
4b(κ)
+ b(κ)− κ2κ
κ1
]
a(κ˜)+ 1
4
= 0. (24)
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The two possible values for b(κ) given in Lemma 2.2 lead to
a2(κ˜)+ κ

1+ κ2
κ1

a(κ˜)+ 1
4
= 0.
Hence, choosing the solution that satisfies the restriction given in (22), we obtain
a(κ˜) = −1
2
[
ϕ

κ(κ1 + κ2)
κ1
]−1
.
We now confirm that limn→∞ an = a(κ˜) as given before. From (23), we obtain
|an − a(κ˜)| ≤
 ηnα
(α+1,β+1)
n (bn(κ)− a(κ˜))+ n−1n ϑnbn−1(κ)a(κ˜)
ηnα
(α+1,β+1)
n + bn−1(κ) n−1n

−κ2κ + ηn−1 n−1n (bn−1(κ)− an−1)


+
 ηn−1bn−1(κ)a(κ˜)(an−1 − a(κ˜))ηn α(α+1,β+1)n + bn−1(κ) n−1n −κ2κ + ηn−1 n−1n (bn−1(κ)− an−1)

≤
ηn α
(α+1,β+1)
n (bn(κ)− a(κ˜))+ n−1n ϑnbn−1(κ)a(κ˜)
ηnα
(α+1,β+1)
n − n−1n κ2κbn−1(κ)

+
 ηn−1bn−1(κ)a(κ˜)ηnα(α+1,β+1)n − n−1n κ2κbn−1(κ)
 |an−1 − a(κ˜)| ,
where ϑn = κ2κ − n−1n ηn−1(bn−1(κ)− a(κ˜)).
We have used bn(κ)[bn(κ)− an] ≥ 0 to prove the last inequality. From (24),
lim
n→∞

ηnα
(α+1,β+1)
n (bn(κ)− a(κ˜))+
n − 1
n
ϑnbn−1(κ)a(κ˜)

= κ1b(κ)
[
a2(κ˜)−

1
4b(κ)
− κ2κ
κ1
+ b(κ)

a(κ˜)+ 1
4
]
= 0.
Therefore,
lim sup |an − a(κ˜)| ≤
 κ1κ1 − 4κ2κb(κ)
 |4b(κ)a(κ˜)| lim sup |an−1 − a(κ˜)| .
Thus, the convergence of an is established if we prove that
 κ1κ1−4κ2κb(κ)  |4b(κ)a(κ˜)| < 1. Since
sgn(b(κ)) = −sgn(κ),
 κ1κ1−4κ2κb(κ)  < 1. Now,
|4b(κ)a(κ˜)| =

ϕ(κ)ϕ(κ˜)
 , if κ3 > 0, 1ϕ(κ)ϕ(κ˜)
 , if κ3 = 0.
Since |κ˜| > |κ| ≥ 1, then |ϕ(κ˜)| > |ϕ(κ)| ≥ 1, and thus |4b(κ)a(κ˜)| < 1. Hence, the theorem is
proved. 
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Using the expression (17) together with the results in (11), Lemma 2.2 and Theorem 3.2, since
bn(κ) = −[(n + 1)ρ(α,β,κ,κ3)n ]/[nκρ(α+1,β+1)n−1 ], we obtain
lim
n→∞
n2ρ(α,β,κ,κ3)n
ρSn
= κ
2κ1ϕ(κ˜)
.
Theorem 3.3. For κ1 ≥ 0, we get the following relative asymptotics between the Sobolev poly-
nomials Sn and Jacobi polynomials
lim
n→∞
Sn(x)
P(α,β)n (x)
=

ϕ(x)− ϕ(κ)
ϕ(x)− 1/ϕ(κ˜) , if κ3 > 0,
ϕ(x)− 1/ϕ(κ)
ϕ(x)− 1/ϕ(κ˜) , if κ3 = 0,
(25)
uniformly on compact subsets of C \ [−1, 1].
Proof. From the recurrence relation (16), we can write
fn+1(x) = 1+ gn(x)+ hn(x) fn(x), (26)
where
fn(x) = Sn(x)
P(α,β)n (x)
, gn(x) = bn(κ) P
(α,β)
n (x)
P(α,β)n+1 (x)
and hn(x) = −an P
(α,β)
n (x)
P(α,β)n+1 (x)
are analytic functions on C \ [−1, 1]. Then, using Theorem 3.2, and Eqs. (12) and (19), we get
lim
n→∞ gn(x) = g(x) =
2b(κ)
ϕ(x)
and lim
n→∞ hn(x) = h(x) = −
2a(κ˜)
ϕ(x)
= 1
ϕ(x)ϕ(κ˜)
, (27)
uniformly on compact subsets of C \ [−1, 1].
Let K be an arbitrary compact subset of C \ [−1, 1]. Notice that |h(x)| < 1 and that |g(x)| is
also bounded for all x ∈ C \ [−1, 1]. Hence there exist positive constants M0 < 1 and M1, and
a positive integer N such that for all n ≥ N ,
|hn(x)| ≤ M0 < 1 and |gn(x)| ≤ M1 when x ∈ K .
Notice that N depends on K but M0 and M1 do not. Hence from (26),
| fN+1(x)| ≤ 1+ M1 + M0| fN (x)|,
...
| fN+i (x)| ≤ (1+ M1)(1− M
i
0)
1− M0 + M
i
0| fN (x)| <
1+ M1
1− M0 + | fN (x)|.
Therefore, fn is uniformly bounded on K , and since K is an arbitrary compact subset of
C \ [−1, 1] we get that the sequence fn is uniformly bounded on compact subsets of C \ [−1, 1].
Now, we show that the sequence { fn} converges uniformly on compact subsets of C\ [−1, 1].
First, if the limit f (x) exists, then from (26) it satisfies
f (x) = 1+ g(x)+ h(x) f (x). (28)
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Thus, from (27),
f (x) = ϕ(x)+ 2b(κ)
ϕ(x)+ 2a(κ˜) . (29)
Using (26) and (28),
| fn+1(x)− f (x)| ≤ |gn(x)− g(x)| + |hn(x)− h(x)| | fn(x)| + |h(x)| | fn(x)− f (x)|,
and since fn is uniformly bounded on compact subsets of C \ [−1, 1], we get
lim sup
n→∞
| fn+1(x)− f (x)| ≤ M0 lim sup
n→∞
| fn(x)− f (x)|.
Since 0 < M0 < 1, the convergence of fn(x) to f (x) follows. Finally, it only remains to use
Lemma 2.2, Theorem 3.2, and (29) to prove the theorem. 
Since we can write
Sn(x)
P(α,β,κ,κ3)n (x)
= Sn(x)
P(α,β)n (x)
P(α,β)n (x)
P(α,β,κ,κ3)n (x)
,
using the above theorem and (14) we obtain:
Corollary 3.1. For κ1 ≥ 0 and κ3 ≥ 0, it holds
lim
n→∞
Sn(x)
P(α,β,κ,κ3)n (x)
= 2
ϕ′(x)
1
1− 1/(ϕ(x)ϕ(κ˜)) ,
uniformly on compact subsets of C \ supp(ψ (α,β,κ,κ3)).
Remark 3.1. Observe that, from this theorem, we can deduce the outer strong asymptotics for
the Jacobi–Sobolev orthogonal polynomials taking into account the corresponding one for the
classical Jacobi polynomials (see, for example, [15, Th. 8.21.7]).
Remark 3.2. We can recover some results appearing in [12] for coherent pairs of Jacobi type.
For example, taking κ1 = 0 in Corollary 3.1 we get
lim
n→∞
Sn(x)
P(α,β,κ,κ3)n (x)
= 2
ϕ′(x)
,
uniformly on compact subsets of C \ supp(ψ (α,β,κ,κ3)).
Remark 3.3. The most interesting case is when κ1 > 0 because we are not in the framework of
coherence. According to the comments in Section 1, when κ1 > 0 the two parts, ⟨ f, g⟩ψ (α,β)
+ κ1⟨ f ′, g′⟩ψ (α+1,β+1) and κ2⟨ f ′, g′⟩ψ (α,β,κ,κ3) , in the inner product (3) have relevance in the
asymptotic behaviour of the Sobolev polynomials. In this sense, we can say that (3) is an
equilibrated inner product. We are going to explain this affirmation. Of course, the ideas exposed
here are different from the method developed in [1] and later in [2], but we can establish a relation
between Theorem 3.3 and Theorem 1 in [1].
In [1] the authors consider the varying Sobolev inner product
⟨p, q⟩S =
∫
pqdµ0 + λn
∫
p′q ′dµ1,
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where (µ0, µ1) is a coherent pair and λn is a decreasing sequence of real positive numbers
satisfying some properties, specially limn→∞ n2λn = L ∈ [0,+∞]. To equilibrate the inner
product we choose L ∈ (0,+∞). They denote by Pn and Tn the orthogonal polynomials with
respect to the measure µ0 and µ1, respectively, by Qn,λn the Sobolev orthogonal polynomials,
and
πn =
∫
P2n dµ0, kn(λn) = ⟨Qn,λn , Qn,λn ⟩S .
Then, they prove in Theorem 1 that
lim
n→∞
Qn,λn (x)
Pn(x)
= Ψ(x)
k(L)Ψ(x)+ (1− k(L))ϕ′(x)/2 ,
uniformly on compact subsets of C \ [−1, 1], where
k(L) := lim
n→∞
πn
kn(λn)
∈ [0, 1], Ψ(x) = lim
n→∞
Tn(x)
Pn(x)
= ϕ
′(x)
2

1− 2σ
ϕ(x)

,
with σ being a constant. Thus, the above limit can be rewritten after straightforward computations
as
lim
n→∞
Qn,λn (x)
Pn(x)
= ϕ(x)− 2σ
ϕ(x)− 2σk(L) , (30)
uniformly on compact subsets ofC\[−1, 1]. Observe that this asymptotic behaviour is analogous
to the one obtained in Theorem 3.3. Furthermore, it is possible to establish a relation between
the constants in (25) and (30). We can observe that the asymptotic behaviour of the norms
k(L) = lim
n→∞
πn
kn(λn)
(31)
considered in [1, Theorem 1] can be expressed in our framework as
lim
n→∞
κ1n2ρ
α,β
n
ρSn
=

1
ϕ(κ)ϕ(κ˜)
, if κ3 > 0,
ϕ(κ)
ϕ(κ˜)
, if κ3 = 0.
The factor n2 now appearing in the above limit is natural since in (31) it is implicitly considered
because the simplest choice of λn to balance the inner product is λn = 1/n2.
The key to this situation is the term κ1⟨ f ′, g′⟩ψ (α+1,β+1) which in this case plays a similar role
to the one played by the varying sequence λn in [1]. However, we point out that the techniques
developed to balance Sobolev inner products in [1,2] are more general.
4. Mehler–Heine type asymptotics for Jacobi–Sobolev polynomials
In [4] the authors have shown that under the conditions
κ2 ≥ 2κ1 ≥ 0, κ3 ≥ 0, α + β > 2 and

α ≤ β, ifκ ≤ −1,
α ≥ β, if κ ≥ 1, (32)
the polynomial Sn has n different real zeros and at least n−1 of them lie inside (−1, 1), although
numerical experiments lead the authors to conjecture that this happens for all valid values of
the parameters. If we denote the zeros of Sn by sn,i , i = 1, 2, . . . , n, in a decreasing order,
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i.e., sn,n < sn,n−1 < · · · < sn,1, then we can have all zeros inside (−1, 1) or sn,1 > 1 or
sn,n < −1.
Choosing x = κ with |κ| ≥ 1 in (25), since P(α,β)n (κ) ≠ 0, we can conclude that, for κ3 > 0,
lim
n→∞ sn,1 = κ, if κ ≥ 1,
lim
n→∞ sn,n = κ, if κ ≤ −1.
Mehler–Heine type formulas are a good technique to analyze the asymptotic behaviour of the
zeros of families of orthogonal polynomials for which these formulas are known. Mehler–Heine
formula for monic Jacobi orthogonal polynomials is (see [15, Th. 8.1.1])
lim
n→∞
2n P(α,β)n (cos(x/(n + j)))
nα+ 12
=
√
π
2β
x−α Jα(x) (33)
uniformly on compact subsets of the complex plane C, where j ∈ Z is fixed and Jα is the Bessel
function of the first kind.
We define the polynomials
R(α,β,κ,κ3)n (x) := P(α,β)n (x)+ b(α,β,κ3)n−1 (κ)P(α,β)n−1 (x), n ≥ 1, (34)
and R(α,β,κ,κ3)0 (x) = 1. These polynomials appear on the right-hand side of relation (16). From
(33) we can obtain a Mehler–Heine type formula for R(α,β,κ,κ3)n .
Lemma 4.1. We have for a fixed j ∈ Z and α, β > −1,
lim
n→∞
2n R(α,β,κ,κ3)n (cos(x/(n + j)))
nα+ 12
= (1+ 2b(κ))
√
π
2β
x−α Jα(x),
uniformly on compact subsets of C.
Proof. From (34) we get
2n R(α,β,κ,κ3)n (cos(x/(n + j)))
nα+ 12
= 2
n P(α,β)n (cos(x/(n + j)))
nα+ 12
+ 2b(α,β,κ3)n−1 (κ)
× (n − 1)
α+ 12
nα+ 12
2n−1 P(α,β)n−1 (cos(x/(n + j)))
(n − 1)α+ 12
.
The result follows from (19) and (33). 
Later we will need the following technical result that has been proved in [3].
Lemma 4.2. Let {cn}∞n=0 be a sequence of real numbers such that limn→∞ cn = c and |c| < 1.
For n ≥ 0, and i = 1, 2, . . . , n, let t (n)i =
∏i
j=1 cn− j and t
(n)
0 = 1. Then, there exist constants
P and r, with P > 1 and 0 < r < 1, such that |t (n)i | < Pr i for all n ≥ 0 and 0 ≤ i ≤ n.
Now we can obtain a Mehler–Heine type formula for Jacobi–Sobolev orthogonal polynomi-
als, Sn .
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Theorem 4.1. We have for α, β > −1 and κ1 ≥ 0,
lim
n→∞
2nSn (cos(x/n))
nα+ 12
= 1+ 2b(κ)
1+ 2a(κ˜)
√
π
2β
x−α Jα(x), (35)
uniformly on compact subsets of the complex plane, where a(κ˜) and b(κ) are given in (19) and
(21), respectively.
Proof. From (34) we can write Sn(x) = R(α,β,κ,κ3)n (x) − an−1Sn−1(x), n ≥ 1. Then, applying
this relation recursively we get
Sn(x) =
n−
i=0
(−1)i u(n)i R(α,β,κ,κ3)n−i (x), n ≥ 1,
where u(n)i =
∏i
j=1 an− j for i = 1, 2, . . . , n, and u(n)0 = 1.
Thus, we can write
2nSn (cos(x/n))
nα+ 12
=
n−
i=0
rn,i (cos(x/n)) ,
where
rn,i (cos(x/n)) := (−1)i 2i u(n)i
(n − i)α+ 12
nα+ 12
2n−i R(α,β,κ,κ3)n−i (cos(x/n))
(n − i)α+ 12
.
We use Theorem 3.2 and Lemma 4.2 with t (n)i = 2i u(n)i and we get
|2i u(n)i | =
2i i∏
j=1
an− j
 = |2an−12an−2 · · · 2an−i | < Pr i , (36)
where 0 < r < 1 and P > 1. Then, given a compact subset K ⊂ C, from (36) and Lemma 4.1,
there exists a constant P˜ , depending only on K , such that
|rn,i (cos(x/n)) | < P˜r i , i = 0, 1, . . . , n and x ∈ K .
This result allows us to use the Lebesgue dominated convergence theorem and we obtain
lim
n→∞
2nSn (cos(x/n))
nα+1/2
=
∞−
i=0
lim
n→∞ rn,i (cos(x/n))
= (1+ 2b(κ))
√
π
2β
x−α Jα(x)
∞−
i=0
(−2a(κ˜))i ,
from where the result follows. 
Remark 4.1. According to (19) when κ = 1 we obtain limn→∞ d(α,β,κ3)n−1 (1) = limn→∞
b(α,β,κ3)n (1) = b(1) = −1/2. In this case the above theorem does not provide asymptotic
information because the value of the limits in the previous theorem is equal to zero. On the
other hand, when κ ≠ 1 Theorem 4.1 is useful to obtain the asymptotic behaviour of the largest
zeros of these polynomials. Applying Hurwitz’s Theorem in (35) we get the following result.
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Corollary 4.1. Under the assumptions (32) with κ ∉ (−1, 1], let sn,m < sn,m−1 < · · · < sn,2 <
sn,1 be the m zeros of Sn inside (−1, 1). Then,
lim
n→∞ n arccos(sn,i ) = j
(α)
i ,
where 0 < j (α)1 < j
(α)
2 < · · · < j (α)m denote the first m positive zeros of Bessel function of the
first kind Jα .
4.1. Mehler–Heine type asymptotics for Jacobi–Sobolev orthogonal polynomials when κ = 1
As we have just observed, we need to find another Mehler–Heine type formula for Sn when
κ = 1. First of all we need to find a Mehler–Heine type formula for the polynomial P(α,β,1,κ3)n
orthogonal with respect to the inner product
⟨ f, g⟩ψ (α,β,1,κ3) =
∫ 1
−1
f (x)g(x)(1− x)α(1+ x)β+1dx + κ3 f (1)g(1),
with κ3 ≥ 0 and α, β > −1.
Using (10) and (13) we can write
P(α,β,1,κ3)n (x) = P(α,β+1)n (x)+ A(α,β,κ3)n (1)P(α+1,β+1)n−1 (x), n ≥ 1, (37)
where
A(α,β,κ3)n (1) =
2n(n + β + 1)
(2n + α + β + 1)(2n + α + β + 2) + d
(α,β,κ3)
n−1 (1) :=
B(α,β,κ3)n (1)
C (α,β,κ3)n (1)
. (38)
But now, for any value of κ , using (13), we can rewrite d(α,β,κ3)n−1 (κ) as
d(α,β,κ3)n−1 (κ) = −
I (α,β)n (κ)+ κ3 P(α+1,β+1)n (κ)
I (α,β)n−1 (κ)+ κ3 P(α+1,β+1)n−1 (κ)
, n ≥ 1, (39)
with
I (α,β)n (κ) =
∫ 1
−1
P(α+1,β+1)n (x)
κ
κ − x (1− x)
α+1(1+ x)β+1dx . (40)
Then, taking into account Eqs. (10), (38) and (40) we get
B(α,β,κ3)n (1) =
2n(n + β + 1)
(2n + α + β + 1)(2n + α + β + 2) I
(α,β)
n−1 (1)− I (α,β)n (1)
+ κ3

2n(n + β + 1)P(α+1,β+1)n−1 (1)
(2n + α + β + 1)(2n + α + β + 2) − P
(α+1,β+1)
n (1)

= −κ3 P(α,β+1)n (1), (41)
C (α,β,κ3)n (1) = I (α,β)n−1 (1)+ κ3 P(α+1,β+1)n−1 (1). (42)
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Now, substituting P(α+1,β+1)n (x) by its Rodrigues’ formula (7) in the integral in (40) and
integrating by parts n times, we obtain for κ = 1
I (α,β)n (1) = n!2n+α+β+2
0(n + α + β + 3)
0(2n + α + β + 3)
∫ 1
0
(1− t)αtn+β+1dt
= n! 2n+α+β+2 0(n + α + β + 3)
0(2n + α + β + 3)B(n + β + 2, α + 1),
where B(x, y) is the well-known beta function. Using that B(x, y) = 0(x)0(y)
0(x+y) (see [15]), we can
write
I (α,β)n (1) = n! 2n+α+β+2
0(α + 1)0(n + β + 2)
0(2n + α + β + 3) .
From (9) and previous equation we obtain
lim
n→∞
I (α,β)n−1 (1)
P(α+1,β+1)n−1 (1)
= 0 and lim
n→∞
n P(α,β+1)n (1)
P(α+1,β+1)n−1 (1)
= α + 1. (43)
Now, we are ready to prove the following Mehler–Heine type formula for the polynomial
P(α,β,1,κ3)n .
Theorem 4.2. We have for α > −1 and β > −1,
lim
n→∞
2n P(α,β,1,κ3)n (cos(x/n))
nα+ 12
=

−
√
π
2β+1
x−α Jα+2(x), if κ3 > 0,
√
π
2β+1
x−α Jα(x), if κ3 = 0,
uniformly on compact subsets of the complex plane.
Proof. If κ3 = 0 we have P(α,β,1,0)n (x) = P(α,β+1)n (x), then A(α,β,0)n (1) = 0, and the result
follows from (33).
Consider now κ3 > 0. From (41) and (42) we can write A
(α,β,κ3)
n (1) as
A(α,β,κ3)n (1) = −
κ3 P
(α,β+1)
n (1)
I (α,β)n−1 (1)+ κ3 P(α+1,β+1)n−1 (1)
= −κ3
P(α,β+1)n (1)/P(α+1,β+1)n−1 (1)
I (α,β)n−1 (1)/P
(α+1,β+1)
n−1 (1)+ κ3
.
From (43) we obtain
lim
n→∞ n A
(α,β,κ3)
n (1) = −(α + 1). (44)
Using (37) we can write
2n P(α,β,1,κ3)n (cos(x/n))
nα+1/2
= 2
n P(α,β+1)n (cos(x/n))
nα+1/2
+ 2n A(α,β,κ3)n (1)

n − 1
n
α+3/2 2n−1 P(α+1,β+1)n−1 (cos(x/n))
(n − 1)α+3/2 .
Applying (33) and (44) we get
lim
n→∞
2n P(α,β,1,κ3)n (cos(x/n))
nα+1/2
=
√
π
2β+1
x−α

Jα(x)− 2(α + 1)x−1 Jα+1(x)

.
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The result of the theorem follows using the property of Bessel function Jα+2(x) + Jα(x) =
2(α + 1)x−1 Jα+1(x) (see [15, p. 15]). 
Considering (13) and (34) we can rewrite R(α,β,1,κ3)n in terms of the polynomials
P(α−1,β−1,1,κ3)n and P(α,β)n−1 as follows
R(α,β,1,κ3)n (x) = P(α−1,β−1,1,κ3)n (x)+

b(α,β,κ3)n−1 (1)− d(α−1,β−1,κ3)n−1 (1)

P(α,β)n−1 (x),
with α > 0 and β > −1 since ⟨ f, g⟩ψ (α,β,1,κ3) =
 1
−1 f (x)g(x)(1 − x)α−1(1 + x)βdx +
κ3 f (1)g(1). Therefore, we have
2n R(α,β,1,κ3)n (cos(x/n))
nα−1/2
= 2
n P(α−1,β−1,1,κ3)n (cos(x/n))
nα−1/2
+ 2nD(α,β,κ3)n−1 (1)

n − 1
n
α+1/2 2n−1 P(α,β)n−1 (cos(x/n))
(n − 1)α+1/2 ,
with D(α,β,κ3)n−1 (κ) = b(α,β,κ3)n−1 (κ) − d(α−1,β−1,κ3)n−1 (κ). To obtain a Mehler–Heine type formula
for the polynomials R(α,β,1,κ3)n we need to know the behaviour of nD
(α,β,κ3)
n (1) when n tends to
infinity. For this purpose let us obtain limn→∞ n

1+ 2d(α,β,κ3)n−1 (1)

.
Using (9), (39) and (40), we get
1+ 2d(α,β,κ3)n−1 (1) =
I (α,β)n−1 (1)− 2I (α,β)n (1)+ κ3

P(α+1,β+1)n−1 (1)− 2P(α+1,β+1)n (1)

I (α,β)n−1 (1)+ κ3 P(α+1,β+1)n−1 (1)
= A˜
(α,β)
n I
(α,β)
n−1 (1)/P
(α+1,β+1)
n−1 (1)+ κ3 B˜(α,β)n
I (α,β)n−1 (1)/P
(α+1,β+1)
n−1 (1)+ κ3
, n ≥ 1,
with
A˜(α,β)n = 1−
4n(n + β + 1)
(2n + α + β + 1)(2n + α + β + 2) ,
B˜(α,β)n = 1−
4(n + α + 1)(n + α + β + 2)
(2n + α + β + 1)(2n + α + β + 2) .
It is clear that
lim
n→∞ n A˜
(α,β)
n = α + 1/2 and limn→∞ n B˜
(α,β)
n = −(α + 3/2).
From this and (43) it immediately follows that
lim
n→∞ n

1+ 2d(α,β,κ3)n−1 (1)

=
−(α + 3/2), if κ3 > 0,
α + 1/2, if κ3 = 0.
In the same way, we get
lim
n→∞ n

1+ 2b(α,β,κ3)n (1)

=
−(α + 5/2), if κ3 > 0,
α − 1/2, if κ3 = 0,
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and, finally, we obtain
lim
n→∞ nD
(α,β,κ3)
n−1 (1) = limn→∞ n

b(α,β,κ3)n−1 (1)− d(α−1,β−1,κ3)n−1 (1)

=
−1, if κ3 > 0,
0, if κ3 = 0.
Thus, we can obtain a Mehler–Heine type formula for the polynomials R(α,β,1,κ3)n .
Theorem 4.3. For α > 0, β > −1, it holds
lim
n→∞
2n R(α,β,1,κ3)n (cos(x/n))
nα− 12
=

−
√
π
2β
x−α

x Jα+1(x)+ 2Jα(x)

, if κ3 > 0,
√
π
2β
x−(α−1) Jα−1(x), if κ3 = 0,
uniformly on compact subsets of the complex plane.
Now, using the above theorem and the same arguments as in the proof of Theorem 4.1, we can
obtain a Mehler–Heine type formula for the Jacobi–Sobolev orthogonal polynomials, Sn , when
κ = 1.
Theorem 4.4. For α > 0, β > −1 and κ1 ≥ 0, uniformly on compact subsets of the complex
plane it holds
• for κ3 > 0,
lim
n→∞
2nSn (cos(x/n))
nα− 12
= − 1
1+ 2a(κ˜)
√
π
2β
x−α

x Jα+1(x)+ 2Jα(x)

,
• for κ3 = 0,
lim
n→∞
2nSn (cos(x/n))
nα− 12
= 1
1+ 2a(κ˜)
√
π
2β
x−(α−1) Jα−1(x),
where a(κ˜) is given in (21).
When κ = 1 the above theorem is useful to obtain the asymptotic behaviour of the largest
zeros of the polynomials Sn . Applying Hurwitz’s Theorem we get the following result.
Corollary 4.2. Under the assumptions (32) and κ = 1, let sn,m < sn,m−1 < · · · < sn,2 < sn,1
be the m zeros of Sn inside (−1, 1). Then,
• if κ3 > 0 then
lim
n→∞ n arccos(sn,i ) = h
(α)
i ,
where 0 < h(α)1 < h
(α)
2 < · · · < h(α)m denote the first m positive zeros of the function
Hα(x) = x Jα+1(x)+ 2Jα(x),
• if κ3 = 0 then
lim
n→∞ n arccos(sn,i ) = j
(α−1)
i ,
where 0 < j (α−1)1 < j
(α−1)
2 < · · · < j (α−1)m denote the first m positive zeros of Bessel
function Jα−1(x).
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5. Inner strong asymptotics for Jacobi–Sobolev orthogonal polynomials
In this section we establish the asymptotics for the Jacobi–Sobolev polynomials Sn inside
(−1, 1). For this purpose we need some properties of monic Jacobi polynomials that we can
find, for example, in [8] or [15].
Proposition 5.1. Let α, β be arbitrary real numbers, θ ∈ (0, π) and N = n + (α + β + 1)/2.
Then, the Jacobi orthogonal polynomials P(α,β)n (x) satisfy
•
2n P(α,β)n (cos θ) =
√
π
2α+β
σ (α,β)n k(θ) cos(Nθ + γ )+ O(n−1), (45)
where
σ (α,β)n =
22n+α+β0(n + α + β + 1)0(n + 1)√
nπ0(2n + α + β + 1) ,
k(θ) = π− 12

sin
θ
2
−α− 12 
cos
θ
2
−β− 12
and γ = −

α + 12

π
2
.
• If α > −1,
2n P(α,β)n (cos θ)√
n
=
√
π
2α+β
δ(α,β)n k1(θ)Jα(Nθ)+ O(n−
3
2 ), (46)
where
δ(α,β)n =
22n+α+β0(n + α + β + 1)0(n + α + 1)N−α√
nπ0(2n + α + β + 1) ,
and
k1(θ) =

θ
sin θ
 1
2

sin
θ
2
−α 
cos
θ
2
−β
.
Both formulas hold uniformly in [ε, π − ε] with ε > 0.
Remark 5.1. It is important to observe that
lim
n→∞ σ
(α,β)
n = limn→∞ δ
(α,β)
n = 1.
From (34), we have for θ ∈ (0, π)
2n R(α,β,κ,κ3)n (cos θ) = 2n P(α,β)n (cos θ)+ 2b(α,β,κ3)n−1 (κ)2n−1 P(α,β)n−1 (cos θ), n ≥ 1,
and using (19) and (45) we get 2n R(α,β,κ,κ3)n (cos θ) is uniformly bounded in (0, π). Thus, taking
into account (19), (45) and (46) we obtain
2n R(α,β,κ,κ3)n (cos θ)√
n
= 2
n P(α,β)n (cos θ)√
n
+ 2b
(α,β,κ3)
n−1 (κ)√
n
2n−1 P(α,β)n−1 (cos θ)
=
√
π
2α+β
δ(α,β)n k1(θ)Jα(Nθ)+ O(n−
1
2 ), (47)
uniformly in [ε, π − ε] with ε > 0. Thus, we establish
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Theorem 5.1. Under the assumptions (6) it holds
2nSn(cos θ)√
n
=
√
π
2α+β
δ(α,β)n k1(θ)Jα(Nθ)+ O(n−
1
2 ),
uniformly in [ε, π − ε] with ε > 0, where δ(α,β)n , k1(θ), and N are given in Proposition 5.1 with
limn→∞ δ(α,β)n = 1.
Proof. We proceed as in Theorem 4.1 proving that 2nSn(cos θ) is uniformly bounded in (0, π)
and taking into account the inner strong asymptotics for the polynomials R(α,β,κ,κ3)n given in
(47). 
Acknowledgments
We thank the anonymous referees for the revision of the manuscript. Their constructive
comments and suggestions helped in improving this article. The first and second authors’ work
was partially supported by grants from CAPES, CNPq and FAPESP of Brazil. The third and
fourth authors’ work was partially supported by MICINN of Spain under Grant MTM2008-
06689-C02-01 and Junta de Andalucı´a (FQM229 and P06-FQM-1735).
References
[1] M. Alfaro, A. Martı´nez-Finkelshtein, M.L. Rezola, Asymptotic properties of balanced extremal Sobolev
polynomials: coherent case, J. Approx. Theory 100 (1999) 44–59.
[2] M. Alfaro, J.J. Moreno-Balca´zar, A. Pen˜a, M.L. Rezola, Sobolev orthogonal polynomials: balance and asymptotics,
Trans. Amer. Math. Soc. 361 (2009) 547–560.
[3] M. Alfaro, J.J. Moreno-Balca´zar, M.L. Rezola, Laguerre–Sobolev orthogonal polynomials: asymptotics for
coherent pairs of type II, J. Approx. Theory 122 (2003) 79–96.
[4] E.X.L. Andrade, C.F. Bracciali, M.V. Mello, T.E. Pe´rez, Zeros of Jacobi–Sobolev orthogonal polynomials following
non-coherent pair of measures, Comput. Appl. Math. (in press).
[5] A.C. Berti, C.F. Bracciali, A. Sri Ranga, Orthogonal polynomials associated with related measures and Sobolev
orthogonal polynomials, Numer. Algorithms 34 (2003) 203–216.
[6] C.F. Bracciali, L. Castan˜o-Garcı´a, J.J. Moreno-Balca´zar, Some asymptotics for Sobolev orthogonal polynomials
involving Gegenbauer weights, J. Comput. Appl. Math. (in press).
[7] T.S. Chihara, An Introduction to Orthogonal Polynomials, in: Mathematics and its Applications Series, Gordon and
Breach, New York, 1978.
[8] M.E. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, in: Encyclopedia of Mathematics
and its Applications, vol. 98, Cambridge University Press, 2005.
[9] F. Marcella´n, J.J. Moreno-Balca´zar, Asymptotics and zeros of Sobolev orthogonal polynomials on unbounded
supports, Acta Appl. Math. 94 (2006) 163–192.
[10] A. Martı´nez-Finkelshtein, Bernstein–Szego˝’s theorem for Sobolev orthogonal polynomials, Constr. Approx. 16
(2000) 73–84.
[11] A. Martı´nez-Finkelshtein, Analytic aspects of Sobolev orthogonality revisited, J. Comput. Appl. Math. 127 (2001)
255–266.
[12] A. Martı´nez-Finkelshtein, J.J. Moreno-Balca´zar, T.E. Pe´rez, M.A. Pin˜ar, Asymptotics of Sobolev orthogonal
polynomials for coherent pairs of measures, J. Approx. Theory 92 (1998) 280–293.
[13] H.G. Meijer, Determination of all coherent pairs, J. Approx. Theory 89 (1997) 321–343.
[14] P. Nevai, Orthogonal Polynomials, in: Memoir. Amer. Math. Soc., vol. 213, Amer. Math. Soc., Providence, RI,
1979.
[15] G. Szego˝, Orthogonal Polynomials, 4th ed., in: Amer. Math. Soc. Colloq. Publ., vol. 23, Amer. Math. Soc.,
Providence, RI, 1975.
