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The visualization of 3D models of the patient’s body
emerges as a priority in surgery. In this paper two
different visualization and interaction systems are pre-
sented: a virtual interface and a low cost multi-touch
screen. The systems are able to interpret in real-time
the user’s movements and can be used in the surgical
pre-operative planning for the navigation and manipu-
lation of 3D models of the human body built from CT
images. The surgeon can visualize both the standard
patient information, such as the CT image dataset, and
the 3D model of the patient’s organs built from these
images. The developed virtual interface is the first
prototype of a system designed to avoid any contact with
the computer so that the surgeon is able to visualize
models of the patient’s organs and to interact with these,
moving the finger in the free space. The multi-touch
screen provides a custom user interface developed for
doctors’ needs that allows users to interact, for surgical
pre-operative planning purposes, both with the 3D model
of the patient’s body built from medical images, and with
the image dataset.
Keywords: user interface, medical imaging, multi-touch
screen, surgical planning
1. Introduction
Modern medical imaging provides an accurate
knowledge of patient’s anatomy and pathologies
and, even though the information interpreta-
tion of the computed tomography (CT) and the
magnetic resonance images (MRI) remains a
difficult task, image processing methods, high-
speed graphic workstations and virtual reality
techniques have expanded the possibilities in
the area of diagnosis and treatment, making it
possible to localize the pathologies more accu-
rately and to see the anatomic relationships like
never before.
Minimally Invasive Surgical (MIS) procedures
could greatly benefit from the visualization of
3D models of the specific patient’s organs and
the introduction of new interaction modalities
with such models could allow the surgeon to
get all visual information he needs for a more
accurate diagnosis and for a more detailed sur-
gical pre-operative planning.
Several research teams have been dealt with
in the development of advanced modalities of
interaction and visualization in many applica-
tion fields, and various gesture-based interfaces,
someof these inmedical applications, have been
developed; the trackedmovements of the fingers
provide a more natural and less-restrictive way
of 3D model manipulating.
Grätzel et al. [3] have presented a non-contact
mouse for surgeon-computer interaction in or-
der to replace the standard computer mouse
functions with the hand gestures.
Wachs et al. [17] have presentedGestix, a vision-
based hand gesture capture and recognition sys-
tem for the navigation and manipulation of ima-
ges.
O’Hagan and Zelinsky [10] have presented a
prototype of interface, based on a tracking sys-
tem, where a finger is used as a pointing and a
selection device.
The collaboration between the MIT Artificial
Intelligence Lab and the Surgical Planning Lab-
oratory of Brigham [4] has led to the develop-
ment of solutions that support the pre-operative
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surgical planning and the intra-operative surgi-
cal guidance.
Hartmut et al. [6] have described the integra-
tion of image analysis methods with a commer-
cial image-guided navigation system for neuro-
surgery (the BrainLAB Vector Vision Cranial
System).
Feied et al. [2] have developed a hand-free sys-
tem to review digital radiologic images during
a clinical procedure so that the clinicians can
avoid the contact with the keyboards and mice
that are potential sources for contamination.
Vilimek and Zander [16] have combined eye-
gaze input with a brain-computer interface in
order to obtain a more reliable and less error
prone contactless interaction. The multimodal
interface involves eye movements to determine
the object of interest and a Brain-Computer In-
terface to simulate the mouse click.
Cheng et al. describe [1] the use of textile, multi-
electrode capacitive on body sensing for con-
tactless detection of simple control gestures in
a hospital ward scenario. The focus is the de-
sign, implementation, and evaluation of a sens-
ing system and the detection of gestures with
the multi-electrode design.
Ishikawa et al. [7] have introduced a touchless
input device and gesture commands for oper-
ating a PC that negates the need to touch it or
wear input devices to use it. They have used dis-
tance sensor to capture gestures and this solu-
tion makes the device very simple. The system
is practical enough to use for viewer operation,
so it is applicable for not only PCs, but also au-
diovisual devices like TVs and HDD recorders.
W. Gu at al. [5] have developed a touchless
infrared-tracking interface for image viewing
and manipulation. The system can be tuned on
the needs of the doctors and is based on an in-
frared camera and an image-processing unit in
combination with modular pointing and click-
ing devices. The interchangeable pointing de-
vices include retro-reflectors that can be incor-
porated onto gloves, surgical tools or head wear
and allow for hands-free mouse cursor control
if desired. Clicking can be performed via foot
control, manual clicker or voice control.
In this paper, we present the first prototypes of
two advanced visualization and interaction sys-
tems used for the surgical pre-operative plan-
ning: a virtual interface and a low cost multi-
touch screen. The systems are able to visualize
the 3D model of a patient’s body built from a
medical images dataset, to interpret in real-time
the user’s movements and to provide the possi-
bility of interaction with the 3D models of the
organs.
This work is part of the ARPED Project (Aug-
mented Reality Application in Pediatric Min-
imally Invasive Surgery) that has been funded
by the FondazioneCassa di Risparmio di Puglia.
The aim of the ARPED Project is the design and
development of an Augmented Reality system
that can support a surgeon involved in a laparo-
scopic surgical procedure.
2. The 3D Models of the Organs
An efficient 3D reconstruction of the patient’s
anatomy can be provided from his medical im-
age (MRI or CT) in order to improve the stan-
dard slice view by the visualization of 3D mod-
els of the organs. Some segmentation and clas-
sification algorithms have been applied in or-
der to distinguish the different anatomical struc-
tures; the grey levels in the medical images are
replaced with colors associated to the organs.
Currently, there are different image processing
tools used for the visualization of medical im-
ages and for the 3D modelling of human organs;
some of these tools are commercial and other
are open source. Some of the most important
are Mimics [9], 3D Slicer [19], OsiriX [12] and
ITK-SNAP [18].
In the developed virtual interface we have uti-
lized 3DSlicer for building the 3Dmodels of the
organs from a CT dataset of images. 3D Slicer
is a multi-platform open-source software pack-
age for the visualization and image analysis;
the platform provides functionality for the seg-
mentation and three-dimensional visualization
of multi-modal image data, as well as advanced
image analysis algorithms for the diffusion ten-
sor imaging, the functional magnetic resonance
imaging and the image-guided therapy. Stan-
dard image file formats are supported.
In our application, the 3D models of the ab-
dominal area have been reconstructed and, in
order to obtain information about the size and
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the shape of the human organs, some segmen-
tation and classification algorithms have been
used. In particular, the Fast Marching algo-
rithm has been used for the image segmentation
and some fiducial points have been chosen in
the interest area and used in the growing phase
[14].
After the first semi-automatic segmentation, a
manual segmentation has been carried out.
A 3D model of the abdominal area, recon-
structed from CT images, is shown in Figure
1. The patient suffers from a liver disease and
this organ appears considerably swollen.
Figure 1. The reconstruction of the 3D model.
3. The Virtual Interface
3.1. The used technologies
In order to detect the user’s finger position and to
track his movements, an optical tracking system
has been used, in particular, the Polaris Vicra of
the NDI [13] has been chosen.
The device is able to track both active and pas-
sive markers and a position sensor is used to
detect markers affixed to a tool or object; based
on the information received, this sensor is able
to determine position and orientation of the tools
within a specific measurement volume. In this
way, each movement of a marker (or marker
geometry) in the real environment is replicated
in the corresponding virtual environment.
Figure 2. Use modality of the virtual interface.
Figure 2 shows the use modality of virtual in-
terface and a single reflective sphere is used
to track the finger movements by means of the
optical tracker and to interact with the virtual
interface.
OpenSceneGraph [11] that is an open source
high performance 3D graphics toolkit available
on multiple platforms has been utilized for the
building of the graphic environment.
To build the virtual scene, a scenegraph has been
used and the 2D and 3D environments have been
included. Figure 3 shows the complete graph of
the developed graphic scene.
The 2D environment allows visualizing the cur-
sor, some text and the buttons; in addition, the
active interaction modality and the cursor posi-
tion are updated.
The 3Denvironment allows visualizing themodel
of the organs and providing the interaction op-
erations (rotation, translation and zoom).
3.2. The developed application
The developed system is the first prototype of a
virtual interface designed to avoid any contact
with the computer so that the surgeon can vi-
sualize the models of the patient’s organs and
interact with these in a more effective way.
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Figure 3. The graph of the graphic scene.
The system can be used for diagnosis, for sur-
gical pre-operative planning and also during the
real surgical procedure.
In modern operating rooms, the optical tracker
already exists and, for this reason, the developed
application can be used without any modifica-
tion of the surgical environment.
Using the virtual interface, the interactions with
the 3D models of the patient’s organs happen in
real-time and the interface appears as a touch-
screen suspended in the free space; the position
of the virtual interface is chosen by the user
when the application is started up.
The choice of the space area where the inter-
face has to be located is decided just specifying
the positions of the four vertexes of the virtual
screen. In this way the interaction plane is fixed
and a reference system is also defined.
The finger movements are detected by means
of the optical tracking system and are used to
simulate the touch with the virtual interface.
In front of the area where the virtual interface
has been placed, the user’s finger is moved
around; the interaction with the virtual interface
happens just pressing the virtual buttons present
on the interface on the left side; a textual infor-
mation of the chosen modality is visualized in
the screen on the bottom side.
Moving the finger in the free space, the results
of the interaction are visualized in the central
part of the screen.
Figure 4 shows the visualization on the screen
of the developed user interface that allows vi-
sualization and interaction with the 3D models
of the organs; the buttons for the choice of the
interaction modality are located on the left side
of the screen and the buttons for the selection of
the organs on the right side.
In order to adapt the size of the virtual inter-
face to the real screen of the computer, a scaling
operation is carried out.
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Figure 4. The user interface.
The user can choose different interactionmodal-
ities and decide which model has to be visuali-
zed. In particular, by pressing the user interface
buttons on the right, it is possible to visualize
the complete 3D model or a specific organ that
is part of the 3D model; the buttons on the left
make it possible to choose one of the interaction
modalities. The allowed interaction modalities
are translation, rotation and the zoom in or out.
At the bottom of the screen, the chosen interac-
tion modality is visualized and in the top left-
hand corner, the cursor position in the defined
reference system is shown.
4. The Multi-touch Screen
The designed and developed multi-touch screen
provides a user interface customized for doc-
tors’ requirements, allowing many users to in-
teract at the same time, with 3D models of the
human body built from CT images.
The system is based on the rear-side illumina-
tion technique that allows detection of the fin-
gertips on the screen using some IR illumina-
tors and an IR camera; this technique is shown
in Figure 5.
In order to identify finger contacts with the
screen and to translate these in specific events,
the open-source and multi-platform TouchLib
library [15], a C-based package from the NUI
Group, has been used.
By means of a calibration phase and using spe-
cific filters, it was possible to eliminate any
noise and optimize detection of the contact
points coordinates of the fingers on the screen;
Figure 5. The rear-side illumination technique.
the user interface for the calibration procedure
and filtering is shown in Figure 6.
Communication between the developed and the
tracker applications happens by means of the
TUIO [8], an open framework that defines a
common protocol and API for tangible multi-
touch surfaces.
Figure 6. The calibration of the multi-touch screen.
The TUIO protocol provides a general and ver-
satile communication interface between the tan-
gible tabletop controller interfaces and the un-
derlying application layers. TUIO is used by
several libraries dedicated to tracking (such as
Touchlib) and allows their inter-changeability.
In this way the application appears to be a mo-
dule independent from the tracker application
in use.
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Figure 7. The touch screen working modality.
Figure 7 shows the working modality of the
multi-touch screen where the user is able to do
gestures onto the table surface with the finger-
tips; these gestures are associated to different
interaction modalities with the 3D models.
The user interface of the multi-touch screen is
provided with many buttons in order to visu-
alize both the 3D models of the human organs
and the CT slice sets used to build these virtual
models.
The interaction with the models is possible us-
ing one finger (to rotate or translate) or two
fingers (to zoom in or zoom out).
The use of the system results is very simple and
evident for the user and the touch screen can be
considered a helpful tool for the diagnosis and
surgical pre-operation planning.
Figures 8 and 9 show some examples of the in-
teractionwith 3Dmodels of the patient’s organs,
using one finger (in order to rotate or translate
the model) and using two fingers (in order to
zoom in the selected organ model).
Figure 8. The interaction using one finger.
Figure 9. The interactions using two fingers.
In addition, it is possible to visualize a com-
plete CT dataset of the patient’s images used
for building of the 3D model of their organs,
choose the specific slice using the arrows and
interact with this by using the same interaction
modalities applied to the models. This situation
is shown in Figure 10.
Figure 10. Visualization of the CT image set.
5. Conclusions and Future Work
In this paper we presented two advanced visu-
alization and interaction systems used for the
surgical pre-operative planning: a virtual inter-
face and a low-cost multi-touch screen.
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The systems are able to interpret, in real time,
the user’s movements and to convert these into
interactions with the 3D models of human or-
gans built from the patient’s CT images.
The developed virtual interface provides an in-
teraction modality which is similar to the nor-
mal one used in the touch-screen systems, but
there is no contact with the screen and the user’s
finger is moved in the free space.
The developed multi-touch screen provides a
user interface customized for doctors’ needs and
the system is able to detect the position of up to
two fingers; the system provides the surgeons
with a means for the visualization and the inter-
action with both the standard patient informa-
tion, such as the CT image dataset, and the 3D
models of the patient’s organs built from these
images.
The introduction of other modalities of inter-
action with the 3D models is in progress, after
further investigation and consideration of sur-
geons’ requirements. Furthermore, verification
of the interfaces usability and effectiveness in
real deployment is planned.
In addition, taking into account possible use of
the virtual interface with an optical tracker in
the operating room during surgical procedures,
the problem of possible undesired interferences
due to the detection of false markers (phantom
markers) will be evaluated.
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