Abstract-To address the subjectivity in manual scoring of polysomnograms, a computer-assisted sleep staging method is presented in this paper. The method uses the principles of segmentation and self-organization (clustering) based on primitive sleep-related features to find the pseudonatural stages present in the record. Sample epochs of these natural stages are presented to the user, who can classify them according to the Rechtschaffen and Kales (RK) or any other standard. The method then learns from these samples to complete the classification. This step allows the active participation of the operator in order to customize the staging to his/her preferences. The method was developed and tested using 12 records of varying types (normal, abnormal, male, female, varying age groups). Results showed an overall concurrence of 80.6% with manual scoring of 20-s epochs according to RK standard. The greatest amount of errors occurred in the identification of the highly transitional Stage 1, 54% of which was misclassified into neighboring stages 2 or Wake.
I. INTRODUCTION

S
LEEP is a nonuniform biological state that has been divided into several states (or stages) based on polysomnographic (PSG) measurements that include electroencephalogram (EEG), electromyogram (EMG), electrooculogram (EOG), and other signal types. The diagnosis and treatment of patients with sleeprelated complaints require the classification of PSGs into the different sleep states. Normal healthy sleep is organized into sequences of stages that typically cycle every 60-90 min. Depending on the standards adopted, different stages are derived from four basic biological sleep states: Awake, Light Sleep, Deep Sleep, and Rapid-Eye Movement (REM) Sleep.
Current practice in most laboratories is to use the stage classification described in Rechtschaffen and Kales (RK) 1968 [1] . The PSG is generally divided into epochs of 10, 20, 30, or 60 s which are then visually classified into one of RK stages by a sleep technologist. The resulting time evolutionary description of sleep in terms of stages, termed hypnogram, is used by physicians for diagnosis.
Sleep staging is based on the idea that a pattern is assumed to exist for a time interval until a new pattern emerges signaling a change of state. Since there is in fact a continuum from light sleep to deep sleep, the artificial demarcation of sleep stages by the RK classification is a simplification. Characterization of sleep in terms of these discrete stages is a methodological concept that attempts to standardize analysis across reviewers and laboratories; it is not a biological fact [2] . The exact time of change of state is highly subjective and leaves room for interpretation by the scorer, who will score transitional epochs (e.g., Stage 1 and Stage 3) differently on different occasions [3] . Studies have shown interscorer agreement ranging from 67% to 91% [4] - [7] depending on different scoring epoch lengths and number of readers. Visual scoring of two healthy subjects in ten laboratories in Japan showed 67%-75.3% agreement [7] . Most data on interscorer agreement are based on the study of normal subjects.
In addition to being subjective, visual analysis of recordings is very tedious and time consuming, leading researchers to investigate computer classification of PSGs. In the earlier years, many researchers used variants of the Dement and Kleitman standard [8] to stage sleep automatically. Itil et al. [9] used period analysis to classify 1-min epochs based on the Loomis et al. [10] classification. Johnson et al. [11] presented a spectral analysis study of the EEG in different stages which was subsequently used by Larsen and Walter [12] to develop an automated staging technique based on multiple-discriminant analysis. Several investigators presented hybrid techniques that preprocess the data using analog techniques followed by digital decision-tree like methods. Smith et al. [13] showed the feasibility of scoring automatically and Smith and Karacan [14] showed an 83% agreement with visual scoring for nine healthy subjects using the Dement and Kleitman criterion. Their epoch size was 60 s and Stage 1 and REM were pooled. This approach also required the adjustment of various thresholds for different records. Gaillard and Tissot [4] also showed an 83% agreement with visual scoring for 1-min epochs using the RK classification. However, this good agreement can vary as the quality of recording deteriorates. Martin et al. in [15] described a pattern-recognition technique with an 80.8% agreement in five healthy subjects using 30-s epochs. More recently, Stanus et al. [5] presented a method based on wave detection and bayesian approach using RK classification with 20-s epochs for 30 subjects and showed a 75% agreement for normal subjects and a 70% agreement for patients with depressive disorders and insomnia. Kuwahara et al. [16] presented an interval histogram method with better than 89% agreement for a normal homogeneous data set. Ray et al. [17] have developed an expert system with good performance on a limited data set. Schaltenbrand et al. [3] presented a neural network model of automatic staging with results ranging from 84.5% for normal group to 81.0% for insomniac group using 30-s epochs. Gath and Bar-On [18] presented the feasibility of a method based on fuzzy clustering of variable length segments. A similar clustering type study was presented using cat EEG in [19] .
The development of computer analysis of PSGs, particularly the computer generation of hypnograms, has been limited largely by two reasons: 1) the 30-year-old RK standard has proven insufficient and ambiguous for translation into a mathematical model and 2) lack of computer technology. While computing resources are not a factor anymore, the somewhat arbitrary nature of the old standard is still a significant problem. Although some of the studies cited above show acceptable performance, they are limited to selected populations and none have found acceptance in the clinical setting. Much of this can be attributed to the subjectivity with which the RK classification is adapted for transitional epochs in different laboratories. Additionally, some approaches require threshold and algorithm adjustments for different patient groups.
In this paper, we present an automatic sleep staging method that generates pseudonatural stages which can be subsequently classified according to the RK or any other standard preferred by the operator. Since user input is required in classifying each of the natural stages, we have termed this approach computer-assisted sleep staging (CASS). Our method is based on the segmentation and self-organization technique presented in Agarwal et al. [20] .
II. METHODS
A. Subjects: Data Acquisition
Twelve complete night recordings were randomly selected from data previously recorded with Stellate Systems (Montreal, Canada) EEG analysis and acquisition software with a sampling rate of 128 Hz. Among others, the recordings included two EEG channels (C3-A2 and O2-A1), left and right EOG channels and a submental EMG channel. As suggested by the RK rules, these five channels were used by the automatic and visual analysis. Four recordings were from patients with different pathologies (narcolepsy, apnea and periodic movement syndrome) and eight were from normal subjects. The 12 subjects (nine males and three females) ranged from 17 to 62 years in age (mean 42.3 and s.d. 16.4) . Table I describes these recordings. Each recording was visually scored (2-3 years prior to this study) by one of four technicians in the sleep laboratory at the Hôpital Sacré Coeur (HSC), Montreal, Canada, using RK rules with 20-s epochs. In this paper, this is referred to as the original scoring.
B. Computer-Staging Method
Unlike some of the methods presented in the literature, our approach analyzes signal properties in the complete record before stages are assigned to epochs. The method uses the basic principles of segmentation and self-organization [20] to cluster the different types of pattern present in the record. The different patterns can then be assigned one of the predefined stages. This latter step allows the interactive participation of reviewers in order to customize the staging to their preferences. It is with this idea in mind that we have called it a "computer-assisted" staging method. The method can be separated two phases. In Phase A, the PSG is preprocessed to decompose the record into stationary segments; sleep-related features are then extracted from each segment. In Phase B, the primitive results of Phase A are processed to generate the hypnogram. The segments are organized into homogeneous clusters based on the features. The reviewer subsequently classifies each cluster of like-patterns into stages, allowing user-defined stages to be incorporated. Separation of the automatic staging process in two phases serves two purposes. First, since segmentation and feature extraction are the most computationally intensive, they can be done in real-time during recording. Second, segments and features do not change from repeated application of the method. This allows the second phase to be run repeatedly (i.e., by different reviewers) without the computational burden of Phase A. Following user classification of the clusters, a postprocessing smoothing of the hypnogram may be applied. In short, the following five steps are necessary to perform computer-assisted staging: A1) segmentation; A2) feature extraction; B3) clustering; B4) assignment of stages to different clusters of patterns and B5) optional smoothing of the hypnogram. 1) Phase A: Segmentation: All five channels of the PSG data are simultaneously broken down into quasi-stationary segments of no less than 3 s to ensure a meaningful estimate of the features.
Frequency-weighted energy (FWE), defined by the nonlinear energy operator (NLEO) [21] , [22] is sensitive to dominant rhythms in a signal. We use this idea to simultaneously breakdown the data in all five channels into quasi-stationary segments. The segmentation is done by applying the multichannel case of the method of Agarwal and Gotman [23] to the EEG and EMG channels.
A segmentation criterion is generated for the two EEG and the EMG signals as (1) where (2) The segmentation criteria are linearly summed to obtain the overall segmentation criterion. Prior to processing, the EEG data are filtered with a sixth-order low-pass Butterworth filter with a cutoff frequency of 30 Hz and the EMG signal is filtered with 40 Hz sixth-order low-pass Butterworth filter. The segment boundaries are automatically extended to include the EOG channels and the resulting segments include five channels ( Fig. 1) .
2) Phase A: Feature Extraction: Two sets of features describing sleep-related attributes are extracted from the PSG. The first set is a feature vector for each segment of the PSG, that is subsequently used in the clustering process. The second set consists of a feature vector for each staging epoch of the PSG, that will be used to generate the hypnogram. Here, the staging epoch is the one used in standard staging (we selected 20-s epochs). Additionally, the maximum absolute amplitude for each type of signal (EEG, EOG, and EMG) in each segment is determined. These three features are used in the artifact rejection strategy applied in the clustering scheme.
Segment Features
The following features represent each segment of the PSG: amplitude, dominant rhythm, and frequency-weighed energy (FWE) for each EEG channel, and the EMG channel, presence of spindles in the central EEG channel, alpha-slow-wave index (ASI) for the occipital EEG, theta-slow-wave index (TSI) for the central EEG, and presence of eye-movements (EMs) in the EOGs. Thus, each segment is parameterized by a 13-dimensional feature vector. Experimental results suggest that these 13 features provide an excellent separation of different sleep patterns. The following describes these features.
Amplitude: the average of the absolute value of the signal.
Dominant rhythm [20] : the pole frequency of the secondorder autoregressive (AR) model. This is essentially a best fit sinusoid to the data, evaluated using a second-order AR model.
FWE: the expected value of the output of the NLEO [22] providing the combined measure of the frequency and amplitude. Prior to applying the expectation operator, the output is filtered with a dc constrained notch filter [24] .
Spindles: presence is assessed using the ratio of power in the sigma band (11.5-15 Hz) and the total power, relative to a similar ratio of background EEG.
ASI [25] : the ratio of power in the alpha band (8.0 to 11 Hz) to the combined power in the delta (0.5 to 3.5 Hz) and theta (3.5 to 8.0 Hz) bands.
TSI: the ratio of power in the theta band to the combined power in the delta and alpha bands.
EM Detection: the presence of EM in a segment obtained by the detection of a phase reversal of sufficient amplitude in the left and right low-pass filtered (sixth-order with cutoff of 5 Hz) EOGs. Vs. This features is used to separate SWS into stages 3 and 4.
Staging Epoch Features
3) Phase B: Clustering: In this first step of Phase B, the segments are clustered into groups with homogeneous properties using the feature vectors generated in Phase A. The method is an ad hoc iterative self-organization scheme [20] based on the k-means clustering algorithm. One problem with this type of self-organization is the lack of knowledge of the number of clusters present in the data. Additionally, self-organizing algorithms are heavily plagued by the outlier data members. Fig. 2 describes the basic self-organization methodology [20] . It starts with a number of clusters greater than the number of presumed or natural clusters in the data and then reduces the number of clusters by merging those close to each other until the desired K clusters are obtained [20] . The final number of clusters can be selected depending on the subject. We have selected eight, as it accounts for six key sleep stages defined by RK classification and two for redundancies (e.g., two types of Stage 2 sleep). Details of the various steps in Fig. 2 can be found in [20] . The following describes the data conditioning specific to the staging application (i.e., the data conditioning prior to level 1 clustering in Fig. 2) .
Feature Conditioning Fig. 2 . Three level self-organization strategy based on k-means clustering scheme. Feature vectors are conditioned (see text) followed by level 1 clustering. Greater number of clusters (K ) than the presumed natural clusters (K ) are used in this step. In level 2, K clusters are reduced to obtain the desired number of clusters, K . This is done by separating the current clusters into two groups (possible outlier group and the actual clusters) to reduce the effect of the outlier clusters in the cluster reduction strategy, see Agarwal et al. [20] . In level 3, any remaining cluster with too few members is excluded and the data is re-clustered.
The presence of EMs is transformed into two types: EMs in the presence of high alpha activity (ASI greater than unity) and in the presence of low alpha activity (ASI less than unity), because alpha activity in the Wake stage is higher than in the REM stage.
It is at this point that the first level of artifact rejection procedure is applied. Segments in which the maximum absolute amplitude of any of the three signal types exceeds the preset thresholds are considered artifact and excluded from clustering. In addition to the amplitude threshold, a technique based on the distribution of the FWE of the EMG and EEG signals is used to identify artifact contaminated segments (see Agarwal et al. [20] for details). The main idea is that the FWE of the valid EEG is concentrated in some subspace of the FWE feature space. EEG (and EMG) segments contaminated by artifact contain higher frequencies and amplitudes and are on the periphery or beyond the EEG (and EMG) subspace of FWE. Since larger number of segments do not contain artifact, they will form a denser concentration than the artifact contaminated segments. This is used to reject artifact contaminated segments.
C. Phase B: Stage Assignment
Following clustering, the user preference of stage classification is incorporated into the algorithm by labeling each cluster with a sleep-stage. This is accomplished in two steps. First, one of the cluster labels is assigned to each staging epoch depending on which segment cluster occupies the largest fraction of the epoch (Fig. 3) . This procedure imparts segment cluster information onto the staging epochs and generates a temporal profile of the staging epochs. By grouping epochs with same cluster labels, we have essentially translated the cluster of segments based on primitive features to cluster of epochs based on these same features. Second, it is necessary to assign a clinically relevant stage label (according to RK or any other classification) to each cluster of epochs to provide the preliminary hypnogram. To accommodate user preference, five (or fewer) representative epochs from each cluster are selected and scored manually. The results are used to score all remaining epochs.
D. Phase B: Postprocessing Smoothing
Self-organization algorithms depend on statistical measures to group a set of items into a distinct homogeneous set. Contrary to the distinct stages defined by the RK rules, there are not always clear boundaries between stages. For these reasons, it is likely that the preliminary hypnogram generated by the self-organizing procedure of the last section has some erroneous staging when compared with manual scoring. A postprocessing procedure is applied to minimize the number of epochs that have been clearly staged wrong. It is at this point that we apply rules specific to the staging standard adopted. For example, in this work the postprocessing is influenced by the RK rules. We use the epoch features evaluated in Phase A and apply decision criteria to justify the stage assignment of each epoch in the preliminary hypnogram or change any clear misclassification, if necessary. For example, given an epoch that is scored as stage REM, we apply the RK rules of atonia and REM to justify its assigned stage or change it to Stage 1, Stage 2 or Wake. In this case, a possible change to stage 3 or 4 is not allowed. Fig. 4 describes the steps in postprocessing scheme. As an example, the following describes the details of postprocessing the REM staged epochs. The pseudocode for each of these blocks can be found in the Appendix. 
REM Epochs:
The principal idea is to relabel any REMscored epoch that is clearly not REM. Fig. 5 shows the decision tree. If a REM epoch is contaminated by artifact and the previous and next adjacent epochs have the same stage, then the stage of the current REM epoch is changed to that of the adjacent epochs. An epoch is defined as artifact contaminated if the maximum amplitude of at least two of three signal types exceeds the preset artifact threshold. If the previous and next adjacent epochs are not scored the same, then the current epoch is staged as undefined.
A REM staged epoch that is not contaminated by artifact is checked to see if at least 50% of the epoch contains alpha activity or if the ASI is greater than unity. If either is true then the epoch is scored as Wake, otherwise it is tested to see if it contains any EMs. In the absence of EMs and with less than 20% of the epoch containing alpha activity, path I in Fig. 5 is followed where a possible reclassification to Stage 1 or Stage 2 can occur. An important point in this step is the determination of atonia as described below. In the presence of EMs, path II is followed in Fig. 5 , where alpha activity in 20%-50% of the epoch and absence of atonia (see below) reclassifies the epoch as Stage 1. Otherwise, the presence of spindles reclassifies the epoch as Stage 2.
Presence of atonia is determined by comparing the level of muscle activity (integrated absolute amplitude in the EMG) with a threshold. The threshold is evaluated using the distribution of the EMG amplitude across all the REM staged epochs in the considered PSG (Fig. 7) . It is a value ( in Fig. 7 ) greater than the value at which the EMG amplitude distribution is maximum (A in Fig. 7 ). Since almost all REM-staged epochs are expected to have atonia, it is reasoned that the EMG amplitude distribution will peak at the level of atonia and be close to zero at all other levels. This was confirmed in our observations. An epoch in which there is absence of atonia is likely to contain relatively higher EMG activity and will, therefore, be far from the peak of the distribution. We have selected the threshold to be the EMG amplitude value at one bin higher than the one at which the distribution is maximum. The number of bins used to generate the histogram is set to 20.
III. RESULTS
To develop and assess the performance of the CASS method, 12 all night PSGs of different types were used (Table I ). The assessment of performance was done in two ways. First, the computer-assisted scoring was done by a sleep technician. This was compared on an epoch-by-epoch basis with the original manual scoring done prior to the start of this work. Record-byrecord results are listed in column two of Table II and are referred to as Cmp. vs. Org. for computer scoring versus original scoring. Second, the computer scoring was presented to the same sleep technician who was asked to correct (rescore) any epoch score with which she did not agree. Record-by-record results are shown in column three of Table II and are referred to as Cmp. vs. Rsc. for computer scoring versus rescoring of computer scoring. Overall, performance for the Cmp. vs. Rsc. indicates a slightly higher agreement (about 3%) over the Cmp. vs. Org. As an indication of interscorer variability in manual scoring, column four of Table II shows percent agreement of the original manual scoring versus the manual re-scoring of computer scoring i.e., Org. vs. Rsc. On the average there is little less than 90% agreement. Table III shows the overall performance on a stage-by-stage basis of computer scoring versus manual rescoring of the computer scoring. All epochs across all subjects were pooled for each of the scoring methods. Sensitivity and specificity for each stage was determined. The poorest performance was on the order of 40% for Stage 1, while performance for the other stages was significantly better (72.5%-93.4%). Detection and separation of SWS into stages 3 and 4 is quite good, with agreement greater than 80%. We selected subject A to highlight the performance of the CASS method. The example shows the performance for a record in which there is clear cycling of stages. Fig. 6 shows the hypnogram for the original scoring, computer scoring, and manually rescored computer scoring. Visually, the three hypnograms look quite similar. The first line of Table II gives the overall agreement percentages. Table IV shows the stage-by-stage agreement matrix between computer scoring and manually rescored computer scoring. As in the overall results in Table III , Stage 1 has the poorest agreement (around 33%) with almost all misclassified epochs within a neighboring stage (stages REM and Wake are considered neighboring stages).
IV. DISCUSSION
A key advantage of the classification scheme of Rechtschaffen and Kales is that it allows a common ground for comparison and has become a standard throughout the world. However, RK or any other standard of staging sleep into different states invariably depends on the idea that various patterns in the PSG cycle throughout the recording. It also suggests that each sleep state has distinct properties that are used in their classification. Any classification scheme that stages sleep into fixed stages is bound to be artificial and be plagued by the transitional epochs, hence, the subjectivity in the interpretation of the classification scheme by different scorers. Consequently, serious objection has been raised against the practice of manual scoring [26] . To minimize this effect, we presented a computer-assisted method of sleep staging that attempts to find the pseudonatural clusters of patterns (in the context of sleep-related features), using a self-organization technique. It is pseudonatural in that no finite number of natural clusters exist due to the lack of discrete state changes. In practice, the maximum number of clusters is set by the user and each cluster can subsequently be labeled by the user with a predefined sleep stage (i.e., staging classification scheme of preference). Since the method is primarily based on primitive sleep-related features and not on stage defined features, it is amenable to any staging classification scheme. However, due to the overwhelming dominance of the RK classification, we have adapted the latter component of the method (postprocessing that attempts to further improve the staging) to this scoring standard. The method can easily be adapted to any other classification scheme. In fact, the method provides a means to find new sleep classification schemes that may be more natural and objective. Gath and Bar-On [18] presented an example of fuzzy-clustering spectral features of a single channel EEG. Other than a qualitative description, there was no attempt to quantify performance. To the best of our knowledge, the present study is the first attempt at applying self-organization techniques to generate a hypnogram for an all night PSG in the context of RK classification.
Self-organizational schemes are more suitable for sleep staging compared with supervised methods such as rule-based methods [27] . For example, there may be low muscle activity in the REM stage of one subject, while it may be high in another (REM Behavior Disorder), yet both subjects demonstrate REM state. In both instances, grouping REM patterns based on relative differences in the muscle activity within a subject's record yields a better performance than fixed rules where hard thresholds are required-generally derived from empirical observations. This, in fact, is what is done in manual scoring where the scorer adapts the staging rules based on signal qualities and levels. In the case of REM Behavior Disorder, a cluster of patterns with REMs and no atonia would be formed on its own and subsequently labeled as REM stage. In rule-based methods, REM stage may be lost due to hard thresholds for the detection of atonia. A need for more dynamic thresholds is all too obvious as suggested by Gaillard and Tissot [4] . They point out that muscle activity and not the eye movements is the most important factor in detecting REM state. Our dynamic evaluation of atonia, as well as other such procedures lead to the applicability of the method to a wide class of PSGs as is shown by the results.
The comparison of manual staging with computer-assisted staging (henceforth, referred to as computer staging) shown in Table II for 12 subjects, clearly demonstrates the feasibility of the computer staging method. Comparison to prior manual staging shows an overall agreement of 76.8%. The results of computer scoring were further manually corrected on an epoch-by-epoch basis by a sleep technician to provide a second set of manual scoring. Comparison of the computer staging to this second set provided an overall agreement of 80.3%. This is not surprising: in the absence of abrupt stage changes, the scorer tends to be biased in favor of the computer staging of the transitional epochs. Several investigators have presented similar results, however, most have been limited to selected populations or specific conditions. For example, Kuwahara et al. [16] presented 89% agreement with consensus manual scoring. This good performance is expected when the experimental conditions are considered. The authors have used an extremely tight data set (data from 12 healthy normal males, aged 18-23 years, Fig. 7 . Distribution of EMG amplitude measure of REM staged epochs. Since most epochs have atonia the distribution is concentrated in low EMG values. A is the peak of the distribution. T is the mean EMG value. T is the threshold above which epochs are considered to have no atonia. It is set at one bin above A.
after a night of adjustment). Furthermore, the threshold and the autoscoring rules of their method are specific to the same data. The authors point out that their method is not suitable for a different subject population. In another method, Gaillard and Tissot [4] showed good agreement with manual scoring at the cost of larger epoch size where fewer stage transitions are encountered. As with most methods in the literature, the quality and type of record influences the performance. Gaillard and Tissot [4] suggested that the performance of their method is expected to vary as the quality of the recording deviates from normal. From this discussion, it is clear that quantitative comparison of different methods from the literature is difficult, if not impossible.
We feel that 80.3% agreement is acceptable performance for an automated staging method in view of the fact that there is approximately 80%-90% interscorer agreement in manual staging (see for example [5] and [6] ). Realistically, the best performance expected of an automated method cannot exceed 80%-90%. Therefore, if 90% is the maximum achievable agreement, then the 80.3% agreement between computer and manual staging corresponds to 89.2% of the achievable goal. We also compared the two manual staging in column 4 of Table II (Org. vs. Rsc). The results indicate an overall agreement of 89.5%, which is on the high side of the expected range. This is likely, as the technicians for the two sets of scoring are from the same laboratory and have similar training. Table III shows the epoch-by-epoch agreement matrix of manually rescored staging versus computer staging for all the subjects. The greatest discrepancy occurs in Stage 1. The sensitivity and the specificity are 38.6% and 43.4%, respectively. This is to be expected in the highly transitional Stage 1. Stage 1 also has significant similarities to REM stage and can be considered as one stage away from Stage 1. Thus, examining the agreement matrix, it is observed that almost all misclassified Stage 1 epochs are only one stage away, suggesting that Stage 1 is indeed a transitional epoch. Moreover, it is accepted that manual scoring of Stage 1 is the most subjective. Schaltenbrand et al. [3] showed approximately 20% agreement in Stage 1 across all night automatic staging of 30-s epochs of 60 subjects, in an otherwise acceptable overall agreement with manual staging. We use 20-s epochs and show a better performance.
Most previous efforts on automated staging [4] , [5] , [14] , [28] have shown the separation of SWS into stages 3 and 4 to be generally poor. When these two stages are pooled, however, the overall performance improves drastically. In contrast, examining Table III , the detection of these two stages is quite good; 80.5% for Stage 3 and 93% for Stage 4. Not only is the detection rate acceptable, the selectivity for these two stages is on the order of 80%. The confusion is primarily restricted to stages 2, 3, and 4. In all likelihood, the computer detection/separation of SWS into stages 3 and 4 is more consistent than manual scoring since it is based on an objective measurement. As suggested in [28] , computer scoring of SWS should overrule manual scoring and not vice versa. It is our feeling that the visual distinction between stages 3 and 4 is bound to lead to less consistent performance as compared with an objective measure. The main reason for this is the speed at which a PSG is generally scored as well as the monotony and fatigue in scoring SWS. It is likely that a sleep technician will not apply a rule consistently over a complete recording. This is substantiated by a comparison of the re-scored staging (all records pooled) against the original staging (not shown) which indicates a 60% and 70% agreement for stages 3 and 4, respectively. One reason why our method identifies well stages 3 and 4 is its two-tiered approach. In the first step, the SWS epochs are identified (as a SWS cluster) and then separated based on a percentage measure of SW activity per epoch. Further, in contrast to sequential scoring (epoch-by-epoch), the method takes advantage of examining the complete recording and only then scoring the epochs.
To further illustrate the method, Fig. 6 shows the three hypnograms generated by the original staging, computer staging, and rescored staging for subject A of Table I. All three hypnograms look virtually identical except for the slightly increased oscillations between REM and Stage 2 in each REM period in the computer-generated hypnogram. Such changes are valid since in the absence of REMs, it is possible for REM epochs to look exactly like Stage 2 epochs without spindles. In the RK rules, this is handled by using contextual rules for scoring REM and Stage 2 epochs. In the postprocessing component of the method, we have used simplified contextual rules. Therefore some oscillations between these two stages are expected, but do not detract from a meaningful interpretation of the hypnogram. The additional Stage 4 epochs toward the end of the night can easily be interpreted as valid Stage 4. The fact that these Stage 4 epochs are toward the end of SWS period further attests to their possible validity. Table IV shows the stage-by-stage agreement matrix of computer staging versus the rescored staging for subject A. The sensitivity and the specificity for stages 2 and 4 is quite high and low for Stage 1, as expected. The agreement for Wake and Stage 3 is slightly poorer than expected. In the case of Stage 3, much of this loss of performance can be explained by the last SWS episode, as discussed above. Some of the poor performance of the Wake stage can be attributed to very few wake epochs in complete night. Almost all the misclassified epochs are within one neighboring stage. In almost all misclassifications, the influence of artifacts is the overwhelming factor, suggesting that our handling of artifact-contaminated epochs may require further work.
Standardized staging rules, such as the RK classification, are developed for scoring young normal healthy adult PSGs, where there is clear transition of stages [3] , [28] . Thus, the application of these same rules to PSGs of subjects with disturbed sleep (with abnormal or unclear stage transitions) is bound to lead to significant subjectivity. With this in mind, the performance of the CASS method is quite acceptable. The 80.3% overall agreement is close to some of the published results with one important difference. Our data set consists of variety of records (normal/abnormal, male/female, young/old), not just normal as with most other studies. Of the 12 records in the data set, eight were labeled as normal. However, the reviewer's remarks in Table I suggest that some of these are far from displaying normal characteristics. The primary reason for this reasonably good performance on varying record types is due to the self-organizing methodology in which very few hard thresholds are required. All such thresholds are based on the signal levels in each record and are evaluated automatically. This allows greater latitude in the different types of records that can be processed.
Another important aspect of this method is the separation into several components. Although we have focused on the RK classification scheme in the postprocessing component, with a little bit of work, it can be modified to incorporate different staging classifications. This method can be easily adapted to stage sleep in animals or perhaps to generate new classification schemes for human sleep.
APPENDIX
Artifact (Undefined) Epochs: Atonia is evaluated as described in the postprocessing of the REM epochs, the difference being that all epochs in the record are used instead of just the REM epochs.
Artifact-to-Wake: After postprocessing the artifact epochs, all the remaining artifact epochs (if any) are converted to Wake. Assumption being that high signal amplitudes are due to movement that will usually occur in wake state.
Stage 2 Epochs:
Apply decision rules based on the epoch properties to assess the validity of Stage 2 epochs. Atonia threshold is determined from all the REM epochs in the recording as described earlier. If, however, no REM epochs have been scored, epochs currently scored as Stage 2 are used for this purpose.
Stage 1 Epochs:
The threshold for atonia is determined as described in the postprocessing section using the REM-staged epochs.
Stage Wake Epochs: Identify and Stage 1 epoch that may be present in the Wake epochs. The assumption is that if there are no artifacts in the EOG and EEG channels and if there is low alpha activity, then it is likely not Wake stage. It is then considered as a Stage 1 epoch. We do not consider artifacts in the EMG channels as there can be movement in either Stage 1 or Wake.
Contextual Rules-Stage REM:
A type of smoothing that incorporates the neighborhood stage assignment and epoch feature is applied. If necessary, epochs may only be changed to either Wake, Stage1, or Stage 2. A cluster of REM epochs is defined as a group of contiguous epochs in which the first and last epoch is REM staged and each cluster is separated by at least ten epochs.
Contextual Rules-Stage 2:
A variant of the contextual rules that sleep technicians may use for Stage 2 is implemented. A cluster is defined as a group of epochs in which Stage 2 is dominant and no Stage 2 epoch is separated by more than seven epochs. A decision tree is applied to each epoch of each cluster of Stage 2 in which there are less than ten epochs and the previous and next ten adjacent epochs to each cluster are dominated by Stage 2. Ten epochs correspond to over 3 min of EEG for the 20-s epochs used in this study. The idea is to simulate the 3-min contextual rule of the RK classification scheme.
