We investigate the distribution of some global measures of deviation between the empirical distribution function and its least concave majorant. In the case that the underlying distribution has a strictly decreasing density, we prove asymptotic normality for several L k -type distances. In the case of a uniform distribution, we also establish their limit distribution together with that of the supremum distance. It turns out that in the uniform case, the measures of deviation are of greater order and their limit distributions are different.
Introduction
Let X 1 , . . . , X n be a sample from a non-increasing density f on [0, ∞) with corresponding concave distribution function F . Denote by F n the empirical distribution function constructed from the sample and letF n be the least concave majorant of F n , by which we mean the smallest concave function on [0, ∞) that lies above F n . This paper deals with the distribution of global measures of deviation betweenF n and F n .
The distance betweenF n and F n has been studied at several places in the literature. Kiefer and Wolfowitz [8] proved that, under additional assumptions that require f < 0, both F n andF n are asymptotic minimax in the class of concave distribution functions, i.e., sup |F n − F n | = o(n −2/3 log n) with probability one; closer inspection of their argument shows that this distance is of the order O((n −1 log n) 2/3 ) almost surely. This means thatF n is essentially no better than F n , except that it is concave. Similar results were obtained by Wang [14, 15] who studied supremum distances between the empirical cumulative hazard C n and its least concave majorantĈ n , and between the corresponding distribution functions, for distributions with an increasing failure rate. Carolan [1] proved thatF n − F n = o p (1/ √ n) at the endpoints of the longest interval where F is linear.
The first distributional result is due to Wang [16] , who obtained the limit distribution of n 2/3 (F n (t) − F n (t)), for t > 0 being a fixed point. This was extended to process convergence in [12] . In the regression setting, Durot and Tocquet [4] also obtained the pointwise limit distribution and established asymptotic normality of the L k -distance betweenF n and F n . Durot [3] , motivated by designing a test for monotonicity of the regression curve, obtained the limit distribution of the supremum distance under uniformity.
In this paper, we study the L k -distance F n − F n k and the supremum distance F n − F n ∞ , for distributions with a non-increasing density with compact support, say [0, 1]. Our main result is that for any continuous g,
is asymptotically normal. This implies that n 1/6 (n 2/3 F n − F n k − μ 1/k ) is asymptotically normal. This result is similar to the one in [4] for the regression setup, which has been obtained independently of our efforts. One of the main differences between the regression setting and our setup is the embedding of the empirical process. In the regression setting the empirical process can be embedded directly into Brownian motion itself, whereas in our setup it can only be embedded in the process
s → W (n 1/3 (F (t + n −1/3 s) − F (t))).
This introduces an additional difficulty of approximating the value of the concave majorant of this process at zero by the corresponding value of the process s → W (f (t)s). Although the maximum difference between the two processes is too large, the key observation that makes things work is that the values of the concave majorants at zero are sufficiently close. We prove asymptotic normality of F n − F n k under the assumption that f < 0. In Sect. 2 we state a central limit theorem for (1.1) and briefly sketch an outline of the proof. Next, asymptotic normality of F n − F n k and of (F n − F n ) k dF n can be deduced from this result. The assumption f < 0 rules out the uniform distribution. This assumption is essential, because the limit behavior of F n − F n k under uniformity differs from the case f < 0. Groeneboom [6] also encountered this phenomenon when studying the L 1 -error for the derivative ofF n . In Sect. 3 we investigate the behavior of several global functionals under uniformity. This includes F n − F n k and F n − F n ∞ , for which we prove that they converge in distribution to corresponding functionals of Brownian motion at rate √ n. For (F n − F n ) k dF n we establish a similar result, which may be of interest in view of designing a test for uniformity. Also, for this functional the uniform distribution is shown to be least favorable among all non-increasing densities on [0, 1], a property that is shared with F n − F n ∞ (for the latter see also [3] ). All proofs are postponed to Sect. 4.
Asymptotic Normality of L k -Functionals
Let X 1 , X 2 , . . . , X n be a sample from a non-increasing density f and denote F as the corresponding distribution function. Suppose that f has bounded support, which then without loss of generality may be taken to be the interval [0, 1]. LetF n be the least concave majorant of the empirical distribution function F n on [0, 1]. Consider the process
The limiting distribution of A n , can be described in terms of the mapping CM I that maps a function h : R → R into the least concave majorant of h on the interval I ⊂ R.
If we define the process
where W denotes standard two-sided Brownian motion originating from zero, then it is shown in [16] that, for t ∈ (0, 1) fixed, A n (t) converges in distribution to c 1 (t)ζ (0), where c 1 (t) is defined in (2.5), and
This was extended to process convergence in [12] , where it is proved that, for t ∈ (0, 1) fixed and t + c 2 (t)sn −1/3 ∈ (0, 1), the process
converges in distribution to the process ζ in the space D(R) of cadlag functions on R, where
Our main result is a central limit theorem for L k -functionals
dt, where g is continuous.
Theorem 2.1 Suppose that f satisfies conditions (A1) f is a twice continuous differentiable decreasing density with support on
Let g be a continuous function on [0, 1] and let A n be defined by (2.1). Then for all k ≥ 1, with
converges in distribution to a normal random variable with mean zero and variance
where ζ is defined in (2.3).
Let us first briefly sketch the line of reasoning how we establish this result. First observe that, up to constants, A n is the image of F n under the mapping D I , that maps a function h : R → R into the difference between the least concave majorant of h on the interval I and h itself:
We can therefore write A n = n 2/3 [D [0, 1] F n ]. We will approximate F n by means of a Brownian motion version and use its image under D [0, 1] to approximate A n . To this end, let E n denote the empirical process √ n(F n − F ) and let B n be a Brownian bridge constructed on the same probability space as the uniform empirical process E n • F −1 via the Hungarian embedding [9] . Let ξ n be a N(0, 1) distributed random variable independent of B n and define versions W n of Brownian motion by
Write F E n = F n and let F W n be its Brownian approximation defined by
where W n is defined in (2.6), and let 10) and by uniform continuity of Brownian motion on compacta, this process is close to the process W (f (t)s) + f (t)s 2 /2 on |s| ≤ log n. In view of Theorem 2.1 the difference between the corresponding concave majorants at zero must be of smaller order than n −1/6 . Unfortunately, it does not suffice to simply bound this difference by the maximum distance of the concave majorants on |s| ≤ log n, since this will be of order O(n −1/6 log n). However, the key observation is that at zero the two concave majorants are sufficiently close (see Lemma 4.3) . This leads to the following key result:
where ζ is defined in (2.3) (see Lemma 4.4) . A direct consequence is that the difference between the processes A n (t) k and A W n (t) k is of smaller order than n −1/6 (see Lemma 4.5) . This means that it suffices to prove asymptotic normality for L kfunctionals
The fact that Brownian motion has independent increments will ensure that the process A W n is mixing (see Lemma 4.6) . This allows us to approximate the integral by a sum of independent integral terms, which then leads to Theorem 2.1.
From Theorem 2.1 and an application of the delta method, asymptotic normality of Another corollary of Theorem 2.1 is that 1 0 (F n (t) − F n (t)) k dF n (t) has similar limit behavior. In Sect. 3 we establish the limit distribution of this L k -functional at the uniform distribution, at which it attains its maximum value among all non-increasing densities on [0, 1].
Corollary 2.1 Suppose that conditions
(A1)-(A3) of Theorem 2.1 hold. Then n 1/6 (n 2/3 F n − F n k − μ 1/k ) converges in distribution
Corollary 2.2 Suppose that conditions
converges in distribution to a normal random variable with mean zero and variance σ 2 given in Theorem 2.1 with g = f .
Remark 2.1
The condition (A1) in Theorem 2.1 can be relaxed somewhat. At the cost of additional technicalities, the theorem remains true if we require |f (x) − f (y)| ≤ C|x − y| 1/2+ , for some > 0 and C > 0 not depending on f .
Remark 2.2
Note that the asymptotic variance of F n − F n k tends to zero at a faster rate (i.e., at rate n −5/3 ) than the variance ofF n (t) − F n (t) at a fixed point t. In the latter case the rate is n −4/3 (see [16] ).
Behavior Under Uniformity
Within the class of distributions with a non-increasing density on [0, 1], the greatest difference betweenF n and F n is attained at the uniform distribution. This can be seen as follows.
, where G n denotes the empirical distribution function of the U i 's. LetĜ n be the least concave majorant of G n on [0, 1]. Because F is concave,Ĝ n (F (t)) is also concave, and it lies above G n (F (t)) = F n (t). SinceF n (t) is the least concave function that lies above F n , it follows thatF n (t) ≤Ĝ n (F (t)). We find that for all t ∈ [0, 1],
This property also follows from Theorem 1 in [1] , and extends to global measures of deviation such as
See [3] , for a similar result in the regression context. This property is however not true for F n − F n k , but only for weighted integrals such as
(3.13) Proposition 3.1 Let f be non-increasing on [0, 1] and let S n , R n and T n be defined as in (3.12) and (3.13). For a sample X 1 , X 2 , . . . , X n from f and random
. . , U n ) and similarly for R n and T n .
The uniform distribution does not satisfy the conditions of Theorem 2.1. In fact, the third assumption f < 0 is essential in the sense that the limit behavior of F n − F n k under uniformity differs from that in Corollary 2.1. When f < 0, the limit distribution of R n can be deduced from Theorem 2.1, because in that case R n corresponds to the choice g = f , and the limit distribution of T n is given in Corollary 2.2. The behavior of these L k -functionals and S n in the uniform case is given in the following theorem. LetŴ denote the least concave majorant of W on [0, 1].
In contrast with F n − F n k , for which we have established the limit distribution both in the uniform case and the case f < 0, the exact limit behavior of F n − F n ∞ in the case f < 0 is still unknown. The main difference with the uniform case is that when f is strictly decreasing, one only has local convergence to a limiting process, i.e., the process
converges in distribution to the process ζ(s) as defined in (2.3). It is however clear that if f is strictly decreasing, F n − F n ∞ is of smaller order than in the uniform case. This follows immediately from [8] , who showed that, if f is twice continuously differentiable with f < 0, then (log n) −1 n 2/3 F n − F n ∞ tends to zero with probability one (in fact, they prove
Proofs
We first show that for J = E, W , a properly scaled version of F J n can be approximated by the process Y nt as defined in (2.9) plus linear term.
Lemma 4.1 Suppose that f satisfies conditions (A1)-(A3).
Let F E n = F n and let
s) is linear in s, and where for all
Proof Taylor expansion together with (2.7) yields that
for some |θ 1 − t| ≤ n −1/3 |s|. Similarly, with (2.6)
where
for some |θ 2 − t| ≤ n −1/3 |s|. It follows immediately from conditions (A1)-(A3) that:
Note that
From [9] we have that
for positive constants C, K, and λ. This implies that for all k ≥ 1,
Next use that for all a, b > 0 and k ≥ 1
Then from conditions (A1)-(A3) together with (4.15) and (4.14) we find that
This proves the lemma.
The next step is to approximate the moments of A J n (t) by corresponding moments of the concave majorant of the process Y nt . For this we need to show that the concave majorants of F J n on [0,1], and of Y nt on a neighborhood of t, are equal at t.
Lemma 4.2 Suppose that f satisfies conditions (A1)-(A3).
For t ∈ (0, 1) fixed, let Y nt be defined as in (2.9). Let A E n (t) = A n (t) and A W n (t) be defined in (2.1) and where C > 0 does not depend on d, t and n (see [12] ), that
uniformly for t ∈ (0, 1). From Lemma 4.1 we have for s ∈ H nt = n 1/3 (I nt − t):
where, by application of the mean value theorem,
20)
, by application of (4.16),
where with Lemma 4.1, for all k ≥ 1
uniformly for t ∈ (0, 1). Furthermore, for |s| ≤ log n, there exist constants C 1 , C 2 > 0 that only depend on f , such that
Because all moments of sup |s|≤1 |W (s)| are finite, from (4.20), (4.21) and (4.22)
we conclude that nt = O(n −1/3 (log n) 2k+1 ). Together with (4.19) this proves the lemma.
The process Y nt (s) has the same distribution as the process (2.10) and by uniform continuity of Brownian motion on compacta, this process is close to the process W (f (t)s) + f (t)s 2 /2. Unfortunately, it does not suffice to simply bound the maximum distance of the concave majorants on growing intervals containing zero. However, the next lemma ensures that the two concave majorants at zero are sufficiently close. We only need this lemma for continuous g, but with a little more effort a similar result can be obtained for non-continuous g. 
or equivalently,
Together with (4.25) and (4.24), this implies that 
where δ > 0 can be chosen arbitrarily small.
Lemma 4.4 Suppose that f satisfies conditions (A1)-(A3). Let t ∈ (0, 1) and let ζ be defined as in (2.3). Let A E n (t) = A n (t) and A W n (t) be defined in (2.1) and (2.8).
Then for all k ≥ 1, and for J = E, W ,
uniformly in t ∈ (n −1/3 log n, 1 − n −1/3 log n), and
uniformly in t ∈ (0, 1).
Proof For t ∈ (0, 1) fixed let Y nt be defined as in (2.9) and let
Let a nt = max(0, t − n −1/3 log n) and b nt = min(1, t + n −1/3 log n). Define the inter-
F (a nt ) − F (t))/f (t), n 1/3 (F (b nt ) − F (t))/f (t)] and the mapping
φ nt (s) = n 1/3 (F (t + n −1/3 s) − F (t)) f
(t) .
Let H nt be the interval defined in Lemma 4.2. Then H nt = φ
, and there exists a constant C 1 > 0 only depending on f , such that for all s ∈ H nt , we have 1 − α n ≤ φ nt (s)/s ≤ 1 + α n , where α n = C 1 n −1/3 log n. By definition
whereỸ nt is the process in (2.10), which has the same distribution as Y nt . Since H nt ⊂ [− log n, log n], there exists a constant C 2 > 0 only depending on f , such that
Now apply Lemma 4.3 with g = Z nt , φ = φ nt , α = α n and B = J nt . This yields that
Together with (4.27) we conclude that there exists a constant C > 0 only depending on f , such that
Similar to the proof of Lemma 4.2, this implies that 
where Z is defined in (2.2). Since P {sup(W (t) − t 2 ) > x} ≤ 4 exp(−x 3/2 /2) (see for instance [10] ), it follows that for all k ≥ 1,
for a constant C > 0 only depending on f . From (4.28) we conclude that for all k ≥ 1,
Similar to the proof of Lemma 4.2, using an inequality similar to (4.21), together with (4.31), we find that nt = O(n −1/3 (log n) 2k+1 ), so that from (4.29) we get
Together with Lemma 4.2 and scaling property (4.30), we find that (4.32) where I nt = c 2 (t) −1 J nt . First note that for any t ∈ (0, 1), on the interval I nt , the concave majorant CM I nt Z always lies below CM R Z. Because I nt contains 0, this implies that
uniformly for t ∈ (0, 1). When t ∈ (n −1/3 log n, 1 − n −1/3 log n), there exist an M > 0, only depending on f , such that [−M log n, M log n] ⊂ I nt . Note that on the interval [−M log n, M log n]
Since E(sup |Z|) 2k < ∞, together with (see [12] )
Together with (4.32) and the fact that ζ = D R Z this proves the lemma.
Lemma 4.5 Suppose that f satisfies conditions (A1)-(A3).
Let A E n = A n and A W n be defined by (2.1) and (2.
8). Then for all
Proof Let I nt and N J nt be defined as in the proof of Lemma 4.2, and let K nt = N E nt ∩ N W nt . Then according to (4.17) :
where, according to (4.18), P (K c nt ) ≤ 16e −C(log n) 3 uniformly in t ∈ (0, 1). Since from Lemma 4.4 we know that EA J n (t) 2k are bounded uniformly in n and t ∈ (0, 1), we conclude that
uniformly in t ∈ (0, 1).
To bound the first expectation in (4.34), apply the mean value theorem to write
Hence, together with (4.36), the first expectation in (4.34) can be bounded by
From Lemma 4.4 together with (4.16), it follows that the first expectation is bounded uniformly for t ∈ (0, 1). According to Lemma 4.1, the second expectation is of the order O(n −1/3 (log n) 3 ). Together with (4.35) this proves the lemma.
Lemma 4.6 Suppose that f satisfies conditions (A1)-(A3). The process {A
W n (t) : t ∈ [0, 1]} is strong mixing. More specifically, for d > 0, sup |P (A ∩ B) − P (A)P (B)| ≤ α n (d) = 48e −Cnd 3 ,
where C > 0 only depends on f and where the supremum is taken over all sets
Proof Let t ∈ (0, 1) arbitrary and take 0 < s
Consider events
for Borel sets B 1 , . . . , B k and C 1 , . . . , C l of R. Note that cylinder sets of the form E 1 and
Let E 1 = E 1 ∩ S and E 2 = E 2 ∩ S. Then E 1 only depends on the process F W n before time t + d/2 and E 2 only depends on the process F W n after time t + d/2. Hence, by independency of the increments of the process F W n the events E 1 and E 2 are independent. Therefore by means of (4.18),
for some constant C > 0 that only depends on f . This proves the lemma.
From Lemmas 4.4 and 4.5 it follows immediately that for proving asymptotic normality of n 1/6 1 0 (A n (t) k − EA n (t) k )g(t)dt, it suffices to prove that its Brownian version
is asymptotically normal. The proof runs along the lines of the proof of Theorem 4.1 in [7] . We first derive the asymptotic variance of T W n . To this end we introduce the Brownian version of the process ζ nt defined in (2.4). For t ∈ (0, 1) fixed and t + c 2 (t)sn −1/3 ∈ (0, 1), 
Proof We have with ζ W nt as defined in (4.38),
var n
by change of variables of integration u = t + c 2 (t)sn −1/3 . As noted above for s and t fixed, 
where C 3 > 0 only depends on C 1 , C 2 and D 1 , D 2 > 0 do not depend on n, s and t. Substituting c 1 (t), c 2 (t) as defined in (2.5), and using that g is uniformly bounded on [0, 1], it follows by dominated convergence that var n
Proof of Theorem 2.1 It suffices to prove the statement for T W n as defined in (4.37). Define
.
where [x] denotes the integer part of x. We divide [0, 1] into blocks of alternating length
where 1 ≤ j ≤ N n . Now write T W n = S n + S n + R n , where
According to Lemma 4.4 and the Cauchy-Schwarz inequality, for all s, t ∈ (0, 1),
where C is uniform with respect to s, t and n. Together with the fact that the length of the interval of integration for R n is O(n −1/3 (log n) 3 ) this shows E|R n | → 0 and hence R n = o p (1) . Next we show that contribution of integrals over small blocks is negligible. To this end consider
As in the proof of Lemma 4.7, we have that
where D 1 , D 2 > 0 do not depend s, t and n, using the fact that g is uniformly bounded on [0, 1]. Moreover, for s ∈ B i and t ∈ B j , we have |s − t| ≥ n −1/3 (log n) 3 . Since N n = O(n 1/3 /(log n) 3 ) this implies that
Hence, using (4.40) we obtain E(S n ) 2 = O(n 1/3 N n M 2 n ) + o(1) → 0, so that the contribution of the small blocks is negligible. Define
where α n is defined in Lemma 4.6. For the last inequality, see for instance Lemma 3.1 in [7] . Observe that (N n − 1)α n (M n ) → 0, which means that we can apply the central limit theorem to independent copies of Y j . Asymptotic normality of S n follows if we can show that the independent copies of the Y j 's satisfy the Lindeberg condition. Note that
Again by Cauchy-Schwarz and uniform boundedness of the moments of |X n (t)| we obtain sup 1≤j
n n −1/6 (log n) 6 ).
, together with Cauchy-Schwarz, we conclude that where LLn = max(1, log n). Since, V p,∞ (g k ; J ) ≤ k sup J |g| k−1 V p,∞ (g; J ), and because according to [8] , sup |A n | = o(log n) with probability one, it remains to determine V p (A n ; [0, 1]) = n 2/3 V p (F n − F n ; [0, 1]). Let τ 1 , . . . , τ k n denote the points whereF n has a change of slope and define τ 0 = 0 and τ k n +1 = 1. Then, sinceF n − F n is positive and zero at the τ i 's, 
