D
iagnosed with type 1 diabetes at the age of 14, Dana Lewis got used to hassle: using a portable glucose monitor to measure her blood sugar levels, and then calculating with a second device whether and when to inject herself with the insulin that she also carried. She set alarms overnight lest her blood sugar drop fatally low. In 2013, dissatisfied with the lack of innovation by conventional medical-device firms, she created an artificial, do-it-yourself pancreas system that administers the right amount of insulin automatically. Later, she decided to make the technology available to all those with the illness who were willing to build their own system. The resulting Internet community now has 400 'DIY diabetics' who share readings online and collaboratively improve the device over time.
This example illustrates, as Geoff Mulgan writes in Big Mind, that in the Internet era it is an anachronism to assume that "intelligence resides primarily in the space inside the human skull". Online, large-scale group collaboration is encouraging the emergence of collective intelligence -the focus of Mulgan's lucid and far-ranging book. After founding the think tank Demos, Mulgan served as director of the UK government's Strategy Unit and head of policy under former prime minister Tony Blair. Today he leads the London-based innovation foundation Nesta.
His central claim is that "ever y individual, organization or group could thrive more successfully if it tapped into…the brainpower of other people and machines". Thankfully, Big Mind is not another breathless recounting of the miracle of Wikipedia. Rather, Mulgan probes a subtler, conflicted reality: that groups of people and machines might not assemble in ways that lead to genuine advances in intelligence. For every artificial pancreas, there are many networks designed to s e l l a d v e r t i s i n g , accelerate the dissemination of cat pictures, spread fake news or turn online groups into online mobs.
The benefit of connecting people is obvious when it comes to aggregating large quantities of distributed information quickly. For example, the Oxford English Dictionary was born of the collaboration of thousands of volunteers who submitted words and their etymologies to its editors in the nineteenth century. In the age of the Internet, such data-gathering successes have exploded, thanks to the use of crowdsourcing. In the early days of the Galaxy Zoo astronomy project, for example, hundreds of thousands of volunteers worldwide classified galaxies from images collected by the Sloan Digital Sky Survey, finishing in six months what would have taken years for a graduate student working around the clock. The charity Amnesty International runs a network engaging tens of thousands of volunteers from 150 countries to identify human-rights violations.
However, such large-scale initiatives don't necessarily help us to make important decisions such as formulating law or policy, organizing institutions or deciding between two complex or highly contested choices. So, despite our hyper-connectivity, we are not inevitably smarter, healthier or more just.
Indeed, to avoid networked stupidity, we must focus on the structures, rules, skills, tools and standards that, as Mulgan writes, "turn fragmented, conflicting groups into something closer to a collective intelligence". Organizing these components is the role of public institutions, Mulgan avers. The process of doing so is one that Lee Rainie and Barry Wellman describe in their book Networked (MIT, 2012) as the "choreography and exertion" necessary to manage online collaboration.
Mulgan offers some ideas for how we could use collective intelligence -small and large scale -to unleash the better angels of our nature. On the global level, there is no more fitting example than the Internet's impact on our ability to organize collective knowledge. On the local NATURE.COM For more on science in culture see:
nature.com/ booksandarts T ackling global challenges such as food insecurity, or advancing complex technologies like quantum computers, requires collaboration. 'Team science' may involve two researchers in the same department, or thousands across the globe: teams of teams, such as those at the Large Hadron Collider at CERN, Europe's particle-physics laboratory near Geneva, Switzerland. To develop techniques for 3D printing of human tissues, say, researchers must integrate life science and material science with electrical and mechanical engineering; transcending such disparate disciplines complicates collaboration.
As the complexity of team science increases, so does demand for sophisticated skills, strategies and resources. Yet currently, although it is relatively common to find scientific structures and norms suited to small, single-discipline research teams, support for more-complex teams remains inadequate.
In 2006, a new cross-disciplinary field was launched: the 'science of team science' (SciTS). Its aim is to build an evidence base to help administrators, funders, researchers and others determine the best ways to structure and support scientific teams and improve their effectiveness. The field examines the impacts of, for example, science policies, organizational structures, technological tools, team management and individual competencies on the success of science teams. In The Strength in Numbers, science-policy specialists Barry Bozeman and Jan Youtie delve into one aspect of SciTS: managing teams.
Drawing heavily from a survey of 641 researchers, interviews with 60 faculty members and web posts from 93 anonymous contributors, the authors focus on conflicts in relatively small teams and co-author relationships. They classify collaborations into four types -dream, routinely good, routinely bad and nightmare -and offer advice for addressing factors such as working style, career stage and trust.
For many, The Strength in Numbers might come across as a missed opportunity. Bozeman and Youtie state that research on collaborative teams has become fragmented, or "balkanized", yet they risk fuelling such divisions by citing literature from leading SciTS scholars in just a handful of paragraphs. The authors intermittently mis characterize and dismiss existing SciTS research and resources such as the Team Science Toolkit, instead of considering how those might bolster their "prescriptions". Much of their advice is either overly specific or vague. To one researcher, they recommend: "Get through the project the best you can, and then do not work with the senior colleague again. " Meanwhile, they tout their newly developed "Consultative Collaboration" strategy as the primary answer to the complexities of team science. All team members, they argue, should be consulted at key points in a collaboration to pin down values and choose the next steps. Yet fewer than a dozen pages are devoted to discussing the approach, and only a handful include explanations of how to use it. This leaves the reader to ponder what strategies such as "effective communication, not constant communication" actually mean. Consulting the decades of existing literature on the science of management, leadership or teams would have provided detail and depth.
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What makes teams tick Kara L. Hall examines a study of current research on scientific collaboration. level, there is Reykjavik's success in using new technology to extend the reach of its municipal lawmaking institutions by enabling citizens to suggest, and vote on, initiatives. Surprisingly, Mulgan devotes an optimistic chapter to ways of improving how we run meetings. He calls for smaller meetings that promote a shared understanding of their purpose through clearer agendas, allocation of defined tasks, well-stated goals, and better use of space, moderation and gadgets.
Equally surprising is his ultimately dour and dispiriting assessment of the limits of collective intelligence for improving parliaments and legislatures at scale. He overestimates the success of new platforms for generating ideas, which, over time, have not led to much in the way of outcomes and have only increased frustration with democratic institutions. At the same time, he potentially underestimates emerging models for "crowdlaw" -that is, those online processes for engaging broader publics in making decisions and evaluating their impact.
Mulgan points to examples of complex and large-scale political collaborations, such as the Paris Climate Accord and the 2015 ratification, by 193 countries, of the 17 global Sustainable Development Goals. And he rightly concludes that the jury is still out on the question of which processes or technologies could sustain new forms of collective public governing.
Inspired by this question, the fifth annual Collective Intelligence Conference, held in June in New York City, focused on democracy. Experts from computer science to the social sciences came together to examine what democratic institutions need to do to better tap the intelligence and expertise of those they govern. As Mulgan concludes, answering this question is hampered by a stark fact. Although parliaments fund and universities conduct research, neither invest much in ways to improve how institutions actually mobilize collective intelligence. Despite the advent of the Internet, these bodies look the same as they did a generation ago. The trenchant questions and thoughtful discussion in Big Mind, however, will help us to reimagine our institutions and convince us of the urgency of doing so. ■ 
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