We study the two-user interference channel where the source nodes may transmit and receive in half-duplex while the destinations only receive as usual. Depending on the sources, the channel can be in one of three modes: A) both sources transmit, B) source 1 transmits while source 2 receives, and C) source 2 transmits and source 1 receives. This allows a limited form of cooperation between the sources. In this paper, we focus on the corresponding symmetric linear deterministic channel and derive its sum capacity. We consider a scheme which, by operating in modes B and C, transforms mode A into a virtual two-user interference channel with rate-limited bit pipes between the two source nodes and from each source node to the destination node it causes interference to. For the virtual channel so created, we propose a generalization of the superposition coding scheme of Han-Kobayashi to take advantage of the bit pipes. Finally, we derive matching upperbounds to show that the performance of the composite scheme is indeed optimal for the original channel.
I. INTRODUCTION
A basic characteristic of the wireless medium is its broadcast nature. This manifests itself as interference when multiple users try to share the medium. An active area of research which investigates efficient schemes for managing interference has focused on interference channels [10] , [8] , [9] , [4] . However, the broadcast feature is also a blessing in disguise in that the same transmission could be heard by multiple receivers opening up the possibility of cooperation. Traditionally, the cooperation aspect has been investigated separately using relay channels where only one source-destination pair is present [7] . Recently, the role of cooperation in managing interference has come under scrutiny. [11] , [12] , [20] , [18] , [5] , [23] , [14] , [13] , [19] , [15] , [16] , [17] , [6] , [21] , [24] is an incomplete list of references.
In this paper we investigate the two-user interference channel, where the two sources may not only transmit but also receive ( Fig. 1 ). This will allow the sources to cooperate. However, to be realistic about the gains that can be derived from this cooperation, we impose two key restrictions:
• In-band cooperation. No extra orthogonal band is available for the source nodes to tansmit to each other over, all transmission and reception must happen over the same band. Thus, the sources cooperate by transmitting and receiving over the same band that is originally available for the interference channel. • Half-duplex operation. Each source node may either transmit or receive at a time, but not both. This respects the limitations of current hardware technology. The in-band cooperation assumption here is a key difference from [12] which considered cooperation over conferencing links orthogonal to the original channel. Our model is identical to the one in [15] except that, there, the full-duplex mode of operation was studied.
We study the problem using a linear deterministic channel model which was recently introduced in [1] . This model was introduced in an attempt to simplify the understanding of wireless interactions. The deterministic model simplifies the Gaussian wireless network model by eliminating noise and discretizing the signal, but preserves the notions of interference and broadcast. It has served as a useful model for studying wireless networks [1] , [2] , [3] , [21] .
We characterize the sum capacity of the symmetric linear deterministic channel. The key idea behind our coding scheme is to turn the channel into a virtual two-user interference channel with rate-limited bit pipes between the two sources and from each source to the destination node where it causes interference (see Fig. 3 ). For this virtual channel, we apply a coding scheme which builds on the superposition coding scheme of Han and Kobayashi [10] for interference channels. The coding scheme of [10] involves each source transmitting its message in two parts -a public message which is decoded by both destinations, and a private message which is decoded only by the destination to which it is intended. In order to take advantage of the bit pipes, we introduce two more messages -a cooperative private message which is decoded only by the destination to which it is intended, but in whose transmission both sources cooperate; and a pre-shared public message which each source shares (over the bit pipes) with the destination where it causes interference, thereby allowing that destination to treat it as known interference. Using matching upperbounds, we show that our coding scheme is indeed optimal.
In the next section we describe the channel model and present our results. Section III sketches the coding scheme we use while section IV briefly discusses the proof of optimality of this scheme. Section V concludes the paper with a discussion of future work.
II. MODEL AND RESULTS
We consider a symmetric interference channel with half duplex source cooperation in Fig. 1 . The source nodes 1 and 2 want to communicate with destination nodes 3 and 4 respectively. The channel gains for direct link, cross link and cooperation link are n D , n I and n C respectively. Let n = max{n D , n I , n C } and S ∈ F n×n 2 be the shift matrix
where F 2 is the finite field with two elements. The channel inputs X 1t , X 2t are n-length vectors over F 2 . Each source can either transmit or listen, but cannot do both at the same time. At each discrete time t = 1, 2, . . ., the sources can work in one of the following three modes. In mode A (Fig. 1a) , both sources transmit. The nodes receive:
In mode B (Fig. 1b ), source 2 listens. Then,
In mode C ( Fig. 1c ), source 1 listens and
A block length-L codebook of rate (R 1 , R 2 ) for the channel consists of a schedule function ϕ(t) ∈ {A, B, C} and a sequence of encoding functions f kt and decoding functions g k+2 , k = 1, 2, t = 1, 2, . . . , L. The source messages W k ∈ {1, 2, . . . , 2 LR k }, k = 1, 2 are independent and uniformly distributed. The sources transmit
). Note that the encoding functions are causal. Further, the encoding functions also satisfy the schedule set out by ϕ(t). i.e., we have
is achievable is the sum-capacity of the channel. The main result of this paper is stated in the following theorem.
Theorem 2.1: The sum capacity of the interference channel in Figure 1 with half duplex source cooperation is
For any given codebook, α/(2 + α) represents the proportion of time spent on mode A. The gains from cooperation are illustrated in Fig. 2 . We can make the following observations from the plot:
1) There are no gains for n C smaller than n D and this is different from full duplex case [15] . (Fig. 2a ) 2) When n C → ∞, the cut set bound 2 max{n D , n I } will be achieved. (Fig. 2a ) 3) If we fix n C , n D and let n I → ∞, the sum rates will saturate at max{n C , 2n D } when n I is above some threshold. (Fig. 2b ) Note that in the degenerate case of n I = n D , the sum capacity is always bounded by n D , which is achieved by the optimal scheme for interference channel. Thus we will only need to consider schemes for cases where n D = n I . 
III. ACHIEVABILITY
Our coding scheme turns the two-user interference channel of mode A (Fig. 1a ) into a virtual two-user interference channel ( Fig. 3 ) with rate-limited bit pipes between the two sources and from each source to the destination node where it causes interference. The bit pipes are realized by operating in modes B and C ( Fig.1b and 1c) where only one of the source nodes transmits while the other receives. In these modes, the transmitting source sends data to its own destination, and in addition, sends messages to the other nodes in order to realize the bit pipes.
We denote the virtual channel in Fig. 3 by IF coop (n D , n I , Δn, Δn ), where Δn and Δn , respectively, are the rates of the bit pipes between the source nodes and the source nodes to the destination node they interfere with, respectively. For this new channel, we limit ourselves to block-coding schemes of the following type:
1) First, the sources send LΔn bits to each other, where L is the blocklength. These bits are functions only of the message of the source sending the bits. 2) Next, each source sends LΔn bits to the unintended destination. This message is a function of the message of the source sending the bits and the bits exchanged in the previous step.
3) The sources transmit over the interference channel with each of their channel inputs being functions of their message and the bits exchanged in the first step. In the rest of the section, we first discuss an achievable sum rate for IF coop (n D , n I , Δn, Δn ). Then using this result, a scheme which achieves the sum capacity of the half-duplex channel will be presented.
A. Interference Channel with Bit Pipes
The following lemma characterizes an achievable sum rate of the IF coop channel. We will only need the result for Δn = 0 when n I < n D .
Lemma 3.1: The following is an achievable sum rate for the interference channel with bit pipes in Fig The coding scheme which achieves the rate in the above lemma is a generalization of the superposition coding scheme of Han-Kobayashi for interference channels. Note that Han-Kobayashi scheme achieves the capacity of the linear deterministic interference channel (without the bit pipes) [8] . The scheme of Han and Kobayashi in this context may be interpreted as follows. Each source node transmits its information in two parts:
• public message is decoded by both destinations (even though it is meant for only one of the destinations), • private message is decoded only by one of the destinations, the one to which it is intended.
Our scheme involves two additional parts each of which take advantage of one of the two types of bit pipes available.
1) cooperative private message. These messages are shared in advance between the sources over the bit pipes between them. The messages are then sent out cooperatively by the two sources. But they are only decoded by the intended destination. 2) pre-shared public message. Each source shares this type of message with the unintended destination in advance over the bit pipes to that destination. This ensures that when it appears as interference in the transmission over the interference channel, the destination can treat it as known interference.
Moreover, when Δn > 0, the sources may also choose to relay part of the exchanged bits to the other destination over the bit pipes.
In the interest of space, the proof of achievability is omitted. Instead, we illustrate the scheme using three examples. In order to simplify the presentation, the channel parameters are hand-picked so that coding over time is not needed. Example 1: n D = 6, n I = 4, Δn = 3, Δn = 0. The lemma shows that the achievable sum rate is 10 bits. Source 1 generates three signals in F nD 2 : public W 1 , private U 1 and cooperative private V 1 . V 1 , V 2 are exchanged between the sources, hence R V ≤ Δn. For this channel, we can achieve the sum rate by setting R W = 1, R U = 1, R V = 3. Let W 1 = [0, 0, 0, w 11 , 0, 0] T , U 1 = [0, 0, 0, 0, u 11 , 0] T and V 1 = [v 11 , v 12 , v 13 , 0, 0, 0] T . The channel input X 1 = W 1 +U 1 +Ṽ 1 , in whichṼ 1 ,Ṽ 2 are defined such that they will add up as V 1 at node 3 and V 2 at node 4. We can calculate that 12 , v 13 , w 11 , u 11 , w 21 ] T and W 1 , U 1 , V 1 can all be decoded.
For the cooperative private signals, the channel looks like a MIMO broadcast channel and the inputs are coherently combined at each destination. Example 2: n D = 4, n I = 6, Δn = 2, Δn = 2. The lemma shows that the achievable sum rate is 10 bits. Source 1 generates three signals in F nI 2 : public W 1 , cooperative private V 1 and pre-shared public V 1 . As above, we have R V ≤ Δn. V 1 is shared with node 4 and V 2 is shared with node 3, hence R V ≤ Δn . For this channel, we can achieve the sum rate by setting 11 , v 12 , 0, 0, 0, 0] T , V 1 = [0, 0, v 11 , v 12 , 0, 0] T and V 2 is also known at source 1. The channel input X 1 = W 1 +Ṽ 1 +V 1 , in whichṼ 1 ,Ṽ 2 are defined such that they will add up as V 1 at node 3 and V 2 at node 4. We can calculate thatṼ 1 21 , v 12 , w 12 ] T and W 1 , U 1 , V 1 can all be decoded after node 3 canceling the pre-shared V 2 .
Example 3: n D = 1, n I = 2, Δn = 4, Δn = 2. The lemma shows that the achievable sum rate is 8 bits. Before starting to use the interference channel, Source 1 and 2 will first relay 2 bits of data to destination 4 and 3 respectively, providing a total relay rate of 4 bits. Now the channel reduces to IF coop (1, 2, 2, 0), whose sum rate is just 4 bits by the lemma as we need. In fact, it is easy to show that R V = 2 can be achieved for the new channel using scheme similar to the above examples. The detail is omitted here.
This example shows that, when the bit pipes are so strong that the cut set bound 2n I of interference channel is achieved, relaying part of the exchanged data is the key to further improve the achievable sum rate.
B. Achievablity for Half Duplex Channel
Now we give the scheme for the original channel using Lemma 3.1. Our coding scheme consists of a sequence of blocks. Each block is (2 + α)L long (α ≥ 0), of which 1, 2, . . . , L and L + 1, L + 2, . . . , 2L, respectively are operated in modes B and C, respectively. The rest αL long duration is in mode A. In mode B, source 1 uses superposition coding to send messages to each of the other three nodes. In particular, it sends at a rate of n D to destination 3, at rate Δm to the other source (node 2) and at Δm to the destination node 4. It is easy to see that all non-negative pairs of (Δm, Δm ) which satisfy the following constraints can be achieved:
The message to the other source at rate Δm and that to destination node 4 at rate Δm will be used to realize the bit pipes from source 1 to source 2 and destination 4, respectively. The resulting rates for the bit pipes are Δn = Δm/α, Δn = Δm /α as the mode A lasts α times the duration of mode B. By equation (1), the constraints on Δn, Δn are
We denote the set of non-negative (Δn, Δn ) which satisfy the conditions (2) by Ω. Source 2 acts similarly in mode C. For each block, we can now transform mode A into a block of the virtual channel in Fig. 3 by equipping it with the following bit pipes:
1) The bit pipes between source 1 and 2, created in the previous block (except for the first block). 2) The bit pipes from source 1 to destination 4 and from source 2 to destination 3, created in current block. This guarantees the operation order for the virtual channel required by the achievable scheme we considered (namely, the sources first exchange message bits each over the bit pipes between them, which is followed by the use of the other bit pipes and the channel itself). Note that this transformation cannot be done for the very first of the sequence of blocks.
But, the loss in rate can be made negligible by considering a large number of blocks. Hence we get the following achievable sum rate for the original channel:
It can be shown that under the optimal choice of Δn, Δn , the expression matches min(l 1 (α), l 2 (α), l 3 (α), l 4 (α)). Optimizing over α ≥ 0, we obtain the sum capacity given in Theorem 2.1.
IV. CONVERSE
By the symmetry of the channel and the fact that we are interested in the sum-rate, without loss of generality, we may consider schemes that spend equal amounts of time in modes B and C. To see this consider the following argument: for any scheme that devotes unequal durations to modes B and C, we may define a new scheme by reversing the roles of the sources and letting source 1 (resp. 2) do what source 2 (resp. 1) does in the original scheme. Concatenating the two schemes, we will end up with a scheme that does have equal amounts of modes B and C while maintaining essentially the original performance. For each such coding scheme, we define β ≥ 0 to be the proportion of time spent in mode A according to the schedule function ϕ(t). We further define α ≥ 0 through equation β = α/(2 + α).
To show the converse, it suffices to show that l i (α), i = 1, .., 4 defined in Theorem 2.1 are upper bounds for any scheme with parameter α. Due to the space limitation, we do not give a proof here but would like to make some remarks on how we proved each bound.
• l 1 is a simple cut set bound with the cut between the sources (nodes 1 and 2) and destinations (nodes 3 and 4). Note that when n I = n D , Y 3 and Y 4 are the same and the bound reduces to the cut set bound for multipleaccess channel. • l 2 is a cut set bound with nodes 1 and 4 on one side of the cut and nodes 2 and 3 on the other. • l 3 is proved like a Z-channel bound [25] in which one destination is provided with channel input of the source that causes interference to it. • l 4 is proved like a genie aided bound [9] in which both destinations are provided with the interference signal at the other destination.
V. CONCLUSION
In this paper, we studied the symmetric linear deterministic model of the interference channel with half duplex source cooperation and derived its sum capacity. In [22] , we consider natural extensions of this work including a finite gap characterization of the sum capacity of the Gaussian interference channel with half duplex source cooperation.
