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---- ABSTRACT '\ 
The c o n t r i b u t i o n  of t h i s  d i s s e r t a t i o n  i s  t h e  d e r i v a t i o n  of 
a d a p t i v e  s t o c h a s t i c  a lgo r i thms  f o r  l e a r n i n g  d i r e c t l y  t h e  s t a t i o n a r y  
d i s c r e t e  t i m e  op t imal  Kalman f i l t e r  i n  an unknown random environment.  
To accomplish t h i s  d e r i v a t i o n ,  an  unsupervised l e a r n i n g  c r i t e r i o n  is  
formulated. '  It i s  shown t h a t  t h i s  c r i t e r i o n  is  a necessary  and s u f f i c -  
i e n t  c o n d i t i o n  f o r  op t imal  f i l t e r i n g .  The c r i t e r i o n  is  then  used i n  
con junc t ion  wi th  t h e  theory of S t o c h a s t i c  Approximation t o  develop t h e  
a lgo r i thms  and t o  prove t h a t  they  converge w i t h  p r o b a b i l i t y  one.  
In a d d i t i o n ,  a method f o r  a c c e l e r a t i n g  t h e  a d a p t a t i o n  r a t e  i s  
given.  Techniques f o r  e s t ima t ing  o t h e r  u s e f u l  q u a n t i t i e s  such as  t h e  
e r r o r  covar iance  a r e  a l s o  p re sen ted .  
I n  t h e  l a t t e r  p a r t  of t h i s  s tudy  t h e  s t o c h a s t i c  a lgo r i thms  a re  
are  modif ied t o  accommodate s lowly va ry ing  s t a t i s t i c s  and s p e c i a l  
classes of  n o n l i n e a r  systems.  Numerical s imula t ions  are performed t o  
v e r i f y  exper imenta l ly  t h e  t h e o r e t i c a l  e x p e c t a t i o n s  and p r e d i c t i o n s  f o r  
both l i n e a r  and n o n l i n e a r  systems.  The a d a p t i v e  technique i s  then  
app l i ed  t o  l e a r n i n g  t h e  opt imal  f i l t e r  f o r  a thermionic  p o i n t  r e a c t o r  
us ing  t h e  " l i n e a r i z e d  prompt jump approximation" t o  t h e  k i n e t i c s  
model of t he  r e a c t o r .  






Recent ly  cons ide rab le  a t t e n t i o n  h a s  been d i r e c t e d  toward s e l f -  
a d a p t i v e  ( o r  s e l f - l e a r n i n g )  techniques  f o r  op t imiz ing  system performance. 
Tne b a s i c  idea  i s  q u i t e  simple: one wishes t o  des ign  a system t o  o p e r a t e  
e f f i c i e n t l y  i n  an  unknown o r  changing environment wi thout  t h e  n e c e s s i t y  
of d i r e c t  human i n t e r v e n t i o n .  
t h e  con tex t  o f  c o n t r o l  and communication theory  where i t  is  o f t e n  i m -  
p r a c t i c a l  o r  imposs ib le  t o  o b t a i n  t h e  - a p r i o r i  information r equ i r ed  t o  
s p e c i f y  t h e  optimum system. 
Such s y s t e m s  are extremely impor tan t  i n  
The goa l  of t h i s  r e p o r t  is t o  provide  a s e l f - a d a p t i v e  s o l u t i o n  
t o  t h e  problem of opt imal  f i l t e r i n g ,  p r e d i c t i o n ,  and smoothing of s t o -  
c h a s t i c  s i g n a l s  imbedded i n  random n o i s e .  However, be fo re  d i s c u s s i n g  
t h e  s p e c i f i c  problem i n  more d e t a i l ,  a h i s t o r i c a l  survey of  t h i s  t o p i c  
is  a p p r o p r i a t e .  
1 . 2  Background and H i s t o r i c a l  Survey 
One of  t h e  most important  t o p i c s  i n  c o n t r o l  theory is  the  s t o -  
c h a s t i c  c o n t r o l  problem. Here one i s  r equ i r ed  t o  determine t h e  optimum 
c o n t r o l l e r  f o r  a given p l a n t  wi thout  p r e c i s e  knowledge of t h e  s ta te  x ( t )  
of t h e  p l a n t .  The s t o c h a s t i c  approach t o  optimum c o n t r o l  is  motivated 




1) some of t h e  s ta te  v a r i a b l e s  are n o t  a v a i l a b l e  f o r  
measurement, 
L- 
2) t h e  measurements con ta in  n o i s e ,  
3) t h e  p l a n t  i s  s u b j e c t  t o  random i n p u t  d i s tu rbances .  
By us ing  t h e  f a m i l i a r  s t a t e  variable r e p r e s e n t a t i o n ,  a d i s c r e t e  time 
l i n e a r  dynamic system model of t h e  p l a n t  can b e  descr ibed  by 
x (n+ l )  .. = 'P(nS1,n) x(n)  . 4- D(n) u(n) .. 1- w(n) .. (1.1) 
and t h e  measurement of t h e  s ta te  x(n)  by - 
E(n) = H(n) x ( n )  .. 4- v(n)  .. 
where 
x (n )  i s  t h e  m x 1 system s t a t e  v e c t o r  
g(n) i s  t h e  R x 1 c o n t r o l  vec to r  
y(n)  i s  t h e  m x 1 whi t e  p e r t u r b a t i o n  n o i s e  inpu t  v e c t o r  
'P(n+l,n) i s  t h e  one-step ni x m state t r a n s i t i o n  matrix 
D(n) i s  t h e  m x R c o n t r o l  ma t r ix  
E(n> i s  t h e  p x 1 measurement v e c t o r  
y(n) i s  t h e  p x 1 whi t e  measurement n o i s e  v e c t o r  
H(n) i s  t h e  p :. m obse rva t ion  ma t r ix .  
%ne p r o p e r t i e s  of  t h e  n o i s e  v e c t o r s  v(n)  and w(n) are de f ined  by . - 
T E(w(n) w ( n ) )  = Q(n) s(n-s) 
E(v(n) v (n )}  = R(n) 6(n-s) 





Q(n) i s  t h e  m x m p e r t u r b a t i o n  n o i s e  covar iance  matrix 




a ( * )  i s  t h e  Kronecker d e l t a  func t ion .  
The approach [Lee ,  19641 g e n e r a l l y  use.d t o  a t t a c k  t h i s  problem 
is  t o  f i r s t  estimate t h e  s ta te  z ( n ) .  
i f  i t  w e r e  t h e  a c t u a l  s t a t e  t o  c a l c u l a t e  t h e  optimum c o n t r o l  employing 
d e t e r m i n i s t i c  methods, such as t h e  maximum p r i n c i p l e .  I n  o t h e r  words, 
Then t h i s  estimate g(n) i s  used as 
t h e  s t o c h a s t i c  c o n t r o l  problem i s  sepa ra t ed  i n t o  two phases ,  r e f e r r e d  t o  
as es t ima t ion  and c o n t r o l .  It has  been proved t h a t  f o r  l i n e a r  systems 
wi th  a q u a d r a t i c  performance index and sub jec t ed  t o  wh i t e  Gaussian per-  
t u r b a t i o n  and obse rva t ion  n o i s e  i n p u t s ,  t h e  op t ima l  s t o c h a s t i c  c o n t r o l l e r  
c o n s i s t s  of an opt imal  e s t i m a t o r  ( f i l t e r )  i n  cascade  wi th  an opt imal  de- 
t e r m i n i s t i c  c o n t r o l l e r  [Joseph and Tou, 19611. This  r e s u l t  i s  known as 
t h e  Separa t ion  Theorem. I n  t h i s  paper ,  only t h e  e s t ima t ion  phase is 
cons idered  because t h e  d e t e r m i n i s t i c  c o n t r o l  s o l u t i o n  is  w e l l  known 
[Schul tz  and Melsa, 1967 o r  Sage, 19681. 
I n  communication theory  an e q u a l l y  impor tan t  t o p i c  is  t h e  s t o -  
c h a s t i c  d e t e c t i o n  problem. Here i t  i s  r equ i r ed  to determine t h e  op t ima l  
r e c e i v e r  f o r  d e t e c t i n g  the  presence of a s t o c h a s t i c  s i g n a l  x ( t )  -. imbedded 
i n  a d d i t i v e  random Gaussian n o i s e  v ( t ) .  I f  i t  i s  assumed t h a t  t h e  s i g n a l  
?(t) has  a r a t i o n a l  spectrum, i t  i s  p o s s i b l e  t o  r ep resen t  i t  as t h e  s t a t e  
of a l i n e a r  dynamic system wi th  a whi te  Gaussian n o i s e  i n p u t  [Kalman, 
19601. The l i n e a r  dynamic system i s  c a l l e d  t h e  s i g n a l  gene ra t ing  p rocess ,  
-. 
4 
and i n  d i s c r e t e  t i m e  s ta te  v a r i a b l e  r e p r e s e n t a t i o n  i s  descr ibed  by 
x(n+l> ." = Q(n)  x(n)  ." +- w(n) .. (1 3) .-.- 
and t h e  measurement of t h e  s i g n a l  x(n) by 
z (n)  = H(n) x(n)  4- v(n)  (1.4) 
I . - 
The n o t a t i o n  i s  t h e  same a s  t h a t  of Eqns. (1.1) and (1.2)  except  
(a(n-t-l,n) f o r  r = 1 is s i m p l i f i e d  t o  @ ( n ) .  The s i g n a l  gene ra t ing  p rocess  
(1.3) is i d e n t i c a l  t o  t h e  c o n t r o l  p l a n t  process  (l.l), without  t h e  con- 
t r o l  i n p u t  u (n ) .  However, t h e  Sepa ra t ion  Theorem s ta tes  t h a t  t h e  c o n t r o l  
t e r m  can be d i s r ega rded  i n  t h e  e s t ima t ion  phase.  
t i o n  problem and i ts  s o l u t i o n  are i d e n t i c a l  f o r  both c o n t r o l  and com- 
munication theory .  
6 
Therefore ,  t h e  estima- 
There a l s o  exis ts  an  analogous Separa t ion  Theorem s o l u t i o n  t o  
t h e  s t o c h a s t i c  d e t e c t i o n  problem [ K a i l a t h ,  19631 which s ta tes  t h a t  f o r  
a Gaussian s i g n a l  w i t h  r a t i o n a l  spectrum observed i n  wh i t e  a d d i t i v e  
Gaussian no i se ,  t h e  opt imal  s t o c h a s t i c  d e t e c t o r  c o n s i s t s  of a n  o?t imal  
e s t i m a t o r  ( f i l t e r )  i n  cascade  wi th  t h e  opt imal  d e t e c t o r  f o r  a c o q l e t e l y  
known s i g n a l ,  i .e . ,  t h e  output  of t h e  f i l t e r  i s  considered t o  be t h e  
a c t u a l  s i g n a l .  Again, only t h e  e s t ima t ion  phase is  cons idered ,  s i n c e  
t h e  optimum d e t e c t i o n  s o l u t i o n  i s  w e l l  known [Hancock and IJ intz ,  1966 
o r  Van Trees, 19683. 
Because of t h e  i d e n t i c a l  mathematical  framework of e s t ima t ion  i n  
a c o n t r o l  o r  communication c o n t e x t ,  no d i s t i n c t i o n  between t h e  two a r e a s  
i s  made i n  t h e  t e x t  t h a t  fo l lows .  
5 
Wiener [1949] and Kolmogorov [1941] are c r e d i t e d  with t h e  so lu-  
t i o n  f o r  a s i n g l e  inpu t - s ing le  o u t p u t  system. Wiener formulated the 
problem i n  t e r m s  of f i n d i n g  t h e  optimum ( i n  a m i n i m u m  mean-square e r r o r  
.,- 
sense)  l i n e a r  f i l t e r .  H e  showed tha t  a necessa ry  and s u f f i c i e n t  condi- 
t i o n  f o r  o p t i m a l i t y  is t h a t  t h e  f i l t e r  s a t i s f y  t h e  Wiener-Hopf equat ion ,  
and he  developed a method ( spec t r a l - f ac to r i za t ion )  f o r  s o l v i n g  t h i s  
equa t ion  f o r  s i g n a l s  w i t h  a known s t a t i o n a r y  r a t i o n a l  spectrum and f o r  
n o i s e  w i t h  'a known s t a t i o n a r y  white spec t run .  
Following Wiener ' s p ionee r ing  work, t h e r e  developed an e x t e n s i v e  
l i t e r a t u r e  which i n t e r p r e t e d ,  s i m p l i f i e d ,  modified,  and extended h i s  
resu l t s .  D e t a i l e d  b i b l i o g r a p h i e s  may be  found i n  Stumper [1955] and 
Balakrishnan [ 19631 . 
However, t h e  case o f  a non- s t a t iona ry  mul t id imens iona l  s i g n a l  
i n  nonys ta t iona ry  mul t id imens iona l  n o i s e  remained unsolved i n  an 
eng inee r ing  s e n s e  u n t i l  1960-1961 when Kalman E19601 and Kalman and Bucy 
[1961] pub l i shed  t h e i r  fundamental pape r s .  I n s t e a d  o f  s eek ing  a s o l u -  
t i o n  t o  t h e  Wiener-Hopf equat ion  i n  t h e  frequency domain with t h e  
a t t e n d a n t  problem of s p e c t r a l  f a c t o r i z a t i o n ,  Kalman combined t h e  concept 
of s t a t e  v a r i a b l e  r e p r e s e n t a t i o n  of dynamic systems w i t h  t h e  or thogonal  
p r o j e c t i o n  i n  a H i l b e r t  space formula t ion  of l i n e a r  f i l t e r i n g  t o  o b t a i n  
a d i r e c t  s o l u t i o n  i n  t h e  time domain. I n  c o n t r a s t  t o  Wiener 's  method, 
Kalman's r e s u l t s  are  i n  r e c u r s i v e  form, and t h e r e f o r e  i d e a l l y  s u i t e d  t o  
real-time s e q u e n t i a l  d i g i t a l  computation. However, b o t h  t h e  Wiener and 
Kalman t h e o r i e s  r e q u i r e  complete knowledge of t h e  message gene ra t ing  
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and obse rva t ion  n o i s e  covar iance  ma t r i ces ,  denoted by Q and R r e spec t ive -  
ly. Kalman's method a l s o  r e q u i r e s  t h e  i n i t i a l  va lue  of t h e  e r r o r  covar i -  
._ 
ance  ma t r ix .  
I n  t h e  rea l  world such e x t e n s i v e  - a p r i o r i  in format ion  i s  
g e n e r a l l y  no t  a v a i l a b l e .  The consequence of n o t  knowing R and/or  Q i s  
a subopt imal  f i l t e r ,  i , e . ,  an  i n c r e a s e  i n  t h e  e r r o r  covar iance  matrix. 
I n  some cases t h e  i n c r e a s e  i s  unbounded [Sorenson, 19661. D e t a i l e d  
i n v e s t i g a t i o n s  of  t h e  subopt imal  performance caused by i n s u f f i c i e n t  
- a p r i o r i  in format ion  have been wide ly  r epor t ed  i n  t h e  l i t e r a t u r e ,  e .g . ,  
Soong [1965],  Heffes  [1966], and Nishimura [1966, 19671. 
I n  a d d i t i o n ,  t h e  i n v e r s e  of  R i s  o f t e n  r equ i r ed  t o  e x i s t  t o  
avoid  i l l - c o n d i t i o n e d  matrices i n  t h e  Kalman f i l t e r  computation. The 
presence  of e i t h e r  n o i s e l e s s  measurements o r  c o r r e l a t e d  obse rva t ion  n o i s e  
can render  R s i n g u l a r .  
s imply because one measurement i s  an  o r d e r  of  magnitude more a c c u r a t e  than  
t h e  o t h e r s .  Thus t h e  Kalnan f i l t e r  formula t ion  o f t e n  gene ra t e s  app l i ca -  
t i o n  d i f f i c u l t i e s .  Bryson and Johansen [1965] and Bryson and llehra [1968] 
have modif ied t h e  Kalman framework t o  handle  a s p e c t s  of t h i s  p a r t i c u l a r  
problem, bu t  t h e i r  technique n e c e s s i t a t e s  s ta te  augmentation, which in -  
creases t h e  dimension of t h e  f i l t e r ,  i n c r e a s e s  t h e  computation t i m e ,  and 
r e q u i r e s  t a k i n g  d e r i v a t i v e s .  
In  p r a c t i c e  R i t s e l f  i s  o f t e n  i l l - c o n d i t i o n e d  
1 .3  Statement  of t h e  Problem and Previous  R e s u l t s  
The inadequacy o r  absence of - a p r i o r i  knowledge l e a d s  n a t u r a l l y  
t o  the  cons ide ra t ion  of a d a p t i v e  o r  l e a r n i n g  approaches t o  optimum 
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e s t i m a t i o n .  S p e c i f i c a l l y ,  a s e l f - a d a p t i v e  s o l u t i o n  t o  t h e  d i s c r e t e  
t i m e ,  s t a t i o n a r y  optimum f i l t e r i n g  and p r e d i c t i o n  problem is  sought  
which does no t  r e q u i r e  - a p r i o r i  s p e c i f i c a t i o n  of  R and Q, and which re- 
t a i n s  t h e  r e c u r s i v e  f e a t u r e s  of Kalman's formula t ion .  
Previous  a d a p t i v e  techniques  can b e  d iv ided  i n t o  two types .  The 
f i r s t ,  due t o  Magi l l  [1965], assumes t h a t  t he ' pa rame te r s  of R and Q be- 
long  t o  a f i n i t e  ensemble of - a p r i o r i  known p o s s i b i l i t i e s .  
Bayesian p a t t e r n  r ecogn i t ion  a l g o r i t h m  f o r  Gaussian d i s t r i b u t i o n s  is  used 
t o  learn which sampled d a t a  p rocess  i s  be ing  observed.  With t h i s  know- 
An optimum 
\ 
ledge,  Q and R are uniquely  s p e c i f i e d .  
a s c a l a r  observa t ion  process  and i s  cumbersome t o  apply .  For example, 
given N unknown elements  of Q and t h e  unknown sca la r  element R ,  w i t h  PI 
p o s s i b l e  va lues  f o r  each va r i ance ,  t h e r e  are (N+1) combinat ions.  Each 
combination r e q u i r e s  the  implementation of t h e  corresponding Kalman f i l -  
t e r  equa t ions .  Hilborn and L a i n i o t i s  [1969] extended M a g i l l ' s  technique 
t o  a v e c t o r  obse rva t ion  process  and prove mean square and p r o b a b i l i t y  one 
convergence. 
t h e  number of unknown elements  i n  t h e  ma t r ix  R.  
Mag i l l ' s  method is  v a l i d  only  f o r  
M 
In t h e i r  case, t h e r e  e x i s t  (N+P)M combinations where P i s  
The second approach i s  t o  estimate d i r e c t l y  t h e  components of R 
and Q. She l lenbarger  [1966,1967] devised a scheme us ing  t h e  l i k e l i -  
hood p r i n c i p l e  t o  accomplish t h i s  e s t ima t ion  under t h e  assumption of 
Gaussian d i s t r i b u t i o n s  and o t h e r  more r e s t r i c t ive  requi rements  which 
limit i t s  u t i - l i t y .  One of t h e s e  r e s t r i c t i o n s  i s  fundamental .  It i m -  
p l i e s  t h a t  Q cannot be l ea rned  i f  i t  c o n t a i n s  more than  m x p elements .  
Proof of  convergence was n o t  cons ide red .  It  i s  important  t o  n o t e  t h a t  
. 
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t hese  two approaches r e q u i r e  t h e  e s t i m a t i o n  of both t h e  R and Q m a t r i c e s .  
Then t h e  e n t i r e  s e t  of  Kalman's equa t ions  must be  so lved  f o r  t h e  f i l t e r  
matrix each t i m e  t h e  estimates of R and Q a re  updated. 
, 
\- 
1.4 Approach t o  t h e  Problem 
I n  t h i s  t h e s i s  an unsupervised l e a r n i n g  c r i t e r i o n  i s  formulated 
from which se l f - adap t ive  a lgor i thms are der ived .  These a lgo r i thms  l e a r n  
t h e  optimum d i s c r e t e  t i m e  s t a t i o n a r y  Kalman f i l t e r  d i r e c t l y .  
n a t e s  bo th  t h e  n e c e s s i t y  of e s t i m a t i n g  R and Q as an i n t e r m e d i a t e  s t e p  
and t h e  need t o  s o l v e  t h e  e n t i r e  set  of f i l t e r i n g  equa t ions .  The num5er 
of parameters  t o  be determined and t h e  computation t i m e  is  thereby  re-  
duced. 
i l l - c o n d i t i o n e d  estimate of t h e  R ma t r ix  i s  avoided.  S a t i s f a c t i o n  of t h e  
l e a r n i n g  c r i t e r i o n  i s  shown t o  be  a necessary  and s u f f i c i e n t  cond i t ion  
f o r  op t ima l  f i l t e r i n g .  The s t o c h a s t i c  a l g o r i t h m  developed f o r  e s t ima t -  
i n g  t h e  optimum f i l t e r  converge i n  mean-square and wi th  p r o b a b i l i t y  one. 
This  e l i n i -  
I n  a d d i t i o n ,  t h e  problem a s s o c i a t e d  wi th  t h e  occurrence of a n  
The r e s u l t s  are v a l i d  f o r  scalar and v e c t o r  valued s i g n a l  and n o i s e  pro- 
cesses. 
The l e a r n i n g  c r i t e r i o n  and t h e  a s s o c i a t e d  s t o c h a s t i c  a lgor i thms 
and t h e i r  a p p l i c a t i o n  c o n s t i t u t e  t h e  p r i n c i p a l  c o n t r i b u t i o n  of t h i s  
r e s e a r c h  paper .  
1.5 Organiza t ion  o f  t h e  Q i s s e r t a t i o n  
The second chap te r  p r e s e n t s  and compares Wiener and Kalman f i l t e r  
theory .  These r e s u l t s  provide t h e  foundat ion f o r  t he  a d a p t i v e  l e a r n i n g  
c r i t e r i o n .  
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Chapter 3 forniulates  t h e  l e a r n i n g  c r i t e r i o n  and proves t h a t  i t  
i s  necessary  and s u f f i c i e n t  f o r  op t imal  f i l t e r i n g .  A Markov sequence 
model o f  the  l e a r n i n g  c r i t e r i o n  i s  g iven .  
_- . 
The unsupervised s t o c h a s t i c  a lgor i thms r equ i r ed  f o r  performing 
t h e  adap ta t ion  i n d i c a t e d  by t h e  l e a r n i n g  c r i t e r i o n  are de r ived  i n  Chapter 
4. The theory of S t o c h a s t i c  Approximation is  invoked t o  prove  convergence 
of t h e  a lgor i thms t o  t h e  optimum Ralman f i l t e r  ma t r ix .  I n  a d d i t i o n ,  a 
method f o r  'opt imizing t h e  a d a p t a t i v e  process  i s  developed. 
Chapter 5 c o n t a i n s  a d d i t i o n s  and ex tens ions  t o  the  prev ious  re- 
s u l t s .  Algorithms are  de r ived  f o r  e s t i m a t i n g  Q ,  R, t h e  e r r o r  covar iance  
r and t h e  one-step p r e d i c t i o n  e r r o r  covar iance  C .  These q u a n t i t i e s  are 
r e q u i r e d  f o r  optimum smoothing. The r a t h e r  r e s t r i c t ive  assumption, 
-1 needed i n  Chapter 4 ,  t h a t  (H) ex i s t  i s  removed. The a lgor i thms of 
Chapter 4 are  a l s o  modif ied t o  accommodate s lowly t ime-varying s i g n a l  and 
n o i s e  s t a t i s t i c s  and a l t e r e d  t o  inc lude  s p e c i a l  classes of n o n l i n e a r  
dynamics. 
The exper imenta l  r e s u l t s  ob ta ined  by s i m u l a t i n g  t h e  l e a r n i n g  
a lgo r i thms  on t h e  CDC 6400 d i g i t a l  computer a re  presented  i n  Chapter 6 .  
Many d i f f e r e n t  systems are examined i n  d e t a i l .  These i n v e s t i g a t i o n s  
s e r v e  t o  confirm exper imenta l ly  t h e  conclus ions  of Chapters  4 and 5.  
Chapter  7 suinmarizes t h e  r e s u l t s  of t h i s  s tudv  a long  
wi th  recommendations f o r  f u r t h e r  r e s e a r c h .  
The c o n t r i b u t i o n  of t h i s  r e p o r t  is  t h e  development of an unsuper- 
v i sed  l e a r n i n g  c r i t e r i o n  which i s  a necessary  and s u f f i c i e n t  cond i t ion  
f o r  op t imal  f i l - t e r i n g ,  t he  d e r i v a t i o n  from t h i s  c r i t e r i o n  of adap t ive  
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s t o c h a s t i c  a lgor i thms f o r  l e a r n i n g  t h e  optimum f i l t e r  ma t r ix  d i r e c t l y ,  
and t h e  a p p l i c a t i o n  of  t h e  a lgo r i thm t o  s p e c i f i c  problems of conununica- 
tion and control theory .  
CHAPTER 2 
OPTIMAL FILTER THEORY 
2 .1  I n t r o d u c t i o n  and Organizat ion of t h e  Chapter  
The s u b j e c t  o f  t h i s  c h a p t e r  is  e s t ima t ion  theory ,  and i t s  a p p l i -  
c a t i o n  t o  t h e  eng inee r ing  problem of e x t r a c t i n g  a s t o c h a s t i c  s i g n a l  from 
n o i s e  o r  e s t i m a t i n g  t h e  s t a t e  of a c o n t r o l  system from no i sy  measure- 
ments.  Sec t ion  2.2 d e f i n e s  t h e  terms f i l t e r i n g ,  p r e d i c t i o n ,  and smooth- 
i n g  which are used throughout t h e  remainder of t h e  chap te r .  
is devoted t o  some of t h e  more impor tan t  a s p e c t s  of e s t ima t ion  theory .  
The a p p l i c a t i o n  of t h i s  theory  t o  t h e  f i e l d  of f i l t e r i n g  and predic t io i l  
l e a d s  t o  t h e  Wiener and Kalman methodologies which are developed i n  
Sec t ions  2 . 4  and 2 .5 ,  r e s p e c t i v e l y ,  and compared i n  Sec t ion  2 . 6 .  This  
comparison u n i f i e s  t h e  more gene ra l  r e c u r s i v e  s t r u c t u r e  of Kalman's 
s o l u t i o n  t o  t h e  t ime-varying s ta te  e s t i m a t i o n  problem and t h e  non- 
r e c u r s i v e  s t r u c t u r e  o f  Wiener 's  ear l ier  s o l u t i o n  t o  t h e  s t a t i o n a r y  
s i g n a l  e x t r a c t i o n  problem. 
Sec t ion  2 . 3  
The two t h e o r i e s  are thus  r e l a t e d  as a pre lude  t o  developing a 
se l f - adap t ive  method of s o l v i n g  t h e  s t a t i o n a r y  s t a t e  e s t i m a t i o n  ( o r  s i g -  
n a l  e x t r a c t i o n )  problem which r e t a i n s  t h e  r e c u r s i v e  features  of Kalman's 
approach.  S p e c i f i c a l l y ,  t he  Wiener-Hopf equat ion  of Sec t ion  2 . 4  provides  
t h e  t h e o r e t i c a l  foundat ion f o r  t h e  adap t ive  l e a r n i n g  c r i t e r i o n ,  b u t  i t s  
proof and a p p l i c a t i o n  u t i l i z e s  t h e  r e c u r s i v e  f i l t e r  of Kalman presented  
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i n  Sec t ion  2.5. P r e d i c t i o n  and smoothing are t r e a t e d  b r i e f l y  in Sec t ions  
2 .7  and 2.8.  
L. 
2.2 F i l t e r i n g ,  P red ic t ion ,  and Smoothing: A D e f i n i t i o n  
At t h i s  p o i n t  i t  i s  convenient  t o  s p e c i f y  p r e c i s e l y  what i s  meant 
by t h e  terms f i l t e r i n g ,  p r e d i c t i o n  and smoothing of a s t o c h a s t i c  s i g n a l  
x(t )  observed i n  a d d i t i v e  n o i s e  v ( t > .  
Def in i t i on :  
k E n-r, n-r-t-1, . . , , n)  which is  t h e  sum of  t h e  random processes  x ( t )  and 
y(t), observed over t h e  d i s c r e t e  t i m e  i n t e r v a l  n-r ,n-r+l ,  ..., n where 
n, r are p o s i t i v e  i n t e g e r s  such t h a t  n > r, 
." ." 
Given t h e  measurement t i m e  series' (z(kT) = Hx(kT) + v(kT): ." 
(1) 
(2) P r e d i c t i o n  i s  t h e  e s t ima t ion  of  X ( T )  f o r  T > nT. 
(3) 
F i l t e r i n g  i s  the  e s t i m a t i o n  of X ( T )  a t  T = nT. 
Smoothing is  t h e  e s t i m a t i o n  of X ( T )  f o r  T < nT. 
." 
A l l  t h r e e  cases are considered i n  t h e  succeeding pages,  b u t  t h e  emphasis 
i s  on f i l t e r i n g  because i t  is  t h e  key o p e r a t i o n .  
Note t h a t  even though x ( t >  and v ( t )  may b e  cont inuous f u n c t i o n s  
." ." 
of t i m e ,  t h e  d a t a  z(nT) i s  observed only a t  d i s c r e t e  t i m e s .  That i s ,  i n  
t h i s  work only  sampled d a t a  i s  cons idered .  
2 .3  Optimal Est imat ion:  Sayesian Approach 
To d i s c u s s  o p t i m a l i t y ,  a c r i t e r i o n  of  o p t i m a l i t y  must b e  de f ined .  
Suppose t h a t  a random v a r i ~ a b l e  x i s  t o  be  e s t ima ted  from t h e  d a t a  s e t  
2 = { z ( l ) ,  ..., ~ ( n ) ) .  Then f; i s  c a l l e d  t h e  opt imal  estimate of x given 
'The c a p i t a l  T i n  t h e  argument i s  g e n e r a l l y  suppressed .  
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2 i f  and only i f  t h e  average  l o s s  
E{R(x-~;)) = E ~ { E , [ E ( ~ - % )  lz])  = E , { L ( ~ ~ Z ) )  (2 -1) 
is a minimum, where R(x-2) i s  an a p p r o p r i a t e l y  def ined  l o s s  f u n c t i o n .  
I n  Eq.  (2 .1)  t h e  expec ta t ion  w i t h  respe-ct  t o  Z i s  n o t  dependent upon 2; 
t h e r e f o r e  i t  s u f f i c e s  t o  choose such t h a t  
is minimized. A s o l u t i o n  based on minimizing (2.1) o r ,  e q u i v a l e n t l y ,  Eq.  
(2.2) i s  c a l l e d  a Bayes e s t i m a t o r . . I t  has  been shown [Sherman, 1955, 19581 
t h a t  f o r  a r a t h e r  g e n e r a l  class of l o s s  func t ion  E ( * )  and - a p o s t e r i o r  
d e n s i t i e s  t h a t  t h e  Bayesian estimate i s  t h e  c o n d i t i o n a l  mean 
THEOREIyf 2-1. L e t  S = {E(*) :’ R i s  even and convex) ,  I f  t h e  
- a p o s t e r i o r i  d e n s i t y  p(xlZ)  is even 
E{xlZ) ,  then  t h e  c o n d i t i o n a l  mean E{xlZ)  i s  t h e  optimum estimate of  x 
given Z i n  t h e  sense  t h a t  i t  minimizes Eq. (2.2)  f o r  a l l  R E S .  
Proof:  
about  i t s  c o n d i t i o n a l  mean 
!?,(e) = !?,(-e) ev enne s s 
R(ael + be 2 -  ) < a!l(e,) + bR(e2> el,e2 convexi ty  
where a + b = 1, a E (0,l) 
and p (y [  Z> = p(-ylz> 




The class  S can b e  g r e a t l y  extended i f  tmo r e s t r i c t i o n s  are added t o  the  
c o n d i t i o n a l  d e n s i t y  f u n c t i o n .  
THEORE:? 2-2. L e t  S = { a ( * ) :  R is even and a(e  ) > R(e. ) > 0 f o r  
2 -  1 -  
e2 1. el 2 0, a ( 0 )  = 0 ) .  I f  t h e  - a p o s t e r i o r i  d e n s i t y  p(x1.Z) i s  
(1) even and monotone non-increasing about  i t s  
c o n d i t i o n a l  mean and 
(2) dec reases  r a p i d l y  enough s o  t h a t  l i m  [R(y)p(y lZ)I  = 0 ,  
Y - + w  
where y = x -' E{x[ Z )  
then E(xlZ) i s  t h e  optimum Bayes estimate.  
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Proof:  [ V i t e r b i ,  1966, p .  3081. 
Some examples o f  t h e  !L( 0 )  E S are 
g(e) = c 1.1 
$(e) = c [I - exp ( -e2) ]  . 
Note t h a t  under t h e  c o n d i t i o n s  of Theorem 2 t h e  cond i t iona l  mean E{xlZ) 
c o i n c i d e s  wi th  the  maximum - a p o s t e r i o r i  estimate. 
I n  g e n e r a l  t h i s  s tudy  d e a l s  wi th  vector-valued random processes  
x(n>.  Equation 2.2 then  becomes 
where Z(n) = { z ( i ) ,  ..., z_(n)) and 1 1  * 1 1  
Theorems 2-1 and 2-2 extend r e a d i l y  t o  inc lude  t h i s  case [Kalman, 19601. 
denotes  the  norm of t h e  v e c t o r .  
I f  t h e  e r r o r  squared i s  chosen a s  t h e  l o s s  func t ion ,  then r e s t r i c -  
t i o n s  (1) and (2) of  Theorem 2-2 on t h e  - a p o s t e r i o r i  d e n s i t y  are 
then f;(n> = E{x(n)lZ(n))  minimizes ( 2 . 4 )  without  t h e  r e s t r a i n t s  of  
Theorem 2-2 on p(x(n)  - IZ(n ) ) .  
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Proof: 
T T T 
Ex(rx - $1 [z  - g ] I Z )  = fT$ - 2$ E{xlZ)  I + E(" ..,I xlZ) 
= (2 - E(xlZ}) T (2 - E{xlZ))  + E(xTxlZ) - [E{xlZ)] '  E f x l Z }  
- - ,  
T - > E{x -.., xlz)  - [ E { x I Z ) l T  E{z1Z} 
w i t h  e q u a l i t y  i f f  ?(n) = E(x(n) IZ(n)) Q.E.D. 
The c o n t e n t s  of  theorems 2-1, 2-2, 2-3 g i v e  t h e  "in p r i n c i p l e "  
s o l u t i o n  of t h e  Bayesian e s t i m a t i o n  problem f o r  a wide class o f  l o s s  
f u n c t i o n s  and p r o b a b i l i t y  s t r u c t u r e s .  However, the e x p l i c i t  computation 
of t h e  optimum f i l t e r i n g  estimate E(x(n) I Z(n)) is formidable  except  i n  
t h e  important case when {x(n)) and { E ( . ) )  are Gaussian. Here t h e  w e l l -  
known r e s u l t  t h a t  E{x(n) IZ(n)} i s  a l i n e a r  f u n c t i o n  of t h e  d a t a  Z(n) 
I 
may b e  e x p l o i t e d .  
THEOREM 2-4: L e t  {x(n))  and {.(.)I b e  Gaussian random v e c t o r  sequences,  
then 
where t h e  A ( n , j )  are m x p m a t r i c e s  and r e p r e s e n t  t h e  response  of t h e  
optimum f i l t e r  matrix a t  t i m e  n t o  an impulse a p p l i e d  a t  t i m e  j .  
Proof:  [Deutsch, 1965, p .  321. 
A s  mentioned b r i e f l y  i n  Chapter 1, the c lass ica l  method of 
s p e c i f y i n g  t h e  op t ima l  l i n e a r  t r ans fo rma t ions  R ( n ,  j )  is  through t h e  
Wiener-Hopf equa t ion .  Th i s  impor tan t  theory  i s  t h e  s u b j e c t  o f  t h e  n e x t  
s e c t i o a  and p rov ides  t h e  t h e o r e t i c a l  b a s i s  f o r  t h e  a d a p t i v e  l e a r n i n g  
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c r i t e r i o n  developed i n  Chapter 3.  
which u t i l i z e s  t h e  or thogonal  p r o j e c t i o n  theorem t o  determine t h e  
Kalman's more r e c e n t  c o n t r i b u t i o n ,  
op t imal  A ( n , j ) ,  i s  presented  i n  Sec t ion  2 . 5 .  H i s  r esu l t s  provide  t h e  
r e c u r s i v e  s o l u t i o n  t o  t h e  optimum f i l t e r  problem used i n  proving  t h e  
l e a r n i n g  c r i t e r i o n .  
2.4 Wiener F i l t e r  Theory 
The t r ea tmen t  he re  of  op t ima l  f i l t e r  t heo ry  i s  i n  t h e  s p i r i t  of  
Wiener 's  o r i g i n a l  work on s i n g l e  inpu t - s ing le  ou tpu t  cont inuous t i m e  
systems, b u t  t h e  formula t ion  i s  f o r  m u l t i p l e  input -mul t ip le  ou tpu t  sampled 
d a t a  systems.  
THEOREPI 2-5: The Wiener-Hopf Equat ion 
Le t  {z (n ) )  and {z (n )}  b e  z e r o  mean random sequences.  
If e i t h e r  
(i) t h e  random sequences are  Gaussian o r  
( i i )  t h e  e s t i m a t o r  $(n) is  r e s t r i c t e d  t o  be a l i n e a r  func t ion  
I 
o f  t h e  d a t a  
z (n)=  { z ( i ) ,  ...* ~ ( n ) )  and 
a necessary  and s u f f i c i e n t  c o n d i t i o n  f o r  
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t o  be t h e  optimum estimate of  x(n)  - is  t h a t  t h e  f i l t e r i n g  t r ans fo rma t ions  
A(n, j )  b e  chosen such t h a t  G(n) . s a t i s f i e s  t h e  Wiener-Hopf equat ion  -_ 
Ef[x(n)  - $(n)]  zT(v) )  = [ O ]  f o r  a l l  z(v)  - E Z(n) ( 2  06)  
Proof:  See Theorem 2-8 where i t  i s  shown t h a t  t h e  o r thogona l  p r o j e c t i o n  
theorem impl i e s  t h e  Wiener-Hopf equat ion  and converse ly .  
The d i s c r e t e  mul t id imens iona l  Wiener-Hopf equat ion  may be pu t  
where 
I f  i = - 00, E q .  (2 .7 )  i s  assumed t o  s a t i s f y  t h e  cond i t ions  of Theorem 
B . l  i n  t h e  Appendix s o  t h a t  i n t e rchang ing  t h e  o r d e r  of expec ta t ion  and 
summation i s  v a l i d .  
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I Wiener 's  approach t o  e x p l i c i t l y  de te rmining  t h e  optimum f i l t e r  
c o n s i s t s  of t ransforming  Eq. (2.6) i n t o  t h e  frequency domain and us ing  
s p e c t r a l - f a c t o r i z a t i o n .  The s o l u t i o n  i s  given i n  t e r m s  of t h e  z- t rans-  
form A(z) of t h e  m x p f i l t e r  matrix A(n-j) as i l l u s t r a t e d  i n  F ig .  2 .1 .  
The problem of s y n t h e s i z i n g  t h e  f i l t e r  remains.  Employment o f  t he  f r e -  
quency domain r e q u i r e s  the  fo l lowing  r e s t r i c t i o n s  on t h e  system de f ined  
by Eqns. (1.3) and ( l . 4 )  
2 
-- - 
(1)' The s ta te  t r a n s i t i o n  ma t r ix  Q, and obse rva t ion  matrix H 
must be. t i m e  i n v a r i a n t .  
(2) The s t a t i s t i c s  of  w(n) and v(n)  must be  s t a t i o n a r y .  
(3) The d a t a  z (n)  must be  known f o r  a l l  p a s t  t i m e ,  i . e . ,  
i = - 00 i n  Eq. (2 .7 ) .  
Under t h e s e  cond i t ions ,  Eqns. (2.5) and (2.7)  become 
and 
= R (n-u) - f A(n-j) R ( j -u)  xz j = - m  Z Z  
= EO], u E (-my ..., n)' (2.9) 
1. The f i r s t  genera l  technique f o r  de te rmining  t h e  optimum 
m u l t i p l e  input -mul t ip le  ou tpu t  d i s c r e t e  f i l t e r  u s ing  Wiener 's  method 
was given by Fiotyka and Cadzow [1967] .  
s e c t i o n  f o l l o w  t h e i r  work. 
The r e s u l t s  p re sen ted  i n  t h i s  
2 .  S ince  only sampled-data i s  cons idered ,  frequency domain 
means t h e  Z-transform domain. 
20 
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By a change of v a r i a b l e  (2.9) can b e  r e w r i t t e n  
m 
Rxz(a) - 1 A ( T )  R z z ( a - ~ )  = [O], ~1 ~ ( 0 ,  ..., a) (2 . io> 
-r=O 
which is  j u s t  the d i s c r e t e  t i m e  s t a t i o n a r y  Wiener-Hopf equa t ion .  
The c r o s s - s p e c t r a l  ( g e n e r a t i n g  func t ion )  m a t r i x  r e p r e s e n t a t i o n  
of (2.10) i s  
Since  each element of (2.10) i s  z e r o  f o r  each a, each element of  (2 .11)  
i s  a polynomial i n  Z on ly .  Thus each  polynomial element converges f o r  
a l l  Z i n s i d e  t h e  u n i t  c i r c u l e .  Assuming 4 (Z) has a s p e c t r a l  f a c t o r i -  
z a t i o n  o f  the form 
z z  
where A ( Z )  is  a p x p m a t r i x  whose elements r e p r e s e n t  t h e  Z-transforms 
of s t a b l e ,  l inear ,  c a u s a l  systems (<.e., polynomials i n  Z) and have  no 
p o l e s  o u t s i d e  the u n i t  c i rc le ,  theQ a p h y s i c a l l y  r e a l i z a b l e  Wiener f i l t e r  
exists.  The frequency domain expres s ion  f o r  this optimum m x p f i l t e r  
matrix i s  
(2.12) 
where { IC is  a m a t r i x  whose e lements  are c o n s t a n t  and { 1 i s  a m a t r i x  
3. 
whose e lements  c o n t a i n  only p o l e s  i n s i d e  t h e  u n i t  c i r c l e .  The " in  
p r i n c i p l e "  s o l u t i o n  g iven  by (2 .12 )  i s  cumbersome, n o t  ea sy  to synthc-  
s i z e ,  and n o t  s u i t e d  t o  machine computation. 
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Kalman's t i m e  domain approach no t  only e l i m i n a t e s  t h e s e  two 
d i f f i c u l t i e s ,  bu t  a l s o  t h e  t h r e e  r e s t r i c t i o n s  l i s t e d  p rev ious ly .  H e  used 
... 
t h e  or thogonal  p r o j e c t i o n  theorem t o  o b t a i n  a r e c u r s i v e  s e t  of equa t ions  
f o r  optimua f i l t e r i n g  and p r e d i c t i o n .  
2.5 Kalman F i l t e r  Theory 
By apply ing  t h e  or thogonal  p r o j e c t i o n  theorem a d i f f e r e n t  s p e c i f i -  
c a t i o n  f o r  t h e  optimum l i n e a r  t r ans fo rma t ions  A(n, j )  i s  ob ta ined .  
THEOREX 2-6: Orthogonal P r o j e c t i o n  
Le t  {x(n) )  and { z ( n ) )  be z e r o  mean random sequences.  L e t  Y(n) b e  
I -, 
t h e  l i n e a r  manifold genera ted  by t h e  data: 
where the  B(n , j )  are a r b i t r a r y  m x p ma t r i ces  whose elements  are real .  
Note t h a t  
must be.long t o  Y(n).  
I f  e i t h e r  
( i )  t h e  random sequences (x (n ) )  and {z(n)}  a r e  Gaussian o r  
(ii) t h e  e s t i m a t o r  fi(n) i s  s p e c i f i e d  t o  be  a l i n e a r  func t ion  of  
- 
I 
t h e  d a t a  ( z ( i ) ,  ..., z_(n)) and t h e  l o s s  func t ion  i s  t h e  
e r r o r  squared 
.w 
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where t h e  e r r o r  e (n )  .. = x(n)  -, - G(n), - then  t h e  f i l t e r i n g  estimate c ( n )  of 
x (n )  .. i s  optimum i f  and only  i f  t h e  A(n , j )  are chosen such t h a t  t he  e r r o r  
--.. 
i s  or thogonal  t o  Y(n), i . e . ,  
T where ( 0 ,  * )  is  t h e  i n n e r  product  induced on Y(n) by E { ( * )  ( 0 )  1 .  
Proof:  Note t h a t  from Theorem 2-4 t h e  optimum estimate i s  t h e  condi t ion-  
a l  mean and i t  t akes  t h e  form of Eq. (2.5) f o r  a l a r g e  c lass  of l o s s  
f u n a t i o n s ,  i nc lud ing  t h e  e r r o r  squared  c r i t e r i o n .  Thus, i t  s u f f i c e s  t o  
prove on ly  p a r t  (ii') .
L e t  
i s  a m x (n - i )p  matrix and Z(n) i s  a (n - i )p  x 1 v e c t o r .  
S u b s t i t u t i n g  0 and Z(n) i n t o  (2 .5)  g ives  
T On = [A(n , i ) ,  ..., A(n,n)]  and z (ti) = [~(i), ..., ~ ( n ) ]  , where 0 n 
- 
n - 
z(n)  = 0 z ( n )  ( 2 . 1 4 )  n- 
The l i n e a r  t r ans fo rma t ions  A(n, j )  enbodied i n  0 
*n 9 i f f  f o r  all m x (n - i )p  matrices 
minimize E{eT(n)e(n) 1 n - I 
E{[x(n) - (On + An)Z(n)lT[z(n)  - - (On + A n -  )Z(n ) l  
T - [ x ( n >  - o z ( n ) I  [x(n)  - - o z 1) > o (2.15) n -  n-n - .. 
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Expanding t h e  l e f t  s i d e  of Ineq.  (2.15) l e a d s  t o  
E{[x(n) - 0 Z(n)IT A Z(n) + [ A  Z(n)IT[x(n)  - 0 Z(n)] + [ A  Z(n)lTA Z(n))  n- n- n- n- n- n- 
+ E{[A z ( n ) l T  A z (n>}  - > o n -  n- 
No1 
= 2E{[x(n) - 0 Z(n)] T A Z(n) )  
n- n- 
E{[A Z(n)lTA Z(n))  n- n- 0, and s i n  
(2.16) 
e i t  can b e  made a r b i t r a r i l y  small 
n'  w i th  r e s p e c t  t o  t h e  term l i n e a r  i n  A t h e  s i g n  of t h e  l e f t  s i d e  of 
Ineq. (2.16) i s  determined by t h i s  l i n e a r  term. It,  t h e r e f o r e ,  fo l lows  
t h a t  
(2.17) n E{[x(n) - 0 Z(n) lT  A Z(n) )  = 0 f o r  a l l  A " n- n -  
n I f  E q .  (2.17) w a s  n o t  t r u e ,  t h e  s i g n  of Eq. (2.16) would depend on A 
which would imply a ' c o n t r a d i c t i o n  because A i s  a r b i t r a r y .  
n 
Since y(n) = A Z(n) ,  . Eq. (2.17) may be  w r i t t e n  - n-  
= 0 f o r  a l l  y(n)  E Y ( n )  (2.13) .. 
The converse fo l lows  e a s i l y .  I f  E q .  (2 .13)  i s  t r u e ,  then  Eq. (2.16) 
reduces  t o  
n E{[A Z(n)lTA Z(n>)  - > 0 f o r  a l l  A n -  n -  
T Hence s a t i s f a c t i o n  of E q .  (2 .13)  minimizes t h e  E{e -n en)  
Q.E.D. 
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Under c o n d i t i o n s  (i) of  t h e  theorem, t h e  or thogonal  p r o j e c t i o n  
of z ( n )  on Y(n) i s  i d e n t i c a l  t o  t h e  c o n d i t i o n a l  mean E(x(n) - [ Z(n> 1 .  Thus 
t h i s  theorem impl i e s  t h a t  t h e  op t ima l  l i n e a r  e s t i m a t o r  cannot b e  improved 
upon u n l e s s  t h e  random phenomenon are non-Gaussian and, even then ,  on ly  
if knowledge of a t  least t h i r d  o r d e r  j o i n t  p r o b a 3 i l i t y  d i s t r i b u t i o n  func- 
t i o n s  i s  ava i lab le . '  Kalman [1960] employed Theorem 2-5 t o  s o l v e  t h e  optimum 
f i l t e r i n g  problem, b u t  h i s  approach and proof  d i f f e r  from t h a t  given h e r e .  
COROLLARY 2-7 : 
T (x(n)  - G(n), $ (n) )  - = E{[x(n) -, - s ( n ) ]  - f ; (n) )  - = 0 
(2.18) 
where 
By combining t h e  s t a t e  v a r i a b l e  r e p r e s e n t a t i o n  of dynamic systems wi th  
t h e  or thogonal  p r o j e c t i o n  theorem, Kalman [ 19601 and Kalnan and Bucy 
119611 ob ta ined  t h e  fo l lowing  r e c u r s i v e  s o l u t i o n  t o  t h e  non-s ta t ionary  
mul t id imens iona l  s ta te  e s t i m a t i o n  problem. Given the  dynamic system of 
Eq. (1 .3)  and t h e  measurement system of Eq. (1,4), then  
= E{x(n) l Z < n ) ) .  f o r  Gaussian n o i s e  
with t h e  i n i t i a l  cond i t ion  i i (0)  = 0 , and - - 
1. Given any random sequence, t h e r e  e x i s t s  a unique Gaussian 
sequence with the  same mean and covar iance  k e r n e l .  
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= Z(nln-1) H T (n)[H(n)C(nln-1) H T (n) + R(n)]-' 
(2.20) 
= Kalman f i l t e r  m a t r i x  
r (n>  = E{[:("> - t ( n > ~ [ x ( n >  - i ( n ) l T 1  
= Z(nln-1) - C(nln-1)H T (n) [H(n)C(nln-l)H T (n)  -k R(n)]-lH(n)C(n]n-l) 
= [I - K(n)H(n)]C(nln-1) (2.21) 
= E r r o r  covar iance  matrix 
wi th  t h e  i n i t i a l  c o n d i t i o n  r(o) = ro 
C(n+lln) = E([x(n+l) - cP(n)?(n)] [x(n+l) - @(n)2(n) lT]  * 
= @ ( n > r ( n ) @ ( d T  I- Q(nt-1) (2.22) 
= One-step p r e d i c t i o n  e r r o r  covar iance  ma t r ix  
The block diagram f o r  t h e  Kalman f i l t e r  i s  shown i n  F ig .  2 . 2 .  Note t h a t  
i t  i s  i n  t h e  form of a non-autonomous feedback system. The r e c u r s i v e  
n a t u r e  of t h e  Kalman f i l t e r  equa t ions  makes i t  i d e a l l y  s u i t e d  f o r  d i g i t a l  
computation and s e q u e n t i a l  p rocess ing  of new d a t a  i n  r e a l  t i m e .  These 
a t t r i b u t e s  are j u s t  as ou t s t and ing  i n  t h e  s t a t i o n a r y  system, where @, H ,  
R, Q and t h e r e f o r e ,  K ,  I', 4 ,  E ,  a r e  t i m e  i n v a r i a n t .  I n  t h i s  case, once 
t h e  optimum Kalman f i l t e r  matrix K i s  determined,  Eq. (2 .19)  i s  t h e  
OP t 
only  r e a l  time c a l c u l a t i o n  r e q u i r e d ,  When the  covar iance  matrices Q of 
t h e  p l a n t  p e r t u r b a t i o n  n o i s e  and R of t h e  obse rva t ion  n o i s e  are kn0L.m 
a p r i o r i ,  K can b e  determined o f f - l i n e .  I n  t h i s  r e p o r t  Q and R are 
n o t  assumed t o  be known. The absence of t h i s  information n e c e s s i t a t e s  










two on-l ine r ecu r s ions :  one f o r  e s t i m a t i n g  K and one f o r  e s t i m a t i n g  
x(n) w i t h  K r ep laced  by i t s  estimate. 
o p t  
- OP t 
2.6 T h e o r e t i c a l  Equivalence of  Wiener and Kalman F i l t e r  Theory - 
I n  o r d e r  t o  provide  a common framework f o r  comparing t h e  
approaches of Wiener and Kalman, i t  i s  necessa ry  t o  show t h a t  t h e  or -  
t hogona l i ty  of t h e  e r r o r  x(n)  - f ( n )  and t h e  l i n e a r  manifold Y(n) 
imp l i e s  t h e  Wiener-Hopf equat ion  and converse ly .  Note t h a t  Eq. (2.6) 
may be viewed as an o u t e r  product  induced by E { ( * ) ( * )  ).  
s e r v a t i o n  t h e  g e n e r a l i z e d  form of  t h e  mul t id imens iona l  Wiener-Hopf 
-. " 
T With t h i s  ob- 
equat ion  i s  given by t h e  o u t e r  product  
The purpose of w r i t i n g  t h e  Wiener-Elopf equat ion  a s  an o u t e r  product  i s  
t o  p l a c e  i t  i n  c o n t r a d i s t i n c t i o n  t o  t h e  p r i n c i p l e  of o r thogona l i ty  as  
given by t h e  i n n e r  product  Eq. (2 .13) .  However, they  are e q u i v a l e n t  as 
proved i n  t h e  next  theorem. 
THEOREX 2-8: The Wiener-Hopf Equat ion 
[;Sf(n) - i ( n ) ] >  (z(w) = E{ [x (n )  - G(n) ]zT(v)  1 
= [ O ]  f o r  a l l  z(v) Ez(n) ( 2  -6) 
i s  s a t i s f i e d  i f  and only  i f  t h e  o r thogona l  p r o j e c t i o n  theorem 
(2.13) 
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holds ,  where 
(2.16) 
the B(n,k) are a r b i t r a r y  m x p matrices whose elements  are real ,  and 
Proof: Assume Eq. (2.13) ho lds .  By s u b s t i t u t i n g  Eqns. (2.16) and (2.5) 
into Eq. (2.13) becomes 
n 
E{[3(n) - 1 A ( n , j ) z ( j ) l T  B(n ,k)z(k)}  = 0 f o r  a l l  B(n,k) 
j=i k=i  
(2.13) 
To prove  t h a t  Eq. (2.13) i m p l i e s  t h e  Wiener-Hopf equa t ion ,  i t  
is f i r s t  expanded and r e w r i t t e n  as a sum of  i ts  scalar components. 
The i n n e r  product  of Eq. (2113) i s  equ iva len t  t o  t h e  fo l lowing  summations 
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Now by in t e rchang ing  t h e  l i n e a r  o p e r a t i o n s  of summation and 
expec ta t ion ,  t h e  above equat ion  becomes 
Performing t h e  sum over  c g ives  
Since (2.23) i s  zero f o r  a r b i t r a r y  B(n,k) ,  t h e  term i n  b r a c k e t s  must be 
i d e n t i c a l l y  zero  f o r  a l l  a,  b, and k .  
Thus, i t  has  been shown t h a t  each  element of Eq. (2.6) is  ze ro .  
Otherwise,  a c o n t r a d i c t i o n  e x i s t s .  
By r e v e r s i n g  t h e  argument, t h e  converse fo l lows  r e a d i l y .  Q.E.D. 
Coro l la ry  2-9: 
E{[x(n) - G(n)]GT(n)) = [ O ]  
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i f f  E{[x(n) - %(n) lT&(n)]  . = 0 
The previous  theorem and t h e  accompanying c o r o l l a r y  provide  a common 
foundat ion  f o r  t h e  f i l t e r  theory  of  Wiener and Kalman. 
Even though t h e  t h e o r e t i c a l  equiva lence  of Wiener and Kalman f i l -  
ter theo ry  has  been demonstrated,  t h e  e x p l i c i t  computat ional  r e l a t i o n s  
f o r  t h e  optimum f i l t e rs  OfWiener and Kalman r ep resen ted  by Eqns. (2.12) 
and (2.20) r e s p e c t i v e l y  bea r  no  e x t e r n a l  resemblance.  The s o l u t i o n  f o r  
t h e  Wiener f i l t e r  A(n-v) is  given i n  the  frequency domain as t h e  Z-trans- 
form of t h e  impulse response of  t h e  optimum f i l t e r  m a t r i x ,  
f i l t e r  matrix K(n) is given i n  t h e  t i m e  domain as a func t ion  of  t h e  e r r o r  
covar iance  matrix, t h e  obse rva t ion  matrix, and t h e  measurement n o i s e  co- 
v a r i a n c e  ma t r ix .  I n  t h e  f i l t e r i n g  Eq. (2 .19) ,  K(n) ac t s  simply as a 
weight ing  f o r  -the c o r r e c t i o n  t e r m .  
qu i red  f o r  t h e  Wiener approach are s a t i s f i e d ,  t h e  two f i l t e r s  must b e  
i d e n t i c a l .  For t h i s  case a, H, R, and Q are t i m e  i n v a r i a n t .  Therefore ,  
t h e  optimum Kalman f i l t e r ,  denoted by K i s  a l s o  c o n s t a n t ,  With 
t h e s e  obse rva t ions  t h e  r e l a t i o n s h i p  of A(n-v) t o  K i s  de r ived .  S ince  
t h e  estimate 2(n)  i s  t h e  same r e g a r d l e s s  of  t h e  f i l t e r  used, i t  i s  seen  
t h a t  
The Kalman 
However , when t h e  r e s t r i c t i o n s  re- 
op t ’  
o p t  
.., 
n 
G(n) = &(n-1) 4- K [ z (n )  - H G(n-l)]  = 1 A(n-a)z(a) - - - ., a= -CO op t  - 
From Theorem 2-5 
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Of 
T The l e f t  hand s i d e  of (2 .24 )  is e q u a l  t o  l'(n)H from Coro l l a ry  2-9, and 
T the r i g h t  hand s i d e  is  E(%(n) v (n)} s i n c e  x (n )  i s  independent of v ( n ) .  
Therefore ,  ( 2 . 2 4 )  becomes 
." - - -. 
= A(0)R  
which i m p l i e s  
T -1 A(0)  = r ( n )  H R 
T -1 
The optimum Kalman f i l t e r  i s  by d e f i n i t i o n  (2.15) equa l  t o  r (n)  H R . 
Therefore ,  
Thus t h e  impulse response  of t he  optimum Wiener F i l t e r  ma t r ix  eva lua ted  
a t  t i m e  equa l  t o  zero  g ives  the  optimum Kalman f i l t e r  m a t r i x .  This  means 
t h a t  i f  a method can b e  devised  t o  l e a r n  A ( 0 )  when Q and R are unknown, 
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then  t h e  a d a p t i v e  f i l t e r  s o l u t i o n  does n o t  r e q u i r e  e s t i m a t i o n  of t h e  
e n t i r e  impulse response  of t h e  optimum f i l t e r  m a t r i x  i n  t h e  Wiener 
formula t ion  o r  e s t i m a t i o n  of  t h e  elements  of Q and R ,  and t h e  subsequent  
-_  
n e c e s s i t y  of c a l c u l a t i n g  C i n  t h e  Kalman formula t ion .  Such a method 
r e p r e s e n t s  a p o t e n t i a l l y  g r e a t  r educ t ion  i n  computation t i m e ,  memory 
space,  and a lgo r i thmic  complexity.  An i t e r a t ive  scheme f o r  r e a l i z i n g  
t h i s  p o t e n t i a l  is  developed i n  t h e  n e x t  two c h a p t e r s .  F i r s t ,  however, 
op t imal  p r e d i c t i o n  and smoothing are in t roduced .  
2.7 P r e d i c t i o n  Theory 
The previous  s e c t i o n s  con ta in  a complete theory  f o r  op t ima l  f i l -  
t e r i n g  as r e q u i r e d  i n  t h i s  r e p o r t .  The necessary  theorems and t h e i r  
p roo f s  f o r  op t imal  p r e d i c t i o n  are  d i r e c t l y  analogous t o  those  f o r  op t imal  
f i l t e r i n g  . 
THEOREM 2-10: 
then  
Let I.(.)) and ( z ( n ) )  be  Gaussian random v e c t o r  sequences,  ., . 
(2.25) 
where t h e  A ( r , j )  are m x p matrices. 
given t h e  d a t a  up t o  t i m e  r .  The opt imal  l i n e a r  t r ans fo rma t ions  A ( r , j )  
? (n+r (n )  i s  t h e  estimate of x(n)  ., 
can b e  determined from t h e  or thogonal  p r o j e c t i o n  theorem. 
THEOREPI 2-11: 
Y ( r >  be  t h e  l i n e a r  manifold genera ted  by the  d a t a ,  
Le t  {x (n>]  and {z (n ) )  be ze ro  mean random sequences.  L e t  
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n 
where y(n)  is any m x 1 v e c t o r  be longing  t o  Y(n, and t h e  B ( n , j )  are m x p 




t h e  random sequences ( ~ ( n ) )  and {f (n)}  are  Gaussian o r  
t h e  p r e d i c t o r  k (n+r ]n )  i s  s p e c i f i e d  t o  be  a l i n e a r  func t ion  




Then t h e  p r e d i c t i o n  $(n+rln)  i s  optimum if and on ly  i f  t he  A ( r , j )  are 
chosen such t h a t  t h e  e r r o r  x(n-l-r) . - G(n+r]n)  i s  or thogonal  t o  Y(n) , 
T E{[x(n-tr) ... - S(n i - r ln ) ]  ... y ( n ) )  - = 0 f o r  a l l  y (n)  -. E Y(r)  (2.26) 
The equiva lence  of t h e  o r thogona l  p r o j e c t i o n  theorem and t h e  
Wiener-Hopf equat ion  f o r  p r e d i c t i o n  i s  given by Theorem 2-12. 
THEOREM 2-12: A necessary  and s u f f i c i e n t  cond i t ion  f o r  
T 
E{[x(n+r) - $(n+r ln ) ]  z (k)) = [ O ]  f o r  a l l  z(k)  - E Z(n) 
i s  t h a t  
T E{[x(n+r) - % ( n + r [ n ) ]  y(n>) = 0 f o r  a l l  y(n> E Y(n) ., - ... - 
Kalman's s o l u t i o n  f o r  p r e d i c t i n g  x(n+r)  i s  d i r e c t l y  dependent on 
.., 
t h e  optimum f i l t e r i n g  equa t ions .  
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(2.27) 
= t h e  p r e d i c t i o n  of x(n-f-r) given the  d a t a  - 
{z(i), ..., z ( n ) )  = z(n) - . -  
= E(x(n+r) 1 Z(n) ] f o r  Gaussian n o i s e  
where g(n) is  t h e  optimum f i l t e r i n g  estimate of x ( n ) .  - - 
I n  the  s t a t i o n a r y  case E q .  (2.27) reduces  t o  
(2.28) 
Regard less ,  once t h e  optimum f i l t e r  i s  determined,  so  i s  the  optimum 
p r e d i c t o r .  
2 . 8  Smoothing Theory 
Recall  from Sec t ion  2 . 1  t h a t  smoothing i s  the  estimate ft(m[n) of 
x(m) a t  t i m e  n ,  when m < n .  The optimum smoothing estimate f o r  t h e  c lass  - 
of l o s s  f u n c t i o n s  of Sec t ion  2 .2  is  given 3y Theorem 2-13. 
THEORE14 2-13: 
then  
L e t  { z ( n ) )  and {z (n ) )  be Gaussian random v e c t o r  sequences,  
(2.29) 
Proof:  [Meditch 1967,  p .  1621 
I n  p r a c t i c e  i t  i s  convenient  t o  dichotomlze smoothing i n t o  t h r e e  
c l a s s e s  
(1) Fixed- In te rva l  Smoothing: i ( r n l N )  where m E [i, . .., N-11  
and n = N, a f i x e d  i n t e g e r .  
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(2) Fixed-point Smoothing: 
and n E [N+l ,  M+2, . . .] 
$(Mln) where m = M, a f i x e d  i n t e g e r  
(3) Fixed-Lag Smoothing: G(mlm+N) where m E [0,1,2,. . .] and N ." 
i s  a f i x e d  i n t e g e r .  
The r e s u l t s  p re sen ted  h e r e  f o r  t h e s e  t h r e e  c l a s s i f i c a t i o n s  
e s s e n t i a l l y  fo l low Meditch [1969] .  The i n t e r e s t e d  r eade r  i s  r e f e r r e d  t o  
his work f o r  d e t a i l s  and p r o o f s .  
THEOREM 2-14: The s t a t i o n a r y  op t ima l  f i x e d - i n t e r v a l  smoothed estimate 
%(rnlN)  of x(m) i s  determined from 
5 5 
%(m[N)  = E(m) 4- F [Ei(m+llN) - @$(m)] o p t  - (2.30) 
and t h e  smoothing g a i n  matrix by 
T -1 F = r @  c
OP t 
= [I - K HI  C QT (2 .31)  
o p t  
A s  i n  p r e d i c t i o n  t h e  f i x e d - i n t e r v a l  smoothing e s t i m a t e  i s  
d i r e c t l y  dependent on t h e  optimum f i l t e r  K b u t  t h e  one-step p re -  
d i c t i o n  e r r o r  covar iance  C must a l s o  be knoim. A l t e r n a t e l y ,  knowledge 
of t h e  e r r o r  covar iance  ma t r ix  r can b e  s u b s t i t u t e d  f o r  K 
THEOREM 2-15: The s t a t i o n a r y  optimum f ixed-poin t  smoothing e s t i m a t e  
?(Mln) o r  x(W) is  determined from 
o p t '  
o p t  
( 2 . 3 2 )  
and t h e  smoothing g a i n  ma t r ix  by 
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T T -1 S(n) = S(n-1) CP [ I  - H R HT] 
( 2 . 3 3 )  
T T -1 = S(n-1) CP [I - H R B ( I  - K H) C ]  
OP t 
wi th  t h e  i n i t i a l  cond i t ion  
Again t h e  f ixed-poin t  op t imal  smoothing ma t r ix  is  a func t ion  of 
However, t he  obse rva t ion  n o i s e  covar iance  matrix R i s  a l s o  re- Kop t * 
qu i red  t o  compute S(n) . 
THEOREM 2-16: The s t a t i o n a r y  optimum f ixed- lag  smoothing estimate 
$(mlm+??) of  %(m) is  determined from -. .., 
g(m[m-FN) .., = CPG(m--l~m-l+N) L 4- U [%(m-l[m-l+n) - G ( m - l ) ]  - 
o p t  - 
4- J(m+N) K [z(m+N) - H Q  k(m-l-t-N)] ( 2 . 3 4 )  o p t  - .., 
and t h e  smoothing ga in  matrices by 
-1 T 
E Q [ Q  ] [ C  - Kopt HC1- l  ( 2 . 3 5 )  
-1 J(m+N) = F J(m-1-t-N)F 
opt  op t  
( 2 . 3 6 )  = C [ C Q  T - K HCQT]-' J(m-1SN) [I - K 
OP O P  t 
HI CQ T C -1 
with t h e  i n i t i a l  cond i t ion  
J ( N )  = [FOptlN 
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This  i s  t h e  most complex smoothing a lgo r i thm from both a computa- 
op t ’  C y  t i o n a l  and in fo rma t iona l  s t a n d p o i n t .  It r e q u i r e s  knowledge of  K 
and t h e  p l a n t  p e r t u r b a t i o n  n o i s e  covar iance  matrix Q .  Numerous m a t r i x  
i n v e r s i o n s  must a l s o  b e  c a l c u l a t e d .  
S e q u e n t i a l  methods of l e a r n i n g  t h e  Q, R, and C are de r ived  i n  
Chapter 6 .  This  pe rmi t s  an a d a p t i v e  s o l u t i o n  t o  t h e  problem o f  opt imal  
smoothing wi thout  - a p r i o r i  knowledge o f  Q and R .  S ince  C i s  a l s o  be ing  
e s t ima ted  d i r e c t l y ,  t h e  n e c e s s i t y  of s o l v i n g  t h e  d i s c r e t e  m a t r i x  R i c c a t i  
equa t ion  each  t i m e  t h e  estimates of ,Q and R are updated i s  e l i m i n a t e d .  
2 . 9  Summary 
This c h a p t e r  p rov ides  t h e  t h e o r e t i c a l  foundat ion  f o r  t h e  rest of 
t h i s  s tudy .  It has  reviewed t h e  fundamental  concepts  of e s t i m a t i o n  
theory  and t h e i r  a p p l i c a t i o n .  It w a s  shown t h a t  f o r  Gaussian random 
sequences,  t h e  optimum e s t i m a t o r  is  l i n e a r .  For a given system t h i s  i m -  
p o r t a n t  f a c t  y i e l d s  t h e  f i l t e r  t heo ry  of Wiener and Kalman, which are 
proved t o  be t h e o r e t i c a l l y  e q u i v a l e n t .  However, t h e  assumptions r equ i r ed  
t o  o b t a i n  an  e x p l i c i t  s o l u t i o n  u s i n g  t h e  Kalman method are much less 
r e s t r i c t ive .  The Kalman f i l t e r  equa t ions  are a l s o  i n  r e c u r s i v e  form 
which provides  a g r e a t  computat ional  advantage,  even i n  the  s t a t i o n a r y  
case, The theory  developed h e r e  i s  used e x t e n s i v e l y  i n  t h e  n e x t  chapter  
t o  d e r i v e  t h e  l e a r n i n g  c r i t e r i o n  f o r  adap t ive  l e a r n i n g  of  t h e  opt imal  
Kalman f i l t e r .  
CHAPTER 3 
THE LMRNING CRITERION 
3.1 I n t r o d u c t i o n  and Organizat ion of  t h e  Chapter  
I n  Chapter 2 some of t h e  important  concepts  of e s t ima t ion  theory 
were reviewed, and t h e  r e s u l t s  of Wiener and Kalman f i l t e r  theory  were 
presented  and compared. There i t  was shown t h a t  f o r  optimum f i l t e r i n g  
t h e  e s t i m a t o r  must s a t i s f y  t h e  Wiener-Hopf equa t ion .  This  equat ion  i s  
also t h e  fundament of t h e  l e a r n i n g  c r i t e r i o n  developed i n  Sec t ion  3 .2 .  
The l e a r n i n g  c r i t e r i o n  (Theorem 3-3) provides  t h e  t h e o r e t i c a l  foundat ion 
f o r  l e a r n i n g  t h e  optimum Kalman f i l t e r  ma t r ix .  Sec t ion  3 . 3  reduces the  
l e a r n i n g  c r i t e r i o n  t o  a i.Iarkov sequence model. mis Narkov model i s  
used i n  Chapter 4 t o  mot iva te  t h e  a d a p t i v e  technique .  
3 . 2  The Unsupervised Learning C r i t e r i o n  
The purpose of t h e  unsupervised l e a r n i n g  c r i t e r i o n  is  t o  provide  
a necessary  and s u f f i c i e n t  cond i t ion  f o r  an a d a p t i v e  s o l u t i o n  t o  t h e  
s t a t i o n a r y  optimum f i l t e r i n g  and p r e d i c t i o n  problem,where t h e  s i g n a l  and 
n o i s e  covar iance  ma t r i ces  Q and R are  unknown. I n  a d d i t i o n ,  t h i s  c r i te -  
r i o n  must have two o t h e r  c h a r a c t e r i s t i c s . '  
1. It must be  a func t ion  of measurable and/or  c a l c u l a b l e  
q u a n t i t i e s  on ly .  
2 .  It must  provide informat ion  from which convergent a l -  
gori thms can be  de r ived .  
Otherwise,  t h e  c r i t e r i o n  i s  meaningless from an  engineer ing  viewpoint .  
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A s  observed i n  Chapter 2 op t imal  f i l t e r i n g  i s  a necessary  con- 
d i t i o n  f o r  op t imal  smoothing. A s  a consequence, t h e  unsupervised l ea rn -  
i n g  c r i t e r i o n  i s  a necessa ry  cond i t ion  f o r  a d a p t i v e l y  s o l v i n g  t h e  opt imal  
smoothing problem. 
The l e a r n i n g  c r i t e r i o n  developed i n  t h i s  chap te r  i s - s a i d  t o  be  
unsupervised because i t  o p e r a t e s  on-l ine us ing  only  t h e  n o i s y  informat ion  
genera ted  by t h e  actual  f i l t e r i n g  p rocess .  S p e c i f i c a l l y ,  i t  u t i l i z e s  t h e  
r e s i d u a l  t i m e  series ( 6  ] which i s  t h e  d i f f e r e n c e  between t h e  measurement 
p rocess  { z(n)  } and t h e  p r e d i c t e d  measurement p rocess  {H&(n-l) } . By con- 
t r a s t  a superv ised  l e a r n i n g  c r i t e r i o n  o p e r a t e s  o f f - l i n e  us ing  n o i s e  f r e e  
e x t e r n a l l y  supp l i ed  informat ion .  For  example, i n  t he  con tex t  of t h i s  pa- 
per  t h e  l e a r n i n g  p rocess  would b e  c l a s s i f i e d  as superv ised  i f ,  i n  a d d i t i o n  
t o  t h e  no i sy  measurements z ( n ) ,  knowledge of t h e  a c t u a l  s ta tes  x(n)  were 
a v a i l a b l e  over  a r e q u i r e d  t r a i n i n g  p e r i o d .  
-n 
." 
I n  t h e  sea rch  f o r  an a p p r o p r i a t e  l e a r n i n g  c r i t e r i o n  t h e  fo l lowing  
elementary lemma i s  u s e f u l .  It i s  inc luded  f o r  completeness .  
LEFM 3-1: 
L e t  t h e  v e c t o r  y ." b e  or thogonal  t o  t h e  d a t a  s e t  { z ( l ) ,  . . ., z (n )} .  
Then y is  or thogonal  t o  any l i n e a r  combination of t he  da t a .  - 
Since  t h e  only informat ion  a v a i l a b l e  i s  t h e  r e s i d u a l  t i m e  ser ies  
{Cn}, i t  i s  n a t u r a l  t o  determine what p r o p e r t i e s  i t  has  when t h e  f i l t e r  
i s  optimum and suboptimum. The independence and zero mean c h a r a c t e r i s -  
t i c s  of v(n)  and w(n) a re  e x p l o i t e d  f r e e l y  i n  t h e  fo l lowing  theorem 
proofs  wi thout  comment. 
." I 
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THEOREM 3 -2 : 
Given t h e  dynamic system 
the observa t ion  p rocess  
where the i n v e r s e  of H exists, and t h e  f i l t e r i n g  equat ions  
$(i) = 0,where i i s  t h e  i n i t i a l  t i m e  
%(n) - = Q,f;(n-l) - + K[z(n)  - - H@ ,f;(n-l)] * (2.19) 
I f K = K  
op t  
T T  = CH [HCH 4- R]-' 
i .e . ,  K i s  t h e  optimum f i l t e r  matrix chosen such t h a t  Theorem 2-6 
o p t  
i s  s a t i s f i e d ,  then  
E{[ej+l - HQK 6 . 1  6 . )  = 0 f o r  all j - < n (3 .1 )  T op t -1  -J 
where 
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Proof:  F i r s t  examine the  bracke ted  term i n  the  above expec ta t ion  
- HQK 6 = z ( j + l )  - H@&(j- l )  - HQK 6 - _  e j+l o p t - j  - - o p t - j  
= z ( j + l )  - H@&(j- l )  - H@K [z_(j) - H&(j- l ) ]  
o p t  
= z ( j + l )  - H&(j) .. - 
= 6 j + l  
Therefore ,  Eq. (3.1) may be  r e w r i t t e n  a s  
f o r  a l l  j - < n (3.2) 
Assume R = K which from Theorem (2-6) i m p l i e s  t h a t  op t ’  
f o r  a l l  n , j  T E{[x(n) - f h > l  B ( n , j > z ( j > )  = 0 
where j - < n,  and B(n , j )  is  an a r b i t r a r y  m x p mat r ix  whose elements  a r e  
real .  Now expanding E q .  (3.2) r e s u l t s  i n  
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The f i r s t  t e r m  i n  t h e  last equat ion  i s  ze ro  from t h e  p r o j e c t i o n  
theorem. 
of t h e  z (k) ,  k - < j-1 and, t he re fo re ,  @ H H @ G ( j - 1 )  E Y(n).  
The second term i s  zero  s i n c e  f;(j-1) i s  a l i n e a r  combination 
T T  - -. 
Consequently , 
T Converse: ASSUE E { I s _ ~ + ~ ~ ~ }  = o f o r  a l l  j - < n . 
A s  a consequence of t h i s  assumption, t h e  fo l lowing  p re l imina ry  
r e s u l t  i s  ob ta ined  
T 
= E{[Hx( j+l )  + v(j4-1) - H Q i ( j ) ]  [z_(j) - H & ( j - l ) ] ]  
By hypo thes i s  i t  is  knotm t h a t  t he  lag-one r e s i d u a l s  are or thogonal .  
It m u s t  now be shotm t h a t  
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This  is accomplished by i t e r a t i n g  backward i n  t i m e ,  s t a r t i n g  wi th  
j = n-1. The s ta te ,  obse rva t ion  and f i l t e r i n g  equa t ions  a r e  s u b s t i t u t e d  
freely i n  t h e  fo l lowing  t e x t .  
T 
= E { [H z ( n + l >  + y(n+l)  - HQg(n>] $n-l) 
T T T  = E{[x(n) - @fr(n-l)] Q H 6 ) - -n-1 
T T T T  E{[z(n) - HQ g ( n - l ) ]  I K @ H 6 1 -n -1 
The f i r s t  term i n  t h e  above equa t ion  is ze ro  from Lemma 3-1 and Eq. (3.3). 
The second t e r m  i s  ze ro  from Lemma 3-1 and Eq. ( 3 . 2 ) .  Thus 
E { g T  ,n+l 6 ,n-1 ) = 0  
Continuing t h e  i t e r a t i o n ,  i t  i s  concluded t h a t  
f o r  a l l  j < n - ( 3 . 4 )  
A more i l l u s t r a t e d  form of  E q .  ( 3 . 4 )  is  
45 
E{[x(n)  - k ( n ) l T  QT HT6.) = 0 f o r  a l l  j - < n (3  -5) 
-J 
In  p a r t i c u l a r  f o r  j = i-t-1, E q .  ( 3 . 4 )  becomes 
T T T  
E{[x (n )  -" - g(n)] ,. @ H [ z ( i + l )  .w - H @ % ( i ) ] )  - = 0 
Since  A ( i )  = 0, - - 
T T T  E { [ x ( ~ )  - - 2(n>1 * H z ( i + l ) )  .. = o 
o r  
T 
E{[?(n) - E(,)] B ( n , i + l )  z(i4-1)) = 0 
Proceeding by induc t ion ,  assume 
f o r  a l l  k < n-1 T E{[x (n )  - $(n)] B ( n , k ) z ( k ) )  = 0 - 
Now f o r  k = n,  Eq.  ( 3 . 5 )  g i v e s  
T T T  E ( [ x ( n )  -, - G(n)] - @ H 6 } = 0 -n 
= E{[?(") - %(n)] T T T  Q H z_(n)} 
T -T  T - E ( [ x ( n )  - %(n) ]  Q H HQ, .ft.(n-l)) - - 
Note t h a t  %(n-1) i s  a l i n e a r  combination of { z ( i ) ,  z ( i f l ) ,  ..., z(n-1)) .  




f o r  a l l  k < n T E{[x(n) - % ( n ) ]  B(n,k) z ( k ) )  -, = 0 - -, -, 
o r  e q u i v a l e n t l y  
where z (n> = B(n,k)z(k) ." 
k= i 
Q.E.D. 
This  theorem i s  impor tan t  because i t  states t h a t  t h e  f i l t e r  i s  
op t ima l  i f  and only i f  t h e  r e s i d u a l  t i m e  series {$n) i s  an  o r thogona l  
series. S ince  t h e  r e s i d u a l  p r o c e s s  i s  observable ,  t h i s  theorem provides  
a method f o r  de te rmining  whether o r  n o t  t h e  f i l t e r  ma t r ix  i s  optimum, 
But i f  i t  i s  suboptimum, Theorem 3-2 does n o t  i n d i c a t e  how i t  should  be  
a l t e r e d  t o  approach K Consequently,  i t  f a i l s  t o  meet t h e  second char-  
a c t e r i s t i c  r e q u i r e d  of a l e a r n i n g  c r i t e r i o n ,  This  de f i c i ency  mot iva t e s  The- 
orem 3 - 3  which i s  used i n  Chapter 4 t o  develop a lgo r i thms  t h a t  l e a r n  K 
THEOREM 3 - 3 :  The Learning C r i t e r i o n  
o p t '  
o p t  * 
Given t h e  system of  Theorem 3 - 2 ,  a necessa ry  and s u f f i c i e n t  con- 
d i t i o n  f o r  t h e  s a t i s f a c t i o n  of  t h e  Wiener-Hopf equat ion  
E{[x(n) - % ( n > l  z_T(j)] = [ O ]  f o r  a l l  n ,  j .  ( 2 . 6 )  
where j - < n 
is 
( 3 . 6 )  
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Proof: From t h e  development of  Eq. ( 3 . 2 )  from Eq. (3 .1) ,  Eq.  (3.6) may 
be  w r i t t e n  
Now assume t h e  Wiener-Hopf equat ion  (2.6) ho lds ,  then  
T 
E{ t j+1? j 1 = E{[z(j+l) - € I & ( j ) ] [ z ( j )  -., - H & ( j - l ) ]  } 
T T  - H@ E { [ x ( j )  - ~ ( j ) ]  iT(j-l)] @ H 
The f i r s t  term i s  zero  d i r e c t l y  from (2 .6 ) .  
ze ro  from (2.6) 
k - < j-1. Thus, 
The second term i s  a l s o  
because i ( j - 1 )  i s  a l i n e a r  combination of z ( k ) ,  
Converse: Assume (3.6) i s  t r u e .  
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As a consequence of t h i s  assumption, t h e  fo l lowing  p re l imina ry  
r e s u l t  i s  obta ined  
= E{[Hx(j+l) + Y(j-l-1) - H Q $ ( j ) ]  6T}  
-3 
f o r  all j < n T = H @ E { [ x ( j )  - i ( j ) l  C j  = [ O I  - 
Since  t h e  i n v e r s e  of H e x i s t s ,  
/ 
It must now be shown t h a t  
f o r  all j < n T E{!n+l$jl = [OI - 
This  i s  accomplished by i t e r a t i n g  backward i n  t i m e ,  s t a r t i n g  wi th  j = n-1. 
Proceeding as i n  Theorem 3-2, 
E ~ ~ ~ + ~ " ~ ~ }  = E([z(n+l )  - tIQG(n) 1 gT -n -1 1 
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= HQ@ E{[x(n-1) - %(n- l ) ]  - tiT } - - -n-1 
H@K E{[z(n) - H@$(n-l)] gT -n-1 1 
The f i r s t  t e r m  i s  ze ro  from E q .  (3.7) and t h e  second term i s  zero  from 
Eq.  ( 3 . 6 ) .  Therefore ,  
Using an  i d e n t i c a l  argument and con t inu ing  t h e  i t e r a t i o n ,  i t  can b e  
shown t h a t  
f o r  a l l  j < n %+l-J ti?} = [OI I
A more u s e f u l  form of t h e  above equa t ion  i s  ob ta ined  by s u b s t i t u t i n g  t h e  
obse rva t ion  equat ion  f o r  z(n+l)  and t h e  s t a t e  equat ion  f o r  x ( n + l ) .  It i s  
Proceeding i n d u c t i v e l y ,  i t  can now b e  shown t h a t  t h e  Wiener-Hopf equat ion  
fo l lows  from Eq. ( 3 . 9 ) .  I n  p a r t i c u l a r ,  f o r  j = i+l, i t  becomes 
and s i n c e  
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= E{[x(n) - !(n)] zT(i+l)}  = [ O ]  
Again proceeding by induc t ion ,  assume t h a t  
f o r  a l l  k < n-1 ~ { [ x ( n >  - ! c ~ ) I  6;) = [OI - 
o r  e q u i v a l e n t l y  
E{[x(n) - $(n ) ]  cT(k)} = [ O ]  f o r  all k - < n-1 
Now f o r  k = n, Eq. (3.9) becomes 
~ { [ x ( n >  - f ( n > ~  = [ O I  
T T T  
= E{[x(n) - f ( n ) ]  z ( n ) )  - E{[x(n) ., - G(n)]  ? ( n - l ) ) Q  H 
Because ?(n-l)  i s  j u s t  a l i n e a r  combination of  { z ( i ) ,  . . . , z (n - l ) ) ,  t h e  
second tenn i n  t h e  l a s t  equat ion  i s  n u l l .  Therefore ,  i t  fo l lows  t h a t  
- .., .., 
Q.E.D. 
This theorem s t a t e s  t h a t  t h e  l a c k  of o r thogona l i ty  when K is  no t  
equa l  t o  t h e  opt imal  f i l t e r  K is  r e f l e c t e d  i n  a non-null  c o r r e l a t i o n  





as shown i n  Chapter 4 ,  
such t h a t  ' 
Q(n+l,n) can be  used as a b a s i s  f o r  l e a r n i n g  K 
by dev i s ing  a scheme t o  u t i l i z e  t h i s  c o r r e l a t i o n  t o  a d j u s t  K 
i t  converges t o  K 
o p t '  
n ._ 
as n approaches i n f i n i t y .  
*P t 
The fo l lowing  c o r o l l a r y  i s  a d i r e c t  consequence of  Theorem 3-3. 
Coro l l a ry  3-4 
Equation (3 .61 ,  = [O] f o r  a l l  j impl i e s  
K = C HT[H C HT -t R3-I  which is  t h e  optimum Kalman f i l t e r  matrix. 
Proof:  
S u b s t i t u t i n g  Eq.  (2.19) f o r  f ( j )  g i v e s  
* 
= H@ E ( [ x ( j )  - O?(j-l) - K [ H x ( j )  + v ( j )  - €IQ%(j - l ) ] ]  6?] 
-J -, '., 
1. Since  i n  t h e  a d a p t i v e  p rocess  t h e  f i l t e r  ma t r ix  i s  be ing  




= HQCHT - HaK [€IC H 4- R] = [O] 
Solv ing  f o r  K y i e l d s  
K = CHT [HZ HT + R 1 - l  
which is t h e  opt imal  Kalman f i l t e r .  
Q.E.D. 
3 . 3  A Linear  Regression Model of  t h e  Learning C r i t e r i o n  
S ince  Theorem 3-3 i n d i c a t e s  through t h e  c o r r e l a t i o n  between 
and 6 whether o r  n o t  t h e  f i l t e r  matrix i s  opt imal ,  i t  s a t i s f i e s  %+I -n 
t h e  f i r s t  requirement  f o r  a l e a r n i n g  c r i t e r i o n .  To show t h a t  i t  per -  
m i t s  t h e  development o f  a method f o r  s a t i s f y i n g  t h e  second requirement  
and, t h e r e f o r e ,  q u a l i f i e s  as an unsupervised l e a r n i n g  c r i t e r i o n ,  i t  i s  
convenient  t o  r e p r e s e n t  t h e  c o r r e l a t i o n  between t h e  r e s i d u a l s  as a 
l i n e a r  r e g r e s s i o n  
= P 6  + e  $n+l n-n -n (3.11) 
where P i s  t h e  r eg res s ion  ma t r ix  and e i s  t h e  e r r o r  t e r m .  Post- 
mul t ip ly ing  b o t h  s i d e s  of E q .  ( 3 . 1 1 )  by 6 
g i v e s  
n -n 
T 
-n and t a k i n g  t h e  expected va lue  
E{$ sT} = P E{6 sT} + E{e 6 T 1 n+l -n n -n-n -n -n 
o r  
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T 
n -n -n Q(n+l,n> = P Q(n,n)  + E{e 6 1 (3.12) 
S e l e c t i n g  t h e  r e g r e s s i o n  ma t r ix  t o  b e  
(3.13) 
f o r c e s  
P then r e p r e s e n t s  t h e  c o r r e l a t i o n  between 6 and cSn. It is  easy t o  
see t h a t  when Pn = [ O ]  f o r  a l l  n ,  t h e  l e a r n i n g  c r i t e r i o n  i s  s a t i s f i e d  and 
converse ly .  
n . -n+l 
Thus, a n  e q u i v a l e n t  s t a t emen t  of  Theorem 3-3 can b e  made 
i n  terms o f  P . n 
THEOREM 3 -4: 
Given t h e  system of Theorem 3-2, t h e  f i l t e r  m a t r i x  R i s  opt imal  
i f  and only  i f  
P = [ O ]  f o r  a l l  n .  n 
Thus, an a l g o r i t h m  i s  requ i r ed  which u t i l i z e s  P t o  a d j u s t  K i n  
n .  n 
a way t h a t  f o r c e s  P t o  converge t o  t h e  n u l l  m a t r i x  as  n approaches 
i n f i n i t y .  Equ iva len t ly ,  t h e  ad jus tment  must f o r c e  6 t o  approach e 
as n i n c r e a s e s  wi thou t  bound. The method f o r  ach iev ing  t h i s  goa l  i s  
de fe r r ed  t o  Chapter 4 ,  where i t  i s  shown t h a t  P is  p r o p o r t i o n a l  t o  t h e  
d i f f e r e n c e  between t h e  optimum f i l t e r  ma t r ix  K and t h e  a c t u a l  f i l t e r  








This  chap te r  h a s  developed a l e a r n i n g  c r i t e r i o n  which i s  a 
necessary  and s u f f i c i e n t  c o n d i t i o n  f o r  o p t i m a l i t y  of  t h e  f i l t e r  ma t r ix .  
Furthermore,  i t  i s  a func t ion  of  measurable  q u a n t i t i e s  on ly  and i t  spec i -  
f i e s  what must be  accomplished t o  l e a r n  K 
reduced t o  a r e g r e s s i o n  equat ion  such t h a t  when t h e  c o r r e l a t i o n  m a t r i x  
P is  n u l l ,  Theorem 3-3 is  s a t i s f i e d .  I n  t h e  n e x t  chap te r ,  t h e  r e g r e s s i o n  
equat ion  i s  used t o  i n d i c a t e  how t h e  a d a p t a t i o n  should be  performed. S t o -  
c h a s t i c  a lgo r i thms  are de r ived  from a mean-square e r r o r  performance index 
t o  estimate t h e  optimum f i l t e r  m a t r i x ,  The theory  of s t o c h a s t i c  approxi-  
mation is  invoked t o  prove t h a t  t h e  adap ta t ion  a lgo r i thms  converge.  
The l e a r n i n g  p rocess  was 
o p t '  
n 
CHAF'TER 4 
DERIVATION OF THE ADAPTIVE ALGORITHPIS 
4.1 I n t r o d u c t i o n  and Organizat ion of t h e  Chapter  
This  c h a p t e r  is  concerned wi th  t h e  d e r i v a t i o n  of s t o c h a s t i c  
a lgo r i thms  which converge t o  t h e  optimum Kalman f i l t e r  m a t r i x .  Th i s  
development i s  based on t h e  unsupervised l e a r n i n g  c r i t e r i o n  of  
Theorem 3-3. Sec t ion  4.2 u t i l i z e s  t h e  r e g r e s s i o n  model of t h e  
l e a r n i n g  procedure t o  mot iva te  t h e  a d a p t a t i o n  p rocess .  
i n t roduces  t h e  theory  of s t o c h a s t i c  approximation which provides  t h e  
t h e o r e t i c a l  foundat ion  f o r  t h i s  c h a p t e r .  I n  Sec t ion  4.4 a performance 
index is in t roduced  from which t h e  adap t ive  l e a r n i n g  a lgo r i thms  a r e  
de r ived .  Sec t ion  4.5 uses  t h e  theo ry  of s t o c h a s t i c  approximation and 
t h e  l e a r n i n g  c r i t e r i o n  (Theorem 3-3)  t o  prove p r o b a b i l i t y  one convergence 
of t h e  a lgo r i thms .  A method f o r  a c c e l e r a t i n g  t h e  r a t e  of convergence i s  
given i n  Sec t ion  4 . 6 .  
Sec t ion  4 . 3  
Sect ion  4.7 summarizes t h e  chapter* 
4.2 Motiva t ion  f o r  t h e  Adaptive Process  
A t  t h e  end o f  Chapter 3 t h e  l e a r n i n g  c r i t e r i o n  vas  reduced t o  a 
l i n e a r  r e g r e s s i o n  
%+1 - ' H Q K  6 = P 6 + e  n -n n-n -a ( 3 . 1 1 )  
such t h a t  t h e  l e a r n i n g  c r i t e r i o n  i s  s a t i s f i e d  i f  and only  i f  P = [ O ] .  
From Theorem 3-4  t h i s  condi t ion  impl ies  t h a t  t h e  f i l t e r  ma t r ix  is  
n 
optimum and conve r se ly .  
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Consider now t h e  c o r r e l a t i o n  P t h a t  exis ts  when t h e  f i l t e r  
n 
ma t r ix  is suboptimum. The g o a l  is  t o  use  t h i s  c o r r e l a t i o n  ma t r ix  t o  
f o r c e  K t o  approach K as  n approaches i n f i n i t y .  A s  a consequence, 
P must converge t o  t h e  n u l l  ma t r ix  o r  e q u i v a l e n t l y  6 must approach 
e i n  t h e  l i m i t .  The r o l e  of  P i n  accomplishing t h e  above g o a l  i s  made -n n 
e v i d e n t  by f i r s t  r e w r i t i n g  E q .  (3.11) as 
.. - 
n o p t  
n -n+l 
e =  - P 6  -n 6n+1 n-n ( 4 . 1 )  
and s e t t i n g  
( 4  02) n P = HOAK n 
where AK a t  t h i s  p o i n t  i s  an a r b i t r a r y  matrix chosen t o  s a t i s f y  E q .  
( 4 . 2 )  . 
n 
The fo l lowing  convention i s  observed i n  t h e  ensuing  development: 
a subopt imal  estimate obta ined  u s i n g  t h e  s t r u c t u r e  o f  t he  f i l t e r i n g  
Eq. (2.191, i . e . ,  t h e  f i l t e r  used i s  no t  op t imal ,  i s  denoted 2 t o  
d i s t i n g u i s h  i t  from t h e  opt imal  estimate denoted G(n) .  I 
-n 
Assume t h a t  
optimum es t ima t ion  h a s  occurred  up t o ,  b u t  n o t  i nc lud ing ,  t i m e  n .  Now 
s u b s t i t u t i n g  f o r  6 6 and P i n  Eq. (4 .1 )  g ives  
I 
-n+l ’ -n n 
e = z(nt-1) - HQ? - HQAK [ z ( n )  - H@%(n-l)] -n -n n - .  - 
By r e p l a c i n g  %n w i t h  t h e  f i l t e r i n g  equat ion ,  t h e  above express ion  becomes 
e = z(n4-1) 1 HG {QG(n-l) i- K [ z ( n )  - HQ, ? ( n - l ) ] )  -n - n -  - 
- IIQAK [ z ( n )  - HQ . f ; (n- l ) ]  n -  -. 
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= E(n+l) - HO {Og(n-1) + (Kn + AKn) [ z (n )  - H a  ft(n-l)] - 1 
Observe that .AK appears  a s  a c o r r e c t i o n  t o  t h e  f i l t e r i n g  ma t r ix  K em- n n 
ployed a t  t i m e  n .  I f  K 4- AK had been used i n s t e a d ,  t h e  c o r r e l a t i o n  P n n n 
would have been zero.  This  means t h a t  ii + AKn = K(n), t hus  t h e  n 
equat ion  f o r  e reduces t o  
-n 
e = z(n-I-1) - HO {Oft(n-l) + K(n)[z(n)  - HO f r (n- l ) ] )  -n - ., * 
( 4 . 3 )  
Equation ( 4 . 3 )  imp l i e s  t h a t  t h e  f i l t e r  ma t r ix  has  been a d j u s t e d  s o  t h a t  
t h e  new c o r r e l a t i o n  ma t r ix  i s  n u l l .  Thus from Theorem 3 - 4 ,  t h e  new f i l -  
ter  ma t r ix  K(n) = K + AK i s  t h e  optimum Ralman f i l t e r ,  The va lue  of  AK 
as determined from ( 4 . 2 )  i s  
n n n 
AKn = (HO)-' P n ( 4 . 4 )  
under t h e  assumption t h a t  H i n v e r s e  e x i s t s .  However, s i n c e  t h e  d i s t r i b u -  
t i o n  func t ion  necessary  t o  determine P i s  unknown, AK cannot be ca lcu-  
l a t e d .  B u t  P and, t h e r e f o r e  AK can be  e s t ima ted  by us ing  t h e  theory  
of s t o c h a s t i c  approximation.  I n  t h e  nex t  s e c t i o n  a b r i e f  i n t r o d u c t i o n  
t o  the  s u b j e c t  i s  p resen ted .  
n n 
n n' 
4 . 3  S t o c h a s t i c  Approximation 
Bas i ca l ly ,  s t o c h a s t i c  approximation i s  an algori thi i i ic  s ea rch  
technique f o r  op t imiza t ion  i n  the  presence  of  u n c e r t a i n t y .  This  
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u n c e r t a i n t y  o r  n o i s e  may ar ise  from an  ignorance  of t h e  under ly ing  
phenomena, exper imenta l  e r r o r s  o r  i nhe ren t  random f l u c t u a t i o n s .  The 
nomenclature s t o c h a s t i c  approxima t i on emphasizes t h e  s t o c h a s t i c  n a t u r e  
of t he  e r r o r s  i n ,  say,  t h e  p rocess  measurements and t h e  use  of t h e s e  
measurements t o  approximate t h e  l o c a t i o n  of t h e  goa l .  
Such s t o c h a s t i c  s e a r c h  a lgo r i thms  are n a t u r a l l y  more complex 
than  t h e i r  d e t e r m i n i s t i c  c o u n t e r p a r t s .  However, t h e  fundamental con- 
s i d e r a t i o n s  are t h e  same: 
(1) s e l e c t i n g  a d i r e c t i o n  i n  which t o  sea rch ,  then 
(2)  s e l e c t i n g  t h e  d i s t a n c e  t o  move (choosing t h e  s t e p  s i z e ) .  
The e f f e c t  of random e r r o r  on a n  a lgo r i thm may cause  i t  t o  converge t o  
some non-optimum v a l u e  o r  even t o  d ive rge .  Therefore ,  c o r r e c t  conver- 
gence t a k e s  p r i o r i t y  over speed of convergence. I n  s t o c h a s t i c  approxi-  
mation t h i s  c o n s i d e r a t i o n  i s  r e f l e c t e d  i n  t h e  cho ice  of s t e p  s i z e s .  The 
d i r e c t i o n  t o  move i s  s e l e c t e d  as  i f  t h e  p rocess  was d e t e r m i n i s t i c ,  Th i s  
i s  r emin i scen t  of  t h e  Separa t ion  Theorem of c o n t r o l  t heo ry .  The n e g l e c t  
of t h e  s t o c h a s t i c  n a t u r e  of t h e  problem means t h a t  some s t e p  d i r e c t i o n s  
may be  i n c o r r e c t ,  b u t  such se tbacks  are swamped-out i n  t h e  long  run by 
a d d i t i o n a l  d a t a  i f  t h e  s t e p  s i z e s  are p rope r ly  s e l e c t e d .  Th i s  i s  t h e  
crux of  s t o c h a s t i c  approximation and i s  d i r e c t l y  r e l a t e d  t o  t h e  -- law of 
l a r g e  numbers. 
A powerful theorem due t o  Gladyshev [1965] s e r v e s  t o  l a y  t h e  
mathematical  groundwork f o r  s t o c h a s t i c  approximation and i s  used l a t e r  
i n  conjunct ion  w i t h  t h e  Learning C r i t e r i o n  (T'neoren 3 . 3 )  t o  prove con- 
vergence of t h e  a lgor i thm f o r  l e a r n i n g  the optimum Kalman f i l t e r  ma t r ix .  
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THEOREN 4 .l: 
L e t  {yn: n=1, 2 ,  ... 1 be  an  observable  random sequence which . 
depends on a rea l  parameter a such t h a t  
and for  t h e  r ea l  cons t an t  C, 
( 4  6 )  fn(uopt) = c 
fn(a) < C f o r  a < a 
f,(a) > C f o r  c1 > a 
o p t  
OP t 
The va lue  of a which s a t i s f i e s  t h e  r e g r e s s i o n  equa t ion  ( 4 . 6 )  i s  es t imated  
by observ ing  y and us ing  t h e  r e c u r s i v e  r e l a t i o n  n 
c1 = a - a [yn (an) - cl n+l  n n 
I f  {a 1 is  a sequence of p o s i t i v e  numbers such t h a t  n 
(ii) 
m 
1 a : < m  
n= 1 
and 
( 4 . 7 )  
g.1.b.  ( a  - a ) [ f n ( a n )  - C ]  - < 0 f o r  a l l  I > 0 n o p t  (iii) 
lan-aopt I -  
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( i v )  There e x i s t s  a p o s i t i v e  number r such t h a t  f o r  all a ,. 
then t h e  sequence {a 1 def ined  by ( 4 . 7 )  converges wi th  p r o b a b i l i t y  one n 
to a i.e., P{ l i m  an = a 1 = 1. 
n + w  opt ’  OP t 
If C = 0, t h e n  the  s t o c h a s t i c  approximation sequence ( 4 . 7 )  be- 
comes an  a lgo r i thm f o r  f i n d i n g  t h e  unique z e r o  of f ( a ) .  H i s t o r i c a l l y ,  n 
t h i s  a p p l i c a t i o n  was t h e  mot iva t ion  f o r  t h e  o r i g i n a l  work performed by 
t h e  s t a t i s t i c i a n s  Robbins and Monro 119511.  Dvoretzky [1956]  extended 
and u n i f i e d  t h e i r  work and t h a t  of o t h e r  i n v e s t i g a t o r s .  However, t h e  
viewpoint  i s  s t r i c t l y  t h a t  of mathematical  s t a t i s t i c s .  A comprehensive 
survey of s t o c h a s t i c  approximation and i t s  engineer ing  a p p l i c a t i o n s  i s  
conta ined  i n  Hampton [1967]. For an in-depth s tudy  of t h e  s u b j e c t ,  t h e  
r e a d e r  i s  r e f e r r e d  t o  t h e  i n t e r e s t i n g  monographs by Albe r t  and Gardner 
[ 1 9 6 7 ]  and Fu [196S]. 
4 . 4  S t o c h a s t i c  Algorithms f o r  Learning t h e  Optimum F i l t e r  Mat r ix  
To f a c i l i t a t e  t h e  a p p l i c a t i o n  of s t o c h a s t i c  approximation,  t h e  
problem of e s t i m a t i n g  P i s  r e w r i t t e n  i n  t h e  s t r u c t u r e  of a performance 
index.  L e t  L(P ) be  t h e  expected va lue  of t h e  convex performance index n 
t o  be minimized, 
n 
where % ( a )  i s  t h e  l o s s  func t ion  and $ = P 6 . When L(P ) i s  known -n+l n-n n 
( t h e  d e t e r m i n i s t i c  c a s e ) ,  E q .  ( 4 . 8 )  can b e  minimized by s o l v i n g  
Eq. ( 4 . 9 )  i t e r a t i v e l y .  
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- .  
Using s t anda rd  computat ional  techniques  such as t h e  g r a d i e n t  method, t h e  
r e c u r s i v e  r e l a t i o n  for f i n d i n g  P i s  
o p t  
A 
= i, -t v L(F ) w + l  (4.10) 'n+l n p n 
where {W 1 i s  a weight ing  sequence which determines t h e  magnitude of n+l 
t h e  c o r r e c t i o n  t e r m .  Under a p p r o p r i a t e  convergence cond i t ions ,  
CI 
l i m  Pn = Popt. A block  diagram, F ig .  4 .1 ,  of t h e  process  genera ted  n -> 00 
by t h e  d e t e r m i n i s t i c  a lgo r i thm (4.10) r e v e a l s  i t  t o  be a non l inea r  feed- 
back system. It h a s  no inpu t  which impl i e s  t h a t  a l l  t h e  informat ion  
needed t o  determine P i s  included i n  t h e  system - a p r i o r i .  
OP t 
I n  a n  a d a p t i v e  s t o c h a s t i c  s e t t i n g  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  
func t ion  r equ i r ed  t o  perform' t h e  expec ta t ion  i n d i c a t e d  by Eq. ( 4 . 8 )  i s  
n o t  a v a i l a b l e .  Thus, t h e  performance index L(P ) and i t s  g r a d i e n t  a r e  
unknown. This  cond i t ion  i s  p r e c i s e l y  t h e  mot iva t ion  f o r  s t o c h a s t i c  ap- 
n 
proximation.  What i s  needed i s  a method t o  u t i l i z e  t h e  a v a i l a b l e  i n f o r -  
mation, s p e c i f i c a l l y  t h e  g rad ien t  of t h e  l o s s  func t ion ,  t o  s o l v e  Eq. 
of Eq .  ( 4 . 5 )  and us ing  t h e  s t o c h a s t i c  approximation a lgo r i thm ( 4 . 7 )  
with  C = 0 ,  t h e  fo l lowing  r e c u r s i v e  r e l a t i o n  i s  obta ined  
(4.11) 








is  an a p p r o p r i a t e  set of weight ing  terms. 
i d e n t i t y  ma t r ix  f o r  a l l  n,  then  Eq. (4.11) reduces  t o  a s t a n d a r d  s t o -  
I f  Wn+l i s  chosen t o  be  t h e  
is  a matrix chosen t o  
'n+l c h a s t i c  approximation r e c u r s i o n ,  I n  gene ra l ,  
accelerate t h e  ra te  of convergence. By d e f i n i n g  
G b a W  n n n  
Eq. (4.11) becomes 
(4.12) 
(4.13) 
This  g r a d i e n t  descent  a lgo r i thm i s  t h e  d i r e c t  s t o c h a s t i c  analogue of  t h e  
d e t e r m i n i s t i c  a lgo r i thm (4 .10) .  S ince  Eq. (4.13) is  a random sequence, 
i t s  convergence must be e s t a b l i s h e d  i n  a p r o b a b i l i s t i c  s ense .  A b lock  
diagram r e a l i z a t i o n  of t h i s  process  i s  i l l u s t r a t e d  i n  F i g .  4.2.  It 
r e p r e s e n t s  a n o n l i n e a r  feedback system s imi la r  t o  t h a t  of F ig .  4 . 1 ,  b u t  
i t  i s  fo rced .  This  important  d i f f e r e n c e  impl i e s  t h a t  a cont inuous i n p u t  
of e x t e r n a l  in format ion  i s  necessa ry  t o  s o l v e  Eq.  ( 4 . 3 )  i t e r a t i v e l y  i n  
an unknown random environment.  The concept o f  viewing the  a lgo r i thm as  
a feedback system means t h a t  a l g o r i t h m i c  convergence may be  i n t e r p r e t e d  
i n  t e r m s  of system s t a b i l i t y .  
To proceed w i t h  t h e  development of E q .  (4.11), a d i f f e r e n t i a b l e  
and convex l o s s  f u n c t i o n  must be s p e c i f i e d .  A q u a d r a t i c  loss func t ion  
( 4 . 1 4 )  
is s e l e c t e d  because i t  permi ts  an  optimum s e l e c t i o n  of  t h e  weight ing  

















converges t o  t h e  Kalman f i l t e r  matrix. This  cho ice  o f  l o s s  f u n c t i o n  
r e s u l t s  i n  t h e  f a m i l i a r  mean squa re  performance index.  S u b s t i t u t i n g  t h e  
g r a d i e n t  of a(=)  wi th  r e s p e c t  t o  P i n t o  E q .  (4 .11)  g i v e s  n 
(4.15) 
It i s  r e a d i l y  v e r i f i e d  t h a t  c o n d i t i o n s  (i) and ( i i )  of Theorem 4 . 1  are 
s a t i s f i e d  by any sequence of t h e  form (n) 
-1 f o r e ,  l e t t i n g  a = n , t h e  harmonic series, g ives  t h e  f a s t e s t  rate o f  
asymptot ic  convergence. Using t h i s  sequence, Eq. (4.15) becomes 
-b , where 1 / 2  < b - < 1. There- 
n 
A T 
*n+l n -n+l n-n -n = F + [(6 - i, 6 ) a  3 i?n+l 
n+l 
n+l 
S u b s t i t u t i n g  
i n  
= HO A i  n n from ( 4 . 2 )  i n t o  t h e  above equa t ion ,  r e s u l t s  




Using t h e  f i l t e r i n g  equat ion  f o r  2 it  i s  seen  t h a t  -n ' 
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=L 'n + %+l-n n+ l  
n-l-1 
Assuming t h e  i n v e r s e  of H e x i s t s ,  
-1 A 




Ins t ead  of e s t i m a t i n g  P and then  c a l c u l a t i n g  AK as r equ i r ed  o p t  n+l 
when us ing  t h e  s t o c h a s t i c  a lgo r i thm ( 4 . 1 6 ) ,  i t  i s  p r e f e r a b l e  t o  e s t i m a t e  
K d i r e c t l y .  Th i s  i s  accomplished by re -def in ing  t h e  l o s s  func t ion  
a ( * ) .  Let  
OP t 
'n+l = ( a Q ) - l [ ~ ( n + l )  - HQQ ~ ( n - 1 ) 1  - .  
wi th  6 = s (n )  - HQ $(n-1) as b e f o r e ,  and -n 
Then, t h e  i t e r a t ive  s o l u t i o n  t o  
(4 .18 )  
( 4 . 1 9 )  
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i s  g iven  by t h e  s t o c h a s t i c  
A A 




where {an = ; 1 .  
The r e c u r s i v e  r e l a t i o n  of E q .  ( 4 . 2 1 )  is  t h e  d e s i r e d  s t o c h a s t i c  a lgo r i thm 
f o r  l e a r n i n g  t h e  Kalman f i l t e r  m a t r i x  K I n  t h e  fo l lowing  s e c t i o n  i t  
i s  shown t h a t  E q .  ( 4 . 2 0 )  converges wi th  p r o b a b i l i t y  one.  
o p t '  
4.5 Convergence of t h e  S t o c h a s t i c  Learning Algorithms 
Proving t h a t  E q .  ( 4 . 2 0 )  converges t o  t h e  s o l u t i o n  o f  E q .  (4 .19 )  
only i n d i c a t e s  t h a t  t h e  performance index  
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is  minimized. It does no t  demonstrate  t h a t  t h i s  minimum i s  also t h e  
Kalman f i l t e r .  Th i s  i s  t h e  f i r s t  t a s k  a t  hand. 
THEOREN 4-2: 
The v a l u e  of t h e  f i l t e r  t h a t  minimizes 
(4 .22 )  
c o i n c i d e s  wi th  t h e  optimum Kalman f i l t e r  K 
Proof:  Consider Eq.  ( 4 . 1 9 )  
o p t '  
Using t h e  d e f i n i t i o n  of A and 6 i n  t h e  above r e l a t i o n  g ives  -n+1 -n 
= - E{(IIO)-l{[z(nC1) - H@@ f t (n- i ) ]  - Kn[z(n) - HQ ? ( n - l ) ] )  6 T 1 
I - - -n 
gT > (4 .23 )  -1 E{ 6n+1 -n = - (HQ) 
Now t a k i n g  t h e  l i m i t  of E q .  ( 4 . 1 9 )  a s  K approaches K and invoking 
n OP t 
t h e  r e s u l t s  of Theorein 3-3 ( t h e  Learning C r i t e r i o n )  y i e l d s  
= 101 ( 4 . 2 4 )  
Since t h e  s o l u t i o n  t o  Eq .  ( 4 . 2 4 )  minimizes t h e  performance index L(K ) ,  
t h e  proof o f  t h e  theorem i s  complete.  
n 
Q . E . D .  
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Now since L(K ) i s  a q u a d r a t i c  f u n c t i o n  o f  K proving  t h a t  n n' 
a l g o r i t h m  ( 4 . 2 0 )  converges w i t h  p r o b a b i l i t y  one t o  t h e  minimum of L(K ) n 
i m p l i e s  t h a t  i t  converges t o  K w i t h  p r o b a b i l i t y  o n e .  The s ca l a r  case 
i s  cons ide red  f i r s t ,  
o p t  
THEOREN 4-3: 
Given the performance index  
where 
(4.18) 
and the s t o c h a s t i c  a l g o r i t h m  
6 w ( 4 . 2 1 )  
where (a 1 s a t i s f i e s  c o n d i t i o n s  ( i )  and ( i i )  and IW } i s  a uniformly 
n n+l  
bounded sequence, t hen  Eq. ( 4 . 2 1 )  converges w i t h  p r o b a b i l i t y  one t o  t h e  
minimum of t h e  performance index which from Theorem 4-2 i s  equa l  t o  t h e  
optimum Kalman f i l t e r .  
Proof: 
By comparing Eqns. ( 4 . 2 0 )  and ( 4 . 2 2 )  w i t h  Eqns. ( 4 . 5 )  and ( 4 . 7 ) ,  
one obse rves  t h a t  the g r a d i e n t  of t h e  loss func t ion  cor rcsponds  t o  t h e  
random sequence y (u ) and t h e  expec ted  va lue  of t h e  g r a d i e n t  of t h e  l o s s  
f u n c t i o n  cor responds  t o  f (a ) .  There fo re ,  c o n d i t i o n s  (i) - ( i v )  of 
Theorem 4-1 become 
n n  





g.1 .b .  (Kn - K op t  
IKn o p t  
EIVK2(Anfl - KnSn)) 2 0 for a l l  E > 0 
- K  
( iv)  
E{[VKKR(An+l - K n S n ) l 2 }  - < r(1 + K n ) 2  
Since  W i s  uniformly bounded f o r  a l l  n ,  cond i t ions  (i) and ( i i )  
are immediately s a t i s f i e d .  Condi t ion  ( i v )  simply r e q u i r e s  t h a t  t he  l o s s  
n 
func t ion  no t  i n c r e a s e  more r a p i d l y  than  a q u a d r a t i c  i n  K . The l o s s  
f u n c t i o n  of E q .  (4.18) meets t h i s  r e s t r i c t i o n .  
n 
The only  c o n d i t i o n  t h a t  remains t o  b e  v e r i f i e d  i s  ( i i i ) ,  It i s  
now cons idered .  
The l e f t  hand s i d e  o f  i n e q u a l i t y  ( i i i )  may be  w r i t t e n  
1. The n o t a t i o n  a ' ( * )  denotes  t h e  d e r i v a t i v e  of  wi th  r e s p e c t  
t o  i t s  argument. 
71 
o r  e q u i v a l e n t l y  
E{AnR'($n+l - "1 1 5 0 
where 
A = ( K n - K  A ) 6  
n o p t  n 
and 
- A - 
'n+1 - Kept 6n 
For t h e  optimum f i l t e r  ma t r ix ,  Eq. ( 4 . 2 3 )  g ives  
By v i r t u e  of t h e  convexi ty  of E ( * > ,  t h e  fo l lowing  p rope r ty  h o l d s  
Consequently, 
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Mul t ip ly ing  both s i d e s  of t h e  above i n e q u a l i t y  by A g i v e s  n 
An 2'($n+l - A ) - A 2'($n+1) 0 f o r  a l l  An > 0 ( 4 . 2 7 )  
n n 
Taking t h e  expec ta t ion  of ( 4 . 2 7 )  y i e l d s  
E{A R'($n+l - A n ) >  - E{A a'($n+l)) - < 0 n E 
The second t e r m  i n  t h i s  i n e q u a l i t y  i s  zero  from E q .  ( 4 . 2 6 ) .  Thus, 
E{A fi'($n+l - An)} 0 n 
which confirms t h a t  cond i t ion  (iii) is  s a t i s f i e d .  
Q.E.D. 
I n  g e n e r a l ,  a l g o r i t h m  ( 4 . 2 1 )  i s  a random m a t r i x  sequence. To use 
Theorem 4-1 i n  t h i s  case, t h e  argument of Theorem 4 - 3  m u s t  b e  app l i ed  
t o  each element of t h e  ma t r ix  E{V R(an+l  - K 6 ) )  s e p a r a t e l y .  K n -n 
4.6 Acce le ra t ion  of Convergence 
I n  Sec t ion  ( 4 . 4 )  i t  was po in ted  o u t  t h a t  i f  TJ i s  a c o n s t a n t ,  n+l  
a lgo r i thms  Eqns. (4 .11)  and ( 4 . 2 0 )  are  b a s i c a l l y  s t o c h a s t i c  g r a d i e n t  
schemes. 
on Eq. ( 4  
L e t t i n g  TJ equal  t h e  i d e n t i t y  ma t r ix  and focus ing  a t t e n t i o n  
20) r e s u l t s  i n  
n + l  
h h 1 T 
n n f l  -n+l n-n -n = K  + - - [ A  - K 6  J 6 ( 4 . 2 8 )  
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For t h i s  cho ice  of W t he  c o r r e c t i o n  t e r m  i n  Eq.  ( 4 . 2 8 )  simply pro- 
ceeds i n  t h e  d i r e c t i o n  of t h e  l o c a l  g r a d i e n t  of  t h e  l o s s  f u n c t i o n ,  with 
i t s  magnitude weighted by t h e  f a c t o r  - 
though l a r g e  c o r r e c t i o n s  a r e  p o s s i b l e  a t  t h e  beginning  of t h e  e s t i m a t i o n  
process  when K is  f a r  from K no informat ion  from p a s t  e s t ima t ion  
s t a g e s  i s  u t i l i z e d ,  Note t h a t  t h e  - f a c t o r  f o r c e s  t h e  c o r r e c t i o n  t e r m  n+1 
t o  approach ze ro  as  t h e  e s t ima t ion  p rogres ses ,  s i n c e  i t  becomes more 
n+l  
Th i s  i n d i c a t e s  t h a t  even n+l  
c. 
n opt ’  
probable  t h a t  t h e  observed g r a d i e n t  i s  due t o  n o i s e  i n s t e a d  o f  e s t ima t ion  
e r r o r .  
To a c c e l e r a t e  convergence a second o r d e r  s t o c h a s t i c  a lgo r i thm i s  
Th i s  i s  accomplished by apply ing  Newton’s method t o  t h e  l o s s  developed.  
func t ion .  For t h e  s c a l a r  case t h i s  procedure g i v e s  
( 4 . 2 9 )  
( 4 . 3 0 )  
A 1 A = K  + -  n n+1 (*n+l - Kn6n) &n ‘n+1 
where 
-1 
‘wn+l = ( 6  6 1 n n  
Even though E q .  ( 4 . 3 0 )  should converge more r a p i d l y  than  Eq.  
(4 .28 ) ’ ,  i t  does not  u t i l i z e  t h e  informat ion  from p a s t  s t a g e s  t o  s e l e c t  
t h e  s t e p - s i z e .  One so lu t io i l  t o  t h j s  problem i s  t o  d e f i n e  an i n t e r -  
mediate l o s s  func t ion  
7 4  
( 4 . 3 1 )  
L. 
The f i l t e r  ma t r ix  K which minimizes Eq.  ( 4 . 3 1 )  is a l eas t  squa res  so lu -  
t i o n  t o  
n 
A 
= E O 1  
n -1 
V t ( K ) = -  K n  n n 1 (ij+l n - j  j=o  
1 
A 
Solving f o r  K y i e l d s  n 
A T -1 n-1 n-1 
K =  6T [ 1 6 . 6 . 1  1 n j = o  ej+l -3 j=o -J -J 
and 
( 4 . 3 2 )  
( 4 . 3 3 )  
( 4 . 3 4 )  
It i s  now necessary  t o  put  E q .  ( 4 . 3 4 )  i n  r e c u r s i v e  form, which a l s o  
e l i m i n a t e s  t h e  matrix i n v e r s i o n .  Using E q .  ( 4 . 3 3 ) ,  Eq. ( 4 . 3 4 )  becomes 
A n-1 -1 A n-1 
Kn+l = [Kn 1 CjCj + ~ n + l  -n - 3 - 3  -n-n j =o j = o  
T sT][ 1 6 . 6 T  + 6 sT1 
( 4 . 3 5 )  
-1 
n By d e f i n i n g  W as  
( 4 . 3 6 )  
t hen  W-’ is determined by nl-1 
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HT - ( 1 - & w n  + -  
w-1 4-  
w-l - 1 -1 
n+l  n+l  -n-n 
n = -  
n+l  n n+1 -n-n 
-1 = -  1 (n\Jn + 6 aT) n+l  -n -n 
o r  e q u i v a l e n t l y  
-1 
w*+l = (n+l)(n\qil + 6 -n sT> -n ( 4 . 3 8 )  
Using t h e  well-known "inside-out"  l ema  (see e .g . ,  Deutsch, 1965, p .  119) 
of numerical  a n a l y s i s ,  E q .  ( 4 . 3 8 )  may b e  r e w r i t t e n  
IW - TJ 6 [n + gT w 6 I-' 6T wn) n+l = -  'n+1 n n n -n -n n-n -n 
Now s u b s t i t u t e  E q .  ( 4 . 3 6 )  i n t o  E q .  ( 4 . 3 5 ) .  The r e s u l t  i s  
sT] (n1,J-l + 6 6 in+1 = [in nwi' + !n+l -n n -n -n 
( 4 . 3 7 )  
( 4 . 3 9 )  
which can  b e  r e w r i t t e n  us ing  t h e  " inside-out"  lemma as 
w 6 6T w 
A = [kn nWil + A -n+l 6 -n T 3 Wn - [..: nn-J 1 n ( 4 . 4 0 )  
( n + 6  W S )  
Kn+l 
Performing t h e  i n d i c a t e d  m u l t i p l i c a t i o n  and observ ing  t h a t  gT -n W n-n 6 i s  a 
sca la r  reduces  Eq.  ( 4 . 4 0 )  t o  
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m CL m 
A L. 6'W - K 6 6 ' W  
= Kn + ftn+l-n n n-n-n n 
'n+l (n + gT w 6 -n n-n 
A A STW -n n 
-n n-n 
- - R f [fin+l - K 6 3 
(n -i- gT w 6 n 
( 4 . 4 1 )  
Equation ( 4 . 4 1 )  is  r e c u r s i v e  and t h e  mat r ix  inve r s ion  has  been avoided.  
To put  t h i s  a lgo r i thm i n  t h e  form of E q .  ( 4 . 2 0 )  i t  i s  necessary  t o  prove 
t h a t  
6 'W1 6'n 'n+1 - -n n 
m 
- 
( n +  6' w 6 -n n-n n+l  
Pre-mult iplying E q .  ( 4 . 3 7 )  by W and pos t -mul t ip ly ing  by W gives  
n n+l  
T 
-n 
Again pre-mul t ip ly ing  by 6 
T T 




(n + 6' w 6 -n n-n n+l  ( 4 . 4  2 
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S u b s t i t u t i n g  t h i s  equat ion  i n t o  t h e  e s t ima t ion  scheme of  E q .  ( 4 . 4 1 )  g ives  
t h e  d e s i r e d  s t o c h a s t i c  r e l a t i o n  
n+l 
where 
-1 T [ I J ~  - w 6 (n  + 6T w 6 ti w 3 n+l = -  'n+l n n -n -n n -n -n n 
i-. 
( 4 . 4 3 )  
( 4 . 3 9 )  
This  s t o c h a s t i c  approximation a lgo r i thm f o r  l e a r n i n g  t h e  Kalman f i l t e r  
ma t r ix  is  a n  opt imal  one i n  t h e  sense  t h a t  
(a) i t  u t i l i z e s  t h e  informat ion  from' a l l  p a s t  e s t i m a t i o n  s t a g e s  
r a t h e r  than  one s t a g e ,  
(b)  i t  minimtzes t h e  i n t e r m e d i a t e  l o s s  func t ion  R (K ) a t  each 
s t a g e  of i t e r a t i o n  i n s t e a d  of j u s t  fo l lowing  t h e  l o c a l  
n n  
g r a d i e n t  a t  each s t age ,  and 
A 
(c) i t  does no t  a f f e c t  t h e  asymptot ic  convergence of  K t o  K n op t  
I n  a d d i t i o n ,  by invoking t h e  "s t rong  law of l a r g e  numbers" i t  can b e  
shown t h a t  R (R) converges t o  L(K) w i t h  p r o b a b i l i t y  one [Ho and Blaydon, 
19661, where L(K) i s  given by E q .  ( 4 . 2 2 ) .  
n 
The i n c r e a s e  i n  s t a t i s t i c a l  e f f i c i e n c y  a t t a i n e d  when us ing  t h e  
weight ma t r ix  de f ined  i n  E q .  ( 4 . 3 9 )  i s  pa id  f o r  i n  computat ional  com- 
is  s e l e c t e d  t o  be a cons t an t  f o r  a l l  n ,  on ly  one If 'n+1 p l e x i t y  . 
i t e r a t i o n  i s  r equ i r ed  p e r  e s t i m a t i o n  s t a g e ,  a s  opposed t o  two when W 
is  s p e c i f i e d  by E q .  ( 4 . 3 9 ) .  
behavior  of  both a lgo r i thms  i s  governed by the  "law of l a r g e  nur;ibers", 
n+l 
It is worth n o t i n g  t h a t  t h e  asymptot ic  
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i.e., t h e  convergence ra te  f o r  l a r g e  n is  p ropor t iona l  t o  l / n .  However, 
from an  eng inee r ing  viewpoint the  a d a p t i v e  p r o p e r t i e s  o f  the  a lgo r i thm 
f o r  sma l l  and in t e rmed ia t e  va lues  of n i s  c r u c i a l .  In  t h i s  reg ion  t h e  
a c c e l e r a t e d  ve r s ion  i s  f a r  s u p e r i o r  t o  t h e  non-accelerated one, as i s  
demonstrated exper imenta l ly  i n  Chapter 6 .  
4.7 Summary 
In  t h i s  Chapter  a d a p t i v e  s t o c h a s t i c  a lgo r i thms  were de r ived  f o r  
l e a r n i n g  t h e  opt imal  Kalman f i l t e r .  The theory  of  s t o c h a s t i c  approxima- 
t i o n  w a s  b r i e f l y  reviewed.  It was employed i n  conjunct ion w i t h  t h e  
Learning C r i t e r i o n  of Chapter 3 t o  prove p r o b a b i l i t y  one convergence o f  
t h e  a lgo r i thms .  A scheme f o r  a c c e l e r a t i n g  a l g o r i t h m i c  convergence was 
presented .  The f i n a l  resu l t s  of t h i s  a c c e l e r a t i o n  technique  are given 
by Eqns. ( 4 . 3 9 )  and ( 4 . 4 3 ) .  These a r e  t h e  two a lgor i thms used t o  o b t a i n  
t h e  p r i n c i p a l  s imula t ion  r e s u l t s  of  Chapter  6 .  
However, b e f o r e  t h e  exper imenta l  d a t a  are presented ,  t h e  r e s u l t s  
ob ta ined  i n  t h i s  chap te r  are used i n  Chapter 5 t o  estimate o t h e r  u s e f u l  
q u a n t i t i e s  such as  t h e  e r r o r  covar iance  I', t h e  p r e d i c t e d  e r r o r  cova r i -  
ance  C, as  well as  Q and R. These e s t i m a t e s  a r e  needed t o - a d a p t i v e l y  
s o l v e  t h e  opt imal  smoothing problem, 
CHAPTER 5 
ADDITIONS AND EXTENSIONS 
'. 
5.1 I n t r o d u c t i o n  and Organiza t ion  of t h e  Chapter  
I n  Chapter 4 a d a p t i v e  a lgo r i thms  a re  de r ived  f o r  s o l v i n g  t h e  
opt imal  f i l t e r i n g .  Adapt ive p r e d i c t i o n  i s  inc luded  i n  t h i s  s o l u t i o n  as 
a necessa ry  c o n d i t i o n .  For opt imal  smoothing, however, knowledge of 
t h e  optimum f i l t e r  m u s t  be  augmented by a d d i t i o n a l  i n fo rma t ion .  Spec i f -  
i c a l l y ,  t h e  f i x e d - i n t e r v a l  smoothing a l s o  r e q u i r e s  t h e  one-step e r r o r  
covar iance  ma t r ix  C ( s e e  Eq. ( 2 . 3 1 ) ) ;  f i x e d  p o i n t  smoothing r e q u i r e s  
R as w e l l  a s  K and C (see Eq. ( 2 . 3 3 ) ) ;  f ixed- lag  smoothing r e q u i r e s  




covar iance  ma t r ix  I' i s  known, t h e  formulas  f o r  op t imal  smoothing may be 
s i g n i f i c a n t l y  s i m p l i f i e d .  Thus, Sec t ion  5.2 uses  t h e  r e s u l t s  of  Chap- 
ter 4 t o  estimate C, r, R, and Q .  Techniques f o r  l i f t i n g  t h e  r a t h e r  
r e s t r i c t i v e  assumption t h a t  t h e  i n v e r s e  of H e x i s t s  a re  in t roduced  i n  
Sec t ion  5 . 3 .  Sec t ion  5 .4  sugges t s  s i m p l e  mod i f i ca t ion  t o  t h e  a lgo r i thm 
of Chapter 4 t o  accominodate slowly t ime-varying s i g n a l  and n o i s e  s t a t i s -  
t i c s .  These same a lgo r i thms  a re  h e u r i s t i c a l l y  a l t e r e d  i n  Sec t ion  5 . 5  
a c e r t a i n  c l a s s  of non l inea r  systems.  A summary of t h e  c h a p t e r  i s  
conta ined  i n  Sec t ion  5 . 6 .  
5 . 2  Es t imat ion  of C, I', R and Q 
A f t e r  t h e  opt imal  f i l t e r  h a s  been l e a r n e d ,  e s t ima t ion  schemes 
f o r  C, r ,  R ,  and Q can  be d e r i v e d .  To accomplish t h i s ,  a d d i t j o n a l  use 
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must b e  made of t h e  informat ion  con ta ined  i n  t h e  r e s i d u a l  time series 
( 6  1 .  The a lgo r i thm f o r  e s t i m a t i n g  C is cons ide red  f i r s t .  By perforrn- -n 
i n g  t h e  e x p e c t a t i o n  i n d i c a t e d  i n  Eq. (3.10),  as i n  C o r o l l a r y  3-4, it i s  
1 seen t h a t  
= H@{CHT - K[HCHT + R]}  
Q ( 0 )  = E(6 -n -n 
T 
= HCH + R 
Solv ing  Eq. (5.1) f o r  C produces 
T -1 
C = (H0)-'Q(l)(HT)-' + K[HCHT + R](H ) 
(3.10) 
( 5  .I) 
(5.3) 
S u b s t i t u t i n g  f o r  [HCHT + R ]  by u s i n g  Eq. (5.2) g i v e s  
( 5  4 )  
T -1 C = [ ( H @ ) - l  n(1) + K n ( O ) ] ( H  ) 
A s  noted ear l ier  n(1) and Q ( 0 )  cannot a c t u a l l y  be  Ca lcu la t ed  
s i n c e  t h e  s t a t i s t i c s  of t h e  d i s t r i b u t i o n  f u n c t i o n s  a r e  unkno~m. Hovever, 
they  may b e  e s t ima ted  r e c u r s i v e l y  u s i n g  s t a n d a r d  s t o c h a s t i c  approxima- 
t i o n  methods,  which y i e l d  
1. The n o t a t i o n  Q(n+ l ,n>  and Q(n ,n)  h a s  been s i m p l i f i e d  t o  
n ( l )  and n(0) r e s p e c t i v e l y  deno t ing  t?ie d i f f e r e n c e  between t h e  time 
arguincnts. 
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where{a 1 and {b 1 s a t i s f y  t h e  c o n d i t i o n s  of Theorem 4 . 1 .  
theorem, Eqns. ( 5 . 5 )  and ( 5 . 6 )  can b e  shown t o  converge t o  ( 5 . 1 )  and 
(5.2) r e s p e c t i v e l y .  S u b s t i t u t i n g  t h e s e  estimates i n t o  ( 5 . 4 )  a long  wi th  
t h e  estimate of K 
Using t h i s  n n 
prov ides  t h e  d e s i r e d  r e l a t i o n  f o r  e s t i m a t i n g  C .  
O P  t 
^c = [(Ha)-'  6 (1) + ( O ) ]  (H T ) -1 n n n n -  ( 5 . 7 )  
To d e r i v e  a n  expres s ion  f o r  e s t i m a t i n g  t h e  e r r o r  covar iance  
matrix I?, a g e n e r a l  expres s ion  f o r  r must be  developed. The r e l a t i o n  
given by Eq. (2 .21)  i s  d e f i c i e n t  because it i s  v a l i d  only f o r  op t imal  
f i l t e r i n g .  By d e f i n i t i o n  
S u b s t i t u t i n g  t h e  f i l t e r i n g  equat ion  f o r  2(n) y i e l d s  
I 
I' = E{[:(") - &(n-1) + K(z(n )  - H&(n- l )>]  - 
T [x(n)  - O % ( n - l )  3. K(z(n) - H@?(n-l))]  I 1 
By e x p l o i t i n g  t h e  independence of v(n)  and w(n),  t h e  above equat ion  may 
b e w r i t t e n  
- 
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T I' = E([x(n)  I - @;(n-l)][x(n) .., .., - @f;(n-l) ]  .., 1 
T T T  - E([x(n)  - @ % ( n - l > ] [ x ( n )  - @g(n- l> ]  1 H K -. .., .., - 
T - KH E([x(n) - @g(n- l> ] [x (n )  - @%(n- l>]  1 
+ K  E([z(n)  - @?(n- l ) ] [ z (n )  .., - - @?(n- l ) ]T l  - KT 
= C - HTKT - K H C  4- K[HCHT 4- R] KT 
(5 8 )  
T T  
= [I  - KH]C + (K[HCHT + R] - CH 1 K 
When K i s  equal  t o  t h e  opt imal  f i l t e r  as  given by Eq. ( 2 . 2 0 ) ,  t h e  t e r m  
i n  b r a c e s  i s  zero ,  and Eq. (5.8) reduces t o  t h e  optimum express ion  f o r  
t he  e r r o r  covar iance  mat r ix .  Observe from Eq. (5.1) t h a t  Eq. (5.8) nay 
be rewr i t t en  
Replacing t h e  unknown q u a n t i t i e s  w i t h  t h e i r  r e s p e c t i v e  estimates,  t h e  
a lgo r i thm f o r  r^ i s  obta ined  n 
(5.10) 
To e s t ima te  R,  t h e  e s t i m a t o r  f o r  and Q(0) i s  s u b s t i t u t e d  i n t o  
Eq. ( 5 . 2 ) ,  g i v i n g  
in = in(0)  - H ^c n HT (5.11) 
(5.12) 
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Equation (5.11) is  g e n e r a l l y  p r e f e r a b l e  t o  Eq. (5.12) f o r  e s t i m a t i n g  R 
because i t  does n o t  r e q u i r e  t h e  e x i s t e n c e  o r  c a l c u l a t i o n  of t h e  i n v e r s e  
of kn. I f  R- l  i s  r e q u i r e d  as it is  i n  the smoothing Eq. (2.32) it may 
b e  ob ta ined  d i r e c t l y  from Eq. (2.20) 
from which t h e  estimate of R i n v e r s e  i s  
(5.13) 
A 
This r e s u l t  does r e q u i r e  t h e  i n v e r s e  of .r b u t  i t  i s  u s u a l l y  b e t t e r  n '  
condi t ioned  than  R . n 
The l a s t  q u a n t i t y  t o  be e s t i m a t e d  i s  Q .  From Eq. (2.22) 
(5.14) T Q = E - @ ~ Q  
(5.15) T = c - @[I - KH] c 4, 
S u b s t i t u t i n g  t h e  e s t i m a t e s  of t h e  unknown q u a n t i t i e s  i n t o  Eqns. (5.14) 
and (5.15) r e s p e c t i v e l y  r e s u l t s  i n  
= 2 - QII - k H] ^c QT n n n (5.17) 
Equations (5.5), (5..6), ( 5 . 7 ) ,  (5.10),  ( 5 . 1 1 ) y  (5.12),  (5 .13) ,  
(5.16) and (5.17) provide  a complete set  of a lgo r i thms  f o r  e s t i m a t i n g  
C y  r, R-', R, and Q .  
mating t h e  same q u a n t i t y ,  t h e  algorithm u s e d  i s  d i c t a t e d  by computational 
c o n s i d e r a t i o n s .  I l o m v e r  t h e s e  al.gorithnis may be  s i g n i f i c a n t l y  
\\There more than one method is  a v a i l a b l e  f o r  e s t i -  
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s i m p l i f i e d  by n o t i n g  from t h e  Learning C r i t e r i o n  Theorem 3-3 t h a t  
n(1) = E($ n+l-n gT I 
A 
approaches t h e  n u l l  ma t r ix  as K approaches K Thus f o r  l a r g e  n, n o p t '  
a lgo r i thm (5 .7 )  reduces  t o  
T -1 CI 
C n = in Q n ( 0 ) ( H  ) (5.18) 
This  remains a c l o s e  approximation f o r  sma l l  and in t e rmed ia t e  v a l u e s  of 
n i f  t h e  a c c e l e r a t e d  a lgo r i thm de f ined  by Eqns .  ( 4 . 4 3 )  and ( 4 . 3 7 )  f o r  
e s t i m a t i n g  K i s  employed. 
o p t  
and ( 4 . 3 7 )  i s  made obvious by 
Another b e n e f i t  accrued  by u s i n g  Eq.  ( 4 . 4 3 )  





Comparing t h i s  equat ion  wi th  Eq.  (5 .6 )  r e v e a l s  t h a t  W 
Therefore ,  a l g o r i t h m  (5.18) i s  s imply 
is  j u s t  Qn(0) .  
-1 T -1 i = ii w (H ) n n n  (5.20) 
Thus, t h e  a lgo r i thm h a s  n o t  on ly  been g r e a t l y  s i m p l i f i e d ,  b u t  t h e  
computation of  t h e  two r e c u r s i o n s  Eqns. ( 5 . 5 )  and (5.6) have been elimi- 
n a t e d ,  The a lgo r i thm (5.10) f o r  e s t i m a t i n g  r becomes 
r^ n = [ I - i n B ]  ^c n 
The expres s ion  f o r  e s t i m a t i n g  R 
w r i t t e n  i n  terms of r and C . . 6 
n n 
(5.21) 
and Q remain unchanged because they  were 
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5.3 Non-Existence of H Inve r se  
When the  i n v e r s e  of  t h e  obse rva t ion  ma t r ix  H does n o t  e x i s t ,  t h e  
s t o c h a s t i c  a lgo r i thms  de r ived  i n  Chapter 4 f o r  l e a r n i n g  t h e  optimum f i l -  
ter must be modified o r  a ne57 i n v e r t i b l e  obse rva t ion  ma t r ix  must be 
c r e a t e d .  
method f o r  modifying t h e  a lgo r i thms  are p resen ted .  They are 
Two methods f o r  forming a new obse rva t ion  matrix and one 
1. measurement s t a c k i n g  w i t h  t i m e  d e l a y ,  
2, measurement s t a c k i n g  w i t h  s ta te  augmentation, and 
3. r e s i d u a l  s t a c k i n g .  
For purposes  of d i scuss ion  t h e  fo l lowing  t y p i c a l  t h i r d  o rde r ,  
s ing le - inpu t ,  s ing le-output  system is  used.  In phase v a r i a b l e  r ep re -  
s e n t a t i o n ,  t h e  s y s t e n  i s  desc r ibed  by Eqns. (1.3) and (1 .4)  
z(n) = Hx(n) L -i- v(n)  - (1 .4 )  
where 
and 
H = [l 0 01 
FJ I (n) = [ O  0 w(n)] T 
The r e s u l t s  t o  be presented  a r e  v a l i d  f o r  gene ra l  Q and H m a t r i c e s .  
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5 -3.1 Xeasurement S tacking  w i t h  Time Delay 
Th i s  i s  a s t r a i g h t  forward, b ru t e - fo rce  technique.  It c o n s i s t s  
simply of  accumulat ing m obse rva t ions  where m i s  t h e  o r d e r  of t h e  system, 
and c r e a t i n g  an  equ iva len t  m x m obse rva t ion  matrix, s ay  %, whose i n -  
verse does e x i s t .  
For i l l u s t r a t i o n ,  cons ide r  t h e  example t h i r d  o r d e r  system. S ince  
H i s  1 x 3,  t h r e e  measurements must b e  s t acked  a t  every i t e r a t i o n .  Mak- 
i n g  u s e  of t h e  d e t e r m i n i s t i c  r e l a t i o n s h i p s  between t h e  s ta te  v a r i a b l e s  
and s t a r t i n g  a t  t i m e  n ,  t h e  measurements are 
z(n)  = x,(n> + v(n> 
z(nt-1) = x (n+l) + v(n+l )  1 
= x2(n) + v(n+l)  
z(n+2) = ~~(n-1 -2 )  + v(n-!-2) 
= x,(n> + v(n+2) 
Therefore ,  
Note t h a t  t o  avoid  v i o l a t i n g  t h e  assumption t h a t  t h e  measurement n o i s e  
y(n)  be  uncor re l a t ed  from s t a g e  t o  s t a g e ,  t h r e e  new obse rva t ions  must 
be  made a t  each i t e r a t i o n .  This  means t h a t  t h e  f i l t e r i n g  estimate of 
x ( n )  i s  be ing  performed a t  t i m e  n+2. 
f(n) must be p r e d i c t e d  ahead two s t a g e s .  
t h e  technique .  However, i t  i s  n o t  as d e l e t e r i o u s  as i t  appears ,  because 
To o b t a i n  t h e  estimate of x(n+2),  
I 
This  i s  the  d isadvantage  of  
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t h e  message gene ra t ing  n o i s e  d i r e c t l y  a f f e c t s  o n l y  t h e  p r e d i c t i o n  of  
x,(n) .  S t i l l  t h i s  method i s  n o t  recommended u n l e s s  t h e  number of mea- 
- .  
surements r equ i r ed  t o  form H i s  s m a l l  compared t o  m. N 
5.3.2 Measurement S tacking  With S t a t e  Augmentation 
The p r e d i c t i o n  problem a s s o c i a t e d  w i t h  t h e  prev ious  t echn ique  
can b e  avoided by us ing  t h e  s t anda rd  technique  of augmenting t h e  s ta te  
v e c t o r  z(n) w i t h  t h e  measurement n o i s e  y(n)  [Meditch, 1969, p. 1951. 
Th i s  forms a new m x p s t a t e  vec to r  y(n)  such t h a t  - 
where t h e  0 ' s  are n u l l  matrices of a p p r o p r i a t e  dimension, and 
(5.22) 
(5.23) 
Th i s  augmented s t r u c t u r e  r e q u i r e s  only  one new measurement p e r  estima- 
t i o n  s t a g e  r e g a r d l e s s  of t h e  H ma t r ix .  The new (m+p) x (m+p) i n v e r t i b l e  
obse rva t ion  ma t r ix  % is formed by s t a c k i n $  t h e  new measurement w i t h  
p r e d i c t e d  measurements from t h e  p rev ious  i t e r a t i o n .  
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This  technique  i s  made clearer by cons ide r ing  t h e  example system 





where e i (n) , ,  i=1,2,3 is  t h e  d i f f e r e n c e  between t h e  v a l u e  of x . ( n )  and 
%i(n ln- l ) .  
1 
From Eqns. (5.24) - (5.27), i t  i s  obvious t h a t  H is  N 
1 0 0 1  
H N = [  0 1 0 0  j
0 0 1 0  
Th i s  technique  is  recommended vhen the  dimension of z(n)  is  
z 
small compared t o  the  dimension of  x ( n ) .  * Note t h a t  both techniques  f o r  
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forming an i n v e r t i b l e  observa t ion  matrix i n h e r e n t l y  change t h e  o r i g i n a l  
Kalman f i l t e r  s t r u c t u r e .  The s t anda rd  Kalman f i l t e r  is an  m x p m a t r i x ,  
where p i s  t h e  dimension of t h e  z (n )  - and s a t i s f i e s  t h e  i n e q u a l i t y  
- -  . 
The new obse rva t ion  ma t r ix  H 
Thus, t h e  new Kalman f i l t e r  i s  always an  m x m matrix. 
p re se rves  t h e  o r i g i n a l  s t r u c t u r e  of t h e  problem i s  p resen ted  i n  Sec t ion  
produces an m dimensional  measurement, N 
A t echnique  which 
5.3.3. 
5 . 3 . 3  Pred ic t ed  Res idua l  S t ack ing  
The development of t h i s  s e c t i o n  i s  based on t h e  common case where 
H i s  an 1 x m matrix, i .e. ,  only t h e  ou tpu t  s t a t e  v a r i a b l e  can be  ob- 
se rved .  
l a r  development can be  performed f o r  any g iven  H ma t r ix .  
p red ic t ed  r e s i d u a l  i s  def ined  by 
This  imp l i e s  t h a t  t h e  Kalman f i l t e r  is  an m x 1 v e c t o r .  A s i m i -  
Here t h e  
A z(n+r) - HQ~+' G(n-1) = A ~ + ~  
Now l e t  
A A(n-tm,n) = - 
The l o s s  f u n c t i o n  of Eq. ( 4 . 1 8 )  i s  now rede f ined  a s  
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%(h(n+m,n) - A(n-t-in,n)) 
T 
= [A(ntn,n) - K -n [A(n+m,n) - - K -n 6 n 1 ( 5  2 9 )  
where 6 i s  as de f ined  i n  Chapter 3 .  To see t h a t  E q .  (5.29) i s  a mean- 
i n g f u l  d e f i n i t i o n  f o r  t h e  l o s s  func t ion ,  form t h e  l i n e a r  r e g r e s s i o n  
equat ion  
n 
A(n+m,n) = K 6 4- e -n n -n 
Now t h e  p r e d i c t i o n  r e s i d u a l  t r a n s i t i o n  v e c t o r  i s  
(5.30) 
(5.31) 
A f t e r  some computqtion, i t  i s  found t h a t  
and  
Theref o r e ,  
K = C H ~ ( H C W ~  + ~ 1 - l  -n 
= K  -0p t 
Consequently,  K r e p r e s e n t s  t h e  opt imal  Kalman f i l t e r  ma t r ix .  -n 
Al so ,  K 6 may be cons idered  t o  r e p r e s e n t  t h e  p red ic t ed  va lue  of ~(rn+m,n).  
S ince  K cannot be c a l c u l a t e d ,  K i s  e s t ima ted  as i n  Chapter  4 us ing  t h e  
theory  of  s t o c h a s t i c  approximation.  Applying t h i s  theory  t o  the  l o s s  
func t ion  of Eq. (5 .29)  g ives  
-n-n 
-n -opt  
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= - a V R(A(ntm,m) - 6 ) Wn+l 
-n+l -n n+l K - -n n 
(5.32) 
where a = l / n  and W is  a uniformly bounded sequence.  The a lgo r i thm 
of Eq. ( 5 . 3 2 )  is analogous t o  Eq. ( 4 . 2 0 )  and can be shown t o  converge 
t o  K wi th  p r o b a b i l i t y  one.  I n  g e n e r a l  t h e  method of t h i s  s e c t i o n  i s  . 
recommended over  those  of Sec t ion  5.3.1 and 5.3.2.  However, t h e  au tho r  L’ 
c o n j e c t u r e s  t h a t  t h e  mean-square e r r o r  a s s o c i a t e d  wi th  t h e  s ta te  estima-* 
t i o n  procedure of  5.3.2 i s  a t  least  as s m a l l  as t h a t  of t h i s  s e c t i o n .  
n n+1 
-opt  
5.4 Time-Varying S i g n a l  and Noise S t a t i s t i c s  
In p r a c t i c e  the s t a t i o n a r y  assumption of Chapters  3 and 4 is  
v a l i d  on ly  f o r  a f i n i t e  time i n t e r v a l .  I f  t h i s  t i m e  i n t e r v a l  is less 
than  t h e  e s s e n t i a l  a d a p t a t i o n  t i m e  o f  t h e  l e a r n i n g  a lgo r i thms ,  then  t h e  
r e s u l t s  of Chapter  4 may s t i l l  be  employed. Even i n  t h i s  case, i t  i s  
impor tan t  t o  determine when t h e  t i m e  v a r i a t i o n s  have changed t h e  o p t i -  
mal f i l t e r  s i g n i f i c a n t l y .  
t 
A s t a t i s t i c a l  test  f o r  making such a de te rmina t ion  .can b e  
devised  from e i t h e r  Theorem 3-2 o r  Theorem 3-3 ( t h e  Learning C r i t e r i o n ) .  
Theorem 3-2 states  that E{gT 
optimum, and Theorem 3-3  states  t h a t  E{6 6 1 = [ O ]  i f  and only  i f  t h e  
f i l t e r  is  optimum. 
conf idence  i n t e r v a l  tes t  f o r  t h e  t i m e  average  of  6 
A l t e r n a t e l y ,  t h e  chi-square method can b e  used t o  test  whether o r  n o t  
T 6 i s  s i g n i f i c a n t l y  d i f f e r e n t  from t h e  t i m e s  average  of 6 6 o r  cn+l-n
6 )  n+l  -n = 0 i f  and on ly  i f  t h e  f i l t e r  i s  
T 
-n+l -n 
E i t h e r  o f  t h e s e  two f a c t s  may be  used t o  develop a 
T 




zero o r  t h e  n u l l  ma t r ix  r e s p e c t i v e l y .  S ince  t h e s e  techniques  are  
s t anda rd  i n  t h e  s t a t i s t i c a l  l i t e r a t u r e ,  t h e  d e t a i l s  are n o t  p re sen ted  
h e r e .  
Return ing  now t o  t h e  problem of a t ime-varying environment,  two 
d i f f e r e n t  approaches are cons idered .  The f i r s t  i s  u s e f u l  when t h e  t ime 
v a r i a t i o n  i s  slow and i t s  e x a c t  n a t u r e  is unknown. The second i s  v a l i d  
only when t h e  t i m e  v a r i a t i o n  of t h e  f i l t e r  i s  known. 
5 .4 .1  PIeasurenent Discount ing 
The a lgo r i thms  of Chapter 4 w e i g h t  a l l  measurements e q u a l l y  over  
t h e  a d a p t a t i o n  i n t e r v a l .  Thus as t h e  i n t e r v a l  i n c r e a s e s ,  o r  e q u i v a l e n t l y  
as t h e  number of i t e r a t i o n s  n i n c r e a s e s ,  t h e  e f f e c t  of each measurement 
becomes van i sh ing ly  small .  Th i s  e f f e c t  may b e  e l imina ted  by a t t e n u a t i n g  
p a s t  obse rva t ions .  Such a procedure e s s e n t i a l l y  shapes the  memory of  t h e  
a lgo r i thm.  One s i m p l e  tray of l i m i t i n g  t h e  memory i s  t o  weight  t h e  d a t a  
e q u a l l y  over  a f i n i t e  number 
t h e  process  i s  s t a t i o n a r y  over  t h i s  t i m e  i n t e r v a l .  
o f  obse rva t ions  under t h e  assumption t h a t  
A d i f f e r e n t  approach i s  t o  e x p o n e n t i a l l y  a t t e n u a t e  p a s t  measure- 
ments [Korn, 1966,  p .  451 .  To modify t h e  a c c e l e r a t e d  a lgo r i thm of Eq2s .  
( 4 . 3 9 )  and ( 4 . 4 3 )  f o r  a n  exponen t i a l ly  weighted memory r e q u i r e s  t h a t  t h e  
i n t e r m e d i a t e  l o s s  func t ion  of  Eq. ( 4 . 3 1 )  b e  redef ined  as 
( 5 . 3 3 )  
where X E ( 0 , l ) .  
9 3  
Now fo l lowing  t h e  development which l e d  t o  Eqns. (4 .39 )  and ( 4 . 4 3 ) ,  t h e  
r e c u r s i v e  r e l a t i o n  f o r  l e a r n i n g  K i s  found t o  be 
..- OP t 
* * * 
( 5 . 3 4 )  
n+l 
and 
The t e r m  X which provides  t h e  exponen t i a l  damping a l s o  de te rmines  t h e  
e f f e c t i v e  sample s i z e  of t h e  e s t i m a t i o n  p r o c e s s ,  Both t h e  a b i l i t y  
of t h e  a lgo r i thm t o  r e f i n e  t h e  estimates and t o  fo l low t i m e  v a r i a t i o n s  
are determined by A .  Unfor tuna te ly  t h e  two requi rements  are c o n f l i c t i n g .  
The f i r s t  imp l i e s  a l a r g e  v a l u e  ( n e a r  u n i t y )  of A ,  and t h e  second i m p l i e s  
a small  va lue  (nea r  zero)  of A. Thus, a compromise i s  necessary  i n  
s e l e c t i n g  A. Usual ly  A must b e  g r e a t e r  than  0.95 t o  ensure  s t a b i l i t y .  
When t h e  time e v o l u t i o n  of  c ( n )  i s  known wi th  Q(n) and R(n) 
unknovm, t h e  procedure of Sec t ion  5 . 4 . 2  i s  recommended. 
5.4.2 Knovn T i m e  Evolu t ion  o f  K(n) 
L e t  K(n) - evolve  i n  t i m e  i n  a manner desc r ibed  by Eq. ( 5 . 3 6 )  
K(n+l) = F[ K(n)l - + w(n) ( 5 . 3 6 )  
where F i s  t h e  m x m f i l t e r  t r a n s i t i o n  ma t r ix  and w(n) i s  an  m x 1 ran-  
dom p e r t u r b a t i o n  v e c t o r .  I n  t h i s  c a s e  Eq. ( 4 . 3 9 )  i s  modif ied i n  a 
manner t h a t  i s  r en i .n i scen t  of Kalman's f i l t e r i n g  equat ion .  Th i s  modif i -  
- 




5.5 Nonlinear  Dynamics 
When t h e  p l a n t  dynamics a r e  n o n l i n e a r ,  t h e  f i l t e r  t h a t  i s  opt imal  
i n  t h e  sense  t h a t  i t  minimizes the  mean squa re  e r r o r  i s  unknoxem. I n  t h i s  
s e c t i o n  a d i f f e r e n t  d e f i n i t i o n  f o r  o p t i m a l i t y  of  t h e  f i l t e r  is given and 
a d a p t i v e  a lgo r i thms  which l e a r n  t h i s  op t imal  f i l t e r  are p r e s e n t e d .  The 
Learning C r i t e r i o n  as given by Eq. (3.6) 
of Theorem 3-3 i s  used as t h e  d e f i n i t i o n  f o r  op t imal  f i l t e r i n g .  The 
d e f i n i t i o n  i s  s e l e c t e d  because i t  i s  equ iva len t  t o  opt imal  Kalman f i l -  
t e r i n g  when t h e  dynamics are l i n e a r  and because i t  f o r c e s  t h e  r e s i d u a l  
t i m e  series t o  b e  wh i t e .  This  l a t t e r  f a c t  i m p l i e s  t h a t  all t h e  i n f o r -  
mation p o s s i b l e  h a s  been e x t r a c t e d  from t h i s  series.  The system model 
cons idered  i s  given by t h e  equa t ions  
x(n+l) = f (xn )  + w(n) 
z (n )  = x(n) + v(n)  
( 5 . 3 8 )  
(5.39) 
and t h e  form of t h e  f i l t e r i n g  equat ion  i s  s p e c i f i e d  t o  be 
Note t h a t  each of t h e s e  equa t ions  i s  t h e  same as t h e i r  l i n e a r  counter -  
p a r t s  wi.th t h e  l i n e a r  dynamics rep laced  w i t h  t h e  n o n l i n e a r  dynamics. 
95 
Equat ion ( 5 . 3 8 )  corresponds t o  a s t o c h a s t i c  s i g n a l  wi th  a n o n r a t i o n a l  
s p e c t r a l  d e n s i t y .  
From E q .  ( 5 . 4 0 )  i t  i s  obvious t h a t  t h e  r e s i d u a l  t i m e  series i s  
6 = z(n+l) - f ( % ( n ) )  ( 5 . 4 1 )  n 
Thus from t h e  d e f i n i t i o n  of op t imal  f i l t e r i n g  given by E q .  ( 3 . 6 ) ,  t h e  
f i l t e r  i s  optimum i f  and only  i f  i t  i s  chosen such t h a t  
E { [ z ( j + l ) - f ( ~ ( j ) ) ] [ z ( j )  - f ( G ( j - l ) ) ] }  = 0 f o r  a l l  j - < n 
( 5 . 4 2 )  
Two d i f f e r e n t  classes of n o n l i n e a r i t i e s  a r e  now cons idered .  The f i r s t  
t ype  s a t i s f i e s  a g l o b a l  L i p s c h i t z  c o n d i t i o n  
If(xn) - f(x,)I f 4 (xn - x N 
For t h i s  c lass  of n o n l i n e a r i t i e s  t h e  
f o r  a l l  x ,x n m  
adap t ive  a lgo r i thm f o r  l e a r n i n g  t h e  
f i l t e r  t h a t  s a t i s f i e s  E q .  ( 5 . 4 2 )  i s  ,iven by E q .  (4 .21)  where H = 1 and 
CP is  t h e  L i p s c h i t z  c o n s t a n t .  
( 5 . 4 3 )  
The second type  of n o n l i n e a r i t y  h a s  an  i n v e r s e .  The dynamics f ( x  ) m u s t  
be such t h a t  
n 
f o r  a l l  x ( 5 . 4 4 )  f-l[f (xn> l  = xn n 
For t h i s  c a s e  t h e  s t o c h a s t i c  approximation a lgo r i thm i s  h e u r i s t i c a l l y  
modif ied as fo l lows  
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( 5  4 5 )  
-_  
The eng inee r ing  j u s t i f i c a t i o n  f o r  t h e  n o n l i n e a r  a lgo r i thms  o f  Eqns. ( 5 . 4 3 )  
and ( 5 . 4 5 )  is  t h a t  t hey  "work". That is ,  they a l low one t o  make "use-  
f u l "  p r e d i c t i o n s .  
p re sen ted  i n  t h e  n e x t  c h a p t e r .  
Experimental  conf i rmat ion  of t h i s  s t a t emen t  i s  
5.6 Summary 
T h i s  c h a p t e r  has  der ived  a l g o r i t h m s  f o r  e s t i m a t i n g  u s e f u l  quan- 
t i t i e s  such as  1, r ,  R and Q .  T h i s  knowledge is  necessa ry  t o  s o l v e  t h e  
opt imal  smoothing problem. The r e s t r i c t i v e  cond i t ion  o f  Chapter 4 
-1 r e q u i r i n g  t h a t  H ex i s t  has  been l i f t e d .  The a lgo r i thms  of Chapter 4 
were then  h e u r i s t i c a l l y  modified t o  accommodate s p e c i a l  c l a s s e s  of t ine-  
va ry ing  and n o n l i n e a r  dynamics. T h i s  chap te r  a l s o  concludes t h e  t h e o r e t -  
i c a l  a s p e c t s  of t h e  r e p o r t .  
of t h e  exper imenta l  r e s u l t s  of t h i s  s t u d y .  
The n e x t  chap te r  c o n t a i n s  a p r e s e n t a t i o n  
CHAPTER 6 
NUMERICAL SIMULATION OF THE ADAPTIVE ALGORITBIIS 
6 .1  I n t r o d u c t i o n  and Organizat ion of  t h e  Chapter 
I n  Chapter  4 a d a p t i v e  s t o c h a s t i c  a l g o r i t h m s  were der ived  f o r  
d i r e c t l y  l e a r n i n g  t h e  opt imal  Kalman f i l t e r  K Chapter 5 extended 
t h e s e  r e s u l t s  t o  i n c l u d e  e s t i m a t i o n  of C, r ,  Q and R .  These q u a n t i t i e s  
o p t '  
are  r e q u i r e d  f o r  a d a p t i v e  opt imal  smoothing. The r e s t r i c t i v e  assumption 
t h a t  H-' e x i s t  w a s  a l s o  l i f t e d  and t h e  a l g o r i t h m s  of Chapter  4 were 
modified t o  accommodate slowly t ime-varying systems s t a t i s t i c s  and 
c e r t a i n  c l a s s e s  of n o n l i n e a r  dynamics. 
I n  t h i s  c h a p t e r  t h e  a d a p t i v e  a l g o r i t h m s  of Chapter 4 and Sec- 
t i o n s  5.2 and 5.5 are  a p p l i e d  t o  s p e c i f i c  systems.  The exper imenta l  
r e s u l t s  were obta ined  by s imula t ing  t h e  d i f f e r e n t  systems and t h e  assoc-  
i a t e d  a l g o r i t h m s  on a CDC 6400  computer. I n  i n t e r p r e t i n g  t h e s e  simula- 
t i o n s ,  i t  i s  emphasized t h a t  double  p r e c i s i o n  a r i t h m e t i c  was - n o t  u s e d ,  
The f i r s t  p a r t  of t h e  c h a p t e r  c o n s i d e r s  l i n e a r  systems.  S e c t i o n  
6.2 p r e s e n t s  the exper imenta l  d a t a  f o r  f i r s t  o r d e r  through f o u r t h  o r d e r  
dynamic systems,  Nonlinear  p l a n t s  a re  d i s c u s s e d  i n  S e c t i o n  6 . 3 .  Sec- 
t i o n  6 . 4  a p p l i e s  t h e  tneory t o  t h e  problem of e s r i m a t i n g  t h e  s ta tes  of a 
thermionic  r e a c t o r .  
6.2 Linear  Systen S imula t ions  
For convenience t h e  dynamic system equat ions  and a d a p t i v e  a l -  
gorithms t o  be s t u d i e d  a r e  repea ted  h e r e .  The system dynamics and 
o b s e r v a t i o n s  a r e  def ined  by 
97 
98 
x(n+l) = @x(n) .. + w(n) - 
z(n)  - = Hx(n) - + 'v(n)  
The f i l t e r i n g  equat ion  i s  
G(n) ., = @G(n-1) - + K[z(n) ... - H&(n-1)] - (2.19) 
where t h e  estimate G(n) i s  opt imal  i f  and o n l y  i f  K i s  determined 
accord ing  t o  E q .  (2.20) . The non-accelerated adhp t ive  a lgo r i thm f o r  
l e a r n i n g  t h e  opt imal  f i l t e r  K when R and Q a r e  unknown i s  given b y  
... 
OP t 




6 = z(n) - H@g(n-1) -n 
The accelerated v e r s i o n  of E q .  (4.28) i s  
where 
-1 T - -   n+l [W + w s (n + 6 I:' 6 A~ w J \L+I n n n-n -n n-n -n n 
(4.28) 
( 4 . 4 3 )  
(4.39) 
The  equat ions  f o r  e s t i m a t i n g  C, r ,  R and Q are  
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-1 T -1 2 = k w  ( H )  n n n  (5.19) 
n ? = [ I - i I I ]  i n n 
h -1 





A l i s t i n g  of t h e  computer program developed t o  perform t h e s e  c a l c u l a t i o n s  
may be  found i n  t h e  Appendix. Unless  i t  is  s p e c i f i e d  o t h e r w i s e ,  bo th  t h e  
p l a n t  p e r t u r b a t i o n  n o i s e  ~ ( n )  and observa t ion  n o i s e  y(n) have Gaussian 
d i s t r i b u t i o n s .  
6 . 2 . 1  F i r s t  Order Cynamics 
I n  t h i s  c a s e  Eqns.  (2.20) and (2.21) can be  so lved  e x p l i c i t l y  f o r  
K 
OP t 
E W P L E  6.1:  
Given: Q = 0.5,  H = 1.0, Q = R = 1 . 0  
For t h e s e  parameters  K = 0.53. To begin  t h e  a d a p t i v e  process ,  
OP t 
an i n i t i a l  v a l u e  K f o r  t h e  f i l t e r  must b e  s e l e c t e d .  I n  t h e  scalar  c a s e  
K E [0 ,1 ] .  Choosing R = 0.0 corresponds t o  t h e  one extreme of  
assuming t h e  measurements a r e  j u s t  n o i s e ,  i . e . ,  they  c o n t a i n  no informa- 
t i o n ,  For  t h i s  c a s e  t h e  exper imenta l  r e s u l t s  f o r  bo th  t h e  non-accel-erated 
0 
o p t  0 
100 
a d a p t i v e  a lgo r i thms  are  p l o t t e d  i n  F i g .  6 .1 .  The s o l i d  l i n e  r e p r e s e n t s  
t h e  optimum va lue  of the  f i l t e r .  The f i l t e r  i n i t i a l  c o n d i t i o n  of ze ro  
is  denoted by a sma l l  c i r c l e  on t h e  0 i t e r a t i o n  l i n e .  The a c c e l e r a t e d  
a l g o r i t h m  has  converged t o  w i t h i n  10% of i t s  opt imal  value i n  80 i t e ra -  
t i o n s .  The non-acce lera ted  a l g o r i t h m  r e q u i r e s  500 i t e r a t i o n s  t o  a t t a i n  
t h i s  accu racy .  Both a lgo r i thms  converge a sympto t i ca l ly  t o  K This 
s e r v e s  t o  v e r i f y  exper imenta l ly  t h e  obse rva t ions  made i n  Chapter 4 .  
o p t '  
From Eqns. (5 .16) ,  ( 5 . 1 9 ) ,  ( 5 . 2 0 ) ,  and ( 5 . 2 1 ) ,  C, r ,  R, and Q 
may b e  e s t ima ted .  Using t h e s e  q u a n t i t i e s ,  e s t i m a t e s  o f  M, S ,  U, and J ,  
which are  r equ i r ed  f o r  op t ima l  smoothing,may b e  ob ta ined .  These esti-  
mates a f t e r  1000 i t e r a t i o n s  of a l g o r i t h m  ( 4 . 4 3 )  are cornpared wi th  t h e i r  
optimum va lues  i n  Table 6 . 1 .  
t 
Quant i ty  
Opt ima 1 
V a l u e  
TABLE 6 . 1  
COMPARISON OF THE ESTINATES AND THE OPTTHAL VALUES FOR EKG'LF:  6 . 1  
K c r R Q M S U J ,  R = l  
. 531  1.13 .531 1 .0  1 . 0  .235 .1250 1 .888  0 . 2 3 5  
l E s t i m a t e  1 .528 1 . 1 5  
To i l l u s t r a t e  t h e  i n s e n s i t i v i t y  of t h e  a d a p t i v e  a l g o r i t h m  t o  
t h e  i n i t i a l  guess f o r  t h e  f i l t e r ,  t h e  convergence p r o p e r t i e s  are exanined 
f o r  KO = 1.0.  Th i s  corresponds t o  t h e  o t h e r  extreme of assuii ing t h e  rnea- 
surements a r e  p e r f e c t ,  $ . e . ,  they c o n t a i n  no n o i s e .  The exper imenta l  
r e s u l t s  €or  t h e  a c c e l e r a t e d  and non-acce lera ted  a lgo r i thms  are  shovn i n  
F ig .  6 . 2 ,  Again the  a c c e l e r a t e d  a3 gorithm converges much more r a p i d l y .  
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EXAI'PLE 6.2 : 
Given: 0 = 0.5, H = 1.0, Q = 1.0, R = 4 4  
The purpose of t h i s  example i s  t o  demonstrate t h e  power of t h e  
s e l f - a d a p t i v e  a l g o r i t h m  of Eqns. ( 4 . 4 3 )  and ( 4 . 3 9 )  t o  learn the optimum 
f i l t e r  i n  a very  n o i s y  environment. From a communication theo ry  view- 
p o i n t ,  E q .  (1.3) i s  simply t h e  s i g n a l  g e n e r a t i n g  process  and x(n) I i s  t h e  
s i g n a l .  The s i g n a l  t o  n o i s e  r a t i o  f o r  t h i s  problem i s  given by t h e  r a t i o  
where Q ( 2 ' )  denotes  t h e  a u t o c o r r e l a t i o n  f u n c t i o n  of x .  @,(o) i s  X 
There fo re ,  t h e  s i g n a l  t o  n o i s e  r a t i o  i s  
For t h e  parameters of t h i s  example, E q .  (6 .3)  has  t h e  numer ica l  v a l u e  of 
o r  
104  
A s i g n a l  t o  n o i s e  r a t i o  o f  -9 .55  db i s  extremely low. S t i l l ,  t h e  adap- 
t ive  a lgo r i thm l e a r n s  t h e  opt imal  f i l t e r  q u i t e  ~ d l .  The r e s u l t s  a f t e r  
Optima 1 Value 
Es t imate  
1 ,000 i t e r a t i o n s  are summarized i n  Table 6 . 2 .  The i n i t i a l  v a l u e  o f  t h e  
.236 1.24 .944 4 .OO 1 .oo 
.240 1 . 2 9  .961 4.08 1.04 
f i l t e r  was 1 .0 .  S i m i l a r  r e s u l t s  were obta ined  f o r  K = 0.0. 
0 
Quant i ty  K 
TABLE 6.2  
CONPARISON OF THE ESTIFIATES AND THE OPTIFlAL VALUES FOR EWLPLE 6 . 2  
c r R Q 
Other  f i r s t  o r d e r  problems were cons idered  wi th  Q be ing  v a r i e d  
from 0 .2  t o  1 .0  ( t h e  t h r e s h o l d  of i n s t a b i l i t y )  and wi th  d i f f e r e n t  d i s t r i -  
b u t i o n s  f u n c t i o n s  f o r  w(n) and v ( n > .  I n  a l l  cases K converged t o  K 
w i t h i n  1,000 i t e r a t i o n s ,  
.., - n OP t 
6 
6.2 .2  Second Order Dynamics 
Given : 
9 =  
For t h i s  s imulat ioi i  K was chosen t o  be  t h e  n u l l  m a t r i x  [ O . O ] ,  The d a t a  
f o r  t h e  a d a p t a t i o n  p r o c e s s  a r e  shown i n  F i g .  6 . 3 .  Again t h e  process  h a s  
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l S 0 ) .  The e s t i m a t e s  a f t e r  1000 i t e r a t i o n s  a r e  compared wi th  t h e i r  
op t imal  v a l u e s  below 
0 . 6 0 0  0.200 
= L . 2 0 0  0 . 4 0 j  
1. I 6 4  - -032 ’ = L . 0 3 2  .985] 
c =  
- 
- 1.0 1 .o 1 2 .o 
R =  
- 
O a O  1.0 1 1.0 0 .o ..-. 
1 . 4 4 1  0.736 
- 0.738 0.610 . 1 - 
Note from F ig .  6 . 3  t h a t  symiietry has been forced  on k (1,2) and k ( 2 , l ) .  
The a d a p t a t i o n  p r o c e s s  f o r  t h e  same system and K b u t  where symmetry i s  
n o t  f o r c e d ,  i s  i l l u s t r a t e d  i n  F ig .  6 . 4 .  
k ( 2 , l )  converge more r a p i d l y  when symmetry i s  f o r c e d .  
n n 
0’ 
A s  can b e  seen ,  k n ( l , 2 )  an6 
n 
6.2.3 Third Order Dynamics 
ExAXPLE 6 . 4 :  
Given : 
0 . 8 8  0.112 0.0: 
0.7G 0 .0  
0 .o 0.92 
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Q =  
2.54 1.46 1.14 
1.46 2.73 1 .25  
- 1.14 1.25 1.70 -
The system model 
t r i a n g u l a r  and unif  ornlly 
R =  
i.11 1.83 -.ti65 
1.83 7.25 0 . 3 0 1  
-.864  0.30 2.00 
s p e c i f i e d  above was s imula ted  f o r  Gaussian,  
d i s t r i b u t e d  n o i s e  processes  w(n) .. and v ( n ) .  - For 
Gaussian processes  and wi th  K = [ O . O ]  t h e  t i m e  e v o l u t i o n  of t h e  a d a p t i v e  
a l g o r i t h m  i s  shown i n  F ig .  6.5.  One thousand i t e r a t i o n s  a r e  now r e q u i r e d  
f o r  convergence. The r e s u l t s  a f t e r  3,000 i t e r a t i o n s  are summarized below. 
0 
A 
K =  
A 
c =  
A 
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0.241 
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l * O  1 2 .o 4 .O 
1.5 2 .5  J 
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-511 -.282 
2 .21  .309 
.885 .307 - 
-. 864 
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1 2  3 
2.40 1.55 1.15 2.54 1.46 1.1; 
Q = F . 4 6  2.73 1.25 
1.15 1.30 1.70 1.14 1.25 1.7g 
Q =  E.55 2.95 1.j ,
As can b e  seen t h e  estimates a re  i n  e x c e l l e n t  agreement w i t h  t h e  opt imal  
v a l u e s .  The mean square  e r r o r  (MSE) of t h e  f i l t e r i n g  p rocess  i s  de f ined  
as 
Since  t h e  e r r o r  covar iance  matrix I? i s  de f ined  by Eq. (2.21) as 
Therefore ,  t h e  mean squa re  e r r o r  i s  t h e  sum of t h e  major d iagonal  
e lements  of I?. Performing t h i s  c a l c u l a t i o n ,  t h e  optimum and e s t ima ted  
mean squa re  e r r o r s  are 
n 
MSE = 3.66, MSE = 3.55 
n 
The a c t u a l  M.S.E. f o r  t h e  f i l t e r  given by K can b e  determined by ca lcu-  
l a t i n g  t h e  a c t u a l  J? us ing  Eq. (5.8) . It is  
(MSE)act = 3.62 
n 
This  i n d i c a t e s  t h a t  t h e  "learned" f i l t e r  K produces a NSE only  1 .97% 
l a r g e r  than t h e  opt imal  f i l t e r .  The cor responding  one-step p r e d i c t i o n  
mean squa re  e r r o r s  (PMSE) are  
e. 
PMSE = 9.68, (Pi.ISE)act = 9.55, PMSE = 9.50 
12  4 
To demonstrate t h e  i n s e n s i t i v i t y  of t h e  a l g o r i t h m  of E q .  (4.43) 
t o  t h e  assumed i n i t i a l  va lue  o f  t h e  f i l t e r  K was chosen t o  b e  the 
i d e n t i t y  matrix. A f t e r  1,009 i t e r a t i o n s ,  
L- . 0 
A r . 8 8 3  - . I71  X ]  
K = 0.253 0.239 
0.260 -.052 
T h e o r e t i c a l l y ,  t h e  a d a p t i v e  a l g o r i t h m  is  independent of  t h e  
ampl i tude  d i s t r i b u t i o n s  o f  w(n) and v ( n ) .  Consequently,  t h e  f i n a l  
v a l u e  of t h e  f i l t e r  should  be  t h e  same. To tes t  t h i s  expe r imen ta l ly ,  
uniform and t r i a n g u l a r  d i s t r i b u t i o n s  were used ,  
f o r  3,000 i t e r a t i o n s  w i t h  K = [O.O] are 
- * 
The s i m u l a t i o n  r e s u l t s  
.881 -.155 
(K) A t r i a n g l e  - [261 .233 1’3 
-263 -.047 ,554 
-876 -.163 
A 
(K) un i f o r m  - 1:; .223 
- .041 
The c a s e  ‘for  uniformly d i s t r i b u t e d  n o i s e  i s  a l s o  p l o t t e d  i n  F i g .  6.5 f o r  
comparison wi th  t h e  Gaussian d i s t r i b u t e d  case. 
6.2.4 Fourth O r d e r  Dynamics 
E-XAXPLE 6 . 5  : 
Given: 
@ =  
Q =  
R =  
Q =  
0.0 0.69 
0.0 0.0 










- 1 . 4 1  -0.34 
- 
1 .60  0.32 
0.32 1 .09  
0.88 0.78 
0.85 - 0.96 












-0 .34  
0.33 
1 .43  
12 5 
-_  
To i n i t i a l i z e  t h e  s imula t ion  p rocess  f o r  t h i s  system, K w a s  
0 
a g a i n  chosen t o  b e  t h e  n u l l  m a t r i x .  The t i m e  e v o l u t i o n  of t h e  f i l t e r  
a d a p t a t i o n  f o r  Gaussian d i s t r i b u t i o n s  is  shown i n  Fig.  6 . 6 .  A s  b e f o r e ,  
i n  a d d i t i o n  t o  l e a r n i n g  R C, I', R ,  and Q were a l s o  e s t ima ted .  The 
r e s u l t s  a f t e r  4,000 i t e r a t i o n s  are given below 
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-.OS6 .208 .03T 
.234 .095 ,254 
.130 .679 .096 
.137 .163 .628 -
.744 1.06 1.31 
1 . 7 1  .854 1.29 
.854 3.02 1 .46  
1.29 1 .46  2 .51  I
I 





-835 -.068 .118 
-.068 .700 .060 





1 .34  - 




Y r =  
3.3 -.43 
6:OO -1.06 
, R =  


















-.524 .032 1 . 2 4 1  k. 4 1  
.503 .935 .946 
1.31 .898 1 . 2 1  =,[!:: .879 
.898 2.39 1.42 
1 . 2 3  1.42 , 2 . 1 8  
-.095 .181 
.239 .116 
,123  .686 
.138 .137 
.5 1 .o 
1.5 .75 
.75 3.0 




.081 . lo0  
3.42 -.55 
6.17 -1.10 




.781 2 .38  





. loo  
.62! 
-. 335 
1 . 4 3  
These estimates are  a g a i n  i n  good agreement wi th  t h e  opt imal  v a l u e s ,  b u t  
as t h e  dimension of the problem i n c r e a s e s  s o  does t h e  number of i t e r a t i o n s  
r e q u i r e d  t o  a t t a i n  t h i s  agreement.  By summing t h e  d iagonal  e lements  of 
1 3 5  
t h e  a p p r o p r i a t e  e r r o r  covar iance  ma t r ix ,  t h e  corresponding mean square  
e r r o r s  are c a l c u l a t e d  t o  be  
A 
MSE = 4.05 MSE = 4.04 (MSE)ACT = 4.11 
A 
Therefore ,  t h e  " learned" f i l t e r  K produ,ces a MSE only  1.74% l a r g e r  than 
t h e  opt imal  f i l t e r  assuming p e r f e c t  I a p r i o r i  in format ion .  
r e p r e s e n t s  t h e  b e s t  r e s u l t s  ob ta ined  f o r  f o u r t h  o r d e r  problems. Many 
Th i s  example 
o t h e r  examples were s imula ted ,  and i n  every  case t h e  a c t u a l  mean squa re  
e r r o r  was less than  2.75% g r e a t e r  than  i t s  optimum value .  
6.3  Nonlinear  Dynamics 
I n  t h i s  s e c t i o n  t h e  n o n l i n e a r  system a lgor i thms of Sec t ion  5 .5  
are i n v e s t i g a t e d .  The f i r s t  c lass  of n o n l i n e a r i t i e s  cons idered  s a t i s f y  
a g l o b a l  L i p s c h i t z  cond i t ion .  The second class have a unique i n v e r s e .  
I n  bo th  cases t h e  form of th'e f i l t e r i n g  equat ion  i s  given by Eq. ( 5 . 4 0 ) .  
6 . 3 . 1  N o n l i n e a r i t i e s  That S a t i s f y  a Global  L ipsch i t z  Condi t ion 
Consider t h e  class of n o n l i n e a r  systems 
{ f (x) :  I f (xn> - f (xm)l  5 (blx 
a lgo r i thm,  which l e a r n s  t h e  f i l t e r  t h a t  is  opt imal  i n  the  s e n s e  t h a t  i t  
s a t i s f i e s  Eq. ( 5 . 4 2 ) ,  is  given by Eq. ( 5 . 4 3 )  
- xml, f o r  a l l  x , x  1 .  Then t h e  a d a p t i v e  n n m  
A A 1 -1 
Q 'n+l K n + ~  n n = K  + -  ( 5 . 4 3 )  
Because t h e  opt imal  f i l t e r  i s  unknown i n  t h e  non l inea r  case, t h e  
r e s u l t s  of t h i s  s e c t i o n  are c.ompared w i t h  those  f o r  a l i n e a r  system wi th  
t h e  same Q and n o i s e  cova r i ances  Q and R .  A l s o  from the  s t a t e  equat ion  
( 5 . 3 8 ) ,  a l i t t l e  r e f l e c t i o n  r e v e a l s  t h a t  t h e  lower bound f o r  t h e  
136 
p r e d i c t i o n  e r r o r  covar iance  C i s  given by Q. Therefore ,  t h e  p l a n t  
p e r t u r b a t i o n  covar iance  Q can b e  used as a r e f e r e n c e  f o r  e v a l u a t i n g  
t h e  performance of t h e  a d a p t i v e l y  " learned" f i l t e r  . 
E'XANPLE 6.6: S a t u r a t i o n  Non l inea r i ty  
Given: Q = 0.5, Q = R = 1 
. . 
+b f o r  x > b 
Qx f o r  1x1 < b - 
-Qb for x < - b 
(5 .44 )  
For t h i s  problem i t  i s  obvious t h a t  i f  b i s  inc reased  wi thou t  
bound, then  t h e  "learned" f i l t e r  should  approach t h e  va lue  ob ta ined  f o r  
t h e  l i n e a r  system. This  does occur  and i s  i l l u s t r a t e d  i n  F i g .  6 .7  f o r  
b = 0.5, 1.0,  and 2.0 r e s p e c t i v e l y .  For t h e s e  t h r e e  systems t h e  sample 
mean square  e r r o r  r and t h e  sample one-step p r e d i c t e d  mean square  e r r o r  
w e r e  c a l c u l a t e d  f o r  bo th  t h e  f i l t e r e d  and n o n - f i l t e r e d  estimates of t h e  
s ta te  x ( n ) .  By non- f i l t e r ed ,  i t  i s  meant t h a t  t h e  measurements are  
used as  if they  are  n o i s e  f r e e .  This  corresponds t o  an impl ied  f i l t e r  
magnitude of 1 . 0 .  The n o n - f i l t e r e d  one-step p r e d i c t i o n  of x(n+l )  given 
z(n)  i s  then  determined by f ( z ( n ) > .  The d a t a  f o r  3,000 i t e r a t i o n s  a r e  
summarized i n  Table 6 .3 .  
- 
TABLE 6 . 3  
COXPAR1 SOY OF THE ADAPTIVELY FILTEPSD &ID SON-FILTERED RESULTS 
' FOR EXAYPLE 6 .6  
- I b = 0.5 I b = 1.0  i b = 2.0  
Quant i ty  1 K  - r c I K  r c 1  K r C 
I I I I I 
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n 
a Q O  
d e  
+ + +  
O Q R  
ln e M (\I r-l 0 

























Observe from Table 6 .3  t h a t  as t h e  s a t u r a t i o n  th re sho ld  b i s  
inc reased ,  t h e  va lue  of t he  a d a p t i v e l y  " learned" f i l t e r  approaches t h e  
K f o r  t h e  corresponding l i n e a r  system, i . e . ,  b = 03 . Note a l so  t h a t  
f o r  b = 0.5, t h e  mean square  e r r o r  0.855 a s s o c i a t e d  wi th  t h e  n o n - f i l t e r e d  
estimate i s  61.8% l a r g e r  than  t h a t  f o r  . the adap t ive ly  f i l t e r e d  estimate. 
The computed r and C f o r  t h e  a d a p t i v e  f i l t e r  are a l s o  smaller than  those 
f o r  t h e  opt imal  l i n e a r  f i l t e r  case. Th i s  i s  r a t h e r  i n t e r e s t i n g .  And i t  
is  n o t  unexpected s i n c e  when t h e  system is  i n  s a t u r a t i o n ,  i t  is  n o t  d i f f -  
i c u l t  t o  a c c u r a t e l y  p r e d i c t  i t s  n e x t  s t a t e  much of  t h e  t i m e .  The o t h e r  
p o i n t  worthy of mention is  t h e  lower bound on C. Since  Q = 1 . 0 ,  t h e  
a b s o l u t e  lower bound on C i s  1.0 which i s  very  c l o s e  t o  t h e  c a l c u l a t e d  C .  
EXAEVLE 6 .7 :  S a t u r a t i o n  Non l inea r i ty  
Given: Q = 0.5, b = 1.0 
OP t 
The purpose of  t h i s  'example i s  t o  examine t h e  e f f e c t  of changing 
Q and R wh i l e  keeping  t h e i r  r a t i o  c o n s t a n t .  I n  a l i n e a r  system such a 
change does n o t  a l t e r  K 
F igu re  6.8 i l l u s t r a t e s  t h i s  e f f e c t  f o r  P, = 44 wi th  Q = 1 and Q = 4 .  A s  
is  t o  be expected,  t h e  l a r g e r  Q creates a smaller " learned" f i l t e r .  This  
fo l lows  s i n c e  t h e  system i s  o p e r a t i n g  i n  t h e  s a t u r a t e d  reg ion  more o f t e n .  
The exper imenta l  c a l c u l a t i o n s  a f t e r  5000 i t e r a t i o n s  are l i s t e d  i n  Table  
I n  a non l inea r  system t h i s  i s  no longer  t r u e .  o p t  
6 . 4 .  The i n c r e a s e  i n  t h e  n o n - f i l t e r e d  e s t i m a t i o n  mean square  e r r o r  r 
over  t h a t  f o r  adap t ive  f i l t e r i n g  i s  343%. By comparing t h e  o t h e r  quan t i -  
t i e s  i n  Table 6,  i t  seems t h a t  t h e  non- l inear  adap t ive  a lgo r i thm developed 
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Non-Filt e r ed  
Adapt ive ly  F i l t e r e d  
[optimal Linear  
TULE 6 .4  
Q = 1.0 Q = 4 .0  
K r c K r c 
1.0 3.76 '1 .06 1 .o 20 .o 4 .23  
.165 0 . 8 5  1.02 . l o 3  4 . 5 2  4 . 1 3  
.236 0 . 9 4  1 . 2 4  .236 3.76 4.94 
CO?IPARISON OF THE ADAPTIVELY FILTERED AND NON-FILTERED RESULTS 
FOR. EXAPPLE 6 . 7  
EXAKPLE 6 . 8  : Dead Zone N o n l i n e a r i t y  
Given: 4 = 0 . 5 ,  b = 0 . 2 5  
$(x-b) f o r  x > b 
f o r  1x1 - < b 
-$(x-b) f o r  x < -b 
( 5 . 4 5 )  
Algorithm ( 5 . 4 3 )  was programmed f o r  t h e  dead zone n o n l i n e a r i t y  of 
Eq. ( 5 . 4 5 ) .  The r e s u l t s  for: Q = R = 1.0 are shown i n  F ig .  6 . 9 .  The samp1.e 
mean squa re  e r r o r s  r and C a f t e r  3000  i t e r a t i o n s  are  0 , 5 3 4  and 1.1 respec-  
t i v e l y .  The a b s o l u t e  lower bound'on C i s  1 .0  and 0 . 5 3 1  i s  t h e  opt imal  
v a l u e  f o r  I' i n  a l i n e a r  system. F igu re  6 . 9  a l s o  con ta ins  a p l o t  f o r  
Q = R = 2.0 .  
EX.A?YPLE 6 . 9 :  Dead Zone N o n l i n e a r i t y  
Given: 4 = 0 . 5 ,  b = 0 . 2 5 ,  Q = 1.0,  R = 4 . 0  
The t i m e  e v o l u t i o n  of  K f o r  t h e s e  parameters i s  i l l u s t r a t e d  i n  n 
F ig .  6.10 and a comparison of t h e  a d a p t i v e l y  f i l t e r e d  and n o n - f i l t e r e d  
resu l t s  i s  g iven  i n  Table 6 . 5 .  
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'Quantity --__ K r C 
p d a p t i v e l y  - Fil.terec1 .- -- 
1 . 0  2 .70  .881 
.652 .661 
_ _ _ _ _ _ _ - ~  Noli - F i l  t ered I-_ 
____ .232 
TABLE 6 .5  
CONPARISON OF THE ADAPTIVELY FILTERED AND NON-FILTERED RESULTS 
FOR EXfL"lE'LE 6 . 9 .  - .  
A s  i n  t h e  s a t u r a t i o n  case, t h e  a d a p t i v e l y  f i l t e r e d  I' and C are  
f a r  s u p e r i o r  t o  t h e  n o n - f i l t e r e d  r and C. The r educ t ion  i n  r i s  72 .7%.  
Again t h e  f i l t e r e d  va lue  of C approaches i t s  a b s o l u t e  lower bound of 1 .0 .  
6.3.2 - . M o n l i n e a r i t i e s  That Have Unique Inve r ses  
-1 Consider t h e  set of n o n l i n e a r  func t ions  {f (x)=y: f  (y)  = XI. 
Then t h e  a d a p t i v e  s t o c h a s t i c  a lgo r i thm,  which l e a r n s  t h e  f i l t e r  t h a t  i s  
optirnal i n  t h e  sense  of  Eq. ( 5 . 4 2 ) ,  is  given by Eq. ( 5 . 4 5 ) .  
( 5 . 4 5 )  
EXAMPLE 6.10: Cubic Non l inea r i ty  
Given: Q = 0.1, Q = 0 . 6 4 ,  R = 4.0 
f ( x )  = (p x3 
The behavior  of  t h e  a d a p t i v e  a lgo r i thm f o r  K = 0.0 i s  shown i n  
F ig .  6.11. The " learned" f i l t e r  i s  0 . 2 3 2 .  The e r r o r  covar iances  a f t e r  
0 
3,000 i t e r a t i o n s  are presented  i n  Table 6,.6. 
TABLE 6 .6  
CO?IPARISON OF THE ADAPTIVELY FILTERED AND NON-FILTERED PSSULTS 

























0 0 0 0 0 0 0 0 
1 4  5 
Quant i ty  
Non-Fil t e r e d  
Observe t h a t  t h e  f i l t e r e d  I' i s  over  fou r  t i m e s  smaller than  t h e  non- 
K r c 
1 . 0  .742 .525 
f i l t e r e d  r .  
EXAMPLE 6.11: Cubic Non l inea r i ty  
Given: @ = 0.1, Q - 0.25, R = 1.0 
The time evo lu t ion  of t h e  f i l t e r  l e a r n i n g  process  f o r  t h i s  pro- 
blem is  i l l u s t r a t e d  i n  F ig .  6.12. Its va lue  a f t e r  4000 i t e r a t i o n s  is  
0.205. The mean square  e r r o r s  are compared i n  Table 6 . 7 .  
TABLE 6.7 
COMPARISON OF THE ADAPTIVELY'FILTmED AND NON-FILTERED RESULTS 
FOR EXAMPLE 6 .11  
The a b s o l u t e  lower bound on C is 0.25 and t h e  C f o r  t h e  adap- 
t i v e l y  " learned" f i l t e r  i s  only  0.252 which i s  twice as s m a l l  as t h a t  
f o r  t h e  n o n - f i l t e r e d  case. Also the  f i l t e r e d  mean square  e r r o r  i s  221% 
smaller than  t h e  n o n - f i l t e r e d  r .  The conclus ion  i s  t h a t  t h e  non l inea r  
algor.i thm of E q .  ( 5 . 4 5 )  g ives  v e r y  good r e s u l t s  f o r  t h e  examples con- 
s i d e r e d .  
6.4 App l i ca t ion  t o  a Thermionic Reactor  Model 
The thermionic  r e a c t o r  system cons idered  i n  t h i s  s e c t i o n  u t i l i z e s  
t h e  l i n e a r i z e d  prompt-jump approximation t o  a s i m p l i f i e d  p o i n t  r e a c t o r  
k i n e t i c s  model. It i s  s imilar  t o  t h e  model t r e a t e d  i n  prev ious  annual  
r e p o r t s  [Brehm, -- et a l . , 19681. The r e a c t o r  system i s  descr ibed  by t h e  




















0 0 0 0 
x U 
0 0 0 
i = -n 5 x - n 5 x + u,( t )  + w l ( t )  1 0 1 2  0 2 3  




( 6 . 4 ~ )  
where 
x is  t h e  neut ron  power dens i ty  s ta te  v a r i a b l e  
x2 i s  t h e  emitter s u r f a c e  tempera ture  s ta te  v a r i a b l e  
1 
i s  t h e  c o l l e c t o r  s u r f a c e  temperature  s ta te  v a r i a b l e  x3 
u ( t)  is  t h e  r e a c t i v i t y  c o n t r o l  i npu t  
u ( t )  i s  t h e  coo lan t  c o n t r o l  i npu t  
n i s  t h e  equ i l ib r ium neut ron  power d e n s i t y  
5, and 5, are the  r e a c t i v i t y  temperature  feedback c o e f f i c i e n t s  




expla ined  i n  d e t a i l  by Brehm, -- et  a l . [1968] 
w w2, and w r e p r e s e n t  t h e  random p l a n t  d i s tu rbance  inhe ren t  1’ 3 
i n  t h e  r e a c t o r .  
The measurement system f o r  t h e  s ta te  v a r i a b l e s  is  descr ibed  by 
(6.5a) 
(6.5b) 
( 6 . 5 ~ )  
where 
vl, v2 ,  and v 
hl, h2,  and h 
r e p r e s e n t  t h e  obse rva t ion  n o i s e  




By mul t ip ly ing  each of t h e  obse rva t ion  equa t ions  by t h e  i n v e r s e  of t h e  
a p p r o p r i a t e  measurement t ransformat ion ,  t h e  fo l lowing  form is  obta ined .  
z 2 ( t >  = x2( t>  + V 2 ( t >  
(6 .6a)  
(6.6b) 
z , ( t>  = x,(t> + v,( t )  ( 6 . 6 ~ )  
Note t h a t  s i n c e  t h e  emitter s u r f a c e  tempera ture  x ( t )  can on ly  be measured 
i n d i r e c t l y ,  i t  w i l l  b e  very  noisy  i n  g e n e r a l ,  By employing s t anda rd  s ta te  
v a r i a b l e  n o t a t i o n  Eqns. (6.4) and ' (6 .6)  may b e  compactly w r i t t e n  
2 
& ( t )  - = Ax(t) - + Bu(t) - + w(t) ." (6.4) 
where t h e  state,  c o n t r o l ,  and output  v e c t o r s  are r e s p e c t i v e l y  
and t h e  a s s o c i a t e d  system matrices are 
The remaining v e c t o r s  w ( t )  and v ( t )  r ep resen t  t he  p l a n t  p e r t u r b a t i o n  n o i s e  
and measurement n o i s e  t e r m s  r e s p e c t i v e l y .  
* .-" 
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By invoking t h e  Separa t ion  Theorem, t h e  c o n t r o l  term u ( t )  may be .., 
dis regarded  i n  l e a r n i n g  t h e  opt imal  Kalman f i l t e r .  Thus, E q .  ( 6 . 4 )  
becomes 
g( t )  = A x ( t )  + w(t> ( 6 . 7 )  
To proceed w i t h  t h e  development, numerical  va lues  must be a s s igned  t o  t h e  
elements of t h e  A matr ix .  Nominal va lues  f o r  t h e s e  parameters  are 
u = 0.05 
u = 0.55 




b = 0.25 5, = 0.5 
n = 80  5, = 1 , 3  
0 
Using these  va lues  and a sampling t i m e  of 0.01 sec, t h e  one-step s t a t e  









y(n) i s  zero mean random p e r t u r b a t i o n  ma t r ix  whose covar iance  
k e r n e l  i s  unknown. 
The system defined by Eqns. ( 6 . 6 )  and ( 6 . 8 )  where t h e  covar iance  
matrices R and Q of v (n )  - and w(n) r e s p e c t i v e l y  are unknown, r e p r e s e n t s  
t h e  s imula t ion  model o f  t h i s  s e c t i o n .  
." 
The a d a p t i v e  process  Eqns. ( 4 . 3 9 )  
I 
15 0 
and (4.43) f o r  l e a r n i n g  t h e  opt imal  f i l t e r i n g  matrix f o r  t h i s  system 
is  i n i t i a l i z e d  by s e t t i n g  K equal  t o  t h e  n u l l  matr ix .  The experimental  
behavior  of t h e  a d a p t i v e  a l g o r i t h m s  f o r  d i f f e r e n t  v a l u e s  of Q and R w a s  
s t u d i e d .  Its success i s  i l l u s t r a t e d  by t h e  r e p r e s e n t a t i v e  example 
presented  below. 
0 
With 
1 . 7 3  1.39 
Q =  1:;; 2.01 1,,7] 
1 .39 1.75 2 . 1 3  
and 
R = 1:;; 
t h e  opt imal  f i l t e r  m a t r i x  i s  
K - -.134 
o p t  - I 
I-. 235 
1 .84  
-1.08 
The corresponding estimates a f t e r  
1 .60 1 . 3 1  
1.66 2.08 
2, = 1.60  2.17 1.66 , f i =  
.133 .203 
.384 . 5 0 ~  
.219 .827 
3,000 i t e r a t i o n s  are 
7.86 1.87 2.30 
1.87 6.01 -1.01 
2.30 -1.01 1 .41  
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1 -.220 .211 ,818 J 
The minimum MSE f o r  t h i s  thermionic  system is  3.90 whi le  t h e  a c t u a l  MSE 
r e s u l t i n g  from t h e  use  of t h e  " learned" f i l t e r  k i s  3.98. 
t h a t  I? produces a MSE only  2.05%. 
This  means 
The e x c e l l e n t  results presented  above demonstrate  t h e  success  
obta ined  from a formal  a p p l i c a t i o n  of t h e  adap t ive  l e a r n i n g  theory  t o  
t h e  s ta te  e s t ima t ion  problem i n  a thermionic  r e a c t o r .  The model used 
w a s  d e l i b e r a t e l y  s i m p l i f i e d  because i t  al lowed g r e a t e r  f i s c a l  economy 
in  s imula t ion  without  s e r i o u s l y  degrading t h e  i l l u s t r a t i v e  e f f e c t s .  
The assumption t h a t  a l l  t h e  s ta te  v a r i a b l e s  are a v a i l a b l e  as no i sy  
measurements can  b e  e l imina ted  by us ing  t h e  a lgo r i thm of Sec t ion  
5.3.3. 
6.5 Conclusion 
The conclus ion  drawn from t h e  examples s imulated i n  t h e  chap- 
ter i s  t h a t  t h e  a d a p t i v e  s t o c h a s t i c  a lgor i thms der ived  i n  Chapter 4 
f o r  l e a r n i n g  t h e  optimum Kalman f i l t e r  perform e x c e l l e n t l y  i n  prac- 
t ice .  Many o the r  systems were s imula ted  and t h e  r e s u l t s  were of 
similar q u a l i t y .  A l s o  t h e  p red ic t ed  a c c e l e r a t i o n  of convergence 
obta ined  by us ing  t h e  weight ing sequence def ined  by Eq. (4.39) w a s  
v e r i f i e d  exper imenta l ly .  
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Tliese same a lgo r i thms  were modif ied i n  Chapter 5 t o  handle  ce r -  
t a i n  classes of  n o n l i n e a r  systems.  Again t h e  exper imenta l  r e s u l t s  were 
q u i t e  good However, a wel l -def ined  r e f e r e n c e  f o r  perforniance eva lua t ion  
does n o t  e x i s t  i n  t h e  non l inea r  case. 
Th i s  c h a p t e r  concludes t h e  c o n t r i b u t i o n  of t h i s  d i s s e r t a t i o n ,  A 
s h o r t  sununary of t h e  e n t i r e  t h e s i s  and sugges t ions  f o r  f u r t h e r  r e s e a r c h  
are t h e  t o p i c s  of Chapter  7 .  
CHAPTER 7 
EPILOGUE 
7 . 1  Summary 
Kalman f i l t e r  theory i s  a complete and powerful s o l u t i o n  t o  t h e  
l i n e a r  s t o c h a s t i c  s t a t e  e s t i m a t i o n  problem. However, t o  app ly  the  
technique  r e q u i r e s  complete s t a t i s  t i c a l  knowledge of t h e  random en- 
vironment.  S p e c i f i c a l l y ,  t h e  p l a n t  p e r t u r b a t i o n  covar iance  Q and t h e  
obse rva t ion  n o i s e  covar iance  R must be known - a p r i o r i .  
world such e x t e n s i v e  informat ion  i s  g e n e r a l l y  n o t  a v a i l a b l e ,  To  a l l e v -  
i a t e  t h i s  d i f f i c u l t y  i n  apply ing  Kalman f i l t e r  theory ,  s t o c h a s t i c  a l -  
gori thms a re  developed which d i r e c t l y  l e a r n  t h e  opt imal  s t a t i o n a r y  
d i s c r e t e  t i m e  Kalman f i l t e r ’ w i t h o u t  any knowledge of Q and R.  
I n  t h e  r e a l  
The s t r u c t u r e  of t h e  r e p o r t  i s  as fo l lows .  A f t e r  mo t iva t ing  
t h e  s u b j e c t  i n  Chapter I, Wiener and Kalman f i l t e r  t heo ry  are reviewed 
and compared i n  Chapter 2 .  This  theory  p rov ides  t h e  foundat ion  f o r  t h e  
unsupervised l e a r n i n g  c r i t e r i o n  of  Chapter 3. There t h e  l e a r n i n g  c r i -  
t e r i o n  i s  shown t o  be a necessary  and s u f f i c i e n t  cond i t ion  f o r  op t imal  
f i l t e r i n g .  I n  Chapter 4 t h e  a d a p t i v e  s t o c h a s t i c  a lgo r i thms ,  r equ i r ed  
t o  accomplish t h e  a d a p t a t i o n  i n d i c a t e d  by t h e  l e a r n i n g  c r i t e r i o n ,  are 
de r ived .  The theory  of S t o c h a s t i c  Approximation i s  invoked t o  prove 
p r o b a b i l i t y  one convergence of t h e  a lgor i thms t o  t h e  optimum Kalman 
f i l t e r .  Addi t ions  and ex tens ions  t o  t h e s e  r e s u l t s  are  presented  i n  
Chapter 5 .  Methods fos e s t i m a t j n g  the  a d d i t i o n a l  q u a n t i t i e s  necessary  
15 3 
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f o r  op t imal  smoothing are developed.  The most important  c o n t r i b u t i o n  
of Chapter 5 is t h e  l i f t i n g  of t h e  r e s t r i c t i o n  of Chapter 4 r e q u i r i n g  
t h a t  t h e  inve r se  of t h e  obse rva t ion  ma t r ix  exis t .  The s t o c h a s t i c  a l -  
gori thms are a l s o  modif ied t o  accommodate s lowly  t i m e  vary ing  s ta t i s t ics  
and c e r t a i n  classes of non l inea r  systems. The experimental  r e s u l t s  
ob ta ined  by s imula t ing  t h e  a lgo r i thm of Chapter 4 and Sec t ion  5.5 on a 
CDC 6400 d i g i t a l  computer are g iven  i n  Chapter 6 .  I n  p a r t i c u l a r ,  t h e  
theory  i s  s u c c e s s f u l l y  a p p l i e d  t o  t h e  a d a p t i v e  state es t ima t ion  problem 
i n  a thermionic  r e a c t o r .  This  d a t a  confirms t h e  t h e o r e t i c a l  expec ta t ions  
and p r e d i c t i o n s  of t h e  f i r s t  p a r t  of t h e  s tudy .  
7 . 2  Recommendat ions  f o r  Fur ther  Study 
I n  t h i s  r e p o r t  only sampled da ta  w e r e  cons idered .  The a u t h o r  
con jec tu res  t h a t  analogous r e s u l t s  e x i s t  f o r  cont inuous d a t a .  This  
should be a f r u i t f u l  r e sea rch  t o p i c .  
A t  a lower level i t  would be  i n t e r e s t i n g  t o  apply  the r e s u l t s  
of Sec t ion  5.3.3 t o  examples where t h e  i n v e r s e  of  t h e  observa t ion  m a t r i x  
does n o t  e x i s t .  
Another t o p i c  worthy of i n v e s t i g a t i o n  would be t o  ‘imbed t h e  non- 
l i n e a r  technique of Sec t ion  5.5 i n t o  a gene ra l  c o n t r o l  system con ta in ing  
a s i n g l e  n o n l i n e a r i t y  such as a cubic  o r  s a t u r a t i n g  a m p l i f i e r .  
APPENDIX A 
LISTING OF THE SIMULATION PROGRAM 
The following pages comprise a listing of the computer program 
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APPENDIX B 
TONELLI ' S THEOREM 
THEOm2-f B .1: 
Given t h e  r e l a t i o n  
then t h e  in te rchange  of t h e  e x p e c t a t i o n  and summation 
i s  v a l i d  i f  e i t h e r  
T h i s  is  a s p e c i a l  c a s e  o f  T o n e l l i ' s  Theorem [ s e e  f o r  example Royden, 
1967 ,  p .  2341, 
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