ABSTRACT
INTRODUCTION

At the present time, the current hot-topic in the image retrieval community is the retrieval of images that are not annotated. The subject of retrieving images that have subject metadata in the form of keywords has gathered very little attention. The reason behind this is that there has been an assumption by the research community that once an image has subject metadata then the retrieval should largely be a trivial matter of finding images annotated with the terms from the query. In practice, however, this approach is not particularly satisfying for the image-searchers due to the peculiarities of the keywording schemes often used for annotating imagery.
When analyzing keywording schemes used for image annotation three specific problem areas are often encountered. Firstly, many image collections are annotated with free-form keywords, without the use of a strictly enforced controlled vocabulary. Without a controlled vocabulary, it becomes harder to find relevant imagery in response to a query. As an example, consider the problem of finding images of a "garbage can", when an inconsistent vocabulary is used (for example "trash can", "dustbin", etc.). Many collections that do not strictly enforce a vocabulary also suffer from inconsistent or bad spelling of keyword terms, which again confounds the issue of finding relevant images.
The second problem area is related to the quantity and depth of keywords associated with imagery. Many image collections have a tendency to apply large numbers of keywords to their images without much thought
as to whether the keywords will help or hinder the image searcher. 1 
An example of this would be an image of "George Bush Sr." that was also keyworded "man". The problem with this is that many professional image searchers would not find images of "George Bush Sr." helpful in a search for "man". This issue is one that can perhaps be solved by using structured thesauri and ontologies, and then only annotating images with the most
In general, any document (be it text, image, or even video) can be described by a series of observations, or measurements, made about its content. We refer to each of these observations as terms. Terms describing a document can be arranged in a vector of term occurrences, i.e. a vector whose i-th element contains a count of the number of times the i-th term occurs in the document. There is nothing stopping a term vector having terms from a number of different modalities. For example a term vector could contain term-occurrence information for both 'visual' terms and textual annotation terms.
Given a corpus of n documents, it is possible to form a matrix of m observations or measurements (i.e. a term-document matrix). This m × n observation matrix, O, essentially represents a combination of terms and documents, and can be factored into a separate term matrix, T, and document matrix, D:
O = TD .(1)
Decomposing the Observation Matrix
Following the reasoning of Tomasi In reality, the observation term-document matrix is not at all noise free. The observation matrix, O can be decomposed using SVD into a m × r matrix U, a r × r diagonal matrix Σ and a r × n matrix
where I is the identity matrix. Now partitioning the U, Σ and V T matrices as follows:
we have, 
Lemma 2.2 (The rank principle for a noisy term-document matrix). All of the information about the terms and documents in O is encoded in its k largest singular values together with the corresponding left and right eigenvectors.
We now define the estimated noise-free term matrix,T, and document matrix,D, to beT
whereÔ represents the estimated noise-free observation matrix.
Using the decomposition to rank images
The Figure 1 illustrates how the observation matrix is created. Table 1 
In the 5000 image Corel dataset, there are 111 images labeled with the keyword "sun". Of these, there are at least a couple of images where the keyword is not directly relevant to the image. By applying our factorization technique to the image collection we are able to essentially learn which visual features are most closely associated with each keyword by looking at the spatial proximity of the features and keywords in the resultant vector space. Figure 2 attempts to illustrate the topology of such a vector space.
In the case of the Corel images and color histogram features, the keyword 'sun' occurs very near to the set of red and yellow colors that often occur in images depicting the sun. The relevant images are also similarly co-located in the space, however they are arranged in such a way that the images with the closest visual similarity to the prototypical colors are closer than those images containing less of those colors.
shows some of the images retrieved together with their associated rank position for a query of 'sun'. The author's opine that there is a definite correlation between the relevance of the images to the query term and the respective rank of the images. Section 3 explores this in more detail through a process of user-evaluation.
USER EVALUATION OF IMAGE-KEYWORD RELEVANCE
The challenge in evaluating image ranking mechanisms for keyword-based search is in obtaining the groundtruth; an image ranking must be determined against which search systems can be evaluated. This is a problem requiring human intelligence, that is asking a group of users to determine which images they find most relevant to satisfy a given query. Separate user trials on each algorithm being evaluated were considered, for example asking users to comment on the relevance of the ranking of images returned by each system, but it was felt that
Experiment design
The web application that has been developed, 12 illustrated in Figure 3 , is available for anyone to use. Users sign up, providing details such as a nickname. Users must provide a valid email address to activate their account, after which they are able to access the ranking page.
(a) (b) Figure 3 . Screen shots of the ranking interface from the web application. Figure 3(a) .
The experimental results described below are based on the Corel dataset, although this has been restricted to a subset of images matching a selection of keywords. Currently, only the keywords 'flowers', 'sun', 'plane', 'mountain', 'buildings' and 'train' are being used. Each time the ranking page is visited, one of the keywords is chosen at random and a random subset of images matching that keyword is displayed in arbitrary order, as shown in
The image subset size was chosen to be six to ensure that users can perform each ranking task quickly. If too many images were displayed at once it would make the task overly complex for the user. Six images can also be conveniently displayed on the screen at once and still be visible to the user, so they do not waste any time scrolling up and down the page.
To ensure that users perform the ranking task, i.e. so they do not spam the system with the initial random order, the system requires that they move the images from the top to the area on the bottom. This is achieved by the user double clicking on an image to move it. The user is able to adjust the ranking by dragging and dropping the images in the box on the bottom.
Once the user has ranked all of the images, they are able to submit their selection to the system to obtain a new set of images to rank (Figure 3(b) ).
As described above, the aim of this web application is to obtain a corpus of ranking information for a given image collection. This corpus contains ranked image subsets, with each subset matching a keyword-based query. The system offers the ability for administrators to collect this information in a structured format, from which a statistical analysis can be performed to evaluate image retrieval systems. 
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