Background The evaluation of the outcomes of total knee arthroplasty requires measurement tools that are valid, reliable, and responsive to change. However, the accuracy of any outcome measurement is determined by the validity and reliability of the instrument used. To ensure this accuracy, it is imperative that each instrument used in orthopaedics is free of biases leading to inaccurate estimates of treatment effects. Where are we now? Many patient-derived outcome instruments have been developed and tested through the application of the standard assessments that form the basis of classical test theory: validity, reliability, and responsiveness. These assessments determine if the instrument reliably measures what it is intended to measure, and if it captures differences among groups of patients or changes over time.
Introduction
The evaluation of patient outcomes after TKA requires measurement tools that are valid, reliable, and responsive to change. Many different measures have been advocated to gauge the effectiveness of TKA and to assess variations in clinical pathways, patient selection, surgical approaches, and different implant designs [3, 6, 9, 21, 22, 30, 37, 39, 48 and references therein]. Because these outcome measurements inform fundamental decisions concerning the efficacy and quality of patient care, it is imperative that these tools be free of biases that could lead to inaccurate estimates of treatment effects. These outcome measures should also have good responsiveness because small estimates of the effects may be the result of lack of the responsiveness in the measures themselves. The lack of effect may be the result of failure of the measure to capture a treatment effect that truly exists or be indicative of the limited treatment itself. This distinction cannot be made without investigating the psychometric properties of the measurement tools; however, few tools, especially those that are patient-reported, have been subjected to comprehensive evaluation [9, 48] . The steps that have been completed to date for various tools vary, and further testing is necessary to inform both clinicians and researchers in selecting the most appropriate instrument for a particular purpose.
The fundamental issue in outcome measurement is that a characteristic of interest (eg, pain, satisfaction), also referred to as a trait or a construct, is not observed and cannot be measured directly. Thus, a responder must be presented with a set of questions, each of which exclusively reflects the underlying trait or using a technical measurement term acts as an item indicator. By analyzing responses to the items, an estimate of the trait can be obtained. For this estimate to be unbiased and have low variability as a result of chance, psychometricians investigate the properties of items through the assessments of validity and reliability. In this article, we review the steps of traditional psychometric testing, as they arise from classical test theory, and more modern test procedures, based on the item response theory, as well as some statistical issues that arise in the implementation of these processes. Although the methods of classical test theory are almost always used in the development and testing of outcome instruments, methods derived from item response theory are sometimes overlooked. We briefly review the classical methods and focus on the item response theory based methods and the aspects of validity that these methods can establish.
Methods one would use when performing psychometric testing vary based on the intended use of the tool. For example, if a tool is to be used in a population that is heterogeneous with respect to patient, disease, or treatment characteristics, then samples used for psychometric testing should be representative of the target population, and differential responses to items according to patient, disease, or treatment characteristics need to be investigated. If a tool is to be used to determine the effectiveness of treatments, then the evaluation of responsiveness is crucial. Finally, if the instrument is administered through different modes such as paper and pencil, telephone, or web, the mode of administration could affect measurement properties. Although this article focuses on the validity and reliability testing, the evaluation of these measurement properties does not exhaust the list of important considerations. Developing interpretability, guidelines, and determination of minimally clinically important difference are critical to the use of the instrument in research and clinical practice and should be addressed following the reliability and validity testing.
Where Are We Now?
Psychometric Testing: Classical Test Theory
Classical test theory of instrument development considers a person's true score for the trait to be unknown. To estimate the true score, a set of items is administered to a person, and based on the item responses, the observed score is computed. This observed score is not equal to the true score because of the error of measurement [27] . For the ideal instrument, this error should be as small as possible. One situation when this error arises is when the score derived from the item responses is not exactly representative of the trait that was intended. This error is addressed by validity testing. A second source of measurement error is the chance variation in item responses, which is evaluated with reliability testing.
Although the concepts of validity and reliability in psychometric testing are grounded in classical test theory, these terms have been used more broadly. For instance, the internal and external validity are relevant to all studies and not just instrument development. Internal validity refers to the validity of inferences drawn from a study, and the use of appropriate statistical methods is a necessary (but not sufficient) condition for achieving it. External validity, on the other hand, reflects the extent to which the findings from the study can be generalized to new studies and populations. Each measurement tool is only applicable for use with a defined population. Psychometric testing is done using a sample, and this sample should be representative of the target population. Inadequate representation of the target population by the sample is one of the main sources of error that is separate from the error of measurement and from the sampling error. In the context of instrument development, internal and external validity are important for application of an instrument in assessing new target populations.
Content validity reflects the adequacy of the instrument in quantifying the underlying trait. Design validity is the adequacy of the design of the study in which the new measure is developed and tested. The sampling design should be adequate in the sense that it should produce a sample that is representative of the target population. Furthermore, an important part of the design is the timing of longitudinal assessments or timing of the collection of cross-sectional data, which could be justified by the characteristics of treatment. For example, in initial testing of the new Knee Society Scoring System, responses were collected from patients who were scheduled to undergo TKA, 6 months before the procedure, and patients who were at least 12 months post-TKA [30] . The period of 12 months was selected for postoperative followup because of the known course of improvement of pain and function experienced by patients after TKA.
Another type of validity is criterion-related validity, which exists when scores derived from an instrument reflect the underlying construct. Criterion-related validity is established in one of the four forms: (1) concurrent validity (association between two instruments measuring the same construct); (2) convergent or divergent validity (association between instrument measuring the construct of interest and a similar yet different construct); (3) dimensionality of the underlying trait (evaluated using factor analysis); and (5) predictive validity (the ability of a new measure to predict future events even when the mechanism of predictive relationship is not known).
In practice, these forms of validity are established by evaluating the magnitude of the correlations between the scores derived from different instruments. Furthermore, evidence of construct validity comes from the ability of the instrument to discriminate two or more groups of patients that are known to be different. The appropriate statistical tests such as t-tests, Fisher's exact tests, analysis of variance, chi-square test, or nonparametric tests can be used in practice, depending on the types of scores and their distributions and available sample sizes. For example, an instrument could discriminate between preoperative and postoperative groups of patients. In a longitudinal sample, the ability of the instrument to capture change over time within the same group of patients would be tested by following up patients from the preoperative to postoperative period and evaluating changes in the scores for the domains. The responsiveness of a new instrument can be compared with the existing measures and reported using summary statistics such as relative validity coefficient (ratio of two F-test statistics) [24, 29] ; standardized effect size (difference between two means in SD at baseline units) [26] ; and standardized response mean (SRM, difference between means in SD of the differences units) [2, 15, 26] . Larger values of these summary statistics correspond to greater responsiveness. Interpretations similar to Cohen's standardized effect sizes [8] exist (eg, SRM: C 1.0: excellent; 0.80-0.99: good; 0.50-0.79: moderate; and \ 0.5: weak). As with standardized effect sizes, caution is warranted in the interpretation of these normative cutoffs [15, 41] . If an instrument shows great responsiveness but is lengthy, the tradeoff between respondent burden and responsiveness may lead to a choice of a shorter instrument in research and clinical practice.
Methods for assessment of reliability deal with the measurement error that is the result of chance and include evaluation of the internal consistency reliability (Cronbach's alpha) [11] and stability (test-retest correlations). If the true score were known, one could determine the correlation between the true score and the observed score. Because the true score is not known, a correlation coefficient cannot be computed, but the squared correlation coefficient could be bounded from below by Cronbach's alpha. Drawing a heuristic analogy with regression, where the R 2 gives the percent of variation in response explained by the explanatory variable, the observed score explains at least alpha amount of variation in true score. In practice, values of Cronbach's alpha larger than 0.7 or 0.8 are generally preferred for group level measurements, and values of 0.9 or above are preferred for measurements relating to individual cases. Thus, if clinical decisions for an individual patient are to be made based on the observed score, then higher value of Cronbach's alpha is desired [36] . Similar to the normative values for effect sizes and responsiveness coefficients, these cutoffs should be applied with care. For example, Cronbach's alpha can be inflated by the presence of a large number of items in a scale [27] . Test-retest reliability is a correlation between two observed scores obtained from the administration of the instrument at two different times. The interval between these two times should be short enough to ensure that the true value does not change and long enough for the responders not to remember their previous answers. Higher values of this correlation (eg, 0.7 or higher) indicate greater stability of scores.
Where Do We Need to Go?
Item Response Theory and Differential Item Functioning
Item response theory and differential item functioning analyses have not been frequently performed as part of instrument development and testing. One of the simplest analyses of the item response theory, Rasch analysis, has been performed for the WOMAC Osteoarthritis [50] and for the osteoarthritis of knee and hip quality of life [14] . Item response theory has also been applied to validate the use of the Subjective Knee Form developed by the International Knee Documentation Committee [19] and the International Classification of Functioning, Disability and Health [35] . This approach has also been used to develop prototypes of new measures [23] and for the evaluation of existing instruments [18, 50] . These experiences support the belief that the broader use of item response theory and differential item functioning analyses will be beneficial in the development and testing of new and existing measures in orthopaedics.
Item response theory can be applied to evaluate the extent to which a set of items is successful in measuring, indirectly, an underlying trait or construct. Using item response theory, mathematical models are developed from patients' responses to different items on a questionnaire. Different numerical values, called ''parameters,'' are generated by the mathematical analysis and quantify the properties of each item. The different models used in item response theory are classified as one-, two-, and three-parameter, according to the number of parameters used to describe each item. The first parameter, which is present in all three models, is the item difficulty, or item location parameter. The second parameter is the item discrimination parameter. In oneparameter models, like the Rasch model, it is assumed that each item is equally discriminating, that is that all item discrimination parameters are equal [27] . For this to be true, each item must contribute equally to the separation of respondents who have a high value of the underlying trait in a particular range (around the item location) from those who have a low value. Frequently, in applications within health care, the assumption of equal discrimination is not satisfied; therefore, two-parameter models have been used [36, 38] . The third parameter, called ''guessing,'' is not applicable in most health applications. A clear and comprehensive plan for the analysis of measurement instruments using item response theory is presented by Reeve et al. as a framework for instrument development [36] .
Item bias, also known as differential item functioning (DIF), presents a major threat to the validity of measurements. Item biases can lead to inaccurate estimates of prevalence of symptoms and complications and inadequate estimates of treatment effects. Item bias occurs when responses to an item differ between two groups of respondents, for example, males and females, although there are no differences in the underlying construct (eg, severity of pain). In this case, the response to an item functioning differentially is affected by the sex of the respondent and not just the underlying construct of pain severity. Although differential item functioning may be tested using a variety of statistical approaches, the requirement for its absence can be elegantly stated in terms derived from item response theory terms: item parameters are properties of items and not properties of people who respond to items. Item response theory also offers methods for adjusting for item bias based on co-calibration of items, for example, by using different item parameters for males and females if item bias by sex is found.
Differential item functioning has been reported after analysis of responses to many widely used instruments including the European Organization for Research and Treatment of Cancer core Quality of Life Questionnaire [25] , the Hospital Anxiety and Depression Scale [33] , measures of physical functioning [34, 45] , and the General Health Questionnaire [13] . In addition, work emerging from the Patient Reported Outcome Measurement Information System contains reports of DIF in depression items and recommendations for further testing [46] .
An additional source of item bias is variation in the response of an instrument with time. This is of critical importance because symptoms and functional impairment persist over time, and as time progresses, the responses to items may change even if the underlying construct remains constant. This effect is known as adaptation or response shift and could present a major problem for valid measurement. Item bias with respect to time jeopardizes the evaluation of treatments or interventions because item bias may be mistaken for improvement as a result of a treatment or intervention.
Differential Item Functioning From Different Modes of Administration of the Assessment
Various methods are used for completion of outcome instruments, including patient self-administration, telephone interviews, automated voice response (AVR) systems, reporting through electronic devices, patient online selfreporting. Previous studies have shown that patients' responses to items may in fact vary as a function of the method of administration of the same instrument, creating ''mode effects'' [17, 27] . The rise in computer and Internet use makes web-based assessment an inexpensive and accessible mode of administration of instruments. The computerized modes of data collection such as the AVR system, personal digital assistants (PDAs), or web-based reporting have been compared with paper and pencil selfadministration and live telephone interviews [1, 7, 12, 17, 28, 40, 43, 49] . Comparisons of a paper and pencil administration to a PDA had varying results: mode effects were found for the Center for Epidemiological Studies Depression scale [43] with higher scores in paper and pencil administration compared with in-person interviews [7] but not for measures of quality of life [1] , attitudes [12] , and interest [17] . In patients with cancer, higher symptom severity scores were elicited in response to automated telephone monitoring compared with live telephone interviews [40] .
It is crucial that the potential effects of mode of administration be considered when data are collected using different modes of administration of an instrument. For example, in the case of a multisite study in which access to technology for the assessments varies by site, the study findings may be affected by the mode of instrument administration. Another example of mode effects comes from a situation in which different types of supportive care interventions are delivered using different modes of administration such as the Internet or telephone. Furthermore, mode effect may differ according to patient age [40] . Because TKA is performed in patients of a broad range of ages [30] , mode effects may affect the determination of treatment effects if an outcome instrument is made available in a variety of forms (eg, Internet-based and pencil and paper-based) for collection of responses.
How Do We Get There?
Testing for Differential Item Functioning
Several approaches can be used to detect differential item functioning during the development and testing of new outcome instruments. Differential item functioning is detected by comparing the item responses of people who have the same underlying true value of the construct. Because this true value is not known, it is estimated using different methods, for example, the summed score across all items, or an estimate based on item response theory [31, 32, 34, [44] [45] [46] . The analyses can be carried out in two stages: initially with all items and then without items exhibiting bias [10, 16] . One method for testing for DIF is based on the logistic regression method using a model in which each item response is related to membership of a group reflecting the bias factor in question, the summed item score, and their interaction. Nonuniform DIF (ie, item bias that varies with the value of the construct) is present if the interaction term is significant. Uniform DIF is present when the additive group effect is significant. The item response theory approach contrasts a model that assumes equality of item parameters between groups to an augmented model constructed by removing equality constraints across groups. The likelihood ratio test is used to assess the statistical significance of potential DIF detected by this method.
An inherent issue in the assessment of DIF is the effect of multiple testing, because each item in an instrument is tested at least twice. If the null hypothesis is correct, and the threshold for rejecting it is set at 5%, then five of 100 tests are expected to result in incorrect rejection of the null hypothesis due to chance. Thus, when a large number of tests is performed, there is a danger that some comparisons will be classified as significant as a result of chance. Statistical methods to deal with the multiple testing issues are available. The first method is the application of Bonferroni-type procedures to control the family-wise Type I error rate (eg, the probability of rejecting at least one correct null hypothesis in a family of multiple hypotheses). Although the Bonferroni approach does not require any additional assumptions, it is often too stringent leading to inflation of the Type II error. The second method controls for the false discovery rate using Benajmini-Hochberg or Hochberg adjustments under the appropriate assumptions [4, 5, 20, 47] .
Adjustment for Differential Item Functioning
When item bias is present, adjustment for its influence on the outcome score cannot be made simply by including the relevant variable (such as a patient characteristic) as a covariate in a statistical model. This approach will combine differences resulting from item bias with the actual differences present between groups of patients and therefore will not flag DIF. Another approach, based on item response theory, is to adjust the item parameters on the basis of membership of the groups for which differential item response has been detected. In deciding on the need of the adjustment, the evaluation of the magnitude of DIF is critical, because item bias may exist, as indicated by statistical significance tests, but may not be clinically or practically important. Although much work has been done in finding consensus about clinical significance [15, 41, 42] , the discussion of the clinical and practical significance of DIF has been lacking in the literature. At the stage of instrument development, biased items may be removed, especially if additional subject matter considerations support removal of item in question.
In summary, methods of validity analysis based on item response theory and DIF allow us to extend the evaluation of outcome instruments beyond the limitations of classical test theory. The application of these methods could improve the quality of instruments used in orthopaedics, increasing the validity of outcome measures. This advance is expected to contribute to improvements in decisionmaking and maintenance of effective patient care.
