Algunas ecuaciones diofánticas con sucesiones de fibonacci, de padovan y de potencias de dos by García Lomelí, Ana Cecilia
Universidad Autónoma de Zacatecas
“Francisco Garćıa Salinas”
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SUCESIONES DE FIBONACCI, DE PADOVAN
Y DE POTENCIAS DE DOS
TESIS
Que para obtener el grado de
DOCTORA EN CIENCIAS BÁSICAS
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Prefacio
El objetivo de esta tesis es resolver ecuaciones diofánticas mediante el método
clásico de formas lineales en logaritmos, el método de reducción de Baker-
Davenport y fracciones continuas. Aśı, este trabajo se dividió en dos partes y
un apéndice.
La primera parte, consiste del caṕıtulo 1. En éste establecemos el lenguaje, el
método clásico mencionado en el párrafo anterior y las herramientas necesarias
para resolver nuestras ecuaciones diofánticas.
La segunda parte, está conformada por los caṕıtulos 2 y 3. En el caṕıtulo
2 se plantean ecuaciones diofánticas que son variaciones de la ecuación de
I. Stewart. De manera algo más precisa, primero buscamos los números de
Fibonacci que se pueden escribir como suma de dos números de Padovan.
Luego, sustituimos la sucesión de Fibonacci por potencias de dos, es decir,
buscamos todas las potencias de dos que son números de Padovan y todas las
potencias de dos que se pueden escribir como suma de dos números de Padovan.
En el caṕıtulo 3, se resuelven dos casos del problema de tipo Pillai: uno con
la sucesión de Padovan y las potencias de dos y el otro con las sucesiones de
Fibonacci y de Padovan. Una descripción más detallada de estos problemas se
desarrolla en la introducción.
Finalmente, en el apéndice, presentamos un programa en Mathematica que
calcula las soluciones de una de nuestras ecuaciones diofánticas. Los demás
son análogos.
En cada caṕıtulo de esta tesis los lemas y teoremas están enumerados de ma-
nera consecutiva. En cambio, la numeración de las ecuaciones es consecutiva
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Sean (Fm)m>0 y (Pn)n>0 las sucesiones de Fibonacci y de Padovan dadas por
las condiciones iniciales F0 = 0, F1 = 1, P0 = 0, P1 = P2 = 1 y las fórmulas
de recurrencia Fm+2 = Fm+1 + Fm , Pn+3 = Pn+1 + Pn para todo m,n > 0,
respectivamente. En esta tesis estudiamos y resolvemos completamente las
ecuaciones diofánticas:
Pn + Pn1 = Fm; Pn = 2
a; Pn + Pn1 = 2
a;
Pn − 2m = Pn1 − 2m1 y Pn − Fm = Pn1 − Fm1 ,
en enteros no negativos (n, n1,m), (n, a), (n, n1, a), y (n,m, n1,m1), respectiva-
mente. Para resolver estas ecuaciones utilizamos el método clásico de formas li-
neales en logaritmos, una versión del método de reducción de Baker-Davenport
y fracciones continuas.
Abstract
Let (Fm)m>0 and (Pn)n>0 be the Fibonacci and the Padovan sequences given by
the initial conditions F0 = 0, F1 = 1, P0 = 0, P1 = P2 = 1 and the recurrence
formulas Fm+2 = Fm+1 + Fm, Pn+3 = Pn+1 + Pn for all m,n > 0, respectively.
In this tesis we study and completely solve the Diophantine equations
Pn + Pn1 = Fm; Pn = 2
a; Pn + Pn1 = 2
a;
Pn − 2m = Pn1 − 2m1 and Pn − Fm = Pn1 − Fm1 ,
in non-negative integers (n, n1,m), (n, a), (n, n1, a), and (n,m, n1,m1), respec-
tively. To solve these equations we use the classic method of linear forms in
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números de Padovan 15
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Probablemente, una de las sucesiones más conocidas sea la sucesión de Fibo-
nacci (Fm)m>0 que se define por las condiciones iniciales F0 = 0, F1 = 1 y la
fórmula de recurrencia
Fm+2 = Fm+1 + Fm para todo m > 0.
Sus primeros términos son:
0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, . . .




para todo m > 0,
donde α, β son las ráıces de su polinomio caracteŕıstico X2−X−1. El número




es popularmente conocido como el número de oro.
Otra sucesión, probablemente menos conocida, es la sucesión de Padovan
(Pn)n>0. Ésta, es una sucesión ternaria que está dada por las condiciones ini-
ciales P0 = 0, P1 = P2 = 1 y la fórmula de recurrencia
Pn+3 = Pn+1 + Pn para todo n > 0.
Sus primeros términos son:
0, 1, 1, 1, 2, 2, 3, 4, 5, 7, 9, 12, 16, 21, 28, 37, 49, 65, 86, 114, . . .





para todo n > 0,
donde γ, δ, δ son las ráıces de su polinomio caracteŕıstico X3−X−1 y c1, c2, c3
están dados en términos de γ, δ, δ (ver caṕıtulo 1). El arquitecto H. Van der
Laan descubrió que γ tiene una utilidad de ı́ndole similar al número de oro
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dentro de la arquitectura y le llamo número de plástico. El también arquitecto
R. Padovan realizó traducciones de diversos trabajos de H. Van der Laan donde
hablaba sobre el número de plástico. De hecho, publicó algunos trabajos con
este número. La sucesión de Padovan fue introducida por I. Stewart en [31].
Las propiedades aritméticas de α y γ son muy interesantes. Por ejemplo, am-
bos son números de Pisot, es decir, son enteros algebraicos reales > 1 cuyos
conjugados tienen valor absoluto < 1. De hecho, en [29], C. L. Siegel demuestra
que γ es el número de Pisot más pequeño. En [1] J. Aarts, R. Fokkink y G.
Kruijtzer demuestran que α y γ son los únicos números reales y > 1 para los
que existen enteros positivos k y l tales que
y + 1 = yk y y − 1 = y−l.
Para α se tiene k = 2, l = 1 y para γ, k = 3, l = 4.
Algunos problemas aritméticos con la sucesión de Padovan han sido estudiados.
Por ejemplo, en [31], I. Stewart observa que 3, 5 y 21 son números de Fibonacci
y de Padovan y se preguntó si habŕıa otras coincidencias. Es decir, se pregunta
por las soluciones de la ecuación diofántica
Pn = Fm (1)
en enteros positivos n, m. Este problema fue resuelto por B. M. M. De We-
ger en [14], quien en particular probó que los únicos enteros que son números
de Fibonacci y de Padovan al mismo tiempo son 0, 1, 2, 3, 5, 21. De hecho,
demostró que la distancia |Pn−Fm| ∼ γmáx{n,m}/2, es decir, crece exponencial-
mente con n. En este trabajo planteamos la ecuación diofántica
Pn + Pn1 = Fm (2)
en enteros no negativos (n, n1,m), que es una versión ligeramente más general
que (1). Notemos que el caso particular n1 = 0 es la ecuación (1) y por tanto se
obtiene también una solución al problema de Stewart. En este mismo sentido,
planteamos las ecuaciones (1) y (2) sustituyendo la sucesión de Fibonacci por
las potencias de dos, es decir, estudiamos y resolvemos completamente las
ecuaciones diofánticas
Pn = 2
a y Pn + Pn1 = 2
a (3)
en enteros no negativos n, n1 y a. Cabe señalar que ecuaciones de este estilo han
sido estudiadas. En efecto, J. J. Bravo y F. Luca en [7] resuelven el problema
de escribir potencias de dos como suma de dos números de Fibonacci. En [5]
y [6] ellos junto con C. A. Gómez resuelven el problema similar con números
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k-Fibonacci y números de Lucas, respectivamente. También, el problema de
escribir potencias de dos como suma de tres números de Fibonacci y tres
números de Pell ha sido estudiado (ver E. F. Bravo y J. J. Bravo [3] y J. J.
Bravo, B. Faye y F. Luca [4]). La solución de las ecuaciones (2) y (3) se exponen
en el caṕıtulo 2 de este trabajo y forman parte de los art́ıculos [18] y [16] escritos
en colaboración con F. Luca y mi asesor, S. Hernández Hernández, y con mi
asesor, S. Hernández Hernández, respectivamente.
Sean ahora a, b dos enteros positivos fijos y consideremos la ecuación diofántica
an − bm = an1 − bm1 (4)
en enteros positivos (n,m, n1,m1) con (n,m) 6= (n1,m1). En particular, se
buscan los números enteros que se pueden escribir como una diferencia de una
potencia de a y una potencia de b en al menos dos formas distintas. En [23],
A. Herschfeld demostró que en el caso (a, b) = (2, 3) la ecuación (4) tiene
una cantidad finita de soluciones. En [25], S. S. Pillai extendió el resultado de
Herschfeld al caso en el que a, b son números enteros primos relativos mayores
o iguales a 2. En ambos casos, el resultado es inefectivo. En [26], Pillai conje-
tura que en el caso (a, b) = (2, 3), (3, 2, 1, 1), (5, 3, 3, 1) y (8, 5, 4, 1) son todas
las soluciones de la ecuación (4). Esta conjetura permaneció abierta durante
aproximadamente 37 años y fue confirmada por R. J. Stroeker y R. Tijdeman
en [32] utilizando la teoŕıa de Baker sobre formas lineales en logaritmos de
números algebraicos.
El problema anterior, conocido ahora como problema de Pillai, se planteó en
el contexto de sucesiones lineales recurrentes. Es decir, sean U := (Un)n>0 y
V := (Vm)m>0 dos sucesiones lineales recurrentes de enteros y considere la
ecuación diofántica
Un − Vm = Un1 − Vm1 (5)
en enteros positivos (n,m, n1,m1) con (n,m) 6= (n1,m1). Esta versión se inició
por M. Ddamulira, F. Luca y M. Rakotomalala en [13] donde ellos consideran a
U siendo la sucesión de Fibonacci y V siendo las potencias de 2. Muchos otros
casos han sido estudiados, ver por ejemplo J. J. Bravo, F. Luca y K. Yazán [8],
K. C. Chim, I. Pink y V. Ziegler [10], M. Ddamulira, C. A. Gómez y F. Lu-
ca [12], S. Hernández Hernández, F. Luca y L. M. Rivera [22]. En [11] K. C.
Chim, I. Pink y V. Ziegler demuestran que, bajo algunas condiciones naturales
sobre U y V, la ecuación (5) tiene una cantidad finita de soluciones y todas
ellas son efectivamente calculables. Inspirados por estos resultados, planteamos
otros casos particulares de la ecuación (5). Más precisamente, estudiamos y
resolvemos completamenta las ecuaciones diofánticas
Pn − 2m = Pn1 − 2m1 y Pn − Fm = Pn1 − Fm1 ,
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en enteros no negativos (n,m, n1,m1) con (n,m) 6= (n1,m1). Las soluciones de
estas ecuaciones se exponen en el caṕıtulo 3 de este trabajo y forman parte de
los art́ıculos [17] y [19] escritos en colaboración con mi asesor, S. Hernández
Hernández y con F. Luca y mi asesor, S. Hernández Hernández, respectiva-
mente.
Para la solución a los problemas planteados se utiliza el método clásico con
cotas inferiores de formas lineales en logaritmos, el método de reducción de
Baker-Davenport y las fracciones continuas. Éste, consiste en transformar la
ecuación diofántica en una forma lineal en logaritmos que luego se acota in-
ferior y superiormente. En general, la cota superior es sencilla de obtener,
mientras que para las cotas inferiores necesitamos la teoŕıa de formas lineales
en logaritmos de números algebraicos de A. Baker. Nosotros utilizamos la cota
inferior dada por E. M. Matveev. Combinando estas desigualdades obtenemos
una cota absoluta al máximo de los parámetros involucrados. Esta cota aunque
expĺıcita es en general demasiado grande y prácticamente inútil. Sin embargo,
A. Baker y A. Davenport desarrollan un método con el cual, tal cota gigantes-
ca se puede reducir. La cota que se obtiene con este método de reducción ya
es manejable mediante la computadora. Unos programas sencillos terminan el
análisis de la búsqueda de soluciones. En el caṕıtulo 1 se presentan todas estas
herramientas en las versiones de nuestras necesidades.
Caṕıtulo 1
Teoŕıa General
En este caṕıtulo se reúnen las herramientas necesarias para demostrar los re-
sultados de esta tesis. Primero presentamos las sucesiones de Fibonacci y de
Padovan. En particular, demostramos la fórmula de Binet para los términos de
la sucesión de Padovan, aśı como también algunas desigualdades básicas para
los mismos. Para el caso de la sucesión de Fibonacci éstas son muy conocidas.
También se establece la cota inferior para una forma lineal en logaritmos da-
da por E. M. Matveev. Finalmente, presentamos una versión del método de
reducción de Baker-Davenport y los resultados de fracciones continuas que se
necesitan.
1.1. Las sucesiones de Fibonacci y de Padovan
Recordemos que la sucesión de Fibonacci (Fm)m>0, se define mediante las con-
diciones iniciales F0 = 0, F1 = 1 y la fórmula de recurrencia
Fm+2 = Fm+1 + Fm para todo m > 0,
y la sucesión de Padovan (Pn)n>0, nombrada aśı en honor al arquitecto Richard
Padovan, mediante las condiciones iniciales P0 = 0, P1 = P2 = 1, y la fórmula
de recurrencia
Pn+3 = Pn+1 + Pn para todo n > 0.
Ésta es la sucesión número A000931 en The On-Line Encyclopedia of Integers
Sequences (ver N. J. A. Sloane [30]). Parece ser que es en [31] donde I. Stewart
define (Pn)n>0 por primera vez con las condiciones iniciales P0 = P1 = P2 = 1
y le da este nombre.
Iniciemos con algunas propiedades básicas de nuestras sucesiones. Dado un
número complejo z, mediante z denotamos su conjugado complejo. Sea ω 6= 1
5
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Es claro que α, β son las ráıces del polinomio Q-irreducible X2 − X − 1 y

















y c3 = c2.
Dado que la fórmula de Binet para la sucesión de Fibonacci es muy conocida,
daremos la demostración de la fórmula de Binet para la sucesión de Padovan.







n = 0, P ′0 = c1 + c2 + c3. Notemos que
c2 + c3 =
4δδ + 3(δ + δ) + 2δδ(δ + δ) + 3(δ2 + δ
2
)
4δδ + 6(δ + δ) + 9
.
Dado que γ, δ, δ son las ráıces del polinomioX3−X−1 tenemos que γ+δ+δ = 0
y γδδ = 1. De estas relaciones se tiene que
c2 + c3 =
3γ3 − 3γ2 − 2γ − 2
−6γ2 + 9γ + 4
.
Ahora, del hecho que γ3 − γ − 1 = 0, concluimos que




−3γ2 + γ + 1
−6γ2 + 9γ + 4
=
6γ3 − 6γ − 6
(2γ + 3)(−6γ2 + 9γ + 4)
= 0.
Aśı, P ′0 = 0. Con cálculos análogos a los anteriores podemos probar que P
′
1 = 1
y P ′2 = 1. Finalmente, notemos que












n(γ + 1) + c2δ











Aśı, la sucesión (P ′n)n>0 satisface la misma fórmula de recurrencia que la suce-
sión de Padovan y tiene las mismas condiciones iniciales. Por lo tanto Pn = P
′
n
para todo n > 0. Las fórmulas en (6) también se siguen del teorema general
sobre sucesiones lineales recurrentes ya que los polinomios anteriores son los
polinomios caracteŕısticos de la sucesión de Padovan y Fibonacci respectiva-
mente (ver T. N. Shorey y R. Tijdeman [28, caṕıtulo Preliminares, sección C,
teorema C.1]). Además, las desigualdades
αm−2 6 Fm 6 α
m−1 y γn−3 6 Pn 6 γ
n−1 (7)
también se cumplen para todo m,n > 1. Como en el caso anterior, sólo de-
mostraremos la segunda desigualdad en (7).
El argumento es mediante inducción. Notemos que γ > 1. Para n = 1 se tiene
que γ−2 < P1 = 1 6 γ0 se satisface. Para n = 2 tenemos que γ−1 < P2 = 1 < γ
y para n = 3 se cumple que γ0 6 P3 = 1 < γ2. Aśı, (7) se satisface para
n = 1, 2, 3. Sea ahora n > 3 y escribamos Pn = Pn−2 + Pn−3. De la hipótesis
de inducción se tiene que
γn−6(γ + 1) = γn−5 + γn−6 6 Pn = Pn−2 + Pn−3 6 γ
n−3 + γn−4 = γn−4(γ + 1).
Como γ3 = γ + 1 se sigue (7).
Finalmente notemos que
α = 1.61803 . . . , |β| = 0.61803 . . . ,
y
γ = 1.32471 . . . , |δ| = 0.86883 . . . , c1 = 0.54511 . . . , |c2| = 0.28241 . . .
1.2. Formas lineales en logaritmos
Sea α un número algebraico de grado d, sea a > 0 el coeficiente principal de su
polinomio mı́nimo sobre Z y sean α = α(1), . . . , α(d) sus conjugados. La altura













En particular, note que si α = p/q es un número racional con (p, q) = 1 y
q > 0 entonces
h(α) = log máx{|p|, q}.
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En efecto, el polinomio mı́nimo sobre Z de α es qX − p. Aśı,







Si |p| < q entonces |p|/q < 1. Por lo tanto,
h(α) = log q = log máx{|p|, q}.
Análogamente, si |p| > q entonces |p|/q > 1. Por lo tanto
h(α) = log q + log
|p|
q
= log |p| = log máx{|p|, q}.
La altura logaŕıtmica satisface las siguientes propiedades básicas cuyas de-
mostraciones se pueden encontrar en U. Zannier [33, caṕıtulo 3, sección 2,
proposición 3.1]. Sean α, β números algebraicos y m ∈ Z. Entonces
• h(α + β) 6 h(α) + h(β) + log(2);
• h(αβ) 6 h(α) + h(β);
• h(αm) = |m|h(α).
Ahora, sea L un campo de números algebraicos real de grado dL, α1, . . . , α` ∈ L
positivos y b1, . . . , b` ∈ Z \ {0}. Sea B > máx{|b1|, . . . , |b`|} y
Λ = αb11 · · ·α
b`
` − 1.
Sean A1, . . . , A` números reales tales que
Ai > máx{dL · h(αi), | logαi|, 0.16}, i = 1, 2, . . . , `.
El siguiente resultado se debe a E. M. Matveev [24] (ver también Y. Bugeaud,
M. Mignotte y S. Siksek [9, teorema 9.4]).
Teorema 1.1. (Matveev) Supongamos que Λ 6= 0. Entonces
log |Λ| > −1.4 · 30`+3 · `4.5 · d2L · (1 + log dL) · (1 + logB)A1 · · ·A`.
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1.3. Fracciones continuas










donde a0 ∈ R y ai ∈ R>0 para todo 1 6 i 6 n, recibe el nombre de fracción
continua finita o simplemente fracción continua. Denotaremos la expresión
anterior mediante [a0, a1, . . . , an]. El k−ésimo convergente para 0 6 k 6 n de
[a0, a1, . . . , an] se define como Ck = [a0, a1, . . . , ak]. Si los ai ∈ Z la fracción
continua recibe el nombre de fracción continua simple. Estas fracciones son
siempre un número racional. De manera rećıproca, cada número racional se
puede representar como una fracción continua simple a partir del algoritmo de
Euclides.
Para cada fracción continua [a0, a1, . . . , an] se define
p0 = a0, q0 = 1,
p1 = a0 · a1 + 1, q1 = a1,
...
...
pk = ak · pk−1 + pk−2, qk = ak · qk−1 + qk−2.




y qkpk−1 − pkqk−1 = (−1)k, (8)
donde q−1 = 0 y p−1 = 1 (ver W. M. Schmidt [27, caṕıtulo I, secciones 3 y 4]).
Aśı, si α = [a0, a1, . . . , an+1] se tiene que
αqn − pn = Cn+1qn − pn =
pn+1
qn+1




De las fórmulas para pn+1 y qn+1, y de la ecuación anterior obtenemos que
αqn − pn =






Aśı, de (8) llegamos a que:





Ahora, dados a0, a1, . . . una infinidad de números reales con ai positivos para
i > 1, se define
[a0, a1, a2, . . .] := ĺım
n→∞
[a0, a1, . . . , an].
Si α = [a0, a1, a2 . . .] diremos también que es la expansión de α en fracción con-
tinua simple. Se tiene el siguiente lema, cuya demostración se puede consultar
en W. M. Schmidt [27, caṕıtulo I, sección 4].
Lema 1.2. Sean a0, a1, a2, . . . números enteros, tales que ai > 1 para todo
i > 1. Entonces
ĺım
n→∞
[a0, a1, . . . , an]
existe y es irracional. Rećıprocamente, si α es irracional existen números ente-
ros a0, a1, a2, . . . únicos como antes tales que
α = ĺım
n→∞
[a0, a1, . . . , an].
Aśı, si α es un número irracional podemos escribir α = [a0, . . . , an, αn+1] como
en el lema anterior, donde αn+1 = [an+1, an+2, . . .]. De la ecuación (9) aplicada
a este caso tenemos




Del hecho que a1, a2, . . . son números enteros > 1 tenemos que αn+1 < an+1 +1
y qn−1 < qn. De la igualdad anterior se deduce∣∣∣∣α− pnqn
∣∣∣∣ > 1q2n(an+1 + 2) . (10)
Ahora enunciamos dos teoremas sobre convergentes que utilizamos en este
trabajo. Sus demostraciones se pueden encontran en G. H. Hardy y E. M.
Wright [21, caṕıtulo X, sección 15].
Teorema 1.3. (Legendre) Sean α un número irracional y p, q enteros con
q > 0 tales que ∣∣∣∣α− pq
∣∣∣∣ < 12q2 .
Entonces p/q es un convergente de α.
Teorema 1.4. Sea α un número irracional. Sean k > 1, 0 < q 6 qk y p/q 6=
pk/qk. Entonces ∣∣∣∣α− pq
∣∣∣∣ > ∣∣∣∣α− pkqk
∣∣∣∣ .
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Sea x un número real. Definimos ‖x‖ como la distancia de x al entero más
cercano. Si pk/qk es un convergente de α entonces
‖αqk‖ = |pk − αqk|.
En efecto, sea p ∈ Z tal que ‖αqk‖ = |p−αqk|. Si p 6= pk, en particular se tiene
que p/qk 6= pk/qk. Del teorema 1.4 se obtiene que |αqk − p| > |αqk − pk|, que
contradice la hipótesis. Por lo tanto p = pk.
1.4. Método de reducción
Aqúı presentamos una versión del método de reducción de Baker-Davenport
basado en el lema de A. Baker y H. Davenport [2]. En este trabajo se usa la
dada por J. J. Bravo, C. A. Gómez y F. Luca [5, lema 1] y se reproduce su
demostración.
Lema 1.5. Sea M un entero positivo. Sean τ, µ, A > 0, B > 1 números reales
dados. Suponga que p/q es un convergente de τ tal que q > 6M y ε :=
‖µq‖ −M‖τq‖ > 0. Entonces no existe solución a la desigualdad
0 < |nτ −m+ µ| < A
Bw
(11)
en enteros positivos n,m y w que satisfagan




Demostración. Supongamos que 0 < n 6M . Dado que p/q es un convergente
de τ tenemos que ‖τq‖ = |p − τq| como se vio al final de la sección anterior.
Entonces
ε = ‖µq‖ −M‖τq‖ 6 ‖µq‖ − n|p− τq|
6 |µq − (qm− np)| − n|p− τq|
6 |µq − (qm− np)− n(p− τq)| = q|nτ −m+ µ|
< qAB−w,





y se sigue que n,m,w no es una solución de (11).
12 Teoŕıa General
El lema anterior es una ligera variación de el dado por A. Dujella, A. Pethő [15].
Para finalizar este caṕıtulo, presentamos los siguientes lemas que son muy útiles
para obtener cotas absolutas, además reproducimos sus demostraciones. Éstos
son los lemas 6 y 7 en S. Guzmán Sánchez y F. Luca [20].
Lema 1.6. Sea T > 3 y T > x/ log x. Entonces
x < 2T log T.
Demostración. Supongamos que x > 2T log T . Entonces x > 6. Dado que la





log(2T log T )
.
Además T > x/ log x. Aśı,
T log(2T log T ) > 2T log T.
Entonces, cancelando el factor T y exponenciando obtenemos que
2T log T > T 2.
Cancelando nuevamente un factor T , llegamos a que 2 log T > T , esto es una
contradicción, pues T > 3. Por lo tanto x < 2T log T .
Lema 1.7. Sean m > 1, T > (4m2)m y T > x/(log x)m. Entonces
x < 2mT (log T )m.
Demostración. El caso m = 1 se obtiene del lema anterior. Aśı, suponemos
que m > 2 y x > 2mT (log T )m. Dado que f(x) = x/(log x)m es creciente para




2mT (log T )m
(log(2mT (log T )m))m
.
Aśı,
T (log(2mT (log T )m))m > 2mT (log T )m.
Cancelando un factor T , sacando ráız m−ésima y exponenciando llegamos a la
desigualdad 2mT (log T )m > T 2. Nuevamente al cancelar un factor T y sacando
ráız m−ésima llegamos a que
2 log T > T 1/m.
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Sea Y = T 1/m. Entonces la desigualdad anterior es equivalente a
Y < (2m) log Y.
Note que 2m > 4 > 3. Entonces
Y < 2(2m) log(2m) = 4m log(2m).
Aśı, T < (4m log(2m))m. Dado que log(2m) < m para todo m > 1 deducimos
que T < (4m2)m, que es una contradicción. Por lo tanto x < 2mT (log T )m.

Caṕıtulo 2
Números de Fibonacci y
potencias de dos que son suma
de dos números de Padovan
Sean (Fm)m>0, (Pn)n>0 las sucesiones de Fibonacci y de Padovan, respecti-
vamente. En este caṕıtulo se estudian y resuelven las siguientes ecuaciones
diofánticas,
Pn + Pn1 = Fm, (12)
Pn = 2
a, (13)
Pn + Pn1 = 2
a, (14)
en enteros no negativos (n, n1,m), (n, a) y (n, n1, a), respectivamente. Ahora
bien, como P1 = P2 = P3 = 1 y P4 = P5 = 2, con la finalidad de no repetir
soluciones numéricas, en lo que sigue suponemos que n, n1 6= 1, 2 y 4. Es
decir, cada vez que consideremos a 1 y 2 como elementos de la sucesión de
Padovan, pensamos que son P3 y P5, respectivamente. De manera análoga
para la sucesión de Fibonacci suponemos que m 6= 1.
2.1. Números de Fibonacci que son suma de
dos números de Padovan




a = Pn + Pn1
Teorema 2.1. Todas las soluciones enteras no negativas (n, n1,m) de la ecua-
ción (12) pertenecen al conjunto
(0, 0, 0), (3, 0, 2), (3, 3, 3), (5, 0, 3), (5, 3, 4), (6, 0, 4),
(6, 5, 5), (7, 3, 5), (8, 0, 5), (7, 7, 6), (8, 6, 6), (9, 3, 6),
(10, 7, 7), (11, 3, 7), (11, 10, 8), (12, 8, 8), (13, 0, 8), (18, 6, 11)
 .
El conjunto de los números de Fibonacci que se pueden escribir como suma de
dos números de Padovan es
{0, 1, 2, 3, 5, 8, 13, 21, 89}.
Las representaciones de los números en el conjunto anterior son
0 = P0 + P0;
1 = P3 + P0;
2 = P3 + P3 = P5 + P0;
3 = P5 + P3 = P6 + P0;
5 = P6 + P5 = P7 + P3 = P8 + P0;
8 = P7 + P7 = P8 + P6 = P9 + P3;
13 = P10 + P7 = P11 + P3;
21 = P11 + P10 = P12 + P8 = P13 + P0;
89 = P18 + P6.
Demostración. Sea (n, n1,m) una solución entera no negativa de la ecuación
(12). Sin pérdida de generalidad supongamos que n > n1. Notemos que si
n = 0, n1 = 0. Aśı 0 = Fm. Por lo tanto m = 0 y se tiene la primera solución
listada en el teorema. Por lo tanto podemos distinguir dos casos: n = n1 > 0
y n > n1 > 0. Notemos que en ambos casos n > 1 y m > 1. Aśı, de (7)
obtenemos que
γn−3 6 Pn + Pn1 = Fm 6 α
m−1 y γn+2 > Pn + Pn1 = Fm > α
m−2,
donde usamos γ3 > 2. De estas desigualdades se sigue que
(n− 3) log γ
logα
6 m− 1 y (n+ 2) log γ
logα
> m− 2. (15)
Ahora estudiamos cada uno de los casos n = n1 > 0 y n > n1 > 0. Notemos
que log γ/ logα = 0.584357 . . ..
Caso 1. Supongamos que n = n1 > 0. De (15) se tiene que si n 6 200,
m 6 120. Corrimos un programa en Mathematica (ver apéndice) y encontramos
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que las únicas soluciones en el rango 0 < n = n1 ≤ 200, 0 < m 6 120, con
nuestras convenciones, son (3, 3, 3) y (7, 7, 6). Demostraremos que en este caso
éstas son las únicas soluciones.
Desde ahora, suponemos que n > 200. Entonces, de (15) tenemos que m > 116












Tomando valor absoluto obtenemos que∣∣∣∣2c1γn − αm√5
∣∣∣∣ 6 4|c2||δ|n + |β|m√5 < 4|c2|+ 1√5 < γ2,
debido a que |δ|, |β| < 1. Dividiendo por 2c1γn se tiene que∣∣∣∣1− 12c1√5αmγ−n
∣∣∣∣ < γ22c1γn < 1γn−2 , (16)
pues 1 < 2c1. Sea Λ := 1 − (2c1
√
5)−1αmγ−n. Afirmamos que Λ 6= 0. Para
ver esto, consideramos el Q−automorfismo σ de la extensión de Galois K :=
Q(α, γ, δ) sobre Q definido por σ(γ) := δ, σ(δ) := γ y σ(α) := α. Este σ se
obtiene, por ejemplo, considerando la inclusión de Q(α) en K y extendemos
ésta a K precisamente como σ, ya que X3 −X − 1 es irreducible sobre Q(α).
De hecho, dado que Q(α) ∩Q(γ, δ) = Q tenemos que
Gal(K/Q) ∼= Gal(Q(α)/Q)×Gal(Q(γ, δ)/Q),
y notamos que σ es la extensión de la identidad en Q(α) a Q(γ, δ). Ahora, si










= 2|c2||δ|n < 1,
que es una contradicción. Aśı, Λ 6= 0 y aplicamos el teorema de Matveev. Para
esto, definiremos los parámetros que se necesitan en este teorema. Considere-






, α2 = α, α3 = γ, b1 = 1, b2 = m, b3 = −n.
18 Fm, 2
a = Pn + Pn1
Entonces ` = 3, dL = 6 y B = n. Aśı, definimos la siguiente constante:
C := 1.43908× 1013 > 1.4 · 303+3 · 34.5 · 62 · (1 + log 6).
Para elegir los Ai’s necesitamos calcular las alturas de α1, α2 y α3. Dado que
X2 − X − 1 y X3 − X − 1 son los polinomios mı́nimos sobre Z de α2 y α3
respectivamente, obtenemos que h(α2) = logα/2 y h(α3) = log γ/3. Para α1,
usamos las propiedades de la altura logaŕıtmica dadas en el caṕıtulo 1, sección
2. De la tercera propiedad tenemos que h(α1) = h(α
−1
1 ). Por tanto, h(α1) =
h(2
√





5) = log 2
√
5, pues X2−20 es el polinomio mı́nimo sobre Z
de 2
√






6 h(γ(γ + 1)) + h(2γ + 3).
Luego, al aplicar un par de veces la primera y segunda propiedad y recordando
que h(α3) = h(γ) = log γ/3 tenemos que
h(c1) 6 log γ + 5 log 2.
Por lo tanto, h(α1) 6 log γ + 8 log 2. Como Ai > máx{dL · h(αi), | logαi|, 0.16}
para i = 1, 2, 3, podemos elegir A1 = 35, A2 = 1.45 y A3 = 0.57. Aśı, del
teorema de Matveev se sigue que
log |Λ| > −C · (1 + log n) · 35 · 1.45 · 0.57,
y al compararla con (16), se deduce que
(n− 2) log γ < 4.1629× 1014(2 log n).
Entonces, n < 2.96082× 1015 log n y del lema 1.7 obtenemos que
n < 2.10954× 1017. (17)
Reduzcamos esta cota para n. Para esto, consideramos








y vamos a (16). Notemos que 1 − eΓ = Λ. Dado que Λ 6= 0, Γ 6= 0. Si Γ > 0,
entonces obtenemos que




Por otro lado, si Γ < 0 se tiene que 1−eΓ = |1−eΓ| = |Λ| < 1/2, pues n > 200.
De aqúı se sigue que e|Γ| < 2. Aśı,
0 < |Γ| < e|Γ| − 1 = e|Γ||Λ| < 2
γn−2
.
Entonces, en ambos casos tenemos que
0 < |Γ| < 2
γn−2
.
Dividiendo por log γ tenemos que
















Ahora aplicamos el lema 1.5. Sea M := 2.10954× 1017. De (17), tenemos que
M es cota superior para n por lo tanto para m pues n > m. Una inspección






satisface que q35 > 6M y ε := ‖q35 µ‖ −M‖q35 τ‖ = 0.0329968 > 0. Aśı, del





que es una contradicción a la suposición sobre n. Esto termina el caso 1.
Caso 2. Estudiemos el otro caso, es decir n > n1 > 0. De (15) se tiene que
si n 6 330, m 6 196. Corriendo un programa en Mathematica (ver apéndice)
en el rango 0 6 n1 < n 6 330, 0 6 m 6 196 y, con nuestras convenciones,
obtenemos el resto de las soluciones escritas en el teorema. En lo que sigue
probaremos que éstas son las únicas soluciones que faltan.
Desde ahora, suponemos que n > 330. De (15), tenemos que m > 192 y que
n > m. Usando (6), deducimos de la ecuación (12) que∣∣∣∣c1γn − αm√5
∣∣∣∣ 6 2|c2||δ|n + γn1−1 + |β|m√5 6 γn1+4.
20 Fm, 2
a = Pn + Pn1
Dividiendo por c1γ
n tenemos que∣∣∣∣1− 1c1√5αmγ−n
∣∣∣∣ < 1γn−n1−7 , (18)
donde usamos que 1 < c1γ
3. Sea Λ1 := 1 − (c1
√
5)−1αmγ−n. Afirmamos que
Λ1 6= 0. Para ver esto, consideramos la extensión de Galois K sobre Q dada en





= |c2||δ|n < 1,
pues m > 192 y |c2|, |δ| son menores que 1, que es una contradicción. Aśı,
Λ1 6= 0 y aplicamos el teorema de Matveev. Para esto, elegimos L y C como






, α2 = α, α3 = γ, b1 = 1, b2 = m, b3 = −n.
Entonces, B = n. Además, α2 y α3 son como en el caso 1. Entonces h(α2)
y h(α3) ya han sido calculadas. Para α1 usamos las propiedades de la altura
logaŕıtmica dadas en el caṕıtulo 1, sección 2 y recordamos que en el caso 1
obtuvimos que h(c1) 6 log γ + 5 log 2 para concluir que
h(α1) 6 h(
√
5) + h(c1) 6 log γ + 7 log 2.
Como Ai > máx{dL · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegir
A1 = 30.8, A2 = 1.45, A3 = 0.57. Del teorema de Matveev se sigue que
log |Λ1| > −C · (1 + log n) · 30.8 · 1.45 · 0.57,
y al compararla con (18), se deduce que
(n− n1) log γ < 3.66336× 1014(1 + log n). (19)
Todav́ıa no hemos obtenido una cota superior para n. Para hacer esto, rees-
cribamos la ecuación (12) usando las fórmulas de Binet para deducir que∣∣∣∣c1(γn−n1 + 1)γn1 − αm√5
∣∣∣∣ < 4|c2||δ|n1 + |β|m√5 < γ2.
Dividiendo por c1(γ
n + γn1), obtenemos que∣∣∣∣1− 1c1(γn−n1 + 1)√5αmγ−n1
∣∣∣∣ < 1γn−5 , (20)
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donde otra vez usamos que 1 < c1γ
3. Sea Λ2 := 1−(c1(γn−n1 +1)
√
5)−1αmγ−n1 .





6 2|c2| < 1,
ya que m > 192, lo que es una contradicción. Aśı, Λ2 6= 0 y aplicamos el teore-
ma de Matveev. Para esto, elegimos el mismo campo L y la misma constante




, α2 = α, α3 = γ, b1 = 1, b2 = m, b3 = −n1.
Entonces, B = n. Notemos que h(α2) y h(α3) ya han sido calculadas. Para
h(α1), usamos las propiedades de la altura logaŕıtmica dadas en el caṕıtulo 1,
sección 2 y la desigualdad (19) para concluir que
h(α1) 6 h(
√









3.66337× 1014(1 + log n)
3
.
Como Ai > máx{dL · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegir
A1 = 7.32674 × 1014(1 + log n), A2 = 1.45 y A3 = 0.57. Del teorema de
Matveev tenemos que
log |Λ2| > −C · (1 + log n)
(
7.32674× 1014(1 + log n)
)
· 1.45 · 0.57,
y al compararla con (20) nos da que n < 1.23961× 1029(log n)2. Del lema 1.7,
obtenemos que
n < 2.22516× 1033. (21)
Reduzcamos esta cota para n. Para esto, consideramos








y la desigualdad (18). Supongamos que n−n1 > 10. Notemos que 1−eΓ1 = Λ1.
Dado que Λ1 6= 0, Γ1 6= 0. Si Γ1 > 0, entonces obtenemos que
0 < Γ1 6 e




Si Γ1 < 0, se tiene que 1− eΓ1 = |1− eΓ1| = |Λ1| < 1/2. De aqúı se sigue que
e|Γ1| < 2. Aśı,





a = Pn + Pn1
Entonces, en ambos casos obtenemos que




Dividiendo por log γ se tiene que
















Ahora aplicamos el lema 1.5. Sea M := 2.22516× 1033. De (21), tenemos que
M es una cota superior para n. Como n > m, M es cota superior para m. Con






de τ satisface q66 > 6M y ε := ‖q66 µ‖ −M‖q66 τ‖ = 0.279446 > 0. Aśı, del





Estudiemos este rango. Para esto, consideramos





y vamos a (20). Notemos que 1−eΓ2 = Λ2 6= 0. Aśı, Γ2 6= 0 y, con un argumento
similar al dado anteriormente, concluimos que




pues n > 330. Dividiendo por log γ, obtenemos que



















Observemos que n1 > 0. En otro caso, n 6 306 lo cual contradice que n > 330.










, s = 1, . . . , 306.
Con ayuda de Mathematica encontramos que el denominador del 66o conver-
gente de τ dado anteriormente trabaja bien, esto es, éste satisface que q66 > 6M
y εs > 0.00155487 > 0 para todo s = 1, . . . , 306. Con A := 30, B := γ cal-
culamos log(q6630/εs)/ log γ para todo s = 1, . . . , 306 y encontramos que el
máximo valor de éstos es a lo más 323. Aśı n 6 323. Esto contradice nuestra
suposición sobre n. Además finaliza la demostración del caso 2 y por lo tanto
toda la demostración.
2.2. Números de Padovan que son potencias
de dos
En esta sección reproducimos el teorema 2 del art́ıculo [16] usando las con-
diciones iniciales de la sucesión de Padovan dadas en el caṕıtulo 1. Aśı, bajo
nuestras convenciones, para la ecuación (13) tenemos el siguiente resultado.
Teorema 2.2. Todas las soluciones de la ecuación (13) en enteros no negativos
(n, a) pertenecen al conjunto
{(3, 0), (5, 1), (7, 2), (12, 4)}.
Los números de Padovan que son potencias de dos son 1, 2, 4, 16. La represen-





Demostración. Sea (n, a) una solución entera no negativa de la ecuación (13).
Puesto que n 6= 1, 2, 4, se tiene en particular que n > 3. Entonces de (7)
tenemos que
γn−3 6 Pn = 2






















< 2a < n. (23)
Si n 6 200, a 6 99. Corriendo un programa en Mathematica en el rango
1 6 n 6 200, 0 6 a 6 99 y, con nuestras convenciones, obtenemos todas las
soluciones en el enunciado de este teorema. En lo que sigue probaremos que
éstas son todas.
A partir de ahora, suponemos que n > 200. Luego, de (23) tenemos que a > 65.
De (6) reescribimos (13) como
2a − c1γn = c2δn + c3δ
n
.
Tomando valor absoluto tenemos que
|2a − c1γn| 6 2|c2||δ|n < 1.
Dividiendo por c1γ
n obtenemos







pues 1 < c1γ
3. Sea Λ := 2aγ−nc−11 − 1. Afirmamos que Λ 6= 0. Para ver esto,
consideremos el Q−automorfismo σ de la extensión de Galois Q(γ, δ) sobre Q





Al tomar valor absoluto y, como |c2|, |δ| < 1, a > 65, obtenemos
2a = |c2||δ|n < 1,
que es una contradicción. Aśı, Λ 6= 0 y aplicamos el teorema de Matveev. Para
esto, definiremos los parametros que se necesitan en este teorema. Considere-
mos L1 := Q(γ) y
α1 = 2, α2 = γ, α3 = c1, b1 = a, b2 = −n, b3 = −1.
Entonces ` = 3, dL1 = 3 y B = n. Aśı, definimos la siguiente constante:
C1 := 2.70444× 1012 > 1.4 · (30)3+3 · 34.5 · 32 · (1 + log 3).
Para elegir los Ai’s necesitamos calcular las alturas de α1, α2 y α3. Notemos
que h(α1) = log 2 y de la demostración del teorema 2.1 tenemos que h(α2) =
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log γ/3 y h(α3) 6 log γ + 5 log 2. Como Ai > máx{dL1 · h(αi), | logαi|, 0.16}
para i = 1, 2, 3, podemos elegir A1 = 2.1, A2 = 0.3 y A3 = 11.3. Aśı, del
teorema de Matveev se sigue que
log |Λ| > −C1 · (1 + log n) · 2.1 · 0.3 · 11.3
> −1.92530× 1013(1 + log n),
y al compararla con (24), nos da
(n− 3) log γ < 1.92530× 1013(2 log n).
Entonces n < 1.36936× 1014 log n y del lema 1.7 obtenemos que
n < 8.91468× 1015. (25)
Reduzcamos esta cota para n. Para esto, consideramos
Γ := a log 2− n log γ + log(1/c1).
y vamos a (24). Notemos que eΓ − 1 = Λ. Dado que Λ 6= 0, Γ 6= 0. Si Γ > 0
entonces obtenemos que
0 < Γ 6 eΓ − 1 = |eΓ − 1| = |Λ| < 1
γn−3
.
Si, por otra parte Γ < 0 tenemos que 1 − eΓ = |eΓ − 1| = |Λ| < 1/2, pues
n > 200. De aqúı se sigue que e|Γ| < 2. Aśı,
0 < |Γ| < e|Γ| − 1 = e|Γ||Λ| < 2
γn−3
.
Entonces, en ambos casos tenemos que
0 < |Γ| < 2
γn−3
.
Dividiendo por log γ tenemos que












a = Pn + Pn1
Ahora aplicamos el lema 1.5. Dado que 2a < n y por la cota superior que
obtuvimos en (25) para n, elegimos M := 4.45734 × 1015. Con un programa






de τ satisface que q42 > 6M y ε = ‖q42 µ‖ −M‖q42 τ‖ = 0.263981 > 0. Aśı del





lo que contradice nuestra suposición sobre n.
2.3. Potencias de 2 que son suma de dos núme-
ros de Padovan
En esta sección demostramos el teorema 3 del art́ıculo [16] con las condiciones
iniciales de la sucesión de Padovan dadas en el caṕıtulo 1. Aśı, el siguiente es
el resultado del estudio de la ecuación (14) bajo nuestras convenciones.
Teorema 2.3. Todas las soluciones de la ecuación (14) en enteros no negativos
(n, n1, a) pertenecen al conjunto
(3, 3, 1), (5, 5, 2), (7, 7, 3), (12, 12, 5),
(3, 0, 0), (5, 0, 1), (6, 3, 2), (7, 0, 2),
(8, 6, 3), (9, 3, 3), (10, 9, 4), (11, 7, 4),
(12, 0, 4), (14, 7, 5), (28, 25, 11), (29, 20, 11)
 .
El conjunto de todas las potencias de dos que se pueden escribir como suma
de dos números de Padovan es
{1, 2, 4, 8, 16, 32, 2048}.
Las representaciones de cada uno de estos números son
1 = P3 + P0;
2 = P3 + P3 = P5 + P0;
4 = P5 + P5 = P7 + P0 = P6 + P3;
8 = P7 + P7 = P8 + P6 = P9 + P3;
16 = P10 + P9 = P11 + P7 = P12 + P0;
32 = P12 + P12 = P14 + P7;
2048 = P28 + P25 = P29 + P20.
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Demostración. Sea (n, n1, a) una solución entera no negativa de la ecuación
(14). Sin perdida de generalidad supongamos que n > n1. Si n = n1, obtenemos
Pn = 2
a−1. Entonces del teorema 2.2 obtenemos la primera fila de las soluciones
enumeradas en este teorema. Por lo tanto, suponemos n > n1. Como el caso
n1 = 0 corresponde al teorema 2.2, suponemos que n > n1 > 1. De (7) tenemos
que
γn−3 6 Pn < Pn + Pn1 = 2
a y 2n > 2γn−1 > 2Pn > Pn + Pn1 = 2
a,
donde usamos 2 > γ. De estas desigualdades se sigue que










< a < n. (26)
Si n 6 350, a 6 349. Corriendo un programa en Mathematica en el rango
1 6 n1 < n 6 350, 0 6 a 6 349, con nuestras convenciones, obtuvimos el resto
de las soluciones enunciadas en este teorema. En lo que sigue demostraremos
que éstas son todas.
Desde ahora, suponemos que n > 350. Entonces de (26) tenemos que a > 115.
De la fórmula de Binet (6) reescribimos (14) como
2a − c1γn = c2δn + c3δ
n
+ Pn1 .
Tomando valor absoluto obtenemos que
|2a − c1γn| < 2|c2||δ|n + γn1−1 < 1 + γn1−1 < 2γn1−1 < γn1+2,
donde usamos que 2|c2|, |δ| < 1 y 2 < γ3. Dividiendo por c1γn tenemos




pues γ2 < c1γ
5. Sea Λ1 := 2
aγ−nc−11 − 1. Notemos que Λ1 = Λ donde Λ
es el dado en la demostración del teorema 2.2. Dado que en este caso a >
115, también tenemos que Λ1 6= 0. De hecho, como estamos estudiando la




. Tomando valor absoluto y dado que n1 > 1 obtenemos
c1γ
n = |c1γn| = |Pn − c2δn − c3δ
n| 6 Pn + 2|c2||δ|n < Pn + 1 6 Pn + Pn1 = 2a.
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a = Pn + Pn1
Como hemos notado que Λ = Λ1, usamos los mismos α1, α2, α3 ∈ L1 y los
mismos b1, b2, b3, A1, A2, A3 para aplicar el teorema de Matveev. Aśı,
(n− n1) log γ < 1.92530× 1013(1 + log n). (28)
Todav́ıa no hemos obtenido una cota superior para n. Para hacer esto, rees-
cribamos la ecuación (14) usando la fórmula de Binet para deducir que∣∣2a − c1(γn−n1 + 1)γn1∣∣ < 4|c2||δ|2 < 1
Dividiendo por c1(γ






pues 1 < c1γ
3. Sea Λ2 := 2
aγ−n1 (c1(γ
n−n1 + 1))
−1− 1. Afirmamos que Λ2 6= 0.
Para ver esto consideramos el mismo Q-automorfismo σ de la extensión de
Galois Q(γ, δ) sobre Q dado en la demostración del teorema 2.2. Si Λ2 = 0,
σ(Λ2) = 0. Por lo tanto, al tomar valor absoluto tenemos que
2a = |c2 (δn + δn1)| 6 2|c2||δ|2 < 1,
que es una contradiccón, pues a > 115. Aśı, Λ2 6= 0 y aplicamos el teorema de
Matveev. Para esto, elegimos L1 y C1 como en la demostración del teorema 2.2
y
α1 = 2, α2 = γ, α3 = c1(γ
n−n1 + 1), b1 = a, b2 = −n1, b3 = −1.
Entonces, B = n. Además, las alturas de α1, α2 y c1 ya están calculadas en
la demostración del teorema 2.2 y, de las propiedades de la altura logaŕıtmica
dadas en el caṕıtulo 1, sección 2 y la desigualdad (28), se tiene que
h(α3) 6 h(c1) + h(γ
n−n1 + 1)







(1 + log n).
Como Ai > máx{dL1 · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegir
A1 = 2.1, A2 = 0.3 y A3 = 1.92531× 1013(1 + log n). Entonces del teorema de
Matveev tenemos que
log |Λ2| > −C1 · (1 + log n) · 2.1 · 0.3 ·
(
1.92531× 1013(1 + log n)
)
> −3.28035× 1025(1 + log n)2,
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y al compararla con (29) nos da que n < 4.66623× 1026(log n)2. Del lema 1.7,
obtenemos que
n < 7.03833× 1030.
Reduzcamos la cota para n− n1. Para esto vamos a la ecuación (27) y consi-
deramos
Γ1 := a log 2− n log γ + log(1/c1).
Notemos que eΓ1 − 1 = Λ1. Como Λ1 > 0, Γ1 > 0. Por lo tanto,
0 < Γ1 < e




Dividiendo por log γ tenemos que











Ahora aplicamos el lema 1.5. Sea M := 7.03833 × 1030. Dado que a < n,







de τ satisface que q80 > 6M y que ε = ‖q80 µ‖ −M‖q80 τ‖ = 0.231368 > 0.





Reduzcamos la cota superior de n. Para esto, vamos a la ecuación (29) y
consideramos
Γ2 := a log 2− n1 log γ + log(1/c1(γn−n1 + 1)).
Notemos que eΓ2 − 1 = Λ2. Como Λ2 6= 0, Γ2 6= 0. Si Γ2 > 0, entonces
obtenemos que
0 < Γ2 6 e




De otro modo, si Γ2 < 0 tenemos que 1 − eΓ2 = |eΓ2 − 1| = |Λ2| < 1/2, pues
n > 350. De aqúı se sigue que e|Γ2| < 2. Aśı,





a = Pn + Pn1
Entonces, en ambos casos tenemos que




Dividiendo por log γ tenemos que


















, ` = 1, 2, . . . , 294.
Con Mathematica encontramos que el mismo denominador del 80o convergente
de τ trabaja bien para todos los valores de `, excepto para el caso ` = 11. Esto
es, q80 > 6M y ε` > 0.00481472 > 0 para todo ` = 1, 2 . . . , 294 excepto para
el caso ` = 11. Con A := 17, B := γ calculamos log(q80 17/ε`)/ log γ para cada
uno de estos ε` y encontramos que el máximo valor de éstos es 6 308.
El problema en el caso ` = 11 es que ε11 es siempre < 0. La razón de esto es





γ(γ + 1)(γ11 + 1)
.
Aśı la desigualdad (30) es
0 < |aτ − (n1 + 9)| <
17
γn
y usamos la teoŕıa de fracciones continuas para estudiarla. Dado que n > 350
se sigue que γn > 34M > 34a. Por lo tanto del teorema de Legendre tenemos
que (n1 + 9)/a es un i-ésimo convergente de τ . Entonces de (10) considerando




∣∣∣∣τ − n1 + 9a
∣∣∣∣ .
Un cálculo sencillo con Mathematica revela que q70 6 M < q71 y que b :=
máx{a1, . . . , a71} = 80. En particular b > ai+1. Por lo tanto, al combinar las
desigualdades anteriores obtenemos
γn < M · 17 · 82,
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lo cual implica que n 6 278. Por lo tanto, al combinar el resultado anterior con
este caso restante, concluimos que n 6 308. Esto contradice nuestra suposición




En este caṕıtulo, resolvemos el problema de Pillai con la sucesión de Padovan
y las potencias de 2 y con las sucesiones de Fibonacci y de Padovan. Más
precisamente, resolvemos las ecuaciones diofánticas
Pn − 2m = Pn1 − 2m1 (31)
y
Pn − Fm = Pn1 − Fm1 (32)
en enteros no negativos (n,m, n1,m1) con (n,m) 6= (n1,m1). Con la misma
finalidad que en la introducción del caṕıtulo 2, vamos a suponer que n, n1 6=
1, 2, 4. Además para la ecuación (32) agregamos la condición de que m,m1 6= 1.
3.1. Con la sucesión de Padovan y potencias
de dos
Para la ecuación (31), con las convenciones antes mencionadas, se tiene el
siguiente resultado.
Teorema 3.1. Todas las soluciones enteras no negativas (n,m, n1,m1) de la
ecuación (31) pertenecen al conjunto
(3, 1, 0, 0), (5, 1, 3, 0), (5, 2, 0, 1), (6, 1, 5, 0),
(6, 2, 0, 0), (6, 2, 3, 1), (7, 1, 6, 0), (7, 2, 3, 0),
(7, 2, 5, 1), (7, 3, 0, 2), (8, 1, 7, 0), (8, 2, 5, 0),
(8, 2, 6, 1), (8, 3, 3, 2), (9, 2, 7, 0), (9, 2, 8, 1),
(9, 3, 0, 0), (9, 3, 3, 1), (9, 3, 6, 2), (10, 2, 9, 1),
(10, 3, 5, 0), (10, 3, 6, 1), (10, 3, 8, 2), (10, 4, 3, 3),
(11, 2, 10, 0), (11, 3, 8, 0), (11, 4, 0, 2), (11, 4, 7, 3),
(12, 3, 10, 0), (12, 3, 11, 2), (12, 4, 3, 0), (12, 4, 5, 1),
(12, 4, 7, 2), (12, 5, 0, 4), (13, 4, 9, 1), (13, 4, 10, 2),

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(13, 5, 8, 4), (14, 3, 13, 0), (14, 4, 12, 2), (14, 5, 0, 2),
(14, 5, 7, 3), (14, 5, 11, 4), (15, 5, 9, 1), (15, 5, 10, 2),
(15, 5, 13, 4), (15, 6, 8, 5), (16, 4, 15, 2), (16, 5, 13, 2),
(16, 6, 3, 4), (17, 5, 15, 2), (17, 5, 16, 4), (17, 6, 5, 0),
(17, 6, 6, 1), (17, 6, 8, 2), (17, 6, 10, 3), (17, 7, 3, 6),
(19, 5, 18, 2), (19, 7, 5, 4), (22, 9, 10, 8), (27, 10, 17, 3),
(30, 12, 24, 11)

.
El conjunto de los números enteros que se pueden escribir como la diferencia
de un número de Padovan y una potencia de 2 en al menos dos formas distintas
es 
−1583, −247, −63, −27, −16, −15, −14, −11, −7,
−4, −3, −2, −1, 0, 1, 2, 3, 4,
5, 8, 12, 17, 20, 33, 57, 82.
 .
Las representaciones de cada uno de estos números son:
−1583 = P30 − 212 = P24 − 211;
−247 = P22 − 29 = P10 − 28;
−63 = P17 − 27 = P3 − 26;
−27 = P15 − 26 = P8 − 25;
−16 = P12 − 25 = P0 − 24;
−15 = P16 − 26 = P3 − 24;
−14 = P19 − 27 = P5 − 24;
−11 = P13 − 25 = P8 − 24;
−7 = P10 − 24 = P3 − 23;
−4 = P14 − 25 = P11 − 24 = P7 − 23 = P0 − 22;
−3 = P8 − 23 = P3 − 22;
−2 = P5 − 22 = P0 − 21;
−1 = P9 − 23 = P6 − 22 = P3 − 21 = P0 − 20;
0 = P12 − 24 = P7 − 22 = P5 − 21 = P3 − 20;
1 = P17 − 26 = P10 − 23 = P8 − 22 = P6 − 21 = P5 − 20;
2 = P7 − 21 = P6 − 20;
3 = P9 − 22 = P8 − 21 = P7 − 20;
4 = P11 − 23 = P8 − 20;
5 = P15 − 25 = P13 − 24 = P10 − 22 = P9 − 21;
8 = P12 − 23 = P11 − 22 = P10 − 20;
12 = P14 − 24 = P12 − 22;
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17 = P16 − 25 = P13 − 22;
20 = P14 − 23 = P13 − 20;
33 = P17 − 25 = P16 − 24 = P15 − 22;
57 = P27 − 210 = P17 − 23;
82 = P19 − 25 = P18 − 22.
Demostración. Sea (n,m, n1,m1) una solución entera no negativa de (31) don-
de (n,m) 6= (n1,m1) y n, n1 6= 1, 2, 4. Notemos que si m = m1, Pn = Pn1 que
implica n = n1, que es una contradicción. Por lo tanto, suponemos quem > m1.
Reescribiendo la ecuación (31) como
Pn − Pn1 = 2m − 2m1 , (33)
observamos que el lado derecho es positivo. Por lo tanto, el lado izquierdo
también lo es, aśı n > n1. Ahora, comparamos ambos lados de (33) usando (7)
y tenemos que
γn−8 6 Pn − Pn1 = 2m − 2m1 < 2m.
En efecto, la desigualdad del lado izquierdo es clara si n1 = 0. Si n1 = 3,
n > 5. Para n = 5 también es clara, pues P5 = 2 y para n > 6 tenemos
Pn − Pn1 > Pn − Pn−1 = Pn−5 > γn−8. La desigualdad del lado derecho es
clara. De forma similar,
γn−1 > Pn > Pn − Pn1 = 2m − 2m1 > 2m−1.
Aśı, γn−8 < 2m y γn−1 > 2m−1 de donde se sigue que
(n− 8) log γ
log 2
< m y (n− 1) log γ
log 2
> m− 1. (34)
Como log γ/ log 2 = 0.40568 . . . tenemos que si n 6 500, m 6 204. Usando
Mathematica, corremos un programa en el rango 0 6 n1 < n 6 500, 0 6 m1 <
m 6 204 y, con nuestras convenciones, obtenemos todas las soluciones en el
enunciado de este teorema. En lo que sigue demostraremos que éstas son todas.
A partir de ahora, suponemos que n > 500. Entonces de (34) tenemos que
m > 199 y que n > m. Usando la fórmula de Binet (6), podemos reescribir
(31) como
c1γ
n − 2m = Pn1 − c2δn − c3δ
n − 2m1 .
Tomando valor absoluto obtenemos que
|c1γn − 2m| < γn1−1 + 2 |c2| |δ|n + 2m1 < γn1+3 + 2m1 < máx{γn1+6, 2m1+1},
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donde usamos que 2 < γ3. Dividiendo por 2m se tiene que∣∣c1γn2−m − 1∣∣ < máx{γn1−n+14, 2m1−m+1}, (35)
pues γn−8 < 2m. Sea Λ := c1γ
n2−m − 1. Afirmamos que Λ 6= 0. Para ver esto,
consideremos el Q−automorfismo σ de la extensión de Galois Q(γ, δ) sobre Q





Al tomar valor absoluto se tiene que
2m = |c2||δ|n < 1,
que es una contradicción, pues m > 199. Aśı, Λ 6= 0 y aplicamos el teorema de
Matveev. Para esto, definiremos los parametros que se necesitan en este teo-
rema. Dado que en esta demostración aplicaremos un par de veces el teorema
de Matveev sobre el campo Q(γ) para ` = 3, fijamos el campo L1 := Q(γ), en
particular, dL1 = 3. Por lo tanto también fijamos la constante
C1 := 2.704444× 1012 > 1.4 · (30)3+3 · 34.5 · 32 · (1 + log 3).
Aśı, consideramos
α1 = c1, α2 = γ, α3 = 2, b1 = 1, b2 = n, b3 = −m.
Entonces B = n. Para elegir los Ai’s necesitamos calcular las alturas de α1, α2
y α3. En la demostración del teorema 2.2 se obtuvo que h(α1) 6 log γ +
5 log 2, h(α2) = log γ/3, h(α3) = log 2. Como Ai > máx{dL1 · h(αi), | logαi|,
0.16} para i = 1, 2, 3, podemos elegir A1 = 11.3, A2 = 0.3 y A3 = 2.1. Entonces
del teorema de Matveev se sigue que
log |Λ| > −C1 · (1 + log n) · 11.3 · 0.3 · 2.1
> −1.92530× 1013(1 + log n),
y al compararla con (35), se deduce que
mı́n{(n− n1) log γ, (m−m1) log 2} 6 1.92531× 1013(1 + log n). (36)
Ahora estudiamos cada una de estas dos posibilidades.
Caso 1. mı́n{(n− n1) log γ, (m−m1) log 2} = (n− n1) log γ.
Para este caso, de la fórmula de Binet (6) reescribimos la ecuación (31) como
c1γ




n1 − 2m1 .
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Tomando valor absoluto obtenemos que∣∣c1(γn−n1 − 1)γn1 − 2m∣∣ 6 2|c2||δ|n + 2|c2||δ|n1 + 2m1 < 2 + 2m1 6 2m1+1.
Dividiendo por 2m se tiene que∣∣c1(γn−n1 − 1)γn12−m − 1∣∣ < 1
2m−m1−1
. (37)
Sea Λ1 := c1(γ
n−n1 − 1)γn12−m − 1. Afirmamos que Λ1 6= 0. Si no, aplicando
el σ anterior, tenemos que σ(Λ1) = 0. Entonces tomando valor absoluto se
obtiene que
2m = |σ(c1) (δn − δn1)| 6 2|c2| < 1,
que es una contradicción, pues m > 199. Aśı, Λ1 6= 0 y aplicamos el teorema
de Matveev. Para esto, consideramos
α1 = c1(γ
n−n1 − 1), α2 = γ, α3 = 2, b1 = 1, b2 = n1, b3 = −m.
Entonces B = n. Para elegir los Ai’s necesitamos calcular las alturas de α1, α2 y
α3. Las alturas de α2 y α3 ya están calculadas. Para α1 usamos las propiedades
de la altura logaŕıtmica dadas en el caṕıtulo 1, sección 2 y la desigualdad (36)
para concluir que
h(α1) 6 h(c1) + h(γ
n−n1 − 1)







(1 + log n).
Como Ai > máx{dL1 · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegir
A1 = 1.92532× 1013(1 + log n), A2 = 0.3 y A3 = 2.1. Entonces del teorema de
Matveev se sigue que
log |Λ1| > −C1(1 + log n) · 1.92532× 1013(1 + log n) · 0.3 · 2.1,
y al compararla con (37), se deduce que
(m−m1) log 2 < 3.28036× 1025(1 + log n)2.
Caso 2. mı́n{(n− n1) log γ, (m−m1) log 2} = (m−m1) log 2.
Para este caso de la fórmula de Binet (6), reescribimos la ecuación (31) como
c1γ
n − 2m + 2m1 = Pn1 − c2δn − c3δ
n
.
38 Problema de Pillai
Tomando valor absoluto tenemos que∣∣c1γn − (2m−m1 − 1)2m1∣∣ 6 γn1−1 + 2|c2||δ|n 6 2γn1 < γn1+3,
donde usamos que 2 < γ3. Aśı, dividiendo por c1γ
n obtenemos que∣∣∣∣1− (2m−m1 − 1c1
)
γ−n2m1
∣∣∣∣ < 1γn−n1−6 , (38)
donde usamos que 1 < c1γ
3. Sea Λ2 := 1−((2m−m1−1)/c1)γ−n2m1 . Afirmamos
que Λ2 6= 0. Si no, entonces aplicando el σ anterior obtenemos que σ(Λ2) = 0.
Al tomar valor absoluto tenemos que









, α2 = γ, α3 = 2, b1 = 1, b2 = −n, b3 = m1.
Entonces B = n. Para elegir los Ai’s necesitamos calcular las alturas de α1, α2 y
α3. Las alturas de α2 y α3 ya están calculadas. Para α1 usamos las propiedades
de la altura logaŕıtmica dadas en el caṕıtulo 1, sección 2 y la desigualdad (36)
para concluir que
h(α1) 6 h(2
m−m1 − 1) + h(c1)
6 (m−m1) log 2 + log 2 + log γ + 5 log 2
< 1.92532× 1013(1 + log n).
Como Ai > máx{dL1 · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegimos
A1 = 5.77596 × 1013(1 + log n), A2 = 0.3, A3 = 2.1. Entonces del teorema de
Matveev se sigue que
log |Λ2| > −C1(1 + log n) · 5.77596× 1013(1 + log n) · 0.3 · 2.1,
y al compararla con (38), se deduce que
(n− n1) log γ < 9.84107× 1025(1 + log n)2.
En conclusión, de los dos casos obtenemos que
máx{(n− n1) log γ, (m−m1) log 2} < 9.84107× 1025(1 + log n)2. (39)
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Ahora acotamos n. Para hacer esto, reescribamos la ecuación (31) como
c1γ






Tomando valor absoluto se tiene que∣∣c1(γn−n1 − 1)γn1 − (2m−m1 − 1)2m1∣∣ < 4|c2||δ|n1 6 4|c2| < 2.
Dividiendo por 2m − 2m1 , obtenemos que∣∣∣∣c1(γn−n1 − 1)2m−m1 − 1 γn12−m1 − 1
∣∣∣∣ < 22m − 2m1 6 42m < 4γn−8 < 1γn−13 , (40)






Si Λ3 = 0, σ(Λ3) = 0 y deducimos










, α2 = γ, α3 = 2, b1 = 1, b2 = n1, b3 = −m1.
Entonces B = n. Para elegir los Ai’s necesitamos calcular las alturas de α1, α2 y
α3. Las alturas de α2 y α3 ya están calculadas. Para α1 usamos las propiedades
de la altura logaŕıtmica dadas en el caṕıtulo 1, sección 2 y la desigualdad (39)
para concluir que
h(α1) 6 h(c1) + h(γ
n−n1 − 1) + h(2m−m1 − 1)
6 log γ + 5 log 2 + (n− n1)
log γ
3
+ (m−m1) log 2 + 2 log 2
<
3.93644× 1026(1 + log n)2
3
.
Como Ai > máx{dL1 · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegir
A1 = 3.93644× 1026(1 + log n)2, A2 = 0.3, A3 = 2.1. Entonces del teorema de
Matveev tenemos que
log |Λ3| > −C1 · (1 + log n) · 3.93644× 1026(1 + log n)2 · 0.3 · 2.1,
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y al compararla con (40), nos da que n < 1.90809× 1040(log n)3. Del lema 1.7,
obtenemos que
n < 1.21793× 1047.
Reduzcamos esta cota para n. Para esto, vamos a la ecuación (35) y conside-
ramos
Γ := n log γ −m log 2 + log c1.
Supongamos que mı́n{n− n1,m−m1} > 20. Notemos que eΓ − 1 = Λ. Dado
que Λ 6= 0, Γ 6= 0. Si Γ > 0 entonces obtenemos que
0 < Γ < eΓ − 1 = |Λ| < máx{γn1−n+14, 2m1−m+1}.
Si Γ < 0, se tiene que 1 − eΓ = |eΓ − 1| < 1/2. De aqúı se sigue que e|Γ| < 2.
Aśı,
0 < |Γ| < e|Γ| − 1 = e|Γ||Λ| < 2 máx{γn1−n+14, 2m1−m+1}.
Entonces, en ambos casos obtenemos que
0 < |Γ| < 2 máx{γn1−n+14, 2m1−m+1}.
Dividiendo por log 2 se tiene que

















Ahora aplicamos el lema 1.5. Sea M := 1.21793× 1047, la cota superior de n.






de τ satisface q115 > 6M y ε = ‖q115µ‖ −M‖q115τ‖ = 0.419327 > 0. Aśı, del
lema 1.5 con A := 148, B := γ o A := 6, B := 2 obtenemos que
n− n1 6 444 o m−m1 6 175.
Estudiemos cada uno de estos casos. Primero supongamos que n− n1 6 444 y
m−m1 > 20. Para este caso consideramos






y vamos a (37). Notemos que eΓ1 − 1 = Λ1. Dado que Λ1 6= 0, Γ1 6= 0. Con un
argumento similar al anterior obtenemos que




Dividiendo por log 2 se tiene que













Notemos que n1 > 0, ya que de lo contrario tendŕıamos n 6 444 que contradice








, k = 1, 2, . . . , 444.
Con ayuda de Mathematica encontramos que el denominador del 115o conver-
gente de τ funciona bien, esto es, q115 > 6M y εk > 0.000889789 > 0 para
cada k = 1, 2, . . . , 444. Aśı, del lema 1.5 con A := 6, B := 2 obtenemos que el
máximo valor de log(q115 · 6/εk)/ log 2, para k = 1, . . . , 444, es menor que 185.
Por lo tanto, m−m1 < 185.
Estudiemos el otro caso. Supongamos que m−m1 6 175 y n− n1 > 20. Para
este caso consideramos





y vamos a (38). Notemos que 1− e−Γ2 = Λ2. Dado que Λ2 6= 0, Γ2 6= 0 y como
antes, podemos deducir que




Dividiendo por log 2 se tiene que
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Notemos que m1 > 0, ya que de lo contrario tendŕıamos m 6 175, que contra-









` = 1, . . . , 175.
Con Mathematica, encontramos que el mismo denominador del 115o conver-
gente de τ trabaja bien, esto es, q115 > 6M y ε` > 0.0016923 > 0 para todo
` = 1, 2, . . . , 175. Aśı, del lema 1.5 con A := 16, B := γ obtenemos que el
máximo valor de log(q115 · 16/ε`)/ log γ, para ` = 1, . . . , 175, es menor que 457.
Por lo tanto n− n1 < 457.
Ahora, resumimos lo que hemos hecho. Obtuvimos que n−n1 6 444 o m−m1 6
175. Suponiendo el primero, obtuvimos m−m1 6 184 y, suponiendo el segundo
obtuvimos n−n1 6 456. En conjunto, tenemos n−n1 6 456 y m−m1 6 184.
Por lo tanto, queda por estudiar este caso. Para hacer esto, consideramos







y vamos a (40). Notemos que eΓ3 − 1 = Λ3. Dado que Λ3 6= 0, Γ3 6= 0. Como
antes, podemos deducir que




Dividiendo por log 2 tenemos que










n−n1 − 1)/(2m−m1 − 1))
log 2
.






k − 1)/(2` − 1)
)
log 2
, k = 1, . . . , 456, ` = 1, . . . , 184.
Nuevamente, con la ayuda de Mathematica encontramos que el mismo deno-
minador del 115o convergente de τ también trabaja bien en este caso, esto es,
q115 > 6M y εk,` > 5.27716×10−6 > 0 para todo k = 1, . . . , 456, ` = 1, . . . , 184.
Entonces, del lema 1.5 con A := 112, B := γ encontramos que el máximo valor
de log(q115 · 112/εk,`)/ log γ, para k = 1, . . . , 456 y ` = 1, . . . , 184 es menor que
484. Por lo tanto n 6 483, que contradice nuestra suposición sobre n.
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3.2. Con las sucesiones de Fibonacci y de Pa-
dovan
Para la ecuación (32), con las convenciones tomadas para la sucesión de Fibo-
nacci y de Padovan tenemos el siguiente resultado.
Teorema 3.2. Todas las soluciones enteras no negativas (n,m, n1,m1) de la
ecuación (32) pertenecen al conjunto
(3, 2, 0, 0), (3, 3, 0, 2), (3, 4, 0, 3), (5, 2, 3, 0),
(5, 3, 3, 2), (5, 3, 0, 0), (5, 4, 3, 3), (5, 4, 0, 2),
(5, 5, 0, 4), (6, 2, 5, 0), (6, 3, 5, 2), (6, 3, 3, 0),
(6, 4, 5, 3), (6, 4, 3, 2), (6, 4, 0, 0), (6, 5, 3, 4),
(6, 5, 0, 3), (6, 6, 0, 5), (7, 2, 6, 0), (7, 3, 6, 2),
(7, 3, 5, 0), (7, 4, 6, 3), (7, 4, 5, 2), (7, 4, 3, 0),
(7, 5, 5, 4), (7, 5, 3, 3), (7, 5, 0, 2), (7, 6, 3, 5),
(8, 2, 7, 0), (8, 3, 7, 2), (8, 3, 6, 0), (8, 4, 7, 3),
(8, 4, 6, 2), (8, 4, 5, 0), (8, 5, 6, 4), (8, 5, 5, 3),
(8, 5, 3, 2), (8, 5, 0, 0), (8, 6, 5, 5), (8, 6, 0, 4),
(8, 7, 0, 6), (9, 3, 8, 0), (9, 4, 8, 2), (9, 4,7, 0),
(9, 5, 8, 4), (9, 5, 7, 3), (9, 5, 6, 2), (9, 5, 5, 0),
(9, 6, 7, 5), (9, 6, 5, 4), (9, 6, 3, 3), (9, 6, 0, 2),
(9, 7, 5, 6), (10, 3, 9, 0), (10, 4, 9, 2), (10, 5, 9, 4),
(10, 5, 8, 2), (10, 5, 7, 0), (10, 6, 7, 4), (10, 6, 6, 3),
(10, 6, 5, 2), (10, 6, 3, 0), (10, 7, 7, 6), (10, 7, 3, 5),
(10, 8, 3, 7), (11, 4, 10, 0), (11, 5, 10, 3), (11, 5, 9, 0),
(11, 6, 10, 5), (11, 6, 9, 4), (11, 6, 8, 2), (11, 6, 7, 0),
(11, 7, 9, 6), (11, 7, 7, 5), (11, 7, 5, 4), (11, 7, 3, 3),
(11, 7, 0, 2), (11, 8, 7, 7), (12, 5, 11, 2), (12, 6, 10, 2),
(12, 7, 8, 3), (12, 7, 7, 2), (12, 7, 6, 0), (12, 8, 6, 6),
(12, 8, 0, 5), (12, 9, 6, 8), (13, 5, 12, 0), (13, 6, 12, 4),
(13, 7, 12, 6), (13, 7, 10, 2), (13, 8, 8, 5), (13, 8, 6, 4),
(13, 8, 5, 3), (13, 8, 3, 2), (13, 8, 0, 0), (13, 9, 0, 7),
(13, 10, 0, 9), (14, 6, 13, 2), (14, 7, 12, 2), (14, 8, 11, 5),
(14, 8, 10, 3), (14, 8, 9, 0), (14, 9, 9, 7), (14, 9, 5, 6),
(14, 10, 9, 9), (15, 8, 13, 5), (15, 8, 12, 0), (15, 9, 12, 7),
(15, 9, 8, 3), (15, 9, 7, 2), (15, 9, 6, 0), (15, 10, 12, 9),
(15, 10, 6, 8), (15, 11, 6, 10), (16, 7, 15, 2), (16, 8, 14, 0),
(16, 9, 14, 7), (16, 9, 12, 2), (16, 10, 14, 9), (16, 10, 9, 7),
(16, 10, 5, 6), (17, 8, 16, 5), (17, 10, 11, 3), (18, 8, 17, 0),
(18, 9, 17, 7), (18, 10, 17, 9), (18, 11, 8, 6), (18, 11, 5, 5),
(18, 11, 0, 4), (19, 11, 14, 4), (19, 12, 7, 9), (20, 11, 17, 4),

.
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(20, 12, 14, 8), (20, 12, 11, 5), (20, 12, 10, 3), (20, 12, 9, 0),
(20, 13, 9, 11), (20, 14, 9, 13), (21, 11, 19, 4), (21, 13, 3, 9),
(22, 13, 15, 5), (23, 11, 22, 4), (25, 15, 10, 4), (25, 15, 9, 2)
 .
El conjunto de los números enteros que se pueden escribir como la diferencia
de un número de Padovan y un número de Fibonacci en al menos dos formas
distintas es:
−226, −82, −52, −34, −33, −30, −27, −18, −13,
−12, −9, −8, −6, −5, −4, −3, −2, −1,
0, 1, 2, 3, 4, 5, 6, 7, 8,
9, 10, 11, 13, 15, 16, 20, 25, 28,
31, 32, 36, 44, 52, 62, 65, 111, 262.
 .
Las representaciones de cada uno de estos números son:
−226 = P20 − F14 = P9 − F13;
−82 = P20 − F13 = P9 − F11;
−52 = P15 − F11 = P6 − F10;
−34 = P13 − F10 = P0 − F9;
−33 = P21 − F13 = P3 − F9;
−30 = P19 − F12 = P7 − F9;
−27 = P14 − F10 = P9 − F9;
−18 = P12 − F9 = P6 − F8 = P15 − F10;
−13 = P13 − F9 = P0 − F7;
−12 = P10 − F8 = P3 − F7;
−9 = P11 − F8 = P7 − F7;
−8 = P8 − F7 = P0 − F6;
−6 = P16 − F10 = P14 − F9 = P9 − F7 = P5 − F6;
−5 = P12 − F8 = P6 − F6 = P0 − F5;
−4 = P10 − F7 = P7 − F6 = P3 − F5;
−3 = P18 − F11 = P8 − F6 = P5 − F5 = P0 − F4;
−2 = P6 − F5 = P3 − F4 = P0 − F3;
−1 = P11 − F7 = P9 − F6 = P7 − F5 = P5 − F4 = P3 − F3 = P0 − F2;
0 = P13 − F8 = P8 − F5 = P6 − F4 = P5 − F3 = P3 − F2 = P0 − F0;
1 = P10 − F6 = P7 − F4 = P6 − F3 = P5 − F2 = P3 − F0;
2 = P9 − F5 = P8 − F4 = P7 − F3 = P6 − F2 = P5 − F0;
3 = P15 − F9 = P12 − F7 = P8 − F3 = P7 − F2 = P6 − F0;
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4 = P11 − F6 = P10 − F5 = P9 − F4 = P8 − F2 = P7 − F0;
5 = P9 − F3 = P8 − F0;
6 = P25 − F15 = P10 − F4 = P9 − F2;
7 = P20 − F12 = P14 − F8 = P11 − F5 = P10 − F3 = P9 − F0;
8 = P13 − F7 = P12 − F6 = P10 − F2;
9 = P11 − F4 = P10 − F0;
10 = P17 − F10 = P11 − F3;
11 = P12 − F5 = P11 − F2;
13 = P13 − F6 = P12 − F4;
15 = P16 − F9 = P14 − F7 = P12 − F2;
16 = P15 − F8 = P13 − F5 = P12 − F0;
20 = P14 − F6 = P13 − F2;
25 = P19 − F11 = P14 − F4;
28 = P16 − F8 = P14 − F0;
31 = P18 − F10 = P17 − F9;
32 = P22 − F13 = P15 − F5;
36 = P16 − F7 = P15 − F2;
44 = P17 − F8 = P16 − F5;
52 = P18 − F9 = P17 − F7;
62 = P20 − F11 = P17 − F4;
65 = P18 − F8 = P17 − F0;
111 = P21 − F11 = P19 − F4;
262 = P23 − F11 = P22 − F4.
Demostración. Sea (n,m, n1,m1) una solución entera no negativa de (32) don-
de (n,m) 6= (n1,m1), n, n1 6= 1, 2, 4 y m,m1 6= 1. Notemos que si m = m1,
Pn = Pn1 que implica n = n1, que es una contradicción. Por lo tanto, supone-
mos que m > m1. Reescribiendo la ecuación (32) como
Pn − Pn1 = Fm − Fm1 (41)
observamos que el lado derecho es positivo. Por lo tanto, el lado izquierdo
también lo es, aśı n > n1. Ahora, comparando ambos lados de (41) usando (7)
tenemos que
γn−8 6 Pn − Pn1 = Fm − Fm1 6 Fm 6 αm−1.
En efecto, la desigualdad del lado izquierdo es clara si n1 = 0. Si n1 = 3, n > 5.
Para n = 5 también es clara, pues P5 = 2 y para n > 6 tenemos Pn − Pn1 >
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Pn − Pn−1 = Pn−5 > γn−8. La desigualdad del lado derecho es clara. De forma
similar,
γn−1 > Pn − Pn1 = Fm − Fm1 > αm−4.
donde la desigualdad del lado derecho es clara para ambos m1 = 0 y m1 6= 0.
Aśı, γn−8 6 αm−1 y γn−1 > αm−4 de donde se sigue que
(n− 8) log γ
logα
6 m− 1 y (n− 1) log γ
logα
> m− 4. (42)
Como log γ/ logα = 0.584357... tenemos que si n 6 540, m 6 318. Usan-
do Mathematica, corremos un programa en el rango 0 6 n1 < n 6 540,
0 6 m1 < m 6 318 y, con nuestras convenciones, obtenemos todas las solucio-
nes en el enunciado de este teorema. En lo que sigue demostraremos que éstas
son todas.
A partir de ahora, suponemos que n > 540. Entonces de (42), tenemos que












+ Pn1 − Fm1 .
Tomando valor absoluto obtenemos que∣∣∣∣c1γn − αm√5
∣∣∣∣ 6 2|c2||δ|n + 1√5 + γn1−1 + αm1−1 < máx{γn1+6, αm1+4},
donde usamos que 2 < γ3 y 2 < α2. Dividiendo por αm/
√
5 se tiene que∣∣∣√5c1γnα−m − 1∣∣∣ < máx{γn1−n+16, αm1−m+6}, (43)
donde usamos que γn−8 6 αm−1,
√
5 < αγ2 y
√





Afirmamos que Λ 6= 0. Para ver esto, consideramos el Q-automorfismo σ de la
extensión de Galois K := Q(α, γ, δ) sobre Q definido por σ(γ) := δ, σ(δ) := γ
y σ(α) := α. Este σ se obtiene, por ejemplo, considerando la inclusión de Q(α)
en K y extendemos ésta a K precisamente como σ, ya que X3 − X − 1 es
irreducible sobre Q(α). De hecho, dado que Q(α) ∩Q(γ, δ) = Q tenemos que
Gal(K/Q) ∼= Gal(Q(α)/Q)×Gal(Q(γ, δ)/Q),
y notamos que σ es la extensión de la identidad en Q(α) a Q(γ, δ). Ahora, si







Al tomar valor absoluto se obtiene
αm√
5
= |c2||δ|n < 1,
que es una contradicción, pues m > 311. Aśı, Λ 6= 0 y aplicamos el teorema de
Matveev. Para esto, definiremos los parametros que se necesitan en este teore-
ma. Dado que en esta demostración aplicaremos un par de veces el teorema de
Matveev sobre el campo Q(γ, α) para ` = 3, fijamos el campo L := Q(γ, α),
en particular, dL = 6. Por lo tanto también fijamos la constante




5c1, α2 = γ, α3 = α, b1 = 1, b2 = n, b3 = −m.
Entonces B = n. Para elegir los Ai’s necesitamos calcular las alturas de α1, α2
y α3. En la demostración del teorema 2.1 se obtuvo que h(c1) 6 log γ +
5 log 2, h(α2) = log γ/3 y h(α3) = logα/2. Para α1 usamos las propiedades
de la altura logaŕıtmica dadas en el caṕıtulo 1, sección 2 para concluir que
h(α1) 6 h(
√
5) + h(c1) 6 log γ + 7 log 2.
Como Ai > máx{dL · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegir
A1 = 30.8, A2 = 0.57 y A3 = 1.45. Entonces del teorema de Matveev se sigue
que
log |Λ| > −C(1 + log n) · 30.8 · 0.57 · 1.45 > −3.66336× 1014(1 + log n),
y al compararla con (43), se deduce que
mı́n{(n− n1) log γ, (m−m1) logα} 6 3.66337× 1014(1 + log n). (44)
Estudiemos cada una de estas dos posibilidades.
Caso 1. mı́n{(n− n1) log γ, (m−m1) logα} = (n− n1) log γ.
Para este caso de las fórmulas de Binet (6), reescribimos (32) como
c1γ
n − c1γn1 −
αm√
5









Tomando valor absoluto obtenemos que∣∣∣∣c1(γn−n1 − 1)γn1 − αm√5
∣∣∣∣ 6 4|c2||δ|n1 + 1 + αm1−1 < 2 · αm1+2 6 αm1+4,
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donde usamos que 2 < α2. Dividiendo por αm/
√





5 < α2. Sea Λ1 := c1
√
5(γn−n1−1)γn1α−m−1. Afirmamos
que Λ1 6= 0. De lo contrario, aplicamos el σ anterior y tenemos σ(Λ1) = 0.
Entonces tomando valor absoluto se obtiene que
αm√
5
= |σ(c1)(δn − δn1)| 6 2|c2| < 1,
que es una contradicción, pues m > 311. Aśı, Λ1 6= 0 y aplicamos el teorema




n−n1 − 1), α2 = γ, α3 = α, b1 = 1, b2 = n1, b3 = −m.
Entonces B = n. Para elegir los Ai’s necesitamos calcular las alturas de α1, α2
y α3. Las alturas de α2 y α3 están calculadas. Para α1 usamos las propiedades















(1 + log n).
Como Ai > máx{dL · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegir
A1 = 7.32676× 1014(1 + log n), A2 = 0.57 y A3 = 1.45. Entonces del teorema
de Matveev se sigue que
log |Λ1| > −C(1 + log n) · (7.32676× 1014(1 + log n)) · 0.57 · 1.45,
y al compararla con (45), se deduce que
(m−m1) logα < 8.71446× 1027(1 + log n)2.
Caso 2. mı́n{(n− n1) log γ, (m−m1) logα} = (m−m1) logα.



















Tomando valor absoluto se tiene que∣∣∣∣c1γn − (αm−m1 − 1)αm1√5
∣∣∣∣ < γn1−1 + 2|c2|+ 1 < γn1+4,
donde usamos que 2 < γ3. Dividiendo por c1γ
n obtenemos que∣∣∣∣1− (αm−m1 − 1√5c1
)
γ−nαm1
∣∣∣∣ < 1γn−n1−7 , (46)
donde usamos que 1 < c1γ




mamos que Λ2 6= 0. Si no, entonces aplicando el σ anterior obtenemos que












que es una contradicción, pues m > 311. Aśı, Λ2 6= 0 y aplicamos el teorema




, α2 = γ, α3 = α, b1 = 1, b2 = −n, b3 = m1.
Entonces B = n. Para elegir los Ai’s necesitamos calcular las alturas de α1, α2 y
α3. Las alturas de α2 y α3 ya están calculadas. Para α1 usamos las propiedades
de la altura logaŕıtmica dadas en el caṕıtulo 1, sección 2 y la desigualdad (44)
para concluir que
h(α1) 6 h(α






+ log 2 + log
√
5 + log γ + 5 log 2
<
3.66338× 1014(1 + log n)
2
.
Como Ai > máx{dL · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegir
A1 = 1.09901× 1015(1 + log n), A2 = 0.57 y A3 = 1.45. Entonces del teorema
de Matveev se sigue que
log |Λ2| > −C(1 + log n) ·
(
1.09901× 1015(1 + log n)
)
· 0.57 · 1.45,
y al compararla con (46), se deduce que
(n− n1) log γ < 1.30717× 1028(1 + log n)2.
50 Problema de Pillai
En conclusión de los dos casos obtenemos que
máx{(n− n1) log γ, (m−m1) log 2} < 1.30717× 1028(1 + log n)2. (47)
Ahora acotamos n. Para esto, reescribamos la ecuación (32) como
c1γ


















Tomando valor absoluto se tiene que∣∣∣∣c1(γn−n1 − 1)γn1 − (αm−m1 − 1)αm1√5
∣∣∣∣ < 4|c2|+ 1 < 2.2.
Dividiendo por (αm − αm1)/
√
5 obtenemos que∣∣∣∣(√5c1 γn−n1 − 1αm−m1 − 1
)
γn1α−m1 − 1








donde usamos que γn−8 < αm−1 y 6.6 ·
√




n−n1 − 1)/(αm−m1 − 1))γn1α−m1 − 1.
Como anteriormente, si Λ3 = 0 aplicando σ obtenemos que σ(Λ3) = 0. Enton-











y como antes, tenemos una contradicción. Aśı, Λ3 6= 0 y aplicamos el teorema






, α2 = γ, α3 = α, b1 = 1, b2 = n1, b3 = −m1.
Entonces B = n. Para elegir los Ai’s necesitamos calcular las alturas de α1, α2 y
α3. Las alturas de α2 y α3 ya están calculadas. Para α1 usamos las propiedades




5) + h(c1) + h(γ
n−n1 − 1) + h(αm−m1 − 1)
6 log
√






+ 2 log 2
<




Como Ai > máx{dL · h(αi), | logαi|, 0.16} para i = 1, 2, 3, podemos elegir
A1 = 6.53586× 1028(1 + log n)2, A2 = 0.57 y A3 = 1.45. Entonces del teorema
de Matveev se sigue que
log |Λ3| > −C ·
(
(1 + log n) · 6.53586× 1028(1 + log n)2
)
· 0.57 · 1.45,
y al compararla con (48) nos da que n < 2.2116× 1043(log n)3. Del lema 1.7,
obtenemos que
n < 1.75894× 1050. (49)
Reduzcamos esta cota para n. Para esto, consideramos





y vamos a (43). Supongamos que mı́n{n − n1,m − m1} > 20. Notemos que
eΓ − 1 = Λ. Dado que Λ 6= 0, Γ 6= 0. Si Γ > 0 entonces obtenemos que
0 < Γ < eΓ − 1 = |Λ| < máx{γn1−n+16, αm1−m+6}.
Si Γ < 0, se tiene que 1 − eΓ = |eΓ − 1| = |Λ| < 1/2. De aqúı se sigue que
e|Γ| < 2. Aśı,
0 < |Γ| < e|Γ| − 1 = e|Γ||Λ| < 2 máx{γn1−n+16, αm1−m+6}.
Entonces, en ambos casos obtenemos que
0 < |Γ| < 2 máx{γn1−n+16, αm1−m+6}.
Dividiendo por logα se tiene que




















Ahora aplicamos el lema 1.5. Sea M := 1.75894 × 1050, cota superior de n







de τ satisface que q111 > 6M y que ε := ‖q111µ‖ −M‖q111τ‖ = 0.450294 > 0.
Aśı, del lema 1.5 con A := 374, B := γ o A := 75, B := α, obtenemos que
n− n1 6 476 o m−m1 6 275.
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Estudiemos cada uno de estos dos casos. Primero supongamos que n−n1 6 476
y m−m1 > 20. Para este caso, consideramos




y vamos a (45). Notemos que eΓ1 − 1 = Λ1. Dado que Λ1 6= 0, Γ1 6= 0 y, con
un argumento similar al anterior obtenemos que




Dividiendo por logα se tiene que















Notemos que n1 > 0, ya que de lo contrario tendŕıamos n 6 476 que contradice







, k = 1, 2, . . . , 476.
Con la ayuda de Mathematica encontramos que el denominador del 111o con-
vergente de τ es tal que q111 > 6M y εk > 0.00129842 > 0 para todo
k = 1, 2, . . . , 476. Aśı, del lema 1.5 con A := 75, B := α obtenemos que el
máximo valor de log(q111 · 75/εk)/ logα, para k = 1, 2, . . . , 476, es menor que
287. Por lo tanto m−m1 6 287.
Ahora estudiamos el otro caso. Supongamos que m−m1 6 275 y n−n1 > 20.
Para este caso consideramos





y vamos a (46). Notemos que 1− e−Γ2 = Λ2. Dado que Λ2 6= 0, Γ2 6= 0 y, con
un argumento similar al dado anteriormente concluimos que




Dividiendo por logα se tiene que

















Notemos que m1 > 0, ya que de lo contrario tendŕıamos m 6 275, que contra-








, ` = 1, . . . , 275.
Nuevamente, con Mathematica encontramos que el mismo denominador del
111o convergente de τ satisface que q111 > 6M y ε` > 0.000693865 > 0 para
todo ` = 1, . . . , 257. Aśı, del lema 1.5 con A := 30, B := γ obtenemos que el
máximo valor de log(q111 · 30/ε`)/ log γ, para ` = 1, . . . , 257 es 6 490. Por lo
tanto, n− n1 6 490.
Resumamos lo que hemos hecho. Obtuvimos que n−n1 6 476 o m−m1 6 275.
Suponiendo el primero obtuvimos que m−m1 6 287, y suponiendo el segundo
obtuvimos que n−n1 6 490. Entonces, en conjunto, tenemos que n−n1 6 490,
m − m1 6 287. Por lo tanto, queda por estudiar este caso. Para hacer esto,
consideramos







y vamos a (48). Notemos que eΓ3 − 1 = Λ3. Dado que Λ3 6= 0, Γ3 6= 0 y dado
que n > 540 con un argumento como los anteriores tenemos que




Dividiendo por logα obtenemos que























γk − 1/α` − 1
))
logα
, k = 1, . . . , 490 ` = 1, . . . , 287.
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Con Mathematica encontramos que el mismo denominador del 111o convergen-
te de τ trabaja de nuevo, esto es, q111 > 6M y εk,` ≥ 5.28933−8 > 0 para todo
k = 1, . . . , 490 y ` = 1, . . . , 287. Aśı, por el lema 1.5 con A := 374 y B := γ
obtenemos que el máximo valor de log(q111374/εk,`)/ log γ, para k = 1, . . . , 490




Aqúı, se presentan los comandos de Mathematica que se usaron para completar
el estudio de nuestras ecuaciones diofánticas. En particular, el programa abajo
encuentra las soluciones de la ecuación diofántica (12). Los demás son análogos.
El paquete Mathematica hace sus aproximaciones con 10 digitos después del
punto. Para mejorar nuestros cálculos usamos el comando
$MaxExtraPrecision = 200,
que sirve para hacer las aproximaciones con 200 digitos después del punto y
que es suficiente para nuestros cálculos. Con esta precisión, encontramos los
convergentes a partir del comando
Convergents[x, n].
El programa para encontrar las soluciones de la ecuación diofántica (12), para
el caso 1 es el siguiente:
Clear[J]; J := {};
For[n = 1, n <= 200, n++,
For[m = 0, m <= 120, m++,
If[2*p[n] - Fibonacci[m] == 0, J = AppendTo[J, {n, m}]]]]; J;
mientras que, para el caso 2,
Clear[S]; S := {};
For[n = 1, n <= 330, n++,
For[n_1 = 0, n_1 < n, n_1++,
For[m = 0, m <= 196, m++,
If[p[n] + p[n_1] - Fibonacci[m] == 00,
S = AppendTo[S, {n, n_1, m}]]]]]; S,
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