Abstract-This paper considers quantization and exact minimum mean square error (MMSE) estimation of the squared Frobenius nonn and the squared spectral nonn of a Rayleigh fading multiple-input multiple-output (MIMO) channel with onesided spatial correlation. The Frobenius and spectral norms are of great importance when describing the achievable capacity of many wireless communication systems; in particularly, they correspond to the signal-to-noise ratio (SNR) of space-time block coded and maximum ratio combining transmissions, respectively. Herein, a general quantization framework is presented, where the quantization levels are determined to maximize the feedback entropy. Quantization based on the post-user-selection distribution is discussed, and analyzed for a specific scheduler. Finally, exact results on MMSE estimation of the capacity and the SNR, conditioned on a quantized channel nonn, are presented.
I. INTRODUCTION
Fading is a major challenge in establishing reliable wireless communication systems. The use of multiple antennas at both the transmitter and the receiver side, so-called multipleinput multiple-output (MIMO), show promising capabilities of mitigating fading and exploiting the gains of multipath signals by introducing diversity. When full channel state information (CSI) is available at both the transmitter and the receiver side, the throughput can even increase linearly with the number of antennas in rich scattering environments [1] , [2] . Unfortunately, full CSI is not automatically available in most systems, but needs to be estimated at the receiver [3] and then fed back with finite precision. Thus, in many fast-fading environments it is only reasonable to assume that statistical CSI (which varies quite slowly) is available at the transmitter, and possibly a recurring feedback that describes the current channel using a limited number of bits.
Because the time spent on acquiring CSI at the transmitter reduces the actual transmission of data, the design of transmission techniques that provide good performance using only a limited CSI of feedback is of great importance. Two such approaches are orthogonal space-time block codes (OSTBCs) [4] , [5] and maximum ratio transmission (MRT) [6] , [7] . OSTBCs are a clever way of transmitting several simultaneous This work is supported in part by the FP6 project Cooperative and Opportunistic Communications in Wireless Networks (COOPCOM), Project Number: FP6-033533.
978-1-4244-2644-7/08/$25.00 ©2008 IEEE data symbols over a block of symbol slots, such that the detection of them can be decomposed into independent and simple detection problems. Full CSI is required at the receiver, but this technique can, without any feedback, achieve full spatial diversity since all symbols are spread in all spatial directions. As a consequence, the effective channel gain will be the average gain over all spatial directions [5] , which is more reliable than just choosing a random direction. In other words, the channel gain is proportional to the average of all squared singular values of the channel matrix, or similarly to the squared Frobenius norm of the channel.
MRT is based on beamforming, which means that a single data symbol is transmitted into the spatial direction that provides the strongest instantaneous channel gain. The receiver combines the signals received over its antennas to achieve this gain. In comparison with OSTBCs, scheduled users are also required to feed back the strongest beamforming direction [7] . However, the antenna diversity provided by this feedback gives a channel gain that is equal to the largest squared singular value, also known as the squared spectral norm of the channel, which may be considerably larger than the average value.
In order to achieve the capacity of OSTBCs or MRT, the transmitter needs the instantaneous channel gain to perform reliable transmission-rate adaptation, user-selection, and to estimate, for example, the signal-to-noise ratio (SNR) and the channel capacity. This gain information can be obtained by feedback. In this paper, we study the problem of quantizing the squared Frobenius norm and squared spectral norm for the purpose of entropy-maximizing feedback. We present a general framework that quantizes the variable into an interval, without forcing it to represent a specific value. The best representative of the interval depends on the application (e.g., SNR or capacity estimation).
In Section Ill, it is shown how to perform quantization that maximizes the entropy of an arbitrary function of the norm (e.g., the SNR or capacity). We also discuss how to incorporate the post-user-selection distribution of the norm into the quantization (Le., the fact that strong users are more likely to be scheduled). In Section IV, we provide exact minimum mean square error (MMSE) estimators of the SNR and the capacity in Rayleigh fading systems with one-sided spatial correlation and feedback of the squared channel norm (either the Frobenius or the spectral norm, depending on the application). Numerical results are given in Section V and conclusions are drawn in Section VI. Due to the space limitation, only outlines of the proofs are given herein.
A. Preliminaries
For notational convenience we use boldface (lower case) for column vectors, x, and (upper case) for matrices, X. where the ijth element describes the current channel gain from the jth transmit antenna to the ith receive antenna. These elements are modeled as Rayleigh fading with one-sided spatial correlation; that is, we assume that
where either the receive correlation matrix RRx,k E cnRxnR or the transmit correlation RTx,k E C nr x nr has distinct eigenvalues, while the other correlation matrix is the identity matrix. The matrix H k E cnRxnr consists of independent and identically distributed complex Gaussian elements as
CN(O,l).
This kind of one-sided correlation appears in, for example, metropolitan environments where the base station is elevated and therefore is affected by just a few scatterers, while mobile users are surrounded by rich scattering [8] . In general, the amount of spatial correlation at an antenna array decreases with the antenna spacing and increasing number of scatterers in the immediate surroundings.
The received vector Yk(t) E C nR of user k at transmission slot t is modeled as (2) where 
respectively [7] . It is evident that the capacity of MRT in (4) is better than that of OSTBC in (3), but one should recall that this gain comes with the requirement that the dominating right singular vector VI E C nr should be fed back.
Remark 1. It is worth noting that both OSTBC and MRT are special cases of linear precoded OSTBCs [9] , [10] . In this scheme, a linear precoder W E C nr x B is used to direct the code C(s) E C BXT , that transmits K symbols over T slots, into advantageous spatial directions. By transmitting the columns of WC(s), the achieved SNR and capacity are
(5) respectively. This general framework is capable of dealing with different kinds of channel awareness at the transmitter. When statistical CSI is available it can be exploited to allocate more power in statistically stronger spatial directions. We can then incorporate the precoder in the statistics (Le., R~;:k = WHRTx,k W and n r ew = B) and proceed as for OSTBCs without precoding in (3). The special case of W = I corresponds directly to the case without precoding.
When the dominating singular vector v 1 is fed back to the transmitter and used as precoder W = VI (i.e., B = K = T = 1), we arrive at MRT as in (4) . In spatially correlated multi-user systems, it has however been shown that the directional information provided by the statistics and channel gain feedback is sufficient to achieve performance close to that of MRT [11] , [12] , [13] .
A. CDFs of Frobenius and Spectral Channel Norms
The performance of fast-fading systems can be measured in different ways, for example, by the bit error rate (BER) or the outage capacity. Common to most measures is that they improve with increasing SNR. From (3) and (4) we see that the SNR of OSTBCs and MRT is represented by the squared Frobenius norm and squared spectral norm, respectively. In this section, we will present the cumulative distribution functions (CDFs) of these norms, under the assumption of onesided spatial correlation. These CDFs describe which values that the channel norms are likely to have, and they will be used extensively in the succeeding sections to develop an entropymaximizing quantization framework and to derive MMSE estimators of the SNR and the capacity.
For the purpose of describing the CDFs for the two cases of transmit-side only and receive-side only correlation in a unified way, we let n denote the number of antennas at the correlated side, while m denotes the number of antennas at the uncorrelated side. The distinct and strictly positive eigenvalues at the correlated side are denoted AI, ... , An.
Using [14] and [15] , the CDF of the squared Frobenius norm
where H 0 (p) is the Heaviside step function and
with i = {i 1 , ... , in} from the set Oint of all partitions of l -1 where the kth element is zero, mo~e formally defined as
The CDF of the the squared spectral norm IIHII~is given in [16] , and the results can be summarized as squared spectral norm of a Rayleigh fading channel with onesided correlation (as described in the previous section), but the results in this section are valid for any continuous CDFs that fulfills Fk(x) = 0, for Xk~0, and Fk(x) < 1, for Xk < 00.
In this paper, we generalize the quantization approach that was proposed in [18] When designing the~uantization, we need to choose the decision boundaries A~k ,°~i~2£, so that some design criteria is fulfilled. There is of course no over-all optimal criteria, but from an information-theoretical perspective it makes sense to maximize the entropy of the quantization. The basic quantization property will be maximization of the information-theoretical entropy [17] , and we will also consider the effect of user-selection on this type of quantization. The variables x k may represent the squared Frobenius or the
This quantization will make the outcome ofX equally probable in all the quantization intervals. It will also maximize the mutual information between Qx and g(X), for any invertible function g(.): IR+~IR.
Proof:
The lemma follows from a division of the CDF of g(X) into 2£ disjoint intervals of equal probability.
• An important result of the lemma is that even if we are interested in some function of Xk (e.g., the capacity if Xk is the SNR), we still only need to consider the entropy maximizingquantization in (9) .
In multi-user communication, a subset of all users are selected for transmission at the same time. These users are chosen based on the CSI available at the transmitter-for example, channel statistics and feedback information. As discussed in [19] , less CSI is typically required to perform user-selection than to design the actual multi-user transmission structure that (8) 
. , 2£} be the quantization index (i.e., the interval in which the outcome lies) of X, then the quantization that maximizes the entropy of X is given by det L~'(IL)] (_l)m(n-s) H O(IL)
Next, an entropy-maximizing quantization framework will be proposed based on the CDF of the quantized variable. Hence, the analytic expressions of the squared Frobenius norm and the squared spectral norm in (6) and (7), respectively, can be used for direct calculation of the quantization boundaries. (10) guarantees high data throughput. The quantization given in Lemma 1 maximizes the entropy prior to user-selection, but in a multi-user system it makes more sense to design a quantizer that maximizes the post-user-selection entropy. If the variable Xk is a measure of the channel quality (e.g., gain information), then users with large values of Xk are more probable to be selected and we should adapt the quantization to the shift of probability mass of Xk towards larger values.
To illustrate this principle, we propose a scheduler that takes its decision based on a combination of channel quality and fairness, but still is analytically tractable. The scheduler selects M users out of N based on their relative channel quality, in terms of the COF value for the current realization of Xk. The spatial separability between users is ignored in the selection, but as shown in [20] this is actually of minor importance when the number of transmit antennas grows. The scheduler, its properties, and the resulting post-user-selection quantization are given by the following theorem. 1] and that a selected user has any of the lth largest COFs, for 1~l~M, with equal probability.
GM(Fk(x)), where
M-l ( ) N M -i N . . GM(X) = t; i --x:r-x -'(1-x)'.
The L-bits interval-quantization of the selected user k, that maximizes the post-user-selection entropy of Xk is given by
• An important property of the proposed scheduler is that it provides good fairness-all users are equally probable to be selected at any time. In other words, users are selected when they experience good channel conditions, based on what can be expected from each of them. It should however be noted that the user-selection proposed in Theorem 1 is idealized; in reality, the exact values of Fk(Xk) are unknown at the transmitter and have to be estimated based on the available feedback information. Another observation is that when the channel statistics are identical for all users and xk represents the SNR, then the scheduler coincides with maximum throughput scheduling [21] .
To summarize, the quantization that maximizes the preuser-selection entropy of Xk is given in (9) of Lemma 1, while the quantization that maximizes the post-user-selection entropy is given in (11) of Theorem 1. Observe that both these expressions contain the inverse of the COF, and we will not provide any closed-form expressions herein. Since COFs are bijective and non-decreasing, the interval boundaries can however be calculated efficiently using a line search procedure.
IV. EXACT MMSE ESTIMATION OF SNR AND CAPACITY
In this section, we return to the squared Frobenius and squared spectral norms of Rayleigh fading channels with one-sided correlation. We assume that the norms have been quantized in some arbitrary way (known to both the transmitter and the receiver) and fed back. Hence, the only CSI available at the transmitter is the channel statistics and that the norm can take any value in a specific interval.
Next, we introduce a framework for deriving the MMSE estimator of any function of the squared norms, given the quantized squared norm, where only a simple integral remains to be calculated. Recall from (3) and (4) that the norms exactly correspond to the SNR (at least after incorporating the factor nT into the correlation matrix, in the former case). Therefore, we also provide complete and exact expressions for the MMSE estimators of the SNR and the channel capacity, based on the available feedback information and statistics.
The MMSE estimators of the SNR, the capacity, and of other functions of the norm are given in Theorem 2 and Theorem 3 for the squared Frobenius norm and the squared spectral norm, respectively.
Theorem 2. Let p~IIHII} be the squared Frobenius norm of H and let g(p) be an arbitrary function. If Qp contains the information that A~p < B (with A~B), then the conditional MMSE estimator of g(p) is
where 0-
is calculated using (6) and Proof· The theorem follows from straightforward integration of the POF of IIHII} (the COF was given in (6)).
•
Theorem 3. Let J-L~IIHII~be the squared spectral norm of H and let 9 (J.L) be an arbitrary function. If Q IL contains the information that A~J-L < B (with A~B), then the
using (8) and a = {aI, ... ,a n } E An, where 
k, (3, Proof: The theorem follows from an expansion of the determinant in the numerator of (7), similar to that in [22, Theorem 2 .29], differentiation, and integration.
• The expressions in Theorem 2 and Theorem 3 can be used directly to estimate the SNR and the capacity in an MMSE sense. The potential gains, when combined with the entropy-maximizing quantization of the previous section, will be illustrated numerically in the next section.
V. NUMERICAL RESULTS
In this section, we will illustrate the gain of taking the channel statistics and the post-user-selection distribution into account when designing the channel gain quantization for OSTBC and MRT systems. We consider the downlink of a circular cell with radius R around an elevated base station.
There are eight active mobile users and these are uniformly distributed in the the area O.lR~r~R. The base station is equipped with a four-antenna uniform circular array (DCA) with half a wavelength antenna separation and experiences no local scattering, while the users are exposed to rich scattering and are equipped with two antennas each. The environment is thus modeled as Rayleigh fading with correlation at the transmitter side and the angular spread (Le., the standard deviation) of the Gaussian distributed scatterers at the user side is assumed to be 15 degrees (as seen from the base station). The signal power is assumed to decay as 1/r 4 and the mean SNR (with random transmit and receive beamformers) experienced by a user at the cell boundary is 10 dB.
The CDF of the average cell throughput over different communication scenarios has been simulated. Each of the 15000 scenarios represents a unique setup with randomly positioned mobiles and constant channel statistics. The average cell throughput of a scenario is calculated over 80 channel realizations, where each is used for transmission to a single user using either an OSTBC (with coding rate 3/4) or MRT (with perfect feedback of the directional information). Four different feedback/scheduling approaches are compared:
• Pre-user-selection quantization, where the gain information (squared Frobenius or squared spectral norm) is quantized to maximize the pre-user-selection entropy (Lemma 1), the user with the largest MMSE estimate of its CDF is selected, and the achievable throughput is estimated using Theorem 2 or 3 and reduced with a multiplicative factor to fit an outage probability of 5%.
• Post-user-selection quantization, designed as the previous approach except that the post-user-selection distribution is taken into account in the quantization (Theorem 1).
• The lower bound, where the quantization is based on an uncorrelated system (with the same average power) and the transmission rate is estimated conservatively based on the lower boundary of the quantization interval.
• The upper bound, corresponding to the capacity achieved when the channel gain information is fed back exactly.
The CDFs of the cell throughput of these four approaches are given in Fig. l(a) (with OSTBC) and Fig. l(b) (with MRT) with 3 and 5 bits of feedback per user (Le., increasing performance), or with exact feedback as an upper bound. It have previously been shown numerically in [18] that these numbers of bits are enough to achieve most or all of the feedback gain, and the same observation is valid here; the proposed system achieves 95% of the capacity with 3 bits of feedback and 99% with 5 bits. It is clear that quantization based on the post-user-selection distribution leads to a slight throughput improvement, which also can be seen as a way of decreasing the error probability for a fixed transmission rate.
It is also evident that the use of statistic-dependent quantization (as proposed herein) can enhance the performance considerably, in comparison with keeping the quantization fixed over time (as in the lower bound). In other words, the implementational simplicity of having fixed quantization levels comes with a non-negligible performance degradation when comparing with a scheme that changes the levels with the slowly varying channel statistics. As expected, the throughput with MRT is much higher than with OSTBC, but it should be pointed out that the selected user in MRT needs to feed back additional directional information [7] and that the performance of OSTBC can be improved in this transmit-side-correlated environment by using linear precoding (see Remark 1).
VI. CONCLUSION In this paper, two independent but related concepts of wireless MIMO communication systems with limited feedback have been considered. First, a general quantization framework was presented for the purpose of feedback. The key design features were to maximize the entropy of the feedback variable and to take the post-user-selection distribution into account in the quantization. The latter is of particular importance when feeding back channel gain information, since strong users are more probable to be scheduled and therefore have a greater need of getting a fine quantization.
Next, MMSE estimation of arbitrary functions of both the squared Frobenius norm and the squared spectral norm was considered. These norms correspond directly to the SNR of systems based on the commonly studied techniques of OSTBCs and MRT, respectively, and measure the performance of many other systems. An MMSE framework was introduced, conditioned on an arbitrarily quantized channel norm, and exact expressions were presented for estimation of the SNR and the capacity. Finally, the features of these two concepts (adapting the quantization to the statistics and robust performance estimation) were illustrated numerically.
