These "resonances" can be expanded in a series of fractional powers of tc, and therefore have a unitarily invariant significance for the family H(κ). An example shows that nonanalytic series may indeed occur; however, if a resonance is an actual eigenvalue of H{κ) for all sufficiently small real K, its series is analytic. Because the resonances cannot lie on the first sheet when K is real, these series must have a special form. In the generic case, they yield, as the lowest order approximation to the imaginary parts of the resonances, the famous Fermi's Golden Rule. The case when 2 Q is embedded at a branch point of (1) is studied by means of a simple example.
To outline briefly, Puiseux expansions are obtained in §1, and their special form is noted (c.f. [15, Theorem 4.2] ). In §2, a study of these series for perturbations which remove the degeneracy at λ 0 leads to Fermi's Golden Rule. The discussion of spectral concentration in §3 relies heavily on the arguments of [3] , particularly on a grouping of the resonances into "clusters" which act asymptoticly as a single simple pole. The examples appear in §4. The appendix contains a technical result which simplifies not only Theorem 3.1 but also [3, Theorem 2.1] (c.f. [3, p. 156; Note (1) ]). The results proved here were announced in [4] . Simon [14> 15] has recently discussed a similar problem for Nbody Hamiltonians with dilatation analytic interactions. It is of particular interest that the Balslev-Combes technique which he employs reduces the problem to that of an isolated eigenvalue of a non-self-ad joint operator. This gives an interesting insight into the occurrence of Puiseux series, and suggests that, in the general case, resonance series can be viewed as perturbation series for an isolated eigenvalue of a suitable non-self-adjoint operator. Simon considers eigenvalues of arbitrary finite multiplicity, and not, as erroneously remarked in [4] , only simple multiplicity.
Eigenvalues embedded at "thresholds" are not considered by Simon. Mathematically, a threshold may be variously described as (i) a branch point of an appropriate function, (ii) a point where the absolutely continuous part of T changes multiplicity, or (sometimes) (iii) an end point of the spectrum of T. The unperturbed eigenvalue in the second example of §4 is a threshold in all three senses. A slightly revised Golden Rule is shown to apply to this case.
Let us conclude this introduction with an observation about the invariant significance of "resonances". It is tempting, at first glance, to call a point Λ a resonance of the self-adjoint operator H if the continuation of some matrix element {{H -ζ)" 1 /, /) across the spectrum of H has a pole at Λ. However, this definition is worthless; for if H is the multiplication
(which is essentially the general case in which continuation is possible), then given any point Λ in the lower half-plane, there is a rational function f(x) for which the continuation of
has a pole at Λ. The "resonances" considered by various authors are always something more than this-poles of an S-matrix [11] , of an integral operator [13] , or (as here) of an operator-valued function. Accordingly, the definition of "resonance" is referred to some structure in addition to the operator H-such as outgoing subspaces, the representation of H as a differential operator, or a decomposition H= T+ AB*. While something of this sort is necessary in general, in the case of an analytic perturbation H(tc) of an embedded eigenvalue, a unitarily invariant significance can be attached to a Puiseux series Λ(/c) of "resonances" in the weak sense which we have scorned above. There is of course additional structure here, too: the analyticity of the families H(fc) and Λ(/c).
To be precise, suppose that H(ιc) is an analytic family [6, Chapter VII] of closed operators, self-adjoint for real tc, with essential spectrum independent of /c. Let λ 0 be an eigenvalue of H(0) and assume that for some vector / κ) -cr/, f) has a continuation F(ζ, tc) to a meromorphic function of (ζ, tc) for I tc I < δ and | ζ -λ 0 1 < δ. Assume further that 1* Puiseux series* The following assumptions will be made throughout this article. For proofs of the various assertions, see [2, 7, and 10] .
Let £έf and 3ίf f be separable Hubert spaces. Let T be a selfadjoint operator on έ%f with resolvent G(z) = (T -z)~ι> and let A and B be closed, densely defined operators from J%f to Sίf' such that &r(T) c &r(A) Π 3f{β) and (1.1) (Ax, By) = (Bx, Ay) for every x, y e 2f(A) n Suppose that for every zep(T), the operator AG(z)B*, which is defined on <&(B*) f has a bounded extension Q(z) to 3ίf f , and that /+ Q(z) is invertible for some zep(T).
Then, for sufficiently small real /c, there is a self-adjoint extension H(/c) of T + Λ:JB*A the resolvent of which is
whenever z e |θ(Γ) and 7 + ιcQ(z) has a bounded inverse. In particular, This result was proved in [2, §5] , except for analyticity of A(z, K) which is clear from the construction of A(z, tc) (see equation (2.2) below). However, we have omitted the hypothesis of [2] that Q(z) is compact. This can be done; for in [2] compactness was used only for two things: (a) to prove that / + fcQ ± (z) has a completely meromorphic inverse, and (b) to prove, by references to [10] , that H(κ) is self-adjoint for real K. However, we have argued above that (a) holds here, while (b) holds for K sufficiently small [10, p. 59 
where g Q , , g m^ and F are analytic, ^(λo, 0) Φ 0 and
) are the zeros of a polynomial in z with coefficients analytic in tc, namely A(z, ιc)/F(z, tc). Hence, (c.f. [6, pp. 63-66] ) ^(/u), * ,z m (ιc) are algebroidal functions having at most an algebraic singularity at tc = 0, and must therefore have Puiseux series expansions. The statement about multiplicities is part of this theory.
Since H(tc) is self-adjoint for real tc, R(z, tc), and hence Qt(z, tc), is analytic for Imz > 0, so that in the cycle (1.4), one has Imz 5 {tc) 0 for real tc, and each j = 1, •••, p. Therefore, the first term of (1.4) with a nonreal coefficient must have negative imaginary part for all real tc and j ~ 1, •••,#. But this can only happen for an even integer power tc 2n where, moreover, Im a 2nP < 0. If all coefficients a n (O 3% is the first nonzero term with n odd, then changing tc into -tc introduces a factor i, so that by proper choice of j, the imaginary part of this term can be made positive. Since this cannot occur, we must have p = 1.
REMARK. With perhaps a mild additional hypothesis, stationary scattering theory [8] shows that, for real K, the absolutely continuous parts of H(fc) and T in (λ 0 -δ 2 , λ 0 + δ 2 ) are unitarily equivalent. 2* Fermi's golden rule. In the simple case in which the perturbation B*A removes the degeneracy at λ 0 , calculation of the resonances up to terms of order tc 2 leads to the venerable Golden Rule for the line widths Γj(fc). In order to discuss this, we must recall the construction of A(z, K) [2, §5] .
It was proved in [2, p. 329; Theorem 3.1] that the residue of Q + (z) at λ 0 is -AP 0 [J?P 0 ]*, where P o is the orthogonal projection onto ker(Γ -λ 0 ). Hence the operator
which corresponds to the continuous part of T near λ 0 , is analytic on Ω. According to [2, p. 335; Theorem 5.1]
Using the formula det (I + ST) = det (I + TS) [6, p. 162 Taking the imaginary part of (2.5) for real /c, we obtain formally 
Formula (2.6) is Fermi's Golden Rule.
Proof of Theorem 2. Since the polynomial (λ x -ζ) (λ TO -ζ) obtained for tc = 0 has distinct simple zeros, equation (2.8) where
Expanding (2.7) gives so that, in fact,
3* Spectral concentration^ The following theorem extends the main result of [3] to embedded eigenvalues. 
κ-*0 JS(K) As shown in the appendix, the additional hypothesis insures that, for real Λ:, the poles of Qϊ{z, tc) are the complex conjugates of those of Qτ{z, tc). Thus we did not need to take into account the poles of Qτ(z, &) when defining S(tc), as was done for the corresponding set J n in [3, Theorem 2.1] . In order that 3f exists, it is sufficient that either A or B be bounded, or that A and B be commuting self-ad joint operators. Theorem 3.1 has a proof very similar to that of [3, Theorem 2.1] , but cannot be deduced directly from that result because the operator Q? (z, fc) , which corresponds to Qt{z y n) of [3] , tends to zero as Λ:->0, and cannot, therefore, satisfy Hypothesis III (b) of [3] . To avoid repeating the lengthy arguments of [3] , we shall simply carry the argument along to a point at which the arguments become essentially identical. A considerable study of [3] is therefore necessary to understanding the remainder of this section.
In order to surmount the difficulties posed by nonsimple poles, or poles close together, we shall show that for real tc, the resonances Z M, " ' 9 z m (κ) may be grouped into what we shall call clusters in such a way that, as /c -> 0, the resonances of a single cluster act together as a single, simple pole of Qt(z, fc), at least insofar as their asymptotic effect on the spectral measure of H(fc) is concerned.
The result of our considerations is a rather detailed description of the singular part of Qt{z, fc).
In the first two lemmas, fc may be complex. LEMMA The proof is a simple adaptation of the argument on pp. 69-70 of [6] . Certain additional facts obtained there do not hold here, since Qt(z, fc) is not a resolvent. Analyticity of L(z, tc) is proved in the proof of the next lemma.
Let Zj(κ){j = 1, -••, N) be the distinct poles of Qΐ(z, Λ:). Then Qΐ(z, fc) has the partial fraction expansion
(3.1) Qt{z, K Σ T^TΓ + + . L. + L(z, K) , i=i (Z -Zj(/c)) (Z - Z d (K)) m >
where L(z, fc) is analytic in z and /c. If z 3 (/c) has a Puiseux series expansion in powers of
It follows immediately that for small
(fc) either vanishes identically or is never zero. Hence, for small /c Φ 0, the order m ά of the jth pole z 3 
(fc) of Qΐ(z, ic) is independent of tz.
If the terms of the singular part of Qt(z, fc) in (3.1) are combined, we obtain4 L< < z > *) Δ(z, tc) where P{z y tc) is a polynomial in z with coefficients having at most an algebraic singularity at K = 0, and A(z, fc) is the analytic function of z and fc defined in § 1. where is analytic in z and K, for tc and z -λ 0 small. Expanding the right side, canceling / on both sides and dividing by tc yields the result. Analyticity of L(z, tc) and the coefficients of P{z, tc), as well as (3.2) follow from the formulas between equations (2.7) and (2.8) of [3] , where the discrete parameter n must be replaced by tc. Assume now that tc is real, and write
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-0, Qt(z 9 tc) --Q + (z) uniformly on 0 < ε ^ I z -λ 0 1 ^ δ 2 /or ever?/ ε > 0. (b) P(z, tc), Λ(z,
z,.(ιc) = Xj(tc) -iΓj(tc) (j = 1, . , N)
where Xj(tc) is real and Γ 3 (tc) ^ 0. We shall now describe the grouping of the z 3 '(tc) 9 s into clusters. To begin with, we specify that if Γj(tc) = 0, then z 3 (tc) is to form a cluster by itself. Otherwise, Γj(tc) > 0 for small tc Φ 0, and we shall assume now for convenience that
Γj(tc)>0
(i = l, ..-,#).
Then Γj{ιc) has a Puiseux series, so that If tc is small, the number of component intervals of
is independent of tc, and each component is the union of the intervals J ό {tc) corresponding to a certain set of resonances. For the distance between Xj(tc) and X k (κ) is of the order of some integral power of /c, and is therefore either much greater or much less than the length of Jj(tc). These sets are the clusters; they are independent of fc. We shall denote the components of (3.5) by
where N is the number of clusters. We shall refer to Cj(/c) and p 3 (fc) as the center and radius of the ith cluster. It is easily seen that if {z ι {fc) f , z Vl (fc)} is the first cluster, then
For if Xj(fc) and λ /c (Λ;) belong to the first cluster, the distance between them is much less than either Sj(fc) or δ k (tc) y neither of which can exceed pχ(fc). Similarly
because c x {tc) -~ c 2 (tc), being determined by the X^tcYs, is of integral power order, while pj(tc), being determined by the δ 3 (fcγs is not. Similar statements hold for other clusters. The interpretation of (3.6) is that the resonances of a cluster are asymptotically very close to the center of the corresponding interval (c n -p n , c n + p n ), while (3.7) says that distinct components of (3.5) are asymptotically very small compared to their distance apart. LEMMA 3.4 .
For Im z > 0, and \ z -λ 0 1 <; δ 2
\\P(z,tc)\\^C\Δ(z ff c)\(lmzΓ where C is independent of tc.
Proof. For each /c, the coefficients of P(z, tc) are of finite rank, since they are residues of functions with singular parts of finite rank, and are also analytic in /c. The lemma therefore follows by a proof similar to that of equation (2.8) of [3] .
The procedures of [3] could now be applied to yield an asymptotic expansion for the singular part P(z, fc)/Δ(z, fc) of Qtiz, tc). However, we shall be content to remark that for any sequence tc n -• 0, the quantities P(z, tc n ), Δ(z, tc n ), etc. have precisely the properties of P n (z), Δ n (z) etc. which are used in the proof of [3, Theorem 2.1] from equation (2.10) of [3] onward. The remainder of the proof of Theorem 3.1 follows [3] with essentially no change. 4* Examples* We shall now consider some simple examples which illustrate certain phenomena. EXAMPLE 1. We shall first give an example in which a nonanalytic Puiseux series occurs. Let έ%f = L 2 (-oo f +co)0^2, and let e lf e 2 be the usual orthonormal basis of
where u e L 2 (-oo, + oo), ζ e 0 2 and c is a fixed real number. H o = T has absolutely continuous spectrum of simple multiplicity, except for an embedded eigenvalue c of multiplicity m = 2. Let fι(t), f z {t) be an orthonormal pair of functions in L 2 (-oo f +oo), and define an where For simplicity, let us now take c = 0. Then, if the function
has a simple zero at 3 = 0, the function g(z) has a Puiseux series expansion g{z) = a Q + α^1 72 + α 2 2; + where α L Φ 0. It then follows easily from
which means that z(fc) has a nonanalytic Puiseux series in /c. We shall therefore have obtained the desired example, if we can find and f 2 (t) such that H(z) has a simple zero at 2 = 0. To this end, let and Λ(ί) = (2 -2ε)-1/2 sgn ί 0 < ε < | ί | < 1 = 0 otherwise .
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Then f t and f 2 are an orthonormal pair, and since they are real,
The values of F n (0) and i' Yi(O) may be computed from It therefore remains to choose ε such that H(0) = 0; that is, such that But since Φ(e) is decreasing on 0 < ε < 1, Φ(0 + ) = +00, and Φ(l -) = 0, there is a unique ε in the interval 0 < ε < 1 satisfying this equation.
Finally, note that the Puiseux series appears here as a degenerate case, since in the usual case when H(z) does not vanish at the origin, g(z) and hence z(/c), have two distinct analytic branches. EXAMPLE 2. An example will now be given of an eigenvalue of multiplicity one embedded at an end point of the continuous spectrum, and perturbed by an operator of rank two, which gives rise to a resonance or an eigenvalue which cannot be represented as a Puiseux series. The endpoint appears as a branch point of Q + {z). Branch points of continued quantities occur in Simon's articles [14, 15] as "thresholds" for certain processes (that is, the minimum energies at which the processes can occur). His theory excludes eigenvalues embedded at thresholds-with good reason, as this example shows. Most of the thresholds in [14, 15] are embedded in a continuous spectrum, rather than at an end point. An example of this along the present lines would be easily constructed. The example is similar to Example 8.3 of [5, p. 581] . The operator H Q = T on L 2 (0, co)0 0 defined by
has absolutely continuous spectrum [0, <>o) and an eigenvalue at λ 0 = 0 with eigenvector
We assume that λ x > 0 and Γ|/(ί)|«<Zί = l.
Jo
The perturbation V has rank 2, so the resonances are to be sought as poles of an analytic continuation of the inverse of the matrix W (z, tc) while for K > 0, there is a resonance. A notable feature, however, is that one may obtain a Puiseux series by taking, for example, a -±1/2, in which case W(z, /c) has only an algebraic singularity at z = 0. In fact there are only two sheets, and it is interesting to note that for ft < 0, these is a pole on the second sheet directly below the eigenvalue λ(/r). which agrees with (4.5).
APPENDIX. Let T be self-adjoint and suppose that for some pair of vectors /, g the function has meromorphic continuations r ± (z) across some interval of the real axis. That the poles of rΛz) need not be the complex conjugates of the poles of r+(z) may be seen by taking Tu(t) = tu(t) on L 2 (-oo, +oo) and choosing f(t) = (t + i)~ι and g(t) = (ί -i)"
1 . Then r+(z) has a pole at z = -i, while r_(z) vanishes identically.
Similarly, the poles of Qt(z) and Qτ(z) are not always conjugate. For A = ( , /)/ and B = ( , g)g are bounded and self-ad joint, and AB = J5A = 0 because / and g are orthogonal. Hence, H = T + £*A = T, and Qi(«) -QCO -(G(z)f, </)(•, </)(/ -r(z)( , /)</ so that Qί(») has a pole at s = -i while Qr(^) vanishes identically.
We shall give sufficient conditions that Qt(z) and Qτ(z) have conjugate poles. Let T, A, and B satisfy the hypotheses of § 1, and assume that Qf 
