I. INTRODUCTION
Type-1 diabetes is a chronic disease that afflicts about one million Americans and results when the pancreas produces little or no insulin. Insulin is a 51 amino acid, dualchain hormone that is essential for glucose metabolism. The treatment of this disease requires additional insulin delivery, often via daily injections which can become troublesome for the patient. It is known that the frequency of these injections can be reduced by the use of suspensions of insulin microcrystallites. 1, 2 The formation of insulin crystal microspheres is an important practical example of protein aggregation and crystallization from solution in the field of drug delivery. Considerable recent attention has been given to characterizing the thermodynamics and kinetics of insulin crystallization. A challenging problem in the therapeutic use of insulin involves the physical instability of fibril formation; these fibrils are long fibers whose diameters range from 3 to 15 nm and whose lengths range up to several microns. 3 By studying the kinetics of the formation of insulin fibers, one hopes to obtain information to help prevent the formation of the fibrils. Substantial progress has been made in understanding insulin fibrillation, aggregation and crystal growth mechanisms. In particular, it is known that several steps are involved in the fibrillation process, including the nucleation of the stable crystal phase from solution, growth (via elongation of the nuclei to fibrils) and their subsequent precipitation (formation of floccules). [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] The kinetics of insulin particle formation is a complex process that depends on several parameters, such as the insulin concentration, pH, ionic strength, anions and agitation. 4 The usual method of forming microcrystals of insulin in pharmaceutical applications involves batch a) Author to whom correspondence should be addressed. Electronic mail:
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crystallization in which an insulin species is dissolved in acid solution. This is followed by the addition of zinc chloride and other salts to precipitate microcrystals. Experimental studies under controlled conditions have shown that in such cases both nucleation and fibril growth are controlled by hydrophobic and electrostatic interactions. 4 In an interesting recent paper by Bromberg et al., 15 an alternative polythermal method has been carried out which eliminates the addition of zinc salts to cause protein precipitation. This involves using polyethylene glycol (PEG) as the precipitating agent, together with a pH that is close to the insulin isoelectric point. This novel method fabricates spherical microspheres of insulin and is of potential value in therapeutic drug delivery. The microcrystals formed by this method were monodisperse and uniformly spherical. A particularly striking feature of this new method is the initial formation of a fractal network of insulin molecules that is then broken up by stirring and subsequent dilution of the system. In Bromberg et al.'s 15 work, the kinetics of forming the microspheres were studied by using dynamic and continuousangle static light scattering methods. A brief summary of their experiment is as follows. They created a supersaturated solution by rapid cooling of a ternary insulin-PEG-water system. They then measured the nucleation induction time from the onset of a rapid increase of the relative intensity of the scattered light, characteristic of the formation of a solid phase. This induction time (the time from the moment of creating a metastable, supersaturated solution to the detection of a solid phase) was of the order of tens to a few hundreds of seconds, which is much shorter than the induction times described in the protein literature. They found that the dependence of this induction times was inversely proportional to the square of the logarithm of the supersaturation, as predicted by classical nucleation theory. They also studied the subsequent early stage kinetics of growth of this (presumably) collection of droplets of the nucleating phase using small angle light scattering. The relative scattering intensity I (q) increased several orders at the forward angles over time, and was devoid of peaks characteristic of spinodal decomposition. The authors plotted I (q) versus scattering vector q (in double logarithmic coordinates) in order to obtain scaling information about the structure of the forming aggregates. After approximately ten minutes they observed that I (q) was proportional to q −1.8 , which is typical of scattering by fractal structures and in accordance with the case of a diffusion limited clustercluster growth mechanism. 16 This network develops through fibrils growing and encountering other fibrils, linking together to form junctions. Bromberg et al. 15 speculated that the presence of the large concentrations of PEG altered the mechanism of insulin aggregation observed in acid, denaturing media, in which rather well-organized three-dimensional fibril structures have been observed. This change in mechanism could occur through depletion interactions induced by PEG. They also studied the size and shape of particles formed in late stage aggregation, using continuous-angle static light scattering methods. The contents of the scattering cell were agitated by brief vortexing and diluted 100-fold into another scattering cell. The authors found that in this case the scattering intensity satisfied I (q) ∼ q −4 , which is consistent with Porod's law, 17 a behavior that is typical of globular structures, such as microspheres. Electron microscope studies of this system in fact revealed the presence of a relatively uniform dispersion of spherical insulin particles.
The fact that Bromberg et al. 15 were able to obtain uniformly spherical insulin particles with a narrow particle size distribution could be of importance in the delivery of insulin. Their results are in clear distinction with other processes of forming microcrystalline insulin particles, in which crystallization results in acidic aqueous/acetone solutions with zinc salts. In such a case, the crystallization develops via the generation and spreading of crystal layers. It is therefore of interest to see if one can develop a simple theoretical model that can predict the formation of the fractal network, its fractal dimension and the subsequent break-up of the fractal network into microsphere aggregates. One simple approach to try is to develop a model in which the effect of PEG on insulin is modeled via a standard depletion attraction mechanism via the Asakura-Oosawa model. 18, 19 This model is an approximate description of the effects of PEG on colloidal particles and has a phase diagram that depends on the concentration of PEG as well as the ratio of the radius of the colloidal particle to the radius of gyration of PEG. 20 The model, however, is independent of temperature, so in this regard it cannot describe the temperature effects of the experiment. However, it provides an interesting model in that we show it is possible to mimic important aspects of the insulin experiment in a Brownian Dynamics simulation. We simulate the effect of changing temperature in our model by changing the well depth of the Asakura-Oosawa potential, as discussed in Sec. II. A fractal network forms in a "deep quench" of the system which, when followed by a "heating" results into a breakup of the network and subsequent formation of spherical droplets.
The rest of the paper is organized as follows. In Sec. II we describe the model and numerical method employed in our work. In Sec. III we present simulation results. First, we study the kinetics of formation of the fractal network. Next, we study the break-up of this fractal network into microspheres and study the crystal structure of the microspheres. Finally, we conclude in Sec. IV with a brief summary and discussion of the results.
II. MODEL AND SIMULATION METHOD
Our simple model assumes that the dominant interaction between two insulin molecules near the isoelectric point is a combination of a depletion attraction and hard-sphere repulsion. We use the Asakura-Oosawa model to describe the depletion attraction. Although this is only a semi-quantitative description of this attraction, it does provide us with a useful starting point in a Brownian Dynamics simulation for studying the kinetics of a fractal network formation and its subsequent break-up into microspheres.
In our Brownian dynamics (BD) simulations, 21 we consider three-dimensional systems of sizes L = 64 σ and L = 128 σ in units of the monomer diameter σ . All other length scales are measured in units of σ as well. We consider several monomer volume fractions in this study ranging from f = 0.001 − 0.02.
The equations of motion for the BD simulation read as:
where is the friction coefficient and W i , the random force acting on each colloidal particle i, is a Gaussian white noise satisfying a fluctuation-dissipation relation. Hydrodynamic interactions, including lubrication forces, are ignored in the simulation as they might not be of predominant importance for a study of quiescent secondary minimum colloids. 22 The potential U acting upon each colloidal particle has a twofold contribution: the two-body depletion potential of AsakuraOosawa-Vrij (U AO ) plus a repulsive hard-core-like interaction (U hc ) given by the following expressions:
where
and
In Eq. (3), ξ is the size-ratio between a polymer coil and a colloidal particle which controls the range of the depletion interaction in the Asakura-Oosawa-Vrij model and φ p is the polymer volume fraction which controls the strength of the interaction. Most of our simulations are for ξ = 0.1, while some simulations have also been carried out for ξ = 0.8. In the hard-core-like repulsive interaction given by Eq. (4), we have set α = 36. Exponents α < 36 are reported to lead to anomalies when a hard-core mimic is required in the potential. 23, 24 The total pair-potential U = U AO + U hc passes through a minimum value (U min ) that depends on ξ and φ p . In what follows, we will often characterize the strength of the potential in terms of the absolute value of the minimum potential depth, U m ≡ |U min |. We choose = 0.5 and time step t = 0.005 in reduced time units of σ (m/kT ) 1/2 with m = 1. For this choice of , particle motion is purely diffusive for t 1/ , i.e., t 2 in our units. Periodic boundary conditions are enforced to minimize wall effects. All simulations start from a random initial monomer conformation and the results for the kinetics are averaged over several (5-10) runs.
III. RESULTS
In order to accelerate the kinetic process, we first perform a deep quench below the liquid-crystal boundary that leads to a fractal network formation. We next heat the system to obtain a break-up of the fractal clusters and form several fragments around the critical size (several hundred units), then cool the system to obtain a spherical aggregation of droplets modulated by surface tension with a relatively narrow size distribution.
A. Morphology and growth kinetics for deep quenches
For low volume fractions f = 0.02 and a deep quench to U m = 10 kT , a transition from a single dispersed-phase to a coexistence of two phases starts to develop as one would expect from the phase diagram of the model system.
Snapshots of fractal aggregate formation (for ξ = 0.1, short range) amidst the colloidal gas phase are shown in Fig. 1 at various time steps. At the beginning [ Fig. 1(a) ], 10013 colloid monomers are introduced at random sites in the simulation box (L = 64); they do not overlap. Shortly afterwards, nuclei form and grow as a disordered, fractal aggregate; these aggregates then collide with others [ Fig. 1(b) ]. Metastable fractal network structures are obtained at late times as can be seen in Figs. 1(c) and 1(d) . Figure 2 shows plots of the structure factor at various times durings the evolution of the system. In Fig. 2(b) , the Porod regime of S(q) ∼ q −(d+1) is observed for large q-values, originating from the short-range crystalline packing of the monomers; this confirms our direct observations that the growing clusters are compact at short length scales. value of D f is typical of diffusion-limited cluster-cluster aggregation (DLCA). 17 Figures 3(a) and 3(b) show log-log plots of the temporal behavior of the number of clusters, N c , and their average radius of gyration, R g (in units of monomer diameter), respectively. The kinetic theory based on the mean-field Smoluchowski equation predicts that for irreversible aggregation at late times, the temporal behavior of the number of clusters should satisfy N c (t) ∼ t −z , where z is the kinetic exponent that depends on the homogeneity constant, λ, of the aggregation kernel, z = 1/(1 − λ). For the DLCA model with a Brownian coagulation kernel, λ = 0 and z = 1 in three dimensions. 25 The simulation results shown in Fig. 3 (a) are consistent with the DLCA value of z = 1 as N c (t) ∼ t −1 over a large time interval. The increase of the kinetic exponent at late times from its DLCA value of z = 1 is due to the system becoming "cluster dense" at late times and is well documented in the literature. 26, 27 Our results for R g shown in Fig. 3(b) can be understood in the following way. First, there is an initial sudden fast formation and growth of clusters. As far as we can tell, this initial process is due to an instability, rather than a nucleation, process. Subsequently, these clusters grow with time with a power law with n ≈ 0.55. In the scaling description of DLCA, the exponent n is related to z and D f in the following way: n = z/D f . For D f = 1.8 this yields n = 1/1.8 = 0.55, consistent with our simulation results.
B. Microsphere formation during the break-up of the fractal structure
In the next phase of the simulation, we pick out the largest cluster in the system after a deep quench and put it into another simulation box to mimic the dilution process in the experimental study [ Fig. 4(a) ]. Then we change the well depth of the Asakura-Oosawa potential to various shallower values which we loosely term "heating" the system. As shown in Fig. 4(b) , the fractal network breaks up into a combination of spherical structures and a colloidal gas phase when heated to U m = 2.88 kT . Subsequently, the spherical clusters of Fig. 4 (b) coagulate to form bigger spheres in Fig. 4(c) . The colloidal gas phase, however, persists at this temperature.
In another run, we take the system corresponding to Fig. 4(b) and cool it to a lower well depth of 3.72 kT and let it evolve [ Fig. 4(d) ]. This lowering of the well depth reduces the monomer concentration in the system significantly.
In Fig. 5 , we plot the cluster size N versus radius of gyration, R g , for the microspherical clusters corresponding to the system state of Fig. 4(d) for ten different runs. From the slope we find the mass fractal dimension of these clusters is D f = 3, which confirms our conclusion from visual inspection that these clusters are spherical.
To characterize a spherical cluster at late times, we compute the radius of gyration R g and the perimeter radius R p for the growing cluster. For a compact spherical cluster, R p is related to R g in the following way:
We then define the core of the cluster as comprised of all particles residing at a distance ≤R g from the center of mass and the cluster surface as a collection of all particles residing at a distance ≥ R p from the center of mass. We then consider a single particle residing in the core and calculate the distances from it of its closest 36 neighbors. We then repeat this for all the particles in the core and average these distances to obtain the average distance r (i) as a function of the i-th neighbor for these particles. We repeat this calculation for the surface particles.
Our results are shown in Fig. 6 . The cluster core shows 12 nearest neighbors (nn) within a small spread of distance indicating a closed packed crystal structure (fcc or hcp). A subsequent discontinuity in distance indicates the beginning of the next-nearest neighbor sequence and six such next nn follows. Another weak discontinuity comes next and then the sequence of 3rd nearest neighbors follows. As also shown in Fig. 6 , we find that the surface structure of the cluster is, however, liquid-like.
We define the near-neighbor distance d as the location of the first discontinuity in the neighbor distances. The number of near neighbors of a particle i within d is denoted as N b (i) and is used in our calculations of various bond orientation order parameters described in the following section.
Next we compute local bond order parameters for particles in the growing cluster. For this purpose, we follow an algorithm based on spherical harmonics. 28, 29 We first associate spherical harmonics with all the neighbors of each particle in FIG. 5 . Log-log plot of the number of particles N in a cluster, vs. radius of gyration, R g of the cluster. The system state is the same as in Fig. 4(d) ; however, data from 10 runs are used in this graph. The dotted line has a slope of 3.
FIG. 6. Plot of average distance r(i) of the ith neighbor for particles in the largest spherical cluster corresponding to the state of the system as in Fig. 4(d) .
the cluster and compute
herer i j is the unit vector connecting particles i and j which uniquely determines the polar and azimuthal angles θ i j and φ i j ; these in turn can be used to compute the spherical har-
The local order parameter q l (i) is then defined as:
We compute this quantity for each particle i in the cluster (separately for core and surface sites) and then compute the probability (frequency) distribution functions for l = 4 and l = 6. Our results for the frequency distribution P(q 4 ) and P(q 6 ) for the cluster core are shown in Figs. 7(a) and 7(b), respectively. We observe that the crystal structure inside the core of the cluster is predominantly a mixture of fcc and hcp structures. It seems that the hcp structure is more dominant at early stages while the fcc structure is dominant in the later stages.
C. Morphology of clusters for longer range Asakura-Oosawa potential
In this set of simulations, we choose a longer range for the Asakura-Oosawa potential (ξ = 0.8), which would correspond to a larger molecular weight of PEG used in the insulin experiment. In this case, the original network for a 10 kT deep quench is thicker as shown in Fig. 8(a) . The entire system that evolves after the deep quench breaks up into spherical droplets with a background of a colloidal gas phase [Figs. 8(b) and 8(c)] when warmed up to a well depth of 2.2 kT . Subsequently, the monomer phase is depleted as the system is cooled to 2.64 kT . 
IV. SUMMARY AND CONCLUSIONS
We have studied the Asakura-Oosawa model for the depletion interaction between PEG and insulin monomers. As one increases the concentration of PEG in the model, one increases the strength of the attractive interaction, while an increase of PEG molecular weight increases the range of the insulin-insulin effective interaction. We have found that our results are somewhat dependent on the range and strength of this interaction. For a short ranged interaction and a deep quench, we form mass fractals that upon heating (actually we reduced the well depth in the simulation) break-up into droplets. These droplets grow initially as the monomers con- dense on them. As the monomer population decreases, subsequent growth occurs due to cluster diffusion and coagulation. Upon cooling this system a bit, we slow down the growth process so that a relatively stable collection of droplets results. As noted in Sec. III, it appears that the initial formation of the fractal network is an unstable, rather than a nucleation, process. We see no evidence of an induction time, for example, in contrast to the experimental study, in which a finite (but small) induction time was observed. The most likely explanation for this is that the experiment and simulation studies were carried out in different regions of the phase diagram, i.e., metastable versus unstable. It is thought that the metastable region for the models with short-range attractive forces is in fact quite small, in that the classical spinodal curve lies close to the bimodal curve. 30 Thus, the fact that we do not seem to observe nucleation in this model even for the very small volume fractions considered here is consistent with this. We will consider in a future work the possibility of seeing a nucleation regime for this model. We should note, however, that although the initial stages of formation of a fractal network in our model differs from that of the Bromberg et al. 15 study, we nevertheless are able to break-up this network into a collection of spherical droplets, which is the main result of the Bromberg et al. 15 experiment. Given the complexity of the insulin fibrillation, aggregation and crystal growth mechanisms, we recognize that our work will need to be refined subsequently to capture more details of these processes. For example, the model needs to incorporate interactions other than depletion interactions such as the van der Waals interaction and a short-ranged repulsive interaction. These additional interactions are needed to reproduce the experimental solubility curve and the fact that PEG-protein interaction seems to have a short-range repulsive contribution in addition to the depletion interaction. Given the success of our work with the depletion interaction alone, it is our hope that a systematic study of this improved model will lead to a more detailed understanding of the role of PEG on insulin solutions and in particular on the kinetics of droplet formation starting from a fractal state.
