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Introduction
Spatial econometric models, which are variants of the ones suggested by Ord (1973, 1981) , have been widely used in regional science, geography, and economics. 1 Maximum likelihood is one method of estimating the parameters of these models. However, until Lee (2004) , there was no formal theory establishing large-sample results for maximum-likelihood estimators of the parameters of these models. In addition, as Kelejian and Prucha (1999) indicate, under certain conditions the implementation of maximum-likelihood procedures involves computational difficulties. Kelejian and Prucha (1999) suggested an alternative method of estimating these models to overcome these hurdles. Their procedure was based on a generalized method-of-moments (GMM) estimator of the autoregressive parameter in the disturbance process. Although they demonstrated the consistency of their GMM estimator, they did not determine its large-sample distribution and so tests relating to that autoregressive parameter could not be carried out in their framework. Kelejian and Prucha (1999) gave their results under the usual assumption that the innovations of the disturbance process were homoskedastic. This homoskedasticity assumption restricts the scope of applications of their procedure because cross-sectional spatial units often differ in size and other characteristics which causes one to suspect that the innovations to the disturbance process are heteroskedastic.
In a later paper, Kelejian and Prucha (2007b) extended their earlier results in a variety of directions. In particular, they considered a Cliff-Ord-type spatial-autoregressive process with heteroskedastic innovations and suggested a GMM estimator, sayρ, for the autoregressive parameter of that process. That GMM estimator was assumed to be based on estimated residuals that were formulated in terms of a regression parameter estimator, sayδ. Under reasonably general conditions, they gave the large-sample distribution of their GMM estimator,ρ. They also gave the joint large-sample distribution of their GMM estimatorρ and the regression parameter estimatorδ.
Given their generality the results in Kelejian and Prucha (2007b) cover a wide array of settings. For example, their assumptions underlying their GMM estimatorρ were general enough to include cases in which the residuals that were used in their GMM estimation could have come from a linear, or a non-linear spatial regression model. Similarly, their results concerning the large-sample joint distribution of their GMM estimatorρ and the regression parameter estimatorδ were general enough to include a variety of cases. For example, their regression parameter estimator could be a 2SLS estimator, a feasible generalized 2SLS estimator, etc. Similarly, their GMM estimator ρ could be based on estimated residuals obtained from a 2SLS estimator, a feasible generalized-spatial 2SLS estimator (GS2SLS), etc. Their results 1 Classic references to spatial models are Ord (1973, 1981) , Anselin (1988) , and Cressie (1993) Bell and Bockstael (2000) , Audretsch and Feldmann (1996) , Besley and Case (1995) , Shroder (1995) , Holtz-Eakin (1994) , and Case, Hines, and Rosen (1993).
1 concerning the joint large-sample distribution ofρ andδ were general enough to cover a variety of combinations ofρ andδ. For instance, among other things,ρ could be based on 2SLS residuals, andδ could be the GS2SLS estimator.
Given their aim of providing a general estimation theory, Kelejian and Prucha (2007b) do not provide specific expressions for the large-sample distribution for specific estimators. Because of this practitioners may find it challenging and/or tedious to specialize the general distributional results for a particular estimator-model combination.
The purpose of this paper is three fold. First, we specify a typical linear spatial model that might be considered in practice and demonstrate that our suggested estimators of its parameters satisfy the general assumptions in Kelejian and Prucha (2007b) . This model allows for spatial lags in the dependent variable, the exogenous variables, and disturbances, and allows for heteroskedasticity of unknown form in the innovations. Second, we specialize the general distributional results in Kelejian and Prucha (2007b) for our estimators of the parameters in this model. These results make estimation of and inference about the parameters of this spatial model, and special cases of it, straight forward. Third, we give Monte Carlo results which describe the small-sample properties of our estimators, the estimators of their variances, as well as corresponding Wald-type tests.
Our Monte Carlo results suggest that our estimators behave quite nicely in small samples. They also suggest that the maximum-likelihood estimator of the autoregressive parameter in the disturbance process can be substantially biased in certain circumstances.
A Spatial Cliff-Ord-Type Model

Specifications
In this section we specify a linear spatial model that allows for spatial lags in the dependent variable, the exogenous variables, and disturbances. Consistent with the terminology introduced by Anselin (1988) , and used elsewhere in the literature, e.g. in Kelejian and Prucha (2007a) , we refer to this model as a spatial ARAR(1,1) model, i.e., SARAR (1, 1) . The specification does not assume homoskedastic innovations, but instead allows for heteroskedasticity of unknown form. Apart from allowing for heteroskedasticity the assumptions are similar to those made in the existing literature. Since those assumptions have been discussed in detail before, our discussion of them will be brief. 2 Consider the following spatial model relating to n cross sectional units: y n = X n β + λW n y n + u n (1) = Z n δ + u n , and u n = ρM n u n + ε n ,
where Z n = [X n , W n y n ], δ = [β 0 , λ] 0 , y n is the n × 1 vector of observations of the dependent variable, X n is the n × k matrix of observations on non-stochastic (exogenous) regressors, W n and M n are n × n non-stochastic weights matrices, u n is the n × 1 vector of regression disturbances, ε n is an n × 1 vector of innovations, λ and ρ are scalar parameters, and β is a k × 1 vector of parameters. The subscript n denotes dependence on the sample size and so (1) and (2) allow for triangular arrays. Consequently, this specification allows some or all of the exogenous variables to be spatial lags of exogenous variables. Thus the model is fairly general in that it allows for spatial spill-overs in the endogenous variables, exogenous variables, and disturbances.
Our discussions will also utilize the following spatial Cochrane-Orcutt transformation of (1) and (2): y n * (ρ) = Z n * (ρ)δ + ε n ,
where y n * (ρ) = y n − ρM n y n and Z n * (ρ) = Z n − ρM n Z n . The transformed model is readily obtained by pre-multiplying (1) by I n − ρM n . The spatial weights matrices and the autoregressive parameters are assumed to satisfy the following assumption.
Assumption 1 (a) All diagonal elements of W n and M n are zero. (b) λ ∈ (−1, 1), ρ ∈ (−1, 1). (c) The matrices I n −λW n and I n −ρM n are nonsingular for all λ ∈ (−1, 1), and ρ ∈ (−1, 1).
Assumption 2
The innovations {ε i,n : 1 ≤ i ≤ n, n ≥ 1} satisfy Eε i,n = 0, E(ε 2 i,n ) = σ 2 i,n with 0 < a σ ≤ σ 2 i,n ≤ a σ < ∞, and sup 1≤i≤n,n≥1 E |ε i,n | 4+η < ∞ for some η > 0. Furthermore, for each n ≥ 1 the random variables ε 1,n , . . . , ε n,n are totally independent.
Assumption 3 The row and column sums of the matrices W n and M n are bounded uniformly in absolute value by, respectively, one and some finite constant, and the row and column sums of the matrices (I n − λW n ) −1 and (I n −ρM n ) −1 are bounded uniformly in absolute value by some finite constant.
It is evident from (1) and (2) that, under typical specifications, W n y n will be correlated with the disturbances u n , which motivates the use of the instrumental variable procedure. The selection of instruments as an approximation to ideal instruments is discussed in Prucha (1998, 2007a,b) , and a review of that discussion is given below. At this point let H n be an n × p matrix of non-stochastic instruments where p ≥ k + 1, and note that in practice H n would depend upon X n . Our assumptions concerning X n and H n are given below.
Assumption 4 : The regressor matrices X n have full column rank (for n large enough). Furthermore, the elements of the matrices X n are uniformly bounded in absolute value.
Assumption 5 : The instrument matrices H n have full column rank p ≥ k + 1 (for all n large enough). Furthermore, the elements of the matrices H n are uniformly bounded in absolute value. Additionally H n is assumed to, at least, contain the linearly independent columns of (X n , M n X n ). Assumption 6 : The instruments H n satisfy furthermore:
(a) Q HH = lim n→∞ n −1 H 0 n H n is finite, and nonsingular.
(b) Q HZ = plim n→∞ n −1 H 0 n Z n and Q HMZ = plim n→∞ n −1 H 0 n M n Z n are finite and have full column rank. Furthermore, Q HZ * (ρ) = Q HZ − ρQ HMZ has full column rank.
(c) Q HΣH = lim n→∞ n −1 H 0 n Σ n H n is finite and nonsingular, where
In treating X n and H n as non-stochastic our analysis should be viewed as conditional on X n and H n .
A Brief Discussion of the Assumptions
Among other things, Assumption 1 implies that the model is complete in that the dependent vector y n can be solved for in terms of X n and the innovation ε n . Specifically,
For a detailed discussion of the specification of the parameter space for the autoregressive parameters and normalizations of the spatial weights matrices see Kelejian and Prucha (2007b) .
Assumption 2 allows the innovations to be heteroskedastic with uniformly bounded variances.
Given (4), Assumption 2 implies that E(y n ) = (I n − λW n ) −1 X n β. Since under Assumptions 1 and 3 the roots of W n are all less than one in absolute value,
We suggest a multi-step estimation procedure below. In the first step instruments are needed for Z n , and in a later step instruments are needed for M n Z n . The ideal instruments are
In light of (5), all of the columns of E(Z n ) and E(M n Z n ) are linear in
Let H n be a subset of the columns in (7), say
where, typically, q ≤ 2. Then the evident approximation to the ideal instruments for Z n and M n Z n is P n Z n and P n M n Z n where P n is the projection matrix:
In passing note that, via Assumption 5, H n is assumed to contain at least the linearly independent columns of X n and M n X n , and therefore
Assumption 3 is a technical assumption which is used in the large-sample derivation of the regression parameter estimator. Among other things, this assumption limits the extent of spatial autocorrelation.
Assumption 4 rules out multicollinearity problems, as well as unbounded exogenous variables. Among other things, Assumption 5 implies that there are at least as many instruments as there are regression parameters. Assumption 6 rules out redundant instruments and specifies conditions which ensure the identifiability of the regression parameter estimators.
Estimators
In this section we specify GMM and instrumental variable (IV) estimators for the model parameters ρ and δ. The suggested estimation procedure consists of two steps. Each step consists of substeps involving the estimation of ρ and δ by GMM and IV methods. In step 1, estimates are computed from the original model (1) . Those estimates are used in step 2 to compute estimates from the transformed model (3), with ρ replaced by an estimator.
Moment Conditions
Following Kelejian and Prucha (2007b) our estimators for ρ will be GMM estimators corresponding to the following population moment conditions:
.i,n m .i,n ) and A 2,n = M n . It is readily seen that these moment conditions can also be written as.
The first condition in equation (10) allows the innovations to be heteroskedastic of unknown form. If the innovations are homoskedastic with finite variance σ 2 , this condition simplifies to
Under the null hypothesis of homoskedasticity, sample versions of the two conditions will converge to the same quantity.
GMM/IV Estimators, Original Model
Step 1a: 2SLS Estimator In the first step, δ is estimated by 2SLS applied to model (1) using the instrument matrix H n in Assumption 5. Let e δ n denote the 2SLS estimator, then
where e Z n = P H Z n = (X n ,Ŵ n y n ),Ŵ n y n = P H W n y n , and where
n . An instrument matrix such as H n was suggested originally in Kelejian and Prucha (1998).
Step 1b: Initial GMM Estimator of ρ Based on 2SLS Residuals In light of (1) and (12) , the 2SLS residuals are e u n = y n − Z n e δ n . Let e u n = M n e u n , and e u n = M 2 n e u n . Consider the following sample moments corresponding to (11) based on estimated residuals:
where the elements of the 2×1 vector g n and the 2×2 matrix G n are defined in Appendix B.1. Equation (13) implies that the elements of g n ( e δ n ) and G n ( e δ n ) are observable functions of e u n , e u n , and e u n . Our initial GMM estimator for ρ is defined asρ
where a ρ ≥ 1. In light of the second expression in (13) the estimator can be viewed as an unweighted nonlinear least squares estimator. Given further assumptions listed below, it is consistent, but not efficient because of this lack of weighting.
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Step 1c: Efficient GMM Estimator of ρ Based on 2SLS Residuals As might be anticipated from the discussion above, our efficient GMM estimator of ρ is a weighted nonlinear least squares estimator. Specifically, this estimator is e ρ n where
and where the weighting matrix is e Ψ −1
n . The matrix e Ψ n = e Ψ n (ρ n ), defined in Appendix B.2, is an estimator of the variance-covariance matrix of the limiting distribution of the normalized sample moments n 1/2 m(ρ, e δ n ).
GMM/IV Estimators, Transformed Model
Step 2a: GS2SLS Estimator Consider the spatial Cochrane-Orcutt transformed model in (3). Analogous to Kelejian and Prucha (1998) we now define a generalized spatial two-stage least squares (GS2SLS) estimator of δ as the 2SLS estimator of the transformed model in (3) after replacing the parameter ρ by e ρ n computed in Step 1c. Specifically, the GS2SLS estimator is defined as
where y n * (e ρ n ) = y n −e ρ n M n y n , Z n * (e ρ n ) = Z n −e ρ n M n Z n , b Z n * (e ρ n ) = P H Z n * (e ρ n ), and where
Step 2b: Efficient GMM Estimator of ρ Based on GS2SLS Residuals The GS2SLS residuals are given by b u n = y n − Z n b δ n (e ρ n ). Let b u n = M n b u n , and b u n = M 2 n b u n . Now consider the sample moments m(ρ, b δ n ) obtained by replacing the 2SLS residuals in (13) by the GS2SLS residuals b u n , b u n , and b u n . The efficient GMM estimator for ρ based on GS2SLS residuals is now given by
where the weighting matrix is b Ψ
3, is an estimator of the variance-covariance matrix of the limiting distribution of the normalized sample moments n 1/2 m(ρ, b δ n ). 
Large Sample Distribution
In this section we give results on the joint limiting distribution of the initial 2SLS estimator, e δ n , and the efficient GMM estimator of ρ based on 2SLS residuals, namely e ρ n . These estimators relate to the untransformed model.
We also give the joint limiting distribution of the GS2SLS estimator b δ n , and the efficient GMM estimator of ρ which is based on GS2SLS residuals, namely b ρ n . These estimators correspond to the transformed model. Proofs are given in Appendix C.
GMM/IV Estimators, Original Model
In Appendix C we prove the following theorem concerning the join limiting distribution of e ρ n and e δ n .
Theorem 1 Suppose Assumptions 1-6 above and Assumptions A.1 and A.2 in the appendix hold. Then, e ρ n is efficient among the class of GMM estimators based on 2SLS residuals, and
where plim n→∞ e Ω n (e ρ n ) is a positive definite matrix. For applied purposes, an expression is needed for e Ω n (e ρ n ). This expression is given in the Appendix B.2.
The result in (18) indicates that both e δ n and e ρ n are consistent. It also suggests that small-sample inferences concerning either ρ, δ, or both can be based on the small-sample approximation
GMM/IV Estimators, Transformed Model
In Appendix C we prove the following theorem concerning the joint limiting distribution of b ρ n and b δ n .
Theorem 2 Suppose Assumptions 1-6 above and Assumptions A.1 and A.3 in the appendix hold. Then, b ρ n is efficient among the class of GMM estimators based on GS2SLS residuals, and
where plim n→∞ b Ω n (b ρ n ) is a positive definite matrix. For applied purposes, an expression is needed for b Ω n (b ρ n ). This expression is given in the appendix B.3.
Clearly, Theorem 2 implies that both b δ n and b ρ n are consistent. It also suggests that small-sample inferences can be based on the approximation
Monte Carlo Experiments
In this section we give Monte Carlo results which suggest that our estimators and corresponding test statistics behave well in finite samples. Our Monte Carlo model is a special case of the one specified in (1) and (2). Our experimental design is somewhat similar to those used in the literature by Prucha (1999, 2007a) and by Anselin and Florax (1995) .
The Model
The model underlying our Monte Carlo experiments is a special case of the model specified in (1) and (2) with two exogenous regressors, i.e., X n = [x n,1 , x n,2 ] and β = (β 1 , β 2 ) 0 , and with M n = W n . We consider two cases for the innovation vector ε n . In one of these cases the elements of the innovation vector are i.i.d. N(0, c 2 ), and so their standard deviation is c. In our second case the elements of the innovation vector are heteroskedastic. In this case we take the i-th element of the innovation vector ε n as
where ζ n,i is, for each of our considered sample sizes, i.i.d. N(0, 1), and d n,i is the number of neighbors the i-th unit has, which will be defined by the sample size, and weights matrices described below. At this point note that the average of the standard deviations of the elements of ε n is c, and thus the average standard deviation is identical to that in the homoskedastic case. Also note that these standard deviations are related to the number of neighbors each unit has. One example in which units might have different numbers of neighbors is the case in which the units differ in size. If neighbors are defined as units falling within a certain distance, then each unit in a group of smaller units could have many neighbors, while each unit in a group of larger units could have fewer neighbors. This scenario could relate to the northeastern portion of the US, as compared to western states in the US.
The parameters of the model which we will estimate are δ = (β 1 , β 2 , λ) 0 and ρ. The specifications we use to generate 2000 repetitions for each Monte Carlo experiment are described below. The two n × 1 regressors x n,1 and x n,2 are normalized versions of income per-capita and the proportion of housing units which are rental in 1980, in 760 counties in US mid-western states. These data were taken from Kelejian and Robinson (1993) . We normalized the 760 observations on these variables by subtracting from each observation the corresponding sample average, and then dividing that result by the sample standard deviation. The first n values of these normalized variables were used in our Monte Carlo experiments of sample size n. For sample sizes larger than 760 the observations were repeated. Finally, the same set of observations on these variables were used in all Monte Carlo repetitions.
We considered five experimental values for λ and for ρ, namely: −.8, −.3, 0, .3. .8. In all of our experiments we took β 1 = β 2 = 1. We consider two values for the (average) standard deviation c, namely: .5 and 1.
For each approximate sample size we consider three weights matrices. 4 The first is a variation of those that were considered in Prucha (1999, 2004 ). This variation is considered because it allows a convenient formulation of the innovation heteroskedasticity, which is a major focus of this paper. Specifically, this variation is an n×n matrix whose first n/3 rows, except for the first row, have zeroes everywhere except for the elements in positions (i, i + 1) and (i, i − 1). 5 In the first row, the non-zero elements are in position (1, 2) and (1, n) so that it relates to a circular world. The non-zero elements in the first n/3 rows are all 1/2, e.g., these rows are row normalized because each row has 2 neighbors. The next n/3 rows, say j = n/3 + 1, ..., 2n/3, have zeroes everywhere except in positions (j, j ± r), where r = 1, 2, ..., 5. The non-zero elements in these rows are all 1/10. The last n/3 rows are defined in a similar manner to the first n/3 rows. Specifically, the non-zero elements in rows j = 2n/3 + 1, ..., n − 1 are in positions (j, j + 1), and (j, j − 1); in the last row the non-zero element are in positions (n, 1) and (n, n − 1). The non-zero elements in these rows are all 1/2. This matrix was considered for sample sizes n = 500 and n = 1000. We refer to this matrix below as the "circular world matrix".
The second and third sets of weights matrices are matrices which correspond to a "space" in which units located in the northeast portion of that space are smaller, closer to each other, and have more neighbors than the units corresponding to other quadrants of that space. Again, one might think of the states located in the northeastern portion of the US, as compared to western states.
To define these matrices, think of the matrix in terms of a square grid with both the x and y coordinates only taking on the values 1, 1.5, 2, 2.5, ...m. Let the units in the northeast quadrant of this matrix be at the indicated discrete coordinates: m ≤ x ≤m and m ≤ y ≤m. Let the remaining units be located only at integer values of the coordinates: x = 1, 2, ..., m − 1 and y = 1, 2, ..., m − 1. In this set-up it should be clear that the number of units located in the northeast quadrant is inversely related to m.
For this matrix we define a distance measure between any two units, i 1 and i 2 , which have coordinates respectively, (x 1 , y 1 ) and (x 2 , y 2 ) as the Euclidean distance between them, namely
Given this distance measure we define the (i, j)-th element of our row nor- 4 Our discussion below will clarify this notion of "approximate" sample size. 5 When n/3 is not an integer, we take the smallest integer greater than n/3.
malized weights matrix W as
For our experiments with a sample size of approximately 500, we considered two cases of this matrix namely (m = 5,m = 15) and (m = 14,m = 20). These values of m andm imply sample sizes of respectively, n = 486 and n = 485. These values of m andm were selected because they correspond to different proportions of units in the northeast quadrant, where each unit has more neighbors than units located in the other quadrants. As indicated, the number of neighbors each unit has is important because it is a determinant of the standard deviation of the innovation, see (19) . In our first small-sample case, namely (m = 5,m = 15), approximately 25% of the units are located in the northeast quadrant; in our second case, (m = 14,m = 20), approximately 75% of the units are located in the northeast quadrant.
For our experiments with a sample size of approximately 1000, the two variations of this matrix we considered are (m = 7,m = 21) and (m = 20,m = 28). The implied sample sizes are, respectively, n = 974 and n = 945. In these two cases, the proportion of units located in the northeast quadrant is, respectively approximately 25% and 76%. Below we refer to all of these matrices as north-east modified-rook matrices. For future reference we summarize the characteristics of these four "modified rook" matrices in Table 1 below. We also illustrate a north-east modified-rook matrix, with the units indicated by the stars, in Figure 1 for the case in which m = 2 and m = 5. 
Monte Carlo Results
Our Monte Carlo results are given in Tables 2-14 below. These tables contain results for the generalized spatial 2SLS estimator b δ(ρ) defined in (16) which is based on the instrument matrix H = [X, W X, W
2 X], whereρ is replaced byρ which is the efficient GM estimator given in (17) . Only results for the estimators of λ and ρ, which are denoted in the tables as λ GS and ρ GS , are reported. For purposes of comparison, we also report the quasi-maximum likelihood estimators of these two parameters, denoted in the tables as λ ML and ρ ML .
The results in Tables 2-7 are from the heteroskedastic case with the larger average standard deviation in which c = 1.0, see (19) . The results in the first four of these tables are based on north-east modified-rook matrices 1-4 as described in Table 1 . Tables 6 and 7 report results based on our circular world matrices, with sample sizes 500 and 1000 respectively. Tables 8-13 have the  same format as Tables 2-7 except they correspond to our smaller standard deviation case c = .5. Finally, Table 14 reports results for the homoskedastic case in which the elements of the innovation vector are i.i.d. as N(0, c 2 ), c = 1 with the north-east modified rook matrix R1. The experiments underlying Table 14 correspond to those underlying Table 2 , the difference being that the former reports on the heteroskedastic case while the latter reports on the homoskedastic case. We have also performed Monte Carlo experiments under homoskedasticity corresponding to all cases considered in Tables 3-13, but for space reasons we have not included corresponding tables below. A full set of our results is available on our web site.
The results in Tables 2-13 are consistent with our large-sample theory, namely that λ GS and ρ GS are consistent estimators and, in the presence of heteroskedastic innovations, the quasi-maximum-likelihood estimators λ ML and ρ ML are in general not consistent. For example, notice that in all of the tables the biases of λ GS and ρ GS are so small that the root mean square error is approximately equal to the standard deviation. Also note that in all of the tables the rejection rates corresponding to λ GS and to ρ GS are quite close to the theoretical .05 level. Indeed, in each of the Tables 2-13 the average of these rejection rates over all of the experiments considered relating to both λ GS and ρ GS are quite close to the theoretical .05 level. For future reference we note that these averages do not mask outliers; the largest of these outliers, namely .1190, relates λ GS in Table 4 and corresponds to the experiment ρ = .8 and λ = .3. In the tables there are no rejection rate outliers that relate to the estimator ρ GS .
In contrast, the results for λ ML and ρ ML in the heteroskedastic cases show that the biases are typically large and, consequently, the rejection rates, especially for ρ ML , deviate from the theoretical .05 level in many of the considered experiments. Indeed, in Tables 3-7 , 9, and 11-13 the rejection rates corresponding to ρ ML exceed .9 in some experiments. In most of these experiments, the value of ρ = −.8. The rejection rates relating to λ ML are more moderate but still have outlier values ranging from .86 − 1.0 in Tables  5-7 , and 12-13. In most of these cases either ρ or λ, or both are negative; actually the only exception to this is in Table 7 when ρ = .8 and λ = 0. Interestingly, extreme rejection rates, say over .8, for ρ ML and λ ML do not always occur for the same set of parameter values -see, e.g., Tables 3-5. Of course, when they do occur simultaneously either ρ or λ is negative, but typically not both.
Intuitive explanations of the table results thus far discussed as they relate to the values of ρ and λ are not straight forward. As one example, the reduced form for y n from the model (1) and (2) is
If λ is large in absolute value, say close 1.0, the variances of the elements of error vector in (20) , namely (I n −λW n ) −1 (I n −ρW n ) −1 ε n , will, ceteris paribus, tend to be large since λ = 1.0 is a singular point of the inverse matrix. These larger variances will obviously have a negative effect on estimation precision. On the other hand, increased variation of the vector y n will, ceteris paribus, increase the variation in W n y n , which is a right hand side variable, and this should increase estimation precision. The net effect on estimation precision of a large value of λ will obviously be the result of these two effects and it is not clear which of these two effects would dominate in a particular case. Similar concerns relate to the value of ρ since, on the negative side, it also enters the error term in (20) in the same fashion as λ; on the positive side ρ can be viewed as a regression parameter in (2) and the larger the value of ρ the more W n u n varies and so the more precision is increased! Of course, intuitive interpretations of our results are made still more complex by the interactive effects of ρ and λ as is evident in (20) .
Returning to the tables, note from Tables 2-13 that, on average, the root mean square errors relating to ρ GS and to λ GS decrease as the sample size increases in every "comparable" case considered. As an example of "comparable" cases, Tables 2 and 3 both relate to a north-east modifiedrook matrix in which the north east quadrant contains 25% of the units; also the results in both of these tables are based on c = 1.0. The main difference in the design underlying Tables 2 and 3 is the sample size, namely n = 486 for Table 2 and n = 974 for Table 3 . Other comparable tables are 4 and 5, 6 and 7, etc.
The root mean square errors for ρ ML and λ ML typically decrease in relevant comparisons as the sample size increases. A glance at the tables suggests that the reason for this is that the standard deviations, not the biases, decreases with the sample size. However, in all cases considered involving heteroskedasticity, described in Tables 2-13 , the average root mean square errors for ρ GS and λ GS are less than those for ρ ML and λ ML . For example, if in each table the ratio of the average of the root mean square error of ρ GS to ρ ML is taken, and then these ratios are averaged over the 12 tables the result is .63; this average of the root mean square errors of λ GS and λ ML is .70. Thus, over our experiments involving heteroskedasticty, the increase in efficiency of ρ GS relative to ρ ML seems to be larger than that of λ GS relative to λ ML .
The "comparable" cases above focused attention on the effects of the sample size in the modified rook matrix cases by holding constant the relative size of the north-east quadrant of those matrices. We now focus attention on comparisons relating to the relative size of the north-east quadrant of those modified rook matrices by holding constant the sample size. For instance, consider the results in Tables 2 and 4 . In these tables the sample sizes are, respectively 486 and 485; the proportion of units located in the north-east quadrant are, respectively, 25% and 75%.
The root mean square errors for ρ GS and λ GS are lower in Table 4 than they are in Table 2 , as are the averages of these root mean square errors. The same result holds for the root mean square errors of ρ GS and λ GS in Tables  3 and 5, Tables 8 and 10, and Tables 9 and 11 . Thus, the larger the size of the north-east quadrant, the more precise the estimation is.
Given the complexity of our model and our estimators, there does not seem to be a simple explanation of these results. On an intuitive level, one suspects that the particular values of the instrument matrix and the variances are at least part of the explanation. For example, if ρ = 0 the only term in the large sample distribution ofδ n that would involve the variances would be lim n→∞ n −1 H 0 n Σ n H n , which clearly involves the products of the variances and the elements of H n . On another, and simpler issue, we note that the root mean square errors are lower in Tables 8-11 than they are, respectively in 2-5. The reason for this is that c = .5 in Tables 8-11 , while c = 1.0 in Tables  2-5.  Table 14 contains results for the homoskedastic case in which the weights matrix is a north-east modified-rook matrix R1 and c = 1.0. Under homoskedasticity the quasi-maximum-likelihood estimator is the maximum-likelihood estimator, so it is consistent and efficient. Of course, in this case both ρ GS and λ GS are also consistent. Consistent with this, note from Table  14 that the biases are small for all four of the indicated estimators, and the rejection rates are reasonably close to the theoretical .05 level. Although the root mean square errors are relatively small for both ρ GS and λ GS they are typically larger than those of ρ ML and λ ML . On average the root mean square errors of ρ GS and λ GS are, respectively 5% and 8% larger than those of ρ ML and λ ML . In this appendix we state the additional assumptions needed to formally establish the limiting distribution of the GMM/IV estimators.
Assumption A.1 Let Γ n = [γ rs,n ] r,s=1,2 and γ n = [γ 1,n , γ 2,n ] 0 where, dropping the subscript n temporarily for notational convenience,
with u = Mu, and u = Mu = M 2 u. Then Γ n is nonsingular for all n sufficiently large and lim n→∞ Γ n = Γ is finite and nonsingular.
Assumption A.2 Let Ψ n = (ψ rs,n ) where for r, s = 1, 2
with a r,n = (I n − ρM
Then Ψ n and Ψ •,n are nonsingular for all n sufficiently large and lim n→∞ Ψ n = Ψ and lim n→∞ Ψ •,n = Ψ • are finite and nonsingular.
Assumption A.3 Let Ψ n = (ψ rs,n ) where for r, s = 1, 2
) with a r,n = H n P α r,n , (A.6)
. Then Ψ n and Ψ •,n are nonsingular for all n sufficiently large and lim n→∞ Ψ n = Ψ and lim n→∞ Ψ •,n = Ψ • are finite and nonsingular.
B Appendix: Estimators for Ψ and Ω For simplicity of notation we drop subscript n in the following.
B.1 Definition of G and g
Let e δ be some estimator for δ, let e u = y − Z e δ be the corresponding estimated residuals, and let e u n = M n e u n , e u n = M and e P = (n
Let e Γ = G( e δ), where G(.) is defined in Appendix B. We will also write e Ψ(ρ), e Ω(ρ), and e Ψ • (ρ) for e Ψ, e Ω, and e Ψ • to explicitly denote the dependence onρ. and
and Z * (ρ) = Z −ρMZ. Let b Γ = G( b δ), where G(.) is defined in Appendix B.1, then the estimator b Ω is given by
We will also write b Ψ(ρ), b Ω(ρ), and b Ψ • (ρ) for b Ψ, b Ω, and b Ψ • to explicitly denote the dependence onρ.
C Appendix: Proofs
Proof of Theorem 1: Consider the 2SLS residuals e u n = y n − Z n e δ n . Then clearly e u n − u n = D n ∆ n with D n = −Z n and ∆ n = e δ n − δ. Next observe that under our Assumptions 1-3 and 4-6, Assumptions 1-3 and 8-10 in Kelejian and Prucha (2007b) clearly hold. Since β does not vary with n it now follows directly from Lemma 3 in Kelejian and Prucha (2007) that the fourth moments of the elements of D n = −Z n are uniformly bounded, that Assumption 6 in Kelejian and Prucha (2007b) holds, and: (a) n 1/2 ( e δ n − δ) = n −1/2 T 0 n ε n + o p (1) with T n = F n P and where
From this we see that also Assumptions 4 and 7 in Kelejian and Prucha (2007b) are satisfied. By Assumption A.1 we have Γ n is nonsingular for all n sufficiently large and lim n→∞ Γ n = Γ is finite and nonsingular. Consequently the λ min (Γ 0 n Γ n ) ≥ const > 0 for n sufficiently large and thus also Assumption 5(a) in Kelejian and Prucha (2007b) holds. Furthermore observe that for e Υ n = Υ n = I 2 also Assumption 5(b),(c) in Kelejian and Prucha (2007b) It now follows immediately from Theorems 1-3 in Kelejian and Prucha (2007b) that the initial GMM estimator for ρ,ρ n , is n 1/2 -consistent and that plim n→∞ e Ψ n (ρ n ) = Ψ and plim n→∞ e Ψ −1 n (ρ n ) = Ψ −1 . The estimator e ρ n is a special case of the GMM estimators for ρ defined in equation (9) F n = H n . 6 The argument, and hence the Theorem, also holds if e ρ n is replaced by any other n 1/2 -consistent estimator for ρ.
(b) n −1/2 T 0 n ε n = O p (1). (c) P = O p (1) and e P n − P = o p (1) for
From this we see that Assumptions 4 and 7 in Kelejian and Prucha (2007b) are also satisfied. By Assumption A.1 we have Γ n is nonsingular for all n sufficiently large and lim n→∞ Γ n = Γ is finite and nonsingular. Consequently the λ min (Γ The estimator b ρ n is a special case of the GMM estimators for ρ defined in equation (9) in Kelejian and Prucha (2007b) with e Υ n = b Ψ −1
n (e ρ n ) and Υ n = Ψ The joint limiting distribution of n 1/2 ( b δ n −δ) and n 1/2 (b ρ n −ρ) given by the theorem now follows immediately from Theorem 4 in Kelejian and Prucha (2007b) . ¥
