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Resumen 
 
El éxito de la tecnología WLAN (wireless local area network) ha propiciado que 
la gente quiera poder acceder a todo tipo de aplicaciones multimedia a través 
de sus dispositivos inalámbricos. Esto está provocando cambios importantes 
en la naturaleza del tráfico que se genera en la red. 
 
Las redes de acceso actuales deben, cada vez más, soportar tráficos 
heterogéneos para los cuales han de asegurar unas prestaciones mínimas de 
calidad de servicio (QoS).  
 
Además, las aplicaciones M2M están teniendo un gran auge en la actualidad, 
creciendo a un ritmo cercano al 40 por ciento al año entre 2010 y 2013. 
 
Trabajos realizados en los últimos años han aportado nuevos mecanismos que 
han mejorado el rendimiento de las redes inalámbricas. Uno de ellos es el 
protocolo MAC (control de acceso al medio) llamado Distributed Point 
Coordination Function (DPCF). 
 
En este trabajo se presenta un estudio del rendimiento del protocolo DPCF 
para diferentes tipos de tráfico, teniendo en cuenta la necesidad de 
coexistencia entre tráfico de alta demanda (ejemplo, streaming), junto con 
tráfico M2M, un tipo de tráfico emergente y que supone un reto para las redes 
de comunicaciones.  
 
La evaluación del rendimiento del protocolo para los diferentes tipos de tráfico 
se ha realizado a través del simulador MACSWIN, este simulador permite 
efectuar simulaciones para comunicaciones inalámbricas para distintos 
protocolos MAC y obtener resultados de su funcionamiento. Esto ha permitido 
comprobar el rendimiento de cada tipo de tráfico en términos de throughput y 
retardo de transmisión y comparar los resultados obtenidos con redes IEEE 
802.11.  
 
Los resultados obtenidos en las simulaciones han demostrado como el 
protocolo MAC DPCF consigue mejorar el throughput total y el retardo de 
transmisión de los protocolos MAC DCF y PCF definidos en el estándar IEEE 
802.11 para los diferentes tipos de tráfico considerados. 
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Overview 
 
 
With the tremendous success of WLAN technology for wireless local area 
networks, people are eager to access all kinds of multimedia applications 
through their wireless devices, on the move, and at all times. This is causing 
significant changes in the nature of traffic generated in the network. 
 
The current access networks must support heterogeneous traffic for which they 
have to ensure minimum performance quality of service (QoS). 
 
In addition, M2M applications are having a huge increase, growing at a rate of 
nearly 40 percent per year between 2010 and 2013. 
 
To cope with such demanding scenario, recent research works have provided 
new communications mechanisms that improve the performance of wireless 
communications. An example of such contributions is the MAC protocol 
(medium access control) called Distributed Point Coordination Function 
(DPCF) which outperforms legacy communication protocols used at the MAC 
layer of WLANs. 
 
This project studies the performance DPCF protocol for different traffic types, 
taking into account the need for coexistence between high traffic demand (e.g. 
streaming), and emerging M2M traffic, which is posing a challenge for the 
operation of communications networks. 
 
Performance evaluation of the protocol for different types of traffic has been 
evaluated through the MACSWIN simulator. This simulator allows for 
simulations of wireless communications for different MAC protocols. This has 
revealed the performance of each type of traffic in terms of throughput and 
transmission delay, and has allowed comparing the results of DPCF under 
different traffic models with those of legacy IEEE 802.11 networks. 
 
The results of the simulations have shown how the MAC protocol DPCF 
improves the throughput and transmission delay of the MAC DCF and PCF, 
protocols defined by the IEEE for WLAN. 
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CAPITULO 1. INTRODUCCIÓN, MOTIVACIONES Y 
OBJETIVOS 
1.1. Introducción 
 
El gran éxito que ha cosechado la tecnología WLAN (wireless local area 
network) ha hecho que la gente quiera poder acceder a todo tipo de 
aplicaciones multimedia a través de sus dispositivos inalámbricos. Todo esto 
está produciendo un gran cambio en la naturaleza del tráfico generado en la 
red. 
 
Las redes de acceso actuales deben, cada vez más, soportar tráficos 
heterogéneos para los cuales han de asegurar unas prestaciones mínimas de 
calidad de servicio (QoS).  
 
Un claro ejemplo de esto lo encontramos en un reciente estudio de Cisco [1] 
sobre predicciones del tráfico de internet, conocido como tráfico IP. Este 
estudio prevé que el tráfico de vídeo por medio de streaming aumente 
considerablemente de aquí al año 2017, donde se pronostica que el 70% del 
tráfico por Internet sea de vídeo. En gran medida estos datos de crecimiento se 
deben al buen resultado de sitios con contenidos de vídeo, tales como 
YouTube. 
 
Asimismo, las aplicaciones Máquina a Máquina (M2M) están teniendo un gran 
auge en la actualidad. Según un informe de GSMA Intelligence [2], las 
conexiones M2M globales alcanzaron los 195 millones en 2013, creciendo a 
cerca del 40 por ciento al año entre 2010 y 2013. Se espera que las conexiones 
M2M alcancen los 250 millones este año 2014. M2M supuso el 2,8 por ciento 
del total de conexiones móviles globales a finales de 2013, el doble del 1,4 por 
ciento de cuota registrado en 2010. 
 
Trabajos que se han realizado en los últimos años han aportado nuevos 
mecanismos que han mejorado el rendimiento de las redes inalámbricas. Uno 
de ellos es el protocolo MAC (control de acceso al medio) llamado Distributed 
Point Coordination Function (DPCF) [3], que combina los modos de operación 
distribuida y centralizada del estándar IEEE 802.11 [4]. 
 
En este trabajo se presenta un estudio del rendimiento del protocolo DPCF 
para diferentes tipos de tráfico, teniendo en cuenta la necesidad de 
coexistencia entre tráfico de alta demanda (ejemplo, streaming), junto con 
tráfico M2M, un tipo de tráfico emergente y que supone un reto para las redes 
de comunicaciones.  
 
El estudio del rendimiento para los diferentes tipos de tráfico se ha realizado 
sobre redes sin infraestructura. Este tipo de redes, como veremos 
posteriormente, son redes sin hilos que no necesitan de una infraestructura 
previa. 
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La evaluación del rendimiento del protocolo para los diferentes tipos de tráfico 
se ha realizado a través del simulador MACSWIN, este simulador permite 
efectuar simulaciones para comunicaciones inalámbricas para distintos 
protocolos MAC y obtener resultados de su funcionamiento. Esto ha permitido 
comprobar el rendimiento de cada tipo de tráfico en términos de throughput y 
retardo de transmisión y comparar los resultados obtenidos con redes IEEE 
802.11.  
 
A continuación se realiza una introducción y se detallan las características 
principales de las redes ad hoc. Además, se realiza una breve explicación del 
estándar IEEE 802.11, del protocolo MAC definido en este, y de las diferentes 
versiones del estándar que han ido apareciendo a lo largo del tiempo. 
Asimismo, se  explicarán las comunicaciones Máquina a Máquina, detallando 
algunos escenarios de aplicación. 
Para finalizar el capítulo se describirá la motivación y los objetivos principales 
del trabajo. 
1.1.1. Mobile Ad Hoc Networks (MANETs)  
1.1.1.1. Definición 
 
Las redes ad hoc o MANETs (Mobile Ad hoc Networks) permiten que los 
dispositivos que la forman establezcan una comunicación inalámbrica sin la 
necesidad de infraestructura, es decir, los propios dispositivos crean la red.  
 
Esto implica que cada dispositivo debe desempeñar simultáneamente 
funciones de nodo de red y realizar tareas de enrutamiento de la información.  
 
Las comunicaciones entre los dispositivos en este tipo de redes se pueden 
realizar de forma directa cuando se encuentran cercanas o a través de 
múltiples saltos (entornos multi hop), cuando los dispositivos no se encuentren 
en un mismo rango de transmisión. 
 
 
 
 
Figura 1. Ejemplo de una MANET 
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1.1.1.2. Características 
 
A continuación se detallan las características principales de las redes ad hoc 
sin cables: 
 
 Comunicación inalámbrica: Las comunicaciones para este tipo de redes 
son inalámbricas. El ancho de banda para este tipo de comunicaciones 
es inferior que en comunicaciones cableadas debido a que el espectro 
de radio está regulado. Además, las tasas de error son más elevadas 
que en comunicaciones cableadas. 
 
 Movilidad: Al tratarse de una red descentralizada, se eliminan las 
restricciones de movilidad, ya que los dispositivos no deben estar dentro del 
área de cobertura del Access Point, encargado de canalizar el tráfico y 
gestionar el acceso al medio de los nodos de la red. Únicamente se 
necesita que exista un usuario con el que poder comunicarse y que se 
encuentre dentro del mismo rango de cobertura. 
 
 Topología dinámica: En este tipo de redes, los dispositivos móviles se 
mueven libremente por el entorno, por lo que la topología de este tipo de 
redes puede cambiar dinámicamente. 
  
 Consumo de energía: Los dispositivos inalámbricos utilizan 
principalmente baterías para su funcionamiento. Esto implica que la 
potencia utilizada para las transmisiones sea baja y los alcances queden 
limitados. 
 
 Coste económico: Una gran ventaja de las redes ad hoc es que debido a 
la falta de infraestructura, el coste económico para el despliegue de este 
tipo de redes es inferior al de las redes basadas en infraestructura. 
 
En el siguiente apartado se explica brevemente el estándar IEEE 802.11 y el 
protocolo MAC definido en este. 
1.1.2. El estándar IEEE 802.11 
 
El estándar IEEE 802.11 define las capas inferiores del modelo OSI (Open 
System Interconnection) para las conexiones inalámbricas que utilizan ondas 
electromagnéticas; la capa física (PHY) y la capa de control de acceso al medio 
(MAC) para redes WLAN de corto alcance. 
 
Esta primera versión inicial evolucionó y dio lugar  a su primera extensión, el 
estándar 802.11b. Esta versión incluye nuevas técnicas de codificación y 
modulación que permiten aumentar la velocidad de transmisión hasta los 
11Mbps (la primera versión del estándar define velocidades de transmisión de 
hasta 1 y 2 Mbps). 
Posteriormente se definió el estándar 802.11a. Esta versión ofrece velocidades 
de hasta 54 Mbps, cambio de la banda de frecuencia, pasando de 2,4 GHz a la 
banda de 5 GHz y cambios en la capa física. 
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La tercera extensión del IEEE 802.11 se denominó 802.11g. Esta versión 
igualaba la velocidad ofrecida por el 802.11a, pero trabajaba en la banda de 
frecuencias de 2,4 GHz. Este estándar es compatible con la versión 802.11b. 
 
Uno de los inconvenientes principales del estándar es que no garantiza QoS 
(Quality of Service) para aplicaciones multimedia. Con el fin de solucionar estos 
inconvenientes se creó en el año 2005 el estándar IEEE 802.11e. En este 
estándar, se hace una distinción entre aquellos dispositivos que no utilizan los 
servicios QoS y aquellas que si los utiliza. Para proporcionar soporte QoS, en 
IEEE 802.11e se introduce una función de coordinación, llamada HCF (Hybrid 
Coordination Function). HCF incorpora dos nuevos mecanismos de acceso al 
canal: EDCA (Enhanced Distributed Channel Access) y HCCA (HCF Controlled 
Channel Access). 
 
En septiembre del 2009 el IEEE aprobó el estándar 802.11n. Este opera en las 
bandas de 2.4 y 5 GHz, aunque se espera que utilice predominantemente la 
segunda debido a que la primera está más ocupada. Este estándar incorpora la 
tecnología MIMO (Multiple Input Multiple Output) que permite transmitir y recibir 
información a través de múltiples antenas, además de otras mejoras a nivel 
físico y MAC que permiten mejorar la eficiencia espectral de las 
comunicaciones y, por lo tanto, alcanzar mayores tasas de transmisión de 
datos. 
 
El IEEE aprobó en diciembre del 2012 el estándar 802.11ad. Esta versión 
ofrece velocidades de hasta 7Gbps y opera en la frecuencia de 60GHz, dando 
lugar a un radio de alcance pequeño. Este nuevo estándar está pensado para 
comunicaciones entre equipos de corto alcance a gran velocidad, como 
smartphones, tablets, etc. 
 
El estándar 802.11ac, aprobado en enero del 2014, consigue alcanzar mayores 
tasas de transmisión de datos que el estándar 802.11n. Esta versión ofrece 
velocidades de transmisión de hasta 1Gps dentro de la banda de 5Ghz. 
 
Además, existen versiones en curso como el estándar 802.11ah, intencionado 
para redes máquina a máquina de largo alcance y bajo consumo de potencia. 
Su propósito es crear grandes grupos de estaciones que cooperan para 
compartir medio y mejorar la eficiencia energética. Se espera que el radio de 
alcance sea de 1 kilómetro y, de este modo, proporcione conectividad a 
multitud de dispositivos. 
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1.1.2.1. Capas del protocolo 
 
El estándar IEEE 802.11 únicamente define las dos primeras capas del modelo 
OSI. Concretamente la capa PHY y la capa MAC (ver Figura 2).  
 
La capa física define tres técnicas diferentes: Infrarrojos (IR), Frequency 
Hoping Spread Spectrum (FHSS) y Direct Sequence Spread Spectrum (DSSS). 
Dependiendo de la versión del estándar la banda de frecuencia utilizada varía, 
pudiendo trabajar en la banda de 2,4 o 5 GHz.  
 
La capa de enlace se divide en dos sub capas. La Logical Link Control (LLC), 
encargada de la conexión lógica entre la capa MAC y de proporcionar servicio 
a las capas superiores, y la capa MAC.  
 
La capa MAC es la encargada de controlar el acceso al medio de los 
dispositivos, definidos como cualquier elemento que contenga una capa MAC y 
una capa PHY. En una red sin cables de área local inalámbrica, el medio de 
transmisión es el aire. Este es un medio compartido. La capa MAC define las 
reglas que rigen el acceso al canal. 
 
El estándar IEEE 802.11 define dos formas de acceso al medio. Distributed 
Coordination Function (DCF), basado en el mecanismo de Carrier Sense 
Multiple Access with Collision Avoidance (CSMA/CA) y Point Coordination 
Function (PCF), en el cual un Access Point (AP) es el encargado de gestionar 
el acceso al medio de los terminales a través del envío de paquetes de POLL   
(del inglés, encuesta o interrogación). 
 
El protocolo DCF es obligatorio dentro de las especificaciones del estándar 
802.11, mientras que el protocolo PCF es opcional. 
 
Los protocolos MAC DCF, PCF y una síntesis del DPCF están explicados en el 
Anexo 3. 
 
 
 
 
Figura 2. Modelo de referencia del estándar IEEE 802.11 
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1.2. Comunicaciones M2M (Máquina a Máquina) 
 
El concepto M2M (Machine-to-machine) se refiere al intercambio de 
información entre máquinas o dispositivos remotos, ya sea mediante redes fijas 
o móviles, y sin intervención humana, para llevar a cabo algún tipo de 
operación inteligente. 
 
1.2.1. Escenarios de aplicación de las comunicaciones M2M 
 
Algunos ejemplos de aplicación de las comunicaciones M2M son: 
 
 Vending: Las máquinas expendedoras de productos congregan una serie de 
características que las hacen idóneas para ser controladas remotamente. 
Aspectos como la reposición de productos, moneda o el estado de la 
máquina pueden conocerse en tiempo real. 
 
 Procesos de fabricación industrial: En estos procesos existe un gran 
número de máquinas y robots que suelen estar controlados por autómatas.  
Resulta interesante poder actuar sobre las máquinas de forma remota para 
poder variar en cualquier momento parámetros de estos. 
 
 Lectura remota de contadores (Automatic Meter Reading, AMR): La 
utilización de servicios M2M para la lectura de contadores permitirá no tener 
que desplazar personal a hacer las lecturas y ofrecería la posibilidad de 
obtener el consumo en tiempo real. 
 
 Medicina remota: Los servicios M2M permiten la transferencia de la 
información recogida por diversos dispositivos médicos de manera 
automática al hospital. 
 
 Automoción: Los servicios M2M permiten realizar tareas de mantenimiento 
como diagnósticos remotos sin necesidad por tanto de desplazar el vehículo 
al taller. Las comunicaciones M2M también facilitan la implantación de 
sistemas de conducción asistida y más segura. 
 
 Control de acceso: Los servicios M2M permiten automatizar el control de 
acceso a edificios, aparcamientos, etc. De esta manera se pueden 
identificar los dispositivos en tiempo real. 
 
 Control del tráfico: Los servicios M2M pueden aplicarse a dispositivos como 
los paneles informativos o semáforos para comunicarse con los centros de 
control.   
 
 Medio ambiente: A través de los servicios M2M se permiten establecer 
comunicaciones móviles con  dispositivos medioambientales que 
normalmente están ubicadas en lugares aislados para poder transferir la 
información necesaria. 
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 Gestión de flotas: Los servicios M2M proporcionan un medio de localización 
y con la posibilidad de transferir información sobre rutas, avisos, etc. 
 
 Logística: Los servicios M2M mejoran las operaciones logísticas ya que 
permiten mantener conectados equipos dispersos y en movimiento 
optimizando el rendimiento de su actividad. 
 
 Smart Grids: Los servicios M2M permiten la gestión remota de las lecturas 
del consumo eléctrico y detección de averías. 
1.3. Motivación del trabajo 
 
El gran éxito de la tecnología WLAN ha facilitado a la población un modo de 
poder acceder a todo tipo de aplicaciones multimedia a través de internet y en 
la nube a través de medios inalámbricos.  
 
El aumento de dispositivos inalámbricos y, consecuentemente, de aplicaciones 
multimedia ha provocado que las redes inalámbricas necesiten soportar tráficos 
cada vez más heterogéneos para los cuales se han de asegurar unas 
prestaciones mínimas de calidad de servicio (QoS).  
  
Además, la aparición de las aplicaciones Máquina a Máquina (M2M) está 
teniendo un gran incremento actualmente, siendo un tipo de tráfico emergente 
y que supone un desafío para las redes de comunicaciones. 
 
Este aumento de dispositivos y de cargas de tráfico es inadecuado con la 
función DCF, utilizada en redes WLAN, especialmente cuando operan en modo 
ad hoc. La función PCF, en cambio, ofrece mejoras de rendimiento en entornos 
de trabajo con un número de dispositivos elevado y cargas de tráfico mayores, 
pero es incompatible con las redes ad hoc debido a la inexistencia de un 
dispositivo centralizado que gestione la red. 
 
Por todo ello, en [3] se propuso el protocolo DPCF como una extensión de la 
función de coordinación PCF para redes sin infraestructura (ad hoc). 
 
La necesidad de garantizar unas prestaciones mínimas de QoS para tráficos 
heterogéneos, teniendo en cuenta la necesidad de coexistencia con el tráfico 
M2M, unida a la aparición de este nuevo protocolo ha motivado la realización 
de este trabajo en el que se presentan diferentes tipos de tráficos y se evalúa el 
rendimiento ofrecido por el DPCF en ellos, ya que hasta la fecha, todos los 
estudios realizados sobre DPCF consideran patrones de tráfico de datos 
homogéneos basados en simples modelos de Poisson con tráfico aleatorio. 
1.4. Objetivos del trabajo 
 
Los objetivos de este trabajo son: 
 
1. Implementar modelos de tráfico apropiados para aplicaciones M2M en 
un simulador de redes de comunicaciones. 
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2. Evaluar el rendimiento del protocolo DPCF obtenido para cada tipo de 
tráfico implementado en el simulador. 
 
Los modelos de tráfico se han implementado en un simulador de redes 
inalámbricas basado en C++ y se ha estudiado el rendimiento individual de 
cada uno de ellos en entornos single hop y multi hop en redes donde el 
protocolo DPCF se usa a nivel de capa MAC. 
 
El trabajo se ha estructurado del siguiente modo: 
 
En el segundo capítulo se define el entorno de trabajo. Se hace una 
descripción detallada del protocolo DPCF con el objetivo de conocer su 
funcionamiento, se describen los modelos de tráfico implementados y se detalla 
el simulador MACSWIN, su estructura y las modificaciones realizadas durante 
el trabajo. 
 
En el tercer capítulo se ha evaluado el rendimiento del protocolo DPCF por 
medio de simulaciones en entornos en los que todos los dispositivos están en 
un mismo rango de transmisión (Single-hop) y entornos en los que los 
paquetes van saltando entre los dispositivos de la red hasta llegar al destino 
(Multi-hop). 
 
Finalmente, en el cuarto capítulo se muestran las conclusiones obtenidas del 
trabajo.  
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CAPITULO 2. ENTORNO DE TRABAJO 
2.1. Distributed Point Coordination Function (DPCF) 
2.1.1. Introducción  
 
El protocolo DPCF es un protocolo MAC diseñado para trabajar en entornos ad 
hoc sin cables. El protocolo DPCF consta de un algoritmo de clustering 
dinámico integrado con un protocolo MAC centralizado de alto rendimiento. El 
concepto de diseño de DPCF se basa en el principio de operación del protocolo 
DQMAN [5], que se trata de una extensión del protocolo DQCA [6] para operar 
en entornos sin punto de acceso.  
 
La idea básica del protocolo DPCF es que el acceso al canal por parte de los 
dispositivos se haga utilizando el modo de acceso DCF definido en el estándar 
IEEE 802.11 para redes inalámbricas de área local (WLAN). Una vez el 
dispositivo logra el acceso al canal, se crea un cluster temporal utilizando una 
estructura Master-Slave, dentro de la cual se puede ejecutar el protocolo 
centralizado PCF, también definido en el estándar 802.11. 
 
El algoritmo de clustering logra que los dispositivos se autoconfiguren en 
clusters de forma temporal y dinámica. Estos dispositivos, pueden realizar 
transmisiones entre dispositivos externos a este y de forma directa entre 
dispositivos del cluster. 
 
Al utilizar la estructura Master-Slave es viable utilizar el protocolo MAC PCF, 
basado en la función de coordinación. 
 
En el siguiente apartado se expone con más detalle el mecanismo de clustering 
utilizado por el protocolo DPCF.  
2.1.2. Mecanismo de Clustering  
   
La idea básica del mecanismo de clustering es que cualquier dispositivo que 
tenga datos para transmitir debe crear un cluster temporal siguiendo la 
estructura de Master-Slave. 
 
Los modos de operación en los que los dispositivos DPCF pueden trabajar son: 
idle, Master y Slave (Figura 3).  
 
 Idle: Cuando un dispositivo no está asociado a ningún cluster. 
 
 Master: Los dispositivos en modo de trabajo Master son los encargados 
de la gestión del acceso al medio en los clusters. En cada cluster se 
aplica el método de acceso PCF. Este, necesita un dispositivo que 
administre el acceso de los dispositivos. 
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 Slave: Los dispositivos en modo de trabajo Slave son los dispositivos 
que han realizado la petición de inicio de un cluster o se han asociado al 
cluster. 
 
 
 
 
Figura 3. Ejemplo de red DPCF 
 
 
Inicialmente los dispositivos DPCF realizan un periodo de aprendizaje antes de 
poder crear una estructura Master-Slave. Este, consiste en operar en modo Idle 
durante un periodo de tiempo durante el cual los dispositivos utilizarán la 
función DCF realizando las transmisiones a través del mecanismo RTS/CTS 
descrito en el Anexo 3.  
 
Durante este periodo, los dispositivos DPCF deben conocer el número de 
dispositivos de la red. Para ello, se utiliza un bit de la cabecera de los paquetes 
RTS y CTS. El dispositivo que envía un paquete RTS activa este bit, indicando 
a los dispositivos de la red que reciban este paquete que es de tipo DPCF. Por 
lo tanto, un dispositivo  que reciba un paquete con este campo activo sabrá que 
existe un dispositivo en su rango de transmisión en modo DPCF. 
 
Esta información se almacena en una tabla de vecinos que contiene un registro 
de la red que rodea a cada dispositivo. A través de esta información, los 
dispositivos que ejercen como Master optimizan el acceso al canal de los 
dispositivos, siendo necesaria actualizarse periódicamente para evitar posibles 
errores en la red. 
 
Una vez realizado este periodo de aprendizaje correctamente, los dispositivos 
de la red pueden ejercer como Master y crear estructuras Master-Slave. A 
continuación se detalla el proceso  de inicialización y asociación de un 
dispositivo a un cluster.  
2.1.3.  Inicialización de un Cluster  
 
Para que un dispositivo DPCF pueda transmitir datos requiere estar asociado a 
un cluster. 
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Si ningún dispositivo tiene datos que transmitir y además está trabajando en 
modo idle o si existe un cluster temporal operando fuera del rango de 
transmisión del dispositivo, este dispositivo DPCF puede no detectar ningún 
cluster temporal en sus alrededores.  
 
En este contexto, el dispositivo efectúa una petición de clustering a otro 
dispositivo de la red. A diferencia del protocolo DQMAN, los dispositivos que 
tienen datos que transmitir no operan como Master sino que efectúan una 
petición a otro dispositivo para que este sea el Master y cree el cluster. 
 
Esta petición se realiza a través de paquetes RTS. En la Figura 4 se observa el 
proceso de creación del cluster. 
 
 
 
 
Figura 4. Inicialización de un cluster en DPCF 
 
 
La petición se efectúa de la siguiente manera.  
 
1. El dispositivo DPCF que pretende transmitir datos en el canal envía un 
paquete RTS al dispositivo destino de los datos. 
 
2. Una vez el dispositivo ha recibido el paquete RTS, comprueba que el 
dispositivo origen de la transmisión corresponde a un dispositivo DPCF. En 
caso afirmativo, el dispositivo envía un paquete de BEACON a toda la red para 
señalar el inicio del cluster. 
 
3. El dispositivo que ha enviado el paquete de BEACON pasa a trabajar 
como Master de la red mientras que los dispositivos que detectan el paquete de 
BEACON lo hacen en modo Slave. 
 
4. Si un dispositivo tiene datos a transmitir y detecta un cluster activo en su 
rango de transmisión, este dispositivo puede asociarse directamente a ese 
cluster sin tener que realizar ninguna petición para crear otro cluster. 
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Esto es posible debido a que los paquetes BEACON que se envían 
procedentes de los Master de la red de forma periódica se envían de forma 
similar al AP en una red 802.11.  
  
Una vez creado el cluster, todos los dispositivos (Master y Slave) asociados 
pertenecientes a él operan a través de la función de coordinación PCF 
aplicando los mecanismos definidos en el Anexo 3 de esta función de 
coordinación.  
 
El Master de la red efectuará los envíos de polls a cada dispositivo Slave del 
cluster, para dar la posibilidad de transmitir en el canal. 
 
El primer paquete de POLL que se envía tiene como destino el dispositivo que 
realizó la petición de cluster. 
 
Por esto, en una red DPCF es muy importante que el dispositivo Master tenga 
actualizada la tabla de vecinos definida en el apartado 2.1.2. Si esta no 
estuviera correctamente actualizada podría provocar transmisiones de 
paquetes de POLL a dispositivos que no operen en DPCF o a dispositivos 
desconectados. Estas transmisiones erróneas pueden llegar a provocar que el 
Master rompa el cluster debido a la inactividad del canal. 
 
En el siguiente apartado se detalla la duración de un cluster y los factores que 
influyen en ella. 
2.1.4. Duración de un Cluster  
 
El inicio de los periodos de clustering se realiza mediante el envío de paquetes 
de BEACON y se finaliza a través del envío de paquetes CF END. 
 
Estos paquetes además, pueden llevar información de reconocimiento (ACK) 
para el último destino que envía los datos al Master antes de que se finalice 
este periodo.  
 
La duración temporal de un cluster DPCF no es constante, varía dependiendo 
de dependiendo de diversos factores.    
 
Si un cluster ha permanecido activo durante un periodo máximo de tiempo 
determinado o  los dispositivos que pertenecen a él no desean transmitir más 
datos, provocan que este finalice su actividad. 
 
En la Figura 5 se observa un diagrama con los estados de un dispositivo 
Master  DPCF en un cluster.  Este, se encarga de fijar la duración máxima del 
cluster a través del MTO. El MTO se define como un número entero de 
paquetes de BEACON y se decrementa  después de cada envió de BEACON. 
 
La configuración de la red fija el número de BEACONs enviados durante un 
cluster. El tiempo entre dos BEACON es un número entero de paquetes de 
POLL. 
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No obstante, el MTO no siempre fija la duración temporal del cluster. Los 
dispositivos DPCF poseen un mecanismo de detección de la inactividad que les 
permite finalizar el cluster sin necesidad de haber finalizado el MTO. 
Un dispositivo DPCF operando como Master envía paquetes de POLL de forma 
regular a los dispositivos del cluster. Según el estándar IEEE 802.11, un 
dispositivo 802.11 compatible con PCF al recibir un paquete de POLL ha de 
contestar a este, con un paquete de datos, con un paquete ACK o con un 
paquete tipo NULL. 
 
De esta manera, el Master detecta la actividad de los dispositivos del cluster. Si 
no recibe la contestación de un paquete de POLL incrementa en una unidad el 
mecanismo de detección de inactividad. Cuando este llega al límite, el Master 
finaliza el cluster. 
 
Los dispositivos DPCF que operan como Slave del cluster utilizan este 
mecanismo del mismo modo cuando no reciben ningún tipo de paquete del 
Master. 
 
La desasociación de un único dispositivo de un cluster no provoca que este 
finalice, pero, si el conjunto de dispositivos del cluster el que se desasocia, el 
Master si finaliza el cluster.    
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Figura 5. Diagrama de estados DPCF 
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2.2. Modelos de tráfico 
2.2.1. Introducción 
 
En los últimos años, el incremento del número de dispositivos, del volumen de 
tráfico y de las nuevas aplicaciones está causando un gran cambio en la 
naturaleza del tráfico generado en la red. Por ello, se hace necesario realizar 
un estudio sobre el tráfico actual en Internet.  
 
En este trabajo se han considerado los siguientes modelos de tráfico:  
 
 Tráfico FTP: FTP es un protocolo de red desarrollado para la transferencia 
de archivos entre dos terminales utilizando TCP (Transmission Control 
Protocol) como capa de transporte. La comunicación entre los terminales 
se hace mediante un sistema cliente – servidor.  
 Vídeo streaming: corresponde a un modelo en el que el usuario desea ver 
y escuchar de manera continuada contenido multimedia. Factores como el 
desconocimiento y la variación en el tiempo del ancho de banda, retrasos y 
pérdidas de datos hacen que este modelo transmitido sobre redes de 
paquetes sufra complicaciones.  
 Voz sobre IP: VoIP define los sistemas de enrutamiento y los protocolos 
necesarios para la transmisión de conversaciones de voz a través de 
Internet. 
 World Wide Web (WWW) sigue siendo en la actualidad un servicio muy 
utilizado por los usuarios. En este trabajo se presenta un modelo de tráfico 
WWW diseñado para la simulación de sistemas de comunicaciones sin 
cables.  
 Tráfico M2M que modela el tráfico entre dispositivos caracterizado 
principalmente por los pocos datos que se intercambian por transacción.  
 
Todos estos modelos de tráfico están detallados en el Anexo 2, y se han 
implementado en el simulador de redes MACSWIN para llevar a cabo el estudio 
realizado en este trabajo. 
2.3. El Simulador MACSWIN 
2.3.1. Introducción 
 
Para la realización de este trabajo se ha utilizado el simulador MACSWIN para 
evaluar el rendimiento de los diferentes tipos de tráfico para los protocolos 
DCF, PCF y DPCF. 
 
El lenguaje utilizado en este simulador es el Visual C++ .NET,  orientado a 
objetos.  
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Este simulador permite efectuar simulaciones para comunicaciones 
inalámbricas para diferentes protocolos MAC y obtener resultados de su 
funcionamiento. 
 
El programa está organizado en 2 partes diferenciadas. El núcleo del simulador 
y la parte visual; ambas explicadas en detalle en el Anexo 1. 
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CAPITULO 3. Evaluación del rendimiento de DPCF 
3.1. Single-hop 
3.1.1. Definición del entorno de simulación 
 
Para evaluar el rendimiento del protocolo DPCF se han realizado simulaciones 
en el simulador MACSWIN. Se ha evaluado el throughput, definido como la 
cantidad de bits de datos por unidad de tiempo que se pueden transmitir en la 
red y la media del retardo de transmisión de la red, definida como el tiempo 
transcurrido desde que un paquete llega a la capa MAC hasta que se transmite 
con éxito. El rendimiento de DPCF se ha comparado al de DCF y PCF por 
separado. 
 
Se ha considerado una red single hop en la que todos los dispositivos están en 
un mismo rango de transmisión. Se han considerado para diferentes cargas y 
tipos de tráfico descritos en la sección 2.2.  
 
En particular, se han considerado los siguientes escenarios de simulación: 
  
 DCF: red 802.11 en la que se utiliza la función DCF. Los dispositivos 
utilizan el mecanismo de CSMA/CA. Además, se utiliza el mecanismo de 
reserva de recursos mediante los paquetes RTS y CTS.  
 
 PCF: red 802.11 en la que exclusivamente se utiliza la función PCF, 
pero en modo punto a punto. Los dispositivos dependen de la gestión 
del medio de un AP. No obstante, los dispositivos pueden transmitir 
datos a cualquier destino de la red de manera directa.  
 
 DPCF: red ad hoc aislada de dispositivos DPCF. Los dispositivos utilizan 
los parámetros del protocolo MAC DPCF definidos en el apartado 2.1.  
 
Además, se han fijado diversos parámetros para restringir el número de 
entornos de simulación posibles. 
 
 La tasa de transmisión para los paquetes de control siempre se 
transmiten a la mínima velocidad de transmisión (6 Mbps). La 
transmisión de datos se realiza a 54 Mbps.  
 El número de dispositivos en la red es de 20.  
 La longitud de los paquetes de datos varía dependiendo del modelo de 
tráfico considerado en cada caso. 
 La gestión de la cola de polling se realiza mediante el mecanismo de 
Round Robin debido a que el estándar IEEE 802.11 no define ningún 
tipo de mecanismo concreto. A través de este método, el AP envía 
paquetes de POLL de forma cíclica a todos los dispositivos de la red sin 
emplear ningún tipo de prioridad y siguiendo una secuencia inalterable. 
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Los parámetros referentes a la configuración de la red DPCF son los 
siguientes: 
 
 19 paquetes de POLL entre dos BEACONs consecutivos. 
 MTO = 3.  
 
Los demás parámetros referentes a las capas MAC y PHY de las simulaciones 
se han fijado acorde al estándar 802.11g. Se pueden consultar en la Tabla 1.  
 
 
Parámetro Valor 
Cabecera MAC 34 bytes 
Preámbulo PHY 96 µs 
Longitud paquetes datos Variable 
Longitud paquetes control (CTS y ACK) 14 bytes 
Longitud paquetes control (RTS, BEACON, CF END y POLL) 20 bytes 
Velocidad de TX de datos 54 Mbps 
Velocidad de TX de control 6 Mbps 
SIFS 10 µs 
PIFS 30 µs 
DIFS 50 µs 
Ventana de contienda mínima 16 
Ventana de contienda máxima 256 
 
Tabla 1. Parámetros de la simulación 
 
 
3.1.2. Definición de los modelos de tráfico 
 
En este apartado se definen los parámetros utilizados para caracterizar los 
diferentes modelos de tráfico utilizados en las simulaciones. 
 
Para ello, se han definido los valores de su Función de densidad de 
probabilidad (PDF), la cual describe la probabilidad de que la variable aleatoria 
tome un valor dentro de un determinado conjunto. 
 
Una vez implementados todos los tipos de modelos de tráfico en el simulador 
se han realizado pruebas para comprobar si los datos obtenidos corresponden 
a los datos que esperábamos. Estas pruebas están definidas en el Anexo 4. 
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3.1.2.1. File Transfer Protocol (FTP) 
 
 
Componente Tamaño del archivo Tiempo de lectura 
Distribución Lognormal Truncada Exponencial 
Parámetros 
 
        
  
  
   
      
    
 
            
 
 
Mean=180s 
PDF 
   
 
√    
    [
 (      ) 
   
]      
               
        
  
  
   
      
    
 
            
 
              
        
 
 
Tabla 2. Definición de los parámetros 
 
 
La distribución Lognormal tiene como parámetros   y  , que son la media y la 
desviación estándar respectivamente. De esta forma, una vez definidos estos 
dos valores la distribución queda determinada de forma unívoca.  
 
La distribución de probabilidad lognormal, a diferencia de la distribución normal 
que tiene forma de campana simétrica, es asimétrica. En la Figura 6 se observa 
como comienza a partir de cero, aumenta hasta llegar a un máximo y luego va 
disminuyendo lentamente hacia el infinito. 
 
 
 
Figura 6. Distribución de probabilidad lognormal 
 
 
La distribución exponencial en cambio tiene como parámetro  . A partir de este 
parámetro obtenemos su valor esperado (esperanza), que corresponde a la 
inversa de este.  
 
De esta manera, una vez determinado el parámetro   la distribución queda 
definida. 
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3.1.2.2. Vídeo Streaming 
 
La transmisión de vídeo se describe en la Tabla 3. 
 
 
Componente 
Paquetes por 
fotograma 
Tamaño del 
paquete 
Tiempo entre llegadas 
(codificación) 
Distribución  Pareto Truncada Pareto Truncada 
Parámetros 25 
  =1.2 
Min=50 bytes 
(Parámetro k) 
Max=200 bytes 
  =1.2 
Min=2.5ms (Parámetro 
k) 
Max=4ms 
PDF  
 ( )   
   
      
 
       
 ( )   
   
      
 
       
 
Tabla 3. Definición de los parámetros 
 
 
La distribución de Pareto tiene varios parámetros q se definen a continuación. 
  
 K (moda)  = Es el valor modal, el que ocurre con mayor frecuencia. 
 
   (Shape)= Determina la concentración de datos hacia la moda. 
3.1.2.3. Voz sobre IP (VoIP) 
 
Este modelo se ha definido mediante un proceso de Markov de dos estados 
(activo-inactivo). Los periodos de transición entre estos dos estados están 
exponencialmente distribuidos, siendo sus valores medios los mostrados en la  
Tabla 4.  
 
 
Modelo Distribución 
Tiempo medio 
ON 
Tiempo medio 
OFF 
Brady [7] Exponencial 1000 ms 1350 ms 
 
Tabla 4. Descripción del modelo de voz sobre IP 
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Los componentes que definen la sesión de voz se especifican en la Tabla 5. 
 
 
Componente 
Tamaño del 
paquete 
Tiempo entre 
llegadas 
Tiempo 
medio ON 
Tiempo 
medio OFF 
Distribución   Exponencial Exponencial 
Parámetros 160 bytes 20ms 
Mean = 
1000ms 
Mean = 
1350ms 
PDF   
           
   
           
   
 
Tabla 5. Definición de los parámetros modelo ON-OFF para voz 
 
 
Como se observa en la Tabla 4, para el modelo Brady, tanto el tiempo en ON 
como el tiempo en OFF están exponencialmente distribuidos, siendo sus 
medias 1000 ms y 1350 ms respectivamente [7]. Durante el estado ON se 
genera una Tasa Constante de Bits (CBR) de 64Kbps, definida en el códec de 
voz G.711, Anexo 2, resultado de la generación de paquetes de 160 bytes de 
tamaño cada 20 ms. 
3.1.2.4. World Wide Web (WWW) 
 
Las distribuciones utilizadas están basadas en muestras tomadas de un 
sistema real. Concretamente son muestras tomadas de la red local que 
centraliza la salida de tráfico de Alcatel Alsthom en Ramírez de Prado, Madrid. 
[8]. La captura de muestras se realizó en las instalaciones de Alcatel entre los 
días 4 de marzo y 22 de abril de 1998, detectándose un total de 6111 sesiones 
WWW. A continuación se describen las características estadísticas de los 
parámetros del modelo diseñado. 
 
Únicamente se han implementado los parámetros referentes al nivel de sesión 
ya que para las características de este trabajo no se ha creído necesario 
implementar el modelo WWW con más detalle. 
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Componente Distribución Parámetros PDF 
Tiempo entre 
sesiones 
 
Exponencial 
Mean = 
5992s 
 
              
           
 
Número de 
páginas por 
sesión 
 
Exponencial 
Mean =            
5.8410 p.p.s 
 
              
        
 
 
Tabla 6. Parámetros del modelo WWW 
 
 
3.1.2.5. Tráfico M2M Periódico 
 
Únicamente se ha implementado tráfico M2M periódico, otro tipo de tráfico 
característico de M2M como es el tráfico a ráfagas no se ha considerado. 
 
Se ha utilizado el modelo de tráfico definido en [9] que genera una CBR de 
819,2bps, resultado de la generación de paquetes de 6KBytes de tamaño cada 
60s. 
 
 
Componente Tamaño del paquete Tiempo de transmisión 
Parámetros 6KBytes 60s 
 
Tabla 7. Parámetros del modelo M2M 
 
 
3.1.3. Evaluación de los resultados en entornos Single-Hop 
3.1.3.1.  FTP 
 
En Figura 7 se muestra el throughput total de las cuatro redes simuladas en 
función de diferentes cargas de tráfico para el modelo de tráfico FTP. El 
throughput total de la red DPCF supera el de las redes DCF con RTS/CTS, 
DCF sin CTS/RTS y PCF.  
  
El throughput total es igual en los cuatro casos para cargas bajas de tráfico 
(<14 Mbps). La pendiente de la curva en esta zona es 1, lo que implica que los 
dispositivos de la red son capaces de transmitir el tráfico que generan en la 
capa MAC sin necesidad de utilizar las colas de transmisión. 
 
Sin embargo, a medida que la carga de tráfico ofrecida a la red aumenta, el  
throughput total se satura en un valor constante. Cada protocolo se satura en   
un punto de carga de tráfico  diferente. El protocolo capaz de soportar una  
mayor carga de tráfico es el DPCF, seguido del PCF, DCF y del DCF (con 
RTS/CTS). 
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La red PCF consigue cursar más tráfico que la red DCF (23 Mbps frente a 13 
Mbps). Este resultado se produce porque el protocolo PCF está diseñado para 
trabajar con un número elevado de dispositivos y en entornos con cargas de 
tráfico también elevadas. Al mismo tiempo, el acceso al medio es coordinado 
por un AP por lo que no se dan colisiones de paquetes de datos.  
 
La mejora de rendimiento del DPCF respecto el DCF es aún mayor. Este, 
consigue cursar el doble de tráfico que la red DCF (26Mbps frente a 13Mbps). 
 
Como se observa en la figura 7, cuando la carga de tráfico es baja los 
protocolos DPCF y PCF se comportan de manera similar. No obstante, para 
cargas más elevadas de tráfico se observa como la red DPCF incrementa 
sensiblemente el throughput total obtenido.  
 
 
 
 
Figura 7. Comparación de throughput de los terminales DPCF, PCF y DCF 
para el modelo de tráfico FTP 
 
 
El retardo de transmisión para las cuatro redes simuladas se observa en la 
Figura 8. La media del retardo en la red DPCF es menor que las redes DCF. Se 
puede observar como el retardo medio de transmisión para cargas bajas de 
tráfico en redes DCF es menor que en las redes PCF o DPCF. Esto es debido 
a que, el mecanismo de PCF definido en el  estándar IEEE 802.11 ofrece 
buenos rendimientos para redes con altos dispositivos y para cargas elevadas 
de tráfico.  Sin embargo, para cargas bajas de tráfico el DCF es capaz de 
disminuir el retardo de transmisión de los paquetes. Por último, se puede 
comprobar que para cargas altas de tráfico, el retardo de transmisión de la red 
PCF supera al de DCF y ligeramente al DPCF.  
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Figura 8. Comparación de la media del retardo de transmisión de las 3 redes 
(DPCF, PCF y DCF) para el modelo de tráfico FTP 
 
 
3.1.3.2. Vídeo Streaming 
 
La Figura 9 muestra el  throughput total para el modelo de tráfico de vídeo 
streaming para las diversas redes simuladas. 
 
Se observa cómo cada protocolo se satura en un punto diferente de carga de 
tráfico. Los resultados de throughput total de la red DPCF son superiores a los 
de las redes DCF y PCF. 
 
El protocolo PCF al estar diseñado para operar con un número más elevado de 
dispositivos y en entornos de cargas de tráfico también más elevadas consigue 
cursar más tráfico que la red DCF (20 Mbps frente a 12 Mbps).  
 
El incremento de rendimiento del protocolo DPCF respecto el DCF es incluso 
superior, consiguiendo cursar este 21Mbps. Este, se comporta de manera 
semejante al protocolo PCF para cargas bajas de tráfico y consigue mejorar 
sensiblemente el rendimiento del protocolo PCF para cargas más elevadas de 
tráfico. 
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Figura 9. Comparación de throughput de los terminales DPCF, PCF y DCF 
para el modelo de tráfico Vídeo Streaming 
 
 
El retardo de transmisión se analiza en la Figura 10, siendo el retardo en la red 
DPCF menor que el de las redes DCF. 
 
 
 
 
Figura 10. Comparación de la media del retardo de transmisión de las 3 redes 
(DPCF, PCF y DCF) para el modelo de tráfico Vídeo Streaming 
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El protocolo DCF obtiene mejores resultados para cargas pequeñas de tráfico, 
por el contrario, para cargas más altas de tráfico el protocolo que obtiene mejor 
resultados es el protocolo PCF superando ligeramente al DPCF. 
 
El retardo de transmisión es un parámetro importante en tráfico de vídeo 
streaming. Para poder garantizar QoS en la comunicación la especificación  
ITU G.114 [10] recomienda que el este retraso no sobrepase los 150ms. 
 
De este modo, el protocolo DCF consigue cursar 16Mbps de tráfico de vídeo 
streaming sin sufrir problemas de retrasos. Los protocolos PCF y DPCF 
mejoran notablemente estos resultados, llegando a cursar 28Mbps y 26Mbps 
respectivamente. 
3.1.3.3. VoIP 
 
En la Figura 11 observamos el throughput total de las cuatro redes en función 
de diferentes cargas de tráfico para el modelo de tráfico VoIP. Los resultados 
obtenidos muestran que el throughput total de la red DPCF supera el de las 
redes DCF con RTS/CTS, DCF y PCF.  
 
El throughput de este tipo de tráfico es inferior al FTP, esto es debido a que el  
tamaño de los paquetes de datos de VoIP es pequeño en comparación con los 
otros tipos de tráfico. Lo que implica que el tráfico VoIP necesita transmitir más 
paquetes para enviar una misma cantidad de datos, provocando una mayor 
carga a nivel de capa MAC. 
  
Cada protocolo se satura en un punto de carga de tráfico distinto. El protocolo 
que soporta una mayor carga de tráfico vuelve a ser el protocolo DPCF, 
seguido del PCF, DCF y del DCF (con RTS/CTS). 
 
La red PCF consigue cursar más tráfico que la red DCF (3,5 Mbps frente a 1 
Mbps). Como se ha explicado en el apartado anterior, esto se produce porque 
el protocolo PCF está diseñado para trabajar con un número elevado de 
dispositivos y en entornos con cargas de tráfico también elevadas coordinado 
por un AP.  
 
La mejora de rendimiento del DPCF respecto el DCF es aún mayor. Este, 
consigue cursar el cuádruple tráfico que la red DCF (4Mbps frente a 1Mbps). 
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Figura 11. Comparación de throughput de los terminales DPCF, PCF y DCF 
para el modelo de tráfico VoIP 
 
 
El retardo de transmisión de las redes simuladas se analiza en la Figura 12. La 
media del retardo en la red DPCF es menor que las redes DCF. 
 
 
 
 
Figura 12. Comparación de la media del retardo de transmisión de las 3 redes 
(DPCF, PCF y DCF) para el modelo de tráfico VoIP 
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Observamos como el retardo medio de transmisión para cargas bajas vuelve a 
ser inferior en redes DCF y para cargas altas el protocolo PCF supera al DCF y 
levemente al protocolo DPCF. 
 
En comunicaciones VoIP el retardo de transmisión es un parámetro crítico para 
garantizar QoS en la comunicación. La especificación de la ITU G.114 
recomienda un retraso máximo menor de 150ms para tráfico en tiempo real, 
como la voz. 
 
Por consiguiente, el protocolo PCF consigue cursar 28Mbps de tráfico VoIP sin 
dificultades de retrasos, ligeramente superior a los 24Mbps obtenidos por el 
protocolo DPCF y muy superior a los 16Mbps obtenidos en la red DCF.  
3.1.3.4. WWW 
 
Figura 13 nos muestra el throughput total de las diferentes redes simuladas en 
función de diferentes cargas de tráfico para el modelo de tráfico WWW. Los 
resultados obtenidos muestran, una vez más, que el throughput total de la red 
DPCF supera el de las redes DCF con RTS/CTS, DCF y PCF.  
 
Como hemos podido comprobar, para cada tipo de tráfico, cada protocolo se 
satura en un punto de carga de tráfico distinto. El protocolo que soporta una 
mayor carga de tráfico vuelve a ser el protocolo DPCF, seguido del PCF, DCF 
sin y con RTS/CTS respectivamente. 
 
La red PCF logra cursar más tráfico que la red DCF (20 Mbps frente a  
10 Mbps). Esta mejora es normal y se produce, como se ha explicado 
anteriormente, debido al diseño del protocolo PCF, que está preparado para 
ofrecer mejores resultados para  cargas de tráfico más elevadas. 
 
Aunque la mejora del protocolo DPCF respecto al PCF no es tan evidente, este 
consigue un ligero mejor resultado de rendimiento frente al DCF que el 
protocolo PCF. Este, cursa (21 Mbps frente a los 10 Mbps del protocolo DCF). 
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Figura 13. Comparación de throughput de los terminales DPCF, PCF y DCF 
para el modelo de tráfico WWW 
 
 
El retardo de transmisión de las redes simuladas se analiza en la  
Figura 14. La media del retardo en la red DPCF vuelve a ser inferior que las 
redes DCF. 
 
 
 
Figura 14. Comparación de la media del retardo de transmisión de las 3 redes 
(DPCF, PCF y DCF) para el modelo de tráfico WWW 
30                 Estudio de DPCF bajo diferentes tipos de tráfico de datos 
 
 
En esta figura podemos ver como para cargas bajas de tráfico el protocolo DCF 
es capaz de reducir el retardo de transmisión de los paquetes. Por el contrario, 
el mecanismo PCF definido en el estándar IEEE 802.11 ofrece mejores 
resultados para redes con cargas de tráfico mayores.  
 
Finalmente, se puede comprobar que para cargas altas de tráfico, el retardo de 
transmisión de la red PCF supera al de DCF y ligeramente también al protocolo 
DPCF.  
3.1.3.5. Tráfico M2M Periódico 
 
En la figura 15 se muestra el throughput total de las diferentes redes simuladas 
en función de las diferentes cargas de tráfico para el modelo de tráfico M2M. 
 
Observamos como el protocolo DPCF ofrece mejores resultados en cuanto a 
throughput total que el resto de protocolos. Cada protocolo se satura en un 
punto distinto, siendo el protocolo DPCF el que obtiene los mejores resultados. 
 
La red PCF logra cursar más tráfico que la red DCF (1,9 Mbps frente a 1Mbps). 
 
Si comparamos el protocolo DPCF respecto el DCF la diferencia es todavía 
mayor. Este, logra cursar el triple tráfico que la red DCF (3Mbps frente a 
1Mbps). 
 
Como en los casos anteriores el protocolo DPCF ofrece mejores resultados 
para cargas elevadas de tráfico.    
 
 
 
 
Figura 15. Comparación de throughput de los terminales DPCF, PCF y DCF 
para el modelo de tráfico M2M 
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El retardo de transmisión de las redes simuladas se analiza en la Figura 16. La 
media del retardo en la red DPCF vuelve a ser inferior que las redes DCF. 
 
 
 
 
Figura 16. Comparación de la media del retardo de transmisión de las 3 redes 
(DPCF, PCF y DCF) para el modelo de tráfico M2M 
 
 
En esta figura se observa como nuevamente el protocolo PCF definido en el 
estándar IEEE 802.11 supera al protocolo DCF y levemente al protocolo DPCF 
para cargas altas de tráfico. 
 
En cambio, para cargas bajas de tráfico, el protocolo DCF es capaz de reducir 
el retardo de la transmisión de los paquetes. 
3.1.3.6. Resultados Single – Hop 
 
En la Figura 17 se muestra el throughput máximo obtenido para las diferentes 
redes simuladas para cada tipo de tráfico analizado. 
 
El protocolo DPCF ofrece mejores resultados en cuanto a throughput total que 
los protocolos MAC DCF y PCF definidos en el estándar IEEE 802.11 para 
todos los tipos de tráfico analizados. 
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Figura 17. Comparación de throughput máximo de los terminales DPCF, PCF y 
DCF para todos los modelos de tráfico en entornos single-hop. 
 
  
La mejora de rendimiento del DPCF respecto al PCF y DCF se puede 
comprobar de manera analítica en la Tabla 8.  
 
El protocolo DPCF consigue cuadruplicar el tráfico cursado respecto al 
protocolo DCF para el modelo de tráfico VoIP, triplicarlo para el modelo M2M, 
duplicarlo para los modelos FTP y WWW y mejorarlo considerablemente para 
el modelo de Video streaming. 
 
La mejora del protocolo DPCF respecto al protocolo PCF no es tan significativa 
pero logra obtener mejores resultados para todos los tipos de tráfico 
analizados. 
  
De esta manera, el protocolo DPCF consigue mejorar todos los resultados 
obtenidos por los protocolos MAC DCF y PCF definidos en el estándar IEEE 
802.11 en términos de throughput.  
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Tabla 8. Resultados analíticos del throughput máximo de los terminales DPCF, 
PCF y DCF para todos los modelos de tráfico en entornos single-hop. 
 
 
En términos de retardo de transmisión, los resultados obtenidos para todos los 
tipos de tráfico han seguido el mismo denominador común. El retardo medio de 
transmisión para cargas bajas de tráfico siempre ha sido menor en redes DCF 
que en redes PCF o DPCF. Para cargas altas de tráfico el protocolo PCF ha 
logrado mejores resultados que el DCF y ligeramente superiores al protocolo 
DPCF. 
 
En comunicaciones VoIP y tráfico de vídeo streaming el retardo de transmisión 
es un parámetro importante para poder garantizar QoS en la comunicación. 
 
En la Tabla 9 se puede comprobar de manera analítica los resultados 
obtenidos para estas comunicaciones que necesitan garantizar QoS.  
 
 
 
 
Tabla 9. Resultados analíticos del throughput máximo de los terminales DPCF, 
PCF y DCF para los modelos de tráfico Video streaming y VoIP para garantizar 
QoS en la comunicación. 
 
 
Los resultados obtenidos para el modelo de tráfico de video streaming 
muestran que el protocolo DCF consigue cursar 16Mbps de tráfico de vídeo 
streaming sin sufrir problemas de retrasos. Los protocolos PCF y DPCF 
mejoran notablemente estos resultados, cursando  28Mbps y 26Mbps 
respectivamente. 
 
Para el modelo VoIP, el protocolo PCF consigue cursar 28Mbps de tráfico VoIP 
sin problemas de retrasos, levemente superior a los 24Mbps alcanzados por el 
protocolo DPCF y muy superior a los 16Mbps obtenidos en la red DCF.  
 
Tipo de tráfico
Throughput  
Protocolo DCF
Throughput 
Protocolo PCF
Throughput 
Protocolo DPCF
FTP 13Mbps 23Mbps 26Mbps
Video streaming 12Mbps 20Mbps 21Mbps
VoIP 1Mbps 3.5Mbps 4Mbps
WWW 10Mbps 20Mbps 21Mbps
M2M Periódico 1Mbps 1.9Mbps 3Mbps
Tipo de tráfico
Throughput  
Protocolo 
DCF
Throughput 
Protocolo 
PCF
Throughput 
Protocolo 
DPCF
Video streaming 16Mbps 28Mbps 26Mbps 
VoIP 16Mbps 28Mbps 24Mbps 
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3.2. Multi-hop 
3.2.1. Definición del entorno de simulación 
 
Debido a que en las redes ad hoc inalámbricas no todas las estaciones tienen 
porqué estar en un mismo rango de transmisión, se ha estudiado también el 
comportamiento del DPCF para diferentes tipos de tráfico en un entorno que 
simule estas redes en las que los nodos colaboran entre sí y actúan como 
retransmisores entre fuente y destino mediante transmisiones multisalto. 
 
En entornos multi hop los usuarios además de enviar datos para transmitir al 
usuario destino, también envían datos resultantes de otros usuarios y que 
deben enrutar hacia el destino final. Por consiguiente, cuando la carga de 
tráfico es alta, los usuarios que utilizan el modo DCF del estándar IEEE 802.11 
se ven perjudicados ya que necesitan competir por acceder al canal para 
transmitir sus paquetes de datos y además enrutar la información. Esto provoca 
un aumento del número de colisiones y que el throughput a destino disminuya.  
 
Por el contrario, los usuarios que operan en modo DPCF no tienen este 
problema. Estos emplean periodos de clusters más largos cuanto mayor es la 
carga de la red. Durante estos periodos no se producen colisiones y los 
usuarios pueden transmitir tanto los paquetes propios como los paquetes 
provenientes de otros usuarios que tienen que ser enrutados hacia su destino. 
 
El escenario considerado es un tándem de diferentes estaciones DPCF, 
dependiendo el tipo de tráfico simulado, donde estos permanecen estáticos 
durante toda la simulación.  La potencia de transmisión de cada estación es de 
20 dBm, definida en el estándar IEEE 802.11 como la potencia máxima para 
Europa.  
 
La distancia entre las estaciones está determinada de la siguiente manera: 
 
 Una estación únicamente puede transmitir datos directamente a las 
estaciones de su conjunto o a las del conjunto inmediato. 
 Las estaciones que se encuentran a dos saltos de distancia detectan el 
medio ocupado pero no decodifican la información transmitida.   
 Las estaciones que se encuentran a tres saltos no son capaces de 
detectar las transmisiones. 
 
Los usuarios de la red se sitúan de manera equidistante como se representa en 
la Figura 18. 
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Figura 18. Distribución de los usuarios DPCF en una red multi-hop 
 
 
Los modelos de tráfico utilizados para las simulaciones en entornos multi hop 
son los mismos que para las simulaciones single hop estando definidos en el 
apartado 3.1.2. 
3.2.2. Evaluación de los resultados en entornos Multi-hop 
3.2.2.1.  FTP 
 
En la Figura 19 se muestra el throughput total de las redes simuladas en 
función de diferentes cargas de tráfico para el modelo de tráfico FTP. Como se 
esperaba, el throughput total de la red DPCF supera el de las redes IEEE 
802.11 basadas en DCF. 
 
El comportamiento de las redes para cargas bajas de tráfico es semejante. 
Esto es debido a que cuando la carga de tráfico en la red es baja, la duración 
de los clusters es pequeña y los móviles DPCF tienden a trabajar en modo 
DCF. 
 
No obstante, a medida que la carga de tráfico aumenta, el throughput a destino 
se satura en un valor constante. Como se esperaba, el valor obtenido por el 
protocolo DPCF es muy superior al de las redes 802.11 (16Mbps frente a 
7Mbps). Este resultado se produce por el funcionamiento de cada protocolo. 
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Figura 19. Throughput a destino de las dos redes multi hop (DPCF y 802.11) 
para el modelo de tráfico FTP 
 
 
En la  Figura 20 vemos el retardo de transmisión para las redes DPCF y 
802.11. Para la red DPCF observamos como la media del retardo es menor 
que para las redes DCF. 
 
En redes 802.11, el retardo medio de transmisión para cargas bajas de tráfico 
es menor que para la red DPCF. Esto se debe a que existen pocos usuarios 
que compitan por acceder al canal y prácticamente no existen colisiones. 
 
Esto también sucede en la red DPCF, pero además este tipo de red tiene una 
carga extra de paquetes de control obligatorios para poder crear y destruir un 
cluster, por lo que se produce un ligero incremento en la media del retardo de 
transmisión, 
 
Sin embargo, se puede comprobar que para cargas altas de tráfico, los 
resultados que obtiene la red DPCF superan a los obtenidos por la red DCF. Al 
aumentar la duración de los periodos de cluster en la red DPCF, el número de 
paquetes de control que son necesarios disminuye, por lo que la inmensa 
mayoría de los datos cursados son datos. Gracias a la inexistencia de 
colisiones durante estos periodos se obtiene una mejora en la media del 
retardo de transmisión respecto de las redes 802.11. 
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Figura 20. Retardo medio de transmisión a destino de las dos redes multi hop 
(DPCF y 802.11) para el modelo de tráfico FTP 
 
 
3.2.2.2. Vídeo Streaming 
 
En la  Figura 21 observamos el throughput total a destino en función de las 
diversas cargas de tráfico de las redes DPCF y 802.11. Los resultados logrados 
manifiestan que el rendimiento del protocolo DPCF respecto al throughput total 
a destino supera el de las redes 802.11. 
 
Como en los anteriores modelos de tráfico vistos, el punto de saturación de 
cada protocolo es distinto. El protocolo que logra cursar menos tráfico es el 
protocolo DCF, por lo que el protocolo DPCF consigue soportar una carga de 
tráfico mayor. 
 
La red DPCF cursa más tráfico que la red DCF con RTS/CTS (13 Mbps frente a 
5,5 Mbps) y que la red DCF sin utilizar RTS/CTS (13 Mbps frente a 8 Mbps).  
 
Este incremento de rendimiento es el previsto y se produce por los motivos 
expuestos anteriormente. 
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Figura 21. Throughput a destino de las dos redes multi hop (DPCF y 802.11) 
para el modelo de tráfico Vídeo Streaming 
 
 
Nuevamente el retardo medio de transmisión para cargas pequeñas de tráfico 
vuelve a ser inferior en redes DCF y para cargas superiores el protocolo DPCF 
ofrece mejores resultados que el DCF. 
 
 
 
 
Figura 22. Retardo medio de transmisión a destino de las dos redes multi hop 
(DPCF y 802.11) para el modelo de tráfico Vídeo Streaming 
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Para poder garantizar QoS en este tipo de comunicaciones se necesita 
garantizar un retardo máximo de 150ms. Por consiguiente, El protocolo DCF 
garantizaría QoS en comunicaciones de vídeo streaming para cargas de tráfico 
no superiores trabajando con RTS/CTS a 8Mbps y sin el de 10Mbps. 
  
El protocolo DPCF en cambio consigue mejorar estos resultados llegando a 
cursar 18Mbps garantizando QoS en la comunicación. 
3.2.2.3.  VoIP 
 
En la Figura 23 observamos el throughput total de las redes en función de 
diferentes cargas de tráfico para el modelo de tráfico VoIP. Como era de 
esperar, el throughput total de la red DPCF supera el de las redes 802.11. 
 
El throughput de este tipo de tráfico es inferior al de los otros modelos de tráfico 
analizados. Es debido al inferior tamaño de los paquetes de datos de VoIP en 
comparación con los otros tipos de tráfico. Por consiguiente, el tráfico VoIP 
requiere transmitir más paquetes para enviar una misma cantidad de datos, 
provocando una mayor carga a nivel de capa MAC. 
  
El protocolo DPCF vuelve a ofrecer mejores resultados ya que soporta una 
mayor carga de tráfico. La red DPCF consigue cursar 3,2Mbps, por el contrario, 
las redes 802.11 (utilizando RTS/CTS y sin utilizar RTS/CTS) cursan 0,7Mbps y 
1,1Mbps respectivamente. 
 
 
 
 
Figura 23. Throughput a destino de las dos redes multi hop (DPCF y 802.11)  
para el modelo de tráfico VoIP 
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Observamos, como de nuevo el retardo medio de transmisión para cargas 
bajas vuelve a ser inferior en redes DCF y para cargas altas el protocolo DPCF 
supera al DCF. 
 
 
 
 
Figura 24. Retardo medio de transmisión a destino de las dos redes multi hop 
(DPCF y 802.11) para el modelo de tráfico VoIP 
  
 
El retardo de transmisión, como se ha dicho anteriormente, es un parámetro 
muy importante en comunicaciones VoIP ya que es necesario para poder 
garantizar QoS en la comunicación.  
 
El retardo máximo recomendado por la ITU G.114 para tráfico en tiempo real 
como la voz es de 150ms. 
 
Por consiguiente, el protocolo DPCF consigue cursar 16Mbps de tráfico VoIP 
sin sobrepasar este valor máximo, muy superior a los 8Mbps y 10Mbps 
obtenidos por las redes DCF.  
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3.2.2.4.  WWW 
 
La  Figura 25 nos muestra el throughput total a destino de las redes DPCF y 
802.11 en función de las diferentes cargas de tráfico para el modelo de tráfico 
WWW. Los resultados obtenidos muestran, una vez más, que el throughput 
total a destino de la red DPCF supera el de las redes 802.11. 
 
Como se ha visto anteriormente, cada tipo de tráfico con cada protocolo se 
satura en un punto diferente siendo el protocolo DPCF el que soporta una 
mayor carga de tráfico. 
La red DPCF logra cursar más tráfico que la red DCF trabajando con RTS/CTS 
(13 Mbps frente a 5 Mbps) y que la red DCF sin operar con RTS/CTS (13 Mbps 
frente a 7,5 Mbps). Esta mejora de rendimiento es la esperada y es normal, 
produciéndose por los motivos que se han explicado anteriormente. 
 
 
 
 
Figura 25. Throughput a destino de las dos redes multi hop (DPCF y 802.11) 
para el modelo de tráfico WWW 
 
 
El retardo de transmisión de las redes DPCF y 802.11 se analiza en la Figura 
26. Tal y como se puede observar, la media del retardo en la red DPCF vuelve 
a ser inferior al de las redes 802.11. 
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Figura 26. Retardo medio de transmisión a destino de las dos redes multi hop 
(DPCF y 802.11) para el modelo de tráfico WWW 
 
 
En esta figura podemos ver como para cargas bajas de tráfico el 
comportamiento del protocolo DCF mejora nuevamente al de una red DPCF. 
 
Como se ha explicado anteriormente, se debe principalmente a la carga 
adicional de paquetes de control necesarios para poder crear y destruir un 
cluster en una red DPCF. 
 
En último lugar, se puede comprobar que para cargas altas de tráfico, el 
comportamiento de la red DPCF vuelva a superar al de la red 802.11 gracias a 
la inexistencia de colisiones en la red DPCF durante los periodos de un cluster.  
3.2.2.5. Tráfico M2M Periódico 
 
La Figura 27  muestra el throughput total a destino de las redes DPCF y 802.11 
para el modelo M2M en función de las diferentes cargas de tráfico. Los 
resultados manifiestan que el throughput total a destino de la red DPCF supera 
el de las redes 802.11. 
 
Como se ha visto anteriormente, cada tipo de tráfico con cada protocolo se 
satura en un punto diferente siendo el protocolo DPCF el que soporta una 
mayor carga de tráfico. 
 
Los resultados obtenidos por el protocolo DCF trabajando con RTS/CTS 
(1,5Mbps) y sin operar con RTS/CTS (2Mbps) son inferiores a los obtenidos por 
el protocolo DPCF (2,8 Mbps). 
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La diferencia de rendimientos entre los protocolos es la esperada por los 
motivos explicados anteriormente. 
 
 
 
Figura 27. Throughput a destino de las dos redes multi hop (DPCF y 802.11) 
para el modelo de tráfico M2M 
 
 
El retardo de transmisión de las redes DPCF y 802.11 se analiza en Figura 28. 
Como se puede observar, la media del retardo en la red DPCF vuelve a ser 
menor al de las redes 802.11. 
 
 
Figura 28. Retardo medio de transmisión a destino de las dos redes multi hop 
(DPCF y 802.11) para el modelo de tráfico M2M 
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Además, de nuevo, el rendimiento del protocolo DPCF es inferior al protocolo 
DCF para cargas bajas de tráfico. Esto es debido a los paquetes de control 
necesarios en el protocolo DPCF para crear y destruir el cluster, que consumen 
recursos de la red. 
 
Por el contrario, para cargas altas de tráfico, el rendimiento ofrecido por la red 
DPCF vuelva a superar al de la red 802.11 debido a la inexistencia de 
colisiones en la red DPCF durante los periodos de un cluster.  
3.2.2.6. Resultados Multi – Hop 
 
En la Figura 29 se muestra el throughput máximo obtenido para las diferentes 
redes simuladas para cada tipo de tráfico analizado en entornos multi-hop. 
 
El protocolo DPCF, del mismo modo que en entornos single-hop, obtiene 
mejores resultados en cuanto a throughput total que el protocolo MAC DCF 
definido en el estándar IEEE 802.11 para todos los tipos de tráfico analizados. 
 
 
 
 
Figura 29. Comparación de throughput máximo de los terminales DPCF y DCF 
para todos los modelos de tráfico en entornos multi-hop 
 
Esta mejora de rendimiento se aprecia de manera analítica en la Tabla 10. 
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Tabla 10. Resultados analíticos del throughput máximo de los terminales DPCF 
y DCF para todos los modelos de tráfico en entornos multi-hop 
 
 
Tal y como se puede observar, la mejora más significativa la encontramos en el 
modelo de tráfico VoIP. En este, el protocolo DPCF consigue cuadruplicar el 
tráfico cursado respecto al protocolo DCF.  
 
Además, para los modelos de tráfico FTP, vídeo streaming y WWW, el 
throughput obtenido por el protocolo DPCF supera el doble del alcanzado por el 
protocolo DCF. Para el tipo de tráfico M2M el throughput obtenido por el 
protocolo DPCF es cercano al doble del obtenido por el protocolo DCF. 
 
Los resultados muestran como el protocolo DPCF consigue mejorar todos los 
resultados obtenidos por el protocolo MAC DCF en términos de throughput.  
 
En términos de retardo de transmisión, los resultados obtenidos muestran 
como el retardo medio de transmisión para cargas bajas de tráfico ha sido 
menor en redes DCF que en redes DPCF. Como se ha expuesto 
anteriormente,  se debe principalmente a la carga adicional de paquetes de 
control necesarios para poder crear y destruir un cluster en una red DPCF. 
 
Sin embargo, para cargas altas de tráfico el protocolo DPCF ha logrado 
mejores resultados que el DCF.  
 
Asimismo, existen comunicaciones que necesitan garantizar QoS para su 
correcto funcionamiento. Este es el caso de las comunicaciones VoIP y vídeo 
streaming.  
 
En la Tabla 11 se observa de manera analítica los resultados obtenidos para 
estas comunicaciones que necesitan garantizar QoS.  
 
Tipo de tráfico
Throughput  
Protocolo DCF
Throughput 
Protocolo DPCF
FTP 7Mbps 16Mbps
Video streaming 5.5Mbps 13Mbps
VoIP 0.7Mbps 3.2Mbps
WWW 5Mbps 13Mbps
M2M Periódico 1.5Mbps 2.8Mbps
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Tabla 11. Resultados analíticos del throughput máximo de los terminales DPCF 
y DCF para los modelos de tráfico Video streaming y VoIP para garantizar QoS 
en la comunicación. 
 
 
Tal y como se puede observar, para el modelo de tráfico VoIP, el protocolo 
DCF cursa 8Mbps sin sufrir problemas de retraso. Este resultado es mejorado 
considerablemente por el protocolo DPCF, ya que este consigue cursar el 
doble (18Mbps).  
 
Para el modelo de vídeo streaming, el protocolo DCF logra cursar 8Mbps sin 
problemas de retrasos. En cambio, el protocolo DPCF vuelve a obtener 
resultados muy superiores a los obtenidos en la red DCF, llegando a cursar 
18Mbps de tráfico de vídeo sin sufrir retrasos.  
 
Por último, los resultados obtenidos en entornos multi-hop y single-hop 
muestran como el protocolo DPCF ha obtenido mejor rendimiento que el 
protocolo DCF  tanto en términos de throughput como en términos de retardo 
de transmisión en todos los modelos de tráfico analizados. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tipo de tráfico
Throughput  
Protocolo 
DCF
Throughput 
Protocolo 
DPCF
Video streaming 8Mbps 18Mbps 
VoIP 8Mbps 16Mbps 
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CAPITULO 4. CONCLUSIONES 
 
El estudio de nuevos tipos de tráficos cada vez más heterogéneos es necesario 
para que las redes de comunicaciones puedan asumir el incremento de 
aplicaciones multimedia, algunas de las cuales, requieren unas prestaciones 
mínimas de QoS, y la llegada de nuevos tipos de tráfico como el generado por 
el Internet de las Cosas y sus comunicaciones Máquina a Máquina.  
 
En este trabajo se han implementado diferentes modelos de tráfico en un 
simulador de redes de comunicaciones y se ha evaluado el rendimiento del 
protocolo DPCF para cada uno de los tipos de tráfico implementados. Este 
protocolo fue propuesto en el año 2008 como un protocolo que permitía mejorar 
el rendimiento del estándar IEEE 802.11 utilizado para redes WiFi. Estudios 
anteriores se habían basado en el análisis del rendimiento en entornos 
homogéneos y con modelos de tráfico simplificados. En este trabajo, se ha 
contribuido al conocimiento del rendimiento de este nuevo protocolo bajo 
diversos tipos de tráfico para validar su conveniencia para ser usado en redes 
de comunicaciones sin cables en el futuro. 
 
Los resultados obtenidos en las simulaciones han demostrado como el 
protocolo MAC DPCF consigue mejorar el throughput total y el retardo de 
transmisión de los protocolos MAC DCF y PCF definidos en el estándar IEEE 
802.11 para los diferentes tipos de tráfico considerados. 
 
Además, hay que tener en cuenta que ciertas aplicaciones, como el tráfico 
VoIP necesitan garantizar unos mínimos de QoS para su correcto 
funcionamiento, siendo el protocolo DPCF el que mejores prestaciones ha 
ofrecido en todos los casos. 
 
Asimismo, es necesario seguir estudiando y proponiendo nuevos modelos de 
tráfico que permitan representar el tráfico generado por nuevas emergentes 
aplicaciones y el creciente uso del tráfico en la nube. Este tipo de tráfico puede 
ser una interesante línea futura de investigación. 
 
Los objetivos del trabajo eran implementar diferentes modelos de tráfico en el 
simulador de redes de comunicaciones y evaluar el rendimiento del protocolo 
DPCF para cada uno de ellos. Todos los objetivos se han alcanzado. 
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Anexo 1: Simulador MACSWIN y Modificaciones 
Realizadas 
1.1.     El núcleo del simulador  
 
El núcleo del simulador MACSWIN contiene el código y las clases necesarios 
para procesar el comportamiento de los móviles y evaluar el rendimiento de la 
red a través de los parámetros introducidos por el usuario a partir de la parte 
visual del simulador.  
 
Para efectuar las operaciones necesarias, se han implementado una serie de 
clases que forman los diferentes objetos que actúan en la simulación.  
 
Los móviles utilizan la clase canal para realizar las transmisiones. Esta clase 
modela el canal radio donde se sucederán las transmisiones de los terminales 
móviles.  
 
Existe una clase para cada los distintos protocolos MAC implementados, 
definiendo las normas y los mecanismos básicos de cada protocolo. Esta clase 
a su vez, hereda de un conjunto de clases genéricas que definen las 
características básicas de un móvil MAC real.  
 
La clase Móvil MAC modela el protocolo a simular y hereda de la clase Móvil 
TX. Esta clase, modela a los móviles como terminales transmisores y 
receptores de datos.  
 
La clase móvil TX hereda de una clase básica llamada Móvil que contiene 
todas las funciones y los parámetros (entre ellos, posición y velocidad) 
necesarios para modelar la movilidad de los terminales móviles. 
 
La relación entre las clases implementadas en el núcleo del simulador se 
muestra en la Figura 30. 
 
 
 
 
Figura 30. Interrelación de las clases del simulador MACSWIN 
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1.2.     El entorno visual del simulador 
 
El entorno visual del simulador permite al usuario introducir los diferentes 
parámetros de la simulación que desea realizar de una manera sencilla, sin 
necesidad de modificar el código cada vez que se desea variar algún 
parámetro. 
 
En la Figura 31 se puede observar el menú de configuración del simulador. 
Este, permite realizar cambios en la configuración de las redes simuladas. 
Como se puede observar, las posibilidades de configuración del simulador son 
muy extensas, por lo que se pueden crear entornos de simulación muy 
diversos. 
 
 
 
 
Figura 31. Menú de configuración del simulador MACSWIN 
 
 
La Figura 32 muestra la parte visual del simulador MACSWIN durante una 
simulación. 
 
Esta ventana principal del simulador permite configurar el tiempo de duración 
de la simulación y configurar la simulación para que se realice paso a paso. 
Esto, permite detener la simulación en cualquier instante y comprobar el estado 
de cada móvil o de la red en un instante determinado.  
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En esta ventana se visualiza, si se desea, el funcionamiento de los terminales 
móviles de la red y de las transmisiones realizadas por estos. A través de esta 
característica podemos comprobar que si la simulación funciona como se 
espera. 
 
 
 
 
Figura 32. Ventana principal del simulador MACSWIN durante una simulación 
 
 
Como se observa, en una simulación, cuando un móvil transmite información al 
canal, el simulador MACSWIN, muestra de forma dos círculos. Estos círculos 
visibles en la figura representan el rango de transmisión y el rango de 
interferencia de cada móvil. 
1.3.     Modificación del simulador 
 
Para poder evaluar el rendimiento de los modelos de tráfico descritos en el 
apartado 2.2 ha sido necesario realizar modificaciones en el simulador tanto a 
nivel visual como del núcleo del programa. 
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1.3.1.     Modificación del núcleo del programa 
 
La modificación principal en el núcleo del programa corresponde a la 
implementación de los modelos de tráfico descritos en el apartado 2.2. 
 
La implementación de estos modelos no es el objetivo principal del trabajo pero 
es un requisito básico para poder evaluar el rendimiento del protocolo DPCF 
para cada uno de ellos. 
1.3.2.     Modificación de la parte visual 
 
El hecho de implementar nuevos modelos de tráfico ha provocado que se deba 
ampliar la parte visual del simulador MACSWIN. 
 
A continuación se describen las características principales de las 
modificaciones realizadas en la parte visual del programa. 
 
 Se ha ampliado la lista de generación de datos. En esta lista, se han 
añadido los nuevos modelos de tráfico implementados, así como 
distribuciones de probabilidad (ver Figura 33). 
 
 Se han creado nuevos menús para poder dar valores a los parámetros 
de entrada de las distribuciones de probabilidad implementadas (ver 
Figura 33). 
 
 
 
 
Figura 33. Ampliación de la lista de generación de datos 
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1.4.     Definición métricas simulación 
 
En este apartado se definen los parámetros utilizados en la evaluación de los 
diferentes modelos de tráfico para los protocolos MAC (DCF, PCF y DPCF). 
 
1. Carga total de tráfico (bps): se define como la cantidad agregada de 
bits por segundo que entregan todos los dispositivos de la red.  
 
2. Throughput a destino (bps): se define como la cantidad de bits por 
segundo que una red es capaz de transmitir con éxito al destino final (sin 
colisión). 
 
3. Retardo de transmisión a destino (s): se define como el tiempo que 
transcurre desde que se recibe un paquete en la capa MAC para ser 
transmitido hasta que se reconoce la recepción del mismo por el 
destinatario de dicho paquete. 
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Anexo 2: Modelos de tráfico 
2.1.     File Transfer Protocol (FTP) 
2.1.1.     Descripción del modelo 
 
El modelo de tráfico FTP consiste en una sucesión de datos a trasmitir 
separados por tiempos de lectura Figura 34.  
 
El tiempo de lectura en una sesión FTP puede ser considerado también como 
el periodo en OFF de la sesión ya que no se produce ninguna actividad durante 
este periodo. 
 
 
 
 
Figura 34. Sesión FTP 
 
 
Los parámetros que caracterizan el modelo de tráfico para la transmisión de 
tráfico FTP se detallan a continuación. 
 
 Tamaño del archivo a transmitir: Se define como el total de bytes que 
contiene cada archivo. 
 
 Tiempo de lectura: Intervalo de tiempo comprendido entre la finalización 
de la descarga de un fichero de datos y la solicitud del siguiente por 
parte del usuario. 
2.2.     Vídeo Streaming 
2.2.1.     Descripción del modelo 
 
El proceso de llegada de cada fotograma de vídeo se define en intervalos 
determinados por el  número de fotogramas por segundo (fps). Cada fotograma 
se fragmenta en un número fijo de paquetes de datos cuyo tamaño sigue una 
distribución de Pareto [11].  
 
Además, se introduce un retardo entre las llegadas de paquetes de la misma 
imagen debido al proceso de codificación, el cual también esta modelado por la 
distribución de Pareto.  
 
En la Figura 35 se observa un ejemplo de sesión de vídeo. 
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Figura 35. Ejemplo de sesión de vídeo 
 
 
Los parámetros que caracterizan el modelo de tráfico para la transmisión de 
vídeo son los siguientes. 
 
 fotogramas por segundo (fps): Medida de la frecuencia a la cual se 
generan  los distintos fotogramas. 
 
 Paquetes por fotograma: Número total de paquetes generados en cada 
fotograma. 
 
 Tamaño del paquete: Total de bytes que contiene cada paquete. 
 
 Tiempo entre llegadas (codificación): Se define como el retardo 
introducido por el proceso de codificación. 
2.3.     Voz sobre IP (VoIP) 
2.3.1.     Descripción del modelo 
 
El modelo más utilizado en telefonía es el modelo ON-OFF representado en la 
Figura 36. 
 
 
 
 
Figura 36. Ejemplo de sesión de voz 
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Este modelo se ha definido mediante un proceso de Markov de dos estados 
(activo-inactivo). 
 
Este, genera una tasa constante de bits (CBR) durante el estado ON y no tiene 
ninguna actividad durante el periodo OFF.  
 
La distribución que caracteriza tanto el tiempo en ON como el tiempo en OFF 
del modelo Brady [7] es la distribución exponencial. 
 
En la actualidad existen, principalmente, dos arquitecturas de VoIP para la 
transmisión de voz por Internet: 
 
 SIP (Session Initation Protocol) 
 
El protocolo SIP (Session Initiation Protocol) fue desarrollado por el grupo 
MMUSIC (Multimedia Session Control) del IETF (Internet Engineering Task 
Force), definiendo una arquitectura de señalización y control para VoIP. 
 
El propósito de SIP es la comunicación entre dispositivos multimedia. SIP hace 
posible esta comunicación gracias a dos protocolos que son RTP/RTCP (Real 
Time Transport Protocol/Real Time Control Protocol) y SDP (Session 
Description Protocol). 
 
El protocolo RTP se usa para transportar los datos de voz en tiempo real (igual 
que para el protocolo H.323 (recomendación del ITU-T), mientras que el 
protocolo SDP (Session Description Protocol) se usa para la negociación de las 
capacidades de los participantes, tipo de codificación, etc.). 
 
 H.323  
 
H.323 fue el primer estándar internacional de comunicaciones multimedia, que 
facilitaba la convergencia de voz, vídeo y datos.  
 
La comunicación de voz es analógica, mientras que la red de datos es digital. 
La transformación de la señal analógica a una señal digital se realiza mediante 
una conversión analógico-digital. Este proceso se realiza mediante un códec 
(codificador-descodificador). 
 
Existen una gran variedad de códecs. Según el elegido se utilizará más o 
menos ancho de banda, a costa  de una menor o mayor calidad en la 
transmisión.  
Entre los códecs utilizados en VoIP encontramos el G.711 y el G.729 
(especificados por la ITU-T). El G.711 tiene una mejor calidad de voz (consume 
más ancho de banda), que el G.729. 
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Nombre Velocidad de transmisión 
(Kbps) 
Voice 
Payload 
Size 
(Bytes) 
Sampling Rate (ms) 
G.711 64 160 20 
G.729 8 20 20 
 
Tabla 12. Tabla resumen de los códecs de voz 
 
 
Los conceptos indicados en la Tabla 12 se explican a continuación:  
 
 Velocidad de transmisión (Kbps): Es el número de bits por segundo que 
se necesitan transmitir para transportar los datos de una llamada de voz. 
 
 Voice Payload Size (Bytes): Es el número de Bytes de carga útil de voz 
que se introducen en un paquete a transmitir.  
 
 Sampling Rate (ms): Es el intervalo de muestreo al que trabaja el códec. 
 
 
Los parámetros que caracterizan el modelo de tráfico para la transmisión de 
voz son los siguientes. 
 
 Tamaño del paquete: Total de bytes que contiene cada paquete. 
 
 Tiempo entre llegadas: Tiempo transcurrido entre la recepción por el 
dispositivo de dos paquetes pertenecientes a la misma conexión. 
 
 Tiempo ON: Tiempo en estado activo (conversación). 
 
 Tiempo OFF: Tiempo en estado inactivo (silencio). 
2.4.     World Wide Web (WWW)  
2.4.1.     Descripción del modelo 
 
El modelo está basado en una estructura multinivel, inspirada en la forma en la 
que los usuarios de WWW generan tráfico navegando por la Web.  
 
Se define una sesión como el periodo de tiempo que transcurre entre el inicio y 
el cierre del navegador que un usuario utiliza para generar el tráfico web. 
Dentro de una misma sesión, el usuario puede visitar y leer varias páginas 
diferentes.  
 
Por lo tanto, una sesión es en realidad una serie de transferencias de página 
separadas por un tiempo de lectura, similar al modelo FPT descrito en la 
sección 2.1.1. 
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La estructura de niveles del modelo de tráfico WWW es la siguiente: 
 
 Nivel de sesión: Sesión de trabajo de un usuario con la WWW desde 
que inicia su navegador hasta que termina de navegar. Este nivel se 
compone de páginas. 
 
 Nivel de página: Visita a una página Web, consideramos una página 
como un conjunto de ficheros (HTML, imágenes, sonidos, vídeos, etc.) 
que componen la página Web. 
 
 Nivel de paquete: Transmisión de un paquete IP. Será el nivel más bajo 
a considerar. Supondremos que la llegada de un paquete al dispositivo  
es un proceso puntual, estando determinado completamente por el 
tiempo entre dos llegadas y el tamaño del paquete recibido. 
 
 
De esta forma, los parámetros que caracterizan cada nivel del modelo de 
tráfico para la transmisión de tráfico WWW son los siguientes. 
 
 Nivel de sesión 
 
o Tiempo entre sesiones: Tiempo que transcurre entre el final de 
una sesión (transmisión del último paquete de la misma) y el inicio 
de la siguiente (transmisión del primer paquete de la misma). 
 
o Número de páginas por sesión: Número de páginas que 
desarrolla un usuario durante una sesión. 
 
 Nivel de página 
 
o Tiempo entre páginas: Tiempo que transcurre entre el final de una 
página y el comienzo de la siguiente pertenecientes a la misma 
sesión. 
o Tamaño de la página: Total de bytes información transferida en la 
página. 
 
 Nivel de paquete 
 
o Tiempo entre paquetes: Tiempo transcurrido entre la recepción 
por el usuario de dos paquetes pertenecientes a la misma 
conexión. 
o Tamaño del paquete: Total de bytes que contiene cada paquete. 
 
64                 Estudio de DPCF bajo diferentes tipos de tráfico de datos 
 
 
2.5.     Aplicaciones M2M Periódicas 
2.5.1.     Descripción del modelo 
 
El tráfico M2M es diferente al tráfico generado por seres humanos. 
 
El modelo está basado en tráfico regular con una periodicidad conocida. 
Ejemplo: lectura regular de contadores de consumo. 
 
 
 
 
 
 
 
. 
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Anexo 3: Protocolos MAC 
3.1.     Distributed Coordination Function (DCF) 
 
Este mecanismo de acceso lo incorporan todos los dispositivos inalámbricos 
que cumplen el estándar IEEE 802.11. 
 
Su operación se basa en el mecanismo de CSMA/CA donde los dispositivos 
escuchan el medio para determinar cuando éste está libre antes de empezar a 
transmitir datos. 
 
 
 
 
Figura 37. Acceso básico al canal mediante la función de coordinación DCF 
 
 
En la Figura 37 se muestra el mecanismo DCF. Para poder iniciar una 
 r   mi ió   c d      ció  d    “  cuch r”  l m dio  Si         á li r     
continúa así durante un intervalo de tiempo DIFS (Distributed Coordination 
Function Interframe Space), la estación puede comenzar a transmitir los datos.  
 
La estación de destino confirma la correcta recepción de los datos a través de 
un paquete de reconocimiento ACK a la estación origen después de un tiempo 
SIFS (Short Interframe Space).  
 
El uso del protocolo CSMA/CA en el medio inalámbrico puede generar el 
problema del nodo oculto.  
 
En la Figura 38 observamos como los dispositivos A y C transmiten hacia B 
creyendo que el canal está libre cuando en realidad está ocupado por otra 
estación a la que no oye. 
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Figura 38. Ejemplo: Nodo C es oculto para A 
 
 
Para evitar este tipo de colisiones se definen los paquetes de control Request-
to-Send (RTS) y Clear-to-Send (CTS).  
 
El funcionamiento es similar al caso anterior, en la Figura 39 se puede observar 
gráficamente. 
 
Cu  do u       ció  d      r   mi ir d  o   “  cuch ”  i  l m dio    á li r  
durante un intervalo de tiempo DIFS, y si está libre, envía un paquete de control 
RTS, indicando dirección del emisor y del receptor, así como la duración de la 
transmisión.  
 
Cuando la estación de destino recibe el paquete RTS correctamente espera un 
tiempo SIFS y responde con un paquete CTS, informando de la duración 
permitida de la comunicación y, si el canal está libre, la estación origen espera 
un tiempo SIFS e inicia la transmisión de datos. 
 
Esta información la pueden leer los dispositivos que escuchan el canal, de 
manera que se actualiza un Network Allocation Vector (NAV) que contiene la 
información del periodo de tiempo durante el cual el canal estará ocupado. 
 
Si el destino recibe satisfactoriamente el paquete de datos, envía un paquete 
ACK positivo, si el emisor no lo recibe supondrá que no ha llegado a su destino 
y se retransmitirá el paquete. 
 
Para transmitir el paquete ACK la estación espera un tiempo SIFS después de 
la recepción del paquete. 
 
Además, existe un tiempo de Backoff, como se aprecia en la Figura 37 y Figura 
39.  Este tiempo no posee un valor determinado ya que es un valor aleatorio en 
cada estación. La estación que quiere transmitir espera un número de slots 
aleatorios antes de solicitar acceso al medio. De esta manera se consigue que 
la colisión por acceso simultáneo al medio sea inferior que si el acceso se 
realizara inmediatamente después del tiempo DIFS. Aunque este mecanismo 
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reduce el número de colisiones, esto no impide que los dispositivos  de la red 
puedan colisionar, ya que existe la posibilidad de que dos o más dispositivos 
obtengan un mismo valor y, por lo tanto, inicien una transmisión en un mismo 
instante. 
 
 
 
 
Figura 39. Acceso al canal mediante RTS/CTS en la función de coordinación 
DCF 
 
 
El  i mpo  uc dido    r  do   r m    AC    d fi   como “I   rfr m  Sp c ” 
(IFS). El estándar 802.11 define cuatro tipos de IFS para establecer diferentes 
prioridades a las tramas. 
 
- SIFS (Short Inter Frame Space): Es el periodo de tiempo más pequeño 
de los cuatro tipos de IFS. Se utiliza para responder cuando una 
estación recibe un paquete CTS o un ACK. 
 
- PIFS (Point Cooordination IFS): Es un periodo de tiempo algo mayor que 
el SIFS usado por los Access Point (AP’ ) p r  co   guir  l  cc  o  l 
medio.  
 
- DIFS (Distributed IFS): Se define como el tiempo que ha de esperar una 
estación para  poder empezar una nueva transmisión. Este periodo 
corresponde al mayor de todos. 
 
- EIFS (Extended IFS): Es el tiempo de espera utilizado por la capa física 
para avisar a la capa MAC que se ha producido un error en la recepción 
del paquete. 
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3.2.     Point Coordination Function (PCF)  
 
El estándar IEEE 802.11 define el mecanismo Point Coordination Function 
(PCF) como opcional. 
 
En este mecanismo, el encargado de gestionar el acceso al medio es el AP, 
que actúa de coordinador de los dispositivos, eligiendo quién debe de transmitir 
en cada momento.  
  
El AP tiene prioridad de acceso al medio ya que utiliza un tiempo PIFS, el cual 
es menor que el tiempo DIFS utilizado en el modo DCF por lo que el AP 
siempre ganará el acceso al canal y ninguna estación de la red que utilice el 
modo DCF le será posible interrumpir el modo PCF. 
 
Cuando hay que hacer una asignación de tiempos de transmisión el AP 
inicialmente escucha el canal durante un periodo PIFS y luego empieza el CFP 
(Contention Free Period) enviando un paquete de control de tipo beacon a la 
red indicando la máxima duración del periodo CFP.  
 
Los dispositivos que reciben el paquete de control tipo beacon guardan en su 
vector NAV dicha duración, que contiene la duración del periodo de tiempo 
durante el cual el canal estará ocupado. 
 
Al finalizar este periodo libre de contienda, el AP, a través de un paquete CF 
END, notifica a los dispositivos del inicio del nuevo CP (Contention Period). 
 
En modo PCF una estación no puede transmitir a no ser que el AP se lo haya 
autorizado, por lo que el AP es el encargado de otorgar el turno de transmitir a 
los dispositivos a partir de una lista de dispositivos asociadas al AP 
denominada polling list.  
 
La comunicación en modo PCF entre dos dispositivos se realiza de la siguiente 
manera. Cuando el dispositivo 1 recibe un POLL perteneciente al AP la 
comunicación empieza. El dispositivo 1 envía los datos al dispositivo 2 siempre 
un tiempo SIFS después del POLL. El dispositivo 2 al recibir los datos 
correctamente envía un paquete ACK un tiempo SIFS después.  
 
Todos los paquetes van siempre separados por un tiempo SIFS exceptuando el 
caso en que la estación que debe transmitir no responda al POLL durante un 
tiempo SIFS, en este caso, el AP enviará el siguiente paquete después de un 
tiempo PIFS. 
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Figura 40. Acceso al medio mediante la función de coordinación PCF 
 
 
3.3.     Distributed Point Coordination Function (DPCF) 
 
De las muchas mejoras que se han propuesto y realizado al estándar 802.11 la 
mayoría se han caracterizado por mejorar exclusivamente características de la 
capa física.  
 
El protocolo MAC Distributed Point Coordination Function (DPCF), por el 
contrario,  se diseñó para aportar mejoras a nivel de capa MAC del estándar 
802.11 y se comprobó como el rendimiento obtenido mejoraba al del estándar 
802.11 original [3].  
 
Dado que el protocolo DPCF se explica en detalle en el Capítulo 2.1, en este 
apartado únicamente se hará una pequeña síntesis de este. 
 
Este protocolo MAC se ha diseñado para trabajar en entornos ad hoc 
inalámbricos. Su diseño está inspirado en el protocolo Distributed Queuing 
MAC Protocol for Mobile Ad Hoc Networks DQMAN [5] ya que consta de un 
algoritmo de clustering integrado en un protocolo MAC de alto rendimiento.  
 
El concepto básico del protocolo DPCF es que el acceso al canal por parte de 
los dispositivos se realice utilizando el modo de acceso DCF y una vez se 
adquiera el acceso se cree un cluster temporal estableciendo así una 
estructura Master-Slave. 
 
El algoritmo de clustering logra que los dispositivos se autoconfiguren en 
clusters de forma temporal y dinámica. Estos dispositivos, pueden realizar 
transmisiones entre dispositivos del cluster y externos a este.  
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Anexo 4: Simulación 
 
Una vez implementados todos los tipos de modelos de tráfico en el simulador 
se han realizado pruebas para comprobar si los datos obtenidos corresponden 
a los datos que esperábamos. 
 
Para ello hemos analizado individualmente mediante el software MATLAB cada 
parámetro de cada modelo de tráfico implementado en el simulador.  
 
Para estudiar si el comportamiento de cada parámetro es correcto hemos 
generado su función de densidad de probabilidad (PDF) y su función de 
distribución de probabilidad (CDF). Una vez hecho esto, se ha generado la 
curva correspondiente a la distribución utilizada y se ha comprobado si 
visualmente corresponde con la distribución deseada. 
 
Además, con la curva de la distribución, hemos obtenido los valores analíticos 
de la simulación que han sido utilizados para compararlos con los teóricos y ver 
si eran los esperados. 
4.1.     FTP 
4.1.1.     Tamaño del archivo 
 
El tamaño del archivo se ha caracterizado por la distribución lognormal tal y 
como se ha descrito en la sección 3.1.2 del trabajo. 
 
Los resultados obtenidos a la salida del simulador MACSWIN son los 
siguientes: 
 
 
Figura 41. Función de densidad de probabilidad (PDF) del tamaño de archivo 
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Para poder analizar si los resultados obtenidos son correctos o no se 
analizarán de manera analítica los resultados. 
El resultado obtenido nos indica que los valores corresponden con los que 
esperábamos, ya que son casi idénticos. 
 
 
 Distribución µ σ Mean 
MACSWIN Lognormal 14.45 0.35 2Mbytes 
Resultado Lognormal 14.4529 0.346048 2.00823e+006 
 
Tabla 13. Resultados analíticos del tamaño de archivo 
 
 
Gráficamente, también vemos como los resultados obtenidos a la salida del 
simulador corresponden también con los valores que esperábamos ya que el 
comportamiento de la distribución Lognormal implementada corresponde a su 
comportamiento teórico. 
 
Con todo esto decimos que el tamaño de archivo para el modelo de tráfico FTP 
obtenido del simulador es correcto. 
4.1.2.     Tiempo de lectura 
 
El tiempo de lectura se caracteriza por la distribución exponencial.  
La PDF obtenida a la salida del simulador se muestra en la Figura 42. 
 
 
 
 
Figura 42. Función de densidad de probabilidad (PDF) del tiempo de lectura 
Analíticamente obtenemos unos valores muy próximos a los teóricos. 
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 Distribución Mean 
MACSWIN Exponencial 180s 
Resultado Exponencial 179.198 
 
Tabla 14. Resultados analíticos del tiempo de lectura 
 
 
Visualmente, las gráficas obtenidas corresponden al comportamiento de la 
distribución exponencial. 
Los resultados que hemos obtenido certifican que el tiempo de lectura 
implementado se comporta de la manera esperada. 
4.2.     VÍDEO 
4.2.1.     Tamaño del paquete 
 
El tamaño del paquete sigue una distribución de Pareto.  
Las gráficas obtenidas a la salida del simulador son las siguientes. 
 
 
 
Figura 43. Función de densidad de probabilidad (PDF) del tamaño de paquete 
 
 
Parámetro MACSWIN Resultado 
Min 50 48.5 
Max 200 201.5 
 
Tabla 15. Resultados analíticos del tamaño de archivo 
 
Los resultados obtenidos concuerdan con lo esperado. 
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4.2.2.     Tiempo entre llegadas 
 
El tiempo entre llegadas producido por la codificación dentro del modelo de 
vídeo se ha implementado utilizando la distribución Pareto. Los resultados 
obtenidos son los siguientes. 
 
 
 
 
Figura 44. Función de densidad de probabilidad (PDF) del tiempo entre 
llegadas 
 
 
 
Parámetro MACSWIN Resultado 
Min 2.5 2.485 
Max 4 4.015 
 
Tabla 16. Resultados analíticos del tiempo entre llegadas 
 
 
Los resultados obtenidos se consideran válidos. 
4.3.     VOZ 
4.3.1.     Tiempo ON 
 
La distribución que caracteriza tanto este modelo como el modelo en OFF es la 
distribución exponencial. 
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Figura 45. Función de densidad de probabilidad (PDF) del tiempo ON 
 
 
 Distribución Mean 
MACSWIN Exponencial 1000ms 
Resultado Exponencial 1004.05ms 
 
Tabla 17. Resultados analíticos del tiempo ON 
 
 
Los valores obtenidos corresponden a con los esperados por lo que los damos 
por válidos. 
4.3.2.     Tiempo OFF 
 
El tiempo en OFF en el modelo de tráfico de voz implementado sigue también, 
como el modelo en ON, una distribución exponencial. 
 
 
Figura 46. Función de densidad de probabilidad (PDF) del tiempo OFF 
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 Distribución Mean 
MACSWIN Exponencial 1350ms 
Resultado Exponencial 1349.86ms 
 
Tabla 18. Resultados analíticos del tiempo OFF 
 
 
Los resultados indican el modelo de tiempo en OFF se comporta 
correctamente. 
4.3.3.     Distribución Exponencial 
4.3.3.1. Exponencial con lambda= 0,5 
 
 
 
 
Figura 47. Función de densidad de probabilidad (PDF) de exponencial con 
lambda= 0,5 
 
 
 Distribución Lambda Mean 
MACSWIN Exponencial 2 0,5 
Resultado Exponencial 2.00338 0,49 
 
Tabla 19. Resultados analíticos de exponencial con lambda= 0,5 
 
 
Los resultados son casi idénticos por lo que los consideramos correctos.  
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4.3.3.2. Exponencial con lambda= 1 
 
 
 
 
Figura 48. Función de densidad de probabilidad (PDF) de exponencial con 
lambda= 1 
 
 
 Distribución Lambda Mean 
MACSWIN Exponencial 1 1 
Resultado Exponencial 1.01 0.995683 
 
Tabla 20. Resultados analíticos de exponencial con lambda= 1 
 
 
Resultados casi idénticos por lo que los consideramos correctos. 
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4.3.3.3. Exponencial con lambda= 1,5 
 
 
 
 
Figura 49. Función de densidad de probabilidad (PDF) de exponencial con 
lambda= 1,5 
 
 
 Distribución Lambda Mean 
MACSWIN Exponencial 1.5 0.66 
Resultado Exponencial 1.5 0.66 
 
Tabla 21. Resultados analíticos de exponencial con lambda= 1,5 
 
 
Los resultados son equivalentes por lo que son correctos. 
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4.3.3.4. Comparativa 
 
Para poder comprobar la diferencia entre los tres casos analizados, se ha 
creído conveniente generar las gráficas correspondientes a los  tres casos 
simultáneamente.  
 
 
 
 
Figura 50. Función de densidad de probabilidad (PDF) 
4.4.     World Wide Web  
4.4.1.     Tiempo entre sesiones 
 
 
 
Figura 51. Función de densidad de probabilidad (PDF) del tiempo entre 
sesiones 
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 Distribución Mean 
MACSWIN Exponencial 5992s 
Resultado Exponencial 5957.19s 
 
Tabla 22. Resultados analíticos del tiempo entre sesiones 
 
 
Los resultados son casi idénticos por lo que los consideramos correctos. 
4.4.2.     Número de páginas por sesión 
 
 
 
Figura 52. Función de densidad de probabilidad (PDF) del número de páginas 
por sesión. 
 
 
El resultado obtenido nos indica que los valores corresponden con los 
esperados. 
 
 
 Distribución Mean 
MACSWIN Exponencial 5.8410 p.p.s 
Resultado Exponencial 5.92049 p.p.s 
 
Tabla 23. Resultados analíticos del número de páginas por sesión 
 
 
 
 
