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1. INTRODUCTION 
The equation 
X)‘,’ = x + y + z = 1 
has been studied and shown to have no solution in the rational number 
field Q [l, 3,4]. This leads to a study of the equation 
UlU2U3=UI+U2+U3, (1.1) 
where ui, i= 1, 2, 3, is a unit in the ring of integers of an algebraic number 
field K. If K is a quadratic extension of Q, Mollin, Small, Varadarajan, and 
Walsh proved that (1.1) has a solution if and only if K = Q(&-l), K= 
Q(n), or K= Cl($) [Z]. We have shown that in a real number field 
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with unit group of rank 1 and fundamental unit rl> 3, ( 1.1) has no solution 
[S]. We have also shown there are only four not totally real cubic fields 
in which (1.1) is solvable [6]. In this paper, we consider the final case for 
which the rank of the group of units of the ring of integers of K is 1. That 
is, we consider when (1.1) has a solution in a totally imaginary quartic 
extension of Q. 
2. RESULTS 
Let U, be the group of units of the ring of integers of K. The Dirichlet 
Unit Theorem states that U, has rank r + s - 1, where r is the number of 
real embeddings of K into @ and s is the number of pairs of complex con- 
jugate embeddings of K into @. By a totally imaginary quartic extension of 
Q we mean a number field K such that s = 2 and r = 0, and, therefore, a 
number field K such that U, has rank 1. 
THEOREM. Let K be a totally imaginary quartic extension of Q. Then 
(1.1) is solvable in U, if and only zf K satisfies one of the following two 
conditions: 
I. K contains either Q($), Q(d), or O(m); 
II. K= Q(q), where Irr(q, QJ, x) is one of the following four pol.yno- 
mials: 
(1) x4+x3-x+ 1 
(2) x4+5x2+ 1, 
(3) x4-.x3-x2+x+ 1 
(4) x4 - 3x3 + 5x2 - 3x + 1. 
Let IV, be the torsion subgroup of U,. Then W, is the group of roots 
of unity of K. If K is a totally imaginary quartic field then W, = { + 1 ), 
(c4), (16), (is), (ilo), or (1,2) where [,, =ezni’“, This is because if 
W, = (c,), then 2 divides n and i(n) must divide the degree of the exten- 
sion, where 4(n) is the Euler &function. Henceforth, for brevity, [ will be 
used for 16. If W,= (c4), (is), or ([i2) then KxQ(fl) and thus 
(1.1) is solvable in ZJ,. If W, = (ilo) then K= Q(cS) 1 Q(d) and again 
(1.1) is solvable in U,. We are thus left with the two cases of W, = { &- 1) 
and W,= (16). 
PROPOSITION 1. Let K be a totaIly imaginary quartic field such that 
W, = { f 1 }. Then (1.1) is solvable in U, if and onl-v if K satisfies one of the 
following two conditions: 
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I. K contains either a(,/?) or Q(,,/?), 
II. K= Q(q), where Irr(q, Q, x)=x4+x3 -x + 1. 
Proof Let 1~1 > 1 be a fundamental unit and let f(x) = Irr(q, Q, x). 
Recall that the rank U, is 1. So if deg(j) = 2, then q E [w, because there is 
no non-torsion unit in a complex quadratic field. Since W,= ( f 1 }, 
UK c Q(q) = Kn [w. Thus (1.1) is solvable in UK if and only if KC-Y R = 
Q(d) or Kn R = Q($) [S]. 
If deg(f) = 4, then K= Q(q). Since v] is a unit, 
f(x)=x4+ax3+bx2+cx+1, a, b, c E Z. 
If U, contains a solution of (1.1) then r] satisfies 
or 
for some li E h. 
We may assume 1, > 13, so 4 satisfies some polynomial equation, 
h(x) = 0, where h(x) is one of the following six polynomials: 
if 1, d 1, and I3 d 1, + 1, + 13, 
if 1, < 1, and 1, < 1, + I, + I,, 
if 1, + I2 + 1, < 1, and 1, + 1, + 1, d 1,. 
Considering the parities of the powers of x, one can see that in any case 
h(fl)=2 or -2. 
Since f(x) = Irr(q, Q, x), f(x) divides h(x) and f( f 1) divides h( + 1). 
Therefore, f( + 1) = 1, - 1, 2, or - 2. And since K is totally imaginary, 
f(x) > 0, so f( + 1) = 1 or 2. 
Since a, b, CGZ andf(l)+f(-1)=2(2+b)rOmod2, we have either 
f(1) andf(-l)=l, in which case b= -1 and a= -c; or we havef(1) 
and f( - 1) = 2, in which case b = 0 and a = -c. Thus, f(x) = 
x4+ax3-X2-ax+ 1 orf(x)=x4+ax3-ax+ 1. 
If ?I is a root of x4+ax3-x2-ax+ 1 (resp. x4+ax3-ax+ l), then -q 
is a root of x4-ax3 -x2 + ax+ 1 (resp. x4 -ax3 + ax+ 1). So we need 
only consider a 2 0. 
If f(x)=x4+ax3-x2-ax+l, then f(l-a)=(1-a)3+a. So if 
a 2 3, f(1 - a) < 0. If f(x) = x4 + ax3 - ax + 1, then f( 1 - a) = 
(1 - a)’ + (1 - a)’ + a = (2 - a)( 1 - a)* + a. So again, if a 3 3, f( 1 - a) < 0. 
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Thus, if a 3 3, ,fx) has real roots, which is impossible since K is totally 
imaginary. 
So we need only consider the following possibilities: 
f(x) = x4 - x2 + 1, 
.f(x) =x4 + 1, 
f(x)=X4+x3-x-X+ 1, 
f(x)=x4+x3-x+ 1, 
f(x) = x4 -I- 2x3 - x2 - 2x + 1) 
f(x) = x4 + 2x3 - 2x + 1. 
Iff(x)=x4-x2+ 1, then v=[,~ and W# (+l}. Iff(x)=x”+ 1, then 
q=is and W,#{+l}. If f(x)=x4+2x3-x2-2x+1, then f(x)= 
(x2 + x - 1 )2, and f(x) is not irreducible. If f(x) = .x4 + 2x3 - 2x + 1, then 
f(x)=(x*+(l+i)x-1)(x2+(1-i)x-l), in which case &-~EK 
and W, # {f l}. If f(x) = x4 + x3 - x2 - x + 1, then f(x) = 
(~*+~~-1)(~*-~~~-1),in whichcase[EKand W,#{&-1). 
Iff(x)=x4+x3-x+ 1, thenq4+q3--+ 1 =O, sou,=q3, u2= -q and 
u3 = 1 is a solution of (1.1). This proves the proposition. 
Remark. The technique of determining those Q(q) for which (1.1) has 
a solution by looking at Irr(q, Q, x) could be used to give an alternative 
proof of the theorem of Mollin et al. [2]. 
LEMMA 1. Let K be a number field with unit group having rank 1. Let q 
be a fundamental unit of K such that Jql > 1. I f  WE (0 and 1~1 > 3, then 
(1.1) has no solution in U,. 
Remark. This lemma is a strengthened version of the theorem of [S]. 
Its proof is somewhat analogous to the proof of that original theorem, but 
complicated by the fact that Kneed not be real. It is quite easy to establish 
that ui+ui#O, i#j, and that u;u,# 1, i#j, if (u,, u2, u3) is a solution of 
(1.1). These two facts are used repeatedly in conjunction with inequalities 
analogous to those found in the proof of the original theorem in order to 
effect the proof of Lemma 1. 
The following lemma will be used in the proof of Proposition 2. 
LEMMA 2. Zf 1~) > 2.21 and q satisfies some polynomial equation 
a, x” + a2x’* + a3x11 - 1 = 0, l,>l2>l:,>O, aiE(i), 
a,x” + a,xb # 0 for i # j, then I, < 2. 
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Proof: Suppose 1~1 > 2.21. If alq’l + uzq” + a3q13 - 1 = 0, then 
la, q” + u2q12 + a,q”( = 1. There are three possibilities: 
1, > 12 2 l,, 
1, = I, > I,, 
l,=,=l,. 
If 1, > 1, b l,, then 
1 = lug+ + u,tp+ qtpl 2 la,$‘l - lu,tp - lugpI 
= 11”l - lv1’2l - lft31 
2 Iq”l - 2 19”) 
3 I$‘1 -2 ($-lI 
= Iv”- II (Id - 2) 
> (2.21)/1-l (0.21). 
Thus, 1, < 3. 
If 1, = 1, > I,, then 
1 = [a,$ + a,@+ a,u]‘l = \(a, + a,)?+ + u& 
2 Ita1 + %h”l - lw”l 
= la, + u2( Iq”l - In”(. 
Since 0 #a,~” + +x1* = (a, + a,)~“, a, + u2 # 0. And since ui E (i), 
(u1+ a,1 2 1. so 
13 WI - ItpI 
2 I#‘\ - lq”+I 
= W’l (Id- 1) 
> (2.21)/1-l (1.21). 
Thus, 1, < 2. 
If II = 1, = l3 then 
1 = (a,$’ + a*++ u,q’l = I(u, + u2 + a,)$‘1 = la, + a, + a,1 I$‘[. 
Thus a, + u2 + u3 # 0, so since ui E (i) and a, + uj # 0, 
(u,+u,+u,l32. 
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1 3 la, + a* + u3) /?/“I > I?/“1 > (2.21 )‘I. 
So I, < 2. This proves the lemma. 
The final possibility for the torsion subgroup is W, = (i). 
PROPOSITION 2. Let K he a totally imaginar-v quadratic extension of 
QCJ-3) containing a unit q with 1 < 1~1 < 3. If (1.1) is solvable in U, then 
a pol~ynomial f(x) of which r] is a root is to be,found in the table belo,il: 
Case a b E Id f(-r) d-x) 
1 0 2 -1 2.19 x4 + 5x* + 1 x4 + 3x3 + 2x’ - 3.x + 1 
2111 1.31 .u4-.Y3-x2+x+ 1 x4 + 2x3 + 2.x” + x + 1 
3 1 1 -1 1.54 x4 - x3 + 3.x’ - .Y + 1 x4 + 2x3 - .x + 1 
413 1 2.26 x4 -x3 + 5x* + x + 1 x4 + 5x3 + 8x’ +4x + 1 
5 1 3 -1 2.97 x4 - x3 + 9x’ - .Y + 1 x4 + 5.x3 + 6x’ - 4s + 1 
620 1 1.62 x4-2.x3-x2 + 2x + 1 x4 + x3 + 2.x’ - .Y + 1 
722 1 1.93 x4 - 2x3 + 2x2 + 2.x + 1 .I? + 4x3 + 5x2 + 2.x + 1 
8 2 2 -1 2.30 .x4-2x3+6x2-2x+1 ~~+4.~~+3.xa~-2.~+1 
931 1 2.08 x4 - 3x3 + x2 + 3x + 1 x4 + 3x3 + 4.x: + 1 
10 3 1 -1 1.72 x4 - 3x3 + 5x2 - 3.x + 1 x4 + 3x3 + 2.x2 + 1 
11 3 3 1 2.79 x4 -3.x’ + 7.x’ + 3x + 1 x4 + 6x3 + 10x2 + 3.x + 1 
12 4 0 1 2.41 X4-44X3+2.x~+4.Y+ 1 x4+2.x3+5x2-2x+ 1 
13 4 2 1 2.76 .x4-44x3+5,~*+4.x+ 1 x4+5x3+8x2+.u+ 1 
14 4 2 -1 2.67 ~~-4x~+9.~~-4.x+ 1 x~+~x~+~.x*-.Y+ 1 
15 5 1 1 2.93 .~~-5.~~+5~‘+5.~+1 x~+~x~+~x’-.K+~ 
16 5 1 -1 2.37 .u4-5x3+9x-5x+ 1 .Y~+~.x~+~.~~+.Y+ 1 
17 6 0 -1 2.62 x4 - 6x’ t 1 lx2 - 6x -t- 1 x4 + 3x3 + 8x’ + 3.x + 1 
Proof We start by noting that u] is a root of a polynomial of the form 
xz - c(x- E for suitable u E H[[] and E = + 1. From this it follows that v] = 
(1/2)(B It JZG, where u = (l/2)(0 + b fi) for suitable rational 
integers a and b with a = b (mod 2). Since a2 + 3b2 = No,-,,, (2~) and 
2cr = 2(q - E/V) it follows, upon using 1 < 1~1 < 3 that a2 + 3b2 < 48. From 
‘12-“?j-&=0, with a= (1/2)(a+bfl) we deduce that f(x)= 
x4 - ax3 + ((a’ + 3b2)/4 - 2&)x2 + UEX + 1 is a polynomial of which q is 
a root. In like manner, we find that g(x)=x4+ ((a+ 3b)/2)x3 + 
((a’ + 3b2)/2 + &)x2 + E( ( -a + 3b)/2) x + 1 is a polynomial of which - [r] is 
a root. The possible values lead to Table I. 
It remains to track down the seventeen entries of Table I. 
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Proof of the Theorem. If (1.1) is solvable in U, then q satisfies the rela- 
tion, ~“‘~“~“2~‘2~“3~‘3 = jm’$’ + [m2$2 + cm3q’3, mi E (0, 1,2, 3,4, 5}, li E Z. 
We may assume m, >mm,>m,. 
Thus, rl satisfies the equation r(x) = 0, where r(x) = [“‘I +mz~‘l + ‘* - 
4 
wn-m3XI,-/3 - ,y- m3X’2 - (3 - 1. So, rj satisfies some polynomial equation 
h(x) = 0 where h(x) = x’?(x), --n = min(Z, + f2, 1, -l,, 1, - 13, 0). There- 
fore, rl satisfies h(x) h(x) = 0. 
Since h(x) h(x) E Z[x], if f(x) = Irr(q, Cl!, x) then f(x) divides h(x) h(x). 
Consequently, f( 1) divides h( 1) h( 1) and f( - 1) divides h( - 1) h( - 1). 
Because h(x)h(x)=x*“r(x) Y(x), h(1) h(l)=r(l) r(l) and h( -1) h( -l)= 
r( - 1) F( - 1); thus f( + 1) divides r( + 1) F( f 1). 
r(x) F(x) =x a11 + 121 + ?c2(/I - /3) + x2(12 - 13) + 1 
+ (i ~~-~*+~~~~1+~2)~~~1+12-*~3~(jm1+m2+~~m1-m~)~11+12 
+ (i m1+m3 + i.- ml-m’ )x 
II + 212 - /3 ~(j~l--m3+~--ml+m3)X’I-‘3 
+ (i 
~2+~3+~~~~~~3)~~*~1+~2~~3~(jm2--3+~~m2+m3)~/2~~3~ 
Let 
~~(~~l~mz+~-~l+~2)~(~~,+~2+~--ml~m~), 
and 
B=(i”l+“‘+i~“‘+“‘)-((i”l+“‘+i~“‘-”3), 
and 
~~(jmZ+~3+~--m2--m3)~(j~Z--m3+~--mZ+~3), 
Then r(l)F(l)=4+A+B+Cand 
r(-l)F(-1) 
1 
4+A+B+C, if (I,, I,,/,)-(O,O,O)or (1, 1, l)mod2 
4+A-B-C, if (1,,12,/3)=(0,0, l)or(l, l,O)mod2 
= 4-A+B-C, if (I,,I,,/,)=(O, l,O)or(l,O, l)mod2’ 
4-A-BtC, if (1i, I,, 1,) - (0, 1, 1) or (l,O, 0) mod 2 
Since a + b and u-b have the same parity, 
(ja+b+[-(a+b) ) _ (c-b + [-(a-b)) 
i 
-3, if (a+b,a-b)=(+2,0)or(3, +l)mod6 
= 0, if (a+b,a-b)s(O,O),(fl, +1),(+2, +2),or(3,3)mod6 
3, if (a + b, a - b) E (0, + 2) or ( ) 1,3) mod 6. 
So A=O, 3, or -3; B=O, 3, or -3; and C=O, 3, or -3. 
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Since T(X) T(x) > 0, substituting these values for A, B, and C, we find that 
Y( + 1) J( F 1) = 1, 4, 7, 10, or 13. It is easily checked that the condition 
f( + l)/ 1, 4, 7, 10, or 13 is violated except in cases l-2, 6-7, 10, 12, and 15. 
Thus, ten of the seventeen entries of Table I have been eliminated. Cases 6 
and 12 can be eliminated because the corresponding polynomials are 
reducible. For Case 15, 
f(x) = Irr( - [, Q, x) = x4 + 5x3 + 5x’ - 5x + 1 
= x’+5+-.x-l ( 2 >( x’+5-J-3y-1 2 I 
so 
Thus, 1y1 I z 2.933245 18 > 2.21 and Lemma 2 applies. Therefore, if ( 1.1) 
is solvable in U,, r] satisfies some polynomial g(x) in Z[l][x], where 
g(x) = a,.?? + a,x’* + a3xb - 1, 0 < I3 < I, < 1, 6 2, ai E (i). Let h(x) = 
W -u, QtJ-3), x), so h(x) = x2 + ((5 + &3)/2)x - 1 or h(x) = 
x2 + ((5 - 0)/2)x - 1. h(x) divides g(x), so I, = 2. Therefore, 
g(x) = c. h(x), c E Z[(]. 
If I, = 0, then I2 = 1 since h(x) has a non-zero coefficient of x. Thus 
g(x)=a,x2+a,x+a,- 1, therefore c = a,. Thus g(x) = a, ./r(x) so 
a1 . ((5 f J7)/2) = a2 which is impossible since ai E (0 and 
(5+J%2~). Th ere ore, f 1, b I, > 0, and g(0) = - 1. As a conse- 
quence, g(0) = h(O) and c = 1. So g(x) = h(x). Therefore, the coefficient of 
x in g(x) is either 0, a3, or a, f a3, but each of these cases is impossible 
because 1(5i-,/?)/21 =J?>2> la,+a,l, la,l. Sog(x)#h(x) which is a 
contradiction, and (1.1) has no solution in U,. 
In Case 7, the field K = Q(fi,a) contains 0, contrary to 
w,= Cl>. 
In Case 1 x4+5x2+ l=(x’+JZx+ 1)(x’-fix+ 1). If q= 
(&?+fi)/2, then Irr(q, Q(fl),x) = x2-flx+l = 
x2- ({ + [‘)x+ 1 = x2- [x-c2x+ 1. Therefore, n2 = in + c2q- 1. So 
ui=&7, u2=[*~, u3= -1 is a solution of (1.1). 
In Case 2, Irr(c, Q, x) = x4 - x3 - x2 + x + 1 = (x2 - ix - 1) 
(x2 + [‘x - 1). Therefore, either q2 - in - 1 = ‘12 - (1 + [2)n - 1 = 
r12 - n - c2rl - 1 = 0, in which case (12, c2q, -iv) is a solution of (1.1) 
or ~2+~2~-l=~2+(~-1)~-1=~2+jyl-~-l=0, in which case 
([, jq, - 12r) is a solution of (1.1). 
In CaselO, Irr(rj,Q,x)=x4-3x3+5x2-3x+1 = (~~+([~-l)x+l) 
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(x2 + (-5’ - 1)x + 1). Therefore, either q* + (c’ - 1)~ + 1 = 
q2 + c*q - q + 1= 0, in which case (jq, [‘q, -[*) is a solution of (1.1) or 
~2-j~-~+l=O,inwhichcase(~~2,~~,-~)isasolutionof(1.1). 
This completes the proof of the theorem. 
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