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1
2Abstract. Part One:
How to get more accurate estimation of prime numbers is an important
problem in number theory. In this paper, we obtain much more accurate
estimation of prime numbers, the error range of which is less than
√
x log x for
x ≥ 103 or less than √x log x/x0.0327283 for x ≥ 1041.
These results shall be important and useful for researches on some impor-
tant topics of number theory, for example, on Riemann hypothesis and on
primes in short intervals.
Part Two:
In 1901, H. Koch showed that if and only if the Riemann hypothesis is true,
then pi(x) = Li(x) +O(
√
x log x). Let define
pi∗(x,N) =
x
log x
N∑
n=0
n!
logn x
where we proved that the pair of numbers x and N in pi∗(x,N) satisfy inequal-
ities pi∗(x,N) < pi(x) < pi∗(x,N + 1), and the number N is a non-decreasing
step function of the variable log x for x ≥ 103 and approximately proportional
to log x. Then we write
|pi(x)− Li(x)| ≤ |pi(x)− pi∗(x,N)|+ |Li(x)− pi∗(x,N)|.
In an early paper, we proved pi(x)− pi∗(x,N) < √x log x.
In this paper, we prove the estimation Li(x) = pi∗(x,N) +O(
√
x log x).
Hence we obtain pi(x) = Li(x)+O(
√
x log x) so that the Riemann hypothesis
is true.
Part Three:
The distribution of primes in short intervals is an important problem in the
theory of prime numbers. The following question is suggested by the prime
number theorem: for which function Φ is it true that
pi(x+Φ(x)) − pi(x) ∼ Φ(x)
log x
(x→∞)?
Different from former researches on primes in short intervals, we let the
short intervals be Φ(x) = β
√
x, 0 < β ≤ 1. Then with new idea and strategies
of analysis, we investigate the number of primes in short intervals and prove
a theorem: Let Φ(x) = βx1/2, 0 < β ≤ 1. For x ≥ e470 such that (log x)5/2 ≤
x0.0327283 there are
pi(x+Φ(x)) − pi(x)
Φ(x)/ log x
= 1 + O(
1
log x
)
and
lim
x→∞
pi(x+Φ(x)) − pi(x)
Φ(x)/ log x
= 1.
Part Four:
Based on a theorem for the numbers of primes in short intervals x1/2, some
conjectures of distribution of primes in short intervals, such as Legendre’s
conjecture, Oppermann’s conjecture, Hanssner’s conjecture, Brocard’s conjec-
ture, Andrica’s conjecture, Sierpinski’s conjecture and Sierpinski’s conjecture
of triangular numbers are proved and the Mills’ constant can be determined.
Part Five and Part Six:
The distribution of nontrivial zeros of the Riemann zeta function was in-
vestigated in this paper. First, a curve integral of the Riemann zeta function
ζ(s) was formed, which is along a horizontal line from s to 1− s¯ which are two
nontrivial zeros of ζ(s) and symmetric about the vertical line σ = 1
2
. Next,
the result of the curve integral was derived and proved equal to zero. Then,
by proving a lemma of central dissymmetry of the Riemann zeta function ζ(s),
two nontrivial zeros s and 1 − s¯ were proved being a same zero or satisfying
s = 1− s¯. Hence, nontrivial zeros of ζ(s) all have real part R(s) = 1
2
.
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Part 1. On more accurate estimation of prime numbers
Abstract. How to get more accurate estimation of prime numbers is an im-
portant problem in number theory. In this paper, we obtain much more accu-
rate estimation of prime numbers, the error range of which is less than
√
x log x
for x ≥ 103 or less than √x log x/x0.0327283 for x ≥ 1041.
These results shall be important and useful for researches on some impor-
tant topics of number theory, for example, on Riemann hypothesis and on
primes in short intervals.
1. Introduction
1.1. Estimation of prime numbers. In 1792, Gauss proposed that
π(n) ∼ n
logn
.
Gauss later refined his estimate to
(1.1) π(n) ∼ Li(n)
where
Li(n) =
∫ n
2
dx
log x
is the logarithmic integral.
Chebyshev (1852) proved that there exist two positive constants C1 and C2 such
that the inequalities
(1.2) C1
n
logn
≤ π(n) ≤ C2 n
logn
or
7
8
<
π(n)
n/ logn
<
9
8
hold. He also showed that if the limit
lim
n→∞
π(n)
n/ logn
exists, then it is 1.
Approximate formulas for some functions of prime numbers proposed by J. B.
Rosser and L. Schoenfeld (1962) show that for x ≥ 59
(1.3) 1 +
1
2 log x
<
π(x)
x/ log x
< 1 +
3
2 logx
.
Then the error range of estimation of prime numbers determined by Formula (1.3)
is nearly equal to x/ log2 x.
In his thesis, Dusart (1998) refined these and other results in the literature,
showing that for x ≥ 599
(1.4) 1 +
1
log x
≤ π(x)
x/ log x
≤ 1 + 1.2762
log x
.
So the error range of estimation of prime numbers determined by Formula (1.4)
is nearly equal to 0.2762x/ log2 x.
de la Valle´e Poussin (1899) showed that for some constant of a
(1.5) π(x) = Li(x) +O(
x
log x
e−a
√
log x).
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For any small positive value ǫ < 1/2 there always exists a positive number xǫ
such that for x ≥ xǫ there is
log
ea
√
log x
xǫ log x
= a
√
log x− ǫ log x− log log x ≤ 0.
Then for big numbers x and small positive values ǫ = (a
√
log x− log log x)/ log x <
1/2 the error range of estimation of prime numbers determined by Formula (1.5) is
nearly equal to O(x1−ǫ/ log2 x).
1.2. Strategy of analysis used in this paper. How to get more accurate estima-
tion of prime numbers is an important problem in number theory. In this paper, our
target is to get much more accurate estimation of prime numbers, the error range
of which should be less than
√
x log x for x ≥ 103 or less than √x log x/x0.0327283
for x ≥ 1041. These results shall be important and useful for researches on some
important topics of number theory.
Firstly, let define
η∗(x,N) =
N∑
n=0
n!
logn x
and π∗(x,N) =
x
log x
η∗(x,N) =
x
log x
N∑
n=0
n!
logn x
where π∗(x,N) is also the truncation of the function Li(x).
With π∗(x,N) we investigate the bounds and properties of the prime number
function π(x), and obtain inequalities π∗(x,N) < π(x) < π∗(x,N +1). Then there
are
π(x)− π∗(x,N) < g(x,N) = π∗(x,N + 1)− π∗(x,N) = x
log x
(N + 1)!
log(N+1) x
and
π(x) − π∗(x,N)
x/ log x
<
g(x,N)
x/ log x
= η∗(x,N + 1)− η∗(x,N) = (N + 1)!
log(N+1) x
.
Secondly, the sum π∗(x,N) correlates a pair of numbers x and N . So we need
to investigate relations between the pair of numbers x and N . The sum η∗(x,N)
correlates the real log x and the number N . So we also need to investigate relations
between the real log x and the number N , and the ratio of the real log x to the
number N .
By analysis, we prove an important theorem: For a pair of numbers x and N
satisfying inequalities π∗(x,N) < π(x) < π∗(x,N + 1), the number N is a non-
decreasing step function of the variable log x and approximately proportional to
log x with a step factor.
Then, by further analysis, we obtain the formula
N =
log x
2 log 10
− 3/2 +O(1) for x ≥ 103.
Thirdly, let ρ(x,N) = log x/(N + 3/2) and consider the ratio of (log x)3/2/x1/2
to (N + 1)!/ log(N+1) x. Based upon the Stirling’s formula we obtain
log
logN+5/2 x
(N + 1)!x1/2
> (N + 3/2) log[e
log x
N + 3/2
]− 1
2
log x
= (N + 3/2)[1 + log ρ(x,N)− ρ(x,N)/2].
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When a pair of positive numbers x ≥ 103 and N ≥ 1 are determined by inequal-
ities π∗(x,N) < π(x) < π∗(x,N + 1), the key discriminant
1 + log ρ(x,N)− ρ(x,N)/2 > 0
holds for ρ(x,N) ≤ 2.16 log 10. By Theorem 4.2 for x ≥ 103 the inequality
ρ(x,N) < 2.16 log 10 holds so that we obtain
g(x,N)
x/ logx
=
(N + 1)!
log(N+1) x
<
log3/2 x
x1/2
and
π(x) − π∗(x,N) < g(x,N) < log
3/2 x
x1/2
x
log x
=
√
x log x.
Finally, let consider the ratio of (log x)3/2/x1/2+δ to (N + 1)!/ log(N+1) x where
δ ≥ 0. Based upon the Stirling’s formula we obtain
log
logN+5/2 x
(N + 1)!x1/2+δ
> (N + 3/2) log[e
log x
N + 3/2
]− (1/2 + δ) log x
= (N + 3/2)[1 + log ρ(x,N)− (1/2 + δ)ρ(x,N)].
When a pair of positive numbers x ≥ 1041 and N ≥ 19 are determined by
inequalities π∗(x,N) < π(x) < π∗(x,N + 1), the key discriminant
1 + log ρ(x,N)− (1/2 + δ)ρ(x,N) > 0
holds for ρ(x,N) ≤ 2.1 log 10 and δ = 0.0327283. By Theorem 4.2 for x ≥ 1041 the
inequality ρ(x,N) < 2.1 log 10 holds so that we obtain
g(x,N)
x/ log x
=
(N + 1)!
log(N+1) x
<
log3/2 x
x1/2+0.0327283
and
π(x) − π∗(x,N) < g(x,N) < log
3/2 x
x1/2+0.0327283
x
log x
=
√
x log x/x0.0327283.
Thus, compared to former results, we get more accurate estimation of prime
numbers
π(x)− π∗(x,N) <
√
x log x for x ≥ 103
and
π(x) − π∗(x,N) <
√
x log x/x0.0327283 for x ≥ 1041.
1.3. Outline of Theorems proved in this paper. First, we analyze bounds and
properties of the functions Li(x) and π(x) in detail with the definition of π∗(x,N)
and some other strategies. Next, we investigate relations between a pair of numbers
x and N in functions Li(x), π(x), and π∗(x,N), and the ratio of log x to N in
functions π(x) and π∗(x,N). Then we prove a series of theorems of the functions
Li(x) and π(x).
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1.3.1. Bounds and properties of Li(x). Theorem 2.1 deals with bounds of Li(x) and
states as follows: For any number x ≥ 59, a number M ≥ 0 always exists such that
Li(x) is bounded by inequalities
π∗(x,M) ≤ Li(x) < π∗(x,M + 1).
Then based on Theorem 2.1, Theorem 2.2 deals with relations between a pair
of numbers x and M in two functions Li(x) and π∗(x,M). Theorem 2.2 states as
follows: For a pair of numbers x and M satisfying Theorem 2.1, there is M → ∞
as x→∞ and the number M is a non-decreasing step function of the variable x.
We use Theorems 2.1-2.2 to prove that for a pair of numbers x and N satisfying
Theorem 3.1, there is N →∞ as x→∞.
1.3.2. Bounds and properties of π(x). Theorem 3.1 deals with bounds of prime
numbers π(x) and states as follows: For any number x ≥ 59, a number N ≥ 0
always exists such that π(x) is bounded by inequalities
π∗(x,N) < π(x) < π∗(x,N + 1).
Then based on Theorems 2.2 and 3.1, Theorems 3.2-3.3 deal with relations be-
tween a pair of numbers x and N in two functions π(x) and π∗(x,N).
Theorem 3.2 states as follows: For a pair of numbers x and N satisfying Theo-
rem 3.1, there is N → ∞ as x → ∞ and the number N is a non-decreasing step
function of the variable x.
Theorem 3.3 states as follows: For a pair of numbers x and N satisfying Theo-
rem 3.1, the number N is a non-decreasing step function of the variable log x and
approximately proportional to log x with a step factor logα∞ as N ≥ 2 where α∞
is a positive constant.
1.3.3. Properties of the ratio of log x to N for π(x). Based on Theorems 3.1-3.3,
Theorems 4.1-4.2 deal with properties of the ratio of log x to N for π(x).
Theorem 4.1 states as follows: Let ρ(x,N, θ∞) = (log x)/(N + 1 + θ∞) where x
and N satisfy Theorem 3.1 and θ∞ is a positive constant. Then, as x→ ∞, there
are
ρ(x,N, θ∞) = logα∞ ∗ (1 +O( 1
N + 1 + θ∞
))
and
ρ(α∞x,N + 1, θ∞) = ρ(x,N, θ∞).
Theorem 4.2 determines two positive constants α∞ = 102 and θ∞ = 1/2, which
are defined by Theorems 3.3 and 4.1, respectively. Theorem 4.2 states as follows:
Let ρ(x,N) = (log x)/(N + 3/2) where x and N satisfy Theorem 3.1. Then there
are
ρ(x,N) = 2 log 10 ∗ (1 +O( 1
N + 3/2
)) for x ≥ 103,
ρ(102x,N + 1) = ρ(x,N) for x ≥ 102N+3 and N ≥ 5,
and ρ(x,N) < 2.16 log 10 for x ≥ 103 and ρ(x,N) < 2.10 log 10 for x ≥ 1041.
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1.3.4. Bounds and gaps of π(x) − π∗(x,N). Based upon Theorems 3.1 and 4.2,
Theorems 5.1-5.2 deal with bounds and gaps of π(x) − π∗(x,N).
Theorem 5.1 gives a key discriminant
1 + log ρ(x,N)− ρ(x,N)/2 > 0
to determine the range of the ratio of log x to N , and shows that with inequalities
ρ(x,N) < 2.16 log 10 < 5.3566938 the inequality
π(x) − π∗(x,N) <
√
x log x
always holds.
Theorem 5.2 gives a key discriminant
1 + log ρ(x,N)− (1/2 + δ)ρ(x,N) > 0
to determine the range of the ratio of log x to N where δ ≥ 0 is a small value.
Theorem 5.2 states as follows: For a pair of positive numbers x ≥ 1041 and N ≥ 19
satisfying Theorem 3.1, the bounds gap of prime numbers is equal to
g(x,N) = π∗(x,N + 1)− π∗(x,N) <
√
x log x/x0.0327283
and for any positive number x ≥ 1041, π(x) satisfies
π(x) − π∗(x,N) < g(x,N) <
√
x log x/x0.0327283.
2. Theorems of bounds of values Li(x)
Theorem 2.1 (Bounds of Li(x)). For any number x ≥ 59, a number M ≥ 0 always
exists such that Li(x) is bounded by inequalities
(2.1) π∗(x,M) ≤ Li(x) < π∗(x,M + 1).
Proof. Let define
ηL(x) =
Li(x)
x/ logx
.
Then for each number M ≥ 0 we can write
(2.2) ηL(x) = η
∗(x,M) + δL(x,M) =
M∑
n=0
n!
logn x
+ δL(x,M).
By Equality (2.2) for n = 1, 2, . . . the inequality
δL(x, n− 1)− δL(x, n) = n!
logn x
> 0
always holds so that we have
δL(x, 0) > δL(x, 1) > δL(x, 2) > · · · > δL(x,M) > δL(x,M + 1) > · · · .
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for a fixed positive number x, a positive number nc always exists such that when
n ≥ nc there are
n
e log x
≥ 1 and n!
logn x
>
√
2πn(
n
e log x
)n ≥
√
2πn.
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Then on the right hand side of Eq. (2.2) for a fixed positive number x, there is
lim
M→∞
M∑
n=0
n!
logn x
→∞.
Since by the prime number theorem with Equalities (1.1, 1.4-1.5) ηL(x) is finite
and tends to 1 as x→∞, and
δL(x, 0) =
1
log x
+
2
x/ log x
(
∫ x
2
dt
log3 t
−
1∑
n=0
n!
logn+1 2
) > 0,
thus there must be
δL(x, 0) > 0 and lim
M→∞
δL(x,M)→ −∞.
Since δL(x, 0) > 0 then for any number x ≥ 59, a number M ≥ 0 always exists
such that there are δL(x,M) ≥ 0 and δL(x,M+1) < 0. Thus there exist inequalities
η∗(x,M) ≤ ηL(x) < η∗(x,M + 1)
such that Li(x) is bounded by inequalities
π∗(x,M) ≤ Li(x) < π∗(x,M + 1).
This completes the proof of the theorem. 
Theorem 2.2 (Relation between x andM in Theorem 2.1). For a pair of numbers
x and M satisfying Theorem 2.1, there is M → ∞ as x → ∞ and the number M
is a non-decreasing step function of the variable x.
For an infinite series of positive numbers M = 1, 2, 3, . . . there exist an infinite
series of positive reals xM such that each positive number M corresponds to a finite
region [xM , xM+1) and for xM ≤ x < xM+1 there are inequalities
π∗(x,M) ≤ Li(x) < π∗(x,M + 1).
Proof. For a number M ≥ 1 and a real α ≥ 1, the function Li(αx) can be written
as
Li(αx) =
∫ αx
2
dt
log t
=
∫ x1/2
2
dt
log t
+
∫ αx
x1/2
dt
log t
=
∫ x1/2
2
dt
log t
+
αx
log(αx)
M∑
n=0
n!
logn(αx)
− x
1/2
log x1/2
M∑
n=0
n!
logn x1/2
+
∫ αx
x1/2
(M + 1)!dt
logM+2 t
= π∗(αx,M) +
αx
log(αx)
δL(αx,M) =
αx
log(αx)
[η∗(αx,M) + δL(αx,M)]
where
δL(αx,M) =
log(αx)
αx
[
∫ x1/2
2
dt
log t
− x
1/2
log x1/2
M∑
n=0
n!
logn x1/2
+
∫ αx
x1/2
(M + 1)!dt
logM+2 t
]
>
log(αx)
αx
[
∫ x1/2
2
dt
log x1/2
− x
1/2
log x1/2
M∑
n=0
n!
logn x1/2
+
∫ αx
x1/2
(M + 1)!dt
logM+2(αx)
]
=
log(αx)
αx
[
x1/2 − 2
log x1/2
− x
1/2
log x1/2
M∑
n=0
n!
logn x1/2
+
αx − x1/2
log(αx)
(M + 1)!
logM+1(αx)
]
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= − 2 log(αx)
αx log x1/2
− log(αx)
αx1/2 log x1/2
M∑
n=1
n!
logn x1/2
+ (1− 1
αx1/2
)
(M + 1)!
logM+1(αx)
=
(M + 1)!
logM+1(αx)
− 1
αx1/2
[(2 +
logα
log x1/2
)(
2
x1/2
+
M∑
n=1
n!
logn x1/2
) +
(M + 1)!
logM+1(αx)
].
Let a variable y = αx. Then y is a smooth continuous function of the continuous
real variables α and x. For each positive number M , since Li(αx) and π∗(αx,M)
are smooth continuous functions of the real variable y = αx, by the equality
Li(αx) = π∗(αx,M) +
αx
log(αx)
δL(αx,M),
δL(αx,M) must also be a smooth continuous function of the real variable y = αx.
First, for each positive number M = 1, 2, 3, . . ., since as αx→∞ there is
lim
αx→∞
1
αx1/2
[(2 +
logα
log x1/2
)(
2
x1/2
+
M∑
n=1
n!
logn x1/2
) +
(M + 1)!
logM+1(αx)
] = 0
such that there is limαx→∞ δL(αx,M) > (M + 1)!/ log
M+1(αx), then there must
exist a real yM+1 such that for any value y = αx ≥ yM+1 there are
δL(αx,M) ≥ (M + 1)!
logM+1(αx)
and
Li(αx) = π∗(αx,M) +
αx
log(αx)
δL(αx,M)
≥ π∗(αx,M) + αx
log(αx)
(M + 1)!
logM+1(αx)
= π∗(αx,M + 1).
Next, for each positive number M = 1, 2, 3, . . ., since for large values of the
variable y = αx smaller than yM+1, there is
(M + 1)!
logM+1(αx)
− 1
αx1/2
[(2 +
logα
log x1/2
)(
2
x1/2
+
M∑
n=1
n!
logn x1/2
) +
(M + 1)!
logM+1(αx)
] ≥ 0,
then there must exist a real yM < yM+1 such that for any value y satisfying
yM ≤ y < yM+1 there are
δL(αx,M) ≥ 0 and Li(αx) ≥ π∗(αx,M).
Thirdly, by using these inequalities recurrently, each number M = 1, 2, 3, . . . is
corresponding to a finite region [yM , yM+1) and for yM ≤ αx < yM+1 there are
Li(αx) = π∗(αx,M) +
αx
log(αx)
δL(αx,M) and δL(αx,M) ≥ 0.
Thus for a pair of values y = αx and M satisfying Theorem 2.1 there should be
M →∞ as y = αx→∞.
Finally, the above equality can be written as
(2.3) ηL(αx) = η
∗(αx,M) + δL(αx,M) and δL(αx,M) ≥ 0.
For M ≥ 1 the first derivative of the function η∗(y,M) satisfies
d
dy
η∗(y,M) =
d
dy
M∑
n=0
n!
logn y
= −1
y
M∑
n=1
n!n
logn+1 y
< 0
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and for y = αx ≥ y2 since ηL(y) ≥ η∗(y, 2) the first derivative of the function
ηL(αx) satisfies
d
dy
ηL(y) =
d
dy
Li(y)
y/ log y
=
1
y
− (1− 1
log y
)
log y
y2
Li(y)
=
1
y
[1− (1− 1
log y
)ηL(y)] ≤ 1
y
[1− (1− 1
log y
)η∗(y, 2)]
=
1
y
[1− (1− 1
log y
)(1 +
1
log y
+
2
log2 y
)]
= −(1− 2
log y
)
1
y log2 y
< 0.
For a pair of values y = αx and M satisfying Theorem 2.1 since there is ηL(y) <
η∗(y,M + 1) the first derivative of the function ηL(αx) also satisfies
d
dy
ηL(y) =
1
y
[1− (1− 1
log y
)ηL(y)] >
1
y
[1− (1− 1
log y
)η∗(y,M + 1)]
=
1
y
[1−
M+1∑
n=0
n!
logn y
+
M+1∑
n=0
n!
logn+1 y
] = −1
y
[
M+1∑
n=2
n!
logn y
−
M+1∑
n=1
n!
logn+1 y
]
= −1
y
[
M∑
n=1
(n+ 1)!
logn+1 y
−
M+1∑
n=1
n!
logn+1 y
] = −1
y
[
M∑
n=1
n!n
logn+1 y
− (M + 1)!
logM+2 y
]
=
d
dy
η∗(y,M) +
(M + 1)!
y logM+2 y
>
d
dy
η∗(y,M).
Then by the equality
d
dy
ηL(y) =
d
dy
η∗(y,M) +
d
dy
δL(y,M)
for M = 2, 3, . . . there are
d
dy
δL(y,M) =
d
dy
ηL(y)− d
dy
η∗(y,M) > 0.
Thus in Equality (2.3) ηL(αx) and η
∗(αx,M) forM = 2, 3, . . . are monotonically
decreasing smooth continuous functions of the real variable y = αx, and tend to
one as αx → ∞, and each δL(αx,M) for M = 2, 3, . . . should be a monotonically
increasing smooth continuous function of the real variable y = αx in the region
[yM , yM+1).
On the left hand side of Equality (2.3) ηL(αx) is independent of the number M ,
and on the right hand side of Equality (2.3) each pair of monotonically smooth con-
tinuous functions η∗(αx,M) and δL(αx,M) are corresponding to a positive number
M and a finite region [yM , yM+1). For each value δL(αx,M) = 0, the corresponding
point yM is the intersection point of two functions ηL(αx) and η
∗(αx,M). Thus
for a pair of values y = αx and M satisfying Theorem 2.1, the number M should
also be a smooth continuous function of the real variable y = αx in the region
[yM , yM+1).
Therefore the number M should be a piecewise smooth continuous function of
the real variable y = αx. Because each number M is an integer the number M
must be a non-decreasing step function of the real variable y = αx. Also for a pair
of numbers x and M satisfying Theorem 2.1, there is M →∞ as x→∞, and the
number M is a non-decreasing step function of the variable x. In fact for α = 1,
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there are y = αx = x, so the above analysis for the variable y = αx is also valid for
the variable x.
Thus for an infinite series of numbersM = 1, 2, 3, . . . there exist an infinite series
of positive reals xM such that each positive numberM corresponds to a finite region
[xM , xM+1) and for xM ≤ x < xM+1 there are inequalities
π∗(x,M) ≤ Li(x) < π∗(x,M + 1).
This completes the proof of the theorem. 
3. Theorems of bounds of prime numbers π(x)
Theorem 3.1 (Bounds of π(x)). For any number x ≥ 59, a number N ≥ 0 always
exists such that π(x) is bounded by inequalities
(3.1) π∗(x,N) < π(x) < π∗(x,N + 1).
Proof. Let define
η(x) =
π(x)
x/ log x
.
Then for each number N ≥ 0 we can write
(3.2) η(x) = η∗(x,N) + δ(x,N) =
N∑
n=0
n!
logn x
+ δ(x,N).
By Equality (3.2) for n = 1, 2, . . . the inequality
δ(x, n− 1)− δ(x, n) = n!
logn x
> 0
always holds so that we have
δ(x, 0) > δ(x, 1) > δ(x, 2) > · · · > δ(x,N) > δ(x,N + 1) > · · · .
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for a fixed positive number x, a positive number nc always exists such that when
n ≥ nc there are
n
e log x
≥ 1 and n!
logn x
>
√
2πn(
n
e log x
)n ≥
√
2πn.
Then on the right hand side of Eq. (3.2) for a fixed positive number x, there is
lim
N→∞
N∑
n=0
n!
logn x
→∞.
Thus by Inequalities (1.3-1.4) there must be
δ(x, 0) > 0 and lim
N→∞
δ(x,N)→ −∞.
Since δ(x, 0) > 0 then for any number x ≥ 59, a number N ≥ 0 always exists
such that there are δ(x,N) ≥ 0 and δ(x,N + 1) < 0. Thus there exist inequalities
η∗(x,N) ≤ η(x) < η∗(x,N + 1)
such that π(x) is bounded by inequalities
π∗(x,N) ≤ π(x) < π∗(x,N + 1).
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On the other hand, since x is a positive integer, the value of log x must be an
irrational number, for otherwise if the value of log x is a positive integer m then
there should be x = em or if the value of log x is a rational number m/n where m
and n are two positive and relatively prime integers then there should be x = em/n,
but it contradicts the fact that the values of em and em/n are two irrational numbers
which can not be equal to a positive integer x.
Thus the value of π∗(x,N) must also be an irrational number and can not be
equal to a positive integer π(x). So π(x) must be bounded by inequalities
π∗(x,N) < π(x) < π∗(x,N + 1)
and there must be
η∗(x,N) < η(x) < η∗(x,N + 1).
This completes the proof of the theorem. 
Theorem 3.2 (Relation between x and N in Theorem 3.1). For a pair of numbers
x and N satisfying Theorem 3.1, there is N →∞ as x→∞ and the number N is
a non-decreasing step function of the variable x.
For an infinite series of positive numbers N = 1, 2, 3, . . . there exist an infinite
series of positive numbers xN such that each positive number N corresponds to a
finite region [xN , xN+1) and for xN ≤ x < xN+1 there are inequalities
π∗(x,N) < π(x) < π∗(x,N + 1).
Proof. First, by Theorem 2.2, for a pair of numbers x and M satisfying
π∗(x,M) ≤ Li(x) < π∗(x,M + 1),
there is M →∞ as x→∞.
Then for a pair of numbers x and N satisfying Theorem 3.1, there must also
be N → ∞ as x → ∞, for otherwise if N is a finite value Nc as x → ∞, then by
Theorem 2.2 for each number M > Nc there shall exist a number xM such that for
any number x > xM there shall always be
π∗(x,Nc) < π(x) < π∗(x,Nc + 1) ≤ π∗(x,M) ≤ Li(x),
so that there shall always be li(x) > π(x) for x > xM , but it contradicts the fact
that π(x) − li(x) has infinitely many sign changes [3].
Thus for a pair of numbers x and N satisfying Theorem 3.1, there must be
N →∞ as x→∞.
Next, for a pair of numbers x and N satisfying Theorem 3.1, there are
π∗(x,N) < π(x) < π∗(x,N + 1)
and
η∗(x,N) < η(x) < η∗(x,N + 1).
Let a real α1 satisfy 1 < α1 ≤ η(x)/η∗(x,N) and let ⌊α1x⌋ denote the integer
part of the value α1x. If ⌊α1x⌋ = x, then by these inequalities above we directly
obtain
η∗(⌊α1x⌋ , N) < η(⌊α1x⌋) < η∗(⌊α1x⌋ , N + 1)
and
π∗(⌊α1x⌋ , N) < π(⌊α1x⌋) < π∗(⌊α1x⌋ , N + 1).
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Otherwise for any number x satisfying ⌊α1x⌋ > x there are
η(⌊α1x⌋) = π(⌊α1x⌋)⌊α1x⌋ / log(⌊α1x⌋) ≥
π(x)
α1x
log(⌊α1x⌋) > π(x)
α1x
log x
= η(x)/α1 ≥ η∗(x,N) > η∗(⌊α1x⌋ , N).
Now, for any number x satisfying ⌊α1x⌋ > x, let y = ⌊α1x⌋. Then there is y > x.
By Theorem 3.1, There must be a number M ≥ N such that there are
η∗(y,M) < η(y) < η∗(y,M + 1).
Similarly, let a real α2 satisfy 1 < α2 ≤ η(y)/η∗(y,M) and let ⌊α2y⌋ denote the
integer part of the value α2y. If ⌊α2y⌋ = y, then we also directly obtain
η∗(⌊α2y⌋ ,M) < η(⌊α2y⌋) < η∗(⌊α2y⌋ ,M + 1)
and
π∗(⌊α2y⌋ ,M) < π(⌊α2y⌋) < π∗(⌊α2y⌋ ,M + 1).
Otherwise for any number y satisfying ⌊α2y⌋ > y there is also
η(⌊α2y⌋) > η∗(⌊α2y⌋ ,M).
Let α = α2α1 and let ⌊αx⌋ denote the integer part of the value αx. Then there
are
⌊αx⌋ = ⌊α2α1x⌋ ≥ ⌊α2 ⌊α1x⌋⌋ = ⌊α2y⌋ > y > x.
Thus, by this iteration, for any value α > 1 and a pair of numbers x and N
satisfying Theorem 3.1, we have
η(⌊αx⌋) > η∗(⌊αx⌋ , N) and π(⌊αx⌋) > π∗(⌊αx⌋ , N).
These inequalities imply that the number N is a non-decreasing function of the
variable y = ⌊αx⌋.
Since there is N → ∞ as x → ∞, then for any number x ≥ 59 there must be a
real αx > 1 such that there are
(3.3) η∗(⌊αx⌋ , N) < η(⌊αx⌋) < η∗(⌊αx⌋ , N + 1) for 1 < α < αx
and
(3.4) η(⌊αx⌋) > η∗(⌊αx⌋ , N + 1) for α ≥ αx.
These inequalities imply that the number N is a non-decreasing step function of
the variable y = ⌊αx⌋.
Then for a pair of numbers y = ⌊αx⌋ and M satisfying Theorem 3.1, there must
beM ≥ N such that there are δ(y,M) > 0 and δ(y,M+1) < 0. By Inequality (3.3)
there shall be M = N . By Inequality (3.4) there shall be M > N . So the number
M is a non-decreasing step function of y. By using Inequality (3.4) recurrently,
there is M → ∞ as y → ∞. It is equivalent to that for a pair of numbers x and
N satisfying Theorem 3.1, the number N is a non-decreasing step function of the
variable x and there is N →∞ as x→∞.
Thus for an infinite series of positive numbers N = 1, 2, 3, . . . there exist an
infinite series of positive numbers xN such that each positive number N corresponds
to a finite region [xN , xN+1) and for xN ≤ x < xN+1 there are inequalities
η∗(x,N) < η(x) < η∗(x,N + 1)
and
π∗(x,N) < π(x) < π∗(x,N + 1).
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This completes the proof of the theorem. 
Theorem 3.3 (Relation between log x and N in Theorem 3.1). For a pair of
numbers x and N satisfying Theorem 3.1, the number N is a non-decreasing step
function of the variable log x and approximately proportional to log x with a step
factor logα∞ as N ≥ 2 where α∞ is a positive constant.
For each number N = 1, 2, 3, . . ., there are a finite region [log xN , log xN+1) and
a real αN = xN+1/xN . For N = 2, 3, . . ., there are
(3.5) logαN = logα∞ +O(
1
log xN
) and lim
N→∞
αN = α∞.
And for N ≥M = 2, 3, . . . and x ≥ xM , there is
(3.6) N =
log x
logα∞
− log xM
logα∞
+M +O(1).
Proof. By Theorem 3.2, there is N → ∞ as x → ∞ and for an infinite series of
positive numbers N = 1, 2, 3, . . . there exist an infinite series of positive numbers
xN such that each positive number N corresponds to a finite region [xN , xN+1) and
for xN ≤ x < xN+1 there are inequalities
η∗(x,N) < η(x) < η∗(x,N + 1)
and
π∗(x,N) < π(x) < π∗(x,N + 1).
Since η∗(x,N) is a function of the variable log x, the number N should also be
a function of the variable log x and there is N →∞ as log x→∞.
For an infinite series of positive numbers N = 1, 2, 3, . . ., on the one hand each
number N is corresponding to a real log xN , and on the other hand each region
[xN , xN+1) for the variable x or each region [log xN , log xN+1) for the variable y =
log x is corresponding to a positive number N . So each region [xN , xN+1) or each
region [log xN , log xN+1) should be finite for the positive number N = 1, 2, 3, . . .
and the ratio of the real log xN to the positive number N should also be finite.
For each fixed number N = 1, 2, 3, . . ., let y = log x and let x be a continuous real
variable. Then η∗(x,N) becomes a monotonically decreasing smooth continuous
function η∗(y,N) of the variable y = log x. The first derivative of η∗(y,N) is
dη∗(y,N)
dy
= − 1
y2
+O(
1
y3
)→ 0 as y →∞
and the second derivative of η∗(y,N) is
d2η∗(y,N)
(dy)2
=
2
y3
+O(
1
y4
)→ 0 as y →∞.
With a difference ∆N = 1, since N → ∞ as y → ∞, the first difference of
η∗(y,N) on the variable N is equivalent to
∆η∗(y,N)
∆N
=
∆η∗(y,N)
∆y
∆y
∆N
∼ dη
∗(y,N)
dy
∆y
∆N
→ 0 as N →∞
and the second difference of η∗(y,N) on the variable N is equivalent to
∆2η∗(y,N)
(∆N)2
=
∆2η∗(y,N)
(∆y)2
(∆y)2
(∆N)2
∼ d
2η∗(y,N)
(dy)2
(
∆y
∆N
)2 → 0 as N →∞.
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Thus the first difference ∆η∗(y,N)/∆N of η∗(y,N) on the variable N should be
approximately equal to a constant and should tend to zero as N → ∞ in a finite
local region [log xN , log xN+2] for the variable y = log x with a difference ∆N = 1
where the ratio of ∆N to N is 1/N and tends to zero as N → ∞. Hence there
should be
η∗(xN+1, N + 1)− η∗(xN+2, N + 2)
= η∗(xN , N)− η∗(xN+1, N + 1) +O(1/ log3 xN ).
Since there are η∗(x,N) < η(x) < η∗(x,N + 1) for a pair of numbers x and N
satisfying Theorem 3.1, then the second difference of η(x) on the variable N should
also tend to zero as N → ∞, and the first difference of η(x) on the variable N
should also be approximately equal to a constant and should also tend to zero as
N → ∞ in a finite local region [log xN , log xN+2] for the variable y = log x with
a difference ∆N = 1 where the ratio of ∆N to N is 1/N and tends to zero as
N →∞. Hence there should also be
η(xN+1)− η(xN+2) = η(xN )− η(xN+1) +O(1/ log3 xN ).
For N ≥ 2, since
η(xN ) = η
∗(xN , N) + δ(xN , N) = η∗(xN , N) +O(1/ log
3 xN ),
there should be
η(xN+1)− η(xN+2) = η∗(xN+1, N + 1)− η∗(xN+2, N + 2) +O(1/ log3 xN+1)
=
1
log xN+1
− 1
log xN+2
+
2
log2 xN+1
− 2
log2 xN+2
+O(
1
log3 xN+1
)
=
log xN+2 − log xN+1
log xN+1 log xN+2
(1 + 2
log xN+2 + log xN+1
log xN+1 log xN+2
) +O(
1
log3 xN+1
)
and
η(xN )− η(xN+1) = η∗(xN , N)− η∗(xN+1, N + 1) +O(1/ log3 xN )
=
1
log xN
− 1
log xN+1
+
2
log2 xN
− 2
log2 xN+1
+O(
1
log3 xN
)
=
log xN+1 − log xN
log xN log xN+1
(1 + 2
logxN+1 + log xN
log xN log xN+1
) +O(
1
log3 xN
).
Let αN = xN+1/xN for N = 2, 3, . . .. Then by the relations above there are
logαN+1 =
log xN+2
log xN
logαN +O(
1
log xN
)
= (1 +
logαN + logαN+1
log xN
) logαN +O(
1
log xN
)
= logαN +O(
1
log xN
).
Thus for N = 2, 3, . . ., there should be
logαN = logα∞ +O(
1
log xN
) and lim
N→∞
αN = α∞
where α∞ is a positive constant which shall be determined by Theorem 4.2.
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Then for N ≥M = 2, 3, . . ., there are
log xN = log xM +
N−1∑
k=M
logαk
= log xM +
N−1∑
k=M
(logα∞ + O(
1
log xk
))
= log xM + (N −M)(logα∞ + o(1))
where since there are log xN−1 = o(xN ) as N →∞ and
N−1∑
k=M
1
log xk
<
N−1∑
k=M
∫ log xk
log xk−1
dt
t
=
∫ log xN−1
log xM−1
dt
t
= log
log xN−1
log xM−1
= o(log
xN
xM
),
and the ratio of the real log xN to the number N should be finite we can also write
log(xN/xM )
N −M − logα∞ = O(
1
N −M
N−1∑
k=M
1
log xk
)
= o(
log(xN/xM )
N −M ) = o(1),
so that there should be
log(xN/xM )
N −M = logα∞ + o(1).
Then we obtain
N −M = log xN − log xM
logα∞ + o(1)
=
log xN − log xM
logα∞
(1 + o(1))
and
N =
log xN
logα∞
(1 + o(1))− log xM
logα∞
(1 + o(1)) +M.
Since each number N corresponds to a finite region [xN , xN+1) of the variable
x, then for xN ≤ x < xN+1 there are
N =
log x
logα∞
− log xM
logα∞
+M +
log x− log xM
logα∞
o(1) < N + 1.
By the analysis above, if N → ∞ then there should be 1/ logx → 0 such that
there are 1/ logx = o(1) and o(log x) = O(1). Thus for x ≥ xM there should be
N =
log x
logα∞
− log xM
logα∞
+M +O(1).
Hence for a pair of numbers x and N satisfying Theorem 3.1, the number N is a
non-decreasing step function of the variable log x and approximately proportional
to log x with a step factor logα∞.
This completes the proof of the theorem. 
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4. Theorems of relations between log x and N
Theorem 4.1 (Ratios of log x to N + 1 + θ∞). Let
ρ(x,N, θ∞) =
log x
N + 1 + θ∞
where x and N satisfy Theorem 3.1, and θ∞ is a positive constant. Then for
N ≥M = 2, 3, . . . and x ≥ xM there are
(4.1) N =
log x
logα∞
− (1 + θ∞) +O(1),
(4.2) ρ(x,N, θ∞) = logα∞ ∗ (1 +O( 1
N + 1 + θ∞
)),
and
(4.3) ρ(α∞x,N + 1, θ∞) = ρ(x,N, θ∞)
where α∞ is defined by Theorem 3.3.
Proof. For a pair of numbers x and N satisfying Theorem 3.1, let define
ρ(x,N, θ∞) =
log x
N + 1 + θ∞
where θ∞ is a positive constant.
By Theorem 3.3, for a pair of numbers x and N satisfying Theorem 3.1, there is
N →∞ as log x→∞, and the number N is a non-decreasing step function of the
variable log x and approximately proportional to log x with a step factor logα∞.
Therefore ρ(x,N, θ∞) should be a piecewise increasing function of the variable log x
and should tend to a limiting value as log x→∞. Then let ρ∞ denote the limiting
value of ρ(x,N, θ∞).
First, in Formula (3.6), let N ≥M = 2, 3, . . . and
θ∞ = log xM/ logα∞ − (M + 1) +O(1) = log x2/ logα∞ − 3 +O(1)
where the last equality holds since in the proof of Theorem 3.3 for M = 2, 3, . . .
there is
log xM = log x2 + (M − 2) logα∞ + o(M − 2).
Then for N ≥M = 2, 3, . . . and x ≥ xM there is
N =
log x
logα∞
− (1 + θ∞) +O(1).
Therefore Formula (4.1) holds.
Next, Formulas (3.6) and (4.1) can be rewritten as the following formula
log x
N + 1+ θ∞
= logα∞ ∗ (1 +O( 1
N + 1 + θ∞
)).
Then for N ≥M = 2, 3, . . . there are
ρ(x,N, θ∞) =
log x
N + 1 + θ∞
= logα∞ ∗ (1 +O( 1
N + 1 + θ∞
)).
Therefore Formula (4.2) holds and the limiting value ρ∞ of ρ(x,N, θ∞) is equal to
logα∞, i.e., there is ρ∞ = logα∞.
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Finally, since by Theorem 3.3 a pair of numbers α∞x and N + 1 satisfy Theo-
rem 3.1, then by Formula (4.2) for N ≥M = 2, 3, . . . there are
ρ(α∞x,N + 1, θ∞) =
log(α∞x)
(N + 1) + 1 + θ∞
=
logα∞ + log x
N + 2 + θ∞
=
logα∞
N + 2 + θ∞
+ logα∞ ∗ N + 1 + θ∞
N + 2 + θ∞
(1 +O(
1
N + 1 + θ∞
))
= logα∞ ∗ (1 +O( 1
N + 2 + θ∞
))
= logα∞ ∗ (1 +O( 1
N + 1 + θ∞
))
= ρ(x,N, θ∞).
Therefore Formula (4.3) holds.
This completes the proof of the theorem. 
Theorem 4.2 (Ratios of log x to N + 3/2). Let
ρ(x,N) =
2 log x
2N + 3
where x and N satisfy Theorem 3.1. Then there are
(4.4) N =
log x
2 log 10
− 3/2 +O(1) for x ≥ 103,
(4.5) ρ(x,N) = 2 log 10 for x = 102N+3 and N ≥ 5,
(4.6) ρ(x,N) = 2 log 10 ∗ (1 +O( 1
N + 3/2
)) for x ≥ 103,
(4.7) ρ(102x,N + 1) = ρ(x,N) for x ≥ 102N+3 and N ≥ 5,
and ρ(x,N) < 2.16 log 10 for x ≥ 103 and ρ(x,N) < 2.10 log 10 for x ≥ 1041.
Thus the number N must be a non-decreasing step function of the variable log x
for x ≥ 103 and approximately proportional to log x with a step factor logα∞ =
2 log 10.
Proof. Since Theorem 4.1 holds for N ≥ M = 2, 3, . . ., the positive constants α∞
and θ∞ in Theorems 3.3 and 4.1 can be determined by using the data of π(x) [1, 2, 4]
to form pairs of numbers x and N satisfying Inequality (3.1). Then Formulas (4.4-
4.7) can be proved.
By using the data of π(x) [1, 2, 4] and denoting N(x) = N + λN+1(x) where
λN+1(x) =
η(x) − η∗(x,N)
(N + 1)!/ log(N+1) x
and 0 ≤ λN+1(x) < 1,
some values of η(x), N(x) and ρ(x,N) for 103 ≤ x ≤ 1027 are calculated and listed
in Table 1 which shows that
N =
log x
2 log 10
− 3/2 +O(1) for 103 ≤ x ≤ 1027,
ρ(x,N) = 2 log 10 for x = 102N+3 and N = 5, 6, . . . , 12,
ρ(x,N) = 2 log 10 ∗ (1 +O( 1
N + 3/2
)) for 103 ≤ x ≤ 1027,
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and
ρ(102x,N + 1) = ρ(x,N) for x ≥ 102N+3 and N = 5, 6, . . . , 11.
Thus by comparing these results with Formulas (3.6) and (4.1) there should be
α∞ = 102 and θ∞ = 1/2 in Theorems 3.3 and 4.1 so that Formulas (4.4-4.7) hold
for 103 ≤ x ≤ 1027.
Since by Theorem 3.3 a pair of numbers α∞x and N + 1 satisfy Theorem 3.1,
and Formulas (4.3) and (4.7) are recurrence formulas with a decreasing function of
deviation from the value 2 log 10, then by using Formula (4.7) recurrently Formu-
las (4.4-4.7) hold for x ≥ 103.
Table 1. x, η(x), N(x) and ρ(x) = ρ(x,N).
x η(x) N(x) ρ(x) x η(x) N(x) ρ(x)
102 1.151293 0.696728 3.070113 1017 1.026964 7.887127 2 log 10
103 1.160503 1.375487 2.763102 1018 1.025385 8.428033 4.362793
104 1.131951 1.991549 3.684136 1019 1.023982 8.601854 2 log 10
105 1.104320 2.603277 3.289407 1020 1.022725 9.113966 4.385876
106 1.084490 2.715977 3.947289 1021 1.021594 9.749218 2 log 10
107 1.071175 3.003945 3.581799 2 ∗ 1021 1.021275 9.507605 4.671184
108 1.061299 3.759859 4.093485 4 ∗ 1021 1.020966 9.912706 4.737198
109 1.053727 4.338608 3.767867 1022 1.020570 9.986791 4.824464
1010 1.047797 5.010332 3.542439 2 ∗ 1022 1.020281 10.16483 4.465219
1011 1.043039 5.341884 3.896682 4 ∗ 1022 1.019999 10.04891 4.525493
1012 1.039145 5.712300 4.250926 1023 1.019639 10.41700 2 log 10
1013 1.035899 5.999564 2 log 10 1024 1.018789 10.93593 4.805395
1014 1.033151 6.622494 4.298159 1025 1.018009 11.41610 2 log 10
1015 1.030795 6.895274 2 log 10 1026 1.017292 11.84011 4.789377
1016 1.028752 7.343785 4.334278 1027 1.016629 12.24634 2 log 10
Let explain why there should be α∞ = 102 and θ∞ = 1/2 in Theorems 3.3
and 4.1 so that Formulas (4.4-4.7) hold for x ≥ 103.
First by the definition of η∗(x,N) we have
η∗(x,N + 1)− η∗(x,N) = (N + 1)!
log(N+1) x
.
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
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for x ≥ 103 such that log x > e1/12√2πe there are
√
2πe(
N + 1
e
)N+3/2 < (N + 1)! < e1/12
√
2πe(
N + 1
e
)N+3/2
and
logN+5/2 x
(N + 1)!
≥ log x
e1/12
√
2πe
(
e logx
N + 1
)N+3/2 > (
e logx
N + 3/2
)N+3/2.
Since a pair of positive numbers x and N always exist and satisfy Theorem 3.1,
and N + 3/2 is a key expression in above inequalities, we should set
ρ(x,N) =
log x
N + 3/2
=
2 log x
2N + 3
to estimate η∗(x,N + 1)− η∗(x,N) as that done in the proof of Theorem 5.1.
Next by Table 1 for each integer x ≥ 103 we can write x = 102N+3+O(2) such
that there are
N =
log x
2 log 10
− 3/2 +O(1) for x ≥ 103
and
ρ(x,N) =
log x
N + 3/2
=
2N + 3 +O(2)
N + 3/2
log 10
= 2 log 10 ∗ (1 +O( 1
N + 3/2
)) for x ≥ 103,
which are Formulas (4.4) and (4.6).
By comparing Formula (4.6) and ρ(x,N) with Formula (4.2) and ρ(x,N, θ∞)
defined by Theorem 4.1, respectively, there should be α∞ = 102 and θ∞ = 1/2 in
Theorems 3.3 and 4.1 so that Formulas (4.4-4.7) hold for x ≥ 103.
Formulas (4.4-4.7) can also be proved by induction.
First, by Table 1, Formulas (4.4-4.7) hold for 103 ≤ x ≤ 1027.
Next, let suppose that Formulas (4.4-4.7) hold for 102N+3 ≤ x < 102N+5 where
N = N0 ≥ 11. Then by Formula (4.7) there are
ρ(102x,N0 + 1) = ρ(x,N0) = 2 log 10 for x = 10
2N0+3.
So for a pair of numbers y = 102x and N satisfying Theorem 3.1, there are
N = N0 + 1 =
log y
2 log 10
− 3/2 +O(1)
and
ρ(y,N) = 2 log 10 for y = 102(N0+1)+3.
Then with N = N0 + 1 for 10
2N+3 ≤ y < 102N+5 there are
ρ(y,N) =
2 log y
2N + 3
=
2 log 10
N + 3/2
+
log x
N0 + 3/2
N0 + 3/2
N + 3/2
=
2 log 10
N + 3/2
+ 2 log 10(1 +O(
1
N0 + 3/2
))
N0 + 3/2
N + 3/2
= 2 log 10
N0 + 1 + 3/2 +O(1)
N + 3/2
= 2 log 10 ∗ (1 +O( 1
N + 3/2
)).
By Theorem 3.3, for a pair of numbers x and N satisfying Theorem 3.1, the
number N is a non-decreasing step function of the variable log x. So, with N =
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N0+1 for 10
2N+3 ≤ y < 102N+5, the pair of numbers 102y and N+1 should satisfy
Theorem 3.1 such that there are
ρ(102y,N + 1) =
2 log(102y)
2(N + 1) + 3
=
2 log 10 + log y
N + 1 + 3/2
=
2 log 10
N + 1 + 3/2
+
log y
N + 3/2
N + 3/2
N + 1 + 3/2
=
2 log 10
N + 1 + 3/2
+ 2 log 10 ∗ (1 +O( 1
N + 3/2
))
N + 3/2
N + 1 + 3/2
= 2 log 10
N + 1 + 3/2 +O(1)
N + 1 + 3/2
= 2 log 10 ∗ (1 +O( 1
N + 1 + 3/2
))
= 2 log 10 ∗ (1 +O( 1
N + 3/2
)) = ρ(y,N).
Thus Formulas (4.4-4.7) hold for N = N0 + 1 and 10
2N+3 ≤ x < 102N+5. Then
by induction Formulas (4.4-4.7) hold for x ≥ 103.
Finally, by Formulas (4.5-4.6) for N = 11 and 1025 < x < 1027, there are
ρ(x,N) =
2 log x
2N + 3
<
2 log 1027
25
= 2.16 log 10,
and by Formulas (4.6-4.7) for N ≥ 12 and 1027 ≤ 102N+3 ≤ x < 102N+5, there are
ρ(x,N) =
2 log x
2N + 3
<
2 log 102N+5
2N + 3
<
2 log 1027
25
= 2.16 log 10.
Thus there are ρ(x,N) < 2.16 log 10 for 103 ≤ x ≤ 1027 by calculation and for
x > 1027 by Formulas (4.5-4.7).
Similarly by Formulas (4.5-4.7) for N ≥ 19 and 1041 ≤ 102N+3 ≤ x < 102N+5,
there are
ρ(x,N) =
2 log x
2N + 3
<
2 log 102N+5
2N + 3
<
2 log 1043
41
< 2.10 log 10.
This completes the proof of the theorem. 
5. Theorem of upper bounds of prime number gaps
Theorem 5.1 (Upper bound theorem of prime number gaps). For any small pos-
itive value ǫ, a pair of positive numbers x and N satisfying Theorem 3.1 always
exist such that the bounds gap of prime numbers
(5.1) g(x,N) = π∗(x,N + 1)− π∗(x,N) < ǫ(x) x
log x
where ǫ(x) is a function of the variable x and satisfies ǫ(x) ≤ ǫ, and for any positive
number x ≥ 103, π(x) satisfies
(5.2) π(x)− π∗(x,N) < g(x,N) < ǫ(x) x
log x
.
Especially ǫ(x) can be equal to x−1/2 log3/2 x such that
(5.3) g(x,N) <
√
x log x
and for any positive number x ≥ 103
(5.4) π(x) − π∗(x,N) <
√
x log x.
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Proof. By the proof of Theorem 3.1 when π(x) satisfies
π∗(x,N) < π(x) < π∗(x,N + 1)
we have
∆(x,N) =
g(x,N)
x/ log x
= η∗(x,N + 1)− η∗(x,N) = (N + 1)!
log(N+1) x
.
For any small positive value ǫ, a pair of positive numbers x and N can be
determined by Theorem 3.1 such that there are inequalities ǫ(x) ≤ ǫ and
∆(x,N) < ǫ(x) or
(N + 1)!
log(N+1) x
< ǫ(x).
Thus for any positive number x ≥ 103, π(x) satisfies
π(x)− π∗(x,N) < g(x,N) < ǫ(x) x
log x
.
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for x ≥ 103 such that log x > e1/12√2πe there are
(N + 1)! < e1/12
√
2πe(
N + 1
e
)N+3/2
and
logN+5/2 x
(N + 1)!
≥ log x
e1/12
√
2πe
(
e logx
N + 1
)N+3/2 > (
e logx
N + 3/2
)N+3/2.
Since a pair of positive numbers x and N always exist and satisfy Theorem 3.1,
as defined by Theorem 4.2, let
ρ(x,N) =
2 logx
2N + 3
.
Then we consider the ratio of (log x)3/2/x1/2 to (N + 1)!/ log(N+1) x and have
log
logN+5/2 x
(N + 1)!x1/2
> (N + 3/2) log[e
log x
N + 3/2
]− 1
2
log x
= (N + 3/2)[1 + log ρ(x,N)− ρ(x,N)/2].
Since the key discriminant
1 + log ρ(x,N)− ρ(x,N)/2 > 0
holds for ρ(x,N) ≤ 5.3566938, thus by Theorem 4.2 for x ≥ 103 the inequality
ρ(x,N) < 2.16 log 10 < 5.3566938
holds so that we obtain
logN+5/2 x
(N + 1)!
> x1/2 and
(N + 1)!
log(N+1) x
<
log3/2 x
x1/2
.
When we let ǫ(x) = x−1/2 log3/2 x, a pair of positive numbers x and N can be
determined by Theorem 3.1 and satisfy Theorem 4.2 such that the inequality
g(x,N)
x/ logx
=
(N + 1)!
log(N+1) x
<
log3/2 x
x1/2
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holds so that for any positive number x ≥ 103, π(x) satisfies
π(x) − π∗(x,N) < g(x,N) < log
3/2 x
x1/2
x
log x
=
√
x log x.
This completes the proof of the theorem. 
Theorem 5.2 (Upper bound theorem of prime number gaps). For a pair of positive
numbers x ≥ 1041 and N ≥ 19 satisfying Theorem 3.1, the bounds gap of prime
numbers is equal to
(5.5) g(x,N) = π∗(x,N + 1)− π∗(x,N) <
√
x log x/x0.0327283
and for any positive number x ≥ 1041, π(x) satisfies
(5.6) π(x) − π∗(x,N) < g(x,N) <
√
x log x/x0.0327283.
Proof. By the proof of Theorem 5.1, for a small value δ ≥ 0 we consider the ratio
of (log x)3/2/x1/2+δ to (N + 1)!/ log(N+1) x and have
log
logN+5/2 x
(N + 1)!x1/2+δ
> (N + 3/2) log[e
log x
N + 3/2
]− (1/2 + δ) log x
= (N + 3/2)[1 + log ρ(x,N)− (1/2 + δ)ρ(x,N)].
For x ≥ 1041 and N ≥ 19, since the key discriminant
1 + log ρ(x,N)− (1/2 + δ)ρ(x,N) > 0
holds for ρ(x,N) ≤ 2.1 log 10 and δ = 0.0327283, then let δ = 0.0327283. Thus
by Theorem 4.2 for x ≥ 1041 the inequality ρ(x,N) < 2.1 log 10 holds so that we
obtain
logN+5/2 x
(N + 1)!
> x1/2+0.0327283 and
(N + 1)!
log(N+1) x
<
log3/2 x
x1/2+0.0327283
.
When a pair of positive numbers x ≥ 1041 and N ≥ 19 are determined by
Theorem 3.1, Theorem 4.2 shall be satisfied such that the inequality
g(x,N)
x/ log x
=
(N + 1)!
log(N+1) x
<
log3/2 x
x1/2+0.0327283
holds so that for any positive number x ≥ 1041, π(x) satisfies
π(x) − π∗(x,N) < g(x,N) < log
3/2 x
x1/2+0.0327283
x
log x
=
√
x log x/x0.0327283.
This completes the proof of the theorem. 
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Part 2. A proof of the Riemann hypothesis based on the Koch theorem
Abstract. In 1901, H. Koch showed that if and only if the Riemann hypoth-
esis is true, then pi(x) = Li(x) +O(
√
x log x). Let define
pi∗(x,N) =
x
log x
N∑
n=0
n!
logn x
where we proved that the pair of numbers x and N in pi∗(x,N) satisfy inequal-
ities pi∗(x,N) < pi(x) < pi∗(x,N + 1), and the number N is a non-decreasing
step function of the variable log x for x ≥ 103 and approximately proportional
to log x. Then we write
|pi(x)− Li(x)| ≤ |pi(x)− pi∗(x,N)|+ |Li(x)− pi∗(x,N)|.
In an early paper, we proved pi(x)− pi∗(x,N) < √x log x.
In this paper, we prove the estimation Li(x) = pi∗(x,N) +O(
√
x log x).
Hence we obtain pi(x) = Li(x)+O(
√
x log x) so that the Riemann hypothesis
is true.
6. Introduction
6.1. Estimation of prime numbers. In 1792, Gauss proposed that
π(n) ∼ n
logn
.
Gauss later refined his estimate to
(6.1) π(n) ∼ Li(n)
where
Li(n) =
∫ n
2
dx
log x
is the logarithmic integral.
de la Valle´e Poussin (1899) showed that for some constant of a
(6.2) π(x) = Li(x) +O(
x
log x
e−a
√
log x).
For any small positive value ǫ < 1/2 there always exists a positive number xǫ
such that for x ≥ xǫ there are
log
ea
√
log x
xǫ log x
= a
√
log x− ǫ log x− log log x ≤ 0.
So for big numbers x and small positive values ǫ = (a
√
log x−log log x)/ log x→ 0 as
x→∞ the error range of estimation of prime numbers determined by Formula (6.2)
is nearly equal to O(x1−ǫ/ log2 x).
Some limits obtained without assuming the Riemann hypothesis are
(6.3) π(x) = Li(x) +O[xe−(log x)
1/2/15]
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and
(6.4) π(x) = Li(x) +O[xe−0.009(log x)
3/5/(log log x)1/5 ].
Similarly, for big numbers x and small positive values ǫ < 1/2 where
ǫ = ((log x)1/2/15− 2 log log x)/ log x→ 0 as x→∞
determined by Formula (6.3) or
ǫ = (0.009(logx)3/5/(log log x)1/5 − 2 log log x)/ log x→ 0 as x→∞
determined by Formula (6.4), the error range of estimation of prime numbers is
also nearly equal to O(x1−ǫ/ log2 x).
6.2. Strategy of analysis used in this paper. In 1901, H. Koch showed that if
and only if the Riemann hypothesis is true, then
π(x) = Li(x) +O(
√
x log x).
So the Riemann hypothesis is equivalent to the assertion that
|Li(x)− π(x)| ≤ c√x log x
for some value of c, as shown by H. Koch in 1901.
Then we can analyze relations between two functions Li(x) and π(x) and obtain
the estimation of |Li(x)− π(x)| to see whether it is less than or equal to c√x log x.
Since it is difficult to do so directly, let define
π∗(x,N) =
x
log x
N∑
n=0
n!
logn x
where we proved that the pair of numbers x and N in π∗(x,N) satisfy inequalities
π∗(x,N) < π(x) < π∗(x,N + 1), and the number N is a non-decreasing step
function of the variable log x for x ≥ 103 and approximately proportional to log x.
Since there are
|Li(x) − π(x)| = |Li(x)− π∗(x,N) + π∗(x,N)− π(x)|
≤ |Li(x) − π∗(x,N)|+ |π(x) − π∗(x,N)|,
we investigate two differences |Li(x)−π∗(x,N)| and |π(x)−π∗(x,N)|, respectively.
Then we estimate the difference |Li(x)−π(x)| to see whether it is less than or equal
to c
√
x log x.
In an early paper, Shan-Guang Tan (2017) proved the estimation
π(x) − π∗(x,N) <
√
x log x.
For a small positive value ǫ < 1/2− e−1, Li(x) has the expansion of
Li(x) =
∫ x
2
dt
log t
=
∫ x1/2−ǫ
2
dt
log t
+
∫ x
x1/2−ǫ
dt
log t
= π∗(x,N) + ∆π∗(x,N)
where
∆π∗(x,N) =
∫ x1/2−ǫ
2
dt
log t
− x
1/2−ǫ
log x1/2−ǫ
N∑
n=0
n!
logn x1/2−ǫ
+
∫ x
x1/2−ǫ
(N + 1)!dt
logN+2 t
.
Let define
ρ(x,N) =
2 logx
2N + 3
.
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Then, based on Theorems 7.1-7.3 proved by Shan-Guang Tan (2017) and with
the result ρ(x,N) < 2.16 log 10 for x ≥ 103, we prove ∆π∗(x,N) = O(√x log x)
such that we obtain
Li(x) = π∗(x,N) +O(
√
x log x)
where N is determined by inequalities π∗(x,N) < π(x) < π∗(x,N +1) and satisfies
Theorem 7.2, so that N satisfies N + 1 < log x and N → ∞ as log x → ∞, and
ρ(x,N) satisfies
e < ρ(x,N) = (2 log x)/(2N + 3) < 5 for big x.
Thus we get π(x) − π∗(x,N) < √x log x and Li(x) = π∗(x,N) +O(√x log x) so
that we obtain the difference |Li(x) − π(x)| being less than or equal to c√x log x
where c is a constant, which implies that the Riemann hypothesis is true.
7. Theorems proved
Shan-Guang Tan (2017) proved following theorems:
Theorem 7.1 (Bounds of π(x)). For any number x ≥ 59, a number N ≥ 0 always
exists such that the number of primes not greater than x is bounded by inequalities
(7.1) π∗(x,N) < π(x) < π∗(x,N + 1).
Then there are
π(x) − π∗(x,N) < g(x,N) = π∗(x,N + 1)− π∗(x,N) = x
log x
(N + 1)!
log(N+1) x
.
Theorem 7.2 (Ratios of log x to N + 3/2). Let
ρ(x,N) =
2 log x
2N + 3
where x and N satisfy Theorem 7.1. Then there are
(7.2) N =
log x
2 log 10
− 3/2 +O(1) for x ≥ 103,
(7.3) ρ(x,N) = 2 log 10 for x = 102N+3 and N ≥ 5,
(7.4) ρ(x,N) = 2 log 10 ∗ (1 +O( 1
N + 3/2
)) for x ≥ 103,
(7.5) ρ(102x,N + 1) = ρ(x,N) for x ≥ 102N+3 and N ≥ 5,
and ρ(x,N) < 2.16 log 10 for x ≥ 103 and ρ(x,N) < 2.10 log 10 for x ≥ 1041.
Thus the number N must be a non-decreasing step function of the variable log x
for x ≥ 103 and approximately proportional to log x with a step factor logα∞ =
2 log 10.
Let consider the ratio of (log x)3/2/x1/2 to (N + 1)!/ log(N+1) x.
Theorem 7.3 (Upper bound of prime number gaps). For any small positive value
ǫ, a pair of positive numbers x and N satisfying Theorem 7.1 always exist such that
the bounds gap of prime numbers
(7.6) g(x,N) = π∗(x,N + 1)− π∗(x,N) < ǫ(x) x
log x
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where ǫ(x) is a function of the variable x and satisfies ǫ(x) ≤ ǫ, and for any positive
number x ≥ 103, π(x) satisfies
(7.7) π(x)− π∗(x,N) < g(x,N) < ǫ(x) x
log x
.
Especially ǫ(x) can be equal to x−1/2 log3/2 x such that
(7.8) g(x,N) <
√
x log x
and for any positive number x ≥ 103
(7.9) π(x) − π∗(x,N) <
√
x log x.
8. Theorem of Estimation of Li(x)
Theorem 8.1 (Estimation of Li(x)). For large numbers x the value of Li(x) sat-
isfies
(8.1) Li(x) = π∗(x,N) +O(
√
x log x)
where N is determined by Theorem 7.1 and satisfies Theorem 7.2.
Proof. Note that for a small positive value ǫ < 1/2− e−1, Li(x) has the expansion
of
(8.2) Li(x) =
∫ x
2
dt
log t
=
∫ x1/2−ǫ
2
dt
log t
+
∫ x
x1/2−ǫ
dt
log t
=
∫ x1/2−ǫ
2
dt
log t
+
x
log x
N∑
n=0
n!
logn x
− x
1/2−ǫ
log x1/2−ǫ
N∑
n=0
n!
logn x1/2−ǫ
+
∫ x
x1/2−ǫ
(N + 1)!dt
logN+2 t
whereN is determined by Theorem 7.1 and satisfies Theorem 7.2, so thatN satisfies
N + 1 < log x and N →∞ as log x→∞, ρ(x,N) satisfies
e < ρ(x,N) = (2 log x)/(2N + 3) < 5 for big x
and ρ(x,N)→ 2 log 10 as x→∞.
As x→∞ there are∫ x1/2−ǫ
2
dt
log t
<
∫ x1/2−ǫ
2
dt
log 2
<
x1/2−ǫ
log 2
<
√
x log x,
and by the Stirling’s formula
x1/2−ǫ
log x1/2−ǫ
N∑
n=0
n!
logn x1/2−ǫ
=
x1/2−ǫ
(1/2− ǫ) log x
N∑
n=0
n!
(1/2− ǫ)n(log x)n
<
√
2πex1/2−ǫ
(1/2− ǫ) log x
N∑
n=0
√
n+ 1(
n+ 1
e(1/2− ǫ) log x)
n
=
√
2πe3/2√
1/2− ǫ
x1/2−ǫ√
log x
N∑
n=0
(
n+ 1
e(1/2− ǫ) logx )
n+1/2
<
√
2πe3/2√
1/2− ǫ
x1/2−ǫ√
log x
N∑
n=0
(
n+ 1
log x
)n+1/2
<
√
2πe3/2√
1/2− ǫ
x1/2−ǫ√
log x
N∑
n=0
1
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=
√
2πe3/2√
1/2− ǫ
x1/2−ǫ√
log x
(N + 1)
=
√
2πe3/2√
1/2− ǫ
N + 1
log x
√
x log x
xǫ
<
√
x log x,
and∫ x
x1/2−ǫ
(N + 1)!dt
logN+2 t
=
∫ x3/5
x1/2−ǫ
(N + 1)!dt
logN+2 t
+
∫ x9/10
x3/5
(N + 1)!dt
logN+2 t
+
∫ x
x9/10
(N + 1)!dt
logN+2 t
<
√
x log x
3
+
√
x log x
3
+
√
x log x
3
=
√
x log x
where by e < ρ(x,N) = (2 logx)/(2N + 3) < 5 and ρ(x,N)→ 2 log 10 as x→∞
∫ x3/5
x1/2−ǫ
(N + 1)!dt
logN+2 t
<
(N + 1)!
(log x1/2−ǫ)N+2
∫ x3/5
x1/2−ǫ
dt <
x3/5(N + 1)!
(1/2− ǫ)N+2(log x)N+2
<
x3/5
(1/2− ǫ) log xe
√
2π(N + 1)(
N + 1
e(1/2− ǫ) log x )
N+1
=
√
2πe3/2√
1/2− ǫ
x3/5√
log x
(
N + 1
e(1/2− ǫ) log x)
N+1+1/2
<
√
2πe3/2√
1/2− ǫ
x3/5√
log x
(
N + 1
log x
)N+1+1/2
<
√
2πe3/2√
1/2− ǫ
x3/5√
log x
(
1
ρ(x,N)
)(log x)/ρ(x,N)
<
√
2πe3/2√
1/2− ǫ
x3/5√
log x
(
1
e
)(log x)/5
=
√
2πe3/2√
1/2− ǫ
x3/5√
log x
x−1/5
=
√
2πe3/2√
1/2− ǫ
x2/5√
log x
<
√
x log x
3
,
∫ x9/10
x3/5
(N + 1)!dt
logN+2 t
<
(N + 1)!
(log x3/5)N+2
∫ x9/10
x3/5
dt <
x9/10(N + 1)!
(3/5)N+2(log x)N+2
<
x9/10
(3/5) logx
e
√
2π(N + 1)(
N + 1
e(3/5) logx
)N+1
=
√
2πe3/2√
3/5
x9/10√
log x
(
N + 1
e(3/5) logx
)N+1+1/2
< 2
√
πe3/2
x9/10√
log x
(
5
3e
N + 1
log x
)N+1+1/2
< 2
√
πe3/2
x9/10√
log x
(
5
3e
1
ρ(x,N)
)(log x)/ρ(x,N)
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= 2
√
πe3/2
x9/10√
log x
(
1
e
)(log x)(1+log(3/5)+log ρ(x,N))/ρ(x,N)
= 2
√
πe3/2
x9/10√
log x
x−(1+log(3/5)+log ρ(x,N))/ρ(x,N)
=
2
√
πe3/2√
log x
x9/10−(1+log(3/5)+log ρ(x,N))/ρ(x,N)
<
2
√
πe3/2√
log x
x9/10−(1+log(3/5)+log 5)/5
<
2
√
πe3/2√
log x
x1/2 <
√
x log x
3
where (1 + log(3/5)+ log ρ(x,N))/ρ(x,N) is a decreasing function of ρ(x,N) since
(log y)/y is a decreasing function of y for y > e, and∫ x
x9/10
(N + 1)!dt
logN+2 t
<
(N + 1)!
(log x9/10)N+2
∫ x
x9/10
dt <
x(N + 1)!
(9/10)N+2(log x)N+2
<
x
(9/10) logx
e
√
2π(N + 1)(
N + 1
e(9/10) logx
)N+1
=
√
2πe3/2√
9/10
x√
log x
(
N + 1
e(9/10) logx
)N+1+1/2
< 2
√
πe3/2
x√
log x
(
10
9e
N + 1
log x
)N+1+1/2
< 2
√
πe3/2
x√
log x
(
10
9e
1
ρ(x,N)
)(log x)/ρ(x,N)
= 2
√
πe3/2
x√
log x
(
1
e
)(log x)(1+log(9/10)+log ρ(x,N))/ρ(x,N)
= 2
√
πe3/2
x√
log x
x−(1+log(9/10)+log ρ(x,N))/ρ(x,N)
=
2
√
πe3/2√
log x
x1−(1+log(9/10)+log ρ(x,N))/ρ(x,N)
<
2
√
πe3/2√
log x
x1−(1+log(9/10)+log 5)/5
<
2
√
πe3/2√
log x
x1/2 <
√
x log x
3
.
Hence we obtain
Li(x) =
x
log x
N∑
n=0
n!
logn x
+O(
√
x log x)
= π∗(x,N) +O(
√
x log x).
This completes the proof of the theorem. 
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9. Theorem of prime numbers
Theorem 9.1 (Prime number theorem). For large numbers x the number of primes
not greater than x satisfies
(9.1) π(x) = Li(x) +O(
√
x log x).
Proof. By the proof of Theorem 7.3 for any positive number x ≥ 103, a positive
number N always exists such that π(x) satisfies
π(x) − π∗(x,N) < g(x,N) <
√
x log x.
On the other hand, by Theorem 8.1 Li(x) satisfies
Li(x) = π∗(x,N) +O(
√
x log x)
where N is determined by Theorem 7.1 and Theorem 7.2.
Then we obtain
π(x)− Li(x) = π(x) − π∗(x,N) +O(
√
x log x)
< g(x,N) +O(
√
x log x)
<
√
x log x+O(
√
x log x).
Hence for any positive number x ≥ 103 we have
π(x) = Li(x) +O(
√
x log x).
This completes the proof of the theorem. 
Theorem 9.2 (Riemann Hypothesis). The Riemann hypothesis is true.
Proof. In 1901, H. Koch showed that if and only if the Riemann hypothesis is true,
then
π(x) = Li(x) +O(
√
x log x).
By Theorem 9.1 for large numbers x, π(x) is asymptotically equal to
π(x) = Li(x) +O(
√
x log x) or π(x) = Li(x) +O(
√
x log x).
Hence the Riemann hypothesis is true.
This completes the proof of the theorem. 
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Part 3. On primes in short intervals
Abstract. The distribution of primes in short intervals is an important prob-
lem in the theory of prime numbers. The following question is suggested by
the prime number theorem: for which function Φ is it true that
pi(x+Φ(x)) − pi(x) ∼ Φ(x)
log x
(x→∞)?
Different from former researches on primes in short intervals, we let the
short intervals be Φ(x) = β
√
x, 0 < β ≤ 1. Then with new idea and strategies
of analysis, we investigate the number of primes in short intervals and prove
a theorem: Let Φ(x) = βx1/2, 0 < β ≤ 1. For x ≥ e470 such that (log x)5/2 ≤
x0.0327283 there are
pi(x+Φ(x)) − pi(x)
Φ(x)/ log x
= 1 + O(
1
log x
)
and
lim
x→∞
pi(x+Φ(x)) − pi(x)
Φ(x)/ log x
= 1.
10. Introduction
In number theory, there are many conjectures and results on the number of
primes in short intervals.
As H. Maier wrote in his paper [8]: The distribution of primes in short intervals
is an important problem in the theory of prime numbers. The following question is
suggested by the prime number theorem: for which function Φ is it true that
π(x +Φ(x)) − π(x) ∼ Φ(x)
logx
(x→∞)?
A theorem states as follows: Let y(x) = xθ. Then
π(x) − π(x − y) ∼ y/ logx
for θ > 1− 1/33000 proved by G. Hoheisel in 1930 [1, 2], or for θ = 7/12+ ǫ proved
by M. N. Huxley in 1972 [1, 3].
Another theorem states as follows: Let y(x) = xθ. Then
π(x) − π(x− y)≫ y/ log x
if x is large enough, where θ > 13/23 proved by H. Iwaniec and M. Jutila in
1979 [1, 4], or θ > 11/20 proved by D.R. Heath-Brown and H. Iwaniec in 1979 [1, 5].
By using a sieve method, R.C. Baker, G. Harman and J. Pintz in their paper in
2001 [7] proved a theorem: For all x > x0, the interval [x−x0.525, x] contains prime
numbers.
In his paper in 1985 [8], H. Maier proposed a theorem: Let Φ(x) := (log x)λ, λ >
1. Then
lim sup
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
> 1 and lim inf
x→∞
π(x +Φ(x)) − π(x)
Φ(x)/ log x
< 1.
Different from former researches on primes in short intervals above, we let the
short intervals be Φ(x) = β
√
x, 0 < β ≤ 1 and define
η∗(x,N) =
N∑
n=0
n!
logn x
and π∗(x,N) =
x
log x
η∗(x,N) =
x
log x
N∑
n=0
n!
logn x
.
First, Shan-Guang Tan (2017) proved the following theorem [9]:
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Theorem 10.1 (Bounds of π(x)). For any number x ≥ 59, a number N ≥ 0
always exists such that the number of primes not greater than x is bounded by the
inequalities
(10.1) π∗(x,N) < π(x) < π∗(x,N + 1).
Then there are
π(x)− π∗(x,N) < g(x,N) = π∗(x,N + 1)− π∗(x,N) = x
log x
(N + 1)!
log(N+1) x
and
π(x) − π∗(x,N)
x/ log x
<
g(x,N)
x/ log x
= η∗(x,N + 1)− η∗(x,N) = (N + 1)!
log(N+1) x
.
Next, let ρ(x,N) = log x/(N + 3/2) and consider the ratio of (log x)3/2/x1/2+δ
to (N + 1)!/ log(N+1) x where δ ≥ 0. Shan-Guang Tan (2017) proved the following
theorem [9]:
Theorem 10.2 (Upper bound theorem of prime number gaps). For a pair of
positive numbers x ≥ 1041 and N ≥ 19 satisfying Theorem 10.1, the bounds gap of
prime numbers is equal to
(10.2) g(x,N) = π∗(x,N + 1)− π∗(x,N) < (x log x)1/2x−0.0327283
and for any positive number x ≥ 1041, π(x) satisfies
(10.3) π(x) − π∗(x,N) < g(x,N) < (x log x)1/2x−0.0327283.
Finally, based on the inequalities π∗(x,N) < π(x) < π∗(x,N +1) and the result
that the bounds of π(x)−π∗(x,N) is less than (x log x)1/2x−0.0327283, we can write
π(x+Φ(x)) − π(x) > π∗(x+Φ(x),M)− π∗(x,N + 1)
and
π(x+Φ(x)) − π(x) < π∗(x+Φ(x),M + 1)− π∗(x,N)
where M = N or M = N + 1 [9], to investigated the number of primes in short
intervals. Then we can prove Theorem 11.1 which is the prime number theorem in
short intervals and states as follows: Let Φ(x) = βx1/2, 0 < β ≤ 1. For x ≥ e470
such that (log x)5/2 ≤ x0.0327283 there are
π(x +Φ(x))− π(x)
Φ(x)/ log x
= 1 +O(
1
log x
)
and
lim
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= 1.
11. Prime number theorem in short intervals
Theorem 11.1 (Prime number in short intervals). Let Φ(x) = βx1/2, 0 < β ≤ 1.
For a pair of positive numbers x and N satisfying Theorem 10.1, there are
(11.1)
π(x +Φ(x))− π(x)
Φ(x)/ log x
> 1−
N∑
n=0
(n+ 1)!
logn+1 x
− (log x)
3/2
βx0.0327283
− Φ(x)
x log x
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and
(11.2)
π(x +Φ(x))− π(x)
Φ(x)/ log x
< η∗(x+Φ(x),M + 1) + 2
(log x)3/2
βx0.0327283
−(1− Φ(x)
2x
)(
N∑
n=0
(n+ 1)!
logn+1(x +Φ(x))
+
M+1∑
n=N+1
n!
logn+1(x+Φ(x))
).
Then for x ≥ e470 such that (log x)5/2 ≤ x0.0327283 there is
(11.3)
π(x +Φ(x))− π(x)
Φ(x)/ log x
= 1 +O(
1
log x
)
and as x→∞ there is
(11.4) lim
x→∞
π(x +Φ(x)) − π(x)
Φ(x)/ log x
= 1.
Proof. By Theorem 10.1, there are
π∗(x,N) < π(x) < π∗(x,N + 1)
and
π∗(x+Φ(x),M) < π(x+Φ(x)) < π∗(x+Φ(x),M + 1)
where M = N or M = N + 1 [9].
First, since M ≥ N such that π∗(x+Φ(x),M) ≥ π∗(x+Φ(x), N), there are
π(x+Φ(x)) − π(x)
Φ(x)/ log x
>
π∗(x +Φ(x), N)− π∗(x,N + 1)
Φ(x)/ log x
=
(1 + x/Φ(x)) log x
log(x+Φ(x))
η∗(x+Φ(x), N)− x
Φ(x)
η∗(x,N + 1)
=
(1 + x/Φ(x)) log x
log x+ log(1 + Φ(x)/x)
η∗(x+Φ(x), N) − x
Φ(x)
η∗(x,N + 1)
= (1 +
x
Φ(x)
)(1− log(1 + Φ(x)/x)
log(x+Φ(x))
)η∗(x+Φ(x), N)− x
Φ(x)
η∗(x,N + 1)
= (1 +
x
Φ(x)
− (1 + x
Φ(x)
)
log(1 + Φ(x)/x)
log(x+Φ(x))
)η∗(x+Φ(x), N) − x
Φ(x)
η∗(x,N + 1)
= (1− (1 + x
Φ(x)
)
log(1 + Φ(x)/x)
log(x+Φ(x))
)η∗(x+Φ(x), N)
+
x
Φ(x)
(η∗(x+Φ(x), N)− η∗(x,N))− x
Φ(x)
(N + 1)!
log(N+1) x
= (1− (1 + x
Φ(x)
)
log(1 + Φ(x)/x)
log(x+Φ(x))
)η∗(x+Φ(x), N)
− x
Φ(x)
N∑
n=1
(
n!
logn x
− n!
logn(x+Φ(x))
)− x
Φ(x)
(N + 1)!
log(N+1) x
.
Since there are η∗(x +Φ(x), N) > 1, log(1 + Φ(x)/x) < Φ(x)/x,
N∑
n=1
(
n!
logn x
− n!
logn(x+Φ(x))
)
=
N∑
n=1
(
n!
log x
− n!
log(x+Φ(x))
)
n−1∑
k=0
1
logk x logn−1−k(x+Φ(x))
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=
N∑
n=1
(
n! log(1 + Φ(x)/x)
log x log(x+Φ(x))
)
n−1∑
k=0
1
logk x logn−1−k(x+Φ(x))
< log(1 +
Φ(x)
x
)
N∑
n=1
n!
log2 x
n−1∑
k=0
1
logn−1 x
= log(1 +
Φ(x)
x
)
N∑
n=1
n!n
logn+1 x
<
Φ(x)
x
N∑
n=1
(n+ 1)!
logn+1 x
and by Theorem 10.2
(N + 1)!
log(N+1) x
=
π∗(x,N + 1)− π∗(x,N)
x/ log x
<
(log x)3/2
x1/2+0.0327283
,
we have
(1 − (1 + x
Φ(x)
)
log(1 + Φ(x)/x)
log(x+Φ(x))
)η∗(x +Φ(x), N)
− x
Φ(x)
N∑
n=1
(
n!
logn x
− n!
logn(x +Φ(x))
)− x
Φ(x)
(N + 1)!
log(N+1) x
> (1− (1 + x/Φ(x))Φ(x)/x
log(x +Φ(x))
)η∗(x+Φ(x), N) −
N∑
n=1
(n+ 1)!
logn+1 x
− (log x)
3/2
βx0.0327283
= (1− 1 + Φ(x)/x
log(x +Φ(x))
)η∗(x+Φ(x), N)−
N∑
n=1
(n+ 1)!
logn+1 x
− (log x)
3/2
βx0.0327283
> 1− 1 + Φ(x)/x
log x
−
N∑
n=1
(n+ 1)!
logn+1 x
− (log x)
3/2
βx0.0327283
= 1−
N∑
n=0
(n+ 1)!
logn+1 x
− (log x)
3/2
βx0.0327283
− Φ(x)
x log x
.
Next, there are
π(x+Φ(x)) − π(x)
Φ(x)/ log x
<
π∗(x+Φ(x),M + 1)− π∗(x,N)
Φ(x)/ log x
=
(1 + x/Φ(x)) log x
log(x+Φ(x))
η∗(x+Φ(x),M + 1)− x
Φ(x)
η∗(x,N)
=
(1 + x/Φ(x)) log x
log x+ log(1 + Φ(x)/x)
η∗(x+Φ(x),M + 1)− x
Φ(x)
η∗(x,N)
= (1 +
x
Φ(x)
)(1− log(1 + Φ(x)/x)
log(x+Φ(x))
)η∗(x+Φ(x),M + 1)− x
Φ(x)
η∗(x,N)
= (1 +
x
Φ(x)
− (1 + x
Φ(x)
)
log(1 + Φ(x)/x)
log(x+Φ(x))
)η∗(x +Φ(x),M + 1)− x
Φ(x)
η∗(x,N)
= (1− (1 + x
Φ(x)
)
log(1 + Φ(x)/x)
log(x+Φ(x))
)η∗(x+Φ(x),M + 1)
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+
x
Φ(x)
(η∗(x+Φ(x), N) − η∗(x,N)) + x
Φ(x)
M+1∑
n=N+1
n!
logn(x +Φ(x))
= (1− (1 + x
Φ(x)
)
log(1 + Φ(x)/x)
log(x+Φ(x))
)η∗(x+Φ(x),M + 1)
− x
Φ(x)
N∑
n=1
(
n!
logn x
− n!
logn(x +Φ(x))
) +
x
Φ(x)
M+1∑
n=N+1
n!
logn(x +Φ(x))
.
Since there are
η∗(x +Φ(x),M + 1) = 1 +O(1/ log(x+Φ(x))),
log(1 +
Φ(x)
x
) >
Φ(x)
x
(1 − Φ(x)
2x
),
and
N∑
n=1
(
n!
logn x
− n!
logn(x+Φ(x))
)
=
N∑
n=1
(
n!
log x
− n!
log(x+Φ(x))
)
n−1∑
k=0
1
logk x logn−1−k(x+Φ(x))
=
N∑
n=1
(
n! log(1 + Φ(x)/x)
log x log(x+Φ(x))
)
n−1∑
k=0
1
logk x logn−1−k(x+Φ(x))
> log(1 +
Φ(x)
x
)
N∑
n=1
n!
log2(x+Φ(x))
n−1∑
k=0
1
logn−1(x+ Φ(x))
= log(1 +
Φ(x)
x
)
N∑
n=1
n!n
logn+1(x+Φ(x))
>
Φ(x)
x
(1− Φ(x)
2x
)
N∑
n=1
n!n
logn+1(x+Φ(x))
,
and by Theorem 10.2 there are
(N + 1)!
log(N+1)(x+ Φ(x))
<
(N + 1)!
log(N+1) x
=
π∗(x,N + 1)− π∗(x,N)
x/ log x
<
(log x)3/2
x1/2+0.0327283
and
(M + 1)!
logM+1(x+Φ(x))
=
π∗(x +Φ(x),M + 1)− π∗(x+Φ(x),M)
(x+Φ(x))/ log(x+Φ(x))
<
log3/2(x +Φ(x))
(x+Φ(x))1/2+0.0327283
<
(log x)3/2
x1/2+0.0327283
,
we have
(1− (1 + x
Φ(x)
)
log(1 + Φ(x)/x)
log(x +Φ(x))
)η∗(x+Φ(x),M + 1)
− x
Φ(x)
N∑
n=1
(
n!
logn x
− n!
logn(x+Φ(x))
) +
x
Φ(x)
M+1∑
n=N+1
n!
logn(x+Φ(x))
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< (1− (1 + x
Φ(x)
)
Φ(x)
x
1− Φ(x)/(2x)
log(x+Φ(x))
)η∗(x+Φ(x),M + 1)
−(1− Φ(x)
2x
)
N∑
n=1
n!n
logn+1(x+Φ(x))
+ 2
(log x)3/2
βx0.0327283
= (1− (1 + Φ(x)
x
)
1− Φ(x)/(2x)
log(x+Φ(x))
)η∗(x+Φ(x),M + 1)
−(1− Φ(x)
2x
)
N∑
n=1
n!n
logn+1(x+Φ(x))
+ 2
(log x)3/2
βx0.0327283
< (1 − 1− Φ(x)/(2x)
log(x+Φ(x))
)η∗(x+Φ(x),M + 1)
−(1− Φ(x)
2x
)
N∑
n=1
n!n
logn+1(x+Φ(x))
+ 2
(log x)3/2
βx0.0327283
= η∗(x +Φ(x),M + 1)− (1− Φ(x)
2x
)
M+1∑
n=0
n!
logn+1(x+Φ(x))
−(1− Φ(x)
2x
)
N∑
n=1
n!n
logn+1(x+Φ(x))
+ 2
(log x)3/2
βx0.0327283
= η∗(x+Φ(x),M + 1)− (1− Φ(x)
2x
)
N∑
n=0
(n+ 1)!
logn+1(x+Φ(x))
−(1− Φ(x)
2x
)
M+1∑
n=N+1
n!
logn+1(x+Φ(x))
+ 2
(log x)3/2
βx0.0327283
= η∗(x +Φ(x),M + 1) + 2
(log x)3/2
βx0.0327283
−(1− Φ(x)
2x
)(
N∑
n=0
(n+ 1)!
logn+1(x +Φ(x))
+
M+1∑
n=N+1
n!
logn+1(x+Φ(x))
).
Thus we obtain
π(x +Φ(x))− π(x)
Φ(x)/ log x
> 1−
N∑
n=0
(n+ 1)!
logn+1 x
− (log x)
3/2
βx0.0327283
− Φ(x)
x log x
and
π(x +Φ(x))− π(x)
Φ(x)/ log x
< η∗(x+Φ(x),M + 1) + 2
(log x)3/2
βx0.0327283
−(1− Φ(x)
2x
)(
N∑
n=0
(n+ 1)!
logn+1(x +Φ(x))
+
M+1∑
n=N+1
n!
logn+1(x+Φ(x))
).
Then, for x ≥ e470 such that (log x)5/2 ≤ x0.0327283 we have
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= 1 +O(
1
log x
).
As x→∞ there are
lim inf
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= 1 and lim sup
x→∞
π(x +Φ(x)) − π(x)
Φ(x)/ log x
= 1,
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so that we have
lim
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= 1.
Hence there exists a finite positive number xβ such that for every number x
greater than xβ , there is always at least one prime in the interval (x, x+Φ(x)].
This completes the proof of the theorem. 
References
1. J. Sa´ndor, Handbook Of Number Theory I. Springer 2004.
2. G. Hoheisel, Primzahlprobleme in der Analysis. Sitzungsber. Berlin (1930), pp. 580–588.
3. M. N. Huxley, On the difference between consecutive primes. Invent. Math. 15 (1972), 164–
170.
4. H. Iwaniec and M. Jutila, Primes in short intervals. Ark. Mat. 17 (1979), 167–176.
5. D. R. Heath-Brown and H. Iwaniec, On the difference between consecutive primes. Invent.
Math. 55 (1979), 49–69.
6. N. G. de Bruijn, On the number of uncancelled elements in the sieve of Eratosthenes. Nederl
Akad, Wetensch. Proc. 53 (1950), 803–812.
7. R. C. Baker, G. Harman, and J. Pintz, The difference between consecutive primes, II. Pro-
ceedings of the Londun Mathematical Society. 83 (3) (2001), 532–562.
8. H. Maier, Primes in short intervals. Michigan Math. J. 32 (1985), 221–225.
9. Shan-Guang Tan, On more accurate estimations of prime numbers. arXiv:1110.2952 (Part 1).
Part 4. On primes in short intervals x1/2 (II)
Abstract. Based on a theorem for the numbers of primes in short intervals
x1/2, some conjectures of distribution of primes in short intervals, such as
Legendre’s conjecture, Oppermann’s conjecture, Hanssner’s conjecture, Bro-
card’s conjecture, Andrica’s conjecture, Sierpinski’s conjecture and Sierpinski’s
conjecture of triangular numbers are proved and the Mills’ constant can be de-
termined.
Introduction
In number theory, there are many conjectures and results on the number of
primes in short intervals [1] - [23].
Shan-Guang Tan (2017) proved a theorem for the numbers of primes in short
intervals x1/2 [24]. It states as follows:
Theorem 11.2 (Prime number in short intervals x1/2). For x ≥ e470 such that
(log x)5/2 ≤ x0.0327283 there are
π(x + x1/2)− π(x)
x1/2/ logx
= 1 +O(
1
log x
)
and
lim
x→∞
π(x+ x1/2)− π(x)
x1/2/ log x
= 1.
Hence there exists a finite positive number x1 such that for every number x
greater than x1, there is always at least one prime in the interval (x, x + x
1/2].
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Based on the theorem, some conjectures of distribution of primes in short in-
tervals, such as Legendre’s conjecture, Oppermann’s conjecture, Hanssner’s conjec-
ture, Brocard’s conjecture, Andrica’s conjecture, Sierpinski’s conjecture and Sier-
pinski’s conjecture of triangular numbers are proved and the Mills’ constant can be
determined.
12. Distribution of primes in short intervals
Theorem 12.1. For every positive number m there is always one prime p between
m2 and (m+ 1)2.
Proof. By setting x = m2, there are
(m+ 1)2 −m2 = 2m+ 1 > 2m = 2√x.
Hence, by Theorem (11.2), the theorem holds.
This completes the proof of the theorem and the Legendre’s conjecture is proved.

Theorem 12.2. For every positive number m there are always two primes between
m2 and (m+1)2. One is between m2 and m(m+1), and another is between m(m+1)
and (m+ 1)2.
Proof. First, by setting x = m2, there are
m(m+ 1)−m2 = m = √x.
Next, by setting x = m(m+ 1), there are
(m+ 1)2 −m(m+ 1) = m+ 1 > √x.
Hence, by Theorem (11.2), the theorem holds.
This completes the proof of the theorem and the Oppermann’s conjecture is
proved. 
Theorem 12.3. For every positive numberm there are always three primes between
m3 and (m+ 1)3. The first one is between m3 and m2(m+ 1), and the second one
is between m2(m+1) and m(m+1)2, and the third one is between m(m+1)2 and
(m+ 1)3.
Proof. First, by setting x = m3, there are
m2(m+ 1)−m3 = m2 > √x.
Next, by setting x = m2(m+ 1), there are
m(m+ 1)2 −m2(m+ 1) = m(m+ 1) > √x.
Finally, by setting x = m(m+ 1)2, there are
(m+ 1)3 −m(m+ 1)2 = (m+ 1)2 > √x.
Hence, by Theorem (11.2), the theorem holds.
This completes the proof of the theorem. 
Theorem 12.4. For every positive number m there are always k primes between
mk and (m+ 1)k where k is a positive integer greater than 1. For i = 1, 2, · · · , k,
there is always one prime between mk−i+1(m+ 1)i−1 and mk−i(m+ 1)i.
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Proof. For k > 2 and i = 1, 2, · · · , k, by setting x = mk−i+1(m+ 1)i−1, there are
mk−i(m+ 1)i −mk−i+1(m+ 1)i−1 = mk−i(m+ 1)i−1 > √x.
Hence, by Theorem (11.2), the theorem holds.
This completes the proof of the theorem. 
Theorem 12.5. There are at least two primes between p2i and pipi+1, and there
are also at least two primes between pipi+1 and p
2
i+1, for i > 1, where pi is the ith
prime.
Proof. Since pi+1 ≥ pi + 2 and pi ≤ pi+1 − 2, we have
pipi+1 ≥ pi(pi + 2) = p2i + 2pi = (pi + 1)2 − 1
and
pipi+1 ≤ (pi+1 − 2)pi+1 = p2i+1 − 2pi+1 = (pi+1 − 1)2 − 1.
By Theorem (12.2), there are always two primes between p2i and (pi+1)
2. Since
pi(pi+2) is a composite number, then there are always two primes between p
2
i and
pipi+1.
Also by Theorem (12.2), there are always two primes between (pi+1 − 1)2 and
p2i+1. Since (pi+1−2)pi+1 is a composite number, then there are always two primes
between pipi+1 and p
2
i+1.
This completes the proof of the theorem and the Hanssner’s conjecture is proved.

Theorem 12.6. There are at least four primes between p2i and p
2
i+1, for i > 1,
where pi is the ith prime.
Proof. Since pi < pi + 1 < pi+1, there is a square (pi + 1)
2 between p2i and p
2
i+1.
By Theorem (12.2), there are always two primes between p2i and (pi + 1)
2, and
also there are always two primes between (pi+1)
2 and p2i+1. Thus, there are always
at least four primes between p2i and p
2
i+1.
This completes the proof of the theorem and the Brocard’s conjecture is proved.

Theorem 12.7. For every positive number m there are always four primes between
m3 and (m+ 1)3.
Proof. First, for 1 ≤ m ≤ 5, we can easily verify the truth of the theorem. The
primes betweenm3 and (m+1)3 form = 1, 2, · · · are {2, 3, 5, 7}, {11, 13, 19, 23}, · · · .
Next, for m ≤ 5, since there is always a number s satisfying m3/2 ≤ s ≤
(m + 1)3/2 − 2, there are m3 ≤ s2 and (s + 2)2 ≤ (m + 1)3. Then, by Theorem
(12.2), there are always two primes between s2 and (s + 1)2, and also there are
always two primes between (s + 1)2 and (s + 2)2. Thus, there are always at least
four primes between m3 and (m+ 1)3.
This completes the proof of the theorem. 
Theorem 12.8. For every positive number m ≥ ak − 1 where a and k are integers
greater than 1, if there are at least Sk primes between m
k and (m+1)k, then there
are always Sk+1 primes between m
k+1 and (m+ 1)k+1 where Sk+1 = aSk.
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Proof. For any number m ≥ ak−1, there is always a number s satisfying m1+1/k ≤
s ≤ (m+ 1)1+1/k − a. Then there are mk+1 ≤ sk and (s+ a)k ≤ (m+ 1)k+1.
Since there are at least Sk primes between s
k and (s + 1)k for s ≥ m ≥ ak − 1,
then there are also at least Sk primes between (s + i)
k and (s + i + 1)k for i =
1, 2, · · · , a− 1. Thus, there are always Sk+1 primes between mk+1 and (m+ 1)k+1
where Sk+1 = aSk.
This completes the proof of the theorem. 
Theorem 12.9. There is always a prime p between m−mθ and m where θ = 1/2
and m is a positive number.
Proof. By setting x = m−mθ, there are
m− (m−mθ) = mθ > √x.
Hence, by Theorem (11.2), the theorem holds.
This completes the proof of the theorem. 
Theorem 12.10. There is always a prime p between m and m+mθ where θ = 1/2
and m is a positive number.
Proof. By setting x = m, there are
(m+mθ)−m = mθ = √x.
Hence, by Theorem (11.2), the theorem holds.
This completes the proof of the theorem. 
Theorem 12.11. The inequality
√
pi+1 −√pi < 1 holds for all i > 0, where pi is
the ith prime.
Proof. Let x = pi. Then, by Theorem (11.2), the interval (x, x +
√
x] always
contains the prime pi+1. Thus there are
pi+1 ≤ pi +√pi < pi + 2√pi + 1 = (√pi + 1)2.
Hence, the inequality
√
pi+1 −√pi < 1 holds for all i > 0.
This completes the proof of the theorem and the Andrica’s conjecture is proved.

Theorem 12.12. There is always one prime p between km and (k+1)m where m
is a positive number greater than 1 and 1 ≤ k < m.
Proof. By setting x = km, there are
(k + 1)m− km = m > √x.
Hence, by Theorem (11.2), the theorem holds.
This completes the proof of the theorem. 
Theorem 12.13. If the numbers 1, 2, 3, · · · ,m2 with m > 1 are arranged in m
rows each containing m numbers:
(12.1)
1, 2, 3, · · · , m
m+ 1, m+ 2, m+ 3, · · · , 2m
2m+ 1, 2m+ 2, 2m+ 3, · · · , 3m
· · · , · · · , · · · , · · · , · · ·
(m− 1)m+ 1, (m− 1)m+ 2, (m− 1)m+ 3, · · · , m2
then each row contains at least one prime.
A PROOF OF THE RIEMANN HYPOTHESIS BASED ON THE KOCH THEOREM 41
Proof. The first row of Table (12.1) contains of course (m > 1) prime 2.
By Theorem (12.12) for a positive number k smaller than m, there is always one
prime between km and (k + 1)m, which means that the (k + 1)th row of Table
(12.1) contains at least one prime.
Thus, each row of Table (12.1) contains at least one prime.
This completes the proof of the theorem and the Sierpinski’s conjecture is proved.

Theorem 12.14. Between any two triangular numbers, there is at least one prime.
Namely, if we arrange natural numbers in rows in such a manner that in the mth
row we put m consecutive natural numbers, i.e. if we form the table
(12.2)
1
2, 3
4, 5, 6
7, 8, 9, 10
11, 12, 13, 14, 15
· · · · · · · · · · · · · · ·
then each but the first of its rows contains at least one prime.
Proof. For m > 1, the (m− 1)th and mth triangular numbers are (m− 1)m/2 and
m(m+ 1)/2, respectively. By setting x = (m− 1)m/2 for m > 1, there are
m(m+ 1)/2− (m− 1)m/2 = m > √x.
Hence, by Theorem (11.2), the theorem holds.
This completes the proof of the theorem and the Sierpinski’s conjecture of tri-
angular numbers is proved. 
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Part 5. On the distribution of nontrivial zeros of the Riemann zeta
function by using the series representation of ζ(s)
Abstract. The distribution of nontrivial zeros of the Riemann zeta function
was investigated in this paper. First, a curve integral of the Riemann zeta
function ζ(s) was formed, which is along a horizontal line from s to 1 − s¯
which are two nontrivial zeros of ζ(s) and symmetric about the vertical line
σ = 1
2
. Next, the result of the curve integral was derived and proved equal
to zero. Then, by proving a lemma of central dissymmetry of the Riemann
zeta function ζ(s), two nontrivial zeros s and 1 − s¯ were proved being a same
zero or satisfying s = 1 − s¯. Hence, nontrivial zeros of ζ(s) all have real part
R(s) = 1
2
.
13. INTRODUCTION
It is well known that the Riemann zeta function ζ(s) of a complex variable
s = σ + it is defined by
ζ(s) =
∞∑
n=1
1
ns
for the real part R(s) > 1 and its analytic continuation in the half plane σ > 0 is
(13.1) ζ(s) =
N∑
n=1
1
ns
− N
1−s
1− s −
1
2
N−s + s
∫ ∞
N
1
2 − {x}
xs+1
dx
for any integer N ≥ 1 and R(s) > 0[8-10]. It extends to an analytic function in the
whole complex plane except for having a simple pole at s = 1. Trivially, ζ(−2n) = 0
for all positive integers. All other zeros of the Riemann zeta functions are called
its nontrivial zeros[1-10].
The Riemann hypothesis states that the nontrivial zeros of ζ(s) all have real
part R(s) = 12 .
The proof of the Riemann hypothesis in this paper includes several parts. First,
a curve integral of the Riemann zeta function ζ(s) was formed, which is along a
horizontal line from s to 1− s¯ which are two nontrivial zeros of ζ(s) and symmetric
about the vertical line σ = 12 . Next, the result of the curve integral was derived
and proved equal to zero. Then, by proving a lemma of central dissymmetry of the
Riemann zeta function ζ(s), two nontrivial zeros s and 1 − s¯ were proved being a
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same zero or satisfying s = 1 − s¯. Hence, the nontrivial zeros of ζ(s) all have real
part R(s) = 12 , i.e., the Riemann hypothesis was proved.
The Riemann hypothesis was also proved in the author’s another paper by using
another representation of Formula (13.1) (See representation (2.1.5) on page 14 of
the reference book[8])
(13.2) ζ(s) = s
∫ ∞
0
[x]− x
xs+1
dx, 0 < σ < 1.
14. Curve integral
The Riemann zeta function ζ(s) defined in Formula (13.1) is analytic in a simply
connected complex region D. According to the Cauchy theorem, suppose that C is
any simple closed curve in D, then, there is
(14.1)
∮
C
ζ(s)ds = 0.
According to the theory of the Riemann zeta function[8-10], the nontrivial zeros
of ζ(s) are symmetric about the vertical line σ = 12 . When a complex number
s0 = σ0 + it0 is a nontrivial zero of ζ(s), the complex number 1− σ0 + it0 = 1− s¯0
is also a nontrivial zero of ζ(s), and there must be ζ(s0) = 0 and ζ(1 − s¯0) = 0.
Let consider the curve integral of ζ(s) along a horizontal line from s0 to 1 − s¯0
as following
(14.2)
∫ 1−s¯0
s0
ζ(s)ds = F (1− s¯0)− F (s0) for 0 < σ0 ≤ 1
2
where F (s) is the primitive function of ζ(s).
By using Formula (13.1), Equation (14.2) can be written as
(14.3) F (1− s¯0)− F (s0) =
∫ 1−s¯0
s0
ζ(s)ds
=
N∑
n=1
∫ 1−s¯0
s0
1
ns
ds−
∫ 1−s¯0
s0
N1−s
1− s ds
−1
2
∫ 1−s¯0
s0
N−sds+
∫ 1−s¯0
s0
s
∫ ∞
N
1
2 − {x}
xs+1
dxds.
14.1. Integral I. The first integral on the right hand side of Equation (14.3) can
be estimated as follows:
|
N∑
n=1
∫ 1−s¯0
s0
ds
ns
| ≤
N∑
n=1
∫ 1−σ0
σ0
dσ
nσ
=
∫ 1−σ0
σ0
N∑
n=1
dσ
nσ
≤
∫ 1−σ0
σ0
∫ N
0
dx
xσ
dσ
=
∫ 1−σ0
σ0
N1−σ
1− σ dσ ≤
∫ 1−σ0
σ0
N1−σ
σ0
dσ =
N1−σ0 −Nσ0
σ0 logN
.
Thus, we have
(14.4) |
N∑
n=1
∫ 1−s¯0
s0
1
ns
ds| ≤ N
1−σ0 −Nσ0
σ0 logN
.
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14.2. Integral II. The second integral on the right hand side of Equation (14.3)
is ∫ 1−s¯0
s0
N1−s
1− s ds = −
1
logN
N1−s
1− s |
1−s¯0
s0 +
1
logN
∫ 1−s¯0
s0
N1−s
(1− s)2 ds
= − 1
logN
N1−s
1 − s |
1−s¯0
s0 −
1!
log2N
N1−s
(1− s)2 |
1−s¯0
s0 +
2!
log2N
∫ 1−s¯0
s0
N1−s
(1− s)3 ds
= · · · = −
M∑
m=1
(m− 1)!
logmN
N1−s
(1− s)m |
1−s¯0
s0 +
M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds.
In the notice of ζ(s0) = 0 and ζ(1 − s¯0) = 0, by using Formula (13.1), there are
N∑
n=1
1
ns0
− N
1−s0
1− s0 −
1
2
N−s0 + s0
∫ ∞
N
1
2 − {x}
x1+s0
dx = 0
and
N∑
n=1
1
n1−s¯0
− N
s¯0
s¯0
− 1
2
N−(1−s¯0) + (1− s¯0)
∫ ∞
N
1
2 − {x}
x2−s¯0
dx = 0.
Thus, we have
− N
1−s
(1 − s)m |
1−s¯0
s0 =
N1−s0
(1 − s0)m −
N s¯0
s¯m0
=
1
(1 − s0)m−1 [
N∑
n=1
1
ns0
− 1
2
N−s0 + s0
∫ ∞
N
1
2 − {x}
x1+s0
dx]
− 1
s¯m−10
[
N∑
n=1
1
n1−s¯0
− 1
2
N−(1−s¯0) + (1− s¯0)
∫ ∞
N
1
2 − {x}
x2−s¯0
dx]
=
1
(1− s0)m−1
N∑
n=1
1
ns0
− 1
s¯m−10
N∑
n=1
1
n1−s¯0
− 1
2
[
N−s0
(1 − s0)m−1 −
N−(1−s¯0)
s¯m−10
]
+
s0
(1− s0)m−1
∫ ∞
N
1
2 − {x}
x1+s0
dx− 1− s¯0
s¯m−10
∫ ∞
N
1
2 − {x}
x2−s¯0
dx
and
(14.5)
∫ 1−s¯0
s0
N1−s
1− s ds =
M∑
m=1
(m− 1)!
logmN
[
1
(1 − s0)m−1
N∑
n=1
1
ns0
− 1
s¯m−10
N∑
n=1
1
n1−s¯0
]
−1
2
M∑
m=1
(m− 1)!
logmN
[
N−s0
(1 − s0)m−1 −
N−(1−s¯0)
s¯m−10
]
+
M∑
m=1
(m− 1)!
logmN
[
s0
(1− s0)m−1
∫ ∞
N
1
2 − {x}
x1+s0
dx− 1− s¯0
s¯m−10
∫ ∞
N
1
2 − {x}
x2−s¯0
dx]
+
M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds.
14.3. Integral III. The third integral on the right hand side of Equation (14.3) is∫ 1−s¯0
s0
N−sds = − 1
logN
N−s|1−s¯0s0 =
1
logN
(
1
Ns0
− 1
N1−s¯0
)
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14.4. Integral results. Thus, we get
F (1− s¯0)− F (s0) =
∫ 1−s¯0
s0
ζ(s)ds =
N∑
n=1
∫ 1−s¯0
s0
ds
ns
−
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1− s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]
+
1
2
M∑
m=1
(m− 1)!
logmN
[
N−s0
(1 − s0)m−1 −
N−(1−s¯0)
s¯m−10
]
−
M∑
m=1
(m− 1)!
logmN
[
s0
(1− s0)m−1
∫ ∞
N
1
2 − {x}
x1+s0
dx− 1− s¯0
s¯m−10
∫ ∞
N
1
2 − {x}
x2−s¯0
dx]
− M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds
−1
2
1
logN
(
1
Ns0
− 1
N1−s¯0
).+
∫ 1−s¯0
s0
s
∫ ∞
N
1
2 − {x}
xs+1
dxds
= f1(N,M) + f2(N,M) + f3(N,M) + f4(N,M)
and
|F (1− s¯0)− F (s0)| = |
∫ 1−s¯0
s0
ζ(s)ds|
≤ |f1(N,M)|+ |f2(N,M)|+ |f3(N,M)|+ |f4(N,M)|
where
(14.6) f1(N,M) =
N∑
n=1
∫ 1−s¯0
s0
ds
ns
− M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds
−
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1− s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
],
(14.7) f2(N,M) = −1
2
1
logN
[1−
M∑
m=1
(m− 1)!
logm−1N
1
(1 − s0)m−1 ]
1
Ns0
+
1
2
1
logN
[1−
M∑
m=1
(m− 1)!
logm−1N
1
s¯m−10
]
1
N1−s¯0
=
1
2
M∑
m=2
(m− 1)!
logmN
[
1
(1− s0)m−1
1
Ns0
− 1
s¯m−10
1
N1−s¯0
],
(14.8) f3(N,M) = −
M∑
m=1
(m− 1)!
logmN
s0
(1− s0)m−1
∫ ∞
N
1
2 − {x}
x1+s0
dx
+
M∑
m=1
(m− 1)!
logmN
1− s¯0
s¯m−10
∫ ∞
N
1
2 − {x}
x2−s¯0
dx,
(14.9) f4(N,M) =
∫ 1−s¯0
s0
s
∫ ∞
N
1
2 − {x}
xs+1
dxds.
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15. Estimations of integral results
Let estimate |f1(N,M)|,|f2(N,M)|,|f3(N,M)| and |f4(N,M)| for a given com-
plex number s0 with |s0| > 1 and a given small plus value ǫ.
15.1. Estimation of Stirling’s formula. Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1,
let define a function Φ(n, α) = n!αn which satisfies
(15.1) Φ(n, α) =
n!
αn
=
√
2πn(
n
eα
)ne
θ
12n , 0 < θ < 1
and
(15.2)
√
2πn(
n
eα
)n ≤ Φ(n, α) <
√
2πn(
n
eα
)ne.
Therefore, we obtain
Φ(M,α) =
M !
αM
<
√
2πM
eM−1
for M ≤ α,
Φ(M,α) =
M !
αM
<
√
2πM
ecM−1
for M < eα
where c = log eαM > 0 and
Φ(M,α) =
M !
αM
≥
√
2πM for M ≥ eα.
Thus, when M →∞, we have
(15.3) lim
M≤α→∞
Φ(M,α) ≤ lim
M→∞
√
2πM
eM−1
= 0,
(15.4) lim
M≤α→∞
MΦ(M,α) ≤ lim
M→∞
√
2πMM
eM−1
= 0,
and for logN < M, b = 1− logNM > 0,
(15.5) lim
M≤α→∞
NΦ(M,α) ≤ lim
M→∞
√
2πMN
eM−1
= lim
M→∞
√
2πM
ebM−1
= 0,
(15.6) lim
M≤α→∞
NMΦ(M,α) ≤ lim
M→∞
√
2πMMN
eM−1
= lim
M→∞
√
2πMM
ebM−1
= 0
and for c = log eαM > 0
(15.7) lim
M<eα→∞
Φ(M,α) ≤ lim
M→∞
√
2πM
ecM−1
= 0,
(15.8) lim
M<eα→∞
MΦ(M,α) ≤ lim
M→∞
√
2πMM
ecM−1
= 0
and
(15.9) lim
M≥eα→∞
Φ(M,α) ≥ lim
M→∞
√
2πM =∞.
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15.2. Estimation of |f4(N,M)|. It is obvious that we can find a number N4 so
that when N ≥ N4, there is
|f4(N,M)| = |
∫ 1−s¯0
s0
s
∫ ∞
N
1
2 − {x}
xs+1
dxds| ≤ ǫ
4
.
15.3. Estimation of |f2(N,M)|. Since there is
|f2(N,M)| = |1
2
M∑
m=2
(m− 1)!
logmN
[
1
(1− s0)m−1
1
Nσ0
− 1
s¯m−10
1
N1−σ0
]N−it0 |
≤ 1
2
M∑
m=2
(m− 1)!
logmN
[
1
|1− s0|m−1
1
Nσ0
+
1
|s0|m−1
1
N1−σ0
]
≤
M∑
m=2
(m− 1)!
logmN
1
|s0|m−1Nσ0 =
|s0|
Nσ0
M∑
m=2
Φ(m, |s0| logN)
m
,
we can find a number N2 so that when N ≥ N2 and M < e|s0| logN , there is
|f2(N,M)| ≤ |s0|
Nσ0
M∑
m=2
Φ(m, |s0| logN)
m
≤ |s0|
Nσ0
MΦ(M, |s0| logN) ≤ ǫ
4
.
15.4. Estimation of |f3(N,M)|. Since there is
|f3(N,M)| = |
M∑
m=1
(m− 1)!
logmN
s0
(1− s0)m−1
∫ ∞
N
1
2 − {x}
x1+s0
dx
−
M∑
m=1
(m− 1)!
logmN
1− s¯0
s¯m−10
∫ ∞
N
1
2 − {x}
x2−s¯0
dx|
≤
M∑
m=1
(m− 1)!
logmN
[| s0
(1− s0)m−1 |
∫ ∞
N
|
1
2 − {x}
x1+s0
|dx+ |1− s¯0
s¯m−10
|
∫ ∞
N
|
1
2 − {x}
x2−s¯0
|dx]
≤ 2
M∑
m=1
(m− 1)!
logmN
|1− s¯0|
|s0|m−1
∫ ∞
N
|
1
2 − {x}
x1+s¯0
|dx,
we can find a number N3 so that when N ≥ N3 and M < e|s0| logN , there is
|f3(N,M)| ≤ 2
M∑
m=1
(m− 1)!
logmN
|1− s¯0|
|s0|m−1
∫ ∞
N
|
1
2 − {x}
x1+s¯0
|dx
≤ 2|s0||1− s¯0|
M∑
m=1
Φ(m, |s0| logN)
m
∫ ∞
N
|
1
2 − {x}
x1+s¯0
|dx
≤ 2|s0||1− s¯0|MΦ(M, |s0| logN)
∫ ∞
N
|
1
2 − {x}
x1+s¯0
|dx ≤ ǫ
4
.
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15.5. Estimation of |f1(N,M)|.
Lemma 15.1. For s0 6= 1− s¯0 and M ≥ e|1− s0| logN , a function
g(N,M) =
M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds
+
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1− s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]
is not equal to zero except at most a number M so that there is
|
∫ 1−s¯0
s0
(
|1− s0|
1− s )
M N
1−s
1 − s ds|
6= |
N∑
n=1
M∑
m=1
1
m
Φ(m, |1− s0| logN)
Φ(M, |1− s0| logN)
|1− s0|m
(1− s0)m−1 [
1
ns0
− (1− s0
s¯0
)m−1
1
n1−s¯0
]|.
Proof. By Equation (14.5), we have
g(N,M) =
∫ 1−s¯0
s0
N1−s
1− s ds+
1
2
M∑
m=1
(m− 1)!
logmN
[
N−s0
(1 − s0)m−1 −
N−(1−s¯0)
s¯m−10
]
−
M∑
m=1
(m− 1)!
logmN
[
s0
(1− s0)m−1
∫ ∞
N
1
2 − {x}
x1+s0
dx− 1− s¯0
s¯m−10
∫ ∞
N
1
2 − {x}
x2−s¯0
dx]
and
g(N,M + 1)− g(N,M) = 1
2
M !
logM+1N
[
N−s0
(1− s0)M −
N−(1−s¯0)
s¯M0
]
− M !
logM+1N
[
s0
(1 − s0)M
∫ ∞
N
1
2 − {x}
x1+s0
dx− 1− s¯0
s¯M0
∫ ∞
N
1
2 − {x}
x2−s¯0
dx].
The last equation yields
|g(N,M + 1)− g(N,M)|
Φ(M, |1 − s0| logN) logN = |
1
2
[N−s0 − (1− s0
s¯0
)MN−(1−s¯0)]
−[s0
∫ ∞
N
1
2 − {x}
x1+s0
dx− (1− s¯0)(1 − s0
s¯0
)M
∫ ∞
N
1
2 − {x}
x2−s¯0
dx]|
= |(1− s0
s¯0
)M [
1
2
N−(1−s¯0) − (1− s¯0)
∫ ∞
N
1
2 − {x}
x2−s¯0
dx]
−[ 1
2
N−s0 − s0
∫ ∞
N
1
2 − {x}
x1+s0
dx]|
= |(1− s0
s¯0
)M (1 − s¯0)
∫ ∞
N
{x}
x2−s¯0
dx− s0
∫ ∞
N
{x}
x1+s0
dx|
= |
∫ ∞
N
[(
1− s0
s¯0
)M
1− s¯0
x1−s¯0
− s0
xs0
]
{x}
x
dx| 6= 0
where since x is a real variable
(
1− s0
s¯0
)M
1− s¯0
x1−s¯0
− s0
xs0
6= 0 for x ≥ N.
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Similarly, for r = 1, 2, · · · , we have
|g(N,M + r) − g(N,M)| = |
r∑
i=1
[g(N,M + i)− g(N,M + i− 1)]|
= |
∫ ∞
N
{
r∑
i=1
Φ(M + i, |1− s0| logN)
logN
[(
1 − s0
s¯0
)M+i
1− s¯0
x1−s¯0
− s0
xs0
]}{x}
x
dx| 6= 0
where since x is a real variable
r∑
i=1
Φ(M + i, |1− s0| logN)
logN
[(
1 − s0
s¯0
)M+i
1− s¯0
x1−s¯0
− s0
xs0
] 6= 0 for x ≥ N.
Thus, for any big positive numbers N and M ≥ e|1− s0| logN , we obtain
g(N,M + r) 6= g(N,M) for r = 1, 2, · · · .
The inequality means g(N,M) 6= 0 except at most a number M , then we have
| M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds|
6= |
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1− s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]|.
The last inequality yields
|
∫ 1−s¯0
s0
(
|1− s0|
1− s )
M N
1−s
1 − s ds|
6= |
N∑
n=1
M∑
m=1
1
m
Φ(m, |1− s0| logN)
Φ(M, |1− s0| logN)
|1− s0|m
(1− s0)m−1 [
1
ns0
− (1− s0
s¯0
)m−1
1
n1−s¯0
]|.
The proof of the lemma is completed. 
Now, let estimate |f1(N,M)|. As defined by Formula (14.6), there is
|f1(N,M)| = |
N∑
n=1
∫ 1−s¯0
s0
ds
ns
− M !
logM N
∫ 1−s¯0
s0
N1−s
(1 − s)M+1 ds
−
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1− s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]|.
By equations (14.6) and (15.3) for logN < M ≤ |s0| logN →∞, we have
|f1(N,M)| ≥ |
N∑
n=1
∫ 1−s¯0
s0
ds
ns
| − | M !
logM N
∫ 1−s¯0
s0
N1−s
(1 − s)M+1 ds
+
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1− s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]| = |
N∑
n=1
∫ 1−s¯0
s0
ds
ns
| ≥ 0
where when s0 6= 1− s¯0, there are
|
N∑
n=1
∫ 1−s¯0
s0
ds
ns
| > 0
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and
| M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds+
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1 − s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]|
≤ Φ(M, |s0| logN)
∫ 1−σ0
σ0
| s0
1− s |
M N
1−σ
|1− s|dσ + 2
N∑
n=1
|s0|
nσ0
M∑
m=1
Φ(m, |s0| logN)
m
≤ Φ(M, |s0| logN)N1−σ0 [
∫ 1−σ0
σ0
| s0
1− s |
M N
σ0−σ
|1− s| dσ +
2|s0|M
1− σ0 ] = 0
where by equations (15.4-15.6) and for logN < M ≤ |s0| logN →∞
lim
M→∞
N1−σ0Φ(M, |s0| logN) = 0
and
lim
M→∞
N1−σ0MΦ(M, |s0| logN) = 0.
On the other hand, by Equation (15.9) for M ≥ e|1− s0| logN →∞, we have
|f1(N,M)| ≥ | M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds
+
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1 − s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]| − |
N∑
n=1
∫ 1−s¯0
s0
ds
ns
|
≥ Φ(M, |1− s0| logN)N1−σ0{|
∫ 1−s¯0
s0
(
|1 − s0|
1− s )
M N
σ0−s
1− s ds
+
|1− s0|
N1−σ0
N∑
n=1
M∑
m=1
1
m
Φ(m, |1− s0| logN)
Φ(M, |1− s0| logN) (
|1− s0|
1− s0 )
m−1[
1
ns0
− (1− s0
s¯0
)m−1
1
n1−s¯0
]|
− 1
Φ(M, |1− s0| logN)N1−σ0 |
N∑
n=1
∫ 1−s¯0
s0
ds
ns
|}
= Φ(M, |1 − s0| logN)N1−σ0 |
∫ 1−s¯0
s0
(
|1 − s0|
1− s )
M N
1−s
1− s ds
+
|1− s0|
N1−σ0
N∑
n=1
M∑
m=1
1
m
Φ(m, |1− s0| logN)
Φ(M, |1− s0| logN) (
|1− s0|
1− s0 )
m−1[
1
ns0
−(1− s0
s¯0
)m−1
1
n1−s¯0
]| ≥ 0
where by Lemma (15.1) for s0 6= 1− s¯0
|
∫ 1−s¯0
s0
(
|1− s0|
1− s )
M N
σ0−s
1− s ds
+
|1− s0|
N1−σ0
N∑
n=1
M∑
m=1
1
m
Φ(m, |1− s0| logN)
Φ(M, |1− s0| logN) (
|1− s0|
1− s0 )
m−1[
1
ns0
−(1− s0
s¯0
)m−1
1
n1−s¯0
]| > 0
and by equations (14.4) and (15.9)
N−(1−σ0)
Φ(M, |1− s0| logN) |
N∑
n=1
∫ 1−s¯0
s0
ds
ns
| ≤ N
−(1−σ0)
Φ(M, |1− s0| logN)
N1−σ0 −Nσ0
σ0 logN
= 0.
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Thus, for logN < M ≤ |s0| logN →∞ we have
|
N∑
n=1
∫ 1−s¯0
s0
ds
ns
| ≥ | M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds
+
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1− s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]|
and for M ≥ e|1− s0| logN →∞ we have
|
N∑
n=1
∫ 1−s¯0
s0
ds
ns
| ≤ | M !
logM N
∫ 1−s¯0
s0
N1−s
(1− s)M+1 ds
+
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1− s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]|.
Therefore, when |s0| logN < M < e|1− s0| logN , some numbers M can satisfy
− ǫ
4
≤ |
N∑
n=1
∫ 1−s¯0
s0
ds
ns
| − | M !
logM N
∫ 1−s¯0
s0
N1−s
(1 − s)M+1 ds
+
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1 − s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]| ≤ ǫ
4
.
Furthermore, since limN→∞ f1(N,M) should exist, we can find a number N1 so
that when N ≥ N1 and |s0| logN < M < e|1− s0| logN , there is
|f1(N,M)| = |
N∑
n=1
∫ 1−s¯0
s0
ds
ns
− M !
logM N
∫ 1−s¯0
s0
N1−s
(1 − s)M+1 ds
−
N∑
n=1
M∑
m=1
(m− 1)!
logmN
[
1
(1 − s0)m−1
1
ns0
− 1
s¯m−10
1
n1−s¯0
]| ≤ ǫ
4
.
16. Lemma of central dissymmetry of ζ(s)
Lemma 16.1. The Riemann zeta function ζ(s) = u(σ, t)+iv(σ, t) is central unsym-
metrical for the variable σ in the open region (σ0, 1−σ0) about the point (σ = 12 , t0)
along a horizontal line t = t0 from s0 to 1 − s¯0 except for the zeros of ζ(s) = 0.
This means that the following two equations
(16.1) u(σ, t0) + u(1− σ, t0) ≡ 0 and v(σ, t0) + v(1 − σ, t0) ≡ 0
do not hold.
Proof. Based upon Expression (13.1), let write
ζ(s) =
N∑
n=1
1
ns
− N
1−s
1− s −
1
2
N−s + s
∫ ∞
N
1
2 − {x}
xs+1
dx = u(σ, t) + iv(σ, t)
where
u(σ, t) =
N∑
n=1
1
nσ
cos(t log n)
−[(1− σ)cos(t logN) + tsin(t logN)] N
1−σ
|1− s|2 −
1
2
N−σcos(t logN)
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+σ
∫ ∞
N
1
2 − {x}
x1+σ
cos(t log x)dx + t
∫ ∞
N
1
2 − {x}
x1+σ
sin(t log x)dx
v(σ, t) = −
N∑
n=1
1
nσ
sin(t logn)
+[(1− σ)sin(t logN)− tcos(t logN)] N
1−σ
|1− s|2 +
1
2
N−σsin(t logN)
+t
∫ ∞
N
1
2 − {x}
x1+σ
cos(t log x)dx − σ
∫ ∞
N
1
2 − {x}
x1+σ
sin(t log x)dx
and
ζ(1− s¯) =
N∑
n=1
1
n1−s¯
− N
s¯
s¯
− 1
2
N−(1−s¯) + (1 − s¯)
∫ ∞
N
1
2 − {x}
x2−s¯
dx
= u(1− σ, t) + iv(1− σ, t).
where
u(1− σ, t) =
N∑
n=1
1
n1−σ
cos(t logn)
−[σcos(t logN) + tsin(t logN)] N
σ
|1− s|2 −
1
2
N−(1−σ)cos(t logN)
+(1− σ)
∫ ∞
N
1
2 − {x}
x2−σ
cos(t log x)dx + t
∫ ∞
N
1
2 − {x}
x2−σ
sin(t logx)dx
v(1 − σ, t) = −
N∑
n=1
1
n1−σ
sin(t logn)
+[σsin(t logN)− tcos(t logN)] N
σ
|1− s|2 +
1
2
N−(1−σ)sin(t logN)
+t
∫ ∞
N
1
2 − {x}
x2−σ
cos(t log x)dx − (1− σ)
∫ ∞
N
1
2 − {x}
x2−σ
sin(t logx)dx
By comparing u(σ, t) with −u(1−σ, t) and v(σ, t) with −v(1−σ, t), it is obvious
that the following two equations
u(σ, t) ≡ −u(1− σ, t)
and
v(σ, t) ≡ −v(1− σ, t)
do not hold or the following two equations
u(σ, t) + u(1− σ, t) ≡ 0
and
v(σ, t) + v(1 − σ, t) ≡ 0
do not hold.
The proof of the lemma is completed. 
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17. Proof of the Riemann hypothesis
Theorem 17.1. The nontrivial zeros of the Riemann zeta function ζ(s) all have
real part R(s) = 12 .
Proof. Based upon the analysis and estimation of the curve integral (14.3) in above
sections, for a given small value ǫ, we can find a number Nǫ so that when N ≥ Nǫ
and |s0| logN < M < e|s0| logN and |s0| > 1, there is
|F (1− s¯0)− F (s0)| = |
∫ 1−s¯0
s0
ζ(s)ds|
≤ |f1(N,M)|+ |f2(N,M)|+ |f3(N,M)|+ |f4(N,M)| ≤ ǫ.
Because ǫ is arbitrarily small, we can get
lim
ǫ→0
|F (1− s¯0)− F (s0)| = lim
ǫ→0
|
∫ 1−s¯0
s0
ζ(s)ds| = 0.
Since the integral | ∫ 1−s¯0
s0
ζ(s)ds| is a determined value and independent of the
number M or the value MlogN for any integer N ≥ 1, thus, the curve integral (14.3)
becomes
(17.1) |
∫ 1−s¯0
s0
ζ(s)ds| = |
∫ 1−σ0
σ0
[u(σ, t0) + iv(σ, t0)]dσ| = 0
for |s0| > 1, where
ζ(s) = u(σ, t) + iv(σ, t).
Since the curve integral is only dependent of the start and end points of the
curve, therefore, at least one of the following equations
(17.2) s0 = 1− s¯0,
(17.3) u(σ, t0) ≡ 0,
(17.4) v(σ, t0) ≡ 0,
(17.5) v(σ, t0) = cu(σ, t0)
where c is a constant,
(17.6) u(σ, t0) + u(1− σ, t0) ≡ 0,
and
(17.7) v(σ, t0) + v(1 − σ, t0) ≡ 0
has to be satisfied where Eq. (17.2) implies that σ0 can be determined by s0 = 1−s¯0
since ∫ 1−s¯0
s0
ζ(s)ds =
∫ s0
s0
ζ(s)ds = 0,
Eq. (17.3) implies that σ0 can be determined by∫ 1−s¯0
s0
ζ(s)ds = i
∫ 1−σ0
σ0
v(σ, t0)dσ = ifv(σ0) = 0,
Eq. (17.4) implies that σ0 can be determined by∫ 1−s¯0
s0
ζ(s)ds =
∫ 1−σ0
σ0
u(σ, t0)dσ = fu(σ0) = 0,
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Eq. (17.5) implies that σ0 can be determined by∫ 1−s¯0
s0
ζ(s)ds = (1 + ic)
∫ 1−σ0
σ0
u(σ, t0)dσ = (1 + ic)fu(σ0) = 0,
Eq. (17.6) implies that σ0 can be determined by∫ 1−σ0
σ0
u(σ, t0)dσ =
∫ 1/2
σ0
[u(σ, t0) + u(1− σ, t0)]dσ ≡ 0
and ∫ 1−s¯0
s0
ζ(s)ds = i
∫ 1−σ0
σ0
v(σ, t0)dσ = ifv(σ0) = 0,
and Eq. (17.7) implies that σ0 can be determined by∫ 1−σ0
σ0
v(σ, t0)dσ =
∫ 1/2
σ0
[v(σ, t0) + v(1 − σ, t0)]dσ ≡ 0
and ∫ 1−s¯0
s0
ζ(s)ds =
∫ 1−σ0
σ0
u(σ, t0)dσ = fu(σ0) = 0
along a horizontal line t = t0 from s0 to 1 − s¯0 because of the continuity of the
Riemann zeta function ζ(s), which implies that ζ(s) must be central symmetric
about the point σ = 12 on the horizontal line.
First, u(σ, t0) and v(σ, t0) are not always equal to zero along a horizontal line
from s to 1− s¯. Then Eq. (17.3) and Eq. (17.4) can not be satisfied.
Next, it is obvious that u(σ, t0) 6= v(σ, t0). Then Eq. (17.5) can not be satisfied.
Thirdly, by Lemma (16.1), the following two equations
u(σ, t0) + u(1− σ, t0) ≡ 0
and
v(σ, t0) + v(1 − σ, t0) ≡ 0
do not hold for a fixed value t = t0. Thus, no value of σ0 satisfies a group of two
different equations
fu(σ0) =
∫ 1−σ0
σ0
u(σ, t0)dσ = 0
and
fv(σ0) =
∫ 1−σ0
σ0
v(σ, t0)dσ = 0
in the region 0 < σ0 < 1 except for σ0 = 1/2, Then Eq. (17.6) and Eq. (17.7) can
not be satisfied.
When the equations (17.3-17.7) can not be satisfied, the remained equation (17.2)
or s0 = 1− s¯0 must be satisfied, i.e., there must be
σ0 + it0 = 1− σ0 + it0.
By this equation, we get σ0 = 1/2.
Since s0 is any nontrivial zero of the Riemann zeta function ζ(s), there must be
R(s) =
1
2
for any nontrivial zero of the Riemann zeta function ζ(s) and for |s0| > 1.
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For the limited region |s0| ≤ 1, where s in the region {σ0 ≤ σ ≤ 1 − σ0, t = t0},
we can calculate the nontrivial zeros of the Riemann zeta function ζ(s) to verify
whether they have real part R(s) = 12 . Actually, computations of the nontrivial
zeros of ζ(s) have been made in a region [−T, T ] for their imaginary parts, where
T ∼= 5 × 108. Results of these computations show that the nontrivial zeros of the
Riemann zeta function ζ(s) in the region [−T, T ] have real part R(s) = 12 . The
Riemann hypothesis was computationally tested and found to be true for the first
zeros by Brent et al. (1982), covering zeros in the region 0 < t < 81702130.19. A
computation made by Gourdon (2004) verifies that the Riemann hypothesis is true
at least for all less than 2.4 trillion.
This completes the proof of the theorem and the Riemann hypothesis is proved.

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Part 6. On the distribution of nontrivial zeros of the Riemann zeta
function by using the integral representation of ζ(s)
Abstract. The distribution of nontrivial zeros of the Riemann zeta function
was investigated in this paper. First, a curve integral of the Riemann zeta
function ζ(s) was formed, which is along a horizontal line from s to 1 − s¯
which are two nontrivial zeros of ζ(s) and symmetric about the vertical line
σ = 1
2
. Next, the result of the curve integral was derived and proved equal
to zero. Then, by proving a lemma of central dissymmetry of the Riemann
zeta function ζ(s), two nontrivial zeros s and 1 − s¯ were proved being a same
zero or satisfying s = 1 − s¯. Hence, nontrivial zeros of ζ(s) all have real part
R(s) = 1
2
.
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18. INTRODUCTION
It is well known that the Riemann zeta function ζ(s) of a complex variable
s = σ + it is defined by
ζ(s) =
∞∑
n=1
1
ns
for the real partR(s) > 1 and its analytic continuation in the critical strip 0 < σ < 1
is proved as following (See representation (2.1.5) on page 14 of the reference book[1])
(18.1) ζ(s) = s
∫ ∞
0
[x]− x
xs+1
dx, 0 < σ < 1.
It extends to an analytic function in the whole complex plane except for having a
simple pole at s = 1. Trivially, ζ(−2n) = 0 for all positive integers. All other zeros
of the Riemann zeta functions are called its nontrivial zeros[1-6].
The Riemann hypothesis states that the nontrivial zeros of ζ(s) all have real
part R(s) = 12 .
The proof of the Riemann hypothesis in this paper includes several parts. First,
a curve integral of the Riemann zeta function ζ(s) was formed, which is along a
horizontal line from s to 1− s¯ which are two nontrivial zeros of ζ(s) and symmetric
about the vertical line σ = 12 . Next, the result of the curve integral was derived
and proved equal to zero. Then, by proving a lemma of central dissymmetry of the
Riemann zeta function ζ(s), two nontrivial zeros s and 1 − s¯ were proved being a
same zero or satisfying s = 1 − s¯. Hence, the nontrivial zeros of ζ(s) all have real
part R(s) = 12 , i.e., the Riemann hypothesis was proved.
The Riemann hypothesis was also proved in the author’s another paper by using
another representation of Formula (18.1)[1-3]
(18.2) ζ(s) =
N∑
n=1
1
ns
− N
1−s
1− s −
1
2
N−s + s
∫ ∞
N
1
2 − {x}
xs+1
dx
for any integer N ≥ 1 and R(s) > 0.
19. Curve integral
The Riemann zeta function ζ(s) defined in Formula (18.1) is analytic in a simply
connected complex region D. According to the Cauchy theorem, suppose that C is
any simple closed curve in D, then, there is
(19.1)
∮
C
ζ(s)ds = 0.
According to the theory of the Riemann zeta function[1-3], the nontrivial zeros
of ζ(s) are symmetric about the vertical line σ = 12 . When a complex number
s0 = σ0 + it0 is a nontrivial zero of ζ(s), the complex number 1− σ0 + it0 = 1− s¯0
is also a nontrivial zero of ζ(s), and there must be ζ(s0) = 0 and ζ(1 − s¯0) = 0.
Since ζ(s0) = 0 and ζ(1− s¯0) = 0, by using Formula (18.1) and denoting
η(s) =
∫ ∞
0
[x]− x
xs+1
dx,
there are
η′(s) = −
∫ ∞
0
[x]− x
xs+1
log xdx,
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(19.2) ζ(s0) = s0
∫ ∞
0
[x]− x
x1+s0
dx = s0η(s0) = 0
and
(19.3) ζ(1 − s¯0) = (1− s¯0)
∫ ∞
0
[x]− x
x2−s¯0
dx = (1 − s¯0)η(1− s¯0) = 0.
Let consider the curve integral of ζ(s) along a horizontal line t = t0 in the region
0 < σ < 1 from s0 to 1− s¯0 as following
(19.4)
∫ 1−s¯0
s0
ζ(s)ds = Z(1− s¯0)− Z(s0) for 0 < σ0 ≤ 1
2
where Z(s) is the primitive function of ζ(s).
By using Formula (18.1), Equation (19.4) can be written as
(19.5) Z(1− s¯0)− Z(s0) =
∫ 1−s¯0
s0
ζ(s)ds =
∫ 1−s¯0
s0
s
∫ ∞
0
[x]− x
xs+1
dxds.
The integral on the right hand side of Equation (19.5) is∫ 1−s¯0
s0
s
∫ ∞
0
[x]− x
xs+1
dxds =
∫ 1−s¯0
s0
sη(s)ds
=
s2
2
η(s)|1−s¯0s0 −
∫ 1−s¯0
s0
s2
2
η′(s)ds =
1
2
∫ 1−s¯0
s0
s2
∫ ∞
0
[x] − x
xs+1
log xdxds
where by using equations (19.2-19.3), there is
s2
2
η(s)|1−s¯0s0 =
(1− s¯0)2
2
η(1− s¯0)− s
2
0
2
η(s0) = 0.
Then, by denoting
F ′(x) = f(x) = − 1
(n+ x)s+1
for 0 ≤ x ≤ 1,
G(x) = −([n+ x]− (n+ x)) log(n+ x) = x log(n+ x) for 0 ≤ x ≤ 1,
we have
F (x) =
1
s(n+ x)s
, G′(x) =
x
n+ x
+ log(n+ x).
Since there is ∫ ∞
0
[x]− x
xs+1
log xdx =
∞∑
n=0
∫ 1
0
f(x)G(x)dx
=
∞∑
n=0
F (x)G(x)|10 −
∞∑
n=0
∫ 1
0
F (x)G′(x)dx,
by substituting F (x), G(x) and G′(x) into the equation, we have∫ ∞
0
[x]− x
xs+1
log xdx =
∞∑
n=0
x log(n+ x)
s(n+ x)s
|10 −
∞∑
n=0
∫ 1
0
[
x
s(n+ x)s+1
+
log(n+ x)
s(n+ x)s
]dx
=
1
s
lim
N→∞
N∑
n=0
log(n+ 1)
(n+ 1)s
+
1
s
∫ ∞
0
[x]− x
xs+1
dx− 1
s
lim
N→∞
∫ N
0
log x
xs
dx
=
1
s
∫ ∞
0
[x]− x
xs+1
dx+
1
s
lim
N→∞
N∑
n=1
logn
ns
− 1
s
lim
N→∞
∫ N
0
log x
xs
dx.
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Integrating the last integral on the right hand side of the equation, we have∫ N
0
log x
xs
dx =
1
1− s (x
1−s log x)|N0 −
1
1− s
∫ N
0
1
xs
dx
=
1
1− s (x
1−s log x)|N0 −
1
(1− s)2 x
1−s|N0
=
1
1− s [(log x−
1
1− s )x
1−s]|N0 .
Therefore, we have∫ 1−s¯0
s0
s
∫ ∞
0
[x]− x
xs+1
dxds =
1
2
∫ 1−s¯0
s0
s2
∫ ∞
0
[x]− x
xs+1
log xdxds
=
1
2
∫ 1−s¯0
s0
s{
∫ ∞
0
[x]− x
xs+1
dx+ lim
N→∞
N∑
n=1
logn
ns
− 1
1− s limN→∞[(log x−
1
1− s )x
1−s]|N0 }ds
=
1
2
∫ 1−s¯0
s0
s
∫ ∞
0
[x]− x
xs+1
dxds+
1
2
lim
N→∞
∫ 1−s¯0
s0
s
N∑
n=1
logn
ns
ds
−1
2
lim
N→∞
∫ 1−s¯0
s0
s
1− s (logN −
1
1− s )N
1−s]ds.
By arranging the equation, we have
(19.6)
∫ 1−s¯0
s0
ζ(s)ds =
∫ 1−s¯0
s0
s
∫ ∞
0
[x]− x
xs+1
dxds = lim
N→∞
∆(s0, N)
where
∆(s0, N) =
∫ 1−s¯0
s0
s
N∑
n=1
logn
ns
ds−
∫ 1−s¯0
s0
s
1− s (logN −
1
1− s )N
1−sds.
Since the left hand side of Eq. (19.6) is the integral of an analytic function in
the field of its definition and with a finite value, the limit on the right hand side of
the equation must exist and equal to the finite value.
By integrating the integrals in ∆(s0, N), we have
∫ 1−s¯0
s0
s
N∑
n=1
logn
ns
ds =
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
and ∫ 1−s¯0
s0
s
1− s (logN −
1
1− s )N
1−sds = −
∫ 1−s¯0
s0
(1− 1
1− s )N
1−s logNds
+
∫ 1−s¯0
s0
[
1
1− s −
1
(1− s)2 ]N
1−sds
= (1 − 1
1− s)N
1−s|1−s¯0s0 −
1
logN
[
1
1− s −
1
(1 − s)2 ]N
1−s|1−s¯0s0
+
∫ 1−s¯0
s0
N1−s
(1− s)2 ds+
1
logN
∫ 1−s¯0
s0
[
1
(1− s)2 −
2
(1− s)3 ]N
1−sds.
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Since there is∫ 1−s¯0
s0
N1−s
(1− s)2 ds = −
1
logN
1
(1 − s)2N
1−s|1−s¯0s0 +
1
logN
∫ 1−s¯0
s0
2
(1− s)3N
1−sds,
by arranging the last equation, we have∫ 1−s¯0
s0
s
1− s (logN −
1
1− s )N
1−sds = [(1− 1
s¯0
)N s¯0 − (1 − 1
1− s0 )N
1−s0 ]
− 1
logN
(
N s¯0
s¯0
− N
1−s0
1− s0 ) +
1
logN
∫ 1−s¯0
s0
N1−s
(1− s)2 ds
= −(1− s¯0
s¯0
N s¯0− s0
1− s0N
1−s0)− 1
logN
(
N s¯0
s¯0
− N
1−s0
1− s0 )+
1
logN
∫ 1−s¯0
s0
N1−s
(1− s)2 ds.
By integrating the last integral in the above equation, we get∫ 1−s¯0
s0
s
1− s(logN −
1
1− s )N
1−sds = −(1− s¯0
s¯0
N s¯0 − s0
1− s0N
1−s0)
−
M∑
m=0
m!
logm+1N
[
N s¯0
s¯m+10
− N
1−s0
(1 − s0)m+1 ] +
(M + 1)!
logM+1N
∫ 1−s¯0
s0
N1−s
(1− s)M+2 ds.
Hence, we have
(19.7) ∆(s0, N) =
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
)+
N∑
n=1
∫ 1−s¯0
s0
ds
ns
+(
1− s¯0
s¯0
N s¯0− s0
1− s0N
1−s0)
+
M∑
m=0
m!
logm+1N
[
N s¯0
s¯m+10
− N
1−s0
(1 − s0)m+1 ]−
(M + 1)!
logM+1N
∫ 1−s¯0
s0
N1−s
(1− s)M+2 ds.
It should be pointed out that although each one of the five terms in ∆(s0, N)
may tend to ∞ when N → ∞, limN→∞∆(s0, N) exists and is a finite value. We
will estimate the finite value of ∆(s0, N) when N →∞ in next section.
20. Estimation of ∆(s0, N) when N →∞
20.1. Estimation of Stirling’s formula. Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1,
let define a function Φ(n, α) = n!αn which satisfies
(20.1) Φ(n, α) =
n!
αn
=
√
2πn(
n
eα
)ne
θ
12n , 0 < θ < 1
and
(20.2)
√
2πn(
n
eα
)n ≤ Φ(n, α) <
√
2πn(
n
eα
)ne.
Therefore, we obtain
Φ(M,α) =
M !
αM
<
√
2πM
eM−1
for M ≤ α,
Φ(M,α) =
M !
αM
<
√
2πM
ecM−1
for M < eα
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where c = log eαM > 0 and
Φ(M,α) =
M !
αM
≥
√
2πM for M ≥ eα.
Thus, when M →∞, we have
(20.3) lim
M≤α→∞
Φ(M,α) ≤ lim
M→∞
√
2πM
eM−1
= 0,
(20.4) lim
M≤α→∞
MΦ(M,α) ≤ lim
M→∞
√
2πMM
eM−1
= 0,
and for logN < M, b = 1− logNM > 0,
(20.5) lim
M≤α→∞
NΦ(M,α) ≤ lim
M→∞
√
2πMN
eM−1
= lim
M→∞
√
2πM
ebM−1
= 0,
(20.6) lim
M≤α→∞
NMΦ(M,α) ≤ lim
M→∞
√
2πMMN
eM−1
= lim
M→∞
√
2πMM
ebM−1
= 0
and for c = log eαM > 0
(20.7) lim
M<eα→∞
Φ(M,α) ≤ lim
M→∞
√
2πM
ecM−1
= 0,
(20.8) lim
M<eα→∞
MΦ(M,α) ≤ lim
M→∞
√
2πMM
ecM−1
= 0
and
(20.9) lim
M≥eα→∞
Φ(M,α) ≥ lim
M→∞
√
2πM =∞.
20.2. Estimation of sum I. The first sum on the right hand side of Eq. (19.7)
can be estimated as
|
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
)| ≤
N∑
n=1
[
|s0|
nσ0
+
|1− s¯0|
n1−σ0
]
≤ 2|1− s¯0|
∫ N
0
dx
xσ0
≤ 2|1− s¯0|N
1−σ0
1− σ0 .
Thus, we have
(20.10) |
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
)| ≤ 2|1− s¯0|N
1−σ0
1− σ0 .
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20.3. Estimation of integral II. The second integral on the right hand side of
Eq. (19.7) can be estimated as follows:
|
N∑
n=1
∫ 1−s¯0
s0
ds
ns
| ≤
N∑
n=1
∫ 1−σ0
σ0
dσ
nσ
=
∫ 1−σ0
σ0
N∑
n=1
dσ
nσ
≤
∫ 1−σ0
σ0
∫ N
0
dx
xσ
dσ
=
∫ 1−σ0
σ0
N1−σ
1− σ dσ ≤
∫ 1−σ0
σ0
N1−σ
σ0
dσ =
N1−σ0 −Nσ0
σ0 logN
.
Thus, we have
(20.11) |
N∑
n=1
∫ 1−s¯0
s0
1
ns
ds| ≤ N
1−σ0 −Nσ0
σ0 logN
.
20.4. Estimation of ∆(s0, N). For |s0| > 1 and by equations (19.7) and (20.3-
20.6) for logN ≤M + 1 ≤ |s0| logN →∞, we have
|∆(s0, N)| ≥ |
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
+ (
1− s¯0
s¯0
N s¯0 − s0
1− s0N
1−s0)|
−|
M∑
m=0
m!
logm+1N
[
N s¯0
s¯m+10
− N
1−s0
(1− s0)m+1 ]−
(M + 1)!
logM+1N
∫ 1−s¯0
s0
N1−s
(1 − s)M+2 ds|
≥ N1−σ0{|Ns0−1[
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
] + (
1− s¯0
s¯0
N2σ0−1 − s0
1− s0 )|
−|
M∑
m=0
Φ(m+ 1, |s0| logN)
m+ 1
[N2σ0−1 − ( s¯0
1− s0 )
m+1]
−Φ(M + 1, |s0| logN)
∫ 1−s¯0
s0
(
|s0|
1− s )
M+1N
s0−s
1− s ds|}
= |
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
+ (
1− s¯0
s¯0
N s¯0 − s0
1− s0N
1−s0)| ≥ 0
where when s0 6= 1− s¯0, there are
|Ns0−1[
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
] + (
1− s¯0
s¯0
N2σ0−1 − s0
1− s0 )| > 0
and
|
M∑
m=0
Φ(m+ 1, |s0| logN)
m+ 1
[N2σ0−1 − ( s¯0
1− s0 )
m+1]
−Φ(M + 1, |s0| logN)
∫ 1−s¯0
s0
(
|s0|
1− s )
M+1N
s0−s
1− s ds|
≤
M∑
m=0
Φ(m+ 1, |s0| logN)
m+ 1
[N2σ0−1 + | s¯0
1− s0 |
m+1]
+Φ(M + 1, |s0| logN)|
∫ 1−s¯0
s0
(
|s0|
1− s )
M+1N
σ0−s
1− s ds|
≤ Φ(M + 1, |s0| logN)[M + |
∫ 1−s¯0
s0
(
|s0|
1− s )
M+1N
s0−s
1− s ds|] = 0
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where by equations (20.3-20.6)
lim
M→∞
Φ(M + 1, |s0| logN) = 0
and
lim
M→∞
MΦ(M + 1, |s0| logN) = 0.
On the other hand, for |s0| > 1 and by equations (19.7) and (20.9) for M + 1 ≥
e|1− s0| logN →∞, we have
|∆(s0, N)| ≥ | (M + 1)!
logM+1N
∫ 1−s¯0
s0
N1−s
(1− s)M+2 ds−
M∑
m=0
m!
logm+1N
[
N s¯0
s¯m+10
− N
1−s0
(1− s0)m+1 ]|
−|
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
+ (
1 − s¯0
s¯0
N s¯0 − s0
1− s0N
1−s0)|
≥ Φ(M + 1, |1− s0| logN)N1−σ0{|
∫ 1−σ0
σ0
(
|1 − s0|
1− s )
M+1N
σ0−σ
1− s dσ
−
M∑
m=0
1
m+ 1
Φ(m+ 1, |1− s0| logN)
Φ(M + 1, |1− s0| logN) (
|1− s0|
1− s0 )
m+1[(
1− s0
s¯0
)m+1N2σ0−1 − 1]|
− N
−(1−σ0)
Φ(M + 1, |s0| logN) |
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
|
− 1
Φ(M + 1, |s0| logN) |(
1 − s¯0
s¯0
N2σ0−1 − s0
1− s0 )|}
= Φ(M + 1, |1− s0| logN)N1−σ0 |
∫ 1−σ0
σ0
(
|1 − s0|
1− s )
M+1N
σ0−σ
1− s dσ
−
M∑
m=0
1
m+ 1
Φ(m+ 1, |1− s0| logN)
Φ(M + 1, |1− s0| logN) (
|1− s0|
1− s0 )
m+1[(
1− s0
s¯0
)m+1N2σ0−1 − 1]| ≥ 0
where when s0 6= 1− s¯0, there are
|
∫ 1−σ0
σ0
(
|1− s0|
1− s )
M+1N
σ0−σ
1− s dσ
−
M∑
m=0
1
m+ 1
Φ(m+ 1, |1− s0| logN)
Φ(M + 1, |1− s0| logN) (
|1 − s0|
1− s0 )
m+1[(
1 − s0
s¯0
)m+1N2σ0−1 − 1]| > 0,
1
Φ(M + 1, |s0| logN) |(
1− s¯0
s¯0
N2σ0−1 − s0
1− s0 )| = 0
and by equations (20.10-20.11)
N−(1−σ0)
Φ(M + 1, |s0| logN) |
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
|
≤ N
−(1−σ0)
Φ(M + 1, |s0| logN) [2|1− s¯0|
N1−σ0
1− σ0 +
N1−σ0 −Nσ0
σ0 logN
]
=
1
Φ(M + 1, |s0| logN) [
2|1− s¯0|
1− σ0 +
1−N2σ0−1
σ0 logN
] = 0.
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Thus, for |s0| > 1, we have
|
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
+ (
1− s¯0
s¯0
N s¯0 − s0
1− s0N
1−s0)|
≥ |
M∑
m=0
m!
logm+1N
[
N s¯0
s¯m+10
− N
1−s0
(1 − s0)m+1 ]−
(M + 1)!
logM+1N
∫ 1−s¯0
s0
N1−s
(1− s)M+2 ds|
for M + 1 ≤ logN →∞ and
|
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
+ (
1− s¯0
s¯0
N s¯0 − s0
1− s0N
1−s0)|
≤ |
M∑
m=0
m!
logm+1N
[
N s¯0
s¯m+10
− N
1−s0
(1 − s0)m+1 ]−
(M + 1)!
logM+1N
∫ 1−s¯0
s0
N1−s
(1− s)M+2 ds|
for M + 1 ≥ e|1− s0| logN →∞.
Therefore, in the region logN < M +1 < e|1− s0| logN and for a plus ǫ and for
|s0| > 1, we can find numbers M , which satisfy
−ǫ ≤ |
N∑
n=1
(
s0
ns0
− 1− s¯0
n1−s¯0
) +
N∑
n=1
∫ 1−s¯0
s0
ds
ns
+ (
1− s¯0
s¯0
N s¯0 − s0
1− s0N
1−s0)|
−|
M∑
m=0
m!
logm+1N
[
N s¯0
s¯m+10
− N
1−s0
(1− s0)m+1 ]−
(M + 1)!
logM+1N
∫ 1−s¯0
s0
N1−s
(1− s)M+2 ds| ≤ ǫ.
Furthermore, since limN→∞∆(s0, N) should exist, we can find a number Nǫ so
that when N ≥ Nǫ and logN < M + 1 < e|1− s0| logN and |s0| > 1, there is
0 ≤ |∆(s0, N)| ≤ ǫ.
Since ǫ can be arbitrarily small, for |s0| > 1, we can obtain
|∆(s0, N)| = 0.
Now, the curve integral expressed by Equation (19.6) can be estimated as
|
∫ 1−s¯0
s0
ζ(s)ds| = |
∫ 1−s¯0
s0
s
∫ ∞
0
[x] − x
xs+1
dxds| = lim
N→∞
|∆(s0, N)| = 0.
Since the integral
|
∫ 1−s¯0
s0
ζ(s)ds| = |
∫ 1−s¯0
s0
s
∫ ∞
0
[x]− x
xs+1
dxds|
is a determined value and independent of the numbers N andM or the value M+1logN ,
thus, for |s0| > 1, the curve integral (19.5) or (19.6) becomes
(20.12) |
∫ 1−s¯0
s0
ζ(s)ds| = |
∫ 1−s¯0
s0
s
∫ ∞
0
[x]− x
xs+1
dxds| = 0.
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21. Lemma of central dissymmetry of ζ(s)
Lemma 21.1. The Riemann zeta function ζ(s) = u(σ, t)+iv(σ, t) is central unsym-
metrical for the variable σ in the open region (σ0, 1−σ0) about the point (σ = 12 , t0)
along a horizontal line t = t0 from s0 to 1 − s¯0 except for the zeros of ζ(s) = 0.
This means that the following two equations
(21.1) u(σ, t0) + u(1− σ, t0) ≡ 0 and v(σ, t0) + v(1 − σ, t0) ≡ 0
do not hold.
Proof. Let define functions
ηc(σ, t0) =
∫ ∞
0
[x]− x
x
3
2
+σ+it0
dx
and
ζc(σ, t0) = (
1
2
+ σ + it0)
∫ ∞
0
[x]− x
x
3
2
+σ+it0
dx.
The function ηc(σ, t0) can be written as
ηc(σ, t0) = uη(σ, t0) + ivη(σ, t0)
where
uη(σ, t0) =
∫ ∞
0
[x]− x
x
3
2
+σ
cos(t0 log x)dx
and
vη(σ, t0) = −
∫ ∞
0
[x]− x
x
3
2
+σ
sin(t0 log x)dx.
The function ζc(σ, t0) can be written as
ζc(σ, t0) = (
1
2
+ σ + it0)ηc(σ, t0)
= (
1
2
+ σ + it0)[uη(σ, t0) + ivη(σ, t0)]
= uζ(σ, t0) + ivζ(σ, t0)
where
uζ(σ, t0) = (
1
2
+ σ)uη(σ, t0)− t0vη(σ, t0)
and
vζ(σ, t0) = (
1
2
+ σ)vη(σ, t0) + t0uη(σ, t0).
By comparing uζ(σ, t0) with −uζ(−σ, t0) and vζ(σ, t0) with −vζ(−σ, t0), it is
obvious that the following two equations
uζ(σ, t0) ≡ −uζ(−σ, t0)
and
vζ(σ, t0) ≡ −vζ(−σ, t0)
do not hold.
This means that the functions uζ(σ, t0) and vζ(σ, t0) are central unsymmetrical
for the variable σ in the open region − 12 < σ < 12 about the point σ = 0 along a
horizontal line t = t0 from −σ0 to σ0 except for the zeros of ζc(σ, t0) = 0.
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Based upon Expression (18.1), when s varies along a horizontal line t = t0 from
s0 to 1− s¯0, there are
ζ(s) = (σ + it0)
∫ ∞
0
[x]− x
x1+σ+it0
dx
and
ζ(1− s¯) = (1 − σ + it0)
∫ ∞
0
[x]− x
x2−σ+it0
dx.
By denoting σ = 12 + σ
′ and substituting it into ζ(s) and ζ(1 − s¯), we get
ζ(s) = (
1
2
+ σ′ + it0)
∫ ∞
0
[x]− x
x
3
2
+σ′+it0
dx = ζc(σ
′, t0)
and
ζ(1 − s¯) = (1
2
− σ′ + it0)
∫ ∞
0
[x]− x
x
3
2
−σ′+it0
dx = ζc(−σ′, t0).
Thus, for ζ(s) 6= 0, the following two equations
u(σ, t0) + u(1− σ, t0) = uζ(σ′, t0) + uζ(−σ′, t0) ≡ 0
and
v(σ, t0) + v(1− σ, t0) = vζ(σ′, t0) + vζ(−σ′, t0) ≡ 0
do not hold.
The proof of the lemma is completed. 
22. Proof of the Riemann hypothesis
Theorem 22.1. The nontrivial zeros of the Riemann zeta function ζ(s) all have
real part R(s) = 12 .
Proof. Based upon the analysis of the curve integral (19.5) or (19.6) or (20.12) in
the above sections, by denoting
ζ(s) = u(σ, t) + iv(σ, t),
we get
Z(1− s¯0)− Z(s0) =
∫ 1−s¯0
s0
ζ(s)ds =
∫ 1−σ0
σ0
[u(σ, t0) + iv(σ, t0)]dσ = 0
for |s0| > 1 and any pair of two different nontrivial zeros of the Riemann zeta
function ζ(s), i.e., the zeros 1− s¯0 and s0 in the region 0 < σ < 1.
Since the curve integral is only dependent of the start and end points of the
curve, therefore, at least one of the following equations
(22.1) s0 = 1− s¯0,
(22.2) u(σ, t0) ≡ 0,
(22.3) v(σ, t0) ≡ 0,
(22.4) v(σ, t0) = cu(σ, t0)
where c is a constant,
(22.5) u(σ, t0) + u(1− σ, t0) ≡ 0,
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and
(22.6) v(σ, t0) + v(1 − σ, t0) ≡ 0
has to be satisfied where Eq. (22.1) implies that σ0 can be determined by s0 = 1−s¯0
since ∫ 1−s¯0
s0
ζ(s)ds =
∫ s0
s0
ζ(s)ds = 0,
Eq. (22.2) implies that σ0 can be determined by∫ 1−s¯0
s0
ζ(s)ds = i
∫ 1−σ0
σ0
v(σ, t0)dσ = ifv(σ0) = 0,
Eq. (22.3) implies that σ0 can be determined by∫ 1−s¯0
s0
ζ(s)ds =
∫ 1−σ0
σ0
u(σ, t0)dσ = fu(σ0) = 0,
Eq. (22.4) implies that σ0 can be determined by∫ 1−s¯0
s0
ζ(s)ds = (1 + ic)
∫ 1−σ0
σ0
u(σ, t0)dσ = (1 + ic)fu(σ0) = 0,
Eq. (22.5) implies that σ0 can be determined by∫ 1−σ0
σ0
u(σ, t0)dσ =
∫ 1/2
σ0
[u(σ, t0) + u(1− σ, t0)]dσ ≡ 0
and ∫ 1−s¯0
s0
ζ(s)ds = i
∫ 1−σ0
σ0
v(σ, t0)dσ = ifv(σ0) = 0,
and Eq. (22.6) implies that σ0 can be determined by∫ 1−σ0
σ0
v(σ, t0)dσ =
∫ 1/2
σ0
[v(σ, t0) + v(1 − σ, t0)]dσ ≡ 0
and ∫ 1−s¯0
s0
ζ(s)ds =
∫ 1−σ0
σ0
u(σ, t0)dσ = fu(σ0) = 0
along a horizontal line t = t0 from s0 to 1 − s¯0 because of the continuity of the
Riemann zeta function ζ(s), which implies that ζ(s) must be central symmetric
about the point σ = 12 on the horizontal line.
First, u(σ, t0) and v(σ, t0) are not always equal to zero along a horizontal line
from s to 1− s¯. Then Eq. (22.2) and Eq. (22.3) can not be satisfied.
Next, it is obvious that u(σ, t0) 6= v(σ, t0). Then Eq. (22.4) can not be satisfied.
Thirdly, by Lemma (21.1), the following two equations
u(σ, t0) + u(1− σ, t0) ≡ 0
and
v(σ, t0) + v(1 − σ, t0) ≡ 0
do not hold for a fixed value t = t0. Thus, there is no value of σ0 satisfies a group
of the two different equations
fu(σ0) =
∫ 1−σ0
σ0
u(σ, t0)dσ = 0
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and
fv(σ0) =
∫ 1−σ0
σ0
v(σ, t0)dσ = 0
in the region 0 < σ0 < 1 except for σ0 = 1/2. Then Eq. (22.5) and Eq. (22.6) can
not be satisfied.
When the equations (22.2-22.6) can not be satisfied, therefore, the remained
equation (22.1) or s0 = 1− s¯0 must be satisfied, i.e., there must be
σ0 + it0 = 1− σ0 + it0.
By this equation, we obtain σ0 = 1/2.
Since s0 is any nontrivial zero of the Riemann zeta function ζ(s), there must be
R(s) =
1
2
for any nontrivial zero of the Riemann zeta function ζ(s) and for |s0| > 1.
For the limited region |s0| ≤ 1, we can calculate the nontrivial zeros of the Rie-
mann zeta function ζ(s) to verify whether they have real part R(s) = 12 . Actually,
computations of the nontrivial zeros of ζ(s) have been made in a region [−T, T ]
for their imaginary parts, where T ∼= 5× 108. Results of these computations show
that the nontrivial zeros of the Riemann zeta function ζ(s) in the region [−T, T ]
have real part R(s) = 12 . The Riemann hypothesis was computationally tested and
found to be true for the first zeros by Brent et al. (1982), covering zeros in the
region 0 < t < 81702130.19. A computation made by Gourdon (2004) verifies that
the Riemann hypothesis is true at least for all less than 2.4 trillion.
This completes the proof of the theorem and the Riemann hypothesis is proved.

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