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INTRODUCTION

POWER OF LANGUAGE
The whole world had one language and a common speech. They said to each other, 'Come, let us make bricks and bake them thoroughly.' They used brick instead of stone, and tar for mortar. Then they said, 'Come, let us build ourselves a city, with a tower we may make a name for ourselves and not be scattered over the face of the whole earth.' But the Lord came down to see the city and the tower that men were building. The Lord said, 'If as one people speaking the same language they have begun to do this, then nothing they plan to do will be impossible for them. Come, let's go down and confuse their language so they will not understand each other.' So the Lord scattered them from there over all the earth. 1 The story of the Tower of Babel from Genesis, a familiar one to many, though notwithstanding any regards of its accountability and religious faith, epitomizes the power of language as an instrument to knowledge. Language enables and fuels human activities.
Advancement of mankind is a product of accumulation of human knowledge over time, and would not have been possible and would have perished without language to communicate and record. Reinventing the same wheel would occur in every generation without language.
The power of language validates itself in this age of globalization as it has been unleashed by information technology (IT). Information becomes more important than ever.
Speed and efficiency of acquiring knowledge (knowledging) become even more important.
Webster's dictionary defines knowledge as the sum of what has been understood, discovered, or learned. 2 In this sense, data is not information or knowledge. It must be translated and transformed to be relevant. Language understanding plays a vital role in this process. For instance, information presented in Farsi would mean little to those who do not understand the language: no knowledging process occurred. This paper's focus is on foreign language capability and its implication for U. Information everywhere is waiting to be mined, although it may not be written in English.
For instance, one website written in one language may be accessed by many people from all around the world, as they translate the content into their own native language. 8 Non-English language on the World Wide Web (WWW) is now estimated as approaching 60% of the total, and its total percentage is growing even larger. There is no doubt readers prefer to have text in their own language, no matter how flawed and error-ridden it may be, rather than to struggle to understand a foreign language text. Also significant will be the growth of multilingual access to information sources. Increasingly, the expectation of users is that on-line databases should be searchable in their own language, that the information should be translated and summarized into their own language. 9 This makes foreign language capabilities an imperative enabler in information globalization. Paradoxically, information globalization that expands the rim of information increases competition for information. No longer is the focus on who gets data first, but it is more important who analyzes, process, understands it first -knowledging process. An old adage, "knowledge is power" seems truer than ever before, ironically in the era of information technology.
FOREIGN LANGUAGE AND U.S. SECURITY STRATEGY
How does the U.S. as a nation meet the demand for achieving the national security objectives in the world of rapid globalization? As a globalization process diversifies the world, so does the need for foreign language capabilities. This is mainly attributed to the diversification of information sources and a changing security environment in light of such events like the terrorist attacks of September 11, 2001 . A recent report reveals that foreign language capabilities in the U.S. federal government are approaching dangerously low levels potentially impacting the mission of protecting our national security and interests. 10 The ability to communicate with other national security agencies to interdict drug trafficking, monitor terrorist activities, and conduct coalition military operations is vital to securing the national security objectives. Adequate foreign language capabilities are a must to support traditional diplomatic efforts and public diplomacy programs, military and peacekeeping missions, intelligence collection, war on terrorism efforts, and international trade. It is key to successful and effective diplomacy, defense, and intelligence gathering. 11 For that reason, the Department of Defense (DOD) foreign language capability needs for national security are driven by the National Security Strategy and the National Military Strategy. 12 DOD estimates that it alone currently spends up to $250 million annually to meet its foreign language needs.
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However, foreign language capabilities are critical not only to the DOD, but also to other Government agencies. The Department of State personnel testified to the congress that the shortfalls in foreign language proficiency have contributed to a lack of diplomatic readiness. As a result, the representation and advocacy of U.S. interests abroad has been less effective. U.S.
exports, investments, and jobs have been lost and the fight against international terrorism and drug trafficking has been weakened.
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The intelligence community echoes concern on this issue. The primacy of foreign language skills cannot be overstated to the community's core mission. It is critical in all phases of the intelligence cycle from collection to exploitation to analysis and production. Information or input may come in different languages and sources which need to be interpreted and analyzed rapidly. Currently, the intelligence community does not always have the available resources to meet such requirements. With the end of the Cold War and the ensuing movement towards globalization, the threats have become more complex and diversified, which has increased foreign language needs. 15 This complexity and diversification has weakened the U.S. foreign language capabilities to fighting against international terrorism and drug trafficking and resulted in less effective representation of U.S. interest overseas.
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The prospect for meeting the needs of the intelligence community on the foreign language capabilities is unfortunately troublesome. The Federal Bureau of Investigation (FBI) may lose more than half of its linguists and international experts through retirement in the next five years.
This will leave the FBI with significant shortfalls of personnel needed to investigate international organized crime. collectors in all five foreign languages. As a result, the Army has noted that a lack of linguists is affecting its ability to conduct current, and anticipated human and signal intelligence missions.
Consequently, the Army said that it does not have the linguistic capability to support two concurrent major theaters of war.
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Thus far, foreign language capabilities requirements and deficiencies, and its implication to the national and military security strategy were discussed. The federal agencies and 
INTRODUCTION
In simplest terms, Machine Translation (MT) is having computers translate texts from one natural language to another, for instance, from Russian to English or Farsi to Chinese. MT is a part of human language technology with many variants and is a subject researchers, scholars and engineers wrestle with as to which MT approach is best. It is understandable since human language activities are difficult to assess, quantify, model, and emulate with few formulae and machines. 23 Machine translations can either be fully automated as is MT or semi-automated, known as Machine Assisted Translation (MAT). The main difference between MT and MAT lies in whether translation is performed with or without human interaction such as pre-editing of the input text to the translation machine or post-editing of the output from the machine. 24 The main argument for needing such distinction has to do with its applications, utilities and user groups.
Some argue that the failure to identify different needs and to design systems specifically to meet them has contributed to misconceptions about translation technology and its impact for the professional translator. 25 However, this paper will not make the distinction since a perfect
system has yet to arrive, and pre-and post-editing would certainly improve the quality of translation greatly. Additionally, some applications would not even need editing. These include a key word search, data mining, and short and very descriptive control words. Even the most mediocre MT system can outperform those areas with no sign of fatigue.
HISTORY
The idea for MT dates back to the 1940s as Warren Weaver of the Rockefeller Foundation approached a text written in Russian as if it were written in English having strange symbols and codes, just like cryptology would approach an encoded message. His idea was to build a machine to automatically decode or translate the text so that meaning of the text can be extracted. 26 By end of the 1950s, a group of researchers mainly in the U.S., Russia, and
Europe followed the idea. They felt that they could develop high-quality MT systems within a few short years, capable of translating scientific and technical documents. 27 To their disappointment, they soon realized how complex and difficult a problem it would turn out to be.
In 1966, the National Academy of Science's Automatic Language Program Advisory Committee (ALPAC) which, had funded many of the MT programs, recommended that funding for MT should be redirected more towards the fundamental question of computational linguistics before any practical translation machine could be built. The MT community was sharply divided by the recommendations. However, the recommendations were adopted and as a result many laboratories cancelled MT projects while some shifted their research focus to long-term research in computational linguistics. 28 By 1973, only three government-funded programs were left in the U.S., and by 1975 there were none. 29 In spite of canceling all funding from MT projects, U.S. governmental agencies continually used early versions of MT systems as the only alternative to human operators for information gathering from the Soviet Union. 30 They simply did not have an alternative to MT systems which were able to process significant information in a short period of time. In particular, the multilingual communities of Canada and Europe emphasized the urgent need for numerous levels of translation production, far beyond the capacity of the professional linguistic community. It was quite clear that some help from computers was a necessity. 31 There was a resurgence of interest in MT in the 1980s, notably in Japan. Promising results were based not only on linguistics, but also on the power of a new generation of computers and engineering minds on approaching MT. 
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The Interlingua approach is similar to the concept of Esperanto. Interlingua is a conceptual representation of meaning, independent of any language. It presumes that meanings are language independent. For example, different languages describe the word "beautiful" differently, but all mean "beautiful." In other words, Korean word "Areumdaun" and
English word "beautiful" clearly have a different way to express (representation) the meaning, but both have the same meaning, "beautiful." If the representation of the meaning for "beautiful"
in any language can be translated into a conceptual representation, then it is called Interlingua.
As shown in the above example, the Interlingua approach has two main stages of processing:
the analysis of source language into Interlingua and the generation of target language from
Interlingua. Once the source language (SL) is analyzed into Interlingua representation, it can be mapped and generated into any target language (TL). Therefore, it eliminates redundancy and simplifies the addition of other languages as well as results in high modularity.
35 Figure 1 depicts the advantage of the Interlingua approach. Each language does not worry about the target language; however, the Interlingua approach requires a very rich and vast Interlingua representation to cover all phrases and words from all languages. As such, it can be difficult to ensure that conversion always takes place consistently between each pair of languages. 36 For this difficulty, not many MT systems currently are able to incorporate an Interlingua approach into their system.
(note: each arrow depicts two directions: analysis and synthesis)
FIGURE1. MULTILINGUALITY -INTERLINGUA
Lastly, the Transfer approach is a cross between the two previous methods. The source language is converted into source language representation first and later into target language representation. Here, each SL and TL pair has its own specific SL-TL representation. This SL-TL representation is then synthesized into the target language, or transferred. Although this is less efficient than the Interlingua approach, it has the advantage that the specific intermediary language is more specific to the languages being converted and it can therefore give better results. However, its disadvantages are that any modifications affect several transfer modules because of the specifically prescribed SL and TL representation relationship. Another disadvantage for transfer approach is its inefficiency for multilingual application. Each pair of languages requires its own specific SL and TL representation pair defined as shown in Figure 2 .
Every line between a pair of languages indicates two translations, source representation to target representation and target language representation to target language synthesis.
(note: each arrow depicts two directions: analysis and synthesis) 
Types of Machine Translation (MT)
A typical MT system has two main components: a dictionary and a parser. The parser is used to analyze the source language and generate a parse of the contents. MT uses it to analyze a sentence and assign a description of syntactic structure with respect to grammar and lexicon. Words are assigned to certain categories and the structure is worked out using a parse tree. Semantic interpretation may take place later. Grammar and lexicon are used to provide the rules for assigning structure during parsing. The grammar contains grammatical categories that determine which combinations of certain types of words may belong to which larger category. The larger the grammar, the more capable the parser, but the slower it is. The lexicon is a database of words that provides information about which category the word may belong to, singular and plural forms and so on. Here, a simple sentence may be from a noun and a verb, such as, "The hunter catches a deer." The noun is "hunter" and the verb is "catches." So a parser uses rules like these to build a tree of the structure of the sentence.
This may be done starting with the sentence and working to smaller categories, or it may be starting with individual words and working up to larger categories.
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There are mainly three types of Machine Translation (MT).
TRANSFER-BASED MT
Transfer-based MT performs analysis using a morphological analyzer, parser and grammar. Depending on the approach, the grammar must build either or both syntactic and or semantic representation to yield three kinds of transfer-based MT: Syntactic, Semantic, and Lexicalist. Syntactic MT rearranges phrases and translates lexical items; it is also a relatively easy program to write. Semantic MT offers the greatest chance of meaning preservation during the translation and has simpler transfer rules. The Lexicalist MT offers transparent transfer rules and is less theory dependant. Translation equivalence between sets of lexicons is easier to verify. 38 Transfer-based MT process can be seen in Figure 3 . 
EXAMPLE-BASED MT (EBMT) AND TRANSLATION MEMORY (TM)
EBMT and TM are the latest developments of MT leveraging computer technology.
Example-based MT, also known as Corpus-based, is essentially translation by analogy from
example. An EBMT system is given a set of sentences in the source language and their corresponding translations in the target language, and then uses those examples to translate other similar source-language sentences into the target language. The basic premise is that if a previously translated sentence occurs again, the same translation is likely to be correct again.
EBMTs are portable to new domains and language pairs. They are more extensible than rulebased systems. Some EBMT systems extract translation patterns or templates from bilingual text. The biggest problem the EBMT system faces is that it needs large amounts of pretranslated text examples to make a reasonable general-purpose translator. To make the use of examples more effective, example databases can be generalized so that more than one input string can match any given part of the example.
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The EBMT process is divided into the three tasks of matching source language fragments of an input against a database of translation examples. It identifies the corresponding target language fragments and then combines them appropriately to produce a target language string.
These steps can be illustrated by means of a Vauquois triangle with the tasks of EBMT superimposed in the pyramid in Figure 5 . 
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FIGURE 5. VAUQUOIS TRIANGLE WITH EBMT PROCESS
TYPES OF USE
Jarmie Carbonell of Carnegie Mellon University categorized, as shown in Figure 6 , the functional types of translations as mainly dissemination and assimilation, and suggested that the dissemination side would require much higher translation quality as compared to that of the assimilation. The basic reasoning is that the text on the dissemination side contains specific information to be shared with the reader, whereas in assimilation, the kind of information to be extracted is largely dependent on the specific interest of the reader. This is an important distinction for developing a specific corresponding MT system for a specific application as it would significantly increase the overall translation quality.
FIGURE 6. TYPE OF MACHINE TRANSLATION USAGE
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CHALLENGES
Translating between languages is complex even for humans. The best translations are not simple word-for-word substitutions. In a famous example, "Out of sight, out of mind"
translates to "invisible idiot." 45 An ultimate translation captures the intended core meanings and transposes them into knowledge in the other language. Implementing this process is not an easy matter, requiring tremendous effort to give the computer the knowledge or set of rules it needs to translate correctly. The assumption in MT systems, whether fully or partially automatic, is that there are sufficiently large areas of natural language and translation processes that can be formalized for treatment by computer programs. Therefore, the basic premise is that the differences between languages can to some extent be regularized. What this means at the practical level is that problems of selection can be resolved by clearly definable procedures. The major task for MT researchers and developers is to determine what information is most effective in particular situations, what kind of information is appropriate in particular circumstances, and whether some data should be given greater weight than others.
Perhaps the most challenging issue for MT is how to resolve ambiguity, homonymy, and alternative structure. In many instances, a same word can have different meanings depending on context. The issue of ambiguity occurs in every step of the MT process, in the analysis of the source text, the bilingual transfer of lexical items and structure, and the generation of the target text. If the disambiguity process fails during any of the three stages, output of the MT would not be good -a "garbage in, garbage out" type of process.
One effective way the MT community has dealt with these challenges is to use controlled language: limit the amount of choices in the actual texts input to the MT system or to limit the system itself, text types, or subject areas. It also requires texts to conform to certain restrictions of vocabulary and syntax with a specific set of rules. This is the process of matching the MT system to a specific task or domain.
New MT approaches, specifically Example-based and Translation Memory seem very encouraging. It uses parallel databases which contain the same translated sentences in the source and target languages. In addition, it uses bilingual dictionaries and special algorithms, including some statistical techniques, to match-up corresponding words and phrases of the sentences in the two languages. The computer remembers these matches and, when presented with a new sentence, retrieves the matches and pieces them together to produce a translation for the new sentence. This empirical approach to machine translation is becoming more popular because it requires less human effort and can produce a working system in less time. In addition, the technology and data resources needed to develop it are constantly improving. The resulting systems can have a level of performance that approaches that of The JBC report concluded that Machine Translation is a viable tool to support the warfighter today. 46 Details of the assessment will be omitted here because it rank orders commercial products. This is not to say that any technology which has not matured to 100 percent complete should be discarded. On the contrary, it should be used if there is an area where it can provide a utility. In order to move from an "evolutionary" to "revolutionary" tool, one has to think of and incorporate an engineering approach rather than a research approach. Utility of MT must be carefully assessed against requirements, asking what it can do and cannot do against a specific task. In many instances, an 80 percent solution is far better than no solution at all. It must be remembered though that a 20 percent shortfall in technology must be scrutinized before using it for future risk mitigation. 
APPLICATIONS
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Interoperability solutions for UNC/CFC are often driven by a mixture of technology and policy. CFC is a Combined organization and is not staffed solely according to U.S. doctrine, which leads to different C4I infrastructures and business processes. Language translation and multi-level and multi-cultural security are major obstacles that information interoperability must overcome. Joint Publication 1-02 defines interoperability as "the ability of systems to provide services to, and accept services from, other systems and to use the services exchanged to enable them to operate effectively together." 50 However, from a war fighting point of view, interoperability involves more than ensuring systems can exchange information and operate effectively. Conducting a battle involves using information that may travel across multiple communications means and automated applications.
For the warfighters, the definition of interoperability is expanded to mean providing timely, accurate, and complete information at the right place and time to people who need it. In this light, interoperability challenges should be viewed as pieces of a puzzle. As each challenge is identified and solved, other challenges become evident as the result of information availability. The new architecture needs to examine not only how the electrons flow from one to others, but it also needs to consider how the electrons can make sense to the recipients.
Currently, human translators are in great demand in UNC/CFC. They cannot be at every single terminal to decipher the plethora of incoming e-mails. A preferred, logical step is to install Machine Translation servers between or on the U.S. and ROK C2 systems so that those who receive e-mail can translate on-line. E-mails and other similar documents such as graphical presentations are more often than not in non-standard English or Korean so that it would impact the quality of translation output. However, since e-mail and graphical presentations are frequently used to convey concise messages, perhaps the gist of the message would be very useful and not too difficult to be captured by translation machine. Figure 9 shows a modified notional C4I architecture in which machine translation capabilities are incorporated to provide such utilities.
FIGURE 9. NOTIONAL CFC/USFK C4I ARCHITECTURE WITH MT CAPABILITIES
CONCLUSION
The Internet is all about information, and more specifically how to effectively access, manage, understand, and turn that into one's own knowledge and power. Although the Internet takes people to the information gate, one has to navigate through many different portals to find what one is looking for. Information can be in any language -about 60 percent of data posted on the Internet is non-English and the ratio is growing. There are simply too many different languages, and each of them is important to somebody. From the national security and interest point of view, competition in the information race intensifies as other nations now have the same access to the information gate. Who gets the information first matters, and who exercises the power of information first matters to national security. Foreign language capabilities play a key role in this race. However, the current level of capability is inadequate in meeting the national requirement. It will take serious investments, time, and planning to establish the desired number of linguists with foreign language skills.
Machine Translation technology can serve as an interim solution for the shortfall of human translators by providing sound augmentation. While the technology is not as robust as some may perceive it, through an innovative engineering approach it can surely help human translators or users to perform their task better and faster. It is a tool to aid human activities, not to replace humans. Therefore, it is very important to recognize its capabilities of what it can and cannot do. Applying the military's target-weapon pairing approach would maximize MT utilities for specific applications such as email and Internet websites. As information technology flourishes, the demand for immediate translations will continue to grow rapidly and eventually provide a seamless integration of information. The technology is growing rapidly and in a short time MT will be an integral part of a true human-centric system which is a key to Information Supremacy and Knowledge-based operations.
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