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For those who want to learn statistical methods such as estimation, 
hypothesis testing, and multivariate analysis, it is first of all important to learn 
linear algebra. In the last decade, geometric approaches such as the coordi- 
nate free vector approach and projection operator approach have successfully 
been emphasized in books [l-3] on multivariate statistical analysis. With 
these developments in mind, we might say that this book, of compact size, 
intended to bridge the gap between linear algebra and methods of statistical 
models, is up to date. 
According to the preface, the purpose of the book is to provide a rigorous 
introduction to the basic aspects of the theory of linear estimation and 
hypothesis testing by extensive use of matrix algebra with special references 
to rank and generalized inverse matrices (g-inverses for short). It is stated 
that this book is primarily aimed at advanced undergraduate and first year 
master’s students taking courses in linear algebra, linear models, multivariate 
analysis, and design of experiments. 
The contents of the book are as follows; 
(1) Vector spaces and matrices 
(2) Linear estimation 
(3) Test of linear hypothesis 
(4) Singular values and their applications 
(5) Rank additivity 
Chapter 1 contains fundamental results of linear algebra covering well- 
known topics on rank, orthogonality, nonsingularity, Frobenius inequality, 
eigenvalues, and the singular value decomposition, selected so as to be useful 
for later chapters. 
As stated in the preface, the author tries to prove well-known results in an 
unconventional manner. Among the unconventional proofs, the reviewers, in 
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particular, were interested in the proof of rank( A + B) < rank A + rank B. 
The author first proves rank( A + B) < rank( A, B) by considering that the 
column space of A + B, denoted as C( A + B), is a subspace of the column 
space of the stacked matrix [A, B], denoted as C( A, B). This immediately 
leads to the desired result, since rank( A, B) < rank A + rank B. 
With regard to the selection of topics covered in this chapter, we feel that 
the author might have included a section on the direct sum of subspaces, 
because that includes orthogonalities of subspaces as special cases and 
because it is an important tool for considering oblique projections useful for a 
generalized least squares solution. 
Chapter 2 considers first the various types of generalized inverses of 
matrices, following Rao and Mitra [4], and proceeds to make use of them in 
the presentation of linear models covering topics such as estimability, estima- 
tion subject to restriction, and hypothesis testing. 
We should mention here that the proof of the uniqueness of the Moore- 
Penrose (MP) inverse given in this chapter could have been shorter. As is 
well known, that the MP inverse of A is defined as the matrix G satisfying all 
of the following four conditions: 
AGA = A, (la> 
GAG = G, (lb) 
( AG)' = AC, (lc) 
(GA)’ = GA. (14 
For a proof, first notice that both AG and GA are unique, since they are 
orthogonal projectors onto C(A) and C( A’) respectively, in view of the 
definitions of the least squares g-inverse and the minimum norm g-inverse as 
given in the first section of this chapter. Suppose that G, and G, are the MP 
inverses of A. Then 
AG, = AC, and G,A = G, A, (2) 
which lead to 
6, = G,AG, = G,AG, = G,AG, = G,, 
thus establishing the uniqueness of the MP inverse. 
(3) 
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Although the rigorous derivation is omitted, it deserves attention that the 
least squares estimate of P under the constraints L/3 = z, where LL’ is not 
of full rank, is presented and that the estimate thus obtained actually gives 
the minimum of the residual sum of squares. Proofs given in Section 2.6 
could also be cast in the form of the orthogonal projector and its decomposi- 
tion, as is shown in the appendix of Takane, Yanai, and Mayekawa 161 and also 
in Theorem 1 of Yanai and Takane [5]. 
In Chapter 3, the multivariate normal distribution is introduced, and 
several standard results on hypothesis testing in linear models are presented. 
The topics covered in this chapter include: distribution of quadratic forms, 
Cochran’s theorem, one-way and two-way classifications, general linear hy- 
pothesis, extrema of quadratic forms, multiple correlation, and regression 
models. In the derivation of the conditional distribution, it is interesting to 
note that the author emphasizes the role of Schur complements, sometimes 
known as dot matrices. 
In order to follow the derivation of the F-statistic to be used in the 
hypothesis testing, the reader must have some statistical background, since 
the facts that the sum of independent standard normal variates has a 
chi-square distribution, and that the ratio of independent chi-square variates 
becomes F, are assumed to be known. As regards the restricted estimate of p 
in Chapter 2, the derived F-statistic is valid even if the hypothesis matrix L is 
not of full row rank. 
Chapter 4 collects several results on eigenvalues and singular values, and 
proceeds to apply them to representative methods of multivariate analysis 
such as principal component analysis and canonical correlation analysis. The 
topics on majorization introduced here deserve attention, since these are 
hardly found in most of the textbooks on multivariate analysis published so 
far. Further, the proof of the Cauchy interlacing principle as given in Section 
2.5 is attractive. 
For those readers who want to learn about the role of g-inverses in 
multivariate analysis, the result by Rao [7] that squared canonical correlations 
as given by A,tZc,,&X,,ZZ,> are invariant for any choice of the g-inverses of 
%, and ZZ2 is relevant. 
Chapter 5 first considers estimation of parameters in the linear model 
E(y) = A/? conformally partitioned as A = (A,, AZ) and P’ = (Pi, Pa), 
and then applies these results in order to discuss the C matrix, and A, D, 
and E optimalities in terms of block experimental designs and balanced 
incomplete block designs (BIBD). 
The final chapter first presents the following interesting problem: Given 
two m x n matrices A and B, under what conditions does the inequality 
rank B = rank A + rank( B - A) (4) 
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hold? Surprisingly, the author gives 16 equivalent conditions, and the proof of 
their equivalence deserves careful attention. These conditions, in particular, 
are related to matrix partial orders through g-inverses of matrices, as exten- 
sively developed by Hartwig [8] and Mitra [9]. Further, in the subsequent 
sections of Chapter 6, these results are nicely applied so as to estimate a 
g-inverse matrix of a partitioned matrix of the form 
Namely, put 
Then rank B = rank A + rank(B - A), where X and V are given in the 
following generalized Gauss-Markoff model: 
y=Xp+&, D(E) = v. (6) 
We were motivated by the results in this chapter to get more new results on 
this theme. 
Finally, we note the author’s comment in the preface that the geometric 
approach works well in understanding why a result should be true but has 
limitations when it comes to proving results rigorously. We disagree with this 
opinion. To the reviewers, it seems that use of the fundamental properties of 
projection operators as given by Rao and Yanai [IO] and Takeuchi, Yanai, and 
Mukherjee [l] would make some of the algebraically sophisticated proofs in 
some parts of this book more elegant, as was indicated in the proof of the 
uniqueness of the MP inverse of a matrix. 
In addition, it seems that a great deal of the discussion of the generalized 
inverse is not appropriate for applications of g-inverses to the multivariate 
analysis and statistical estimation problems. In some topics dealt in this book, 
reformulation in terms of g-inverse matrices would be necessary. 
There are very few errors in this book. We mention some here. First, the 
estimate of p as given in (24) on p. 73 cannot be defined if e is not contained 
in C(X). Secondly, A 1/2CB1/2 as given in the sixth line of p. 90 must be 
changed to A-‘/2CB-1/2. Furth er, the g-inverse on the third line of p. 43 
must be replaced with the regular inverse matrix of X’X, since X is of full 
column rank. 
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Finally, we should mention that there is a rich collection of exercises of 
varying difficulty supplied at the end of each chapter. These exercises make 
this book more valuable as a textbook for students who have mastered the 
fundamental principles of statistics and linear algebra. Regrettably, readers 
unfamiliar with the underlying statistical ideas may feel at a loss when faced 
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