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3Introduction and summary
The problem we address in this paper is the spectral theory and inverse problem
associated with Laplacians on some class of non-compact Riemannian manifolds (or
more general manifolds admitting conic singularities). By observing behaviors of
solutions to the Helmholtz equation on the manifold, we inroduce an analogue of
Heisenberg’s scattering matrix in quantum mechanics. We then show that the
knowledge of the scattering matrix determines the topolgy and the metric of the
manifold. We begin with a brief overview of our results, leaving precise statements
in the text.
Figure 1. Manifold M
0.1. Scattering of waves on non-compact manifolds. We consider a con-
nected, non-compact n (≥ 2)-dimensional Riemannian manifold M of the form
(0.1) M = K ∪
(
∪Nj=1Mj
)
∪
(
∪N+N ′j=N+1Mj
)
,
where K is an open relatively compact subset and Mj , 1 ≤ j ≤ N + N ′, is an
open non-compact subset in M, henceforth called an end. As will be discussed
later, we allow conical singularities for our manifolds. For the sake of simplicity of
explanation, however, we first consider C∞-manifolds.
We assume that each end Mj is diffeomorphic to (0,∞)×Mj, where Mj is a
compact (n− 1)-dimensional Riemannian manifold endowed with metric hj(x, dx).
Moreover, on each Mj, the Riemannian metric of M is written in the form
ds2 = (dr)2 + ρj(r)hj(r, x, dx),
where hj(r, x, dx) is an r-dependent metric on Mj satisfying
1
hj(r, x, dx) = hj(x, dx) +O(r
−γj ), as r→∞,
1Until the end of subsection 0.6, we state only main parts of the assumptions. Precise
assumptions are given in Subsection 0.11.
4where γj > 1. As for the behavior of ρj(r), we assume that for 1 ≤ j ≤ N , the
section of Mj at r is either exponentially or polynomially growing,
(0.2) ρj(r) = O(e
cjr), or ρj(r) = O(r
2βj ), cj > 0, βj > 0,
and for N + 1 ≤ j ≤ N + N ′, the section of Mj at r is either exponentially or
polynomially decaying,
(0.3) ρj(r) = O(e
−cjr), or ρj(r) = O(r−2βj ), cj > 0, βj > 0.
We represent the case (0.2) by
ρj(r) ≥ O(r2βj )
and, similary the case (0.3) by
ρj(r) ≤ O(r−2βj ).
We put
Ej =
(
(n− 1)cj
2
)2
,
when ρj(r) is exponentially growing or decaying, and
Ej = 0,
when ρj(r) grows or decays polynomially, but not exponentially. We put
E = min1≤j≤N+N ′ Ej .
Let H = −∆M be the Laplacian of M. Then, the essential spectrum of H is
σe(H) = [E,∞).
Let
E = {E1, · · · , EN+N ′} ∪ σp(H),
which is a discrete set with possible accumulation points in {E1, · · · , EN+N ′}.
We introduce a function space B∗(M): f ∈ B∗(M) if and only if f ∈ L2(K)
and
sup
R>1
1
R
∫ R
0
‖f(r)‖2L2(Mj)dr <∞
for 1 ≤ j ≤ N + N ′. For two functions f, g ∈ L2loc(M), we denote f ≃ g if they
satisfy
lim
R→∞
1
R
∫
0<r<R
‖f(r)− g(r)‖2L2(Mj)dr = 0
on each Mj, 1 ≤ j ≤ N +N ′.
Our results are most transparent when ρj(r) ≥ r2βj with βj > 1/2 for 1 ≤ j ≤
N . Take λ ∈ σe(H) \ E and let N (λ) be defined by
N (λ) = {u ∈ B∗(M) ; (−∆M − λ)u = 0}.
Let
h∞,j =
{
L2(Mj), 1 ≤ j ≤ N,
C, N + 1 ≤ j ≤ N +N ′,
and put
h∞(λ) = ⊕N+N ′j=1 cj(λ)h∞,j ,
5where cj(λ) is the characteristic function of [Ej ,∞). Note that for a = (a1, · · · , aN+N ′) ∈
hλ, aj is an L
2-function onMj for 1 ≤ j ≤ N , while aj ∈ C for N+1 ≤ j ≤ N+N ′,
moreover aj = 0 if λ < Ej . We put
Φj(r, λ) =
∫ r
0
φj(t, λ) dt,
φj(r, λ) =
√
λ−
( (n− 1)ρ′j(r)
2ρj(r)
)2
.
Theorem A. For 1 ≤ j ≤ N , assume ρj(r) ≥ O(r2βj ) with βj > 1/2, and for
N + 1 ≤ j ≤ N + N ′, assume ρj(r) ≤ O(r−2βj ) with βj > 0. Let λ ∈ (E,∞) \ E.
Then, for any a(in) ∈ h∞(λ), there exist unique u ∈ N (λ) and a(out) ∈ h∞(λ) such
that, u behaves as follows on each end Mj.
(1) For 1 ≤ j ≤ N ,
(0.4) u ≃
( π√
λ− Ej
)1/2
ρj(r)
−(n−1)/2
(
e−iΦj(r,λ)a(in)j (x)− eiΦj(r,λ)a(out)j (x)
)
.
(2) For N + 1 ≤ j ≤ N +N ′,
(0.5) u ≃
( π√
λ− Ej
)1/2
ρj(r)
−(n−1)/2
(
e−iΦj(r,λ)a(in)j,0 − eiΦj(r,λ)a(out)j , 0
)
ej,0,
where ej,0 is the normalized eigenvector of the Laplace-Beltrami operator on Mj.
(3) The operator
S(λ) : a(in) → a(out)
is unitary on h∞(λ).
Note that in Theorem A a
(in)
j = a
(out)
j = 0 if λ < Ej .
The meaning of the above expansion is as follows. For u ∈ N (λ), we put
v = e−i
√
λtu and
v
(in)
j = ρj(r)
−(n−1)/2ei(−Φj(r,λ)−
√
λt)a(in),
v
(out)
j = ρj(r)
−(n−1)/2ei(Φj(r,λ)−
√
λt)a(out),
for 1 ≤ j ≤ N . We also put
v
(in)
j = ρj(r)
−(n−1)/2ei(−Φj(r,λ)−
√
λt)aj,0ej,0,
v
(out)
j = ρj(r)
−(n−1)/2ei(Φj(r,λ)−
√
λt)bj,0ej,0,
for j = N + 1, · · · , N + N ′. Then, v satisfies the wave equation ∂2t v + Hv = 0
on M, and v(out)j , v(in)j satisfies ∂2t vj +Hvj = 0 asymptotically as r → ∞ in Mj.
Let ψ
(±)
j (t) = ±Φj(r, t)−
√
λt. Then, the phase ψ
(∓)
j (t) of the wave v
(in)
j , v
(out)
j is
constant. The expansions in (0.4) and (0.5) show that the wave front2 is diverging
to infinity as t → −∞ for v(in) and t → ∞ for v(out). By this reason, in the
expansion in Theorem A, the part with factor −iΦj(r, λ) is called incoming and
that with factor iΦj(r, λ) is called outgoing.
Theorem A thus has the following interpretation. Omitting the time factor
e−i
√
λt, we send a wave v(in) = e−iΦ
(in)
a(in) in the remote past at infinity ofM, and
2In this case, it means a surface on which the phase is constant.
6observe the wave v(out) = eiΦ
(out)
a(out) coming back to infinity in the remote future.
Then, the mapping, which is an analogue of Heisenberg’s S-matrix in physics,
S(λ) : a(in) → a(out)
is unitary. It is generally believed, and has been proved in various cases, that the
S-matrix determines the whole physical system. Our aim is to prove this belief for
the case of non-compact manifolds with (at most) exponetially growing or decaying
ends.
0.2. Inverse scattering from regular end. For j = 1, · · · , N , i.e. when
Mj is growing to infinity, we call Mj regular end. For j = N + 1, · · · , N +N ′, i.e.
when Mj is shrinking to a point, we call Mj cusp. Letting
Sjk(λ) : a
(in)
j → a(out)k ,
where a(in) = (a
(in)
1 , · · · , a(in)N+N ′), a(out) = (a(out)1 , · · · , a(out)N+N ′), the S-matrix S(λ)
is an (N + N ′) × (N + N ′)-matrix with operator entries Sjk(λ). Our first main
theorem asserts that the manifold M is determined by one entry Sjj(λ) of S(λ)
associated with a regular end Mj for all energies λ ∈ σe(H) \ E .
Assume that we are given two manifolds M(1), M(2) of the form (0.1). Let
S(i)(λ) =
(
S
(i)
jk (λ)
)
be the S-matrix forM(i) with size (N (i)+N ′(i))×(N (i)+N ′(i)).
Note that the number of ends ofM(i) is not assumed to be equal for i = 1, 2 a-priori.
Theorem B. Assume that ρj(r) ≥ O(r2βjr) with βj > 1/2 (1 ≤ j ≤ N) on all
regular ends and ρj(r) ≤ O(r−2βjr) with βj > 0 (N +1 ≤ j ≤ N +N ′) on all cusps
(Note that we are omitting the superscript (i)). Assume that a regular end M(1)1
and a regular end M(2)1 are isometric, and the associated (1, 1) components S(1)11 (λ)
and S
(2)
11 (λ) coincide for all λ ∈
(
σe(H
(1)) \ E(1)) ∩ (σe(H(2)) \ E(2)). Then, M(1)
and M(2) are isometric.
0.3. Inverse scattering from slowly increasing end. The spectral analy-
sis becomes harder when the growth rate of the volume of the end becomes slower3.
Assume that on an regular end Mj , ρj(r) ≥ O(r2βjr) with 0 < βj ≤ 1/2. We fix
such an end Mj. Assume that Mj is diffeomorphic to (0,∞) ×Mj, let ∆Mj be
the Laplac-Beltrami operator of Mj , 0 = λ0,j < λ1,j ≤ · · · → ∞ the eigenvlues of
−∆Mj and Pℓ,j the eigenprojection associated with λℓ,j . Take a large constant C
which depends only on ρ(r) and put for λ,E > 0
r0(λ,E) =
(
2C(1 + E)
λ
)1/ǫ
,
ǫ > 0 being a small constant. Take χ(r) ∈ C∞(R) such that χ(r) = 0 for r < 1,
χ(r) = 1 for r > 2, and put
χℓ,j(λ, r) = χ
( r
r0(λ, λℓ,j)
)
.
3It can be seen, for example, in the asymptotic expansion of solutions to the Helmholtz
equation in (0.4) and (0.6). The latter is more complicated than the former.
7We also put
ϕj(λ,E, r) =
∫ r
r0(λ,E)
αj(λ,E, s)ds,
αj(λ,E, r) =
√
λ−
( (n− 1)ρ′j
2ρj
)2
− E
ρ2j
.
Theorem C. If 0 < βj ≤ 1/3, we assume that on Mj, the metric is of the form
ds2 = (dr)2 + ρj(r)hj(x, dx).
For the other regular ends, assume βj > 1/3, and for the cusp ends, assume βj > 0.
Let λ ∈ (E,∞) \ E. Then, we have the same conclusion as in Theorem A except
that on the end where 0 < βj ≤ 1/2, we have the asymptotic expansion
u ≃
( π√
λ− Ej
)1/2
ρj(r)
−(n−1)/2
×
∞∑
ℓ=0
χℓ,j(λ, r)
(
e−iϕj(λ,λℓ,j ,r)a(in)ℓ,j − eiϕj(λ,λℓ,j ,r)a(out)ℓ,j
)
eℓ,j,
(0.6)
where a
(in)
j =
∑∞
ℓ=0 a
(in)
ℓ,j eℓ,j(x), a
(out)
j =
∑∞
ℓ=0 a
(out)
ℓ,j eℓ,j(x), and eℓ,j(x) is a nor-
malized eigenvector of −∆Mj associated with the eigenvalue λℓ,j.
Theorem D. Under the same assumption as in Theorem C, assume that a regular
end M(1)1 and a regular end M(2)1 are isometric, and the associated (1, 1) compo-
nents S
(1)
11 (λ) and S
(2)
11 (λ) coincide for all λ ∈
(
σe(H
(1)) \ E(1))∩ (σe(H(2)) \ E(2)).
Then, M(1) and M(2) are isometric.
Comparing (0.1) with (0.6), we see that the asymptotic behavior of solutions
to the Helmholtz equation changes at the threshold βj = 1/2.
0.4. Inverse scattering from cylindrical end. An end Mj is said to be
asymptotically cylindrical if the metric has the behavior
ds2 = (dr)2 + hj(r, x, dx),
hj(r, x, dx) = hj(x, dx) +O(r
−γj ), γj > 0.
In this case, the expansion (0.6) is modified as follows:
u ≃
( π√
λ
)1/2
ρj(r)
−(n−1)/2
×
∑
λℓ,j<λ
(
e−iy
√
λ−λℓ,ja(in)ℓ,j − eiy
√
λ−λℓ,ja(out)ℓ,j
)
eℓ,j.
Nemely, for a finite energy λ, we have only a finite number of scattering waves
(channels), and the S-matrix becomes a matrix of finte size. Theorem D holds also
for this case, i.e. the manifoldM is determined from the S-matrix associated with
the cylindrical end ([52]).
80.5. Inverse scattering from cusp. It is known that the information of
the S-matrix for the cusp does not determine the manifold ([108]). To get more
information, we generalize the notion of S-matrix by enlarging the solution spece of
the Helmholtz equation (−∆M−λ)u = 0 on the cusp. For this purpose, we assume
that the end in question is a pure cusp. Namely, we assume that the metric is of
the form
ds2 = (dr)2 + ρN+N ′(r)hN+N ′(x, dx)
onMN+N ′ . We put N+N ′ = κ for the sake of simplicity. For the other cusp ends,
we assume as before.
Let 0 = λ0,κ ≤ λ1,jκ ≤ λ2,κ ≤ · · · be the eigenvalues of −∆Mκ with complete
orthnormal system of eigenvectors eℓ,κ(x), ℓ = 0, 1, 2, ... We put
Φκ(r, B) =
∫ r
r0
√
B
ρ2κ
− λ+ (n
2 − 2n)
4
(ρ′κ
ρκ
)2
+
(n− 2)
2
(ρ′κ
ρκ
)′
dr.
Then, there exist solutions uℓ,κ,± to the equation
− u′′ − (n− 1)ρ
′
κ
ρj
u′ +
(λℓ,κ
ρ2κ
− λ
)
u = 0,
which behave like4
uℓ,κ,± ∼ ρκ(r)−(n−2)/2e±Φκ(r,λℓ,κ), r →∞.
Take any solution u of the equation
(−∆M − λ)u = 0, on Mκ.
Expanding it by eℓ,κ, we have
(u(r, ·), eℓ,κ)L2(Mj) = aℓ,κuℓ,κ,+(r) + bℓ,κuℓ,κ,−(r).
We introduce two spaces of sequences Aκ,± :
Aκ,± ∋ {cℓ,±}∞ℓ=0 ⇐⇒
∞∑
ℓ=0
|cℓ,±|2|uℓ,κ,±(r)|2 <∞, ∀r > 0.
We take a partition of unity {χj} on M such that χj(r) = 1 on Mj ∩ {r > 2,
χj(r) = 0 onMj∩{r < 1} for 1 ≤ j ≤ N+N ′. We define the generalized incoming
solution on the cusp end Mκ by
(0.7) Ψ(in)κ = χκ
∞∑
ℓ=0
aℓ,κuℓ,κ,+(r)eℓ,κ(x), {aℓ,κ}∞ℓ=0 ∈ Aκ,+,
which is growing as r →∞, and the generealized outgoing solution by
(0.8) Ψ(out)κ = χκ
∞∑
ℓ=0
bℓ,κuℓ,κ,−(r)eℓ,κ(x), {bℓ,κ}∞ℓ=0 ∈ Aκ,−,
which is decaying as r → ∞. We also define the spaces of generalized scattering
data by
h(in)∞ (λ) =
( N⊕
j=1
cj(λ)L
2(Mj)
)
⊕
(N+N ′−1⊕
j=N+1
cj(λ)Cj
)
⊕
(
cκ(λ)Aκ,+
)
,
4Here, f ∼ g means that f/g → 1 as r →∞.
9h(out)∞ (λ) =
( N⊕
j=1
cj(λ)L
2(Mj)
)
⊕
(N+N ′−1⊕
j=N+1
cj(λ)Cj
)
⊕
(
cκ(λ)Aκ,−
)
,
where cj(λ) is the characteristic function of the interval (Ej ,∞).
Theorem E. For any generalized incoming data a(in) ∈ h(in)∞ (λ), there exist a
unique solution u of the equation (−∆M − λ)u = 0, and the outgoing data a(out) ∈
h
(out)
∞ (λ) such that
u−Ψ(in)κ ∈ B∗,
u = Ψ(in)κ −Ψ(out)κ , on Mκ,
and on the ends Mj, 1 ≤ j ≤ N +N ′ − 1, u has the asymptotic form in Theorems
A and C. Here, Ψ
(in)
κ and Ψ
(out)
κ are written by (0.7), (0.8) with aℓ,κ, bℓ,κ replaced
by the associated components of a
(in)
κ and a
(out)
κ .
We call the mapping
S(λ) : h(in)∞ (λ) ∋ a(in) → a(out) ∈ h(out)∞ (λ)
the generalized scatteing matrix. Then, the inverse scattering theorem can be ex-
tended to the generalized S-matrix. Note that the (κ, κ) component Sκκ(λ) is an
infinite matrix whose (0, 0) component is the usual S-matrix SN+N ′,N+N ′(λ), which
is a complex number of modulus 1.
Theorem F. Under the same assumption as in Theorem E, assume that the
cusp ends M(1)κ and M(2)κ are isometric, and the associated (κ, κ) components of
the generalized S-matrix coincide for all λ ∈ (σe(H(1)) \ E(1)) ∩ (σe(H(2)) \ E(2)).
Then, M(1) and M(2) are isometric.
As above, the number of ends of M(1) and M(2) are not assumed to be equal
a-priori.
0.6. Riemannian metric with continuous spectrum. Properties of con-
tinuous spectrum of a manifold (i.e. that of the Laplacian) depend largely on its
volume growth. Let M be a compact manifold of dimension n− 1. We consider the
Riemannian metric on M = (0,∞)×M of the form
ds2 = (dr)2 + g(M)(r, x, dx),
where5 g(M)(r, x, dx) = g
(M)
ij(r, x)dx
idxj is a metric on M depending smoothly on
r > 0. Identifying g(M) with an (n− 1)× (n− 1) matrix (g(M)ij), we let
g = g(r, x) = det
(
g
(M)
ij
)
.
For κ ∈ R, let Sκ be the set of C∞ functions on (0,∞) ×M having the following
property :
(0.9) Sκ ∋ f ⇐⇒ |∂ℓr∂αx f(r, x)| ≤ Cℓα(1 + r)κ−ℓ, ∀ℓ, α,
where Cℓα is a constant. This definition is naturally extended for tensor fields
6.
5Using Einstein’s summation convention, aijb
ij =
∑n
i,j=1 aijb
ij .
6We define the Sκ-norm for manifolds with conic singularties in Defintion 2.9, which is
actually used throughout this article.
10
Now let us consider g = g(r, x) such that
(0.10)
g′
4g
− (n− 1)c0
2
− c1r−α ∈ S−1−ǫ,
where ′ = ∂r, and c0, c1, α, ǫ are real constants such that α > 0, ǫ > 0. This constant
c0 is important, since it determines the infimum of the continuous spectrum of the
Laplacian. Integrating the equation
g′
4g
− (n− 1)c0
2
− c1r−α = O(r−1−ǫ),
we obtain g = ρ2(n−1)O(1), where
(0.11) ρ(r) =

exp
(
c0r + c
′
1r
1−α), 0 < α < 1,
exp(c0r) r
β , α = 1,
exp(c0r)
(
1 + O(r−δ)
)
, α > 1, δ = min{α− 1, ǫ},
with c′1 = β/(1−α), β = 2c1/(n−1). We put h(r, x, dx) = ρ(r)−2g(r, x, dx), which is
asymptotically equal to a metric independent of r > 0, i.e. h(r, x, dx)→ h(M)(x, dx)
as r → ∞. Thus, our typical example of the metric is written in terms of ρ(r) in
(0.11) as
ds2 = (dr)2 + ρ(r)2h(r, x, dx).
Let S(r) = {r}×M be the section ofM at r. Then the volume of S(r) is growing
as r →∞ if either c0 > 0 or c0 = 0, β > 0, and is shrinking to 0 if either c0 < 0, or
c0 = 0, β < 0. Let us call the metric of the form
(0.12) ds2 = (dr)2 + ρ(r)2h(r, x, dx),
a perturbed warped product metric, if it has the property h(r, x, dx) → h(M)(x, dx)
as r→∞. In Chapter 1, §3, we show that the metric with cross term
(0.13) ds2 = a(t, z)(dt)2 + 2w(t)bi(t, z)dtdz
i + w(t)2cij(t, z)dz
idzj,
w(t)−1 ∈ S−κ, a(t, z)− 1 ∈ S−λ, bi(t, z) ∈ S−µ, cij(t, z)− hij(z) ∈ S−ν,
is transformed into the form (0.12), where z denote local coordinates on M .
0.7. Eaxmples of manifolds. Simple examples can be constructed by taking
M to be the surface of revolution with the metric induced from the Euclidean metric
in Rn+1 : xn+1 = (x
2
1 + · · · + x2n)1/(2β). Negelecting the singularity at x = 0, the
case β = 1 corresponds to the conical surface, and the case β = 1/2 to the parabola.
In (0.10), we have restricted the growth order of | log g| at most linearly. This
is a natural restriction, since outside this range, the Laplacian may not have con-
tinuous spectrum. To see it, let us consider the warped product metric
ds2 = (dr)2 + ρ(r)2hM (x, dx).
The associated Laplacian is unitarily equivalent to (see (4.12))
−∂2r − ρ−2Λ +
( ρ′
4ρ
)2
+
( ρ′
4ρ
)′
,
11
where Λ is the Laplace-Beltrami operator for hM (x, dx). Letting {λℓ}∞ℓ=0 be the
eigenvalues for −Λ, it is unitarily equivalent to
∞⊕
ℓ=0
(
− ∂2r +
λℓ
ρ2
+
( ρ′
4ρ
)2
+
( ρ′
4ρ
)′)
.
If ρ′/ρ = ±rǫ, it has only the discrete spectrum.
The metric of the warped product form includes many important examples. It is
the hyperbolic metric when ρ(r) = e±r, and the Euclidean metric when ρ(r) = r2.
The manifold with cylindrical end is the case ρ(r) = constant. Our assumption
means that ρ(r) is in between ecr and e−cr with c > 0. Therefore, as long as we
start from the asymptotic expansion (0.10), the class of the metric we employ in
this paper seems to be optimal for the study of forward and inverse scattering on
Riemannian manifolds.
0.8. Conic singularities. Our another aim is to introduce a class of mani-
folds allowing cone-like singuralities. A simple example of manifolds with cone-like
singularities is the sector
Sα = {z ∈ C ; 0 ≤ arg (z) ≤ α}, 0 < α < 2π
with two boundaries {z ∈ Sα ; arg (z) = 0} ∪ {z ∈ Sα ; arg (z) = α} identified (see
Figure 2 and Example 1.9). One can induce the differential structure of R2 to
✲✏✏
✏✏
✏✏
✏✏
✏✏
αPPPPPPPPPP
✘✘✘
✘✘✘
✘✘✘
✘
❳❳❳❳❳❳❳❳❳❳
Figure 2. Sα
Sα \ {0} to make it a C∞-manifold. One can also induce the Euclidean metric to
Sα\{0}, which is not smooth at z = 0. If 2π/α ∈ N, by the group action of rotation
of angle α, Sα becomes a C
∞-manifold including 0, although the metric is singular
at 0. This is a simple example of orbifold. Similarly, hyperbolic manifolds are
orbifolds, and the singularity at the top of the cone does no harm for the spectral
analysis (see e.g. [33]). Ths is no longer the case when 2π/α 6∈ Q. However,
we can develope a theory of conic manifold with group action (CMGA) in order
to allow this sort of singularities in the spectral analysis and inverse problems on
more general class of manifolds.
Manifolds with singularities have been objects of long issue. For example, the
regularity of solutions to the Dirichlet problem for Laplacians around corners, the
behavior of solutions to the wave equation near cracks or thin sets are significant
problems of classical physics. In differential geometry and in global analysis, spaces
having conic or more general singularities have been extensively studied, see e.g.
12
[83]. In particular, scattering problems have been studied from microlocal point
of view e.g. in [3, 18, 19, 63, 82, 86, 85, 87, 38]. In this paper we use more
classical functional analytical techniques and our focus is on the inverse scattering
problems.
In inverse spectral problems for elliptic equations and in equivalent problems
for heat and wave equations [65], singular spaces have appeared in the study of
stability, see [2, 13, 35, 80]. Indeed, for the stability problem one has to consider
a class of spaces that is compact in suitable topology, for instance in the Gromov-
Hausdorff or Lipschitz sense. In [2], a stability result for the inverse boundary
spectral problem is studied in the class of manifolds for which the curvature of
the manifold, the diameter and, in addition, the injectivity radius are bounded.
The Gromov-Hausdorff closure of these manifolds contain manifolds which metric
tensor is not smooth. When the injectivity radius is not bounded from below, the
theory changes radically as geometric collapses can appear. The study of collaps-
ing manifolds has been an important trend in modern differential geometry. The
celebrated papers of by Perelman [91] and Cheeger-Fukaya-Gromov [17] are exam-
ples of the progress of collapse and the metric geometry of the non-smooth spaces.
When the manifolds converge to a lower dimensional object we say that the geom-
etry collapses. The limit space can be very non-smooth and not even a manifold,
but generally an Alexandrov space [15]. In the case that manifolds of dimension
n converge to a space whose Hausdorff dimension is n − 1, the limiting objects
are orbifolds. The inverse interior spectral problems for compact orbifolds is stud-
ied in [72]. A related inverse scattering problem for non-compact two-dimensional
orbifolds is studied in [56]. In this paper we extend this research for higher di-
mensional manifolds with more general singularities and study manifolds, which
are non-compact and may have certain type of conic singularities. In particular,
the class of conic singularities studied in this paper contain all orbifold type sin-
gularities. This enables us to extend the boundary control method7 on manifolds
with conic singularities, since it is based on the combination of spectral theory for
Laplacian, wave equation and geodesics on it. We can then determine the manifold
from the knowledge of S-matrix via the boundary control method. The details of
the metric with conic singularities will be given in Definition 1.6 in §1.
0.9. Main subjects. We assume that M is a regular conic manifold in the
sense to be defined in Chapter 1, §1. We study the spectral and scattering theory
for the Laplace operator ∆M on M, in particular,
• Limiting absorption principle for the resolvent R(z) = (−∆M − z)−1,
• Spectral representation of −∆M,
• Helmholtz equation for −∆M and the S-matix,
• Inverse scattering.
The first 3 subjects constitute the main parts of the forward problem. Once we
have solved them, the inverse scattering problem can be solved in the same way as
in [52], [55].
7As will be explained in Subsection 0.10, this is the main tool for the inverse scattering
procedure.
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Our main results are Theorem 6.1 in Chapter 2, §6, which asserts that the
whole manifold is determined from the knowledge of the (generalized) S-matrix for
all energies. To achieve this final goal, we prepare the following theorems, which
are of independent importance from the view point of spectral theory:
(1) Chapter 1 : Forward problem
• Theorem 4.2 (Rellich-Vekua theorem)
• Theorem 8.2 (Limiting absorption principle for the resolvent)
• Theorem 11.4 (Resolvent asymptotics and spectral representation)
• Theorem 12.8 (Characterization of the solution space of the Helmholtz
equation)
• Theorem 12.9 (Asymptotic expansion of solutions to the Helmholtz
equation and the S-matrix)
(2) Chapter 2 : Inverse problem
• Theorem 1.1 (The S-matrix and the generalized S-matrix determine
the source-to-solution map)
• Theorem 1.2 (The generalized S-matrix determine the N-D map)
0.10. Related works. Analysis of Laplacians on on non-compact manifolds
and inverse spectral problems on compact or non-compact manifolds are our main
concern. Since both of them are rather big subjects, we should better restrict our-
selves to only recent developments. As for the latter subject, one should take no-
tice of the evolution of multi-dimensional inverse problems of PDE which started in
1080s from the works of Sylvester-Uhlmann [101], Nachman [88], Khenkin-Novikov
[69]. There is a close connection between the inverse boundary value problem and
the inverse scattering problem. For the survey of the recent development of inverse
boundary value problems, see [104], [105], [99] and the references therein. The
other important stream is the boundary control method due to Belishev [4] and its
development to Riemannian manifold by Belishev-Kurylev [6]. See [5] for a survey
of this method. See also an expository work [64], and [51] for the extension of BC
method to inverse scattering problems. As for the spectral analysis on non-compact
manifolds, a general framework based on microlocal calculus is provided by Melrose
in [84], [83]. Hyperbolic manifold is an interesting topic from analysis, geometry
as well as number theory, and has been discussed in many articles ([34], [8], [9],
[10], [92], [93], [39], [40], [44], [45]). In particular, inverse scattering on hyper-
bolic manifolds by the boundary control method was studied by [61], [62], [96],
[41], [42]. For the case including more slowly (polynomially) growing manifolds,
see [43], [70], [71], and recent works [57], [58], [59]. These works are based on the
functional analytic technique utilized in spectral theory.
We have been working on important typical cases of such metrics as cylindrical
ends in [52], asymptotically hyperbolic ends in [55], [53], [56], the asymptotically
Euclidean case in [51]. In [56], a relation between the generalized S-matrix and
arithmetic surfaces was discussed. As was stated in [54], we recognized that these
typical metrics are embedded in a series of metrics, which can be understood in
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a unified scope8. Not only the behavior of the metric at infinity, but also the
singularity of the manifold has been our concern.
In this paper, we employ the method of integration by parts, which originates
from the work of Eidus [32]. Since this technique is elementary, hence basic, it is
flexible in applying to new problems. Moreover, although it is classical, its basic
ideas are absorbed and transformed into new machieneries of this field. We do not
pursue full generalities, although we recognize that many parts of our arguments
can be performed under weaker assumptions. Our intention is to try to simplify
the whole theory and to make the assumptions and statements as clear and under-
standable as possible.
0.11. More precise assumptions of the metric. Our assumptions on the
metric change slightly from section to section according to the subjects. There-
fore, let us summarize here the final assumptions on the metric. After introducing
CMGA in Definition 1.6 and Sκ in Definition 2.9, we assume that each end is of
the form (0,∞)×Mi, where Mi is CMGA of dimension n− 1. We further assume
as follows.
(A-1) The ends M1, · · · ,MN are regular, and the ends MN+1, · · · ,MN+N ′ are
cusp.
(A-2) For each end Mj, j = 1, · · · , N + N ′, there exist constants c0,j ∈ R,
α0,j > 0, γ0,j > 1 and a metric hMj (x, dx) on Mj such that
(0.14)
ρ′j(r)
ρj(r)
− c0,j ∈ S−α0,j ,
(0.15) hj(r, x, dx) − hMj (x, dx) ∈ S−γ0,j .
(A-3) On regular ends Mj, there exist constants β0,j > 0, r0,j > 0 such that
(0.16)
ρ′j(r)
ρj(r)
≥ β0,j
r
for r > r0,j .
Moreover, the constants α0,j, γ0,j in (0.14), (0.15) satisfy
(0.17)

α0,j > 0, for the regular ends with β0,j >
1
2
, c0,j ≥ 0,
α0,j > 1, for the regular ends with 0 < β0,j ≤ 1
2
, c0,j 6= 0,
α0,j >
1
2
, for the regular ends with 0 < β0,j ≤ 1
2
, c0,j = 0.
On cusp ends Mj, there exists a constant β0,j < 0 such that
(0.18) ρj(r) ≤ C(1 + r)β0,j
holds. Furthermore, for all cusp ends
(0.19)
{
α0,j > 1, if c0,j 6= 0,
α0,j > 1/2, if c0,j = 0.
8The main part of this paper, in particular for the case of smooth metric, has already been
completed around 2014.
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The results for the forward problem are proven under the assumptions (A-1),
(A-2), (A-3). The inverse scattering from the regular end with βj > 1/3 is proven
also under these assumptions.
To consider the inverse scattering from the regular end with 0 < βj ≤ 1/3 and
the cusp end, we impose the following assumtion (A-4).
(A-4) The metric on Mj is of the warped product form
(0.20) ds2
∣∣∣
Mj
= (dr)2 + ρj(r)
2hMj (x, dx),
for either of the following cases (A-4-1) or (A-4-2):
(A-4-1) There exists 1 ≤ j ≤ N such that for the regular end Mj, βj satifies
0 < βj ≤ 1/3,
and ρj(r) satisfies (A-2) and (A-3).
(A-4-2) There exists N + 1 ≤ j ≤ N + N ′ such that for the cusp end Mj, ρj(r)
satisfies the condition (13.6).
In addition to the assumptions (A-1) ∼ (A-4), we also impose the assumptions
(C-1) ∼ (C-4) (to appear in Chapter 1, Subsection 1.3, (D) (to appear in Chapter
1, Subsection 2.1) and (L) (to appear in Chapter 2, Section 6).
0.12. Thresholds. The potential term of the Schro¨dinger operator−∆+V (x)
in Rn with V (x) = O(|x|−α) as |x| → ∞ is said to be short-range if α > 1 and
long-range if 0 < α ≤ 1. The border line α = 1 appears in the case of the Coulomb
potential V (x) = −C/|x|, across which solutions to the Schro¨dinger equation have
different asymptotic behavior at infinity. In our case, this change of asymptotic
behavior occurs across α = 1 when c0 6= 0, and α = 1/2 when c0 = 0.
We now explain the thresholds we will encounter in the spectral analysis ofM.
(i) In the first place, we have avoided the case in which ρ(r) is constant. This
corresponds to the case of asymptotically cylindrical end, and we have studied it in
[52]. Of course, we can include it in this paper, however, the statements of results
are different in many places. Therefore, to simplify the description, it is better to
deal with it separately.
(ii) For the regular ends, we have thresholds.
• Transformation of the metric (0.13) into the perturbed warped product
(§3): β = 1, and β = 1/2.
Note that the case β = 1 corresponds to the asymptotically Euclidean metric.
• Rellich-Vekua theorem (§4): β = 1/3.
We have proved the Rellich-Vekua type theorem for the case β > 1/3, however
it is open9 for β ≤ 1/3.
• Resolvent asymptotics (§9, §10):
α = 1 (c0 6= 0), α = 1/2 (c0 = 0), β = 1/2, γ = 1.
9As a matter of fact, we still do not know wherther it is a real border-line or not.
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The asymptotic behavior at infinity of the resolvent is strongly affected by all
constants c0, α0, β0, γ0. For β > 1/2, we allow the metric of long-range behavior,
however, for 0 < β ≤ 1/2, we deal with only metrics of short-range behavior.
Across the threshold α = 1 for the case c0 6= 0, and α = 1/2 for the case c0 = 0,
the asymptotic expansion at infinity of the resolvent changes its form. As for γ, we
consider only the case γ > 1 in this article. For γ ≤ 1, the behavior will be different
from the one we give here.
0.13. Notations. For Banach spaces X and Y , B(X ;Y ) is the space of all
bounded linear operators from X to Y , and B(X) = B(X ;X). For a Hilbert space
h, L2(I;h;m(r)dr) is the L2-space of h-valued functions on an interval I ⊂ R with
respect to the measure m(r)dr, whose inner product is defined by
(f, g) =
∫
I
(f(r), g(r))hm(r)dr.
Hs(M) denotes the Sobolev space of order s (with respect to L2 derivatives) on a
manifoldM. For a self-adjoint operator A, ρ(A) denotes its resolvent set, and σ(A),
σd(A), σp(A), σe(A), σc(A) and σac(A) denote its spectrum, discrete spectrum,
point spectrum (the set of eigenvalues), essential spectrum, continuous spectrum,
and absolutely continuous spectrum, respectively (see e.g. [67], [95]).
For the reader’s convenience, we give here a brief list of symbols used frequently
in the text.
List of symbols
Sκ (0.9) (2.39) B(r),Λ(r) (5.8)
D(k) (5.15) v = D(k)u (5.17)
w =
√
B(r)u (5.17) E0,i (7.7)
E0,tot (7.7) T (7.8)
E (7.11) f ≃ g (9.23)
f(r) ∼ g(r) (13.7) f ≍ g (13.8)
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CHAPTER 1
Spectral and scattering theory
We start with introducing manifolds with conical singularities (CMGA) and
study the domain of its Laplacian. The manifold M is assumed to be CMGA and
its ends Mi are of the form (0,∞)×Mi, where Mi is CMGA of dimension n− 1.
Chapter 1 is devoted to the forward problem of scattering, and the main aim is
to prove the limiting absorption principle of the resolvent and derive the spectral
representation. Finally, the S-matrix is introduced.
1. Group action and conic manifolds
Our definition of conic manifold is rather involved. We begin with the notion
of orbifolds, and then introduce conic manifolds admitting group action. In the
following, Bk(x0, R) is an open ball in R
k of radius R centered at x0 ∈ Rk.
1.1. Conic chart.
Definition 1.1. Given a topological space U , we call a triple (U˜ ,Γ, π) a conic
chart of U if it has the following properties:
• U˜ is an open set in Rn having the form U˜ = W˜×V˜ , where W˜ = Bk(0, R0),
V˜ = Bn−k(0, R1) for some R0, R1 > 0 and 0 ≤ k ≤ n satisfying k 6= n−1.
• Γ is a finite group acting on U˜ , leaving W˜ invariant.
• π : U˜ → U is defined to be π = Φ˜ ◦ π˜, where π˜ : U˜ → Γ\U˜ is the canonical
projection to the set of orbits, and Φ˜ : Γ\U˜ → U is a homeomorphism.
U˜ = W˜ × V˜
Γ\U˜
❄
π˜
U ✛
Φ˜
 
 
 
 
 ✠
π
Figure 1. Conical chart
Define Y : U˜ → W˜ and Z : U˜ → V˜ by
U˜ ∋ x→ x = (y, z) = (Y (x), Z(x)).
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Then, by definition, Γ leaves W˜ invariant if
Y (γ · x) = Y (x), ∀x ∈ U˜ , ∀γ ∈ Γ.
The isotropy group for x ∈ U˜ is defined by
Γ(x) = {γ ∈ Γ ; γ · x = x}.
For k = 0, we put
U˜ reg = {x ∈ U˜ ; Γ(x) = {e}},
where {e} means the subgroup of Γ consisting only of the unit. For 0 < k < n, we
put
U˜ reg =
(
W˜ × (Bn−k(0, R1) \ {0})) ∩ {x ∈ U˜ ; Γ(x) = {e}}.
Finally, we put
U˜sing = U˜ \ U˜ reg,
U reg = π
(
U˜ reg
)
.
Note that U˜ = V˜ for k = 0, in which case U˜sing is either an empty set or {0} in U˜ ,
and U˜ = W˜ for k = n, in which case U˜sing is an empty set
Later, we introduce a Riemannian metric g˜ on U˜ . Then a natural choice of
Γ is a group of isometric transformations with respect to g˜. Typical examples are
a finite subgroup of SO(2) when g˜ is the Euclidean metric (Example 1.9), and a
finite subgroup of SL(2,R) when g˜ is the hyperbolic metric (Example 1.3).
It is not necessary to define the differential structure of U , since the calculus
on U is done by lifting to U˜ . Let FU˜ and FU be the set of all functions on U˜ and
U , and SU˜ the set of Γ-invariant functions on U˜ , i.e.
v ∈ SU˜ ⇐⇒ v(γ · x) = v(x), ∀x ∈ U˜ , ∀γ ∈ Γ.
For v ∈ FU , define
(1.1) π∗v(x) = v(π(x)).
Then, since π(γ ·x) = π(x) for all γ ∈ Γ and x ∈ U˜ by definition, we have π∗v ∈ SU˜ ,
and the map
(1.2) FU ∋ v → π∗v ∈ SU˜
is a bijection. The operator P defined by
(1.3) FU˜ ∋ u(x)→ Pu(x) =
1
♯Γ
∑
γ∈Γ
u(γ · x) ∈ SU˜
is a surjection. Moreover, P is an orthogonal projection on L2(U˜), i.e.
P 2 = P, P ∗ = P.
The regularity of functions on U is defined through P . Namely, f on U is in Cm
if and only if there exists f˜ ∈ Cm(U˜) such that P f˜ = f , which is equivalent to
π∗f ∈ Cm(U˜). The same remark applies to Sobolev spaces, which we explain in
Subsection 1.7.
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Example 1.2. (An n-dimensional topological manifold). For an n-dimensional
topological manifold M , any p ∈ M has a coordinate neighborhood (U,ϕ), where
U is an open neighborhood of p in M and ϕ : U → U˜ is a homeomorphsm with U˜
an open set in Rn. Then, (U˜ , {e}, ϕ−1) is the conic chart, where e is the unit in
SO(n).
Example 1.3. (Modular surface). Let H = C+ = {x+ iy, ; x ∈ R, y > 0} be
the upper-half plane. By taking a suitable discrete subgroup Γ of SL(2,R), we can
define an action on H by
Γ×H ∋ (γ, z)→ γ · z = az + b
cz + d
, γ =
(
a b
c d
)
,
and obtain a 2-dimensional orbifold Γ\H (see Definition 1.5). A well-known exam-
ple is the modular surface, which corresponds to Γ = SL(2,Z). In this case, Γ is
generated by two elements γ(T ) and γ(I), where
γ(T ) · z = z + 1, γ(I) · z = −1/z.
Let M = SL(2,Z)\H. Then, its fundametnal domain Mf is written as
Mf = {z ∈ C+ ; |z| ≥ 1, |Re z| ≤ 1/2}
with boundary
∂Mf = ∂Mf1 ∪ ∂Mf2 ,
∂Mf1 = L− ∪ L+, L± =
{
± 1
2
+ iy ;
√
3
2
≤ y <∞
}
,
∂Mf2 =
{
eiϕ ;
π
3
≤ ϕ ≤ 2π
3
}
.
To obtain M from Mf , we glue ∂Mf1 by the action of γ(T ) : z → z + 1, and ∂Mf2
by the action of γI : eiϕ → ei(π−ϕ). For w ∈ H, let Γ(w) be the isotropy group:
Γ(w) = {γ ∈ SL(2,Z) ; γ · w = w}.
For γ ∈ SL(2,Z), let 〈γ〉 be the cyclic group generated by γ. Then, for w ∈ Mf ,
we have the following 4 cases:
• Γ(i) =
〈( 0 −1
1 0
)〉
,
• Γ(eπi/3) =
〈(
0 −1
1 −1
)〉
,
• Γ(e2πi/3) =
〈( −1 −1
1 0
)〉
,
• Γ(w) = 〈± I2〉, w 6= i, eπi/3, e2πi/3,
where I2 is the 2×2 identity matrix. In the first case, Γ(i) is order 2, in the 2nd and
the 3rd cases, Γ(eπi/3) and Γ(e2πi/3) are order 3, and in the last case, the action
γ · z is the identity. If w 6= i, eπi/3, e2πi/3, the manifold structure of M is easily
defined by taking an open set U = U˜ ⊂ C+ such that w ∈ U , i, eπi/3, e2πi/3 6∈ U
and ϕ(z) = z.
An element γ ∈ SL(2,R) is said to be elliptic if it has only one fixed point in
C+, which is equivalent to |tr γ| < 1/2. Let p be the fixed point of an elliptic γ.
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Im
✻
ord = 3ord = 3
1/2
eπi/3
−1/2
e−πi/3
✲
q
qq
Re
Figure 2. Fundamental domain for PSL(2,Z)
Then its isotropy group is cyclic. Let n be the order of this cyclic group. Then,
the generator γ0 of this isotropy group satisfies
w − p
w − p = e
2πi/n z − p
z − p , w = γ0 · z
(see Lemma 2.4 of [56]). We can then take the local coordinates near p by
ζ =
(
z − p
z − p
)n
, ζ(p) = 0.
Then, we have
z =
p− pζ1/n
1− ζn = p+ (p− p)ζ
1/n + · · · .
(See Subsection 2.3 of [56]). Letting ζ = ρeiθ, the hyperbolic metric
(
(dx)2 +
(dy)2
)
/y2 is rewritten as
(dx)2 + (dy)2
y2
= (dr)2 +
1
n2
sinh2(r)(dθ)2 .
(See Subsection 2.4 of [56]). We have thus seen that around the elliptic fixed
points, we can introduce a C∞-differentiable structure on M and a Riemannian
metric except for fixed points. Note that:
• Although the covering space C+ has a global C∞-Riemannian metric
(dx)2 + (dy)2
y2
, the induced metric onM is singular at elliptic fixed points.
Example 1.4. (3-dimensional orbifold). An example of the 3-dimensional orb-
ifold is given by the upper-half space model of the hyperbolic space H3 = R3+ =
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{(x1, x2, y) y > 0}. Let us represent points in H3 by quarternions : (x1, x2, y) ↔
x11+ x2i+ yk,
1 =
(
1 0
0 1
)
, i =
(
i 0
0 −i
)
, j =
(
0 1
−1 0
)
, k =
(
0 i
i 0
)
.
We identify x11+ x2i with z = x1 + ix2 ∈ C. Then,
x11+ x2i+ yj =
(
z y
−y z
)
=: ζ = z + yj.
The action of SL(2,C) is defined by
SL(2,C)×H3 ∋ (γ, ζ)→ γ · ζ := (aζ + b)(cζ + d)−1, γ =
(
a b
c d
)
.
Since the mapping γ → γ· is 2 to 1, we consider PSL(2,C) = SL(2,C)/{±I}. A
counter part of the modular group is the Picard group
Γ = PSL(2,Z[i]) =
{(
a b
c d
)
; a, b, c, d ∈ Z[i], ad− bc = 1
}
,
where Z[i] = Z+ iZ, the ring of Gaussian integers. As is well-known (see e.g. [33],
[55]), the fundamental domain of Γ is
M = Γ\H3 =
{
z + yj ; |Re z| ≤ 1
2
, 0 ≤ Im z ≤ 1
2
, |z|2 + y2 ≥ 1
}
.
The vertices of M are
∞, −1
2
+
√
3
2
j,
1
2
+
√
3
2
j,
1
2
+
1
2
i+
√
2
2
j, −1
2
+
1
2
i+
√
2
2
j.
Figure 3. Fundamental domain for PSL(2,Z[i])
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LettingM± = {z+yj ∈M ; 0 ≤ ±z ≤ 1/2}, the boundary of the fundamental
domain is split into 8 parts:
S1 =M− ∩ {Re z = −1/2}, S2 =M+ ∩ {Re z = 1/2},
S3 =M− ∩ {Im z = 0}, S4 =M+ ∩ {Im z = 0},
S5 =M− ∩ {Im z = 1/2}, S6 =M+ ∩ {Im z = 1/2},
S7 =M− ∩ {|z|2 + y2 = 1}, S8 =M+ ∩ {|z|2 + y2 = 1}.
Letting Lij = Si ∩ Sj , the sets of sigular points are given by
L13 = L24 = {z = −1/2, y ≥
√
3/2}, L34 = {z = 0, y ≥ 1}
L15 = L26 = {z = −1/2 + i/2, y ≥ 1/
√
2}, L56 = {z = i/2, y ≥
√
3/2}
L17 = L28 = {|z|2 + y2 = 1,Re z = −1/2, 0 ≤ Im z ≤ 1/2},
L78 = {|z|2 + y2 = 1,Re z = 0, 0 ≤ Im z ≤ 1/2},
L37 = L48 = {|z|2 + y2 = 1,−1/2 ≤ Re z ≤ 0, Im z = 0},
L57 = L68 = {|z|2 + y2 = 1,−1/2 ≤ Re z ≤ 0, Im z = 1/2}.
We now let
L1 = L13, L2 = L15, L3 = L34, L4 = L56,
L5 = L17, L6 = L78, L7 = L37, L8 = L57.
The isotropy group for Ln are finite groups of rotations. In fact,
Γ(Li) = Z2, i 6= 5, 8, Γ(Li) = Z3, i = 5, 8.
The point is :
• The singular points form 1-dimensional curves.
• Some of the curves of singular points go to infinity.
• Some of the curves of singular points intersect.
Since the isotropy groups for Li(1 ≤ i ≤ 4) are rotation groups around them, for
any t > 1, the horizontal slice Mt = M ∩ {y = t} is a compact 2-dimensional
orbifold with singular points −1/2 + tj,−1/2 + i/2 + tj, yj, i/2 + tj. Here, the
covering is a disc in R2. For the details, see e.g. [33] and [55].
1.2. Orbifolds. The notion of orbifold was first introduced by Satake [100].
We recall its definition for the sake of comparison.
Definition 1.5. An n-dimensional orbifold is a paracompact Hausdorff space
X endowed with the set of local charts {Ui ; i ∈ I} having the following properties:
• X = ∪i∈IUi.
• For each Ui, there exists a triple (U˜i,Γi, πi), where U˜i ⊂ Rn is an open set,
Γi is a finite group acting effectively (injectively) on U˜i, and πi : U˜i → Ui
is a continuous map inducing a homeomorphism Ui ≃ Γi\U˜i.
• For any Ui ⊂ Uj, there is a set Iij = {(φ, h)}, whose elements are called
injections, where φ : U˜i → U˜j is a smooth imbedding and h : Γi → Γj is
an injective homeomorphism, such that φ is h-invariant and πi = πj ◦ φ.
Moreover, Γi × Γj acts transitively on Iij by
(g, g′) ◦ (φ, h) = (g′ ◦ φ ◦ g−1,Ad (g′) ◦ h ◦Ad (g−1)),
∀g ∈ Γi, g′ ∈ Γj , (φ, h) ∈ Iij .
• For each p ∈ Ui ∩Uj, there exists Uk such that p ∈ Uk ⊂ Ui ∩Uj, and the
injections are closed under composition for any Uk ⊂ Ui ⊂ Uj.
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Therefore, (U˜i,Γi, πi) is the conic chart in the sense of Definition 1.1.
The examples 1.3 and 1.4 are 2 and 3 dimensional orbifolds arising in number
theory. For more detailed exposition of orbifolds, see e.g. [23] and [103].
Let us repeat important points. Let M be an orbifold with C∞-smooth co-
ordinates. Then, every point x0 ∈ M has a neighborhood U where U is either
an open smooth manifold with smooth metric, or, U has the structure U ≡ Γ\U˜ ,
where (U˜ ,Γ, π) is a conic chart of U . Theis means that (1) U˜ ⊂ Rn is a local
covering neighborhood having the product structure U˜ = W˜ × V˜ , where W˜ ⊂
Bk(0, R1) ⊂ Rk and V˜ = Bn−k(0, R0) ⊂ Rn−k, and (2) Γ is a finite group acting
on U˜ . Therefore, in U , there are local coordinates
X : U → Γ\Rn, X(U) = Γ\U˜ .
1.3. Conic manifolds with group action. We now define the conic mani-
fold which admits group action, which is an extension of orbifolds.
Definition 1.6. A conic manifold admitting group action, which is abbreviated
to CMGA, is a topological space M equipped with the following structure: There
exists a family of open covering {Uj ; j ∈ J} of M having the following properties
(C-1) ∼ (C-4):
(C-1) For any j ∈ J , Uj has a conic chart (U˜j ,Γj , πj), U˜j = W˜j × V˜j , where for
some 0 ≤ k ≤ n, k 6= n− 1,
(1.4) W˜j = B
k(0, R0) ⊂ Rk, V˜j = Bn−k(0, R1) ⊂ Rn−k.
(C-2) Define Yj : U˜j → W˜j , Zj : U˜j → V˜j and U˜ regj by
U˜j ∋ x→ x = (y, z) = (Yj(x), Zj(x)),
(1.5) U˜ regj =
(
W˜j ×
(
Bn−kj (0, R1) \ {0}
)) ∩ {x ∈ U˜j ; Γj(x) = {e}}.
Then :
(C-2-1) The action of γ ∈ Γj keeps the y-coordinates invariant, i.e.
Yj(γ · x) = Yj(x), ∀x ∈ U˜j , ∀γ ∈ Γj .
(C-2-2) There exists a Γj-invariant C
∞-metric g˜j on U˜
reg
j , i.e.
γ∗ g˜j = g˜j on U˜
reg
j , ∀γ ∈ Γj .
(C-2-3) In the spherical coordinates Zj(x) = sω = z, s = s(x) = |z|, ω = ω(x) =
z
|z| such that s ∈ (0, R1) and ω ∈ S
n−k−1 on Bn−k(0, R0) \ {0}, g˜j has the form
g˜j =
k∑
p,q=1
a(j)pq (y, s, ω)dy
pdyq
+ ds2 + s2
n−k∑
ℓ,m=1
b
(j)
ℓm(y, s, ω)dω
ℓdωm + s
k∑
p=1
n−k∑
ℓ=1
h
(j)
pℓ (y, s, ω)dy
pdωℓ.
(1.6)
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The coefficients satisfy
(1.7)

a(j)pq (y, s, ω)→ â(j)pq (y),
b
(j)
ℓm(y, s, ω)→ b̂(j)ℓm(y, ω),
h
(j)
pℓ (y, s, ω)→ 0,
uniformly in (y, ω) as s → 0. Moreover, there exist constants C1 ≥ C0 > 0 and a
positive continuous function Tj(y) such that
(1.8) C0 gSn−k−1 ≤
n−k∑
α,β=1
b̂
(j)
ℓm(y, ω)dω
ℓdωm ≤ Tj(y)2gSn−k−1 ,
where gSn−k−1 is the standard metric of S
n−k−1 and C0 ≤ Tj(y) ≤ C1.
(C-2-4) For e 6= γ ∈ Γj, e being the unit of Γj,
(1.9) cap2({x ∈ U˜ ; γ · x = x}) = 0,
where cap2(E) denotes the 2-capacity of a subset E ⊂ Rn.
(C-3) If Uj ∩ Uk 6= ∅, there exists ℓ ∈ J such that Uℓ ⊂ Uj ∩ Uk.
(C-4) If Uℓ ⊂ Uk, there exist an injective homomorphism Ikℓ : Γℓ → Γk, and a
C∞ injective map I˜kℓ : U˜ℓ → U˜k.
Recall that the 2-capacity of a subset E ⊂ Rn is defined by
cap2(E) = inf
∫
Rn
(|u|2 + |∇u|2) dx,
where the infimum is taken over all u ∈ H2(Rn) such that u ≥ 1 almost everywhere
on a neighborhood of E.
To simplify the analysis below, we assume that the constants R0, R1 > 0 in
(1.4) are independent of j and so are C0, C1 in (1.8).
We have another expression of (1.6), which does not contain local coordinates
on Sn−k−1: Omitting the subscript j,
(1.10) g˜ =
k∑
p,q=1
a˜pq(y, z)dy
pdyq+
n−k∑
ℓ,m=1
b˜ℓm(y, z) dz
ℓdzm+
k∑
p=1
n−k∑
ℓ=1
h˜pℓ(y, z)dy
pdzℓ,
where z = (zp)n−kp=1 ∈ Rn−k, |z| = (
∑n−k
p=1 |zp|2)1/2, and
a˜pq(y, z) = apq(y, |z|, z|z|),
b˜ℓm(y, z) =
zℓzm
|z|2 +
n−k∑
u,v=1
(
δuℓ − z
uzℓ
|z|2
)
buv(y, |z|, z|z|)
(
δvm − z
vzm
|z|2
)
,
h˜pℓ(y, z) =
n−k∑
u=1
hpu(y, |z|, z|z| )(δuℓ −
zuzℓ
|z|2 ).
By the conditions (1.7), (1.8), there exist constants R0, C > 0 such that
(1.11) C|ξ|2 ≤ g˜x(ξ, ξ) ≤ C−1|ξ|2, |z| ≤ R0,
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for any ξ, where g˜x(ξ, ξ) is the metric g˜ in (1.10), and we identify ξ ∈ Rn with the
vector field
k∑
i=1
ξi
∂
∂yi
+
n∑
i=k+1
ξi
∂
∂zi
.
Let us check the validity of (1.9) for the case of linear action by SO(n).
Lemma 1.7. Let a finite group Γ ⊂ SO(n) act linearly on Rn, and for e 6= γ ∈
Γ, put Lγ = {x ∈ Rn ; γ · x = x}. Then, dim (Lγ) ≤ n− 2.
Proof. Assume that dim (Lγ) = n− 1. Then, 1 is an eigenvalue with multi-
licity at least n− 1. Since γ ∈ SO(n), the remaining eigenvalue must be 1. This is
a contradiction. 
Lemma 1.8. If Γj is a finite subgroup of SO(n) acting linearly on U˜j, the
condition (1.9) is satisfied.
Proof. Lemma 1.7 implies that (n − 2)-dimensional Hausdorff measure of
{x ∈ U˜ ; γ · x = x} is finite. Then, its 2-capacity is 0. See [47], p. 18. 
For Hausdorff measures and dimensions, see [81].
1.4. Orbifold and CMGA. The examples 1.3 and 1.4 are both orbifold and
CMGA. The difference between CMGA and orbifold is the singularity of the metric.
For the case of orbifold, instead of (1.5), the metric g˜ on the covering space is
assumed to be smooth in a neighborhood of z = 0.
Example 1.9. A simple example of CMGA is constructed from a sector
U =
{
seiψ ; s ≥ 0, ψ ∈ [0, 2πκ]}, 0 < κ < 1.
We regard U as a cone by identifying ψ = ψ0 with ψ = 0. Letting θ = ψ/κ, and
ω = (cos θ, sin θ), which varies over whole S1, we equip U , which is homeomorphic
to R2, with the standard polar coordinates (s, θ) ∈ [0,∞) × S1. Then, x = s cos θ,
y = s sin θ in the rectangular coordinates. We define a metric g on U by
(1.12) g = (ds)2 + κ2s2(dθ)2.
Then, U is a C∞ manifold with the standard differential structrure of R2, but its
metric is singular at the origin. In fact, g is written as
g =
x2 + κ2y2
x2 + y2
(dx)2 − 2(κ
2 − 1)xy
x2 + y2
dxdy +
κ2x2 + y2
x2 + y2
(dy)2
= (dx)2 + (dy)2 + (κ2 − 1)(dθ)2.
If 1/κ is a natural number, then U is an orbifold. In fact, put U˜ = R2, Γ = the
group generated by the rotation of angle 2π/n, where n = 1/κ, and π : seiψ → seinψ.
Then, (U˜ ,Γ, π) is a conic chart of U . Endow U˜ with the metric g˜ = (dx)2 + (dy)2.
Then, g is induced from g˜.
If κ 6∈ Q, U is not an orbifold, since the group generated by a rotation of angle
2πκ is an infinite group. However, we can regard U as a CMGA, where we take
U˜ = R2 equipped with the metric (1.12), Γ = {e} (the unit group) and π to be
identity.
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Example 1.10. We consider a higher dimensional analogue of Example 1.9.
Let
U˜ = W˜ × V˜ = Rk × Rn−k,
and Γ a finite subgroup of SO(n) acting on U˜ . As in Definition 1.6, assume that
this action leaves y-coordinates invariant, i.e.
Y (γ · x) = Y (x), ∀x ∈ U˜ , ∀γ ∈ Γ.
We then have
Γ\U˜ = W˜ × (Γ\V˜ ).
We define a Γ-invariant metric g˜ by
g˜ = (dy)2 + (ds)2 + a(y)s2gSn−k−1,
where a(y) is any positive C∞-function on W˜ . Then, g˜ is a smooth metric on
U \ (Rk × {0}) = Rk × ((0,∞)× (Γ\Sn−k−1)),
where we deal with Γ\Sn−k−1 as an orbifold. This space has the structure described
in the left-hand side of Figure 1.4. As is seen in its right-hand side, this CMGA
has screen type singularities.
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Figure 4. CMGA
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1.5. Global distance on M . Assume that a CMGA, denoted by M , is cov-
ered by locally finite coordinate neighborhoods Uj , j ∈ J = {1, 2, · · · }, (allowing
the case ♯J <∞). We define
M reg =
∞⋃
j=1
πj
((
W˜j × (Bn−k(0, R1) \ {0})
) ∩ {x ∈ U˜j ; Γj(x) = {e}}),
M sing =M \M reg.
We also denote
(1.13) M regj = πj
((
W˜j × (Bn−k(0, R0) \ {0})
) ∩ {x ∈ U˜j ; Γj(x) = {e}}),
U regj = πj(U˜
reg
j ).
The metric tensors gj in (1.6) define a smooth metric on the regular part M
reg
of M and we denote this metric by g. These coordinates also determine a topology
on M . As M is the topological closure of M reg, we define
(1.14) dM (x, y) = inf
γ
Lengthg(γ([0, 1]) ∩M reg),
where the infimum is taken over paths γ : [0, 1]→M that are piecewise C1-smooth
on the lifted local coordinates, γ(0) = x, γ(1) = y, and γ([0, 1)])∩M sing is a finite
set. Note that γ([0, 1])∩M regj is rectifiable in all local coordinate charts U regj . Also,
when γ((s1, s2)) ⊂ U regj ⊂ M reg, the above length in (2.10) is written using local
coordinates as
Lengthg(γ((s1, s2))) =
∫ s2
s1
(
gjk(γ(s))γ˙
j(s)γ˙k(s)
)1/2
ds.
1.6. Integration on CMGA. Integration over M is actually done on its
covering as explained below. Let {Uj}j∈J be a covering of M , and (U˜j ,Γj , πj)
the conic chart of Uj. We can constrcut a partition of unity {χj}j∈J on M and
χ˜j ∈ C∞(U˜j) satisfying suppχj ⊂ Uj and χj(πj(x)) = χ˜j(x). Then, assuming that
integration over M is defined, for any v, w ∈ L2(M),
(v, w)L2(M) =
( ∞∑
j=1
χjv, w)L2(M) =
∞∑
j=1
(χjv, w)L2(M),
since
∑∞
j=1 χj = 1. This reduces the computation on each patch Uj . We omit the
subscript j and assume that the supports of v, w are contained in U . As was noticed
before, the functions on U are ragarded as Γ-invariant functions on U˜ . Therefore,
L2(U) should be regarded as the closed subspace of L2(U˜) consisting of Γ-invariant
functions. With in mind, we define integration over U by the one over U˜ , and put
(v, w)L2(U) =
1
♯Γ
(π∗v, π∗w)L2(U˜).
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1.7. Sobolev spaces. We fix a coordinate patch U in M . Letting g˜ =
g˜abdx
adxb be the Γ-invariant Riemannian metric on U˜ reg, we define a quadratic
form q˜ with form domain D(q˜) = C∞0 (U˜) ∩ SU˜ by
q˜(v˜, w˜) =
1
♯Γ
(v˜, w˜)L2(U˜) +
1
♯Γ
(
g˜ab∂av˜, ∂bw˜
)
L2(U˜)
,(1.15)
where ∂a = ∂/∂x
a, v˜, w˜ ∈ C∞0 (U˜) ∩ SU˜ . Letting v(π(x)) = v˜(x), w(π(x)) = w˜(x),
we put
q(v, w) = q˜(v˜, w˜),
and call it a quadratic form on C∞0 (U). Note the abuse of notation, since C
∞
0 (U)
is not defined. For convenience, we write the right-hand side of (1.15) as∫
U
vw
√
gdx+
∫
U
gab(x)
(
∂av(x)
)(
∂bw(x)
)√
g(x) dx.
Since the metric g˜ is Γ-invariant, so is g˜ab(∂av˜)(∂bv˜) for Γ-invariant v˜. Taking
account of (1.15), the usual calculus for integral, e.g. integration by parts, can be
applied also to this formal expression. Returning to the total manifoldM , the form
q is rewritten formally as
q(v, w) =
∑
j
∫
Uj
χjvw
√
gjdx
+
∑
j
∫
Uj
gabj
(
∂a(χjv)
)
∂bw
√
gj dx
for v, w whose lifts v˜, w˜ are smooth and compactly supported. Actually, it is rep-
resented as
q˜(v˜, w˜) =
∑
j
1
♯Γj
∫
U˜j
χ˜j(π
∗
j v)(π
∗
jw)
√
g˜jdx
+
∑
j
1
♯Γj
∫
U˜j
g˜abj
(
∂a(χ˜jπ
∗
j v)
)(
∂bπ∗jw
)√
g˜j dx.
(1.16)
Since the computation is reduced to that on U˜j , the usual theory of quadratic form
is applied to q. Then, due to (1.7), q is closable. The Sobolev space H1(M) is
defined to be the domain of q = the closure of q:
(1.17) H1(M) = D
(
q
)
.
This is more clearly stated in the following lemma.
Lemma 1.11. H1(M) = H1(M reg).
Proof. Recall that v ∈ H1(M reg) means that π∗v ∈ H1(U˜j \ U˜singj ) for all j.
Therefore H1(M) ⊂ H1(M reg) is obvious. To show the converse inclusion, we use
the following fact.
Lemma 1.12. Let Ω be a domain in Rn, and assume that there exists a subset
S ⊂ Ω whose 2-capacity is equal to 0. Then, there exists a bounded operator Ext :
H1(Ω \ S)→ H1(Ω) such that Ext v = v on Ω \ S for any v ∈ H1(Ω \ S).
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See [?] Theorem 4.6 (and its proof). Therefore, if we show that the 2-capacity of
U˜singj is 0, the inclusion H
1(M) ⊃ H1(M reg) follows. Now, omitting the subscript
j, U˜sing consists of two parts.
U˜sing,1 = W˜ × {0}, U˜sing,2 = {x ∈ U˜ ; Γ(x) 6= {e}}.
If k = n, U˜ has no singularities. If k 6= n, then k ≤ n − 2 by the assumption
(C-1). Therefore U˜sing,1 has a finite (n− 2)-dimensional Hausdorff measure, hence
its 2-capasity is 0, as was seen in the proof of Lemma 1.8. Noting that
U˜sing,2 ⊂ ∪
e6=γ∈Γ
{x ; γ · x = x},
and using (1.9), we see that the 2-capcity of U˜sing,2 is 0. 
Returning to the quadratic form (1.16), let L′ be the associated Friedrichs
extension, i.e. the unique self-adjoint operator L′ satisfying D(
√
L′) = H1(M) and
q(u, v) = (L′u, v), ∀u ∈ D(L′), ∀v ∈ D(q).
We put L = L′ − 1 = −∆M . Then, we have
H1(M) = D(
√
1−∆M ).
We define the Sobolev space Hsg(M) by H
s
g(M) = D(L
′)s/2, s ∈ R. In other words,
Hsg(M) = D((1 −∆M )s/2), s ∈ R.
We write Hsg (M) as H
s(M) for the sake of simplicity. We need a uniformity for
the bounds of the metric on each U˜j to define L
′. However, we do not pursue this
condition here, since in our later applications the number of charts are finite. The
projection P defined on L2(U˜) is naturally extended to Hm(U˜), m = 0, 1, 2, · · · .
In the case of orbifolds, the metric g˜ on the covering space is assumed to be
smooth even on {z = 0}. Therefore, there is no problem for the regularity, and we
have ∞∩
m=0
Hm(M) ⊂ C∞(M).
However, for the case of CMGA, although
∞∩
m=0
Hm(M) ⊂ C∞(M reg)
holds, u ∈ ∩∞m=0Hm(M) may not be regular on M sing, since g˜ is not assumed to
be smooth around {z = 0}.
2. Laplacian on conic manifold
2.1. Regularity of the domain of Laplacian. Let L = −∆ be the Lapla-
cian on M defined in the previous section. We study the regularity of the elements
in D(L) near M sing. Recall that M is covered by {Uj ; j ∈ J}. By taking local
coordinates θ ∈ Rn−k−1 on Sn−k−1, we introduce the following norm for functions
defined on U˜j :
(2.1) p
(m)
j (f) = sup|y|<R0,0<s<R1,θ
∑
|α|+β+|γ|≤m
s−|γ|
∣∣∂αy ∂βs ∂γθ f(y, s, θ)∣∣.
We make the condition (1.7) more precise.
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(D) Letting c(y, s, ω) be any of a
(j)
pq (y, s, ω), b
(j)
ℓm(y, s, ω) and h
(j)
pℓ (y, s, ω), we assume
that
sup
|y|<R0,0<s<R1,θ
p
(2)
j (c) <∞,
and c(y, 0, ω) = lims→0 c(y, s, ω) satisfies c(y, 0, ω) = c(y) if c = a
(j)
pq , c(y, 0, ω) = 0
if c = h
(j)
pℓ . Moreover, (1.8) is satisfied.
The collection of norms {p(m)j }j∈J , together with a partition of unity {χj}j∈J
on M , endows a norm on M , which we denote by | · |m:
(2.2) |f |m = sup
j∈J
p
(m)
j (χjf).
Take a conic chart (U˜j,Γj , πj). Omittng the subscript j, we rewrite the metric
(1.6) in terms of local coordinates θ on Sn−k−1 as follows:
(2.3)
(
g˜ij
)
=
 a 0 s th0 1 0
sh 0 s2b
 ,
where a =
(
apq
)
, b =
(
bαβ
)
, h =
(
hpα
)
, with 1 ≤ p, q ≤ k, 1 ≤ α, β ≤ n − k − 1.
Note that a is the same as in (1.6), and b and h are different, since we have used
dω =
∑n−k−1
ℓ=1
∂ω
∂θℓ dθ
ℓ. However, a, b, h still have the properties in (D).
We then have
(2.4) T
(
g˜ij
)
T =
 a 0 th0 1 0
h 0 b
 , T =
 1 0 00 1 0
0 0 1/s
 .
The inverse of this matrix is computed as follows: a 0 th0 1 0
h 0 b
−1 =
 A 0 tH0 1 0
H 0 B
 ,
(2.5) A =
(
a− thb−1h)−1, H = −b−1hA, B = (b− h a−1 th)−1.
In fact, consider the equation a 0 th0 1 0
h 0 b
 A 0 tH0 1 0
H 0 B
 =
 1 0 00 1 0
0 0 1
 ,
that is
aA+ thH = 1, a tH + thB = 0,
hA+ bH = 0, h tH + bB = 1.
Since det b 6= 0 by (1.8), we have H = −b−1hA, which implies (a− thb−1h)A = 1.
Then, A is written as in (2.5). B can be computed similarly.
Therefore, we have
(2.6)
(
g˜ij
)−1
=
(
g˜ij
)
=
 A 0 tH/s0 1 0
H/s 0 B/s2
 .
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We put
g = det
(
g˜ij
)
.
Then, by (2.6), the Laplacian is formally decomosed as
(2.7) L = LA + LS + LB + LH ,
LA = − 1√
g
∂p
(√
gapq∂q
)
, LB = − 1√
g
1
s2
∂α
(√
gbαβ∂β),
LS = − 1√
g
∂s
(√
g∂s
)
, LH = − 1√
g
(1
s
∂p
(√
ghpα∂α) +
1
s
∂α
(√
ghαp∂p)
)
,
where ∂p = ∂/∂y
p, ∂s = ∂/∂s and ∂α = ∂/∂θ
α, θα being the local coordinate on
Sn−k−1. Actually, we decompose the associated quadratic form as
(2.8) q = qA + qS + qB + qH ,
qA(u, v) =
(
apq∂qu, ∂pv
)
, qB(u, v) =
(
bαβ
∂βu
s
,
∂αv
s
)
,
qS(u, v) =
(
∂su, ∂sv
)
, qH(u, v) =
(
hpα
∂αu
s
, ∂pv
)
+
(
hαp∂pu,
∂αv
s
)
.
Here, q is q(u, v) − (u, v)L2(M) where q(u, v) is defined by (1.16), and we omit ♯Γ
for the sake of simplicity. Recall that in the computation below M sing and its
neighborhood are understood to be lifted to U˜ .
To study the regularity of u ∈ D(L) near M sing, it is sufficient to consider
on a small coordinate patch intersecting M sing. We take local coordinates y, s, θ
near M sing, where θ is a local coordinate on Sn−k−1. Letting δ be a small positive
constant, we can thus identify the δ-neighborhood of M sing with the following set:
M singδ = {(y, s, θ) ; y ∈ Ok, 0 ≤ s < δ, θ ∈ On−k−1},
where Ok and On−k−1 are bounded open sets in Rk and Rn−k−1. Letting c(y, s, θ)
be any of apq, bℓm and hpℓ, we have by the assumption (D) :
sup
y,s,θ
|s|−γ∣∣∂αy ∂βs ∂γθ c(y, s, θ)∣∣ <∞
for |α| + β + |γ| ≤ 2. Moreover, apq, bℓm and hpℓ are extended to s ≤ 0 as C2-
functions. Taylor expansion and (1.7) yield
s−|γ|
∣∣∣∂αy ∂βs ∂γθ (apq(y, s, θ)− âpq(y))∣∣∣ ≤ Cs,
s−|γ|
∣∣∣∂αy ∂βs ∂γθ (bℓm(y, s, θ)− b̂ℓm(y, θ))∣∣∣ ≤ Cs,
s−|γ|
∣∣∣∂αy ∂βs ∂γθ (hpℓ(y, s, θ))∣∣∣ ≤ Cs,
(2.9)
for |α|+ β + |γ| ≤ 1.
Recall that the inner product of L2(U˜), hence L2(M), is defined by
(2.10) (u, v) =
∫
uv
√
g dydsdθ.
By (2.4),
g = s2(n−k−1)
(
det a det b+ o(1)
)
, s→ 0.
Therefore, letting
(2.11) g(y, s, θ) = s2(n−k−1)g0(y, s, θ),
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we have
C ≤ g0 ≤ C−1
for a constant C > 0. Taking this into account, we introduce the following norm
and semi-norm:
(2.12) ‖u‖a,b,c =
 ∑
|α|≤a,β≤b,|γ|≤c
∫
Msingδ
s−2|γ|
∣∣∂αy ∂βs ∂γθ u∣∣2sn−k−1dydsdθ
1/2 ,
(2.13) |u|0,2,0 =
(∫
Msingδ
∣∣∣∂2su+ n− k − 1s ∂su∣∣∣2sn−k−1dydsdθ
)1/2
.
We put
‖u‖ = ‖u‖0,0,0,
‖u‖H1 = ‖u‖1,0,0 + ‖u‖0,1,0 + ‖u‖0,0,1.
Note that for u supported in M singδ , ‖u‖0,0,0 is equivalent to ‖u‖L2(M). We also
use the following inner product:
(2.14) (u, v)0 =
∫
uv sn−k−1dydsdθ.
Definition 2.1. Let H˜2(M singδ ) be the set of functions u such that
‖u‖H˜2(Msingδ ) := |u|0,2,0 +
∑
a+b+c≤2,b≤1
‖u‖a,b,c <∞.
The aim of this subsection is to show the following theorem.
Theorem 2.2. D(L) = H2loc(M
reg) ∩ H˜2(M singδ ).
The proof of this theorem is done by the standard argument for elliptic regu-
larity, however, it requires careful computation. In order to make the singularity
with respect to s of the volume element of the quadratic form q more explicit, we
make the gauge transformation v → g1/40 v, where g0 is in (2.11). In view of (2.10)
and (2.14), we rewrite q in (2.8) as
q(g
−1/4
0 u, g
−1/4
0 v) = Q(u, v) = QA +QS +QB +QH ,
QA(u, v) =
(
apq(∂q + ∂q log g
−1/4
0 )u, (∂p + ∂p log g
−1/4
0 )v
)
0
,
QB(u, v) =
(
bαβ
(∂β
s
+
∂β
s
log g
−1/4
0
)
u,
(∂α
s
+
∂α
s
log g
−1/4
0
)
v
)
0
,
QS(u, v) =
(
(∂s + ∂s log g
−1/4
0 )u, (∂s + ∂s log g
−1/4
0 )v
)
0
,
QH(u, v) =
(
hpα
(∂α
s
+
∂α
s
log g
−1/4
0
)
u, (∂p + ∂p log g
−1/4
0 )v
)
0
+
(
hαp(∂p + ∂p log g
−1/4
0 )u,
(∂α
s
+
∂α
s
log g
−1/4
0
)
v
)
0
.
Note g
1/4
0 (∂pg
−1/4
0 u) = ∂pu+ (∂p log g
−1/4
0 )u, etc.. We put
L0 = g
1/4
0 Lg
−1/4
0 , D(L0) = g
1/4
0 D(L).
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Then we have for u ∈ D(L0) and v ∈ g1/40 D(
√
L)
Q(u, v) = (L0u, v)0.
Here, we recall a well-known lemma on Freidrich’s mollifier. Take ρ(x) ∈
C∞0 (R
m) such that ρ(x) = 0 for |x| > 1 and ∫
Rm
ρ(x)dx = 1. For a sufficiently
small δ > 0, we put ρδ(x) = δ
−mρ(x/δ) and let the operator ρδ∗ be defined by
ρδ∗ : u→ ρδ ∗ u(x) =
∫
Rm
ρδ(x− y)u(y)dy.
We also put [
ρδ∗, a(x) ∂
∂xj
]
u = ρδ ∗
(
a(x)
∂u
∂xj
)− a(x) ∂
∂xj
(
ρδ ∗ u
)
.
Lemma 2.3. Let a(x) ∈ C1(Rm) be such that
|a|B1 := sup
x∈Rm
∑
|α|≤1
|∂αx a(x)| <∞.
Then, there exists a constant C > 0 independent of δ > 0 such that
(2.15)
∥∥∥[ρδ∗, a(x) ∂
∂xj
]
u
∥∥∥
L2(Rm)
≤ C|a|B1‖u‖L2(Rm),
and as δ → 0
(2.16)
[
ρδ∗, a(x) ∂
∂xj
]
u→ 0, in L2(Rm)
for any u ∈ L2(Rm).
Proof. We have[
ρδ∗, a(x) ∂
∂xj
]
u =
∫
Rm
u(y)
∂
∂yj
{
ρδ(x− y)
(
a(x) − a(y))} dy.
Noting that
|a(x) − a(y)| ≤ C|a|B1 |x− y|,
∫
|x−y|<δ
|x− y|
∣∣∣∂ρδ
∂yj
(x− y)
∣∣∣dy < C,
we obtain (2.15). To prove (2.16), we only have to consider the case in which
u ∈ C∞0 (Rm). Then, we have
a(x)
∂
∂xj
ρδ ∗ u− ρδ ∗
(
a(x)
∂
∂xj
u
)
=
∫
Rn
(
a(x)− a(y))ρδ(x− y) ∂u
∂yj
(y)dy.
Noting that∫
|x− y|ρδ(x− y)
∣∣∣ ∂u
∂yj
(y)
∣∣∣dy ≤ Cδ ∫ ρδ(x− y)∣∣∣ ∂u
∂yj
(y)
∣∣∣dy,
we obtain (2.16). 
It is sufficient to prove Theorem 2.2 with D(L) replaced by D(L0). Let u ∈
D(L0). Since g
1/4
0 u ∈ D(
√
L), we have by (1.17)
(2.17)
∑
|α|+β+|γ|≤1
∫
s−2|γ
∣∣∂αy ∂βs ∂γθ u∣∣2sn−k−1dydsdθ <∞.
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We consider the 2nd order derivatives of u ∈ D(L0). Take ρ(y, θ) ∈ C∞0 (Rn−1)
such that ρ(y, θ) = 0 for |y|2+|θ|2 > 1 and ∫
Rn−1
ρ(y, θ)dydθ = 1. We put ρδ(y, θ) =
δ−(n−1)ρ(y/ρ, θ/ρ). Note that the operator ρδ∗ has the property in Lemma 2.3 with
L2(Rm)-norm replaced by ‖ · ‖ = ‖ · ‖0,0,0.
Lemma 2.4. If u ∈ D(L0), then ρδ ∗ u ∈ D(L0), and L0(ρδ ∗ u)→ f in L2(M)
as δ → 0.
Proof. If u ∈ D(L0), letting L0u = f , we have for v ∈ g1/40 D(
√
L), Q(u, v) =
(f, v)0. We replace v by ρδ ∗ v. Then, since ρδ∗ is self-adjoint and commutes with
∂q and ∂θ, we have
QA(u, ρδ ∗ v) = QA(ρδ ∗ u, v) + (f1δ, v)0,
f1δ = (∂p + ∂p log g
−1/4
0 )
∗[ρδ∗, apq(∂q + ∂q log g−1/40 )]u
+ ([∂p + ∂p log g
−1/4
0 , ρδ∗]∗apq(∂q + ∂q log g−1/40 )u,
QB(u, ρδ ∗ v) = QB(ρδ ∗ u, v) + (f2δ, v)0,
f2δ =
(∂α
s
+
∂α
s
log g
−1/4
0
)∗[
ρδ∗, bαβ
(∂β
s
+
∂β
s
log g
−1/4
0
)]
u
+
[∂α
s
+
∂α
s
log g
−1/4
0 , ρδ ∗
]∗
bαβ
(∂β
s
+
∂β
s
log g
−1/4
0
)
u,
QH(u, ρδ ∗ v) = QH(ρδ ∗ u, v) + (f3δ, v)0,
f3δ = (∂p + ∂p log g
−1/4
0 )
∗[ρδ∗, hpα(∂α
s
+
∂α
s
log g
−1/4
0
)]
u
+
[
∂p + ∂p log g
−1/4
0 , ρδ∗]∗hpα
(∂α
s
+
∂α
s
log g
−1/4
0
)
u
+
(∂α
s
+
∂α
s
log g
−1/4
0
)∗
[ρδ∗, hαp(∂p + log g−1/40 )]u
+
[∂α
s
+
∂α
s
log g
−1/4
0 , ρδ ∗
]∗
hαp(∂p + log g
−1/4
0 )u,
QS(u, ρδ ∗ v) = QS(ρδ ∗ u, v) + (f4δ, v)0,
f4δ = ([∂s log g
−1/4
0 , ρδ∗]∗(∂s + ∂s log g−1/40 )u.
Summing up these 4 terms, we obtain
Q(u, ρδ ∗ v) = Q(ρδ ∗ u, v) + (
4∑
i=1
fiδ, v)0.
On the other hand, we have
Q(u, ρδ ∗ v) = (L0u, ρδ ∗ v)0 = (f, ρδ ∗ v)0 = (ρδ ∗ f, v)0.
Therefore, we have
Q(ρδ ∗ u, v) = (ρδ ∗ f, v)0 − (
4∑
i=1
fiδ, v)0.
Since this holds for all v ∈ g−1/40 D(
√
L), we see that ρδ ∗ u ∈ D(L0) and
L0(ρδ ∗ u) = ρδ ∗ f −
4∑
i=1
fiδ.
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Since u ∈ H1(M), by Lemma 2.3, L0(ρδ ∗ u)→ f in ‖ · ‖0,0,0 norm as δ → 0. This
proves the lemma. 
As a formal differential operator, L0 is rewritten as
L0 = L
(0)
A + L
(0)
S + L
(0)
B + L
(0)
H + L
(0)
R ,
L
(0)
A = −∂p
(
apq∂q
)
, L
(0)
S = −s−(n−k−1)∂s
(
sn−k−1∂s
)
,
L
(0)
B = −
∂α
s
(
bαβ
∂β
s
), L
(0)
H = −
(
∂p
(
hpα
∂α
s
) +
∂α
s
(
hαp∂p)
)
,
where L
(0)
R consists of first order and zeroth order terms of differential operators
∂p,
∂α
s , ∂s with bounded coefficients. We also decompose the quadratic form Q as
Q(u, v) = Q
(0)
A (u, v) +Q
(0)
S (u, v) +Q
(0)
B (u, v) +Q
(0)
H (u, v) +Q
(0)
R (u, v),
Q
(0)
A (u, v) =
(
apq∂qu, ∂pv
)
0
,
Q
(0)
S (u, v) =
(
∂su, ∂sv
)
0
,
Q
(0)
B (u, v) =
(
bαβ
∂β
s
u,
∂α
s
v
)
0
,
Q
(0)
H (u, v) =
(
hpα
∂α
s
u, ∂pv
)
0
+
(
hαp∂pu,
∂α
s
v
)
0
,
Q
(0)
R (u, v) = (L
(0)
R u, v)0.
We are going to estimate ReQ
(0)
E (u, L
(0)
F u), F 6= S, from below. In the follow-
ing, o(H2) denotes a term which is estimated as follows: For any ǫ > 0, there exists
a constant Cǫ > 0 such that
(2.18)
∣∣o(H2)| ≤ ǫ ∑
a+b+c≤2,b≤1
‖u‖2a,b,c + Cǫ‖u‖2H1 .
We put
m(δ) = max
p,α
sup
0<s<δ,y,θ
(|hpα(y, s, θ)|+ |hαp(y, s, θ)|).
By the assumption (D), m(δ)→ 0 as δ → 0.
Lemma 2.5. There exists a constant C > 0 such that if u is in D(L0) and three
times differentiable with respect to y and θ, we have
(2.19) ‖u‖22,0,0 ≤ CReQ(0)A (u, L(0)A u) + o(H2),
(2.20) ‖u‖21,0,1 ≤ CReQ(0)B (u, L(0)A u) + o(H2),
(2.21) ‖u‖21,1,0 ≤ CReQ(0)S (u, L(0)A u) + o(H2),
(2.22)
∣∣Q(0)H (u, L(0)A u)∣∣ ≤ Cm(δ) ∑
a+b+c≤2,b≤1
‖u‖2a,b,c,
(2.23) Q
(0)
R (u, L
(0)
A u) = o(H
2).
38 1. SPECTRAL AND SCATTERING THEORY
Proof. By integration by parts if necessary, ReQ
(0)
R (u, L
(0)
A u) consists of the
terms like e.g.,
(· · · ∂qu, · · ·∂p ∂β
s
u)0, (· · · ∂qu, · · · ∂β
s
u)0,
which proves (2.23). Similar integration by parts yields (2.22), (2.21), (2.19). We
prove (2.20). By integration by parts,
Q
(0)
B (u, L
(0)
A u) = (b
αβ∂p
∂β
s
u, apq∂q
∂α
s
u)0 + o(H
2).
Let C(η) be the cube in (y, θ) of size η with center at the origin. We take a partition
of unity {χj} such that
∑
j χ
2
j = 1 and each χj is a translation of fixed χ which has
support inside C(2η) and χ = 1 on C(η). Let Cj(η) be the associated translation
of C(η) and xj the center of Cj(η). Inserting 1 =
∑
j χ
2
j , we have
Q
(0)
B (u, L
(0)
A u) =
∑
j
(
bαβ∂p
∂β
s
(χju), a
pq∂q
∂α
s
(χju)
)
0
+ o(H2).
We put
apqj = a
pq(xj), b
αβ
j = b
αβ(xj).
Given ǫ > 0, taking η small enough independently of j, we have
Re
(
bαβ∂p
∂β
s
(χju), a
pq∂q
∂α
s
(χju)
)
0
≥ Re (bαβj ∂p ∂βs (χju), apqj ∂q ∂αs (χju))0 − ǫ‖χju‖21,0,1.
(2.24)
Since
(
apqj
)
,
(
bαβj
)
are positive definte matrices corresponding to independent vari-
ables y, θ, by passing to the Fourier transform with respect to y and θ, we have
(2.25) Re
(
bαβ∂p
∂β
s
(χju), a
pq
j ∂q
∂α
s
(χju)
)
0
≥ C0
(
(−∆θ
s2
)χju, (−∆y)χju
)
0
,
where ∆y and ∆θ are the Laplacians with respect to y and θ, and C0 is a positive
constant independent of j. It is easy to show that
(2.26) ‖χj‖21,0,1 ≤ C
((
(−∆θ
s2
)χju, (−∆y)χju
)
0
+ ‖χju‖2H1
)
.
The inequalities (2.24), (2.25) and (2.26) prove (2.20). 
Similarly, one can prove the following two lemmas .
Lemma 2.6. There exists a constant C > 0 such that if u is in D(L0) and three
times differentiable with respect to y and θ, we have
(2.27) ‖u‖21,0,1 ≤ CReQ(0)A (u, L(0)B u) + o(H2),
(2.28) ‖u‖20,0,2 ≤ CReQ(0)B (u, L(0)B u) + o(H2),
(2.29) ‖u‖21,1,0 ≤ CReQ(0)S (u, L(0)B u) + o(H2),
(2.30)
∣∣Q(0)H (u, L(0)B )∣∣ ≤ Cm(δ) ∑
a+b+c≤2,b≤1
‖u‖2a,b,c,
(2.31) Q
(0)
R (u, L
(0)
B u) = o(H
2).
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Lemma 2.7. There exists a constant C > 0 such that if u is in D(L0) and three
times differentiable with respect to y and θ, we have for E 6= H∣∣Q(0)E (u, L(0)H u)∣∣ ≤ Cm(δ) ∑
a+b+c≤2,b≤1
‖u‖2a,b,s.
The following estimates are our main purpose.
Lemma 2.8. There exists a constant C > 0 such that for any u ∈ D(L0)
(2.32)
∑
a+b+c≤2,b≤1
‖u‖a,b,c ≤ C
(‖L0u‖+ ‖u‖H1),
(2.33) ‖(∂2s + n− k − 1s ∂s)u‖ ≤ C(‖L0u‖+ ‖u‖H1).
Proof. By virue of Lemma 2.4, we only have to prove this lemma when u is
sufficiently smooth with respect to y and θ. Let L0u = f . We put v = L
(0)
A u in the
quadratic form Q(u, v) = (f, v)0. Then,
Q
(0)
A (u, L
(0)
A u) +Q
(0)
S (u, L
(0)
A u) +Q
(0)
B (u, L
(0)
A u)
+Q
(0)
H (u, L
(0)
A u) +Q
(0
R (u, L
(0)
A u) = (f, L
(0)
A u)0.
(2.34)
By Lemma 2.5, we have
−ReQ(0)S (u, L(0)A u) ≤ o(H2), −ReQ(0)B (u, L(0)A u) ≤ o(H2),
−ReQ(0)H (u, L(0)A u) ≤ Cm(δ)
∑
a+b+c≤2,b≤1
‖u‖2a,b,c, −ReQ(0)R (u, L(0)A u) ≤ o(H2).
We take ǫ > 0 small enough, and put
oǫ(H
2) = ǫ
∑
a+b+c≤2,b≤1
‖u‖2a,b,c + Cǫ‖u‖2H1 .
Noting that Q
(0)
A (u, L
(0)
A u) = ‖L(0)A u‖2, we have by (2.34), choosing δ small enough
‖L(0)A u‖2 ≤ C‖f‖2 + oǫ(H2).
Using (2.19), we then have
(2.35) ‖u‖22,0,0 ≤ C‖f‖2 + oǫ(H2).
By the similar argumens, we have
‖L(0)B u‖2 ≤ C‖f‖2 + oǫ(H2),
(2.36) ‖u‖20,0,2 ≤ C‖f‖2 + oǫ(H2),
‖L(0)H u‖2 ≤ C‖f‖2 + oǫ(H2),
(2.37) ‖u‖21,0,1 ≤ C‖f‖2 + oǫ(H2),
‖L(0)R u‖2 ≤ C‖f‖2 + oǫ(H2).
Since L0 = L
(0)
A + L
(0)
S + L
(0)
B + L
(0)
H + L
(0)
R , we then have
‖L(0)S u‖2 ≤ C‖f‖2 + oǫ(H2).
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This yields
(2.38) ‖(∂2s + n− k − 1s )u‖2 ≤ C‖f‖2 + oǫ(H2).
Summing up (2.35), (2.35), (2.35) and (2.38), we get finally
‖u‖2
H˜2
≤ C‖f‖+ ǫ‖u‖2
H˜2
+ Cǫ‖u‖2H1 .
This proves the lemma. 
Theorem 2.2 now follows from Lemma 2.8. In particular, for any u ∈ D(L),
Lu = LAu+ LSu+ LBu+ LHu,
where each term of the right-hand side makes sense in the sense of distribution and
belongs to L2(M).
2.2. Limit metric and its perturbation. We return to our manifoldM of
the form (0.1). We need to change the definition of Sκ in (0.9) as follows. Let
{χj}j∈JM be the set of partition of unity on M , and define p(m)j (f) by (2.1). We
put
pM (f) =
∑
j∈JM
p
(2)
j (f)
=
∑
j∈JM
sup
y,s,θ
∑
|α|+β+|γ|≤2
s−|γ|
∣∣∂αy ∂βs ∂γθ (χjf(y, s, θ))∣∣.
Definition 2.9. We define Sκ to be the set of C∞((0,∞);C2(M reg))-functions
f on M satisfying
(2.39) pM
(
∂ℓrf(r)
) ≤ C(1 + r)κ−ℓ, ∀ℓ ≥ 0.
The assumptions on M are as follows.
• K is a relatively compact n-dimensional regular conic manifold.
• Each end Mi (i = 1, · · · , N + N ′) is an n-dimensional CMGA with the
following properties. There exist an (n−1)-dimensional CMGA Mi and a
family of metrics hi(r, x, dx) (r > 0) on Mi such thatMi is diffeomorphic
to (0,∞)×Mi and equipped with the metric
ds2i = (dr)
2 + ρi(r)
2hi(r, x, dx),
where ρi(r) satisfies (A-2), (A-3). Moreover, there exists a metric hMi(x, dx)
as a CMGA on Mi such that
hi(r, x, dx) − hMi(x, dx) ∈ S−γ0,i , γ0,i > 1.
Remark 2.10. The above assumption is stronger than actually needed. In Defi-
nition 2.9, we have only to assume that f ∈ Sκ if and only if C2((0,∞);C2(M reg))-
functions f on M satisfying
pM
(
∂ℓrf(r)
) ≤ C(1 + r)κ−ℓ, 0 ≤ ℓ ≤ 2.
For the assumption for the metric gij, this is still stronger. However, in order not
to make the assumption too complicated, we proceed under the above condition.
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Our main concern for the conic singularities in the previous subsection is the
local structure of the singular set M sing and the regularity of the domain of the
Laplacian. They are obviously invariant by the multiplication by C1-functions to
the metric. Then we can assume without loss of generality that for each end Mi
Msingi = (0,∞)×M singi ,
and M singi has the structure described in the previuous section. We omit the
subscript i for the sake of simplicity. AroundMsing, letting x = (y, z) be the local
coordinate on M , s = |z|, ω = z/s and θ the local coordinate on Sn−k−1, the
Riemannian metric of M is rewritten as
g =(dr)2 + ρ(r)2
( k∑
p,q=1
apq(r, y, s, θ)dy
pdyq + ds2
+ s2
n−1−k∑
ℓ,m=1
bℓm(r, y, s, θ)dω
ℓdωm + s
k∑
p=1
n−1−k∑
ℓ=1
hpℓ(r, y, s, θ)dy
pdωℓ
)
,
(2.40)
where the coefficients apq(r, y, s, θ), bℓm(r, y, s, θ), hpℓ(r, y, s, θ) satisfy the assump-
tions (C-1), (C-2) and (C-3) uniformly with respect to r > 0. Moreover, there exist
a∞pq(y, s, θ), b∞ℓm(y, s, θ), h
∞
pℓ(y, s, θ) such that
pM (∂
m
r α− ∂mr α∞) ≤ Cr−γ0−m,
where α is any of apq(r, y, s, θ), bℓm(r, y, s, θ), hpℓ(r, y, s, θ), and α
∞ is any of
a∞pq(y, s, θ), b
∞
ℓm(y, s, θ), h
∞
pℓ(y, s, θ). Using (2.40), we also see that g satisfies
(2.41) g = ρ(r)2(n−1)s2(n−k−2)g1, C < g1 < C−1
for a constant C > 0.
2.3. Laplacians. The Laplacian −∆M onM has a self-adjoint realization in
L2(M) through the quadratic form ∑i,j(gij∂iu, ∂jv), which is denoted by H . By
Lemma 1.11 and Theorem 2.2, it satisfies
(2.42) D(
√
H) = H1(M),
(2.43) D(H) = H2loc(Mreg) ∩ H˜2(Msingδ ).
We take χreg, χsing ∈ C∞(M) such that χreg + χsing = 1 on M, χreg = 0 on a
small neighborhood of Msing. Choose δ > 0 so that suppχsing ⊂Msingδ . We put
Pa,b,c,d(u) =
( ∑
|α|≤a,β≤b
|γ|≤c,κ≤d
sn−k−1−2|γ|ρ(r)−2(|α|+β+|γ|)
∣∣∣∂αy ∂βs ∂γθ ∂κr u∣∣∣2)1/2,
and for t ∈ R, define the H˜2,t(Msingδ ) norm by
‖u‖2
H˜2,t(Msingδ )
=
∑
a+b+c+d≤2
b≤1
∫
Msingδ
(1 + r)2tPa,b,c,d(u)
2ρn−1(r)drdydsdθ
+
∫
Msingδ
(1 + r)2t
∣∣∣∂2su+ n− k − 1s ∂su∣∣∣2sn−k−1ρn−1(r)drdydsdθ.
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We also put
‖u‖H˜2(Msingδ ) = ‖u‖H˜2,0(Msingδ ),
(2.44) ‖u‖H˜2(M) = ‖χregu‖H2(Mreg) + ‖χsingu‖H˜2(Msingδ ).
By Lemma 2.8, the following elliptic regularity theorem holds.
Theorem 2.11. There exists a constant C > 0 such that for any u ∈ D(H)
‖u‖H˜2(M) ≤ C(‖Hu‖L2(M) + ‖u‖L2(M)).
By our assumption, each endMi is diffeomorphic to (0,∞)×Mi. Recalling that
Mi has two metrics hi(r, x, dx) and hMi(x, dx), let Λi(r) and Λi be the associated
Laplace-Beltrami operators on Mi, respectively. By the same arguments as above,
−ρ(r)−2Λi(r) and −ρ(r)−2Λi have self-adjoint realizations in L2(Mi) as Friedrichs
extensions, which are denoted by Bi(r) and Bi. Therefore,
−∆M = − ∂
2
∂r2
− ∂rgi
2g
∂
∂r
+Bi(r) on Mi,
Bi(r) = ρi(r)
−2Λi(r) on Mi.
They satisfy
D(
√
Bi(r)) = D(
√
Bi) = H
1(Mi).
We impose the Dirichlet boundary condition at r = 1, and let Hi and H0,i be the
Laplacians on M˜i = (1,∞)×Mi associated with metrics (dr)2 + ρi(r)2hi(r, x, dx)
and (dr)2 + ρi(r)
2hi(x, dx), respectively. They are the Friedrichs extensions of the
Laplace operators restricted to C∞0 (M˜i). Hence (2.42) and (2.43) hold also for Hi
and H0,i.
We derive resolvent equations for Hi and H restricted to Mi. Let
R(z) = (H − z)−1, Ri(z) = (Hi − z)−1.
Take χi ∈ C∞(M) such that
χi =
{
1 on (2,∞)×Mi ⊂Mi,
0 on
(
(0, 1)×Mi
) ∪ (M\Mi).
Since the elements in the domains of H and Hi are twice differentiable with respect
to r, and χi depends only on r, we have
(2.45) χiRi(z)f ∈ D(H), ∀f ∈ L2(M˜i),
(2.46) χiRi(z)f = R(z)χif +R(z)[H,χi]Ri(z)f.
Conversely, we have
(2.47) χiR(z)f ∈ D(Hi), ∀f ∈ L2(M),
(2.48) χiR(z)f = Ri(z)χif +Ri(z)[Hi, χi]R(z)f.
We have thus finished preliminary consideration for the Laplacian on CMGA.
We add here two more facts which are useful to study the cusp end.
2. LAPLACIAN ON CONIC MANIFOLD 43
2.4. Functional calculus. We introduce a formula due to Helffer-Sjo¨strand
[46] on the representation of functions of self-adjoint operators in terms of their
resolvents. We use the following notation.
C ∋ z = x+ iy, ∂z = 1
2
(
∂x + i∂y
)
, dzdz = −2idxdy.
Lemma 2.12. If f(x) ∈ C∞(R) satisfies for some s ∈ R
(2.49) |f (k)(x)| ≤ Ck(1 + |x|)s−k, ∀k ≥ 0,
there exists F (z) ∈ C∞(C), called an almost analytic extension of f(x), satisfying
F (x) = f(x), x ∈ R,∣∣F (z)∣∣ ≤ C(1 + |z|)s, z ∈ C,∣∣∂zF (z)∣∣ ≤ CN ∣∣Im z∣∣N (1 + |z|)s−1−N , ∀N ≥ 0, z ∈ C,
suppF (z) ⊂ {z ∈ C ; ∣∣Im z∣∣ ≤ 2 + 2∣∣Re z∣∣}.
One can take F (z) ∈ C∞0 (C), if f(x) ∈ C∞0 (R).
Lemma 2.13. If f(x) satisfies (2.49) for some s < 0,
(2.50) f(A) =
1
2πi
∫
C
∂zF (z)(z −A)−1dzdz
holds for any self-adjoint operator A, where F is an almost analytic extension of f .
For the proof, see [31], p. 392.
This formula is suitable to deal with the perturbation f(B) − f(A). For two
self-adjoint operators A and B, assume that D(A) = D(B) and (A − B)(i + A)−1
and (A−B)(i +B)−1 are bounded operators. Then, we have for any ϕ ∈ C∞0 (R)
(2.51) ϕ(B)− ϕ(A) = 1
2πi
∫
C
∂zϕ˜(z) (z −B)−1(B −A)(z −A)−1dzdz,
where ϕ˜ ∈ C∞0 (C) is an almost analytic extension of ϕ. This is formally obvious by
the resolvent equation. We show the convegence of the integral of the right-hand
side. In fact, we have
‖(B−A)(z−A)−1‖ ≤ ‖(B−A)(i+A)−1‖‖(i+A)(z−A)−1‖ ≤ C‖(i+A)(z−A)−1‖.
By using the spectral decomposition of A, we have
‖(i+A)(z −A)−1‖ ≤ sup
λ∈R
∣∣∣∣ i+ λz − λ
∣∣∣∣ ≤ C|Im z|−1(1 + |z|).
Using the estimate ∣∣∂zϕ˜(z)∣∣ ≤ C|Im z|2(1 + |z|)−4,
we see that the right-hand side of (2.51) is a bounded operator.
Returning to our manifold M, we pick up one end (0,∞) ×M equipped with
the metric ds2 = (dr)2 + ρ(r)2h(r, x, dx). Let hM (x, dx) be the limit metric on M
satisfying
h(r, x, dx) − hM (x, dx) ∈ S−γ
for γ > 0. Let Λ(r) be the Laplace-Beltrami operator on M associated with the
metric h(r, x, dx).
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Lemma 2.14. For any ϕ ∈ C∞0 (R), ϕ(Λ(r)) is strongly differentiable on L2(M)
with respect to r > 0 and satisfies
(2.52)
∥∥∥( d
dr
)ℓ
ϕ(Λ(r))
∥∥∥ ≤ Cn(1 + r)−ℓ−γ , ∀ℓ ≥ 1.
(2.53)
∥∥∥[ϕ(Λ(r)), g′
g
]∥∥∥ ≤ C(1 + r)−1−γ ,
Proof. By (2.2), D(Λ(r)) is independent of r > 0. In view of (2.7), for any
u ∈ D(Λ(r)), each term in Λ(r)u is differentiable with respect to r. Let us check
it for the most delicate term LSu. Letting h(r, x) = s
2(n−k−2)h0(r, x), we have
C ≤ h0 ≤ C−1 and
LS = −
√
h0
(
∂2s +
n− k − 2
s
∂s
)
− ∂s
√
h0√
h0
∂s.
Therefore, LSu is differentiable with respect to r. This proves that (z −Λ(r))−1 is
strongly differentiable with respect to r > 0. Using (2.51) and arguing as above,
we obtain (2.52).
By virtue of (2.50), we have[
ϕ(Λ(r)),
g′
g
]
=
1
2πi
∫
C
∂zϕ˜(z)(z − Λ(r))−1
[
Λ(r),
g′
g
]
(z − Λ(r))−1dzdz.
Since g′/g ∈ S−γ , [Λ(r), g′/g] is a 1st order differential operator with coefficients
decaying like r−1−γ . This proves (2.53). 
2.5. 1-dimensional equation. We summarize here basic facts about the 1-
dimensional Helmholtz equation, since they elucidate the role of radiation condition
and are also utilized in the spectral analysis of cusp.
Lemma 2.15. Consider the equation on R1:
− u′′ − k2u = f for −∞ < r <∞.
Assume that k > 0, u = 0 for r < 1, and f ∈ L1(0,∞).
(1) If limr→∞
∣∣u′(r)− iku(r)∣∣ = 0, we have
(2.54) u(r) =
i
2k
∫ ∞
0
eik|r−s|f(s)ds,
(2.55)
∣∣u′(r) − iku(r)∣∣ ≤ ∫ ∞
r
|f(s)|ds.
(2) If furthermore limr→∞ |u(r)| = 0, we have
(2.56) |u(r)| ≤ 1
k
∫ ∞
r
|f(s)|ds,
(2.57)
∫ ∞
0
(1 + r)2(s−1)|u|2dr ≤ Ck,s
∫ ∞
0
(1 + r)2s|f(r)|2dr,
for any s > 1/2, where the constant Ck,s is independent of k when k varies over a
compact interval in (0,∞).
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Proof. Let g0(k, r, s) =
i
2k e
ik|r−s|. For 0 < r < a, by integration by parts
−
∫ a
0
u′′(s)g0(k, r, s)ds = u(r) +
eik(a−r)
2ik
(u′(a)− iku(a)) + k2
∫ a
0
u(s)g0(k, r, s)ds.
Using the equation, we have
(2.58) u(r) +
eik(a−r)
2ik
(u′(a)− iku(a)) = i
2k
∫ a
0
eik|r−s|f(s)ds.
Letting a→∞, we obtain (2.54). This and (2.58) yield
u′(a)− iku(a) = eik(r−a)
∫ ∞
a
eik|r−s|f(s)ds,
which implies (2.55). If limr→∞ |u(r)| = 0, we have
∫ ∞
0
e−iksf(s)ds = 0, hence
(2.59) u(r) =
∫ ∞
r
sink(r − s)
k
f(s)ds,
which yields (2.56).
Let us recall well-known Hardy’s inequality: Let h(r) ∈ L1((0,∞); dr) and put
w(r) =
∫ ∞
r
h(t)dt. Then for s > 1/2,
(2.60)
∫ ∞
0
r2(s−1)|w(r)|2dr ≤ 4
(2s− 1)2
∫ ∞
0
r2s|h(r)|2dr.
(See e.g. [51], p. 106). This and (2.59) imply (2.57). 
3. Transformation of the metric
We pick up one endMi ofM, omit the subscript i and consider the perturbed
warped product metric
(3.1) ds2 = (dr)2 + ρ(r)2h(r, x, dx)
on (0,∞)×M having the property
(3.2) h(r, x, dx) − hM (x, dx) ∈ S−γ .
The perturbation term h(r, x, dx) − hM (x, dx) is said to be short-range if γ > 1 in
(3.2), and long-range if 0 < γ ≤ 1. In the study of spectral properties of the associ-
ated Laplace operator, the former can be dealt with by the standard perturbation
technique, however the latter requires involved analysis. In this section, given a
metric
(3.3) ds2 = a(t, z)(dt)2 + 2w(t)bi(t, z)dtdz
i + w(t)2cij(t, z)dz
idzj,
where z = (z1, · · · , zn−1) are local coordinates on M , we seek the condition under
which we can transform this metric into the perturbed warped product form (3.1).
The decay order γ in (3.2) will be affected by the growth order of the volume of the
manifold. For the sake of simplicity, we consider the case in whichM has no conic
singularities hence the metric is C∞. Let {Uj}j∈J be a finite open covering of M ,
each Uj being diffeomorphic to a bounded open subset Vj ⊂ Rn−1. We assume that
there exists an r0 > 0 such that for r > r0,M is covered by {(r0,∞)×Uj}j∈J . We
take one of Uj , assume that z ∈ Vj and omit the subscript j.
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Assume that
(3.4) w(t)−1 ∈ S−κ,
(3.5) a(t, z)− 1 ∈ S−λ,
(3.6) bi(t, z) ∈ S−µ,
(3.7) cij(t, z)− hij(z) ∈ S−ν ,
where κ, λ, µ, ν are constants such that
(3.8) κ > 1/2, λ > 1, µ > 0, ν > 0, κ+ µ > 1,
hij(z)dz
idzj is a C∞ metric on M , and Sκ is defined as in (0.9). Letting y = (t, z),
we rewrite (3.3) as
ds2 = gijdy
idyj ,
(
gij
)
=
(
1 0
0 w
)(
a tb
b c
)(
1 0
0 w
)
,
where tb = (b1, · · · , bn−1), c = (cij). Therefore, its inverse is written as(
gij
)
=
(
1 0
0 w−1
)(
a˜ tb˜
b˜ c˜
)(
1 0
0 w−1
)
,
where
(3.9) a˜− 1 ∈ S−λ, b˜ ∈ S−µ, c˜− h˜ ∈ S−ν , h˜ = (h˜ij) = (h˜ij)−1.
Define the classical Hamiltonian H by
H(t, z, τ, ζ) = a˜τ2 + 2w−1b˜iτζi + w−2c˜ijζiζj .
We rewrite it as
H(t, z, τ, ζ) = τ2 +K(t, z, τ, ζ),
K = (a˜− 1)τ2 + 2w−1b˜iτζi + w−2c˜ijζiζj .
By (3.9), we have as a function of t, z
(3.10) K ∈ S−m, m = min{λ, κ+ µ, 2κ}.
The assumption (3.8) implies
(3.11) m = 1 + ǫ0, ǫ0 > 0.
Letting ˙=
d
dr
, we solve the Hamilton equation
(3.12)

t˙ =
∂H
∂τ
, z˙ =
∂H
∂ζ
,
τ˙ = −∂H
∂t
, ζ˙ = −∂H
∂z
,
with the condition at infinity
(3.13) t(r) − r → 0, z(r)→ x, τ(r)→ 1/2, ζ(r)→ 0,
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where x ∈ V . Note that, since ∂H∂τ → 2τ as t → ∞, the condition τ(r) → 1/2 is
compatible with t(r)−r → 0. Then, τ , z and ζ should satisfy the integral equations
2τ − 1 = 2
∫ ∞
r
∂H
∂t
dr′,
z − x = −
∫ ∞
r
∂H
∂ζ
dr′,
ζ =
∫ ∞
r
∂H
∂z
dr′,
(3.14)
and t should satisfy the integro-differential equation
dt
dr
= 1 + 2
∫ ∞
r
∂H
∂t
dr′ +
∂K
∂τ
.
Letting
X(r) = X(r, x) =
(
t(r)− r, z(r)− x, τ(r) − 1/2, ζ(r)),
X˜(r) = X˜(r, x) =
(
t(r), z(r), τ(r), ζ(r)
)
,
X∞(r) = X∞(r, x) = (r, x, 1/2, 0),
(hence X˜(r) = X(r) +X∞), we put
U0(X(r)) = 2
∫ ∞
r
∂H
∂t
(X˜(r′))dr′ +
∂K
∂τ
(X˜(r)),
U(X(r)) =
∫ ∞
r
(
−U0(X˜(r′)),−∂H
∂ζ
(X˜(r′)),
∂H
∂t
(X˜(r′)),
∂H
∂z
(X˜(r′))
)
dr′.
Then, t should satisfy
(3.15) t− r = −
∫ ∞
r
U0(X(r
′))dr′.
Note that∫ ∞
r
U0(X(r
′))dr′ =
∫ ∞
r
(
2(r′ − r)∂K
∂t
(X˜(r′)) +
∂K
∂τ
(X˜(r′))
)
dr′.
By (3.14) and (3.15), the differential equation (3.12) with the condition at infinity
(3.13) is converted to the integral equation
(3.16) X(r, x) = U(X∞(r, x) +X(r, x)).
Define the norm ‖ · ‖ by
‖X‖ = sup
(r,x)∈(r0,∞)×V
|X(r, x)|.
The conditions (3.10) and (3.11) imply that for a sufficiently small ǫ, r−10 > 0, U is
a contraction mapping in the ball
Bǫ,r0 = {X ∈ C((r0,∞)× V ) ; ‖X‖ ≤ ǫ}.
We then have:
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Lemma 3.1. There exists a unique solution X(r, x) of the equation (3.16). It
satisfies
(3.17) |∂ℓr∂αxX(r, x)| ≤ Cℓαr−ℓ−ǫ0 , ∀ℓ, α.
Moreover, the differential of the map (t, z)→ (r, x) is I +O(r−ǫ0 ).
Lemma 3.2. As a 2-form with respect to r, x, we have
dτ ∧ dt+
n−1∑
i=1
dζi ∧ dzi = 0.
Proof. Let y = (t, z), η = (τ, ζ) and θ = (r, x). Then
dτ ∧ dt+
n−1∑
i=1
dζi ∧ dzi =
∑
j<k
[η, y]jk dθ
j ∧ dθk,
[η, y]jk =
∂η
∂θj
· ∂y
∂θk
− ∂η
∂θk
· ∂y
∂θj
.
Noting that
∂
∂r
(
∂η
∂θj
· ∂y
∂θk
)
= − ∂
2H
∂yi∂ym
∂ym
∂θj
∂yi
∂θk
+
∂2H
∂ηi∂ηm
∂ηi
∂θk
∂ηm
∂θj
is symmetric with respect to j and k, we have ∂∂r [η, y]jk = 0. Lemma 3.1 implies
[η, y]jk → 0 as r →∞. Hence [η, y]jk = 0, which proves Lemma 3.2. 
By Lemma 3.1, the map (r, x)→ (t, z) is a global diffeomorphism on (r0,∞)×
M . We invert it to get r = r(t, z), x = x(t, z), τ = τ(t, z), ζ = ζ(t, z). Lemma 3.2
implies
∂ζj
∂zk
=
∂ζk
∂zj
,
∂ζj
∂t
=
∂τ
∂zj
, 1 ≤ j, k ≤ n− 1.
Recalling that
(3.18) τ(r) − 1
2
=
∫ ∞
r
∂H
∂t
(X˜(r′))dr′ = O(r−1−ǫ0 ),
we define
ϕ(t, z) =
t
2
−
∫ ∞
t
(
τ(t′, z)− 1
2
)
dt′.
Lemma 3.3. There exists t0 > 0 such that for t > t0,
(1) ∂tϕ(t, z) = τ(t, z),
(2) ∂zϕ(t, z) = ζ(t, z),
(3) H(t, z, ∂tϕ(t, z), ∂zϕ(t, z)) = 1/4,
(4) |∂ℓt∂αz
(
ϕ(t, z)− t/2)| ≤ Cℓαt−ǫ0−ℓ, ∀ℓ, α,
(5) ϕ(t, z) = r(t, z)/2.
Proof. The assertion (1) is obvious, and (2) follows from
∂ϕ
∂zj
= −
∫ ∞
t
∂τ
∂zj
dt′ = −
∫ ∞
t
∂ζj
∂t′
dt′ = ζj(t, z).
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Since the energy is conserved, H(t, z, τ, ζ) is constant along the orbit, which turns
out to be 1/4 by letting r → ∞. The assertion (4) follows from (3.18) and (3.10).
Using (1), (2) and (3), we have
∂ϕ
∂r
=
∂ϕ
∂t
∂t
∂r
+
∂ϕ
∂z
· ∂z
∂r
= τ
∂t
∂r
+ ζ
∂z
∂r
= τ
∂H
∂τ
+ ζ · ∂H
∂ζ
= 2H = 1/2.
Therefore, ϕ(t, z) − r/2 is independent of r. On the other hand ϕ(t, z) − r/2 → 0
as r→∞. This proves ϕ = r/2. 
The diffeomorphism (r, x) → (t, z) induces r-dependent local coordinates z =
z(r, x) on M . As r →∞, they converge to local coordinates z(x) on M .
Theorem 3.4. Assume (3.4) ∼ (3.8), and hij be as in (3.7). Then, in the
coordinate system (r, x), the Riemannian metric (3.3) is written as
(3.19) ds2 = (dr)2 + w(r)h(r, x, dx)
where h(r, x, dx) is a Riemmanian metric on M and satisfies
(3.20) hij(r, x) − hij(z(x)) ∈ S−min{ν,ǫ0}.
Proof. We put y = (t, z), y = (r, x). Then, the Hamiltonain is written as
H = gij(y)ηiηj = g
ij(y)ηiηj ,
where η = (τ, ζ). Using Lemma 3.3, we have
g00 = gij
∂y0
∂yi
∂y0
∂yj
= gij
∂r
∂yi
∂r
∂yj
= 4gij
∂ϕ
∂yi
∂ϕ
∂yj
= 4H = 1,
g0k = gij
∂y0
∂yi
∂yk
∂yj
= gij
∂r
∂yi
∂xk
∂yj
= 0, 1 ≤ k ≤ n− 1,
Here, in the 2nd line, we have used
0 =
∂xk
∂r
=
∂xk
∂yj
∂yj
∂r
=
∂xk
∂yj
gijηi =
1
2
∂xk
∂yj
gij
∂r
∂yi
.
Therefore, the Riemannain metric has the form
ds2 = (dr)2 +
∑
1≤i,j≤n−1
gijdx
idxj .
We observe the matrix
(
gij
)
1≤i,j≤n−1 with
gij = g00
∂t
∂yi
∂t
∂yj
+ 2g0k
∂t
∂yi
∂zk
∂yj
+ gkℓ
∂zk
∂yi
∂zℓ
∂yj
.
Since g00 = O(1), g0k = O(w) and gkℓ = w
2ckℓ, we have
gij = w
2
(
cij +O(r
−ǫ0)
)
,
from which we can derive the lemma. 
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The above theorem says that the metric of the form (3.3) can be transformed
to (3.19) if
w(t) ∼ exp
(
c0t+
β
1− αt
1−α
)
, or tβ with β > 1/2.
Let us consider the case w(t) = tβ for large t. Then, (3.19) is a short-range
perturbation of (dr)2+w(r)2hM when min{ν, ǫ0} > 1, and long-range perturbation
when min{ν, ǫ0} ≤ 1. Since κ = β, (3.19) is a short-range perturbation of (dr)2 +
w(r)2hM only when β > 1. For 1/2 < β ≤ 1, it is a long-range perturbation. The
border-line case appears when the metric is Euclidean. This fact is pointed out by
Bouclet [14]. He also mentions that there appears a conformal factor in front of
hij(z(x)) in Theorem 3.4. This is because he solves the Hamilton equation as an
initial value problem with data on a surface {t = t0}. If, as has been done above, we
solve it as the Cauchy problem from infinity, the conformal factor does not appear.
4. Rellich-Vekua type theorem
4.1. Volume growth condition. The aim of this section is to derive a decay
rate of solutions to the Helmholtz equation near infinity of an end (0,∞) × M ,
which is crucial to study the spectral theory for the Laplacian, in particular for
the discreteness or the non-existence of eigenvalues embedded in the continuous
spectrum. This property is closely related to the volume growth of the manifold at
infinity. We consider only the growing metric satisfying the following assumption:
(VG) There exist a non-negative constant c0 and positive constants α0, β0, γ0, r0
such that
(4.1)

ρ′
ρ
− c0 ∈ S−α0 ,
ρ′
ρ
≥ β0
r
, r > r0,
hij(r, x)− hijM (x) ∈ S−γ0 .
Note that (A-2) and (A-3) imply (VG), and that (VG) yields
ρ(r) ≥ ρ(r0)
( r
r0
)β0
, r > r0.
Letting h = det h(r, x, dx), we have g = ρ2(n−1)h, and the assumption on hij implies
h′ = O(r−1−γ0 ). Therefore, we can reformulate (4.1) in terms of g:
(VG)’ There exist a non-negative constant c0 and positive constants α0, β0, r0 such
that
(4.2)

g′
4g
− (n− 1)c0
2
∈ S−α0 ,
g′
4g
≥ (n− 1)β0
2r
, r > r0,
hij(r, x)− hijM (x) ∈ S−γ0 .
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Let S(r) = {r}×M and dS(r) be the surface element of S(r) induced from the
metric ds2. The volume element dV of the end (0,∞)×M is then written as
dV = drdS(r).
Let ‖ · ‖ and ( , ) be the norm and the inner product of L2(M). We say that u
is locally in D(−∆M) if χ(r)u ∈ D(−∆M) for any χ(r) ∈ C∞0
(
(0,∞)). Then the
following theorem holds.
Theorem 4.1. Assume (VG) with
(4.3) α0 > 0, β0 > 0, γ0 > 0.
Let E0 =
(
(n− 1)c0/2
)2
. Suppose u is locally in D(−∆M) and satisfies
(−∆M − E)u = 0, for r > R
for some constants E > E0 and R > 0. If u satisfies
lim inf
r→∞ r
γ
∫
S(r)
(
|u′|2 + ∣∣u∣∣2)dS(r) = 0
for a constant γ > 0, then
(4.4)
∫
r>R
rm
(‖u′‖2 + (Bu, u) + ‖u‖2) dV <∞
for any m > 0, where the operator B = B(r) is defined in (4.11).
As will be shown later, this theorem yields the discreteness of embedded eigen-
values in the continuous spectrum for metrics having growth order β > 0. Much
more significant is the following Rellich-Vekua type theorem which proves the non-
existence of embedded eigenvalues and also plays an important role in the in-
verse problem, however with the trade-off of losing slowly growing metrics of order
0 < β ≤ 1/3.
Theorem 4.2. Assume (VG) with
(4.5) α0 > 0, β0 > 1/3, γ0 > 0.
Let E0 =
(
(n− 1)c0/2
)2
. Suppose u is locally in D(−∆M) and satisfies
(−∆M − E)u = 0, for r > R
for some constants E > E0 and R > 0. If u satisfies
lim inf
r→∞
∫
S(r)
(
|u′|2 + ∣∣u∣∣2)dS(r) = 0,
there exists a constant R1 > 0 such that u = 0 for r > R1.
For the other results on this type of theorem on non-compact manifolds, see
Kumura [70], [71], Ito-Skibsted [58] and the references therein. Note that these
works do not deal with the manifold with conic singularities. Below, we derive this
theorem from growth properties of solutions to an abstract ordinary differential
equation with operator-valued coefficients.
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4.2. Abstract differential equations. Let X be a Hilbert space and con-
sider the following differential equation for an X-valued function u(t):
(4.6) − u′′(t) +B(t)u(t) + V (t)u(t)− λu(t) = 0, t > 0,
λ > 0 being a constant. We assume the following conditions (B) and (V):
(B) For each t > 0, B(t) is a non-negative self-adjoint operator on X having the
following properties:
• the domain D = D(B(t))) of B(t) is independent of t > 0,
• the domain D1 = D(
√
B(t)) of
√
B(t) is independent of t > 0,
• for any x ∈ D, (B(t)x, x) is differentiable with respect to t > 0,
• there exists a closed form bt(·, ·) on D1 such that
d
dt
(B(t)x, x) = bt(x, x), ∀x ∈ D, ∀t > 0,
• there exist positive constants δ, C, ǫ0 such that
(4.7) tbt(x, x) ≤ −δ(B(t)x, x) + Ct−ǫ0(x, x), ∀x ∈ D, ∀t > 0.
We denote this quadratic form bt(x, y) by
( d
dt
B(t)x, y
)
or
(
B′(t)x, y
)
and write
(4.7) as
(4.8) t
dB(t)
dt
≤ −δB(t) + Ct−ǫ0 , ∀t > 0.
(V) For each t > 0, V (t) is bounded self-adjoint on X, V (t) ∈ C1((0,∞);B(X)),
and satisfies
(4.9) ‖V (t)‖+ t∥∥dV (t)
dt
∥∥ ≤ C t−ǫ0 , ∀t ≥ 1,
for a constants C > 0, where ‖ · ‖ is the norm in B(X).
By the solution u(t) of (4.6), we mean that u(t) ∈ C1((0,∞);X), u′′(t) ∈ X
exists almost everywhere on (0,∞), u′′(t) ∈ L1loc((0,∞);X) and
u′(t) = u′(t0) +
∫ t
t0
u′′(s)ds
holds for all t > t0 > 0. Moreover, u(t) ∈ D for any t > 0, and the equation (4.6)
is satisfied on (0,∞).
Theorem 4.3. Assume (B), (V) and for some γ > 0
lim inf
t→∞ t
γ(‖u′(t)‖ + ‖u(t)‖) = 0.
Then ∫ ∞
0
tm
(‖u′‖2 + (Bu, u) + ‖u‖2) dt <∞
for all m > 0, where B = B(t) is defined in (4.11).
The Rellich type theorem is proven by restricting the range of δ.
Theorem 4.4. Assume (B) with δ > 2/3, (V) and
lim inf
t→∞ (‖u
′(t)‖ + ‖u(t)‖) = 0.
Then there exists t2 > 0 such that u(t) = 0, for t > t2.
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Let us derive Theorems 4.1 and 4.2 from Theorems 4.3 and 4.4. Let g =
ρ2(n−1)h, where
(4.10) h = h(r, x) = det
(
hij(r, x)
)
, hM = hM (x) = det
(
hij,M (x)
)
.
Then, the Laplacian is rewritten as
(4.11) −∆M = −∂2r −
∂rg
2g
∂r +B(r), B(r) = − 1√
g
∂xi
(
ρ(r)−2
√
ghij(r, x)∂xj
)
.
Letting ′ = ∂r and noting that
g1/4
(
∂2r +
g′
2g
∂r
)
g−1/4 = ∂2r −
( g′
4g
)2
−
( g′
4g
)′
,
we transform ∆M as
−
( g
hM
)1/4
∆M
( g
hM
)−1/4
= −∂2r +B0(r) + C(r),(4.12)
(4.13) B0(r) =
( g
hM
)1/4
B(r)
( g
hM
)−1/4
,
(4.14) C(r) =
( g′
4g
)2
+
( g′
4g
)′
.
Let X = L2(M) equipped with the inner product
(u, v)X =
∫
M
u(x)v(x)
√
hM (x)dx.
Then, the transformation
L2((0,∞)×M) ∋ u→ v =
( g
hM
)1/4
u ∈ L2((0,∞);X ; dr)
is unitary, B0(r) is self-adjoint on X with domain characterized in Theorem 2.2.
We put
V (t) = C(t)− E0, λ = E − E0.
Then, by virtue of Theorem 2.2, the solution of the equation −∆Mu = Eu is
transformed to an X-valued solution of the ordinary differential equation
(−∂2t +B0(t) + V (t)
)
v = λv, v =
(
g/hM
)1/4
u.
We show that this differential equation satisfies the assumptions (B), (V). Note
that by (4.2)
(4.15)
g′
4g
−
√
E0 ∈ S−α0 ,
which implies
‖V (t)‖ ≤ Ct−α0 , ‖∂tV (t)‖ ≤ Ct−1−α0 .
By Theorem 2.2, D(B0(t)) is independent of t > 0, and by (1.17), D(
√
B0(t)) =
H1(M). Passing to the quadratic form, we see that (B0(t)x, x) is differentiable
with respect to t > 0.
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Lemma 4.5. Let 0 < δ < 2β0. Then, there exist positive constants C, t0 such
that
t
dB0(t)
dt
+ δB0(t) ≤ Ct−γ0 , t > t0.
Proof. Rewrite the left-hand side as
t
dB0(t)
dt
+ δB0(t) = t
dB0(t)
dt
+ 2β0B0(t)− (2β0 − δ)B0(t).
Since B0(r) =
(
h/hM
)1/4
B(r)
(
h/hM
)−1/4
, we have for u ∈ D(B0(t))
(B0(t)u, u) =
∑
i,j
( hij
ρ(t)2
∂xju, ∂xiu
)
+
∑
|α|≤1
(
b1,α∂
α
x u, ∂
α
xu
)
,
where b1,α behaves like
b1,α = O(t
−1−γ0ρ(t)−2).
Therefore,
(
dB0(t)
dt
u, u) = −
∑
i,j
(
cij(t, x)∂xju, ∂xiu
)
+ · · · , cij(t, x) = ∂t
( hij
ρ(t)2
)
.
By (4.1),
cij(t, x) = −2
( hij
ρ(t)2
)ρ′(t)
ρ(t)
+O(t−1−γ0ρ(t)−2).
We then have, again using (4.1),(
cij
) ≤ −2β0
t
( hij
ρ(t)2
)
+O(t−1−γ0ρ(t)−2).
Therefore, we have in the sense of quadratic form
t
dB0(t)
dt
+ 2β0B0(t) ≤ B1(t),
where B1(t) is a 2nd order differential operator on X whose coefficients decay like
t−γ0ρ(t)−2. By the positive definiteness of the matrix
(
hij
)
, we have
B1(t) ≤ (2β0 − δ)B0(t) + Ct−γ0
for a constant C > 0, which proves the lemma. 
Therefore, (B) and (V) are justified.
4.3. Proof of Theorem 4.3. The following method based on integration by
parts is essentially due to Eidus [32]. Let (·, ·), ‖ · ‖ be the inner product and the
norm of X , respectively. For 0 < a < b <∞, we put
J(a,b)(u, v) =
∫ b
a
(u(t), v(t)) dt,
St(u, v) = (u(t), v(t)),
S(u, v)
∣∣∣b
a
= Sb(u, v)− Sa(u, v).
Note the formula
S(u, v)
∣∣∣b
a
= J(a,b)(u
′, v) + J(a,b)(u, v′).
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Take a real-valued C∞-function d(t) on (0,∞) and put v(t) = ed(t)u(t), where
u is a solution to (4.6). Then, it satisfies
(4.16) − v′′(t) + 2d′(t)v′(t) + (B(t) + q(t))v(t) = 0,
q(t) = V (t) + d′′(t)− d′(t)2 − λ.
In the following arguments, we compute under the additional asumption that
(v′(t), v(t)), etc. are real-valued, for the sake of simplicity. This is not essential
at all. In fact, we have only to take the real part in the follwing formulas. Or, in
the practial applications, say X = L2(h), we have only to take the real part of v.
We start from the following identities.
Lemma 4.6. Let v(t) = ed(t)u(t), and ψ = ψ(t) a positive C∞-function on
(0,∞). Then we have for 0 < a < b
S
(
ψv′, v′
)∣∣∣b
a
− S(ψ(B + q)v, v)∣∣∣b
a
= J(a,b)
(
(ψ′ + 4d′ψ)v′, v′
)− J(a,b)((ψ(B + q))′v, v),(4.17)
S
(
ψv′, v
)∣∣∣b
a
− S(ψd′v, v)∣∣∣b
a
− 1
2
S(ψ′v, v)
∣∣∣b
a
= J(a,b)
(
ψv′, v′
)
+ J(a,b)
(
ψ(B + q)v, v
)
− J(a,b)
(
v, (d′′ψ + d′ψ′ +
1
2
ψ′′)v
)
.
(4.18)
Proof. Take the inner product of (4.16) and ψv′. By integration by parts, we
have
S(v′, ψv′)
∣∣∣b
a
= 2J(a,b)(v
′′, ψv′) + J(a,b)(v′, ψ′v′),
S((B + q)v, ψv)
∣∣∣b
a
= 2J(a,b)((B + q)v, ψv
′) + J(a,b)((ψ(B + q))′v, v),
which yield (4.17). Next note that
J(a,b)(v
′′, ψv) = S(v′, ψv)
∣∣∣b
a
− 1
2
S(v, ψ′v)
∣∣∣b
a
+
1
2
J(a,b)(v, ψ
′′v)− J(a,b)(v′, ψv′).
Using this and taking the inner product of (4.16) with ψv, we obtain
S(v′, ψv)
∣∣∣b
a
− 1
2
S(v, ψ′v)
∣∣∣b
a
+
1
2
J(a,b)(v, ψ
′′v)− J(a,b)(v′, ψv′)
= 2J(a,b)(d
′v′, ψv) + J(a,b)(ψ(B + q)v, v).
By integration by parts,
2J(a,b)(d
′v′, ψv) = S(v, d′ψv)
∣∣∣b
a
− J(a,b)(v, (d′′ψ + d′ψ′)v).
These three formulas imply (4.18). 
Our main task is to increase the decay order of ‖u(t)‖ step by step.
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Lemma 4.7. Assume that for some α < δ
(4.19) lim inf
t→∞ t
α
(‖u′(t)‖2 + ‖u(t)‖2) = 0.
Then we have
lim inf
t→∞ t
α(B(t)u(t), u(t)) = 0.
Proof. Take ψ = tα, d = 0 in (4.17). Noting that q = V − λ, we have
S(tαu′, u′)
∣∣∣b
a
− S(tα(B + V )u, u)
∣∣∣b
a
+ λS(tαu, u)
∣∣∣b
a
=αJ(a,b)(t
α−1u′, u′)− J(a,b)((tα(B + V ))′u, u) + λαJ(a,b)(tα−1u, u).
(4.20)
Note that by (4.8),
−(tαB)′ = −tα−1(tB′ + δB)− (α− δ)tα−1B ≥ −Ctα−1−ǫ0 + (δ − α)tα−1B.
By the assumption (4.8), the right-hand side of (4.20) is estimated from below by
αJ(a,b)(t
α−1u′, u′)− CJ(a,b)(tα−1−ǫ0u, u)
+(δ − α)J(a,b)(tα−1Bu, u) + λαJ(a,b)(tα−1u, u).
Taking a large enough (independently of u), this is estimated from below by
κ0
(
J(a,b)(t
α−1u′, u′) + J(a,b)(tα−1Bu, u) + J(a,b)(tα−1u, u)
)
,
where
κ0 = min{α, δ − α, λα/2}.
We have by (4.20)
Sb(t
αu′, u′)− Sb(tαV u, u) + Sa(tα(B + V )u, u) + λSb(tαu, u)
≥ Sb(tαBu, u) + Sa(tαu′, u′) + λSa(tαu, u)
+ κ0
(
J(a,b)(t
α−1u′, u′) + J(a,b)(tα−1Bu, u) + J(a,b)(tα−1u, u)
)
.
(4.21)
Noting that
CSb(t
α−ǫ0u, u) ≥ −Sb(tαV u, u), Sb(tαBu, u) ≥ 0,
we have by using the assumption of the lemma and letting b → ∞ in (4.21) along
a suitable sequence
Sa(t
α(B + V )u, u) ≥ Sa(tαu′, u′) + λSa(tαu, u)
+ κ0
(
J(a,∞)(tα−1u′, u′) + J(a,∞)(tα−1Bu, u) + J(a,∞)(tα−1u, u)
)
.
(4.22)
This implies J(a,∞)(tα−1Bu, u) <∞, hence lim inft→∞ St(tαBu, u) = 0. In fact, if
g(t) ≥ 0,
∫ ∞
a
g(t)dt <∞ implies that lim inf t→∞ tg(t) = 0. 
The following lemma 4.8 follows easily from (4.22).
Lemma 4.8. Assume α < δ and (4.19). Then, there exist constants C, a0 > 0
such that
tα((B + V )u, u)
∣∣∣
t=a
≥ tα
(
‖u′‖2 + λ‖u‖2
)∣∣∣
t=a
+ C
∫ ∞
a
tα−1
(
‖u′‖2 + (Bu, u) + ‖u‖2
)
dt
(4.23)
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for any a > a0.
Lemma 4.9. Assume α < δ and (4.19). Then, there exist constants C, r0 > 0
such that for r > r0
C
∫ ∞
r
(t− r)tα−1
(
‖u′‖2 + (Bu, u) + ‖u‖2
)
dt
≤ tα
(
‖u′‖2 + ‖u‖2
)∣∣∣
t=r
+
∫ ∞
r
tα−2‖u‖2dt.
(4.24)
Proof. We put
(4.25) f(t) = tα−1
(
‖u′‖2 + (Bu, u) + ‖u‖2
)
.
Integrating (4.23) with respect to a over (r, b), we have
C
∫ b
r
(t− r)f(t)dt + C
∫ ∞
b
(b − r)f(t)dt
≤
∫ b
r
(− (tαu′, u′) + (tα(B + V )u, u)− λ(tαu, u))dt.(4.26)
Taking ψ = tα and d = 0 in (4.18), we see that the right-hand side is equal to
S(tαu′, u)
∣∣∣b
r
− α
2
S(tα−1u, u)
∣∣∣b
r
− 2J(r,b)(tαu′, u′) + α(α − 1)
2
J(r,b)(t
α−2u, u).
We then have
C
∫ b
r
(t− r)f(t)dt + 2J(r,b)(tαu′, u′)
≤ (tαu′, u)
∣∣∣
t=b
− (tαu′, u)
∣∣∣
t=r
+
α
2
(tα−1u, u)
∣∣∣
t=r
+
α(α− 1)
2
J(r,b)(t
α−2u, u).
Therefore, letting b→∞ along a suitable sequence, we obtain
C
(∫ ∞
r
(t− r)f(t)dt +
∫ ∞
r
tα‖u′‖2dt
)
≤ tα(‖u′‖2 + ‖u‖2)∣∣∣
t=r
+
∫ ∞
r
tα−2‖u‖2dt.
This proves the lemma. 
Lemma 4.10. Let u be as in Theorem 4.3. Then∫ ∞
1
tm
(
‖u′‖2 + (Bu, u) + ‖u‖2
)
dt <∞, ∀m > 0.
Proof. We take 0 < α < min{2γ, δ}, and prove this lemma in the form
(4.27)
∫ ∞
1
tα−1+m
(
‖u′‖2 + (Bu, u) + ‖u‖2
)
dt <∞, ∀m ≥ 0.
By the assumption of the theorem, (4.19) holds for 0 < α < 2γ. In the proof of
Lemma 4.7, i.e. in (4.22), we have already proven (4.27) for m = 0. Let f(t) be as
in (4.25) and put
g(t) = tα−1
(‖u′‖2 + ‖u‖2).
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We show that for m ≥ 1
C
∫ ∞
r
(t− r)m+1
(m+ 1)!
f(t)dt
≤
∫ ∞
r
(t− r)m−1
(m− 1)! tg(t)dt+
∫ ∞
r
(t− r)m
m!
g(t)dt
(4.28)
and the right-hand side is finite. By (4.24), we have
C
∫ ∞
r
(t− r)f(t)dt ≤ rg(r) +
∫ ∞
r
g(t)dt,
where the right-hand side is finite. Integrating this inequality, we obtain (4.28) for
m = 1, where the right-hand side is finite. Repeating this procedure, we prove
(4.28), hence (4.27) for all m ≥ 1. 
The proof of Theorem 4.3 is now completed.
If we assume δ > 2, which holds when ρ(r) grows like O(rβ) with β > 1,
i.e. faster than the Euclidean metric, one can show that u = 0 near infinity. In
fact, let u be as in Theorem 4.3, and put d = m log t, v = edu = tmu. Take
0 < α < min{2γ, δ}. Since u decays rapidly at infinity, one can take γ > 2. Then,
(4.19) is satisfied. In (4.17), we take ψ = tα, d = m log t, a = r and let b → ∞.
Since δ > 2, one can take α > 2. Then, we have
− Sr(tαv′, v′) + Sr(tα(B + q)v, v)
= J(r,∞)
(
(α+ 4m)tα−1v′, v′
)− J(r,∞)((tα(B + q))′v, v).(4.29)
Since q = V − λ− (m+m2)/t2, we have, by the assumption (4.7)
−(tα(B + q))′ ≥ −Ctα−1−ǫ0 + (δ − α)tα−1B + (α − 2)(m2 +m)t−3+α + λαtα−1
for a constant κ0 > 0. Then, we have
− Sr(tαv′, v′) + Sr(tα(B + q)v, v))
≥ κ0(J(r,∞)(tα−1v′, v′) + J(r,∞)(tα−1Bv, v) + J(r,∞)(tα−1v, v)).
In particular, there exists t0 > 0 such that
−St(v′, v′) + St((B + q)v, v) ≥ 0, ∀t ≥ t0.
Using v = tmu, q = V − λ− (m+m2)/t2, we then have
−(2m2 +m)St
(u
t
,
u
t
)− 2mSt(u
t
, u′
)− St(u′, u′)
+St(Bu, u) + St((V − E)u, u) ≥ 0, ∀t ≥ t0.
Since this holds for any m > 0, we see that u(t) = 0 for t ≥ t0.
This observation shows that the rapid growth of the volume facilitates the
spectral analysis. To deal with slowly growing metrics, we need more elaborate
consideration.
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4.4. Proof of Theorem 4.4. We use the method in Saito [98], which orginates
from the work of Kato [66]. Although the proof here is apprently different from
the one in the previous section, they are actually closely related. In the following,
‖ · ‖X is simply written as ‖ · ‖. We show that if suppu(t) is unbounded,
(4.30) lim inf
t→∞ (‖u
′(t)‖2 + ‖u(t)‖2) > 0.
To prove this, we consider the following two cases. We put
(Ku)(t) = ‖u′(t)‖2 + λ‖u(t)‖2 − (B(t)u(t), u(t)) − (V (t)u(t), u(t)).
Case 1. There exists a sequence t1 < t2 < · · · → ∞ such that
(4.31) (Ku)(tn) > 0, n = 1, 2, · · · .
Lemma 4.11. There exist constants C1, T1 > 0 such that
d
dt
(Ku)(t) ≥ −C1(1 + t)−1−ǫ(Ku)(t), ∀t > T1.
Proof. By choosing ǫ small enough, we can assume that
(4.32) ‖V ′(t)‖ ≤ C(1 + t)−1−2ǫ.
By the equation (4.6)
d
dt
(Ku)(t) = 2Re
[
(u′′, u′) + λ(u, u′)− (Bu, u′)− (V u, u′)
]
− ((B′ + V ′)u, u)
= −((B′ + V ′)u, u).
By (4.32), there exists t0 = t0(ǫ) > 0 such that for t > t0
|(V ′(t)u, u)| ≤ ǫ
2
(1 + t)−1−ǫ‖u‖2.
By Lemma 4.5,
−(B′u, u) ≥ δ
t
(Bu, u)− C
t1+ǫ0
‖u‖2.
By virtue of the above estimates, there is Cǫ > 0 such that for t > t0
d
dt
(Ku)(t) ≥ −Ct−1−ǫ(‖u′‖2 + ‖u‖‖u′‖+ ǫ
2
‖u‖2) + δ
t
(Bu, u)
≥ −Cǫt−1−ǫ‖u′‖2 − Cǫt−1−ǫ‖u‖2 + δ
t
(Bu, u).
We rewrite the right-hand side as
−Cǫt−1−ǫ(‖u′‖2 + λ‖u‖2) + (Cǫλ− Cǫ)t−1−ǫ‖u‖2 + δ
t
(Bu, u)
= −Cǫt−1−ǫ(Ku)(t)
+(Cǫλ− Cǫ)t−1−ǫ‖u‖2 − Cǫt−1−ǫ(V u, u) + δ
t
(Bu, u).
Choose Cǫ large enough so that Cǫλ−Cǫ ≥ 12Cǫλ. Using (4.9), choose t0 = t0(ǫ, Cǫ)
such that, for t > t0,
λ
2 ‖u‖2 − (V u, u) ≥ 0. Thus, the 3rd line is non-negative for
t > t0. Hence the lemma is proved. 
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Let us prove (4.30) for the Case 1. Let T1 be as in Lemma 4.11. Then for some
T > T1, (Ku)(T ) > 0. We show that (Ku)(t) ≥ 0, ∀t > T . In fact Lemma 4.11
implies
d
dt
{
exp
(
C1
∫ t
T
(1 + s)−1−ǫds
)
(Ku)(t)
}
≥ 0, ∀t > T.
Hence,
(Ku)(t) ≥ exp
(
−C1
∫ t
T
(1 + s)−1−ǫds
)
(Ku)(T ), ∀t > T.
This then implies that, for t > t(λ),
‖u′(t)‖2 + λ‖u(t)‖2 = Ku(t) + (B(t)u(t), u(t)) + (V (t)u(t), u(t))
≥ exp
(
−C1
∫ t
T
(1 + s)−1−ǫds
)
(Ku)(T )− Ct−ǫ‖u(t)‖2.
Therefore, we arrive at
lim inf
t→∞ (‖u
′(t)‖2 + ‖u(t)‖2) ≥ 1
2
exp
(
−C1
∫ ∞
T
(1 + s)−1−ǫds
)
(Ku)(T ) > 0.
Note that in this case, we do not use the assumption δ > 2/3.
Next let us consider Case 2:
Case 2. There exists T1 > 0 such that (Ku)(t) ≤ 0 for all t > T1.
To deal with this case, take β, γ,m, d(t) such that
(4.33) m > 0,
1
3
< γ < 1, 2γ < β < δ, d(t) =
m
1− γ t
1−γ ,
and put
(Nu)(t) = tβ
[
K(ed(t)u) +
m2 − log t
t2γ
‖ed(t)u‖2
]
.
Lemma 4.12. If suppu(t) is unbounded, there exist constants m1 ≥ 1, T2 ≥ T1
such that
(Nu)(t) ≥ 0, ∀t ≥ T2, ∀m ≥ m1.
Proof. Letting w(t) = ed(t)u(t), we have by a direct computation,
w′ = edu′ +mt−γw,
w′′ = edu′′ +mt−γedu′ +mt−γw′ − γmt−γ−1w
= Bw + V w − λw + 2mt−γw′ − (γmt−γ−1 +m2t−2γ)w.
Hence,
d
dt
(Kw)
= 2Re (w′′ + λw − V w −Bw,w′)− ((B′ + V ′)w,w)
= 4mt−γ‖w′‖2 − 2(γmt−γ−1 +m2t−2γ)Re (w,w′)− ((B′ + V ′)w,w).
(4.34)
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We then have
d
dt
(Nu) = βtβ−1Kw + tβ
d
dt
(Kw) +
(β − 2γ)(m2 − log t)− 1
t2γ−β+1
‖w‖2
+
2(m2 − log t)
t2γ−β
Re (w′, w)
Using (4.34), we have
t1−β
d
dt
(Nu)
= (4mt1−γ + β)‖w′‖2 + (βλ+ (β − 2γ)(m2 − log t)− 1
t2γ
)‖w‖2
− 2(γmt−γ + t1−2γ log t)Re (w′, w) − ((βV + tV ′)w,w)
− ((βB + tB′)w,w)
=: I1 + I2 + I3.
(4.35)
For large t > 0, I1 is estimated from below as
I1 ≥ (4mt1−γ + β)‖w′‖2 +
(βλ
2
+ (β − 2γ)t−2γm2)‖w‖2.
By (4.9), I2 is estimated from below as
I2 ≥ −2(γmt−γ + t1−2γ log t)‖w‖‖w′‖ − Ct−ǫ‖w‖2
≥ −ǫm2t−2γ‖w‖2 − γ
2
ǫ
‖w′‖2
−2t1−2γ log t‖w‖‖w′‖ − Ct−ǫ‖w‖2,
where ǫ > 0 is chosen arbitrarily small. Note that the constant C is independent
of m.
Since β < δ, I3 is estimated from below as
I3 ≥ −Ct−ǫ‖w‖2.
Choosing β − 2γ ≥ ǫ and putting the above estimates together, we have
t1−β
d
dt
(Nu) ≥ 3mt1−γ‖w′‖2 + βλ
3
‖w‖2 − 2t1−2γ log t ‖w‖‖w′‖.
Finally, we use the inequality
t1−2γ log t‖w‖‖w′‖ ≤ ǫt1−γ‖w′‖2 + Cǫt1−3γ(log t)2‖w‖2
and 1− 3γ < 0. Then there is t0 > 0 independent of m such that
(4.36)
d
dt
(Nu)(t) ≥ tβ−1
(
2mt1−γ‖w′‖2 + βλ
4
‖w‖2
)
≥ 0
for t > t0.
On the other hand, Nu(t) can be rewritten as
(Nu)(t) = tβe2d
[‖mt−γu+ u′‖2 + λ‖u‖2
− (Bu, u)− (V u, u) + t−2γ(m2 − log t)]‖u‖2
= tβe2d
[
2t−2γ‖u‖2m2 + 2t−γRe (u, u′)m
+ (Ku− t−2γ‖u‖2 log t)].
(4.37)
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By the assumption of the lemma, suppu(t) is unbounded. Therefore, there is
T2 > t0 such that ‖u(T2)‖ > 0. By choosing m1 large enough, we then have
(4.38) (Nu)(T2) > 0, ∀m > m1.
The inequalities (4.36) and (4.38) prove the lemma. 
Since Ku ≤ 0, Lemma 4.12 and (4.37) show that, for large t,
2t−2γ‖u(t)‖2m2 + 2t−γRe (u(t), u′(t))m− t−2γ‖u(t)‖2 log t ≥ 0,
which together with
d
dt
‖u(t)‖2 = 2Re (u(t), u′(t)),
yields, for large t > 0,
(4.39)
d
dt
‖u(t)‖2 ≥ t−γ
(
1
m
log t− 2m
)
‖u(t)‖2 ≥ 0.
Since the support of u(t) is unbounded, we can choose T large enough so that
‖u(T )‖ > 0. In view of (4.39), we then have
‖u(t)‖ ≥ ‖u(T )‖ > 0, ∀t > T,
which proves (4.30). 
5. Integral identities
The next aim is to derive resolvent estimates for −∆M on one end (0,∞)×M ,
which we denoted as M = (0,∞) ×M for the sake of simplicity. Our method is
based on the two integral identities to be proved in Lemmas 5.2 and 5.3 below. The
basic assumption on the metric ds2 = (dr)2 + ρ(r)2h(r, x, dx) in this section is the
existence of the constants α0, γ0 > 0 such that
(5.1)
ρ′(r)
ρ(r)
− c0 ∈ S−α0 ,
(5.2) hij(r, x)− hijM (x) ∈ S−γ0 ,
where Sκ is defined in Definition 2.9. Let g = ρ2(n−1)h, h = h(r, x) = det(hij(r, x)).
5.1. Preliminaries. We regardL2(M) as the L2-space of L2(M)-valued func-
tions over (0,∞). We did it already in Subsection 4.2, however, we employ here a
slightly different formulation in order to take account of the growth order of ρ(r)
more explicitly. We define the L2-space over M by
(5.3) h(r) = L2(M ;
√
h(r, x)dx)
with the r-dependent inner product and norm
(ϕ, ψ)h(r) =
∫
M
ϕ(x)ψ(x)
√
h(r, x)dx, ‖ϕ‖h(r) =
√
(ϕ, ϕ)h(r).
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Here, we identify the local coordinate x with a point inM . Note that the space h(r)
is independent of r as a set. The inner product of the Hilbert space L2
(
(0,∞) ×
M ;
√
g drdx
)
is rewritten as
(5.4) (u, v) =
∫ ∞
0
(u(r), v(r))h(r) ρ
n−1(r)dr.
For 0 < a < b <∞, we put
Mr(u, v) = (u(r), v(r))h(r) ρ
n−1(r) =
∫
M
u(r, x)v(r, x)
√
g(r, x)dx,
M(u, v)
∣∣∣b
a
= Mb(u, v)−Ma(u, v),
I(a,b)(u, v) =
∫ b
a
(u(r), v(r))h(r) ρ
n−1(r)dr =
∫ b
a
Mr(u, v)dr,
I(u, v) = I(0,∞)(u, v).
By integration by parts, we have
(5.5) I(a,b)(u
′, v) =M(u, v)
∣∣∣b
a
− I(a,b)(u, v′)− I(a,b)( g
′
2g
u, v),
which implies that the formal adjoint of ∂r is
(5.6) ∂∗r = −∂r −
g′
2g
,
and, for a real-valued C1-function ϕ,
(5.7) Re I(a,b)(v
′, ϕv) =M
(ϕ
2
v, v
)∣∣∣b
a
− I(a,b)
(
(
ϕ′
2
+
g′ϕ
4g
)v, v
)
.
Recall that the Laplacian on M is written as
−∆M = −∂2r −
g′
2g
∂r +B(r),
′ = ∂r,
(5.8) B(r) = −ρ(r)−2Λ(r), Λ(r) = 1√
h
∂xi
(√
hhij∂xj
)
.
For any r > 0, Λ(r) is self-adjoint on h(r) with domain described in Theorem 2.2,
which is independent of r. We rewrite ∆M into a form which is more convenient
for our computation. Put for z ∈ C
E0 =
(
(n− 1)c0/2
)2
,
k =
√
z − E0,
Q =
( g′
4g
)2
+
( g′
4g
)′
− E0.
Here and in the sequel, we take the branch of
√· on C \ [0,∞) in such a way that
Im
√· ≥ 0, i.e. √z = √reiθ/2 if z = reiθ, 0 ≤ θ < 2π. Then, −∆M − z is rewritten
as
−∆M − z = −
(
∂r +
g′
4g
)2
+B(r) +Q − k2.(5.9)
The assumption (5.2) implies,
(5.10) Q ∈ S−α0 .
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Take a complex-valued function ψ and introduce a differential operator
Dr = ∂r +
g′
4g
− iψ.
Then
(5.11) −∆M − z = −D2r − 2iψDr +B(r) − iψ′ + ψ2 +Q− k2.
We construct an approximate solution of
−iψ′ + ψ2 +Q− k2 = 0
by putting ψ−1 = 0 and
(5.12) ψm(r, x, k) = χ(r/Rm)
√
k2 −Q+ i∂r ψm−1, m ≥ 0,
where χ ∈ C∞(R), χ(t) = 1 (t > 2), χ(t) = 0 (t < 1).
Lemma 5.1. For k 6= 0 and m ≥ 0, by choosing Rm large enough, ψm is C∞
with respect to r and has the following properties.
(1) ψm ∈ S0, ∂rψm ∈ S−1−α0 .
(2) −i∂rψm + (ψm)2 +Q− k2 ∈ S−m−1−α0 .
(3) ψm −
√
k2 −Q ∈ S−1−α0 .
Proof. The assertion (1) is proven by induction on m. For large r we have
−i∂rψm + (ψm)2 +Q− k2 = −i(∂rψm − ∂rψm−1), m ≥ 0,
i(ψm − ψm−1) = −∂rψm−1 − ∂rψm−2
ψm + ψm−1
, m ≥ 1.
One can then derive (2) from (1). The assertion (3) follows from (5.12) and (1). 
We take m large enough, and put
(5.13) ψ(r, x, k) = ψm(r, x, k),
(5.14) V = −iψ′ + ψ2 +Q− k2,
(5.15) D(k) = ∂r +
g′
4g
− iψ(r, x, k).
For a solution u of the equation
(5.16) (−∆M − z)u = (−∂2r −
g′
2g
∂r +B(r) − z)u = f,
we put
(5.17) v = D(k)u, w =
√
B(r)u = ρ(r)−1
√
−Λ(r) u,
where B(r) and Λ(r) are defined by (5.8).
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5.2. The 1st identity.
Lemma 5.2. Let u be a solution to (5.16), and v, w as in (5.17). Then, for a
non-negative C1-function ϕ(r), we have
I(a,b)
(
ϕ′v, v
)− I(a,b)(ϕ′w,w)+M(ϕw,w)∣∣∣b
a
−M(ϕv, v)∣∣∣b
a
=− 2I(a,b)
(
(Imψ)ϕv, v
) − 2I(a,b)((Imψ)ϕw,w)
+ 2Re I(a,b)
(
ϕf, v
)− 2Re I(a,b)(ϕV u, v)+ I(a,b)(ϕB′u, u).
(5.18)
Proof. By (5.11), we have
−D(k)2u− 2iψD(k)u+B(r)u = f − V u,
which implies
(5.19) − (∂r + g′
4g
)
v +Bu = f + iψv − V u.
Taking the inner product with ϕv,
I(a,b)
(− (∂r + g′
4g
)v +Bu,ϕv
)
= I(a,b)(ϕf, v) + iI(a,b)(ψϕv, v) − I(a,b)(ϕV u, v).
(5.20)
On the other hand, by (5.7),
(5.21) 2Re I(a,b)
(− (∂r + g′
4g
)v, ϕv
)
= I(a,b)
(
ϕ′v, v)−M(ϕv, v)∣∣∣b
a
.
Using
Re I(a,b)(Bu,ϕu
′) = M
(ϕ
2
w,w
)∣∣∣b
a
− I(a,b)(ϕ
′
2
w,w)
− Re I(a,b)
( g′
4g
ϕBu, u
)− I(a,b)(ϕ
2
B′u, u
)
,
(5.22)
we have
Re I(a,b)(Bu,ϕv) =M
(ϕ
2
w,w
)∣∣∣b
a
− I(a,b)
(ϕ′
2
w,w
)
− I(a,b)(ϕ
2
B′u, u) + I(a,b)
(
(Imψ)ϕw,w
)
.
(5.23)
By (5.21) and (5.23), the real part of the left-hand side of (5.20) is equal to
M
(ϕ
2
w,w
)∣∣∣b
a
−M(ϕ
2
v, v
)∣∣∣b
a
+ I(a,b)
(ϕ′
2
v, v
)
− I(a,b)
(ϕ′
2
w,w
)− I(a,b)(ϕ
2
B′u, u
)
+ I(a,b)
(
(Imψ)ϕw,w
)
.
(5.24)
In view of (5.20) and (5.24), we have
M
(ϕ
2
w,w
)∣∣∣b
a
−M(ϕ
2
v, v
)∣∣∣b
a
+ I(a,b)
(ϕ′
2
v, v
)
− I(a,b)
(ϕ′
2
w,w
) − I(a,b)(ϕ
2
B′u, u
)
+ I(a,b)
(
(Imψ)ϕw,w
)
=Re I(a,b)
(
ϕf, v
)− I(a,b)((Imψ)ϕv, v)− Re I(a,b)(ϕV u, v).
This proves the lemma. 
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5.3. The 2nd identity.
Lemma 5.3. The solution u of (5.16) satisfies
ImM(v, u)
∣∣∣b
a
= − 2 I(a,b)((Reψ Imψ)u, u)−M((Reψ)u, u)
∣∣∣b
a
+ I(a,b)(u, (Reψ
′)u)
− Im I(a,b)(f, u) + Im I(a,b)(V u, u).
Proof. Note that ImMr(v, u) = ImMr(u
′, u)−Mr((Reψ)u, u), and
∂rMr(v, u) =Mr(v
′, u) +Mr(v, u′) +Mr(v,
g′
2g
u).
Integrating over (a, b), we have
(5.25) M(v, u)
∣∣∣b
a
= I(a,b)(v
′, u) + I(a,b)(v, u′) + I(a,b)(
g′
2g
v, u).
Using the equation (5.19), we have
Im I(a,b)(v
′, u) + Im I(a,b)(
g′
2g
v, u) = Im I(a,b)(
g′
4g
v, u)− Im I(a,b)(f, u)
− Im I(a,b)(iψv, u) + Im I(a,b)(V u, u).
Hence, by (5.25),
ImM(v, u)
∣∣∣b
a
= Im I(a,b)
(
v, u′ +
g′
4g
u+ iψu
)
− Im I(a,b)(f, u) + Im I(a,b)(V u, u)
= Im I(a,b)(v, 2i(Reψ)u)− Im I(a,b)(f, u) + Im I(a,b)(V u, u).
(5.26)
We have, by integration by parts,
Im I(a,b)(v, 2i(Reψ)u) = − 2Re I(a,b)(u′, (Reψ)u)− 2I(a,b)
( g′
4g
u, (Reψ)u
)
− 2 I(a,b)
(
(Reψ Imψ)u, u
)
=−M(u, (Reψ)u)
∣∣∣b
a
+ I(a,b)
(
u, (Reψ′)u
)
− 2 I(a,b)
(
(Reψ Imψ)u, u
)
.
(5.27)
The lemma then follows from (5.26) and (5.27). 
6. A priori-estimates on each end
We begin to estimate the resolvent of the Laplacian on each end. We assume
(0.14) and (0.15) for
(6.1) α0 > 0, γ0 > 0,
omitting the subscript j. We pick up one end (0,∞)×M , and consider the solution
u of (−∆M − z)u = f with support in (0,∞)×M . For the sake of simplicity, we
denote (0,∞) × M as M. We use the same notations as in §5, and define the
following Besov type function spaces introduced by Agmon-Ho¨rmander [1] in the
case of Euclidean space.
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6.1. Function spaces. For an inteval I ⊂ (0,∞), we put
L2(I) = L2(I;h(r); ρn−1(r)dr).
Let B be the set of functions f satisfying
(6.2) ‖f‖B =
∞∑
j=0
2j/2‖f‖L2(Ij) <∞,
where I0 = (0, 1], Ij = (2
j−1, 2j], j ≥ 1. The dual space of B is identified with the
set of functions v(r) satisfying
‖v‖∗ = sup
j≥0
2−j/2‖v‖L2(Ij) <∞.
Letting
(6.3) ‖v‖B∗ =
(
sup
R>1
1
R
∫ R
0
‖v(r)‖2
h(r) ρ
n−1(r)dr
)1/2
,
one can show the existence of a constant C > 0 such that
C−1‖v‖∗ ≤ ‖v‖B∗ ≤ C‖v‖∗.
Therefore, we employ ‖ · ‖B∗ as the norm of the dual space of B. Note that the
coupling of f ∈ B and v ∈ B∗ is given by
(f, v) =
∫ ∞
0
(f(r), v(r))h(r) ρ
n−1(r)dr.
We introduce a closed subspace B∗0 of B∗ as follows :
(6.4) B∗0 ∋ v ⇐⇒ lim
R→∞
1
R
∫ R
0
‖v(r)‖2
h(r) ρ
n−1(r)dr = 0.
For s ∈ R, let L2,s be the set of functions v(r) satisfying
(6.5) ‖v‖s =
(∫ ∞
0
‖v(r)‖2
h(r) (1 + r)
2sρn−1(r)dr
)1/2
<∞.
For s = 0, this norm is denoted by ‖ · ‖. For s > 1/2, the following inclusion
relations hold :
(6.6) L2,s ⊂ B ⊂ L2,1/2 ⊂ L2 ⊂ L2,−1/2 ⊂ B∗ ⊂ L2,−s.
For example, that L2,−1/2 ⊂ B∗ ⊂ L2,−s is proven as follows:
‖f‖2−s ≤ C
∞∑
j=0
2−2sj‖f‖2L2(Ij) ≤ C
( ∞∑
j=0
2−j(2s−1)
)
sup
j≥0
2−j‖f‖2L2(Ij)
≤ C
∞∑
j=0
2−j‖f‖2L2(Ij) ≤ C‖f‖2−1/2.
Lemma 6.1. (1) L2,−1/2 ⊂ B∗0.
(2) If v ∈ B∗0 , we have limr→∞Mr(v, v) = 0.
(3) If u ∈ B∗ and v ∈ B∗0, we have limr→∞|Mr(u, v)| = 0.
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Proof. We prove (1). For v ∈ L2,−1/2 and ǫ > 0, there exists Rǫ > 1 such
that ∫ ∞
Rǫ
1
r
‖v(r)‖2
h(r)ρ
n−1(r)dr < ǫ.
Then, if R > Rǫ,
1
R
∫ R
Rǫ
‖v(r)‖2
h(r)ρ
n−1(r)dr ≤
∫ R
Rǫ
1
r
‖v(r)‖2
h(r)ρ
n−1(r)dr < ǫ.
Therefore, for R > Rǫ,
1
R
∫ R
0
‖v(r)‖2
h(r)ρ
n−1(r)dr ≤ 1
R
∫ Rǫ
0
‖v(r)‖2
h(r)ρ
n−1(r)dr + ǫ,
which implies limR→∞
1
R
∫ R
0
‖v(r)‖2
h(r)ρ
n−1(r)dr ≤ ǫ.
If limr→∞Mr(v, v) > 0, there exist constants C, r0 > 0 such that Mr(v, v) > C
for r > r0, hence v 6∈ B∗0 . This proves (2).
It follows from the inequality
1
R
∫ R
0
|(u(r), v(r))h(r)|ρn−1(r)dr
≤
( 1
R
∫ R
0
‖u(r)‖2
h(r)ρ
n−1(r)dr
)1/2( 1
R
∫ R
0
‖v(r)‖2
h(r)ρ
n−1(r)dr
)1/2
.
that 1R
∫ R
0
|(u(r), v(r))h(r) |ρn−1(r)dr → 0, which implies (3). 
Finally, for a non-negative integer m, the Sobolev space of order m on M =
(0,∞) × M is denoted by Hm(M). For an interval I ⊂ (0,∞), Hm(I × M)
is defined similarly. For s ∈ R, Hm,s(M) is the set of functions v such that
(1 + r2)s/2v ∈ Hm(M) equipped with norm
‖v‖Hm,s = ‖(1 + r2)s/2v‖Hm(M).
Similarly, for s ∈ R, we introduce H˜2,s(M)-norm by
‖u‖2
H˜2,s(M) =
∑
m≤2
‖(1 + r)s∂mr u‖2L2(M) +
∫ ∞
0
(1 + r)2s‖u‖2H˜2(M)ρn−1(r)dr,
where ‖ · ‖H˜2 -norm is defined by (2.44). For an interval I ⊂ (0,∞), H˜2,s(I ×M) is
defined similarly.
6.2. A-priori estimates. In this subsection, we derive some a-priori esti-
mates for the solution u to
(6.7) (−∆M − z)u = f, on (0,∞)×M
satisfying u = 0 for r < 1.
Lemma 6.2. (1) For any a, ǫ > 0, there exists a constant Ca,ǫ > 0 such that
‖u‖H˜2((0,a)×M) ≤ Ca,ǫ
(‖u‖L2((0,a+ǫ)×M) + ‖f‖L2((0,a+ǫ)×M)).
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(2) For any s, s′ ∈ R satisfying s′ ≤ s, there exists a constant Cs,s′ > 0 such that
if u, f ∈ L2,s and u′ ∈ L2,s′ ,
‖u‖H˜2,s + ‖B(r)u‖s ≤ Cs,s′
(‖u‖s + ‖f‖s).
In the above inequalities, the constants Ca,ǫ and Cs,s′ are independent of z if z
varies over a compact set in C.
Proof. Take χ ∈ C∞(R) such that χ(r) = 1 for r < a and χ(r) = 0 for
r > a+ ǫ. Applying Theorem 2.11 to χu, we obtain (1). To prove (2), we have only
to consider the case in which s′ = s− 1. Let IR = (0, Ra), JR = (0, R(a+ ǫ)) and
KR = (Ra,R(a+ ǫ)). Applying Theorem 2.11 to (1 + r)
sχ(r/R)u, we have
(6.8) ‖u‖H˜2,s(IR×M) ≤ C
(‖Hu‖L2,s(JR×M) + ‖u‖L2,s(JR×M) + ‖u′‖L2,s−1(JR×M)).
Here, we note ‖u′‖2L2,s−1(JR×M) = ‖u′‖2L2,s−1(IR×M) + ‖u′‖2L2,s−1(KR×M) and
∫ R
0
∫
M
(1 + r)2(s−1)u(r)u′′(r)
√
gdrdx =
∫
M
(1 +R)2(s−1)u(R)u′(R)
√
gdx
−
∫ R
0
∫
M
(
(1 + r)2(s−1)u
√
g
)′
u′(r)drdx.
This implies
‖u′‖2L2,s−1(IR×M) ≤ 2(1 +R)2(s−1)|MR(u, u′)|
+ ǫ‖u′′‖2L2,s−1(IR×M) + Cǫ‖u‖2L2,s−1(IR×M).
Letting R→∞ in (6.8) along a suitable sequence, we then obtain
‖u‖H˜2,s(M) ≤ C
(‖Hu‖L2,s(M) + ‖u‖L2,s(M)).
Using the equation (5.16), we also have
‖B(r)u‖L2,s(M) ≤ C
(‖Hu‖L2,s(M) + ‖u‖L2,s(M)).
These two inequalities imply (2). 
We define the ‖ · ‖B∗m norm by
‖u‖B∗m =
∑
|α|≤m
‖∂αu‖B∗ .
Lemma 6.3. If u, u′, f ∈ B∗, we have
‖u‖B∗1 ≤ C
(‖f‖B∗ + ‖u‖B∗),
where the constant C is independent of z when z varies over a compact set in C.
Proof. Take χ ∈ C∞(R) such that χ(t) = 1 for t < 1, χ(t) = 0 for t > 2, and
put uR =
1√
R
χR(r)u, where χR(r) = χ(r/R). Then, we have
(−∆M − z)uR = 1√
R
χRf − 1√
R
(
2χ′Ru
′ +
g′
2g
χ′Ru+ χ
′′
Ru
)
.
Taking the inner product with uR and integrating by parts, we have
1
R
‖(χRu)′‖2 + 1
R
‖
√
BχRu‖2 ≤ C
(‖f‖2B∗ + ‖u‖2B∗ + 1R2 |(cR(r)u′, u)|),
70 1. SPECTRAL AND SCATTERING THEORY
where cR(r) is the characteristic function of (0, 2R). For any ǫ > 0, there exists
Rǫ > 0 such that
1
R2
|(cR(r)u′, u)| ≤ ǫ
(‖u′‖2B∗ + ‖u‖2B∗), for R > Rǫ.
For 1 < R < Rǫ, applying Lemma 6.2 (1), we have
1
R2
|(cR(r)u′, u)| ≤ Cǫ
(‖f‖2B∗ + ‖u‖2B∗).
We then have
1
R
‖(χRu)′‖2 + 1
R
‖
√
BχRu‖2 ≤ ǫ‖u′‖2B∗ + Cǫ
(‖f‖2B∗ + ‖u‖2B∗),
which yields the lemma. 
For energies below E0 =
(
(n− 1)c0/2
)2
, the following inequality holds.
Lemma 6.4. Take any compact interval [c1, c2] ⊂ (−∞, E0). Let s ≥ 0, s′ =
s−min{α0, 1}. Then, there exists a constant Cs > 0 such that for a solution u to
(6.7), if Re z ∈ [c1, c2], and u, u′ ∈ L2,s′ , f ∈ L2,s,
‖u‖H1,s ≤ Cs(‖f‖s + ‖u‖s′).
Proof. By (5.6) and (5.9), we have
−∆M − z =
(
∂r +
g′
4g
)∗(
∂r +
g′
4g
)
+B(r) +Q+ E0 − z.
Hence for any h ∈ D(H),
Re
(
(−∆M − z)h, h
) ≥ (E0 − c2)‖h‖2 + (Qh, h).
Take χ ∈ C∞(R) such that χ(t) = 1 for t < 1 and χ(t) = 0 for t > 2. Then, letting
uR = χ(r/R)u, and h = (1 + r)
suR, we have by (5.10)
‖uR‖2s ≤ ǫ‖uR‖2s + Cǫ(‖f‖2s + ‖u‖2s′ + ‖u′‖2s′).
Letting R→∞, and using Lemma 6.2, we obtain the lemma. 
6.3. Regular ends. We begin with the case of regular ends. In addition to
(6.1), we assume (0.16), which implies
(6.9) ρ(r)−1 ≤ C(1 + r)−β0 , β0 > 0.
Moreover, there exists a constant r0 > 0 such that
(6.10) ρ′(r) > 0 for r > r0.
We fix an interval [c1, c2] ⊂ (E0,∞), and put
(6.11) J± =
{
z ∈ C ; c1 ≤ Re z ≤ c2, 0 < ±Im z < 1
}
.
We derive a-priori estimates for a solution u to (5.16) satisfying
f ∈ B, u, u′ ∈ B∗, z ∈ J±.
Using (5.15), we put as in the previous section
v = D(k)u, w =
√
B(r)u,
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and assume that
(6.12) u = 0 for r < 1,
(6.13) v ∈ B∗0 .
In the following, C’s denote constants independent of z ∈ J±.
Lemma 6.5. Let 0 < δ < 2β0. Then, for any non-negative C
1-function ϕ(r),
we have
I(a,b)(ϕ
′v, v) + I(a,b)
(
(δϕr−1 − ϕ′)w,w) +M(ϕw,w)∣∣∣b
a
−M(ϕv, v)
∣∣∣b
a
≤ C
(
I(a,b)(ϕr
−1−α0v, v) + I(a,b)(ϕr−1−α0w,w) + |I(a,b)(ϕf, v)|
+ |I(a,b)(ϕV u, v)|+ I(a,b)(ϕr−1−γ0u, u)
)
.
Proof. Adding I(a,b)
(
δϕ
r Bu, u
)
to the both sides of (5.18)
I(a,b)
(
ϕ′v, v
)
+ I(a,b)
((δϕ
r
− ϕ′)w,w) +M(ϕw,w)∣∣∣b
a
−M(ϕv, v)∣∣∣b
a
=− 2I(a,b)
(
(Imψ)ϕv, v
)− 2I(a,b)((Imψ)ϕw,w)
+ 2Re I(a,b)
(
ϕf, v
)− 2Re I(a,b)(ϕV u, v)+ I(a,b)(ϕ(B′ + δ
r
B
)
u, u
)
.
(6.14)
The proof of Lemma 4.5 works also for B(r). This and Lemma 5.1 (3) imply
−Imψ ≤ Cr−1−α0 , B′ + δ
r
B ≤ Cr−1−γ0
for 0 < δ < 2β0. The lemma then follows from (6.14). 
Lemma 6.6. Let ǫ0 = min(α0, γ0) and
1
2 < s ≤ 12 (1 + ǫ0). Then, we have
‖v‖B∗ + ‖w‖−1/2 ≤ C
(‖f‖B + ‖u‖−s).
Proof. Letting ϕ = 1 and a = 0 in Lemma 6.5, we have
δI(0,b)(
1
r
w,w) −Mb(v, v) ≤ C
(‖v‖2−s + ‖w‖2−s + |(f, v)| + ‖u‖2−s).
Note that by Lemma 5.1, V decays sufficiently rapidly. We let b → ∞ along a
suitable sequence in the above inequality. By (6.13) and Lemma 6.1, Mb(v, v)→ 0.
Using Lemma 6.2, we obtain
(6.15) ‖w‖2−1/2 ≤ C
(|(f, v)| + ‖u‖2−s).
Letting ϕ = 1, a = r and b→∞ along a suitable sequence in Lemma 6.5, we have
Mr(v, v) ≤Mr(w,w) + C
(‖v‖2−s + ‖w‖2−s + |(f, v)|+ ‖u‖2−s).
By taking the integral mean in r,
‖v‖2B∗ ≤ ‖w‖2B∗ + C
(‖v‖2−s + ‖w‖2−s + |(f, v)| + ‖u‖2−s).
Using Lemma 6.2 (2), we then have
‖v‖2B∗ ≤ C
(
‖w‖2B∗ + |(f, v)|+ ‖u‖2−s
)
.
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Since ‖w‖B∗ ≤ C‖w‖−1/2, using (6.15), we have
‖v‖2B∗ ≤ C
(|(f, v)|+ ‖u‖2−s).
Finally, using
|(f, v)| ≤ ǫ‖v‖2B∗ + Cǫ‖f‖2B,
we obtain the lemma. 
Lemma 6.6 can be improved as follows.
Lemma 6.7. For any 0 < t < min (2β0, γ0), there exists a constant C > 0 such
that if lim inf
r→∞ Mr(r
tv, v) = 0,
‖v‖(t−1)/2 + ‖w‖(t−1)/2 ≤ C
(‖f‖(t+1)/2 + ‖u‖(t−1−γ0)/2).
Proof. Take t < δ < 2β0 and put ϕ = r
t, a = 0 in the inequality in Lemma
6.5. We drop the term Mb(ϕw,w) from the left-hand side. For large b > 0, the first
two terms of the right-hand side are absorbed into the left-hand side. For the 3rd
and 4th terms, we apply the inequalities
|I(0,b)(ϕf, v)| ≤ ǫI(0,b)(rt−1v, v) + Cǫ‖f‖(t+1)/2,
|I(0,b)(ϕV u, v)| ≤ ǫI(0,b)(rt−1v, v) + Cǫ‖u‖2−s, s = (t− 1− γ0)/2.
Here, we have used Lemma 5.1 (2). Then, the term ǫI(0,b)(r
t−1v, v) is absorbed
into the left-hand side. Letting b→∞, we obtain the lemma. 
Remark 6.8. If 2β0 ≥ γ0 > 1, one can take 1 < t < γ0 in Lemma 6.7. This
is important to study the behavior of the resolvent as r → ∞ (Lemma 9.2), and
explains the appearance of border-lines β0 = 1/2 and γ0 = 1.
Lemma 6.9. For any s > 1/2, there exists a constant C > 0 such that
‖u‖B∗ ≤ C(‖f‖B + ‖u‖−s).
Proof. By Lemma 5.3
−ImM(v, u)
∣∣∣b
a
= M((Reψ)u, u)
∣∣∣b
a
+ 2I(a,b)((ReψImψ)u, u)
− I(a,b)(u, (Reψ′)u) + Im I(a,b)(f, u)− Im I(a,b)(V u, u).
For z ∈ J+, Reψ Imψ ≥ 0 by (5.12). Hence
M((Reψ)u, u)
∣∣∣b
a
≤ − ImM(v, u)
∣∣∣b
a
+ I(a,b)(u, (Reψ
′)u)
− Im I(a,b)(f, u) + Im I(a,b)(V u, u).
(6.16)
We let 0 = a < 2 < b = r. By Lemma 5.1, there exist constants C, r0 > 0 such that
C ≤ Reψ, for r > r0.
Since ψ′ ∈ S−1−α0 by Lemma 5.1 (1), we have by (6.16)
Mr(u, u) ≤ C
(|Mr(v, u)|+ ‖f‖B‖u‖B∗ + ‖u‖2−s),
which, together with |Mr(v, u)| ≤ ǫMr(u, u) + CǫMr(v, v), yields
Mr(u, u) ≤ C
(
Mr(v, v) + ‖f‖B‖u‖B∗ + ‖u‖2−s
)
.
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Integrating with respect to r over (0, R) and dividing by R, we have
‖u‖B∗ ≤ C(‖v‖B∗ + ‖f‖B + ‖u‖−s).
The lemma then follows from Lemma 6.6. 
6.4. Cusp ends. We consider the case in which M = (0,∞) ×M is a cusp.
We assume as in the beginning of this section. By (0.18), there exists a constant
C0 > 0 such that
(6.17) ρ(r)−1 ≥ C0(1 + r)|β|.
Let Λ(r) and Λ0 be the Laplace-Beltrami operators onM associated with the metric
h(r, x, dx) and hM (x, dx), respectively. We put B(r) = −ρ(r)−2Λ(r). Let P0(r) be
the projection associated with the 0 eigenvalue of Λ(r), and put P1(r) = 1−P0(r).
Lemma 6.10. There exists r0 > 0 such that for r > r0, P0(r) satisfies
(6.18)
∥∥∥( d
dr
)m
P0(r)
∥∥∥ ≤ Cm(1 + r)−m−γ0 , ∀m ≥ 1,
(6.19)
∥∥∥[P0(r), g′
g
]∥∥∥ ≤ Cm(1 + r)−1−γ0 .
The same inequalities hold for P1(r).
Proof. Since −Λ(r) and −Λ0 have compact resolvents, and the 2nd eigenvalue
of −Λ0 is positive, there exists a constant δ0 > 0 and r0 > 0 such that the second
eigenvalue of −Λ(r) is greater than 2δ0 for all r > r0. We take ϕ ∈ C∞0 (R) such
that ϕ(r) = 1 for |r| < δ0/2, ϕ(r) = 0 for |r| > δ0. Then, we have P0(r) = ϕ(−Λ(r))
for r > r0. The assertions for P0(r) then follows from Lemma 2.14. Since P1(r) =
1− P0(r), the lemma also holds for P1(r). 
Lemma 6.11. Let u be a solution to the equation(
− ∂2r −
g′
2g
∂r +B(r) − z
)
u = f, z ∈ J±
satisfying u = 0 for r < 2r0, and put u0 = P0(r)u, u1 = P1(r)u.
(1) For any s′ > 1/2, there exists a constant C > 0 such that for s = |β|+1+γ0−s′
‖u′1‖s + ‖
√
B(r)u1‖s + ‖u1‖s ≤ C
(‖P1(r)f‖s + ‖u‖−s′),
‖u′′1‖s + ‖B(r)u1‖s ≤ C
(‖P1(r)f‖s + ‖u‖−s′).
(2) For s′ > 1/2
‖u0‖B∗ + ‖D(k)u0‖B∗ ≤ C
(‖P0(r)f‖B + ‖u‖−s′),
(3) For 0 < t < γ0, there exists a constant C > 0 such that
‖D(k)u0‖(t−1)/2 ≤ C
(‖P0(r)f‖(t+1)/2 + ‖u‖(t−1−γ0)/2).
Proof. Letting B = B(r), P0 = P0(r), P1 = P1(r), we have
− u′′0 −
g′
2g
u′0 − zu0 = f0,
f0 = P0f − P ′′0 u− 2P ′0u′ −
g′
2g
P ′0u+
[
P0,
g′
2g
]
u′,
(6.20)
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− u′′1 −
g′
2g
u′1 + P1Bu1 − zu1 = f1,
f1 = P1f − P ′′1 u− 2P ′1u′ −
g′
2g
P ′1u+
[
P1,
g′
2g
]
u′.
(6.21)
Assume that u ∈ L2,s for some s. Integration by parts in the equation (6.21) gives(
(1 + r)2su′1, u
′
1
)
+Re (2s(1 + r)2s−1u′1, u1) +
(
(1 + r)2sBu1, u1
)
= Re z ‖u1‖2s +Re ((1 + r)2sf1, u1),
which yields
(6.22) ‖u′1‖2s − 2s‖u′1‖s‖u1‖s−1 + ‖
√
Bu1‖2s ≤ C
(‖f1‖2s + ‖u1‖2s).
Noting that P1(−Λ) ≥ δP1, by (6.17) we have
(Bu1, u1)h(r) ≥ C(1 + r)2|β|‖u1‖2h(r), C > 0.
This and (6.22) imply
‖u′1‖s + ‖u1‖|β|+s ≤ C
(‖f1‖s + ‖u1‖s).
By Lemma 6.10,
‖f1‖s ≤ C(‖f‖s + ‖u‖s−1−γ0 + ‖u′‖s−1−γ0).
In view of Lemma 6.2 (2), we then have as long as s− 1− γ0 ≤ −s′,
‖u′1‖|β|+s + ‖u1‖|β|+s ≤ C
(‖f‖|β|+s + ‖u‖−s′).
Starting from s = −s′, we obtain for s = |β|+ 1 + γ0 − s′,
‖u′1‖s + ‖u1‖s ≤ C
(‖f‖s + ‖u‖−s′).
We have also obtained
‖u′1‖s + ‖
√
B(r)u1‖s ≤ Cs
(‖P1f‖s + ‖u1‖−s′).
Arguing in the same way as in the proof of Lemma 2.5, we can show
‖u′′1‖s + ‖B(r)u1‖s ≤ C(‖f1‖s + ‖u1‖s) ≤ C(‖f1‖s + ‖u1‖−s′).
We have thus proven the assertion (1).
As for u0, since Bu0 = 0, the problem is reduced to the one-dimensional case,
and we can argue in the same way as in the previous subsection. This proves the
assertions (2) and (3). 
Let us note that Lemma 6.9 also holds for the cusp end, since the proof for the
regular end applies to u0 as well and u1 belongs to L
2,−1/2+ǫ for some ǫ > 0 by
virtue of Lemma 6.11 (1).
Lemma 6.12. For any s > 1/2, there exists a constant C > 0 such that
‖u‖B∗ ≤ C(‖f‖B + ‖u‖−s).
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7. Spectrum of the Laplacian on M
We are now ready to study the spectral theory of −∆M. LetM be a connected
n-dimensional CMAG of the form
(7.1) M = K ∪M1 ∪ · · · ∪MN+N ′
satisfying (0.14), (0.15), (0.16) and (0.18). In this section, we assume
(7.2) α0,i > 0, β0,i > 0, γ0,i > 0
for all regular ends and (A-3) for cusp ends.
7.1. Essential spectrum. Assuming that
K ∩ ((1/2,∞)×Mi) = ∅, i 6= 0,
we take a partition of unity {χi}N+N ′i=0 on M such that
(7.3)

N+N ′∑
i=0
χi = 1, on M,
χ0 ∈ C∞0 (M), χ0 = 1 on K,
χi = 0 on (0, 2)×Mi, i 6= 0,
χi = 1 on (3,∞)×Mi, i 6= 0.
We also take χ˜i ∈ C∞((0,∞)×Mi) such that{
χ˜i = 1, on (1,∞)×Mi,
χ˜i = 0, on (0, 1/2)×Mi.
For i = 1, · · · , N and s ∈ R, the Banach spaces L2,s(Mi), B(Mi), B∗(Mi),
B∗0(Mi) are defined in the same way as in Subsection 6.1. For i = N+1, · · · , N+N ′,
these space are defined similarly with h(r) replaced by C. We put for f ∈ L2loc(M)
and s ∈ R,
‖f‖L2,s(M) = ‖χ0f‖L2(M) +
N+N ′∑
i=1
‖χif‖L2,s(Mi),
‖f‖B(M) = ‖χ0f‖L2(M) +
N+N ′∑
i=1
‖χif‖B(Mi),
‖f‖B∗(M) = ‖χ0f‖L2(M) +
N+N ′∑
i=1
‖χif‖B∗(Mi),
and also define
f ∈ B∗0(M)⇐⇒ χif ∈ B∗0(Mi), 1 ≤ ∀i ≤ N +N ′.
In the following, we often denote these norms by ‖f‖s, ‖f‖B, ‖f‖B∗ omitting the
endMi orM, which will not confuse our arguments. Finally, we define L2comp(M)
to be the set of all compactly supported L2-functions on M.
We define
H = −∆M
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to be the Friedrichs extension of −∆M. Therefore, D(
√
H) = H1(M), the Sobolev
space of order 1 on M. We introduce the following two operators defined on
M˜i = (2,∞)×Mi with Dirichlet boundary condition at r = 2 :
(7.4) Hi = −∆M, Hfree(i) = −∂2r −
(n− 1)ρ′i(r)
ρi(r)
∂r − ρi(r)−2Λi,
where Λi is the Laplace-Beltrami operator onMi equipped with the metric hMi(x, dx).
Let for z 6∈ R
R(z) = (H − z)−1, Ri(z) = (Hi − z)−1, Rfree(i)(z) = (Hfree(i) − z)−1.
Note that
R(z) ∈ B(L2(M);H1(M)), Ri(z), Rfree(i)(z) ∈ B(L2(M˜i);H1(M˜i)).
The following formula holds:
(7.5) R(z) =
N+N ′∑
i=1
χiRi(z)χ˜i +R(z)(χ0 − S(z)),
S(z) =
N+N ′∑
i=1
Si(z)χ˜i, Si(z) = [H,χi]Ri(z).
In fact, we have
(H − z)
N+N ′∑
i=1
χiRi(z)χ˜i =
N+N ′∑
i=1
Si(z)χ˜i +
N+N ′∑
i=1
χiχ˜i,
from which (7.5) follows. Similary, one can show the following formula.
(7.6) R(z) =
N+N ′∑
i=1
χiRfree(i)(z)χ˜i +R(z)(χ0 − T (z)),
T (z) =
N+N ′∑
i=1
Ti(z)χ˜i,
Ti(z) = [H,χi]Rfree(i)(z) + χi(H −Hfree(i))χ˜iRfree(i)(z).
We put
(7.7) E0,i =
( (n− 1)c0,i
2
)2
, E0,tot = min
1≤i≤N+N ′
E0,i.
Lemma 7.1. (1) σe(Hi) = [E0,i,∞), i = 1, · · · , N +N ′.
(2) σe(H) = [E0,tot,∞).
Proof. Let 0 = λ
(i)
0 < λ
(i)
1 ≤ · · · be the eigenvalues of −Λi. Then, Hfree(i) is
unitarily equivalent to the direct sum
∞⊕
ℓ=0
L
(i)
ℓ , where
L
(i)
ℓ = −∂2r −
(n− 1)ρ′i(r)
ρi(r)
∂r +
λ
(i)
ℓ
ρi(r)2
.
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By the transformation u→ ρi(r)(n−1)/2u, L(i)ℓ is unitarily equiavalent to L˜(i)ℓ , where
L˜
(i)
ℓ = −∂2r +
λ
(i)
ℓ
ρi(r)2
+Qi, Qi =
(n− 1
2
ρ′i
ρi
)2
+
(n− 1
2
ρ′i
ρi
)′
.
By (0.14), we have Qi = E0,i +O(r
−α0,i ) as r →∞. Since ρi(r)→∞ for the case
of regular end, we have σe(L˜
(i)
ℓ ) = [E0,i,∞). For the case of cusp end, we have
ρ−1i (r) → ∞, hence σe(L˜(i)ℓ ) = ∅ if λ(i)ℓ > 0, and σe(L˜(i)ℓ ) = [E0,i,∞) if λ(i)ℓ = 0.
This proves that σe(Hfree(i)) = [E0,i,∞). By Weyl’s theorem for the perturbation
of the essential spectrum, we have σe(Hi) = σe(Hfree(i)).
Applying well-knownWeyl’s method of singular sequence, we can show σe(Hi) ⊂
σe(H). Therefore [E0,tot,∞) ⊂ σe(H). To prove the converse inclusion relation,
take any compact interval I ⊂ (−∞, E0,tot), and f(λ) ∈ C∞0 (R) such that f(λ) = 1
on I and f(λ) = 0 on [E0,tot,∞). Using (7.5), one can show
f(H) =
N+N ′∑
i=1
χif(Hi)χ˜i +K,
where K is a compact operator (see e.g. the proof of Chap. 3, Theorem 3.2 of
[51]). Since I ∩ σe(Hi) = ∅, f(Hi) is compact. Therefore, f(H) is also compact.
This proves that I ∩ σe(H) = ∅, which implies σe(H) ⊂ [E0,tot,∞). 
7.2. Embedded eigenvalues. We put
(7.8) T = {E0,1, · · · , E0,N+N ′}.
Theorem 7.2. If there exists a regular end Mi with βi > 1/3, we have
σp(H) ∩ (E0,i,∞) = ∅.
Proof. By (4.1) and (4.5), we can apply Theorem 4.3. Therefore, if u is an
eigenfunction of −∆M with eigenvalue in (E0,i,∞), u vanishes near infinity ofMi.
By the unique continuation theorem, u vanishes identically on M. 
Recall that
ρ′i
ρi
→ c0,i on each end. Therefore, if c0,i > 0, ρi(r) is exponentially
growing and βi > 1/3 holds, hence there is no embedded eigenvalue in (E0,i,∞). If
c0,i = 0 for some regular end and βi > 1/3, again there is no embedded eigenvalue
in (0,∞). The remaining cases are the ones in which either βi ≤ 1/3 for all regular
ends or all the ends are cusp. In these cases the essential spectrum is [0,∞), and
the embedded eigenvalues are discrete in the following sense.
Theorem 7.3. Assume that βi ≤ 1/3 for all regular ends. Then, the eigenval-
ues in (0,∞) \ T are of finite multiplicities with possible accumulation points at T
and ∞.
In particular, this theorem holds when all ends are cusp.
To prove this theorem, we first show that the eigenfunctions associated with
embedded eigenvalues decay faster than L2.
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Lemma 7.4. Assume that βi ≤ 1/3 for all regular ends. Let I be a compact
interval in (0,∞) \ T . Then, there exist constants s, C > 0 such that
(7.9) ‖u‖H1,s(M) ≤ C‖u‖L2(M)
holds for any eigenfunction u of −∆M with eigenvalue in I.
Proof. We have proven that u ∈ L2,s for any s > 0 on the regular end Mi,
moreover, by Lemma 4.9,
‖χu‖H1,s(Mi) ≤ Cs‖u‖L2
where, χ = 1 for r > 2, χ = 0 for r < 1. On the cusp end, multiplying χ to u, which
we denote by u and use Lemma 6.11. Then, P1(r)u obeys the desired estimate. Let
u˜0 = g
1/4P0(r)u. Then, it satisfies
− u˜′′0 − k2u˜0 = P0(r)f −
(( g′
4g
)′
+
( g′
4g
)2)
u˜0,
where f is compactly supported. By virtue of (2.57), P0(r)u satisfies the desired
inequality. 
Let us now prove Theorem 7.3.
Proof. Take a compact interval I ⊂ (0,∞) \ T and suppose that there exists
an infinite number of eigenvalues {λℓ}∞ℓ=1 ⊂ I. Let {ϕℓ}∞ℓ=1 be the orthonormal
system of eigenvectors associated with {λℓ}∞ℓ=1. By Lemma 7.4, {ϕℓ}∞ℓ=1 is bounded
in H1,s(M) for some s > 0. This implies that for any ǫ > 0 there is a constant
r0 > 0 such that on each end
‖ϕℓ‖L2((r0,∞)×Mi) < ǫ, ∀ℓ ≥ 1.
By Rellich’s selection theorem, {ϕℓ}∞ℓ=1 contains a subsequence which is convergent
in L2(M), which is a contradiction. 
7.3. Radiation condition and uniqueness. The radiation condition is the
boundary condition at infinity to guarantee the uniqueness of solutions to the re-
duced wave equation. It is closely related to the Rellich-Vekua theorem.
We define Dj(k) in the same way as in (5.15) on each endMj with E0 replaced
by E0,j . Let ψj(k) = ψj(r, x, k) be an approximate solution of the equation
−iψ′ + ψ2 +Qj − k2 = 0, Qj =
( g′j
4gj
)2
+
( g′j
4gj
)′
− E0,j .
By Lemma 5.1, it behaves like
ψj(k) =
√
z − E0,j +O(r−α0,j ), as r→∞.
For z = reiθ, 0 < θ < 2π, we defined
√
z =
√
reiθ/2. Therefore, for λ > 0,
√
λ± iǫ→ ±
√
λ, as ǫ→ 0.
Hence, for λ > E0,j , we have two ψj ’s, denoted by ψ
(±)
j , where
ψ
(±)
j (
√
λ− E0,j) = ±
√
λ− E0,j +O(r−α0,j ), as r →∞.
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We put
(7.10) D
(±)
j (k) = ∂r +
g′j
4gj
− iψ(±)j (k),
(7.11) E = T ∪ σp(H).
Definition 7.5. Let λ ∈ σe(H) \ E. A solution u ∈ B∗(M) of the equation
(7.12)
(−∆M − λ)u = f on M
is said to satisfy the outgoing radiation condition on the end Mj, if it has the
following properties.
(1) For λ < E0,j and 1 ≤ j ≤ N +N ′,
u, u′ ∈ B∗0(Mj).
(2) For λ > E0,j and 1 ≤ j ≤ N ,
D
(+)
j (k)u ∈ B∗0(Mj), if 1/3 < β0,j ,
D
(+)
j (k)u ∈ L2,−(1−ǫ)/2(Mj), if 0 < β0,j ≤ 1/3,
for some ǫ > 0.
(3) For λ > E0,j and N + 1 ≤ j ≤ N +N ′,
D
(+)
j (k)u ∈ B∗0(Mj).
When D
(+)
j (k) is replaced by D
(−)
j (k), u is said to satisfy the incoming radiation
condition. We say that u satisfies the outgoing (incoming) radiation condition on
M, if it satisfies the outgoing (incoming) radiation condition on all Mj.
The purpose of this subsection is to prove the following theorem.
Theorem 7.6. Assume that λ ∈ σe(H) \ E, and let u ∈ B∗(M) be a solution
to the equation (−∆M − λ)u = 0 satisfying the radiation condition. Then, u = 0.
The starting point of the proof of this theorem is the following formula (7.13)
in Lemma 7.7. Let {χj}N+N ′j=0 be the partition of unity onM satisfying (7.3). Take
ϕ(r) ∈ C∞(R) such that ϕ(r) = 1 for r < 1, ϕ(r) = 0 for r > 2, and put
φ(r) =
∫ ∞
r
ϕ(t)dt, φR(r) = φ
( r
R
)
.
Then, φR(r) = 0 for r > 2R and φ
′
R(r) = − 1Rϕ( rR ).
Lemma 7.7. Let u be a solution to the equation (−∆M − λ)u = 0. Then, for
any constant σ ∈ R,
(7.13)
N+N ′∑
j=1
Im
1
R
(
ϕ(
r
R
)rσχju, u
′) =
1
2
Im
(
[H, rσ(1 − χ0)]φRu, u).
Proof. Consider the equation
Im
(
φRr
σχju, (∆M + λ)u
)
= 0.
Then by integration by parts,
Im
(
(φRr
σχj)
′u, u′
)
= 0,
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which implies
Im
1
R
(
ϕ
( r
R
)
rσχju, u
′
)
= Im
(
φR(r
σχj)
′u, u′
)
, ∀j ≥ 1.
Summing up with respect to j, we have
(7.14)
N+N ′∑
j=1
Im
1
R
(
ϕ
( r
R
)
rσχju, u
′
)
= Im
(
φR(r
σ(1− χ0))′u, ∂ru
)
.
Noting that on each end for any smooth function w(r)
2w′∂r = [w,H ]− w′′ − g
′
2g
w′,
we have
Im
(
φRw
′u, ∂ru
)
=
1
2
Im
(
[H,w]φRu, u
)
.
Letting w = rσ(1− χ0), and taking notice of (7.14), we obtain the lemma. 
We consider the case of outgoing radiation condition, and divide the proof of
Theorem 7.6 into three cases.
Lemma 7.8. Let u ∈ B∗(M) be a solution to (−∆M − λ)u = 0 satisfying the
radiation condition. Suppose there exists a regular end Mj such that λ > E0,j and
β0,j > 1/3. Then, u = 0 on M.
Proof. Take σ = 0 in (7.13). Using the equation (H − λ)u = 0, we have
([H,−χ′0]φRu, u) = (χ′0[H,φR]u, u).
The right-hand side tends to 0 as R → ∞. Using the radiation condition for the
left-hand side of (7.13) and noting that u, u′ ∈ B∗0(Mj) if λ < E0,j , we then have
lim
R→∞
∑
j
′ 1
R
(ϕ
( r
R
)
χju,
√
λ− E0,jχju) = 0,
where the sum
∑′
j ranges over all j such that λ > E0,j . This yields
(7.15) lim
R→∞
1
R
(ϕ
( r
R
)
χju, χju) = 0, ∀j ≥ 1.
Hence u ∈ B∗0(Mj), ∀j ≥ 1. Then, letting S(r) = {r} ×Mj, we have
lim inf
r→∞
∫
S(r)
(|u′|2 + |u|2)dS(r) = 0.
By Theorem 4.2, u = 0 near infinity of Mj with β0,j > 1/3. Therefore, u = 0 on
M by the unique continuation theorem. 
We next consider the case in which all ends are cusp.
Lemma 7.9. Suppose all ends are cusp, and λ ∈ σe(H) \ E. If u ∈ B∗ satisfies
(−∆M − λ)u = 0 and the radiation condition, then u = 0.
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Proof. We pick up one endMi and drop the subscript i. Take χ ∈ C∞((0,∞))
such that χ = 1 for r > r0+1 and χ = 0 for r < r0, where r0 is chosen large enough.
Then, U = χu satisfies (− ∂2r − g′2g∂r +B(r) − λ)U = f,
where f = −χ′′u − 2χ′u′ − g′2gχ′u. Recalling that now M = Mi, we show that
U ∈ L2(Mi). If λ < E0,i, this is true. Below, we consider the case in which
λ > E0,i. Again dropping the subscript i, let P0(r) be the projection to the 0-
eigenvalue of Λ(r) and P1(r) = 1 − P0(r). Then, u0 = P0(r)U and u1 = P1(r)U
satisfy (− ∂2r − g′2g∂r − λ)u0 = f0,(− ∂2r − g′2g∂r +B(r) − λ)u1 = f1,
fi = Pi(r)f − P ′′i (r)U − 2P ′i (r)U ′ −
g′
2g
P ′i (r)u + [Pi(r),
g′
2g
]U ′, i = 0, 1.
Letting v0 = g
1/4u0 and k
2 = λ− E0, we have
− v′′0 − k2v0 = f2,
f2 = g
1/4f0 −
(( g′
4g
)′
+
( g′
4g
)2 − E0)v0.
Note that f is compactly supported. Lemma 6.10 implies
‖P ′i (r)‖ + ‖P ′′i (r)‖ + ‖[Pi(r),
g′
2g
]‖ ≤ C(1 + r)−1−2ǫ,
and the assumption (0.19) yields∣∣∣( g′
4g
)′
+
( g′
4g
)2 − E0∣∣∣ ≤ C(1 + r)−1−2ǫ
for a small ǫ > 0. Note also that
U ∈ B∗ ⊂ L2,−(1+ǫ)/2.
Therefore, f1 ∈ L2,(1+ǫ)/2. Lemma 6.11 (1) then implies that u1 ∈ L2,(1+ǫ)/2.
Similarly, f2 ∈ L2,(1+ǫ)/2. In the proof of Lemma 7.8, we have already proven
that u0 ∈ B∗0(M), which implies lim infr→∞ |v0(r)| = 0. Then, by Lemma 2.15,
v0 ∈ L2,(ǫ−1)/2. This fact yields f0 ∈ L2,(1+2ǫ)/2. Then, by the same argument, we
have u0 ∈ L(2ǫ−1)/2. Repeating this procedure, we obtain u0 ∈ L2,(1+ǫ)/2. We have
thus proven that U ∈ L2. Therefore, u ∈ L2(Mi) on all ends Mi. Since λ is not
an eigenvalue of −∆M, we have u = 0. 
We consider the remaining case.
Lemma 7.10. Assume that 0 < βi ≤ 1/3 on all regular ends. Let u ∈ B∗(M)
be a solution to (−∆M − λ)u = 0 on M satisfying the radiation condition and
λ ∈ σe(H) \ E. Then, u = 0.
82 1. SPECTRAL AND SCATTERING THEORY
Proof. By the arguments in the proof of Lemma 7.9, on all cusp ends Mi,
u ∈ L2,(1+ǫ)/2(Mi), hence D(+)i (k)u ∈ L2,(1+ǫ)/2(Mi).
Take σ = ǫ in (7.13), and let w = rǫ(1 − χ0). By the equation −∆Mu = λu,
we have
([H,w]φRu, u) = −(w[H,φR]u, u)
which tends to 0 as R→∞. In fact, since φ′R(r) = − 1Rϕ( rR ),
|(w[H,φR]u, u)| ≤ 1
R
∫
r<2R
(1 + r)ǫ−1|f(r, x)|2ρn−1(r)drdx
for some f ∈ B∗. Then, by (7.13), we have
N+N ′∑
j=1
Im
1
R
(
ϕ
( r
R
)
rǫχju, u
′
)
= 0.
By the radiation condition, we then have
N+N ′∑
j=1
1
R
(
ϕ
( r
R
)
rǫχju, u
)
= 0,
which implies that
lim inf
r→∞
∫
S(r)
rǫ
(|u′|2 + |u|2)dS(r) = 0.
Theorem 4.1 then yields u ∈ L2, hence u = 0. 
8. Limiting absorption principle
For a self-adjoint operator A on a Hilbert space H, (A−λ)−1 does not exist for
λ ∈ σ(A). However, when λ ∈ σc(A), it often happens that limǫ→0(A − λ ∓ iǫ)−1
exists as an operator from X to Y, where X and Y are Banach spaces rigging H,
i.e. X ⊂ H ⊂ Y, with dense and continuous imbedding. This is called the limiting
absorption principle and used as a fundamental tool in the study of continuous
spectrum. The purpose of this section is to prove this limiting absorption principle
for the Laplacian H = −∆M on M. In this section, we assume (7.2). We put
R(z) = (H − z)−1. Take a compact interval I ⊂ σe(H) \ E , and define J± = {z ∈
C ; Re z ∈ I, 0 < Im z < 1}.
Lemma 8.1. Let s > 1/2.
(1) There exists a constant Cs > 0 such that
‖R(z)f‖−s ≤ Cs‖f‖s, z ∈ J±.
(2) For any λ ∈ I and f ∈ L2,s, there exists a strong limit s− lim ǫ→0R(λ ± iǫ)f
in L2,−s. Moreover, R(λ± i0)f is an L2,−s-valued strongly continuous function of
λ ∈ I.
(3) For λ ∈ I, R(λ+ i0)f satisfies the outgoing radiation condition, and R(λ− i0)f
satisfies the incoming radiation condition.
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Proof. Let us prove (1) for the case z ∈ J+. If the assertion (1) does not hold,
there exist sequences zj ∈ J+, fj ∈ L2,s such that ‖fj‖s → 0, and uj = R(zj)fj
satisfies ‖uj‖−s = 1. Then, there exists a subsequence, which is denoted by {zj}
again, such that zj → λ. If λ 6∈ R, we easily arrive at a contradiction. Assume that
λ ∈ I. Fix any i = 1, · · · , N +N ′, and take s > s′ > 1/2. Note the inequality∫ ∞
R
(1 + r)−2s‖χiuj‖2hi(r)ρi(r)n−1dr
≤ (1 +R)−2(s−s′)
∫ ∞
R
(1 + r)−2s
′‖χiuj‖2hi(r)ρi(r)n−1dr.
Taking account of Lemmas 6.9 and 6.11, we have
(8.1)
∫ ∞
R
(1 + r)−2s‖χiuj‖2hi(r)ρn−1i (r)dr ≤ C(1 +R)−2(s−s
′), 1/2 < s′ < s,
where the constant C does not depend on j. By the a-priori estimate (Lemma 6.2),
{uj} is bounded in H1,−s(M). By Rellich’s selection theorem and (8.1), we can
choose a subsequence, which is denoted by {uj} again, and u ∈ L2,−s such that
uj → u in L2,−s. Then ‖u‖−s = 1, and u satisfies(−∆M − λ)u = 0.
By Lemmas 6.6, 6.7 and 6.11, u satisfies the outgoing radiation condition. Theorem
7.6 then implies that u = 0, which is a contradiction.
To prove (2), take a sequence zj ∈ J+ such that zj → λ ∈ J+, and put uj =
R(zj)f . Arguing as above, we see that {uj} contains a subsequence {uj′}, which
is convergent in L2,−s, and the limit u satisfies the outgoing radiation condition as
well as the equation (−∆M − λ)u = f.
Such a solution u is unique. We thus see that any subsequence of {uj} contains a
sub-sub sequence which converges to one and the same limit. This shows that {uj}
itself converges in L2,−s. The strong continuity is proven similarly. The assertion
(3) is already proven. 
We extend Lemma 8.1 to B,B∗ spaces.
Theorem 8.2. Let I ⊂ σe(H) \ E be a compact interval and J± = {z ∈
C ; Re z ∈ I, 0 < Im z < 1}.
(1) There exists a constant C > 0 such that
‖R(z)f‖B∗ ≤ C‖f‖B, z ∈ J±.
(2) For any f ∈ B, and λ ∈ I, there exists a ∗-weak limit limǫ→0R(λ ± iǫ)f , i.e.
for any f, g ∈ B,
lim
ǫ→0
(R(λ± iǫ)f, g) = (R(λ ± i0)f, g).
Moreover
‖R(λ± i0)f‖B∗ ≤ C‖f‖B, λ ∈ I,
and (R(λ± i0)f, g) is a continuous function of λ ∈ I for any f, g ∈ B.
(3) For any f ∈ B, and λ ∈ I, R(λ ± i0)f satisfies D(±)(k)R(λ ± i0)f ∈ B∗0(Mi)
on each end Mi, i = 1, · · · , N +N ′.
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Proof. Lemma 6.9 and Lemma 8.1 (1) prove ‖R(z)f‖B∗ ≤ C‖f‖s, s > 1/2.
Taking the adjoint, we have ‖R(z)f‖−s ≤ C‖f‖B, which, combined with Lemma
6.9, yields the assertion (1). The assertion (2) is proved by approximating f, g by
fj, gj ∈ L2,s and using Lemma 8.1 (2). Letting uj(z) = R(z)fj, u(z) = R(z)f ,
we then see that (uj(z), gj) is uniformly continuous with respec to z ∈ J±. Since
(uj(z), gj) converges uniformly to (u(λ ± i0), g), the continuity of (u(λ ± i0), g)
follows. Since u
(±)
j → u(±) in B∗ and u(±)j ∈ B∗0 , and B∗0 is a closed subspace of B∗,
the assertion (3) follows. 
Let us remark that Lemma 6.7 also holds for R(λ ± i0). In fact, by comput-
ing the commutator [R(z), (1 + r2)s/2], it is easy to see that for z 6∈ R, R(z) ∈
B(L2,s;L2,s) for any s ∈ R. Then, the inequality in Lemmas 6.7 holds for u =
R(λ± iǫ)f with f ∈ L2,(t+1)/2, ǫ > 0, where the constant C is independent of ǫ > 0.
Letting ǫ→ 0, Lemma 6.7 is proven for R(λ± i0)f .
Let EH(λ) be the resolution of the identity (spectral decomposition) for H .
The absolutely continuous subspace for H , denoted by Hac(H), is defined as the
set of all f ∈ L2(M) such that (EH(λ)f, f) is absolutely continuous with respect
to the Lebesgue measure dλ. Thanks to the limiting absorption principle, for any
f ∈ B and compact interval I ⊂ (E0,∞) \ E , we have
(8.2) (EH(I)f, f) =
1
2πi
∫
I
(
[R(λ+ i0)−R(λ− i0)]f, f)dλ.
This implies that EH(I)f ∈ Hac(H) for any f ∈ L2(M) and compact interval
I ⊂ (E0,∞) \ E . One can then prove the following theorem.
Theorem 8.3. Letting Pac(H) be the orthogonal projection onto Hac(H), and
Hpp(H) is the closure of the linear hull of eigenvectors, we have
Pac(H) = EH((E0,∞) \ σp(H)),
σe(H) = σac(H) = [E0,∞),
L2(M) = Hac(H)⊕Hpp(H).
9. Resolvent asymptotics - Non perturbative approach
9.1. Asymptotic expansion at infinity. We study the asymptotic behavior
of the resolvent R(λ± i0)f as r →∞ on each end, where λ ∈ (E0,∞) \ E . In this
section, we consider the metric of long-range behavior, using the method developed
for the Schro¨dinger operator −∆+ V (x) in Rn (see e.g. [97], [98], [50]). We pick
up a regular end Mj satisfying
(9.1) α0,j > 0, β0,j > 1/2, γ0,j > 1.
The aim of this section is to prove the following theorem.
Theorem 9.1. Let Mj be a regular end satisfying (9.1), and put
(9.2) Φj(r, λ) =
∫ r
0
φj(t, λ)dt,
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(9.3) φj(r, λ) =
√
λ− (n− 1)
2
4
(ρ′j(r)
ρj(r)
)2
.
Then, for λ > E0,j, there exists a strong limit
(9.4) lim
r→∞ e
∓iΦj(r,λ)ρj(r)(n−1)/2
(
R(λ± i0)f)(r, ·) in L2(Mj),
for f ∈ L2comp(M).
Note that
(n− 1)2
4
(ρ′j(r)
ρj(r)
)2
− E0,j ∈
{
S−αj , if c0,j 6= 0,
S−2αj , if c0,j = 0,
hence Φj(r, λ) ∼
√
λ− E0,j r = kr as r →∞.
9.2. Reduction to each end. Let Hj be the Laplacian on M˜j = (2,∞) ×
Mj associated with the metric (dr)
2 + ρj(r)
2hj(r, x, dx) with Dirichlet boundary
condition at r = 2. By the well-known perturbation theory, one can show that
σe(Hj) = [E0,j ,∞), and by Theorem 4.2, Hj has no eigenvalues in (E0,j ,∞). The
limiting absorption principle in §8 can also be proved for Hj , since our concern is
only the estimates of the resolvent at infinity. Hence, Theorem 8.2 holds for Hj on
M˜j as well. We put Rj(z) = (Hj − z)−1.
By using the partition of unity {χj}N+N ′j=1 in (7.3), we have for λ ∈ σe(H) \ E
(9.5) χjR(λ± i0) = Rj(λ± i0)χj + Rj(λ± i0)[Hj, χj ]R(λ± i0).
Hence, the behavior of R(λ± i0)f on the endMj is reduced to that of Rj(λ± i0)f .
Let u
(±)
j = Rj(λ± i0)f , where f ∈ C∞0 (M˜j). Let gj = det
(
ρj(r)
2hj(r, x, dx)
)
and
Qj =
( g′j
4gj
)2
+
( g′j
4gj
)′
− E0,j .
Note that
D
(±)
j (k) = ∂r +
g′j
4gj
− iψ(±)j ,
where ψ
(±)
j is defined by ψm in Lemma 5.1. Since Qj =
(n−1)2
4
(ρ′j
ρj
)2 − E0,j +
O(r−1−ǫ) for some ǫ > 0, we have by (9.3)
ψ
(±)
j (r, x, λ) = ±φj(r, λ) +O(r−1−ǫ).
Letting
Ψ
(±)
j (r, x, λ) =
∫ r
0
ψ
(±)
j (t, x, λ) dt,
we have only to show Theorem 9.1 with ±Φj replaced by Ψ(±)j .
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9.3. Utility of radiation condition. Let us note that if β0,j > 1, γ0,j > 2,
the proof of Theorem 9.1 is easy. In fact, in this case, in Lemma 6.7, one can choose
2 < t < γ0,j so that (t− 1)/2 > 1/2 and (t− 1− γ0)/2 < −1/2. Note that
∂r
(
g
1/4
j e
−iΨ(±)j u(±)j
)
= g
1/4
j e
−iΨ(±)j D(±)j (k)u
(±)
j ,
and that the right-hand side belongs to L2,s(M˜j) for some s > 1/2. This yields∫ ∞
2
‖∂r
(
g
1/4
j e
−iΨ(±)j u(±)j
)
‖L2(Mj)dr
≤ C
(∫ ∞
2
r2s‖∂r
(
g
1/4
j e
−iΨ(±)j u(±)j
)
‖2L2(Mj)dr
)1/2
,
which proves Theorem 9.1.
We turn to the general case.
Lemma 9.2. Assume (9.1), and for f ∈ L2comp(M), let u(±)j = Rj(λ ± i0)f .
Let v
(±)
j ∈ H1loc(M˜j) ∩ B∗(M˜j) be such that
(9.6) D
(±)
j (k)v
(±)
j ,
√
Bjv
(±)
j ∈ L2,−s(M˜j)
for some 0 < s < min 12
(
2βj − 1, γj − 1
)
. We put
a
(±)
j (r) =
∫
Mj
(
D
(±)
j (k)u
(±)
j (r, x)
)
v
(±)
j (r, x)
√
gj(r, x) dx.
Then, we have
(9.7)
d
dr
a
(±)
j (r) = ∓2iφj(r, λ)a(±)j (r) + F (±)j (r),
∫ ∞
1
|F (±)j (r)|dr <∞,
and also
(9.8) lim
r→∞ a
(±)
j (r) = 0.
Proof. We prove the + case. Using (5.14) and (5.19), we have
∂r
(
D
(+)
j (k)u
(+)
j
)
= − g
′
j
4gj
D
(+)
j (k)u
(+)
j +Bju
(+)
j
− iψjD(+)j (k)u(+)j − f + Vju(+)j ,
∂r
(
v
(+)
j
√
gj
)
=
(
D
(+)
j (k)v
(+)
j
)√
gj +
( g′j
4gj
+ iψ
(+)
j
)
v
(+)
j
√
gj,
where we put
V
(+)
j = −i(ψ(+)j )′ + (ψ(+)j )2 +Qj − k2,
Qj =
( g′j
4gj
)2
+
( g′j
4gj
)′ − E0,j .
We then have, by a straightforward computation,
∂r
(
(D
(+)
j (k)u
(+)
j )v
(+)
j
√
gj
)
=− i(ψ(+)j + ψ(+)j )(D(+)j (k)u(+)j )v(+)j
√
gj + (D
(+)
j (k)u
(+)
j )(D
(+)
j (k)v
(+)
j )
√
gj
+ (Bju
(+)
j )v
(+)
j
√
gj + V
(+)
j u
(+)
j v
(+)
j
√
gj − fv(+)j
√
gj .
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This implies
F
(+)
j (r) =
∫
Mj
Gj(r, x)
√
gjdx,
Gj(r, x) =− i(ψ(+)j + ψ(+)j − 2φj(r, λ))(D(+)j (k)u(+)j )v(+)j
+ (D
(+)
j (k)u
(+)
j )(D
(+)
j (k)v
(+)
j ) + (Bju
(+)
j )v
(+)
j
+ V
(+)
j u
(+)
j v
(+)
j − fv(+)j .
(9.9)
Since ψ
(+)
j = φj(r, λ) +O(r
−1−ǫ), we have
ψ
(+)
j + ψ
(+)
j − 2φj(r, λ) = O(r−1−ǫ), V (+)j = O(r−1−ǫ).
By virtue of the assumption βj > 1/2 and Lemmas 6.7 and 6.11, we have
D
(+)
j (k)u
(+)
j ,
√
Bju
(+)
j ∈ L2,s(M˜j), for 0 < s < min
1
2
(
2βj − 1, γj − 1
)
.
This and the assumption (9.6) imply that F
(+)
j (r) ∈ L1((2,∞)), which proves (9.7).
Letting
bj(r, λ) = 2
∫ r
0
φj(t, λ)dt,
we then have ddr
(
eibja
(+)
j (r)
)
= eibjF
(+)
j (r), which shows the existence of the limit
limr→∞ eibja
(+)
j (r). However, this limit is equal to 0, since r
−αa(+)j (r) ∈ L1((2,∞))
for some 0 < α < 1. This proves (9.8). 
In the course of the proof, we have obtained
a
(+)
j (r) = −
∫ ∞
r
ei(bj(t,λ)−bj(r,λ))F (+)j (t)dt,
hence
(9.10)
∣∣a(+)j (r)∣∣ ≤ ∫ ∞
r
|F (+)j (t)|dt.
Lemma 9.3. Let u
(±)
j be as in Lemma 9.2. Then, we have(
Rj(λ+ i0)f −Rj(λ − i0)f, f
)
= lim
r→∞ 2ik
∫
Mj
|u(±)j (r, x)|2
√
gj(r, x) dx
Proof. We prove the case for u
(+)
j . Integrating u
(+)
j f − fu(+)j on the region
M˜j,≤t := (2, t)×Mj,
we obtain
(u
(+)
j , f)L2(M˜j,≤t) − (f, u
(+)
j )L2(M˜j,≤t)(9.11)
=
∫
Mj
(
(∂tu
(+)
j )u
(+)
j − u(+)j ∂tu(+)j
)√
gj dx
=
∫
Mj
(
(D
(+)
j (k)u
(+)
j )u
(+)
j − u(+)j D(+)j (k)u(+)j + 2iReψ(+)j |u(+)j |2
)√
gj dx.
We use Lemma 9.2 with v
(±)
j = u
(±)
j . Letting t→∞, we get the present lemma. 
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Let us note that (9.10) and (9.11) yield
(9.12) ‖u(+)j (r, ·)‖L2(Mj) ≤ Cρj(r)−(n−1)‖f‖L2,s , if s = 2βj .
We show the existence of the limit of
F (±)j (λ, r)f = Cj(λ)−1ρj(r)(n−1)/2e∓iΦj(r,λ)
(
Rj(λ ± i0)f
)
(r, x),
(9.13) Cj(λ) =
( π√
λ− E0,j
)1/2
, E0,j =
((n− 1)c0,j
2
)2
as r→∞, where Φj(r, λ) is defined by (9.2).
Lemma 9.4. For f ∈ L2comp(M˜j), there exists a weak limit
w − lim
r→∞
F (±)j (λ, r)f =: F (±)j (λ)f, in L2(Mj).
Proof. We prove the + case. Since supr>2 ‖F (+)j (λ, r)f‖L2(Mj) is finite by
(9.12), we have only to show the existence of
(9.14) lim
r→∞(F
(+)
j (λ, r)f, ϕ)L2(Mj)
for ϕ ∈ D(Λj), where Λj is the Laplace-Beltrami operator on Mj . We put
v = ρj(r)
−(n−1)/2eiΦjϕ, ϕ ∈ D(Λj).
By a direct calculation, we have,
ρ
(n−1)/2
j e
−iΦjv′ =
(
− n− 1
2
ρ′j
ρj
+ iΦ′j
)
ϕ,
ρ
(n−1)/2
j e
−iΦjv′′ =
( (n− 1)2
4
(ρ′j
ρj
)2
− n− 1
2
(ρ′j
ρj
)′
− i(n− 1)ρ
′
j
ρj
Φ′j
+ iΦ′′j −
(
Φ′j
)2)
ϕ.
By our assumption,
ρ′j
ρj
= c0,j +O(r
−α0,j ),
g′j
2gj
= (n− 1)c0,j +O(r−α0,j ).
Therefore, modulo a term of O(r−1−ǫ)
(9.15) ρ
(n−1)/2
j e
−iΦj
(
v′′ +
g′j
2gj
v′
)
≡ −λϕ
in the sense of L2(Mj)-norm. Since 2βj > 1, we have
Bjϕ = O(ρj(r)
−2ρj(r)−(n−1)/2) = O(r−2βjρj(r)−(n−1)/2)
= O(r−1−ǫρj(r)−(n−1)/2),
hence (−∆Mj − λ)v = O(r−1−ǫρj(r)−(n−1)/2).
We let
g =
(−∆Mj − λ)v,
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and integrate by parts as in (9.11) to obtain
(u
(+)
j , g)L2(M˜j,≤t) − (f, v)L2(M˜j,≤t)
=
∫
Mj
(
(D
(+)
j (k)u
(+)
j )v − u(+)j D(+)j (k)v + 2i (Reψ(+)j )u(+)j v
)√
gj dx.
(9.16)
Letting t → ∞ and using Lemma 9.2, we have proven the existence of the limit
(9.14). 
Lemma 9.5. Let f ∈ L2comp(M˜j), and u(+)j = Rj(λ+ i0)f .
(1) There exist ǫ > 0 and a sequence {rp}∞p=1 tending to infinity such that
r1+ǫp
∫
Mj
|(D(+)j (k)u(+)j )(rp, x)|2
√
gj(rp, x) dx→ 0.
(2) Let {rp}∞p=1 be as above. Then, for any rq > rp and ϕ ∈ H1(Mj)∣∣(F (+)j (λ, rp)f −F (+)j (λ, rq)f, ϕ)L2(Mj)∣∣
≤ C(rp)
(
‖ϕ‖L2(Mj) + r−ǫp ‖
√
Λj(rp)ϕ‖L2(M)
)
,
where the constant C(rp) is independent of ϕ, and C(rp)→ 0 as rp →∞.
Proof. By Lemmas 6.7 and 6.11, there exists an ǫ > 0 such that∫ ∞
2
∫
Mj
rǫ|D(+)j (k)u(+)j |2
√
gj drdx <∞,
which implies (1) immediately.
Let v and g be as in the proof of Lemma 9.4. Letting
Ms,t = (s, t)×M, F
∣∣∣t
s
= F (t)− F (s),
we have, by integration by parts,
(v, f)L2(Mrp,rq ) − (g, u
(+)
j )L2(Mrp,rq )
+
∫
Mj
(D
(+)
j (k)v)u
(+)
j
√
gj
∣∣∣rq
rp
dx−
∫
Mj
vD
(+)
j (k)u
(+)
j
√
gj
∣∣∣rq
rp
dx
= 2i
∫
Mj
(Reψ
(+)
j )vu
(+)
j
√
gj
∣∣∣rq
rp
dx.
(9.17)
By (9.12), ‖F (+)j (λ, r)f‖L2(Mj) is uniformly bounded for r > 2. Since ψ = k +
O(r−ǫ), the right-hand side of (9.17) is estimated from below as follows:∣∣∣2i ∫
Mj
(Reψ
(+)
j )vu
(+)
j
√
gj
∣∣∣rq
rp
dx
∣∣∣
≥ C
∣∣∣(F (+)j (λ, rp)f −F (+)j (λ, rq)f, ϕ)L2(Mj)∣∣∣
− C′r−ǫp
(
sup
q≥p
‖F (+)j (λ, rq)f‖L2(Mj)
)‖ϕ‖L2(Mj).
(9.18)
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We estimate the left-hand side of (9.17) from above. The 4th term is estimated as
follows: ∣∣∣ ∫
Mj
vD
(+)
j (k)u
(+)
j
√
gj
∣∣∣rq
rp
dx
∣∣∣
≤ C sup
q≥p
(∫
Mj
|D(+)j (k)u(+)j (rq, x)|2
√
gj(rq, x)dx
)1/2
‖ϕ‖L2(Mj).
(9.19)
Since
D(+)(k)v =
( g′j
4gj
− n− 1
2
ρ′j
ρj
+ i(Φ′j − ψj)
)
v = O(r−1−ǫ)v,
the 3rd term is dominated by Cr−1−ǫp ‖ϕ‖L2(Mj). The 1st term is estimated as
follows
(9.20)
∣∣(v, f)L2(Mrp,rq )∣∣ ≤ Cr−ǫ/2p ‖ϕ‖L2(Mj)‖f‖L2,(1+ǫ)/2 .
We estimate the 2nd term. Recalling (9.15), we have
g = (−∆Mj − λ)v = α(r)ϕ + β(r)Bj(r)ϕ,
α(r) = O(r−1−ǫρj(r)−(n−1)/2), β(r) = O(ρj(r)−(n−1)/2).
The term (α(r)ϕ, u
(+)
j )L2(Mrp,rq ) is estimated as
(9.21)
∣∣(α(r)ϕ, u(+)j )L2(Mrp,rq )∣∣ ≤ Cr−ǫ/2p ‖ϕ‖L2(Mj)‖u(+)j ‖−(1+ǫ)/2.
The term (β(r)Bj(r)ϕ, u
(+)
j )L2(Mrp,rq ) is rewritten as
(β(r)Bj(r)ϕ, u
(+)
j )L2(Mrp,rq ) = (β(r)
√
Bj(r)ϕ,
√
Bj(r)u
(+)
j )L2(Mrp,rq ).
By virtue of Lemma 6.7, letting t = (s− 1)/2 where 0 < s < min{2β0,j, γ0,j}, this
is estimated from above as∣∣(β(r)√Bj(r)ϕ,√Bj(r)u(+)j )L2(Mrp,rq )∣∣
≤ C‖
√
Λj(rp)ϕ‖L2(Mj)‖r−tβ(r)ρj(r)−1‖L2((rp,rq);ρn−1j dr)
× ‖rt
√
Bj(rp)u
(+)
j ‖L2(Mrp,rq )
≤ C‖
√
Λj(rp)ϕ‖L2(Mj)‖r−tρj(r)−(n+1)/2‖L2((rp,rq);ρn−1j dr)‖f‖(s+1)/2
≤ C‖
√
Λj(rp)ϕ‖L2(Mj)‖f‖(s+1)/2
(∫ rq
rp
r−2t−2β0,jdr
)1/2
≤ Cr−tp ‖
√
Λj(rp)ϕ‖L2(Mj)‖f‖(s+1)/2.
This and the inequalities (9.18), (9.19), (9.20), (9.21), together with (1), prove the
lemma. 
Lemma 9.6. Let f ∈ L2comp(M˜j). Then, there exists a sequence {rp}∞p=1 such
that F (±)j (λ, rp)f converges to F (±)j (λ)f strongly on L2(Mj).
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Proof. Let {rp}∞p=1 be the sequence in Lemma 9.5 (1). We can also assume
that
r1+ǫp ‖
√
Bj(rp)u
(+)
j ‖2L2(Mj) → 0, u
(+)
j = Rj(λ+ i0)f.
Using Lemma 9.5 with ϕ replaced by F (+)j (λ, rp)f , we have∣∣∣‖F (+)j (λ, rp)f‖2L2(Mj) − (F (+)j (λ, rq)f,F (+)j (λ, rp)f)L2(Mj)∣∣∣
≤ C(rp)
(
‖F (+)j (λ, rp)f‖L2(Mj) + r−ǫp ‖
√
Bj(rp)F (+)j (λ, rp)f‖L2(Mj)
)
.
We first let q tend to ∞, and then p to ∞. Then, we see that the norm of
F (+)j (λ, rp)f converges to that of F (+)j (λ)f . This proves the strong convergence,
since we already know its weak convergence in Lemma 9.4. 
Lemma 9.7. Let f ∈ L2comp(M˜j). Then, F (±)j (λ, r)f converges to F (±)j (λ)f
strongly on L2(Mj), and we have
1
2πi
(
Rj(λ+ i0)f −Rj(λ− i0)f, f
)
= ‖F (±)j (λ)f‖2L2(Mj)
Proof. Sinec F (+)j (λ)f is the weak limit of F (+)j (λ, r)f , we have
‖F (+)j (λ)f‖L2(Mj) ≤ lim infr→∞ ‖F
(+)
j (λ, r)f‖L2(Mj).
Using the sequence in Lemma 9.6, we have
lim inf
r→∞ ‖F
(+)
j (λ, r)f‖L2(Mj) ≤ limrp→∞ ‖F
(+)
j (λ, rp)f‖L2(Mj) = ‖F (+)j (λ)f‖L2(Mj).
By Lemma 9.3, we already know the existence of the limit of ‖F (+)j (λ, r)f‖L2(Mj).
Therefore, we have ‖F (+)j (λ)f‖L2(Mj) = limr→∞ ‖F (+)j (λ, r)f‖L2(Mj). This proves
the existence of the strong limit limr→∞F (+)j (λ, r)f in L2(Mj). In view of Lemma
9.3, we obtain the lemma. 
9.4. Asymptotic expansion of the resolvent. Lemma 9.7 implies that
(9.22) ‖F (±)j (λ)f‖L2(Mj) ≤ C‖f‖B, f ∈ L2comp(M),
where the constant C is independent of λ varying over a compact set in σe(H) \ E .
Therefore, it is uniquely extended on B and (9.22) holds also for f ∈ B. Making
use of (9.5), we compute the asymptotics of R(λ± i0) on each end. For f, g ∈ B∗,
we use the folloing notation:
(9.23) f ≃ g ⇐⇒ f − g ∈ B∗0 .
Theorem 9.8. For any f ∈ B and λ ∈ (E0,j ,∞) \ E, we have on the regular
ends Mj satisfying (9.1)
(9.24) R(λ± i0)f ≃ Cj(λ)ρj(r)−(n−1)/2e±iΦj(r,λ)F (±)j (λ)f,
where Cj(λ) is defined by (9.13).
Proof. For f ∈ L2comp(M), (9.24) is already proven. Since R(λ ± i0) ∈
B(B;B∗), in view of (9.22), we have only to approximate f ∈ B by compactly
supported functions to prove (9.24). 
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9.5. Cusp ends. For the cusp ends, one can argue as above without any
change. Thus, we have also proven the following theorem.
Theorem 9.9. For any f ∈ B and λ ∈ (E0,j ,∞) \ E, we have on the cusp ends
Mj,
(9.25) R(λ± i0)f ≃ Cj(λ)P0,j ⊗ ρj(r)−(n−1)/2e±iΦj(r,λ)F (±)j (λ)f,
P0,j being the projection associated with the 0-eigenvalue for −∆Mj . Here, Cj(λ)
is defined by (9.13).
Proof. By Lemma 6.11, (1−P0,j ⊗ 1)R(λ± i0)f ∈ L2(Mj) for the cusp end,
from which (9.25) follows. 
10. Resolvent asymptotics - Perturbative approach
We study the remaining case in this section. We fix one regular end Mj =
(0,∞)×Mj, (we shifted the interval (2,∞) to (0,∞), which does not matter at all),
and observe the asymptotic behavior of the resolvent onMj under the assumption
(10.1) c0,j = 0, α0,j > 0, 1/2 ≥ β0,j > 0, γ0,j > 1.
In this section, we drop the subscript j in ρj(r), c0,j , α0,j , β0,j , γ0,j.
We reduce the problem to the one-dimensional case, and apply the perturbation
technique. Hence, letting E ≥ 0 be an arbitrary constant, we start with the equation
(10.2)
(
− ∂r2 − (n− 1)ρ
′(r)
ρ(r)
∂r +
E
ρ(r)2
− z
)
u = f, on (0,∞).
10.1. WKB method.
10.1.1. Asymptotic solutions. We seek an asymptotic solution of the equation
(10.3)
(
−∂r2 − (n− 1)ρ
′(r)
ρ(r)
∂r +
E
ρ(r)2
)
u = λu, λ > 0
in the form u = eϕa. A direct computation yields
e−ϕ
(
−∂r2 − (n− 1)ρ
′
ρ
∂r +
E
ρ2
− λ
)
eϕa
=−
(
(ϕ′)2 +
(n− 1)ρ′
ρ
ϕ′ + λ− E
ρ2
)
a−
{(
2ϕ′ +
(n− 1)ρ′
ρ
)
a′ + ϕ′′a
}
− a′′.
(10.4)
By the assumptions (A-1) and (A-2), we have
ρ′
ρ
∈ S−α0 , ∂mr
(1
ρ
) ∈ S−β−m, ∀m ≥ 0.
Letting ǫ = min(2α0, 2β0), we then have( (n− 1)ρ′
2ρ
)2
+
E
ρ2
≤ Cr−ǫ(1 + E).
We define r0(λ,E) by
(10.5) r0(λ,E) =
(
2C(1 + E)
λ
)1/ǫ
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so that Cr−ǫ(1 + E) < λ/2 for r > r0(λ,E). We put
(10.6) α(λ,E, r) =
√
λ−
((n− 1)ρ′
2ρ
)2
− E
ρ2
,
(10.7) ϕ± = −n− 1
2
log ρ(r)± i
∫ r
r0(E,λ)
α(λ,E, s)ds.
(10.8) a± = exp
(∫ ∞
r
ϕ′′±
2ϕ′± + (n− 1)ρ′/ρ
ds
)
.
They satisfy the eikonal equation(
ϕ′)2 +
(n− 1)ρ′
ρ
ϕ′ + λ− E
ρ2
= 0,
and the transport equation(
2ϕ′ +
(n− 1)ρ′
ρ
)
a′ + ϕ′′a = 0.
Hence the equation (10.4) becomes
e−ϕ
(
−∂r2 − (n− 1)ρ
′
ρ
∂r +
E
ρ2
− λ
)
eϕa = −a′′.
Fix a compact interval I ⊂ (0,∞) arbitrarily. In the following, C’s denote constants
independent of λ ∈ I, E ≥ 0 and r > r0(λ,E). Similarly, the various estimates
are uniform with respect to λ,E and r satisfying these conditions. The following
lemma is proven by a direct computation.
Lemma 10.1. For α, ϕ±, a± defined by (10.6), (10.7), (10.8), we have
α ∈ S0, α′ ∈ S−1−ǫ, ϕ′± ∈ S0, ϕ′′± ∈ S−1−ǫ, a± − 1 ∈ S−ǫ.
Noting that
eϕ± = ρ(r)−(n−1)/2 exp
(
± i
∫ r
r0(E,λ)
α(λ,E, s)ds
)
,
and summarizing the above computation, we have proven the following lemma.
Lemma 10.2. There exist asymptotic solutions a±eϕ± of (10.3) satisfying
(10.9)
∣∣∣a±eϕ± − ρ(r)−(n−1)/2 exp(± i ∫ r
r0(E)
α(λ,E, s)ds
)∣∣∣ ≤ Cρ(r)−(n−1)/2r−ǫ,
(10.10)
(
− ∂2r −
(n− 1)ρ′
ρ
∂r +
E
ρ2
− λ
)
a±eϕ± = −a′′±eϕ± ,
∂mr (a± − 1) = O(r−m−ǫ), m ≥ 0,
uniformly for r > r0(λ,E).
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10.1.2. Exact solutions. Next let us construct the exact solutions to (10.3)
which behave like a±eϕ± as r → ∞. Putting a = a±, ϕ = ϕ±, u = aeϕ(1 + v)
and using (10.10), we have for r > r0(E, λ)
v′′ +
(
2(
a′
a
+ ϕ′) +
(n− 1)ρ′
ρ
)
v′ +
a′′
a
v = −a
′′
a
.
Putting v =
(
v
v′
)
, f =
(
0
−a′′/a
)
, we transform it into the 1st order system:
(10.11)
dv
dr
= K(r)v + L(r)v + f(r),
K(r) =
(
0 1
0 −
(
2(a
′
a + ϕ
′) + (n−1)ρ
′
ρ
) )
, L(r) =
(
0 0
−a′′/a 0
)
.
A fundamental matrix for the equation dv/dr = K(r)v is
W (r, s) = V (r)V (s)−1, V (r) =
(
1 F
0 a−2e−2ϕρ−(n−1)
)
,
where
F =
∫ r
r0(E,λ)
a−2e−2ϕρ−(n−1)ds.
Then by (10.9),
F ′ = a−2e−2ϕρ−(n−1) = exp
(
∓ 2i
∫ r
r0
αds
)(
1 +O(r−ǫ)
)
.
Using
1
∓2iα
d
dr
e
∓2i ∫ r
r0
αds
= e
∓2i ∫ r
r0
αds
and integrating by parts, we have F = O(1). Then W (r, s) is uniformly bounded
for r0(λ,E) ≤ r ≤ s. The equation (10.11) is rewritten as the integral equation
v(r) = −
∫ ∞
r
W (r, s)L(s)v(s)ds −
∫ ∞
r
W (r, s)f(s)ds,
which is solved by iteration, since L(r) = O(r−1−ǫ), f(r) = O(r−1−ǫ). We have
thus proved the following lemma.
Lemma 10.3. There exist exact solutions Ψ(±)(λ, r, E) to (10.3) on [r0(λ,E),∞)
such that Ψ(±) = a±eϕ±
(
1 +O(r−ǫ)
)
as r →∞.
We extend the solutions Ψ(±)(λ, r;E) to the whole interval [0,∞). The follow-
ing lemma is an immediate consequence.
Lemma 10.4. If u satisfies (10.3) and
1
R
∫ R
0
|u(r)|2ρ(r)n−1dr → 0, R→∞,
then u is identically equal to 0.
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Proof. Since Ψ(±) in Lemma 10.3 are linearly independent, u is written as
u = c+Ψ
(+) + c−Ψ(−) for some constants c±. The assumption of the lemma then
implies
1
R
∫ R
0
|c+ei
∫
r
0
αds + c−e−i
∫
r
0
αds|2dr → 0.
For large r, we can make the change of variable r → t by ∫ r0 αds = t. We then have
1
R
∫ R
0
|c+eit + c−e−it|2dt→ 0,
which implies c+ = c− = 0. 
10.1.3. Green function. The Green operator G(±)(λ,E) for (10.3) with Dirich-
let condition at r = 0 is defined by(
G(±)(λ,E)f
)
(r) =
∫ ∞
0
G(±)(r, s, λ, E)f(s)ds,
G(±)(r, s, λ, E) =
1
−W (±)(λ, s, E)
{
Ψ0(λ, r, E)Ψ
(±)(λ, s, E), 0 < r < s,
Ψ(±)(λ, r, E)Ψ0(λ, s, E), 0 < s < r,
W (±)(λ, r, E) = Ψ0(λ, r, E)Ψ(±)(λ, r, E)′ −Ψ0(λ, r, E)′Ψ(±)(λ, r, E),
where Ψ0(r) = Ψ0(λ, r, E) is the solution of (10.3) satisfying Ψ0(0) = 0,Ψ
′
0(0) = 1.
Since W (±)
′
= − (n−1)ρ′ρ W (±), we have
W (±)(λ, r, E) = −Ψ(±)(λ, 0, E)
(ρ(0)
ρ(r)
)n−1
.
Note that Ψ(±)(λ, 0, E) 6= 0. In fact, if it vanishes, Ψ(±)(λ, r, E) is a solution
to (10.3) satisfying the boundary condition and the radiation condition. Arguing
in the same way as in the proof of Lemma 7.8 using Lemma 10.4 (actualy much
simpler), we see that Ψ(±)(λ, r, E) = 0, which is a contradiction.
The following Lemma can be proven easily by using the Green function.
Lemma 10.5. For f ∈ L2comp((0,∞)), we put
f˜ (±)(λ,E) = −
∫ ∞
0
Ψ0(λ, s, E)
W (±)(λ, s, E)
f(s)ds
=
ρ(0)1−n
Ψ(±)(λ, 0, E)
∫ ∞
0
Ψ0(λ, s, E)f(s)ρ(s)
n−1 ds.
(10.12)
Then if f(r) = 0 for r > r′,
(10.13)
(
G(±)(λ,E)f
)
(r) = Ψ(±)(λ, r;E)f˜ (±)(λ,E), r > r′
holds, and the following limit exists
(10.14) lim
r→∞ ρ(r)
(n−1)/2e∓i
∫ r
0
α(λ,E,t)dt
(
G(±)(λ,E)f
)
(r) = f˜ (±)(λ,E).
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10.2. Fourier transform. Let E ≥ 0 be a constant, L(E) the differential
operator
L(E) = −∂2r −
(n− 1)ρ′
ρ
∂r +
E2
ρ2
with Dirichlet boundary condition at r = 0, and
Rfree(z, E) = (L(E)− z)−1.
All results in the previous sections hold for L(E). In particular, Theorem 8.2 holds
for L(E) with E ≥ 0. Letting
(10.15) ϕ(λ,E, r) =
∫ r
r0(λ,E)
α(λ,E, s)ds,
we define for f ∈ L2comp((0,∞))
F
(±)
free,E(λ)f =
(√λ
π
)1/2
lim
r→∞ρ(r)
(n−1)/2e∓iϕ(λ,E,r) (Rfree(λ± i0, E)f) (r).
(10.16)
The existence of the limit (10.16) is guaranteed by Theorem 10.5.
Lemma 10.6. For f ∈ L2comp((0,∞)), we have
|F (±)free,E(λ)f |2 =
1
2πi
([
Rfree(λ+ i0, E)−Rfree(λ− i0, E)
]
f, f
)
.
Proof. Let u± = Rfree(λ ± i0, E)f . Multiply the equation
−u′′± −
(n− 1)ρ′
ρ
u′± +
(E
ρ2
− λ
)
u± = f
by u±ρn−1, integrate by parts over (0, r), and take the imaginary part. Then we
have
(10.17) Imu′±(r)u±(r)ρ
n−1 = −Im
∫ r
0
fu±ρn−1dt.
The left-hand side is equal to
Im (D±(k)u±)u±ρn−1 +Reψ
(±)
j |u±|2ρn−1.
By Lemma 6.11, D±(k)u ∈ L2. Therefore, the 1st term tends to 0 along a suitable
sequence r1 < r2 < · · · → ∞. Taking the limit in (10.17) along {rn}, we then have
k lim
r→∞ |u±|
2ρn−1 = ∓Im (f, u±) = 1
2i
([Rfree(λ+ i0, E)−Rfree(λ− i0, E)]f, f) .
Noting k =
√
λ and (10.16), we prove the lemma 
Lemma 10.6 and Theorem 8.2 imply
|F (±)free,E(λ)f | ≤ C‖f‖B,
where the constant C is independent of E and λ when they vary over a compact
set in (0,∞). In view of (10.16), (10.12) and (10.14), we have
F
(±)
free,E(λ)f =
(√λ
π
)1/2
f˜ (±)(λ,E)
=
(√λ
π
)1/2 ρ(0)1−n
Ψ(±)(λ, 0, E)
∫ ∞
0
Ψ0(λ, s, E)f(s)ρ(s)
n−1ds.
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This implies that F
(±)
free,E(λ)
∗ ∈ B(C;B∗) is the operator of multiplication by the
function (√λ
π
)1/2( ρ(0)1−n
Ψ(±)(λ, 0, E)
)
Ψ0(λ, r, E).
Since Ψ(+)(λ, r, E) = Ψ(−)(λ, r, E), there exist constants c±(λ,E) such that
Ψ0(λ, r, E) = c+(λ,E)Ψ
(+)(λ, r, E) + c−(λ,E)Ψ(−)(λ, r, E),
c+(λ,E) = c−(λ,E).
Therefore, letting
ω+(λ,E) =
(√λ
π
)1/2( ρ(0)1−n
Ψ(−)(λ, 0;E)
)
c+(λ,E),
ω−(λ,E) =
(√λ
π
)1/2( ρ(0)1−n
Ψ(−)(λ, 0;E)
)
c−(λ,E),
we have the following lemma.
Lemma 10.7. F
(−)
free,E(λ)
∗ is the operator of multiplication by the function
ω+(λ,E)Ψ
(+)(λ, r, E) + ω−(λ,E)Ψ(−)(λ, r, E).
10.3. Warped product metric. We equip (0,∞)×M with the metric
ds2 = (dr)2 + ρ(r)2hM (x, dx),
and let
Hfree = −∂2r −
(n− 1)ρ′
ρ
∂r − Λ
ρ2
,
assuming the Dirichlet boundary condition at r = 0, where Λ = ∆M is the Laplace-
Beltrami operator on M . We also let
Rfree(z) = (Hfree − z)−1.
Let 0 = λ0 ≤ λ1 ≤ · · · → ∞ be the eigenvalues of −Λ, Pℓ the eigenprojection
associated with λℓ, and ϕℓ(x) the associated normalized eigenvector. We then have
Rfree(λ± i0) =
∞∑
ℓ=0
Pℓ ⊗Rfree(λ± i0, λℓ).
Let h∞ = L2(M) and put
F (±)free(λ) =
∞∑
ℓ=0
Pℓ ⊗ F (±)free,λℓ(λ),
Letting E = λℓ in Lemma 10.6 and summing up with respect to ℓ, we obtain the
following lemma.
Lemma 10.8. For f ∈ B and λ > 0, we have
‖F (±)free(λ)f‖2h∞ =
1
2πi
([
Rfree(λ+ i0)−Rfree(λ− i0)
]
f, f
)
.
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It then follows that
‖F (±)free(λ)f‖2L2(M) =
∞∑
ℓ=0
|F (±)free,λℓ (λ)f |2 ≤ C‖f‖2B,
where the constant C is independent of λ when λ varies ove a compact set in (0,∞).
Take χ ∈ C∞(R) such that χ(r) = 0 for r < 1, and χ(r) = 1 for r > 2, and put
cℓ(λ, r) =
( π√
λ
)1/2
χ
( r
r0(λ, λℓ)
)
,
where r0(λ,E) is given in (10.5). Recall that ϕ(λ,E, r) is defined by (10.15).
Theorem 10.9. For f ∈ B, we have
(10.18) Rfree(λ± i0)f ≃
∞∑
ℓ=0
cℓ(λ, r)ρ(r)
−(n−1)/2e±iϕ(λ,λℓ,r)Pℓ ⊗ F (±)free,λℓ (λ)f.
Proof. Since both sides in (10.18) are bounded operators from B to B∗, we
have only to prove it for f of the form f =
∑m
ℓ=0 ϕℓ(x)fℓ(r), where fℓ(r) ∈
L2comp((0,∞)). Assume that fℓ(r) = 0 for r > a > 0, 0 ≤ ℓ ≤ m. Then by
(10.13), we have
Rfree(λ± i0)f =
m∑
ℓ=0
Ψ(±)(λ, r;λℓ)f˜
(±)
ℓ (λ, λℓ), r > a,
from which (10.18) follows immediately. 
Note that if ρ(r) = O(rβ), r0(λ, λℓ) = O((λℓ)
1/2β). This shows the subtlety of
the expansion (10.18).
10.4. Perturbed metric. We return to the perturbed metric
ds2 = (dr)2 + ρ(r)2h(r, x, dx),
h(r, x, dx) − hM (x, dx) ∈ S−γ , γ > 1.
Let Rfree(z) = (Hfree − z)−1 and R(z) = (H − z)−1. Take χ ∈ C∞(0,∞) such
that χ(r) = 0 for r < 1, χ(r) = 1 for r > 2. Then, we have
(10.19) χR(z) = Rfree(z)V (z),
V (z) = χ+
(
[Hfree, χ]− χV˜
)
R(z), V˜ = H −Hfree.
Here we use the assumption γ > 1 to have
V (λ± i0) ∈ B(B∗;B),
which implies that, by virue of (10.19), R(λ±i0) has the same asymptotic expansion
as in Theorem 10.9 where f of the right-hand sides of (10.18) is replaced by V (λ±
i0)f . Therefore, the following theorem is proved.
Theorem 10.10. Let f ∈ B. Then, on the regular end satisfying (10.1)
R(λ± i0)f ≃
∞∑
ℓ=0
cℓ(λ, r)ρ(r)
−(n−1)/2e±iϕ(λ,λℓ,r)Pℓ ⊗ F (±)free,λℓ(λ)V (λ± i0)f.
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11. Spectral representation
We return to our original manifold M = K ∪M1 ∪ · · · ∪MN+N ′ . From here
until the end of §12, we assume{
α0,j > 0, β0,j > 0, γ0,j > 1 on regular ends,
(A − 3) on cusp ends.
In this section, we construct a spectral representation for H by observing the as-
ymptotic expansion of the resolvent at infinity.
11.1. Definition of F (±)j (λ). Let hj = L2(Mj) and
h∞,j =
{
hj for 1 ≤ j ≤ N,
C for N + 1 ≤ j ≤ N +N ′,
h∞ =
N+N ′⊕
j=1
h∞,j ,
(11.1) Ĥ = N+N
′
⊕
j=1
L2((E0,j ,∞);h∞,j ; dλ).
Let λℓ,j and Pℓ,j (ℓ = 0, 1, 2, · · · ) be the eigenvalues and the associated eigenpro-
jections for −∆Mj with respect to the metric hMj (x, dx).
For f ∈ B(M) and λ ∈ σe(H) \ E , we put
F (±)(λ)f = (F (±)1 (λ)f, · · · ,F (±)N+N ′(λ)f) ∈ h∞,
where F (±)j (λ) is defined as follows.
(I) Regular ends with β0,j > 1/2 : For 1 ≤ j ≤ N and λ > E0,j , we define it making
use of the asymptotic expansion (9.24) in Theorem 9.8:
(11.2) R(λ± i0)f ≃ Cj(λ)ρj(r)−(n−1)/2e±iΦj(r,λ)F (±)j (λ)f on Mj ,
where
Cj(λ) =
( π√
λ− E0,j
)1/2
,
Φj(r, λ) =
∫ r
0
φj(t, λ) dt,
φj(r, λ) =
√
λ− (n− 1)
2
4
(ρ′j(r)
ρj(r)
)2
.
(II) Regular ends with 0 < β0,j ≤ 1/2 : For 1 ≤ j ≤ N and λ > E0,j , we define
F (±)j (λ) =
∞∑
ℓ=0
F (±)ℓ,j (λ),
where
F (±)ℓ,j (λ) = Pℓ,j ⊗ F (±)free,λℓ,j (λ)Vj(λ± i0)
appearing in Theorem 10.10:
(11.3) R(λ± i0)f ≃
∞∑
ℓ=0
cℓ,j(λ, r)ρj(r)
−(n−1)/2e±iϕj(λ,λℓ,j ,r)F (±)ℓ,j (λ)f, on Mj ,
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cℓ,j(λ, r) =
( π√
λ− E0,j
)1/2
χ
( r
r0(λ, λℓ,j)
)
,
ϕj(λ,E, r) =
∫ r
r0(λ,E)
αj(λ,E, s)ds,
αj(λ,E, r) =
√
λ−
( (n− 1)ρ′j
2ρj
)2
− E
ρ2j
.
(III) Cusp ends : For N +1 ≤ j ≤ N +N ′ and λ > E0,j , we use (9.25) in Theorem
9.9:
(11.4) R(λ± i0)f ≃ Cj(λ)P0,j ⊗ ρj(r)−(n−1)/2e±iΦj(r,λ)F (±)j (λ)f on Mj .
Finally, we define
F (±)j (λ) = 0, if λ < E0,j , 1 ≤ j ≤ N +N ′.
Lemma 11.1. For f, g ∈ B and λ ∈ σe(H) \ E
1
2πi
([R(λ+ i0)−R(λ− i0)]f, g) = (F (±)(λ)f,F (±)(λ)g)
h∞
Proof. Take ϕ ∈ C∞0 (R) such that ϕ(r) = 0 for r < 1/2 and r > 3, and
ϕ(r) = 1 for 1 < r < 2. Put
ϕ˜(r) =
∫ ∞
r
ϕ(t)dt.
Take ϕR ∈ C∞0 (M) such that ϕR = ϕ˜(0) on K, and on each end Mj
ϕR(r) = ϕ˜(r/R).
Then, we have ϕ′R = −ϕ
(
r/R
)
/R on each end, hence
(11.5)
[
− ∂
2
∂r2
− (n− 1)ρ
′
j
ρj
∂
∂r
, ϕR
]
=
2
R
ϕ
( r
R
)( ∂
∂r
+
(n− 1)ρ′j
2ρj
)
+
1
R2
ϕ′′
( r
R
)
.
Let u = R(λ+ i0)f , v = R(λ+ i0)g. Then, we have
(11.6) (ϕRu, g)− (f, ϕRv) = ([H,ϕR]u, v).
As R→∞, the left-hand side tends to ϕ˜(0)([R(λ+ i0)−R(λ− i0)]f, g). By (7.10),
we have on each end,
∂
∂r
+
(n− 1)ρ′j
2ρj
= D
(+)
j (k) + ik + O(r
−ǫ), ǫ > 0.
This, together with (11.5), implies that the right-hand side of (11.6) is asymptoti-
cally equal to
2ik
R
(
ϕ
( r
R
)
u, v
)
.
By (11.2), (11.3) and (11.4), this is asymptotically equal to
(11.7) 2ik ϕ˜(0)
π√
λ− E0,j
(F (+)j (λ)f,F (+)j (λ)g)hj ,
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for the case of regular end with βj > 1/2,
(11.8) 2ik ϕ˜(0)
∞∑
ℓ=0
π√
λ− E0,j
(F (+)ℓ,j (λ)f,F (+)ℓ,j (λ)g)hj ,
for the case of regular end with 0 < βj ≤ 1/2, and
(11.9) 2ik ϕ˜(0)
π√
λ
F (+)0,j (λ)f F (+)0,j (λ)g,
for the case of cusp end.
Let us prove (11.8). It is easy to show that if w1 ∈ B∗0 and w2 ∈ B, then
1
R
(
ϕ(
r
R
)w1, w2)→ 0. By (11.3), 1
R
(
ϕ(
r
R
)u, v) is asymptotically equal to
1
R
∑
ℓ
(
χ(
r
R
)cℓ,j , cℓ,j
)
aℓ,j
=
π√
λ− E0,j
∑
ℓ
1
R
∫ ∞
0
ϕ
( r
R
)
χ
( r
r0(λ, λℓ,j)
)2
dr aℓ,j ,
where aℓ,j = (F (+)ℓ,j (λ)f,F (+)ℓ,j (λ)g)hj . Let r = tR. Since
∑
ℓ |aℓ,j | < ∞ and
χ
(
tR
r0(λ,λℓ,j)
)→ 1, the right-hand side converges to
π√
λ− E0,j
∑
ℓ
∫ ∞
0
ϕ(t)dt aℓ,j =
π√
λ− E0,j
ϕ˜(0)
∑
ℓ
aℓ,j.
This proves (11.8). The proof of (11.7) and (11.9) is similar and simpler.
Summing up (11.7), (11.8), (11.9) with respect to j and dividing by ϕ˜(0), we
obtain the lemma for the case of F (+)(λ). 
As a corollary, we have
(11.10) ‖F (±)(λ)f‖h∞ ≤ C‖f‖B,
where the constant C does not depend on λ when λ varies over a compact set in
σe(H) \ E .
11.2. Generalized Fourier transform. We put
(F (±)f)(λ) = F (±)(λ)f
for f ∈ B. In view of (8.2) and Lemma 11.1, we have, for f, g ∈ B,
(Pac(H)f, g) =
∫ ∞
E0,tot
(F (±(λ)f,F (±)(λ)g)h∞dλ = (F (±)f,F (±)g)Ĥ.
Therefore, F (±) is uniquely extended to a partial isometry on L2(M) with initial
set Hac(H) and final set in Ĥ, defined in (11.1), which is denoted by F (±) again.
We show the following lemma.
Lemma 11.2. (1) For any f ∈ D(H) and a.e. λ ∈ (E0,tot,∞), we have
(F (±)Hf)(λ) = λ(F (±)f)(λ).
(2) For any bounded Borel function α(λ) on R, any f ∈ L2(M) and a.e. λ ∈
(E0,tot,∞), we have
(11.11)
(F (±)α(H)f)(λ) = α(λ)(F (±)f)(λ).
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Proof. For f ∈ L2comp(M) ∩D(H), let u = R(λ + i0)f and v = Hu. Then,
we have (H − λ)u = f, v = R(λ + i0)Hf . Observing the spatial asymptotics of
v = Hu = λu + f , we have F (+)(λ)Hf = λF (+)(λ)f , which proves (1). It then
follows that
(λ− z)(F (±)(H − z)−1f)(λ) = (F (±)f)(λ)
for z 6∈ R, which shows the assertion (2) for α(λ) = (λ − z)−1. Then, by Stone’s
formula, (2) holds for any step function, hence for any bounded Borel function. 
Lemma 11.3. Ran F (±) = Ĥ.
Proof. We have only to show that the range of F (±) is dense in Ĥ. For the
sake of notational simplicity, we consider the case that N = N ′ = 1, and assume
that the volume of M2 is equal to 1. Suppose
(φ1(λ), φ2(λ)) ∈ L2((E0,1,∞);L2(M1); dλ) × L2((E0,2,∞);C; dλ)
is orthogonal to RanF (+). Let λℓ,1, ℓ = 0, 1, 2, · · · , be the eigenvalues of −∆M1 ,
and eℓ,1 the associated complete orthonormal system of eigenvectors in L
2(M1).
We put
(11.12) φℓ,1(λ) = (φ1(λ), eℓ,1)L2(M1).
For ψ ∈ L1loc((E0,tot,∞)), let L(ψ) be the set of Lebesgue points of ψ, i.e.
L(ψ) ∋ λ⇐⇒ ψ(λ) = lim
ǫ→0
1
2ǫ
∫ λ+ǫ
λ−ǫ
ψ(t)dt.
It is well-known that (E0,tot,∞) \ L(ψ) is a null set. Take an arbitrary point
µ ∈ (E0,tot,∞) satisfying
µ ∈
( ∞∩
ℓ=0
L(φℓ,1)
)
∩
(
L(‖φ1‖2L2(M1))
)
∩
(
L(φ2)
)
∩
(
L(|φ2|2)
)
∩ ((E0,tot,∞) \ E).
Let {χj}2j=0 be the partition of unity in (7.3). We fix m arbitrarily, and put
uµ(r) = χ1(r)Ψ
(+)
1 (µ, r, λm,1)αem,1(x) + χ2(r)Ψ
(+)
2 (µ, r, 0)β,
where Ψ
(+)
j (λ, r, E) is the solution constructed in Lemma 10.3 for the endMj , and
α, β are arbitrary constants. We put
(H − µ)uµ = gµ.
Then, by virtue of Lemma 10.2, gµ ∈ L2,1+ǫ(M). Since uµ is outging, we have
uµ = R(µ + i0)gµ. Moreover, letting F (+)(λ)gµ = (C1(λ), C2(λ)) and observing
the behavior of uµ at infinity, we see that (C1(λ), C2(λ)) is an L
2(M1)×C -valued
continuous function of λ > 0 satisfying
(11.13) (C1(µ), eℓ,1) =
( π√
µ− E0,1
)−1/2
δℓ,mα, C2(µ) =
( π√
µ− E0,2
)−1/2
β.
By the assumption, (φ1(λ), φ2(λ)) is orthogonal to F (+)EH(I)gµ, I being any in-
terval in (E0,tot,∞) \ E . Hence by Lemma 11.2 (2)∫
I
(
(φ1(λ), C1(λ))L2(M1) + φ2(λ)C2(λ)
)
dλ = 0
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for any interval I ⊂ (E0,tot,∞) \ E . Since C2(λ) is continuous, and µ is a Lebesgue
point of φ2(λ), we have
1
2ǫ
∫ µ+ǫ
µ−ǫ
φ2(λ)C2(λ)dλ→ φ2(µ)
( π√
µ− E0,2
)−1/2
β.
The 1st term is computed as
1
2ǫ
∫ µ+ǫ
µ−ǫ
(φ1(λ), C1(λ))L2(M1)dλ =
1
2ǫ
∫ µ+ǫ
µ−ǫ
(φ1(λ), C1(λ)− C1(µ))L2(M1)dλ
+
1
2ǫ
∫ µ+ǫ
µ−ǫ
(φ1(λ), C1(µ))L2(M1)dλ.
By (11.12) and (11.13), (φ1(λ), C1(µ))L2(M1) =
(
π√
µ−E0,1
)−1/2
φm,1(λ)α, hence
1
2ǫ
∫ µ+ǫ
µ−ǫ
(φ1(λ), C1(µ))L2(M1)dλ→
( π√
µ− E0,1
)−1/2
φm,1(µ)α.
We also have
∣∣∣∣ 12ǫ
∫ µ+ǫ
µ−ǫ
(φ1(λ), C1(λ)− C1(µ))L2(M1)dλ
∣∣∣∣
≤
(
1
2ǫ
∫ µ+ǫ
µ−ǫ
‖φ1(λ)‖2L2(M1)dλ
)1/2
×
(
1
2ǫ
∫ µ+ǫ
µ−ǫ
‖C1(λ)− C1(µ)‖2L2(M1)dλ
)1/2
.
The right-hand side tends to 0, since µ is a Lebesgue point of ‖φ1(λ)‖2L2(M1), and
C1(λ) is an L
2(M1)-valued continuous function of λ > 0. Therefore, we have
φm,1(µ)
( π√
µ− E0,1
)−1/2
α+ φ2(µ)
( π√
µ− E0,2
)−1/2
β = 0.
Since α, β can be chosen arbitrarily, we have proven that φ1(µ) = 0, φ2(µ) = 0. 
Now, we have arrived at the main theorem.
Theorem 11.4. (1) The operator F (±) is uniquely extended to a partial isom-
etry with initial set Hac(H) and final set Ĥ.
(2) For any λ ∈ (E0,tot,∞)\E, F (±)(λ)∗ ∈ B(h∞;B∗). Moreover, for any a ∈ h∞,
(−∆M − λ)F (±)(λ)∗a = 0.
(3) Fore any f ∈ L2(M), and a compact interval I ⊂ (E0,j ,∞) \ E, the B∗-valued
integral
∫
I
F (±)j (λ)∗
(
F (±)j f
)
(λ)dλ belongs to L2(M). Letting Ik → (E0,j ,∞) \ E,
the strong limit
lim
k→∞
∫
Ik
F (±)j (λ)∗
(
F (±)j f
)
(λ)dλ =
∫ ∞
E0,j
F (±)j (λ)∗
(
F (±)j f
)
(λ)dλ
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exists in L2(M).
(4) For any f ∈ Hac(H), the inversion formula holds :
f =
(
F (±)
)∗
F (±)f =
N+N ′∑
j=1
∫ ∞
E0,j
F (±)j (λ)∗
(
F (±)j f
)
(λ)dλ.
Proof. The assertion (1) is already proven in Lemma 11.3. By (11.10),
F (±)(λ)∗ ∈ B(h∞ ; B∗0) 1. Taking the adjoint in Lemma 11.2 (1), we obtain (2).
We prove (3) and (4) at the same time. Take any compact inetrval I ⊂ (E0,∞)\E ,
and put
uI =
∫
I
F (±)(λ)∗(F (±)f)(λ)f dλ,
which belongs to B∗ by (2). Letting cI(λ) be the characteristic function of I, we
have for any g ∈ B,
(uI , g) =
∫
cI(λ)(F (±)f)(λ),F (±)(λ)g)dλ = (EH(I)f, g).
Therefore uI = EH(I)f ∈ L2(M). This implies that for any simple function α(λ)∫
α(λ)F (±)(λ)∗(F (±)f)(λ)f dλ = α(H)f.
Finally, we approximate (E0,tot,∞) by a union of compact intervals in (E0,tot,∞)\E
to complete the proof. 
12. Helmholtz equation and S-matrix
12.1. Eigenoperator. The adjoint of F (±)(λ) is an eigenoperator of H in the
sense that (−∆M−λ)F (±)(λ)∗a = 0 holds for a ∈ h∞. We will derive the S-matrix
by observing its asymptotic behavior at infinity.
Letting cj(λ) be the characteristic function of the interval (E0,j ,∞), we put
h∞(λ) =
N+N ′⊕
j=1
cj(λ)h∞,j .
For a = (a1, · · · , aN+N ′) ∈ h∞(λ), we have
F (±)(λ)∗a =
N+N ′∑
j=1
F (±)j (λ)∗aj .
Let {eℓ,j(x)}∞ℓ=0 be a complete orthonormal system of eigenvectors of −∆Mj
associated with eigenvalues {λℓ,j}∞ℓ=0. In particular, e0,j(x) = (vol (Mj))−1/2. Let
Dfinite(Λj) be the set of c ∈ L2(Mj) such that (c, eℓ,j) = 0 except for a finite numer
of ℓ. We define a subset hcomp∞,j ⊂ h∞,j by
hcomp∞,j =
{
Dfinite(Λj) for 1 ≤ j ≤ N,
C for N + 1 ≤ j ≤ N +N ′.
and hcomp∞ (λ) by
hcomp∞ (λ) =
N+N ′⊕
j=1
cj(λ)h
comp
∞,j .
1One needs to be careful about the definition of F(±)(λ)∗. We discuss it in the next section.
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Taking a = (a1, · · · , aN+N ′) ∈ hcomp∞ (λ), and using the partition of unity
{χj}N+N
′
j=0 , we put u
(±)
j as follows.
(I) For regular ends with β0,j > 1/2:
u
(±)
j = Cj(λ)χjρj(r)
−(n−1)/2e±iΦj(r,λ)aj , 1 ≤ j ≤ N,
(II) For regular ends with 0 < β0,j ≤ 1/2:
u
(±)
j =
∞∑
ℓ=0
cℓ,j(λ, r)χjρj(r)
−(n−1)/2e±iϕj(λ,λℓ,j ,r)aℓ,jeℓ,j(x), 1 ≤ j ≤ N,
where aj =
∑∞
ℓ=0 aℓ,jeℓ,j(x),
(III) For cusp ends:
u
(±)
j = Cj(λ)χjρj(r)
−(n−1)/2e±iΦj(r,λ)a0,je0,j(x), N + 1 ≤ j ≤ N +N ′.
We put
(12.1) f
(±)
j = (−∆M − λ)u(±)j , f (±) =
N+N ′∑
j=1
f
(±)
j , u
(±) =
N+N∑
j=1
u
(±)
j .
Lemma 12.1. Let a, u(±), f (±) be as above. Then we have
∓2πiF (±)(λ)∗a = u(±) −R(λ∓ i0)f (±).
Proof. We prove the (+) case. Let v = R(λ + i0)h for h ∈ B. Take χ(r) ∈
C∞((0,∞)) such that χ(r) = 1 for r < 1, χ(r) = 0 for r > 2, and put χt(r) =
χ(r/t). Then by integration by parts, we have
(χtu
(+)
j , h)− (χtf (+)j , v)
=
1
t
∫
χ′
(r
t
)(
u
(+)
j D
(+)
j (k)v − (D(+)j (k)u(+)j )v
)√
gj drdx
+ 2i
1
t
∫
χ′
(r
t
)(
Reψ
(+)
j
)
u
(+)
j v
√
gj drdx,
(12.2)
where ψ
(+)
j =
√
λ− E0,j + O(r−ǫ), ǫ > 0. The first term of the right-hand side
of (12.2) vanishes as t → ∞. To compute the 2nd term, we use the asymptotic
expansions (11.2), (11.3), (11.4). Since 1t
∫
χ′(r/t)dr = −1, it tends to
−2πi(aj,F (+)j (λ)h)h∞,j .
We thus obtain
(u
(+)
j , h)− (R(λ− i0)f (+)j , h) = −2πi(F (+)j (λ)∗aj , h).
Summing up with respect to j, we obtain the lemma. 
In view of Lemma 12.1 and the asymptotic expansion of the resolvent (Theo-
rems 9.8, 9.9, 10.10), we have the following lemma.
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Lemma 12.2. For any a ∈ hcomp∞ (λ), there exists b(±) ∈ h∞(λ) such that,
letting U (±) ∈ B∗ be defined by (1), (2), (3) below, 2πiF (±)(λ)∗a satisfies
(12.3) ∓ 2πiF (±)(λ)∗a− U (±) ∈ B∗0 ,
where
(1) for regular ends with β0,j > 1/2,
U (±) =
( π√
λ− E0,j
)1/2
ρj(r)
−(n−1)/2
(
e±iΦj(r,λ)aj(x)− e∓iΦj(r,λ)b(±)j (x)
)
,
(2) for regular ends with 0 < β0,j ≤ 1/2,
U (±) =
( π√
λ− E0,j
)1/2
ρj(r)
−(n−1)/2
×
∞∑
ℓ=0
χℓ,j(r)
(
e±iϕj(λ,λℓ,j ,r)aj,ℓ − e∓iϕj(λ,λℓ,j ,r)b(±)j,ℓ
)
ej,ℓ(x),
where χℓ,j(r) = χ
(
r
r0(λ,λℓ,j)
)
with χ(r) satisfying χ ∈ C∞(R), χ(r) = 0 for r < 1,
χ(r) = 1 for r > 2,
(3) for cusp ends
U (±) =
( π√
λ− E0,j
)1/2
ρj(r)
−(n−1)/2
(
e±iΦj(r,λ)aj,0 − e∓iΦj(r,λ)b(±)j,0
)
ej,0(x).
We equip h∞(λ) with the inner product
(12.4) (a, b)h∞(λ) =
N∑
j=1
(aj , bj)L2(Mj) +
N+N ′∑
j=N+1
ajbj vol (Mj).
Lemma 12.3. The operator
h∞(λ) ⊃ hcomp∞ (λ) ∋ a→ b(±) ∈ h∞(λ)
is isometric.
Proof. We prove the lemma for F (+)(λ). Let v = −2πiF (+)(λ)∗a. Take
χ(r) ∈ C∞(R) such that χ(r) = 1 for r < 1, and χ(r) = 0 for r > 2. Let
(12.5) χt = χ0 +
N+N ′∑
j=1
χjχ(r/t),
where {χj} is the partition of unity on M as in (7.3). Since (−∆M − λ)v = 0, we
have by integration by parts
0 = −Im (χt∆Mv, v)
=
N+N ′∑
j=1
1
t
∫
Mj
χ′
(r
t
)
Im
(∂v
∂r
v − v ∂v
∂r
)√
gj drdx.
12. HELMHOLTZ EQUATION AND S-MATRIX 107
Replacing v by the asymptotic expansion in Lemma 12.2, we compute the resulting
integral. Note that( ∂
∂r
(
eiΦjaj − e−iΦj bj
))(
eiΦjaj − e−iΦj bj
)
=i
√
λ− E0,j
(
|aj |2 − |bj |2 − 2Re e2iΦjajbj
)
+O(r−ǫ).
Moreover, by integration by parts, we have for any k > 0,
1
t
∫ ∞
0
χ′
(r
t
)
eikrdr → 0, t→∞.
Therefore, for regular ends with β0,j > 1/2, we have
1
t
∫
Mj
χ′
(r
t
)
Im
(∂v
∂r
v − v ∂v
∂r
)√
gj drdx
=
2π
t
∫ ∞
0
χ′
(r
t
)(
‖aj‖2L2(Mj) − ‖bj‖2L2(Mj)
)
dr + o(1).
For regular ends with 0 < β0,j ≤ 1/2, we have by a similar computation
1
t
∫
Mj
χ′
(r
t
)
Im
(∂v
∂r
v − v ∂v
∂r
)√
gj drdx
=
2π
t
∫ ∞
0
χ′
(r
t
) (‖aj‖2ℓ2 − ‖bj‖2ℓ2) dr + o(1).
For cusp ends,
1
t
∫
Mj
χ′
(r
t
)
Im
(∂v
∂r
v − v ∂v
∂r
)√
gj drdx
=
2π
t
∫ ∞
0
χ′
(r
t
) (|aj |2 − |bj |2) drVol (Mj) + o(1).
Adding these equalities and using 1t
∫∞
0 χ
′(r/t)dt = −1, we obtain the lemma. 
By Lemma 12.3, the expansion (12.3) in Lemma 12.2 is extended to all a ∈
h∞(λ).
Lemma 12.4. For any a ∈ h∞(λ), we have
lim
R→∞
N+N ′∑
j=1
1
R
∫ R
0
‖F (±)j (λ)∗a‖2h∞,j(λ)dr =
N+N ′∑
j=1
1
2π
√
λ− E0,j
‖aj‖2h∞,j(λ).
Proof. Since F (±)(λ)∗ ∈ B(h∞;B∗), we have only to prove this lemma for
a ∈ hcomp∞ (λ). Letting v = F (±)(λ)∗a, we have only to compute
N+N ′∑
j=1
1
R
∫
(0,R)×Mj
|χjv|2√gj drdx.
We can then replace v by the terms in the asymptotic expansion (12.3) in Lemma
12.2. Arguing in the same way as above, we obtain the lemma. 
Lemma 12.5. There exists a constant C = C(λ) > 0 such that
C−1‖a‖h∞(λ) ≤ ‖F (±)(λ)∗a‖B∗ ≤ C‖a‖h∞(λ), ∀a ∈ h∞(λ).
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Proof. This lemma follows from the definition of B∗ and Lemma 12.4. 
Lemma 12.6. Let u ∈ B∗ satisfy the equation (−∆M − λ)u = 0. If f ∈ B
satisfies F (+)(λ)f = 0 or F (−)(λ)f = 0, then (u, f) = 0.
Proof. Suppose F (+)(λ)f = 0, and let v = R(λ+ i0)f . Let χt be as in (12.5).
Then, by integration by parts
(χtu, (−∆M − λ)v) =
N+N ′∑
j=1
1
R
∫
Mj
χ′
(r
t
)(
u∂rv − (∂ru)v
)√
gj drdx + o(1).
Since F (+)(λ)f = 0, we have v ∈ B∗0 and also ∂rv ∈ B∗0 . Therefore, letting t→∞,
the above integral vanishes, which proves the lemma. 
Recall Banach’s closed range theorem (see e.g. [107], p. 205).
Theorem 12.7. Let X,Y be Banach spaces, and T a densely defined closed
operator from X to Y . Then, the following 4 assertions are equivalent.
(1) R(T ) is closed.
(2) R(T ′) is closed.
(3) R(T ) = N(T ′)⊥ = {y ∈ Y ; 〈y, y∗〉 = 0, ∀y∗ ∈ N(T ′)}.
(4) R(T ′) = N(T )⊥ = {x∗ ∈ X ′ ; 〈x, x∗〉 = 0, ∀x ∈ N(T )}.
Here, for an operator T on a Banach space X, R(T ) and N(T ) are the range and
nullspace for T , T ′ is the dual operator, and X ′ is the dual space of X.
Theorem 12.8. For λ ∈ (E0,tot,∞) \ E, let
N (λ) = {u ∈ B∗ ; (−∆M − λ)u = 0}.
Then, we have
(12.6) F (±)(λ)B = h∞(λ),
(12.7) N (λ) = F (±)(λ)∗h∞(λ).
Proof. Take X = B, Y = h∞(λ) and T = F (±)(λ) in Theorem 12.7. Lemma
12.5 shows that R(T ′) is closed. For a ∈ hcomp∞ (λ), define f by (12.1). Then
F (±)(λ)f = a, hence the range of F (±)(λ) is dense in h∞(λ). However, Theorem
12.7 (1) shows that it is closed, whence (12.6) follows. Since F (±)(λ)∗ is an eigenop-
erator, N (λ) ⊃ F (±)(λ)∗h∞(λ). If u ∈ N (λ), Lemma 12.6 implies that u ⊥ N(T ).
By Theorem 12.7 (4), u ∈ R(T ′), which proves (12.7). 
12.2. S-matrix. By (12.7), any u ∈ N (λ) is written as u = 2πiF (−)(λ)∗a for
some a = a(in) ∈ h∞(λ). Lemma 12.2 and the remark after Lemma 12.3 imply that
there exists a(out) ∈ h∞(λ) such that u has the asymptotic expansion in Lemma
12.2 with a = a(in) and b = a(out). The S-matrix is the mapping between these
asymptotic profiles a(in) and a(out). We make this fact more precise in the following
theorem.
Theorem 12.9. Let λ ∈ (E0,tot,∞) \ E. Then, for any a(in) ∈ h∞(λ), there
exist unique u ∈ N (λ) and a(out) ∈ h∞(λ) such that, letting a = a(in) and b =
a(out), u behaves as follows on each end Mj.
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(1) For regular ends with β0,j > 1/2,
u ≃
( π√
λ− E0,j
)1/2
ρj(r)
−(n−1)/2
(
e−iΦj(r,λ)aj(x) − eiΦj(r,λ)bj(x)
)
.
(2) For regular ends with 0 < β0,j ≤ 1/2,
u ≃
( π√
λ− E0,j
)1/2
ρj(r)
−(n−1)/2
×
∞∑
ℓ=0
χℓ,j(r)
(
e−iϕj(λ,λℓ,j ,r)aj,ℓ − eiϕj(λ,λℓ,j ,r)bj,ℓ
)
eℓ,j(x),
where χℓ,j(r) = χ(r/r0(λ, λℓ,j)) with χ ∈ C∞(R), χ(r) = 0 for r < 1, χ(r) = 1 for
r > 2.
(3) For cusp ends
u ≃
( π√
λ− E0,j
)1/2
ρj(r)
−(n−1)/2
(
e−iΦj(r,λ)aj,0 − eiΦj(r,λ)bj , 0
)
ej,0(x).
The operator
S(λ) : a(in) → a(out)
is unitary on h∞(λ).
Proof. First we prove the existence of u and a(out). Take u = 2πiF (−)(λ)∗a(in).
Then by Lemma 12.5, ‖u‖B∗ ≤ C‖a(in)‖h∞(λ). For any ǫ > 0, take aǫ ∈ hcomp∞ (λ)
such that ‖a(in) − aǫ‖h∞(λ) < ǫ. Put uǫ = 2πiF (−)(λ)∗aǫ. Then, by Lemma
12.2, there exists bǫ ∈ h∞(λ) such that uǫ, aǫ, bǫ have the asymptotic expansion in
the present lemma. By the isometric property in Lemma 12.3, bǫ tends to some
a(out) ∈ h∞(λ) as ǫ→ 0. Thus, a(in), u, a(out) have the desired properties.
To show the uniqueness, suppose for a given a(in), there exit two such u′, u′′.
Then, w = u′ − u′′ is a solution to the equation (−∆M − λ)w = 0 satisfying the
outgoing radiation condition. Therefore, w = 0.
Lemma 12.3 shows that S(λ) is isometric. Arguing as above, changing the roles
of a(in) and a(out), one can prove that the range of S(λ) is dense. This implies the
unitarity. 
13. Radial solutions on cusp end
In this section, we equip a cusp end with a warped product metric ds2 =
(dr)2 + ρ(r)2hM (x, dx), and construct (super) exponentially growing or decaying
solutions to the equation (−∆M − λ)u = 0. A typical example of ρ(r) is
(13.1) ρ(r) =

ec0r, c0 < 0,
ec1r
1−α
, c1 < 0, 0 < α < 1,
rβ , β < 0.
We formulate its perturbation in the form of asymptotic series.
For a real constant κ, let A˜<κ be the set of finite linear combinations of the
following terms
(log r)irα, i = 0, 1, 2, · · · , α < κ.
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Let A˜κ be the set of real functions f˜(r) satisfying
(13.2) f˜(r) − a0rκ ∈ A˜<κ,
where a0 is a constant. We define Aκ to be the set of real functions f ∈ C∞((0,∞))
such that for any N > 0, there exists f˜ ∈ A˜κ satisfying
∂mr
(
f(r)− f˜(r)) = O(r−N−m), r→∞, ∀m ≥ 0.
We put for f ∈ Aκ
a0(f) = a0,
where a0 is from (13.2). Finally we define Aκ+ by
Aκ+ = {f ∈ Aκ ; f(r) > 0}.
The following lemma is obvious.
Lemma 13.1. ∪κAκ is an algebra in the following snese.
AκAκ′ ⊂ Aκ+κ′ ,
∂mr Aκ ⊂ Aκ−m, ∀m ≥ 0,
1
f
∈ A−κ+ if f ∈ Aκ+.
We solve the equation
(13.3)
(
−∂r2 − (n− 1)ρ
′(r)
ρ(r)
∂r +
B
ρ(r)2
− λ
)
u = 0,
where B ∈ [B0,∞) is a parameter, B0 being a fixed positive constant. In our
applications, B0 is the least non-zero eigenvalue of −∆M .
Lemma 13.2. Let u = ρ−(n−2)/2w in (13.3) and introduce a new variable
t =
∫ r
0
√
B
ρ(τ)
dτ.
Then, we have
(13.4)

− d
2w
dt2
+
(
1 + V (t)
)
w = 0,
V (t) =
ρ2
B
(
−λ+ (n
2 − 2n)
4
(ρ′
ρ
)2
+
(n− 2)
2
(ρ′
ρ
)′)
,
ρ′ = dρ/dr, ρ′′ = d2ρ/dr2.
Proof. We put u = ρ−(n−1)/2v so that
− v′′ +
(
B
ρ2
− λ+
( (n− 1)ρ′
2ρ
)2
+
((n− 1)ρ′
2ρ
)′)
v = 0.
Passing to the variable t, and letting
q(t) = 1 +
ρ2
B
(
−λ+
( (n− 1)ρ′
2ρ
)2
+
((n− 1)ρ′
2ρ
)′)
,
where ′ = d/dr, we have
− d
2v
dt2
+
ρ′√
B
dv
dt
+ q(t)v = 0.
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We put v = eϕw, and obtain
− d
2w
dt2
+
(
− 2dϕ
dt
+
1√
B
dρ
dr
)dw
dt
+
(
q − d
2ϕ
dt2
− (dϕ
dt
)2
+
1√
B
dρ
dr
dϕ
dt
)
w = 0.
We take ϕ = log
√
ρ so that the 2nd term vanishes. We thus arrive at −
d2w
dt2
+
(
q +
ρ′2 − 2ρρ′′
4B
)
w = 0,
u = ρ−(n−2)/2w, ρ′ = dρ/dr, ρ′′ = d2ρ/dr2.
The term in the parenthesis is rewritten as in (13.4). 
Let us check the properties of the change of variable [0,∞) ∋ r → t ∈ [0,∞).
We put
(13.5) s =
t√
B
=
∫ r
0
ρ(τ)−1dτ,
and study the following three cases corresponding to (13.1):
(13.6) ρ =

e−φ1f1, φ1 ∈ A1, a0(φ1) > 0, f1 ∈ A0+,
e−φ2f2, φ2 ∈ A1−α, 0 < α < 1, a0(φ2) > 0, f2 ∈ A0+,
f3, f3 ∈ Aβ+, β < 0.
We use the following notation. By f(r) ∼ g(r), we mean that
(13.7)
f(r)
g(r)
→ 1, as r →∞,
and f(r) ≍ g(r) means that the following inequalities hold
(13.8) C−1g(r) ≤ f(r) ≤ Cg(r), r > r0,
for some constants C, r0 > 0.
Lemma 13.3. We have as a function of r
(13.9) s = s(r) =

eφ1g1, g1 ∈ A0+,
eφ2g2, g2 ∈ Aα+,
g3 ∈ A1−β+ ,
where φ1, φ2 are the same functions as in (13.6). In particular, we have
(13.10) log s ≍ r, log s ≍ r1−α, s ≍ r1−β ,
respectively.
Proof. Noting that 1/ρ has the form
1
ρ
=
eφ
f
=
1
fφ′
d
dτ
eφ, we integrate by
parts in (13.5). We then have
(13.11) s ∼ e
φ
fφ′
,
which proves the 1st two cases of (13.9). The 3rd case is easy. For 0 < κ ≤ 1 and
β < 0, as r →∞,∫ r
1
ect
κ
dt ≍ r1−κecrκ (c > 0),
∫ r
1
t−βdt ≍ r1−β .
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Therefore, we have for the 1st two cases
log s ≍ (1− κ) log r + rκ ≍ rκ,
where κ = 1, 1− α and for the 3rd case
s ≍ r1−β ,
which proves (13.10). 
Lemma 13.4. If h(r) ∈ Aκ and m ≥ 1, we have, as a function of r > 0,
(( d
ds
)m
h(r(s))
)
(r) ∈

e−mφ1Aκ−1,
e−mφ2Aκ−1−(m−1)α,
Aκ+m(β−1).
Proof. Using
d
ds
= ρ
d
dr
, we have
d
ds
h(r) =

e−φ1f1h′,
e−φ2f2h′,
f3h
′.
Differentiataing this equality, we get the lemma. 
We return to the differential equation (13.4).
Lemma 13.5. Fix B0 > 0, C0 > 1 arbitrarily. Then, for B ≥ B0, t√
B
≥ C0
and m ≥ 1,
( d
dt
)m
V (t) =

O
((√B
t
)m
t−2
)
,
O
((√B
t
)m(
log
t√
B
) 2α
1−α
t−2
)
,
O
((√B
t
)m−
2
1−β t−2
)
.
Proof. Recalling t =
√
Bs, we put
V (t) =W (s) =
ρ2
B
(
−λ+ (n
2 − 2n)
4
(ρ′
ρ
)2
+
(n− 2)
2
(ρ′
ρ
)′)
.
Then, by Lemma 13.4, we have
( d
ds
)m
W (s) =
1
B

e−(m+2)φ1k1(r), k1(r) ∈ A0,
e−(m+2)φ2k2(r), k2(r) ∈ A−mα,
k3(r), k3(r) ∈ A2β+m(β−1).
In view of (13.11), we have
e−φ1 ∼ 1
sf1φ′1
≍ 1
s
, e−φ2 ∼ 1
sf2φ′2
≍ r
α
s
,
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By Lemma 13.4, we then have for m ≥ 1
( d
ds
)m
W (s) =
1
B

O(s−(m+2)),
O(s−m−2(log s)
2α
1−α ),
O(s−m+
2β
1−β ).
Using t =
√
Bs, we obtain the lemma. 
In the equation (13.4), we put w = aeϕ. Then
− w′′ + (1 + V )w = eϕ
(
a
(
1 + V − (ϕ′)2)− (2a′ϕ′ + aϕ′′)− a′′).
We take
ϕ(t) =
∫ t
t0
√
1 + V (τ) dτ,
a(t) = ϕ′−1/2 = (1 + V (t))−1/4 ,
where t0 = t0(B) is chosen so that |V (t)| ≤ 1/2 for t ≥ t0. Then, we have
(13.12) 1 + V − (ϕ′)2 = 0, 2a′ϕ′ + aϕ′′ = 0,
and by virtue of Lemma 13.5, there exists p > 2 such that
(13.13) a′′(t) = O(t−p).
if
t√
B
≥ C0max{tǫ, 1} for some 0 < ǫ < 1.
We look for solutions of (13.4) in the form aeϕ(1 + v). Then v satisfies
(13.14) v′′ + 2
(a′
a
+ ϕ′
)
v′ +
a′′
a
v = −a
′′
a
,
where we have used (13.12). Putting f =
(
v
v′
)
, g =
(
0
−a′′/a
)
, we get the
equation
(13.15)
df
dt
= A(t)f +B(t)f + g(t),
A(t) =
(
0 1
0 −2a
′
a
− 2ϕ′
)
, B(t) =
(
0 0
−a
′′
a
0
)
.
The fundamental matrix for the equation dh/dt = A(t)h is
F (t, s) = C(t)C(s)−1,
C(t) =
(
1 v0(t)
0 v′0(t)
)
, v0(t) = −
∫ ∞
t
e−2ϕ
a2
dτ.
Then
F (t, s) =
1
v′0(s)
(
v′0(s) −v0(s) + v0(t)
0 v′0(t)
)
.
Noting that
v0(t) = e
−2ϕ(t)c0(t), c0(t) ∈ A0+, ϕ(t) = t+O(t1−ǫ),
114 1. SPECTRAL AND SCATTERING THEORY
we see that F (t, s) is bounded for t ≥ s ≥ t0. The differential equation (13.15) is
now transformed into the integral equation
f(t) = −
∫ ∞
t
F (t, s)B(s)f(s)ds −
∫ ∞
t
F (t, s)g(s)ds.
By virtue of (13.13), one can solve it uniquely by iteration, and obtain f(t) =
O(t−1−ǫ). Therefore (13.4) has a solution w+ which behaves like w+ ∼ aeϕ. An-
other solution w−(t) is obtained by
w−(t) = w+(t)
∫ ∞
t
w+(τ)
−2dτ.
We have thus constructed two solutions w± of (13.4) such that
w±(t) ∼ a±e±ϕ, a+ = a, a− ∼ 1
aϕ′
.
We pass to the variable r, and put ψ(r) = ϕ(t). Then, we have
dψ
dr
=
√
B
ρ2
− λ+ (n
2 − 2n)
4
(ρ′
ρ
)2
+
(n− 2)
2
(ρ′
ρ
)′
,
and proved the following theorem.
Theorem 13.6. Assume (13.6). Then, for any B > 0, there exist solutions
u
(±)
0 of the equation
−u′′ − (n− 1)ρ
′
ρ
u′ +
(B
ρ2
− λ
)
u = 0
satisfying
u
(±)
0 ∼ ρ(r)−(n−2)/2e±ψ(r),
ψ(r) =
∫ r
r0
√
B
ρ2
− λ+ (n
2 − 2n)
4
(ρ′
ρ
)2
+
(n− 2)
2
(ρ′
ρ
)′
dr,
r0 = r0(B) being a sufficiently large constant.
Note that by (13.11), we have the following asymptotics of ψ as r→∞:
ψ(r)√
B
∼

eφ1(r)
f1(r)φ′1(r)
,
eφ2(r)
f2(r)φ′2(r)
,∫
f3(r)
−1dr.
14. Generalized S-matrix
We generalize the notion of S-matrix by enlarging the solution spece of the
equation (−∆M − λ)u = 0 on the cusp end. To make the distinction clear, we call
the scattering data and the S-matrix constructed in §12 physical, and call the ones
to be inroduced here non-physical. To construct these non-physical scattering data
and S-matrix by the separation of variables, we assume that our end is a pure cusp.
Namely, we impose the assumption (A-4-2).
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Let N + k ≤ j ≤ N +N ′, and 0 = λ0,j ≤ λ1,j ≤ λ2,j ≤ · · · be the eigenvalues
of −∆Mj with complete orthnormal system of eigenvectors eℓ,j(x), ℓ = 0, 1, 2, · · · .
We put
Φj(r, B) =
∫ r
r0
√
B
ρ2j
− λ+ (n
2 − 2n)
4
(ρ′j
ρj
)2
+
(n− 2)
2
(ρ′j
ρj
)′
dr.
By Theorem 13.6, there exist solutions uℓ,j,± to the equation
(14.1) − u′′ − (n− 1)ρ
′
j
ρj
u′ +
(λℓ,j
ρ2j
− λ
)
u = 0,
which behave like
uℓ,j,± ∼ ρj(r)−(n−2)/2e±Φj(r,λℓ,j), r →∞.
Take any solution u of the equation
(14.2) (−∆M − λ)u = 0, on Mj , j = N + 1, · · · , N +N ′.
Expanding it by eℓ,j, we have
(14.3) (u(r, ·), eℓ,j)L2(Mj) = aℓ,juℓ,j,+(r) + bℓ,juℓ,j,−(r).
Here, we introduce two spaces of sequences Aj,± :
Aj,± ∋ {cℓ,±}∞ℓ=0 ⇐⇒
∞∑
ℓ=0
|cℓ,±|2|uℓ,j,±(r)|2 <∞, ∀r > 0.
Lemma 14.1. For a solution u of (14.2), let aℓ,j, bℓ,j be defined by (14.3). If
{aℓ,j}∞ℓ=0 ∈ Aj,+, then {bℓ,j}∞ℓ=0 ∈ Aj,−.
Proof. Since
∑
ℓ≥0 |(u(r, ·), eℓ,j)L2(Mj)|2 <∞, the lemma follows from (14.3).

Any finite sequence belongs to Aj,±. For the hyperbolic metric, one can find
a more explicit subspace of Aj,± by using the asymptotic expansion of modified
Bessel functions (see [56]).
Using the partition of unity {χj} in (7.3), we define the generalized incoming
solution on the cusp end Mj by
Ψ
(in)
j = χj
∞∑
ℓ=0
aℓ,juℓ,j,+(r)eℓ,j(x), {aℓ,j}∞ℓ=0 ∈ Aj,+,
which is (super)-exponentially growing as r → ∞, and the generealized outgoing
solution by
(14.4) Ψ
(out)
j = χj
∞∑
ℓ=0
bℓ,juℓ,j,−(r)eℓ,j(x), {bℓ,j}∞ℓ=0 ∈ Aj,−,
which is (super)-exponentially decaying as r → ∞. We also define the spaces of
generalized scattering data by
(14.5) h(in)∞ (λ) =
( N⊕
j=1
cj(λ)L
2(Mj)
)
⊕
(N+k−1⊕
j=N+1
cj(λ)Cj
)
⊕
( N+N ′⊕
j=N+k
cj(λ)Aj,+
)
,
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h(out)∞ (λ) =
( N⊕
j=1
cj(λ)L
2(Mj)
)
⊕
(N+k−1⊕
j=N+1
cj(λ)Cj
)
⊕
( N+N ′⊕
j=N+k
cj(λ)Aj,−
)
,
where cj(λ) is the characteristic function of the interval (E0,j ,∞).
Theorem 14.2. For any generalized incoming data a(in) ∈ h(in)∞ (λ), there exist
a unique solution u of the equation (−∆M−λ)u = 0, and the outgoing data a(out) ∈
h
(out)
∞ (λ) such that
u−
N+N ′∑
j=N+k
Ψ
(in)
j ∈ B∗,
u = Ψ
(in)
j −Ψ(out)j , on Mj , j = N + k, · · · , N +N ′,
and on the ends Mj, 1 ≤ j ≤ N + k − 1, u has the asymptotic form in Theorem
12.9. Here, Ψ
(in)
j and Ψ
(out)
j are written by (14.4), (14.5) with aℓ,j, bℓ,j replaced
by the associated components of a
(in)
j and a
(out)
j .
Proof. Put u(in) =
∑N+N ′
j=N+k Ψ
(in)
j and u = u
(in)−R(λ+ i0)(−∆M−λ)u(in).
Then, u has the desired properties. If u1 and u2 are two such solutions, u1−u2 is an
outgoing solution of the equation (−∆M −λ)u = 0, hence vanishes identically. 
We call the mapping
S(λ) : h(in)∞ (λ) ∋ a(in) → a(out) ∈ h(out)∞ (λ)
the generalized scatteing matrix.
Let us remark here that in Theorem 13.6 the decaying solution u
(−)
0 is de-
termined uniquely from its asymptotic behavior near infinity, while the growing
solution u
(+)
0 is not unique, since u
(+)
0 + cu
(−)
0 , c being any constant, is again an
increasing solution. However, it gives no harm to the definition of the generalized
S-matrix. In fact, given two incoming data Ψ
(in)
j ,Ψ
(in)
j
′
, let u, u′ be the associated
solutions to the Helmholtz equation. If Ψ
(in)
j − Ψ(in)j
′ ∈ B∗0 , u − u′ is outgoing,
hence vanishes identically. Therefore, u and u′ give the same decaying solution in
the end Mj .
CHAPTER 2
Inverse scattering
1. From S-matrix to source-to-solution map
Let us start the reconstruction of the manifold from the (generalized) scattering
matrix. We follow the arguments in [56] and [54] with some modifications. We
reduce the problem to the source-to-solution map in the interior domain, see [13,
48].
Let O ⊂Mreg be a relatively compact open set. We consider the problem with
source F supported in O and the radiation condition (see Definition 7.5):
(1.1)
{
(−∆M − λ)u = F, in M,
u satisfies the radiation condition.
We extend F to be 0 outside O. By Theorem 8.2, for λ ∈ σe(H) \ E , there exists a
unique solution to this equation, denoted by
uF+(λ) = (−∆M − λ− i0)−1F, uF−(λ) = (−∆M − λ+ i0)−1F.
We define the stationary source-to-solution operator by
(1.2) UO,±(λ) : L2(O) ∋ F → uF±(λ) ∈ L2(O).
Now, we enter into the first step of the inverse problem. Suppose we are given
two manifolds M(1) and M(2) satisfying the assumptions (A-1), (A-2), (A-3) and
(A-4-1), (A-4-2). Then, M(i) is written as
(1.3) M(i) = K(i) ∪M(i)1 ∪ · · · ∪M(i)Ni+N ′i ,
where K(i) is bounded, and M(i)j ’s are non-compact. Note that the number of
ends of M(i) is not assumed to be the same for i = 1, 2 a-priori. Let Hi be the
Laplacian on M(i), and S(i)(λ) the associated S-matrix, which is an (Ni + N ′i) ×
(Ni +N
′
i) operator-valued matrix. Let S
(i)
pq (λ) be its (p, q)-entry. Let Ei be the set
of exceptional points E for Hi. First we consider the case for regular ends. Let
M(i)1 be the 1st regular end of M(i).
Theorem 1.1. Assume thatM(1)1 andM(2)1 are isometric. If S(1)11 (λ) = S(2)11 (λ)
for some λ ∈ (σe(H1) \ E1) ∩ (σe(H2) \ E2), then U (1)O,±(λ) = U (2)O,±(λ).
Proof. We consider the outgoing case, and omit the subscript +. First we
assume that β1 > 1/3 on M(1)1 =M(2)1 . Take a1 ∈ L2(M (1)1 ) = L2(M (2)1 ) and put
u(i) = F (i,+)(λ)∗a(i), where a(i) = (a1, 0, · · · , 0), and F (i,+)(λ) is F (+)(λ) forM(i).
Then
(1.4) (−∆M − λ)(u(1) − u(2)) = 0
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on M(1)1 = M(2)1 . In view of the asymptotic expansion in Lemma 12.1 and the
assumption S
(1)
11 (λ) = S
(2)
11 (λ), we have u
(1)−u(2) ∈ B∗0 onM(1)1 . Then u(1)−u(2) =
0 by Rellich-Vekua’s theorem (Theorem 4.2). Take F ∈ L2(M(1)1 ) = L2(M(2)1 ) with
support in O ⊂M(1)1,reg =M(2)1,reg. Let
w(i) = R(i)(λ+ i0)F.
Then for any a1 ∈ L2(M (1)1 ) and a(i) = (a1, 0, . . . , 0),
(F (1,+)(λ)F, a1)L2(M1) = (F,F (1,+)(λ)∗a1)L2(M(1))
= (F, u(1))L2(O)
= (F, u(2))L2(O)
= (F,F (2,+)(λ)∗a1)L2(M(2))
= (F (2,+)(λ)F, a1)L2(M1).
As this holds for all a1 ∈ L2(M (1)1 ), this implies
F (1,+)(λ)F = F (2,+)(λ)F.
This implies that the far fields of w(1) and w(2) coincide. Let v = w(1)−w(2). Then
(1.5) (−∆M − λ)v = 0, in M(1)1 =M(2)1 ,
and the far field of v in the end M (1) =M (2) is zero. Then v = 0 by Theorem 4.2.
This implies that w(1) = w(2) in O, and hence U (1)O,+(λ)F = U (2)O,+(λ)F.
Next assume that 0 < β1 ≤ 1/3. Then, by the assumption (A-4-1), on M(1)1 =
M(2)1 , the metric has the warped product form (0.20). Then, the equation (1.4)
can be solved by the separtion of the variable: u(1) − u(2) =∑j vj(r)ϕj(x), where
ϕj(x) is the normalized eigenvector of the Laplace-Beltrami operator on M
(1)
1 =
M
(2)
1 . Each vj(r) is a B∗0-solution of the radial equation. Hence vj(r) = 0, and
u(1) − u(2) = 0. By the same argument, v = 0 for (1.5). This completes the proof
of the theorem. 
We next consider cusp ends. Assume that (A-4-2) is satisfied for cusp ends
M(1)j ,M(2)j . Assume further that M(1)j and M(2)j are isometric. Take a bounded
open set O ⊂M(1)j =M(2)j and define U (i)O,±(λ), i = 1, 2, as in (1.2). Let S˜(i)(λ) =(S˜(i)pq(λ)) be the associated generalized S-matrix.
Theorem 1.2. Assume that cusp ends M(1)j and M(2)j are isometric, and
that S˜(1)jj(λ) = S˜(2)jj(λ) for some λ ∈
(
σe(H1) \ E1
) ∩ (σe(H2) \ E2). Then,
U
(1)
O,±(λ) = U
(2)
O,±(λ).
Proof. Take F ∈ L2(O) and extend it to be 0 outside O. Let u(i) = (Hi −
λ− i0)−1F . By using the notation in §14, one can expand it as
u(i) =
∑
ℓ≥0
(
a
(i)
ℓ,juℓ,j,+(r) + b
(i)
ℓ,j,−(r)
)
eℓ,j.
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Since (−∆g − λ)(u(1) − u(2)) = 0 on M(1)j = M(2)j , and u(1) − u(2) ∈ B∗, we then
have
a
(1)
ℓ,j = a
(2)
ℓ,j , ∀ℓ.
Since the incoming data and the generalized S-matrices coincide, by virtue of The-
orem 14.2, we have u(1) = u(2) on M(1)j = M(2)j and b(1)ℓ,j = b(2)ℓ,j . This completes
the proof. 
The physical as well as mathematical legitimacy of the source-to-solution oper-
ator is easily seen in the following observation. Let us consider the wave equation
in R3:
(1.6) vtt −∆v = F (t, x),
with the initial condition
v(0) = vt(0) = 0.
The Duhamel principle gives the following solution
(1.7) v(t, x) =
1
4π
∫
|y−x|<t
F (t− |y − x|, y)
|y − x| dy.
If F (t, x) = f(x)e−i
√
λt (λ > 0), it is rewritten as
u(t, x) = e−i
√
λt 1
4π
∫
|y−x|<t
ei
√
λ|y−x|f(y)
|y − x| dy.
Therefore, as t→∞,
(1.8) v(t, x) ∼ e−i
√
λt
(−∆− λ− i0)−1f.
This means that if we apply the time-harmonic oscillation in a medium, the wave
motion is asymptotically equal to the solution of the Helmholtz equation with
time-periodic factor. This is a well-known physical phenomenon called the limiting
amplitude principle.
This is also a general fact for self-adjoint operators with absolutely continuous
spectrum. Namely, the solution of the abstract wave equation
vtt +Hv = e
−i√λtf, u(0) = ut(0) = 0
behaves like
v(t) ∼ e−i
√
λt
(
H − λ− i0)−1f, t→∞,
if the limiting absorption principle, i.e. the existence of the limit
(
H−λ∓i0)−1 and
its Ho¨lder continuity with respect to λ are guaranteed. Thus, the source-to-solution
operator is the observation of the stationary wave by the time-periodic input. See
e.g. [32] and the references therein.
One can also consider the time-dependent source-to-solution operator. For a
bounded domain O ⊂M, consider the wave equation
(1.9) vtt +Hv = F (t), (t, x) ∈ R×M,
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where F (t) = F (t, x) is assumed to be compactly supported in (0,∞)×M. Then,
the solution of this equation satisfying v(t) = 0 for t < 0 exists uniquely, which is
denoted by vFO,+(t). We fix I = (0, T ) arbitrarily, and consider the operator
VO,+(T ) : L2(I ×O) ∋ F (t, x)→ vFO,+(t, x) ∈ L2(I ×O).
We call it an outgoing time-dependent source-to-solution operator. By the time re-
versal, one can also define an incoming time-dependent source-to-solution operator
VO,−(T ). Let R(z) = (−∆M − z)−1 and rO the operator of restriction to O.
Lemma 1.3. Let S be any set of positive measure in σe(H) \ E. Then, for any
f(λ) ∈ C(R) such that f(λ) → 0 as λ → ∞, the knowledge of rOR(λ + i0)rO for
all λ ∈ S determines rOf(H)rO.
Proof. Since rOR(λ + i0)rO is the boundary value of an analytic function
rOR(z)rO, by Fatou’s theorem, the knowledge of rOR(λ + i0)rO for all λ ∈ S
determines rOR(z)rO for all z ∈ C \ R. To prove the lemma, we have only to
consider the case in which f(λ) ∈ C∞0 (R). Then, letting F (λ) be an almost analytic
extension of f(λ), we have the representaion formula (2.50). The lemma then
readily follows. 
Lemma 1.4. Take any subset S of positive measure in σe(H). Given a relatively
compact open set O and a constant T > 0 arbitrarily, the knowledge of UO,+(λ) for
all λ ∈ S determines VO,+(T ) uniquely.
Proof. Let U(t) = H−1/2 sin(tH1/2). Then, by Duhamel’s principle, the so-
lution of the equation (1.9) satisfying v(0) = vt(0) = 0 is written as
(1.10) v(t) =
∫ t
0
U(t− s)F (s)ds.
The Lemma then follows from Lemma 1.3. 
As is seen from the proof, Lemma 1.4 holds for 4 choices of the mapping
UO,±(λ)→ VO,±(T ), UO,±(λ)→ VO,∓(T ).
The converse of Lemma 1.4 is also true.
Lemma 1.5. Given a relatively compact open set O, the knowledge of VO,+(T )
for all T > 0 determines UO,+(λ) for all λ ∈ σe(H) \ E uniquely.
Proof. In (1.10), take F (t) = ϕ(t)f(x), where ϕ(t) ∈ C∞0 ((0,∞)) and f ∈
L2(O) extended to be 0 outside O. Let v(t) be given in (1.10). We put for ǫ > 0
(1.11) v̂ǫ(k) =
∫ ∞
−∞
ei(k+iǫ)tv(t)dt.
Since v(t) = 0 for t < 0, the integral is convergent. Then, v̂ǫ(k) satisfies(
H − (k + iǫ)2)v̂ǫ(k) = −ϕ̂(k)f.
One can show
(1.12) ‖v̂ǫ(k)‖L2(M) ≤ C
ǫ2
‖f‖.
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In fact, noting that
v(t) =
∫ t
0
sin((t− s)√H
(t− s)√H (t− s)F (s)ds,
we have
‖v(t)‖ ≤ C
∫ t
0
(t− s)|ϕ(s)|ds‖f‖ ≤ C(1 + t)2‖f‖.
Using (1.11), we obtain (1.12). Then, we have
v̂ǫ(k) = −ϕ̂(k)R((k + iǫ)2)f.
Letting ǫ→ 0, we have computed ϕ̂(k)R(k2+i0)f from v(t). Since ϕ̂(k) is analytic,
its zeros are discrete on R. We can then compute R(λ + i0)f for λ ∈ σe(H) \ E
except for some discrete points. By using analytic continuation with respect to
λ ∈ C+, we can find R(λ+ i0)f for all λ ∈ σe(H) \ E . This proves the lemma. 
2. Definitions
2.1. Metric tensor. Let M be a CMGA, that can be considered as an orb-
ifold with C∞-smooth coordinates and a non-smooth metric on it. Before we define
the distance functions and consider the finite speed of wave propagation, we recall
some properties of local coordinates on CMGA.
Let us consider conic coordinates (U˜ ,Γ, π) and the set U = π(U˜ ) ⊂ M. Here
U ⊂ M and U˜ ⊂ Rn. Recall that Φ˜ : Γ\U˜ → U is a homeomorphism. In U˜
we consider coordinates (y, z), where y = Y (x), Y : U˜ → W˜ and z = Z(x),
Z = U˜ → V˜ , that is, for x ∈ U
x = (Y (x), Z(x)) ∈ W˜ × V˜ ⊂ Rk × Rn−k.
The action of elements γ ∈ Γ is such that Y (γx) = Y (x), x ∈ U˜ , that is, γ
keeps the Y -coordinate coordinate invariant. In Bn−k(0, R0) \ {0} we also use
spherical coordinates Z(x) = rω, r = r(x), ω = ω(x) such that r ∈ (0, R0) and
ω ∈ Sn−k−1 is a unit vector. We assume that r(γx) = r(x) for all γ ∈ Γ and
moreover, the operators ω∗γ : Sn−k−1 → Sn−k−1, where (ω∗γ)(ω(x)) = ω(γ(x)),
satisfy ω∗γ ∈ SO(n− k − 1).
We assume that on
U˜ reg = W˜ × (Bn−k(0, R0) \ {0}), W˜ ⊂ Rk, Bn−k(0, R0) ⊂ Rn−k,
we have a C∞-smooth metric tensor g˜, that in the coordinates (y, r, ω) has the form
g˜ = dr2 +
k∑
j,k=1
ajk(y, r, ω)dy
jdyk +
n−k−1∑
α,β=1
r2 bαβ(y, r, ω)dω
αdωβ +(2.1)
+
k∑
j=1
n−k−1∑
α=1
r hjα(y, r, ω)dy
jdωα.
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We denote by gSn−k−1 the standard metric of S
n−k−1. We assume that
ajk(y, r, ω)→ aˆjk(y),(2.2)
bαβ(y, r, ω)dω
αdωβ → bˆαβ(y, ω)dωαdωβ,
hjα(y, r, ω)dy
jdωα → 0,
uniformly in (y, ω), in compact subsets of W˜ × Sn−k−1, as r → 0. Moreover, we
assume that there are c0, c1 > 0 such that
c0gSn−k−1 ≤ bˆαβ(y, ω)dωαdωβ ≤ T (y)2gSn−k−1(2.3)
and 0 < T (y) ≤ c1. Also, we assume that the metric g˜ is Γ-invariant, that is,
γ∗g˜ = g˜ on U˜ reg for all γ ∈ Γ.
2.2. Distance function. We have that for any R ∈ (0, R0) there are c0(R),
c1(R) > 0 such that for all x ∈ W˜ × (Bn−k(0, R) \ {0}) ⊂ Rn the metric tensor
g˜ = g˜jk(x)dx
jdxk satisfies
c0(R) gE ≤ g˜ ≤ c1(R)gE,(2.4)
where gE is the Euclidean metric on R
k×Rn−k. However, in the Euclidean coordi-
nates x = (y, z) the map x 7→ g˜(x) is not Lipschitz due to its behaviour near z = 0.
This is due to the fact that the radial projection map z → P (z), that is the matrix
valued map that has at z the value
P (z) =
[
zjzk
|z|2
]n−k
j,k=1
, P : Rn−k \ {0} → R(n−k)×(n−k),
is not Lipschitz on the set Rn−k \ {0} having the distance function induced from
Rn−k.
We assume that there are conic coordinates (U˜ℓ,Γ
(ℓ), π(ℓ)) such that the sets
Uℓ = π
(ℓ)(U˜ℓ) ⊂ M, ℓ = 1, 2, . . . are an open covering of M. We recall that
π(ℓ) = Φ˜(ℓ) ◦ π˜(ℓ) where Φ˜(ℓ) : Γ(ℓ)\U˜ℓ → Uℓ are homeomorphisms and π(ℓ) :
Γ(ℓ)\U˜ regℓ → U regℓ = Uℓ ∩Mreg are C∞-smooth. The sets π(ℓ)(V˜ ), where V˜ ⊂ U˜ℓ
is open, form a basis of the topology of M.
We define metric tensors g˜(ℓ) on U˜ℓ and
g(ℓ) = (π(ℓ))∗g˜(ℓ) on U
reg
ℓ .
We assume that for indexes ℓ and ℓ′, we have that on the sets
U reg(ℓ) ∩ U regℓ′ = (pi(ℓ)(U˜ regℓ )) ∩ (π(ℓ
′)(U˜ regℓ′ ))
the metric tensors g(ℓ) = (π(ℓ))∗g˜(ℓ) and g(ℓ
′) = (π(ℓ
′))∗g˜(ℓ
′) coincide.
These metric tensors g(ℓ) define a smooth metric on regular partMreg ofM and
we denote this metric by g. We say that µ : [0, 1]→M that is piecewise C1-smooth
on the lifted local coordinates, if for all [s1, s2] ⊂ [0, 1] such that µ([s1, s2]) ⊂ U˜ℓ
there is a piecewise C1-smooth path µ˜ : [s1, s2]→ U˜ℓ such that
π(ℓ)(µ˜(s)) = µ(s), for s ∈ [s1, s2].(2.5)
As M is the topological closure of Mreg, we define the distance on M by
dM(x, y) = inf
µ
Lengthg(µ([0, 1]) ∩Mreg),(2.6)
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where infimum is taken over paths µ : [0, 1]→M that are piecewise C1-smooth on
the lifted local coordinates, and satisfy µ([0, 1)])∩Msing is a finite set, and µ(0) = x,
µ(1) = y. Note that µ([0, 1]) ∩Mreg,(ℓ) is rectifiable in all local coordinate charts
U reg,(ℓ). Also, when µ([s1, s2]) ⊂ U regℓ ⊂ Mreg, the length is defined using local
coordinates as
Lengthg(µ([s1, s2])) =
∫ s2
s1
(gjk(µ(s))µ˙
j(s)µ˙k(s))1/2ds.(2.7)
Let m0 ∈ Z+ be such that 1m0 < R0, and let below m ≥ m0.
2.3. Approximation of g by smooth metric tensors. For constructions
below, let us define an auxiliary metric that is smooth on lifted coordinates. Let
g˜(ℓ),smooth be a C∞-smooth metric tensor defined on U˜ℓ such that g˜smooth,(ℓ) ≥ g˜(ℓ)
on U˜ regℓ , that means that the positive definite matrices satisfy
(g˜
smooth,(ℓ)
jk )
n
j,k=1 ≥ (g˜(ℓ)jk )nj,k=1 on U˜ regℓ ,
and γ∗g˜smooth,(ℓ) = g˜smooth,(ℓ) for all γ ∈ Γ(ℓ). Moreover,
c0(R) gE ≤ g˜smooth,(ℓ) ≤ 2c1(R)gE ,(2.8)
where gE is the Euclidean metric on R
k × Rn−k. The metric tensors g˜smooth,(ℓ)
define an “orbifold metric” on neighborhoods Uℓ that we denote by g
smooth,(ℓ) =
(Φ(ℓ))∗g˜smooth,(ℓ).
We define a metric gsmooth by summing metric tensors gsmooth,ℓ together using
a locally finite partition of unity φℓ :M→ R, such that supp (φℓ) ⊂ Uℓ,
∑
ℓ φℓ(x) =
1, φℓ ≥ 0, and that there are functions φ˜ℓ ∈ C∞0 (U˜ℓ) such that φℓ(π(ℓ)(x)) = φ˜ℓ(x).
Using such partition of unity we define
gsmooth(x) =
L∑
ℓ=1
φℓ(x)((π
(ℓ))∗)gsmooth,ℓ(x), x ∈ Mreg.
Strictly speaking, this metric tensor is defined only on Mreg. When µ([s1, s2]) ⊂
Uℓ ⊂M and there is a piecewise C1-smooth (on the lifted local coordinates) path
µ˜ : [s1, s2]→ U˜ℓ such that π(ℓ)(µ˜(s)) = µ(s) for s ∈ [s1, s2], we define the length of
the path µ([s1, s2]) with respect to the metric g
smooth using local coordinates as
Lengthgsmooth (µ([s1, s2])) =
∫ s2
s1
(g˜
(ℓ)
jk (µ(s))∂sµ˜
j(s)∂sµ˜
k(s))1/2ds.(2.9)
Decomposing a path µ : [0, 1]→M, that is piecewise C1-smooth on the lifted local
coordinates, to a union of paths which are all supported on some set Uℓ, we can
define the length of arbitrary path µ : [0, 1] →M that is piecewise C1-smooth on
the lifted local coordinates. Moreover, we define
dgsmooth (x, y) = inf
µ
Lengthgsmooth (µ([0, 1]),(2.10)
where infimum is taken over paths µ : [0, 1]→M that are piecewise C1-smooth on
the lifted local coordinates, and satisfy µ(0) = x, µ(1) = y. We say that a curve µ
is a geodesic of the metric gsmooth if it is locally distance minimising.
Let
Km = {x ∈M; dM(x,Msing) < 1
m
}.
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Next we modify the non-Lipschitz metric g by defining a metric g(m) that is smooth
on the lifted coordinates. We define that g(m) is in the set M\Km equal to g and
in the set Km,
g
(m)
jk (x) = ψm(x)g
smooth
jk (x) + (1− ψm(x))gjk(x),
where ψm ∈ C∞(Km) is equal to 1 in an open neighbourhood of Msing and 0 ≤
ψm(x) ≤ 1. Then g(m) is C∞-smooth orbifold metric in M. We assume that
ψm+1(x) ≤ ψm(x) so that g(m+1)jk (x) ≤ g(m)jk (x).
Note that then g(m) ≥ g onMreg and using this we will see that the waves are
slower when they propagate following the metric g(m) than g. Also, g(m) ≥ g(m+1).
In particular, the travel time of waves between points x and y with respect to g(m)
is longer that the travel time of waves between points x and y with respect to
g(m+1), i.e., dg(m)(x, y) ≥ dg(m+1)(x, y).
Below, we denote
Vm =M\Km.
Lemma 2.1. Let x, y ∈ M, x 6= y, ε > 0 and let γ : [0, 1]→M be a piecewise
C1-smooth path on the lifted local coordinates that connects x = γ(0) and y = γ(1).
Then there is a path µ([0, 1]) that connects x and y so that µ ∩Msing is a finite
set, and
|Lengthg(m)(µ([0, 1])− Lengthg(m)(γ([0, 1])| ≤ ε.
Proof. We assume that γ is parametrised so that it has constant speed with respect
to g(m).
For let sj ∈ I, j = 1, 2, . . . , J be such that s1 = 0 < s2 < s3 < · · · < sJ = 1
and [sj , sj+1] ⊂ I are intervals such that γ(si) ∈ Mreg for i = 2, 3, . . . , J − 1, and
there are projections from covering neighbourhoods πℓ : U˜ℓ → Uℓ, ℓ = ℓ(j) such
that γ([sj , sj+1]) ⊂ Uℓ(j) for j = 1, 2 . . . , J − 1. Let γ˜j : [sj , sj+1] → U˜ℓ(j), j =
1, 2 . . . , J − 1 be paths such that πℓ(j)(γ˜j(s)) = γ(s), that is, γ˜j : [sj , sj+1]→ U˜ℓ(j)
is the lift of the path γ : [sj , sj+1]→ Uℓ(j).
Let
ρ2 : U˜ℓ(j) = W˜ℓ(j) × V˜ℓ(j) → V˜ℓ(j) ⊂ Rn−k,
ρ2(y, z) = z
be the projection of x to the z-coordinate. Note that n − k ≥ 2. Since γ˜j is a
rectifiable path, we see that ρ2(γ˜j([sj , sj+1])) has the Hausdorff dimension 1. Hence,
we see that for any i ∈ Z+ there are vectors vj,i ∈ Rn−k, such that |vj,i| < 1/i and
that −vj,i 6∈ ρ2(γ˜j([sj , sj+1])). This implies that
0 6∈ vj,i + ρ2(γ˜j([sj , sj+1]))
and for v˜j,i = (0, vj,i) ∈ Rn
(v˜j,i + γ˜j([sj , sj+1])) ∩ (W˜ × {0}) = ∅.
Denote
ηj,i : [sj , sj+1]→M, ηj,i(s) = πℓ(j)(η˜j,i(s)), η˜j,i(s) = v˜j,i + γ˜j(s).
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For j = 1, 2, . . . , J − 1, let α˜j,i : [0, 1] → Uℓ(j) be the Euclidean line segment
α˜j,i(t) = v˜j,it + γ˜j(sj) that connects γ˜j(sj) to η˜j(sj). Similarly, let β˜j,i : [0, 1] →
Uℓ(j) be the Euclidean line segment that connects η˜j(sj+1) to γ˜j(sj+1). Observe
that when i is large enough, the line segments α˜j,i([0, 1]) and β˜j,i([0, 1]) are subsets
of U˜ℓ(j) and intersect W˜ × {0} at most at the points α˜1,i(0) or β˜J−1,i(1).
Let αj,i(t) = πℓ(j)(α˜j,i(t)) and βj,i(t) = πℓ(j)(β˜j,i(t)). Then αj,i([0, 1]) and
βj,i([0, 1]) intersectMsing at most at the points α1,i(0) = γ(0) or βJ−1,i(1) = γ(1).
Let now µi : [0, 1]→M be a path that is obtained by concatenating the paths
α1,i, η1,i, β1,i, α2,i, η2,i, β2,i, . . . , αJ−1,i, ηJ−1,i, βJ−1,i that connects γ(0) to γ(1), that
is,
µi =
J−1⋃
j=1
(αj,i ∪ ηj,i ∪ βj,i).
As the metric tensor g(m) is a smooth orbifold metric in M we see that
lim
i→∞
Lengthg(m)(µi(0, 1])) = Lengthg(m)(γ(0, 1])).
By choosing µ = µi with sufficiently large i, we prove the claim.

Let us consider the setM =Mreg∪Msing as an orbifold with a smooth metric
g(m) defined on the lifted coordinate neighbourhoods.
Lemma 2.2. For x, y ∈M we have
dM(x, y) ≤ dg(m)(x, y).
Proof. Let γ be a g(m)−length minimizing curve on M that connects x to y. By
Lemma 2.1 there is a path µ([0, 1]) that connects x and y, has the property that
µ ∩Msing is a finite set, and
|Lengthg(m)(µ([0, 1])− dg(m)(x, y)| ≤ ε.
Then
dg(m)(x, y) + ε ≥ Lengthg(m)(µ)
≥ Lengthg(m)(µ ∩Mreg)
≥ Lengthg(µ ∩Mreg)
≥ dM(x, y).
As ε > 0 is here arbitrary, the claim follows. 
Lemma 2.3. For x, y ∈M we have
dM(x, y) ≥ lim
m→∞ dg(m)(x, y).
Proof. By above definitions,
dM(x, y) = inf
γ
Lengthg(γ ∩Mreg),(2.11)
where infimum is taken over piecewise C1-smooth paths γ : [0, 1]→M on the lifted
coordinates such that γ(0) = x, γ(1) = y, and γ([0, 1]) ∩Msing is a finite set.
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Let ε > 0 and choose γ : [0, 1] → M such that γ(0) = x, γ(1) = y, and
γ([0, 1]) ∩Msing is a finite set and
Lengthg(γ ∩Mreg) ≤ dM(x, y) + ε.
As the path γ intersectsMsing finitely many times, by definition there are t1, t2, . . . , tJ ,
J ∈ Z+, such that for t ∈ [0, 1] we have
γ(t) ∈Msing if and only if t ∈ {t1, t2, . . . , tJ}.
Then for all h > 0 there is m0(h, γ) such that for m > m0(h, γ) we have
distR(t, {t1, t2, . . . , tJ}) ≥ h =⇒ γ(t) ∈M \Km.
Indeed, if no such m0(h, γ) exists, then for all m there is t
′
m ∈ [0, 1] such that
d(t′m, {t1, t2, . . . , tJ}) ≥ h and γ(t′m) ∈ Km. By compactness, there is t′ such that
limk→∞ t′mk = t
′. Then dist(t′, {t1, t2, . . . , tJ}) ≥ h. Also, for any m1 > m0(h, γ)
we see that if m > m1 then γ(t
′
m) ∈ Km1 . Hence γ(t′) ∈ Km1 . As m1 is ar-
bitrary, we see that γ(t′) ∈ ⋂m1≥1Km1 = Msing which is a contradiction as
dist(t′, {t1, t2, . . . , tJ}) ≥ h.
We see that there is C2 = C2(γ) such that
J∑
j=1
Lengthgm(γ((tj − h, tj + h) ∩ [0, 1])) ≤ C2Jh
Hence, for m > m0(h, γ) we have
dM(x, y) + ε ≥ Lengthg(γ ∩Mreg)
≥ Lengthg(γ([0, 1] \ ∪Jj=1(tj − h, tj + h)))(2.12)
≥ Lengthgm(γ([0, 1] \ ∪Jj=1(tj − h, tj + h)))
+
(
(Lengthgm(γ((tj − h, tj + h) ∩ [0, 1])))− C2Jh
)
≥ Lengthgm(γ([0, 1]))− C2Jh.
Thus,
dM(x, y) + ε ≥ lim
m→∞Lengthgm(γ([0, 1]))− C2Jh.
As h > 0 is here arbitrary, we have
dM(x, y) + ε ≥ lim
m→∞Lengthgm(γ([0, 1]))
≥ lim
m→∞ dg
m(x, y)
As ε > 0 is arbitrary, we obtain the claim. 
For x, y ∈ Mreg, define
dMreg (x, y) = inf
γ
Lengthg(γ)(2.13)
where the infimum is taken over rectifiable curves γ : [0, 1] → Mreg such that
γ(0) = x and γ(1) = y.
Lemma 2.4. For x, y ∈Mreg we have
dMreg (x, y) = dM(x, y).
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Proof. Assume that x 6= y, ε > 0 and let γ : [0, 1]→M be a piecewise C1-smooth
path that connects x = γ(0) and y = γ(1), has the property that γ ∩Msing is a
finite set, and
Lengthg(γ([0, 1]) ∩Mreg) ≤ dM(x, y) + ε.
We assume that γ is parametrised so that it has constant speed 1/Lengthg(γ([0, 1])∩
Mreg).
We start the proof by a modification of the proof of Lemma 2.1. As the path γ
intersects Msing finitely many times, by definition there are t1, t2, . . . , tJ , J ∈ Z+,
such that for t ∈ [0, 1] we have
γ(t) ∈Msing if and only if t ∈ {t1, t2, . . . , tJ}.
For each j = 1, 2, . . . , J , let [sj , rj ] ⊂ I be intervals such that sj < tj < rj
and πℓ : U˜ℓ → Uℓ, ℓ = ℓ(j) be projections from covering neighbourhoods such that
γ([sj, rj ]) ∈ Uℓ. Let γ˜j : [sj , rj ] → U˜ℓ(j) paths such that πℓ(j)(γ˜j(s)) = γ(s), that
is, γ˜j : [sj , rj ]→ U˜ℓ(j) is the lift of the path γ : [sj , rj ]→ Uℓ(j).
Let
ρ2 : U˜ℓ(j) = W˜ℓ(j) × V˜ℓ(j) → V˜ℓ(j) ⊂ Rn−k,
ρ2(y, z) = z
be the projection of x to the z-coordinate. Note that n − k ≥ 2. Since γ˜j is a
rectifiable path, we see that ρ2(γ˜j([sj , rj ])) has the Hausdorff dimension 1. Hence,
for all i ∈ Z+ that there are vectors vj,i ∈ Rn−k, such that |vj,i| < 1/i and that
−vj,i 6∈ ρ2(γ˜j([sj , rj ])). This implies that
0 6∈ vj,i + ρ2(γ˜j([sj , rj ]))
and for v˜j,i = (0, vj,i) ∈ Rn
(v˜j,i + γ˜j([sj , rj ])) ∩ (W˜ × {0}) = ∅.
Denote
ηj,i : [sj , rj ]→M, ηj,i(s) = πℓ(j)(η˜j,i(s)), η˜j,i(s) = v˜j,i + γ˜j(s).
For j = 1, 2, . . . , J , let α˜j,i : [0, 1] → Uℓ(j) be the Euclidean line segment
α˜j,i(t) = v˜j,it + γ˜j(sj) that connects γ˜j(sj) to η˜j(sj). Similarly, let β˜j,i : [0, 1] →
Uℓ(j) be the Euclidean line segment that connects η˜j(rj) to γ˜j(rj). When i is large
enough, the line segments α˜j,i([0, 1]) and β˜j,i([0, 1]) do not intersect R
k × {0}.
Let αj,i(t) = πℓ(j)(α˜j,i(t)) and βj,i(t) = πℓ(j)(β˜j,i(t)). Then αj,i([0, 1]) and
βj,i([0, 1]) do not intersect Msing .
Let now µi : [0, 1]→M be a path that is obtained by concatenating the paths
γ([0, s1]), α1,i, η1,i, β1,i, γ([r1, s2]), α2,i, . . . , βJ,i and γ([rJ , 1]) that connects γ(0) to
γ(1), that is,
µi = γ([0, s1]) ∪
( J−1⋃
j=1
αj,i ∪ ηj,i ∪ βj,i ∪ γ([rj , sj+1])
)
∪
∪αJ,i ∪ ηJ,i ∪ βJ,i ∪ γ([rJ , 1]) ⊂Mreg.
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The metric tensor g satisfies (2.4) and g is smooth in Mreg. Thus when we com-
pute the lengths of curves using (2.7), we see using Lebesque dominated converge
theorem there are numbers hi > 0, limi→∞ hi = 0 such that
J−1∑
j=1
|Lengthg (ηj,i)− Lengthg (γ([sj , rj ]) ∩Mreg)| < hi
and there is C1 such that
J∑
j=1
(Lengthg (αj,i) + Lengthg (βj,i)) ≤ C1
J
i
.
Hence,
|Lengthg(µi)− Lengthg (γ([0, 1]) ∩Mreg)| < hi + C1
J
i
Denote I = [0, 1]. Note that µi(I) ⊂ Mreg, µi(0) = γ(0) = x and µi(1) =
γ(1) = y. These imply
dM(x, y) + ε ≥ Lengthg(γ([0, 1]) ∩Mreg)
≥ Lengthg(µi([0, 1])) + hi + C1
J
i
≥ dMreg (x, y) + hi + C1 J
i
.
By taking the limit i→∞, we obtain
dM(x, y) + ε ≥ dMreg (x, y).
As ε > 0 is arbitrary, we obtain
dM(x, y) ≥ dMreg (x, y).
The opposite inequality follows from the definitions.

3. Finite speed of wave propagation
In this section we consider estimates on how the support of the solutions of
the wave equation propagates in time. The propagation of singularities has been
analyzed extensively using microlocal analysis, see e.g. [3, 30, 36, 37, 79, 85,
86, 106], and these techniques describe the propagation of the singular support.
However, to consider the support of the wave we use more conventional methods
with Γ-convergence.
3.1. Auxiliary results based on Γ-convergence. Let us now introduce
quadratic forms
(3.1) Q(m)(u, v) = Q(m)1 (u, v) +Q(m)2 (u, v)
where
Q(m)1 (u, v) =
∫
Mreg
g(m),ij∂iu∂jv det(g
(m))1/2dx,
Q(m)2 (u, v) =
∫
Mreg
λuv det(g(m))1/2dx,
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and
(3.2) Q(u, v) = Q1(u, v) +Q2(u, v)
where
Q1(u, v) =
∫
Mreg
gij∂iu∂jv det(g)
1/2dx,
Q2(u, v) =
∫
Mreg
λuv det(g)1/2dx.
All these quadratic forms are defined as (unbounded) closed quadratic forms in
L2(M) with the domain D(Q(m)) = D(Q) = H1(M). Note that we next consider
L2(M) with the inner product given by metric g, that is,
(u, v)L2 =
∫
Mreg
uv det(g)1/2dx.
Next we consider quadratic forms as R ∪ {∞} valued functions u 7→ Q(m)1 (u, u) in
L2(M) that have value ∞ in L2(M) \H1(M).
Let C0, C1 > 0 be such that for all m ≥ 1,
C−10 ≤ |g(m)|−1/2|g|1/2 ≤ C0,
C−11 I ≤ g(m) ≤ C1I,
C−11 I ≤ g ≤ C1I.
As for almost all x ∈Mreg we have the pointwise limit
(3.3) lim
m→∞ g
(m),ij(x)det(g(m)(x))1/2 = gij(x)det(g(x))1/2,
we see that the proof of [22, Prop. 5.14], applied in local coordinates, implies that,
Q(m)1 Γ−converges to Q1 in the weak topology of H1(M, |g|1/2dx) as m→∞. As
Q(m)1 are quadratic forms, by [22, Prop. 13.12] this implies that Q(m)1 Γ−converges
to Q1 in the strong topology of L2(M, |g|1/2dx) as m → ∞. In addition, by
Lebesque dominated convergence theorem, Q(m)1 converges also pointwise to Q1.
As
(3.4)
(
g
(m)
ij
) ≥ (g(m+1)ij ) ≥ (gij),
we see that
(3.5) det(g(m)) ≥ det(g(m+1)) ≥ det(g),
and hence the sequence Q(m)2 (u, u) is decreasing. By Lebesque dominated con-
vergence theorem, Q(m)2 (u, u) converge pointwise to Q2(u, u) as m → ∞, and
Q2(u, u) is lower semi-continuous in the strong topology of L2(M, |g|1/2dx), and
hence [22, Prop. 5.7] implies that Q(m)2 Γ−converges to Q2 in the strong topology
of L2(M, |g|1/2dx) as m→∞.
As the sequences Q(m)i , i = 1, 2 both Γ−converges to Qi in the strong topology
of L2(M, |g|1/2dx) and pointwise converge as m → ∞, [22, Prop. 6.25], implies
that the sum of the sequences, Q(m), Γ−converges to the sum Q = Q1 +Q2 in the
strong topology of L2(M, |g|1/2dx) as m→∞.
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In the Hilbert space L2(M, |g|1/2dx), the symmetric quadratic form Q is asso-
ciated, in the sense of [67, Sec. VI, Thm 2.6], to the selfadoint operator
A(m) = A
(m)
1 +A
(m)
2
in the Hilbert space L2(M, |g|1/2dx) endowed with the volume form of the metric
g. We denote the domain of this selfadjoing operator A(m) by D(A(m)). Then, for
u ∈ D(A(m)) we have
A
(m)
1 u(x) = −|g(x)|−1/2∂j(|g(m)(x)|1/2g(m),jk(x)∂ku(x)), for x ∈Mreg,
A
(m)
2 (x) = λ|g(m)(x)|1/2|g(x)|−1/2, for x ∈Mreg.
In the Hilbert space L2(M, |g|1/2dx), the symmetric quadratic form Q is asso-
ciated to the selfadjoint operator
A = A1 +A2,
having the domain D(A), and for u ∈ D(A) we have
A1u(x) = −|g(x)|−1/2∂j(|g(x)|1/2gjk(x)∂ku(x)) = −∆gu(x), for x ∈ Mreg,
A2u(x) = λu(x).
By [22, Prop. 13.12] the operators A(m) G−converges in the Hilbert space
L2(M, |g|1/2dx) to the operator A in the strong topology of L2(M, |g|1/2dx). More-
over, by [22, Prop. 13.12] then A(m) converge to A in the strong resolvent sense in
the strong topology of L2(M, |g|1/2dx).
Note that the equation
(−∆g(m) + λ)u(m) = f
is equivalent to
A(m)u(m) = |g(m)|1/2|g|−1/2f
and if supp (f) does not intersect supp (g(m)−g) ⊂ Km, we have that |g(m)|1/2|g|−1/2f =
f .
Let f ∈ L2(M, |g|1/2dx) and λ ∈ C \ (−∞, 0].
Let ε > 0 be arbitrary and choose m0 such that(∫
Km0
|f(x)|2 |g|1/2dx
)1/2
<
ε
4C0
1
dist(λ,R−)
.(3.6)
Let
f1(x) = χKm0 (x)f(x), f2(x) = f(x)− f1(x).
Then for all m ≥ m0
‖|g(m)|1/2|g|−1/2f1‖L2(M,|g|1/2dx) ≤
ε
4
1
dist(λ,R−)
,(3.7)
so that
u
(m)
1 = (−∆g(m) + λ)−1f1, u1 = (−∆g + λ)−1f1
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satisfy
‖u(m)1 ‖L2(M,|g|1/2dx) = ‖(−∆g(m) + λ)−1f1‖L2(M,|g|1/2dx)
= ‖(A(m))−1(|g(m)|1/2|g|−1/2f1)‖L2(M,|g|1/2dx)
≤ ε
4
and
‖u1‖L2(M,|g|1/2dx) <
ε
4
.
Moreover, as Kn+1 ⊂ Kn, we see that for m ≥ m0
supp (f2) ∩Km = ∅,(3.8)
so that
|g(m)|1/2|g|−1/2f2 = f2.
Next we consider m ≥ m0. As A(m) converge to A in the strong resolvent sense in
topology of L2(M, |g|1/2dx), by [22, Def. 13.3] we have that
u
(m)
2 = (−∆g(m) + λ)−1f2, u2 = (−∆g + λ)−1f2
satifies
u
(m)
2 = (−∆g(m) + λ)−1f2 = (A(m))−1f2 → A−1f2 = (−∆g + λ)−1f2 = u2
in the strong topology of L2(M, |g|1/2dx) as m→∞. Thus there is m1 > m0 such
that for all m > m1
‖u(m)2 − u2‖L2(M,|g|1/2dx) <
ε
2
.
As above ε > 0 is arbitrary and u(m) = u
(m)
1 + u
(m)
2 and u = u1 + u2 satisfy
‖u(m) − u‖L2(M,|g|1/2dx) < ε for m > m1, we see that for all f ∈ L2(M, |g|1/2dx)
and λ ∈ C\(−∞, 0]
lim
m→∞(−∆g(m) + λ)
−1f = (−∆g + λ)−1f,
strong topology of L2(M, |g|1/2dx).
In particular, when λ = 1, we have that
(−∆g(m) +1)−1 converges to (−∆g˜+
1
)−1
strongly in L2(M, |g|1/2dx).
Remark. In the n-dimensional case with n ≥ 3 the above considerations can
be simplified as follows. Let ω1, ω2, . . . , ωn be the eigenvalues of g. Then the
eigenvalues of det(g)1/2g−1 are
s1 = ω
−1/2
1 ω
1/2
2 ω
1/2
3 . . . ω
1/2
n ,
s2 = ω
1/2
1 ω
−1/2
2 ω
1/2
3 . . . ω
1/2
n ,
. . .
sn = ω
1/2
1 ω
1/2
2 ω
1/2
3 . . . ω
−1/2
n ,
and we see that |sj | > C−n/20 . Also, assume that gsmooth = gˆ is constant metric
gˆ = ωˆI in the domain K1 (Note that gluing different local coordinate charts has to
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be added, e.g. by using a partition of unity and summing up to local construction).
Then the eigenvalues of det(gˆ)1/2gˆ−1 are constants
sˆ = ωˆ(n−2)/2.
If we change the definition of g(m) in local coordinates to be defined using powers
of symmetric matrixes, that is,
g
(m)
jk (x) = g
smooth
jk (x)
ψm(x)gjk(x)
1−ψm(x),
we see that then det(g(m))1/2(g(m))−1 has the eigenvalues
s
(m)
j = ωˆ
ψm(x)/2ωj(x)
(1−ψm(x))/2.
If ωˆ < C
−n/(n−2)
0 so that
sˆ = ωˆ(n−2)/2 < C−n/20 ≤ sj ,
we see that the sequences s
(m)
j are decreasing, and thus the the sequence of the
positive definite matrixes det(g(m))1/2(g(m))−1 is decreasing as m → ∞. Then
the quadratic forms Q(m)(u, v) and the corresponding selfadjoint operators are also
decreasing, and we can use the following monotone theorem on the quadratic forms.
Recall that for for two qurdartic forms q1 and q2 on a Hilbert space H the inequality
q1 ≤ q2 means that their form domains satisfy D(q1) ⊃ D(q2) and q1[u] ≤ q2[u].
Theorem 3.1. Let {qn}∞n=1 be a sequence of closed, positive definite quadratic
forms satisfying 0 ≤ q1 ≤ q2 ≤ · · · . Suppose that
(3.9) D(q∞) = {u ∈ H ; sup
n
qn[u] <∞}
is dense in H. Then, the quadratic form q∞ defined by
(3.10) q∞[u] = lim
n→∞ qn[u] = supn∈Z+
qn[u]
with domain D(q∞) is closed. Moreover, if An and A∞ are the self-adjoint operators
associated with qn and q∞, then An → A∞ in the strong resolvent sense.
For this result, see [94], Theorem S.14, p.373.
In our case, Q(m) and Q have the common domain H1(M). Since g(m)ij → gij ,
we have for x ∈Mreg
(3.11)(
g(m),ij(x)
) ≤ (g(m+1),ij(x)) ≤ (gij(x)) and (g(m),ij(x))→ (gij(x)) as m→∞.
Therefore, we have that A−1
g(m)
converges to A−1 strongly in L2(M, |g|1/2dx).
3.2. Strong resolvent convergence. In this section, we study some results
related to the strong resolvent convergence in a Hilbert space H.
Lemma 3.2. Suppose An, A ≥ 1 are self-adjoint in a Hilbert space H, and
A−1n → A−1 strongly. Then
(An − z)−1 → (A− z)−1, n→∞
strongly for z ∈ C \ [1,∞).
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Proof. Take z0 6∈ [1,∞) and assume that (An−z0)−1g → (A−z0)−1g strongly
for any g ∈ H. For an arbitrary f ∈ H, put
un = (An − z0)−1f, u = (A− z0)−1f.
Then,
(An − z0)−2f = (An − z0)−1un = (An − z0)−1(un − u) + (An − z0)−1u.
Since ‖(An − z0)−1‖ ≤ C for a constant C > 0 independent of n, we have
‖(An − z0)−1(un − u)‖ → 0.
Therefore, by the above assumption,
(An − z0)−2f → (A− z0)−1u = (A− z0)−2f strongly.
By induction
(An − z0)−kf → (A− z0)−kf strongly ∀k ≥ 1.
If |z − z0| < dist(z0, [1,∞)), we have |z − z0| < ‖(An − z0)−1‖−1 and
(An − z)−1 = (1 − (z − z0)(An − z0)−1)−1(An − z0)−1,
and the Neumann series
(1− (z − z0)(An − z0)−1)−1 =
∞∑
k=0
(z − z0)k(An − z0)−k
is norm convergent. This implies that (An−z)−1f converges strongly to (A−z0)−1f
when |z− z0| < dist(z0, [1,∞)). Starting from z0 = 0, we obtain the desired strong
convergence for any z 6∈ [1,∞) by iterating the above analysis finitely many times
with z0 that are on a path the connects 0 to z in C \ [1,∞). 
Lemma 3.3. Let An, A ≥ 1 be self-adjoint and (An−z)−1 → (A−z)−1 strongly
for any z 6∈ [1,∞). Let f(λ) ∈ C(R) satisfy f(λ)→ 0 as λ→∞. Then, we have
f(An)→ f(A) strongly as n→∞.
Proof. We first prove this lemma for f ∈ C∞0 (R). Let F (z) ∈ C∞0 (C) be an
almost analytic extension of f constructed by Lemma 2.12. Usimg Lemma 2.13,
we then have for any u ∈ H(
f(An)− f(A)
)
u =
1
2πi
∫
C
∂zF (z)
(
(z −An)−1 − (z −A)−1
)
u dzdz.
Taking N = 1 and s = 3, we have
‖∂zF (z)
(
(z −An)−1 − (z −A)−1
)
u‖ ≤ C(1 + |z|)−3‖u‖.
Moreover, by the assumption, for any z 6∈ [1,∞),
‖((z −An)−1 − (z −A)−1)u‖ → 0.
By Lebesgue’s dominated convergence theorem, we obtain
‖(f(An)− f(A))u‖ → 0.
To prove the general case, let ǫ > 0 and put fR(λ) = f(λ) for λ < R and fR(λ) = 0
for λ > R. For a sufficiently large R > 0, |f(λ)−gR(λ)| ≤ ǫ for all λ ∈ R. Moreover,
we can approximate fR(λ) by a C
∞
0 (R)-function gR(λ) so that ‖fR−gR‖L∞(R) ≤ ǫ.
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Then the above shows that gR(An) − gR(A) → 0 strongly. As ǫ > 0 is arbitrary.
This proves the lemma. 
Lemma 3.4. Let An, A ≥ 1 be self-adjoint and (An−z)−1 → (A−z)−1 strongly
for any z 6∈ [1,∞). Suppose there exists δ > 0 such that for the function F (λ) = λδ
the self-adjoint operators F (An) = A
δ
n satisfy D(A
δ
n) = D(A
δ) for all n and there
exists u ∈ D(Aδ) such that
sup
n
‖Aδnu‖ <∞, ∀n.
Then, we have
‖f(An)u− f(A)u‖ → 0, as n→∞
for any bounded continuous function f on [1,∞).
Proof. Take χ0,R(λ) ∈ C(R) such that χ0,R(λ) = 1 for λ < R and χ0,R(λ) = 0
for λ > R+ 1. Put χ∞,R(λ) = 1− χ0,R(λ). Then, we have
‖χ∞,R(An)u‖ = ‖χ∞,R(An)A−δn Aδnu‖ ≤ C sup
λ
|χR,∞(λ)λ−δ | ≤ CR−δ.
The same inequality holds for A. We fix large R > 0 and put g(λ) = f(λ)χ0,R(λ).
Then, by Lemma 3.3, g(An)u→ g(A)u strongly. 
We consider an abstract wave equation.
Definition 3.5. Let A be the unbounded self-adjoint operator associated to the
quadratic from Q in L2(M, g) having the domain H1(M) = D(Q). We say that
u ∈ C1([0, T ];L2(M))∩C0([0, T ];H1(M)) is a (finite energy) solution of the wave
equation
(3.12) ∂2t u+Au = 0
if there are u0 ∈ H1(M) and u1 ∈ L2(M) and
u(t) = cos(tA1/2)u0 + sin(tA
1/2)A−1/2u1.
Here we define sin(tλ1/2)λ−1/2 = t for λ = 0.
Next we consider corresponding abstract system.
Lemma 3.6. Let An, A ≥ 0 be self-adjoint in a Hilbert spece H such that (An−
z)−1 → (A − z)−1 strongly for any z ∈ C \ [0,∞). Let u(t) be the solution of the
equation
(3.13)
{
∂2t u+Au = 0,
u
∣∣
t=0
= w0 ∈ H, ∂tu
∣∣
t=0
= w1 ∈ H1(M) = D(A1/2),
and un(t) the solution of the same equation with A replaced by An. Assume that
D(
√
An) = D(
√
A) for all n and w0 ∈ D(
√
A) with supn ‖
√
Anw0‖ < ∞. Then,
we have.
‖un(t)− u(t)‖ → 0 as n→∞
for any t.
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Proof. We have
u(t) = cos(t
√
A)w0 + sin(t
√
A)
√
A
−1
w1,
and the similar formula for un(t). Then, the lemma follows from Lemma 3.4. 
Lemma 3.7. Let An and A be as in Lemma 3.6. Let u(t) and un(t) be the
solutions of the equations
(3.14)
{
∂2t u+Au = f(t),
u
∣∣
t=0
= ∂tu
∣∣
t=0
= 0,
(3.15)
{
∂2t un +Anu = fn(t),
un
∣∣
t=0
= ∂tun
∣∣
t=0
= 0.
Assume that for any T > 0 there exists a constant C > 0 such that ‖fn(t)‖ ≤ C
for any n and 0 ≤ t ≤ T , and ‖fn(t) − f(t)‖ → 0 as n → ∞ for any t ≥ 0. Then
‖un(t)− u(t)‖ → 0 as n→∞ for any t ≥ 0.
Proof. We put
F (t, λ) =
(
sin(t
√
λ)
)√
λ
−1
.
Then,
u(t) =
∫ t
0
F (t− s, A)f(s)ds,
and the similar formula holds with A and f(s) replaced by An and fn(s). The
lemma then follows from Lemma 3.6. 
3.3. Domains of influence. Let u satisfy
(∂2t −∆g)u(x, t) = 0, on M× R+(3.16)
u(x, 0) = v0(x) ∈ L2(M), ∂tu(x, 0) = v1(x) ∈ H1(M).(3.17)
Next we prove the finite propagation of waves. Below, for W ⊂M, let
M(W,T ) = {x ∈M ; dM(x,W ) < T }(3.18)
denote the (open) domain of influence.
Proposition 3.8. Let W ⊂ M be an open, relatively compact set and uf (t)
be the solution of initial boundary value problem (3.16)–(3.17) with supp (v0) ∪
supp (v1) ⊂W. Then
supp (u( · , T )) ⊂M(W,T ).
Proof. Let W ⊂M be an open, relatively compact set and
supp (v0) ∪ supp (v1) ⊂W.
Let u(m) satisfy
(∂2t −∆g(m))u(m)(x, t) = 0, on M× R+(3.19)
u(m)(x, 0) = v0(x), ∂tu
(m)(x, 0) = v1(x),(3.20)
where the wave equation is defined in weak sense on all coordinate neighbourhoods.
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As we can represent v0 and v1 as a sum of functions supported in single coor-
dinate neighborhood Uℓ, without loss of generality we can below assume that
W ⊂ Uℓ.
Also, let
0 < T0 < distgsmooth,(ℓ)(W,Uℓ).
The standard results on the finite speed of wave propagation is valid on the
smooth lifted coordinate neighbourhood (U˜ℓ, g
(m)), see [49] (Here the metric g(m)
is smooth. We note that the considerations can may be simplified using Lipschitz-
smooth metric as the generalized results for the finite speed of wave propagation
seem to be valid on Lipschitz-smooth manifold, or with divergence form equations
with log-Lipschitz coefficients see e.g. [20, Thm 1.6 and Remark 1.8].) Then there
is an open set W1 ⊂W1 ⊂W such that supp (v0) ∪ supp (v1) ⊂W 1. Also, there is
an open set W2 ⊂W2 ⊂W1 such that supp (v0) ∪ supp (v1) ⊂W 2. Then
{(x, t) ∈M× [0, T0); d(m)(x,W2) > t}
⊂ {(x, t) ∈M× [0, T0); u(m)(x, t) = 0},
so that
supp (u(m)( · , · )) ∩ (M× [0, T0))
⊂ {(x, t) ∈ M× [0, T0); d(m)(x,W 2) ≤ t}
⊂ {(x, t) ∈ M× [0, T0); d(m)(x,W1) < t}.
Let u satisfy
(∂2t −∆g)u(x, t) = 0, on M× R+
u(x, 0) = v0(x), ∂tu(x, 0) = v1(x).
As propagation of waves can be studied in separately on small time intervals
[jT0, (j+1)T0], that cover a longer interval [0, T1], without loss of generality we can
consider the case when 0 < T ≤ T0 and initial data (v0, v1) supported in W .
We see using Lemma 3.6 that
lim
m→∞u
(m) = u in L∞([0, T ];L2(M)).
This implies
lim
m→∞u
(m) = u in L2([0, T ]×M).(3.21)
As above g(m) ≥ g(m+1), we have
{(x, t) ∈M× [0, T ]; d(m)(x,W1) < t}
⊂ {(x, t) ∈M× [0, T ]; d(m+1)(x,W1) < t},
and thus equation (3.21) implies that
supp (u( · , · ))∩([0, T ]×M) ⊂ cl
( ⋂
m′>m0
⋃
m>m′
supp (um′( · , · ))∩([0, T ]×M)
)
⊂ cl
( ⋃
m∈Z+
{(x, t) ∈M× [0, T ]; d(m)(x,W1) < t}
)
.(3.22)
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Lemmas 2.2 and 2.3 imply that⋃
m∈Z+
{(x, t) ∈M× [0, T ]; d(m)(x,W1) < t}
= {(x, t) ∈M× [0, T ]; dM(x,W1) < t}.
Then (3.22) implies that
supp (u( · , · ))∩([0, T ]×M) ⊂ {(x, t) ∈M× [0, T ]; dM(x,W1) ≤ t}(3.23)
⊂ {(x, t) ∈M× [0, T ]; dM(x,W ) < t}.
The above yield that
supp (u( · , · ))∩([0, T ]×M) ⊂ {(x, t) ∈M× [0, T ]; dM(x,W ) < t}.
This means finite velocity of wave propagation (i.e., that the waves propagate with
velocity one or slower) is valid on (M, g). This proves Proposition 3.8. 
4. Unique continuation
Next we will show that Tataru’s approximate controllability result, see e.g.
[102], is valid for CMGAs. As usual, we start with the observability result.
Theorem 4.1 (Tataru’s Unique Continuation Principle). Let u ∈ C0([0, 2T ];H1(M))∩
C1([0, 2T ];L2(M)) satisfy(
∂2t −∆g
)
u(x, t) = 0, (x, t) ∈ M× (0, 2T ).
Assume, in addition, that u(x, t) = 0 in W × (0, 2T ), where W is an open subset of
Mreg. Then,
u(x, t) = 0 in K(W,T ),
where K(W,T ) is the double cone of influence,
K(W,T ) = {(x, t) ∈ M× (0, 2T ) : d(x,W ) < T − |t− T |}.(4.1)
Proof. Let V ⊂ Mreg be open. Assume that u satisfies on M× R+ the wave
equation
(∂2t −∆g)u(x, t) = 0, on M× R+
u(x, 0) = v0(x), ∂tu(x, 0) = v1(x).
Also, assume that u(x, t) vanishes in the set V × (0, 2T ).
The restriction of u(x, t) on Mreg × R+ satisfies
(∂2t −∆g)u(x, t) = 0, on Mreg × R+,
and by applying Tataru’s theorem [102] on the smooth manifold Mreg × R+ (see
[11, 12] for the corresponding stability results), we see that u vanishes in
ΣregV,T = {(x, t) ∈Mreg × R+; |dMreg ,g(x, V ∩Mreg)− T | < T }.
As V is open, we see that V ∩Mreg 6= ∅. Next, let y ∈ V ∩Mreg and let
x ∈ Mreg be such that dM(x, y) < T . Above in Lemma 2.3 we have shown that
there is m such that dg(m)(x, y) < T . Let µ be a g
(m)-geodesic that connects x and
y and has length L = dg(m)(x, y) < T . Let ε = (T − L)/2. In the proof of Lemma
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2.2 we showed that there is a path η : I = [0, 1]→M such that η(0) = x, η(1) = y,
and η(Iint) ⊂Mreg, and finally, g(m)-length of η is at most L+ ε. As g(m) ≥ g in
Mreg, this shows that g-length of η is at most L+ ε. Thus we see that
x ∈ {x′ ∈ M; dMreg ,g(x′, V ) < T }
and we have by Lemma 2.4 that
{x′ ∈Mreg; dMreg ,g(x, V ) < T } = {x′ ∈ Mreg; dM(x, V ) < T }.
This also shows that the solution of the wave equation, u(x, t), vanishes in the set
(Mreg × R) ∩ ΣgV,T = {(x, t) ∈Mreg × R+; |dM,g(x, V )− T | < T }.
As Mreg is dense in M with respect to the topology defined with metric dM, we
have
ΣregV,T = ΣV,T ∩ (Mreg × R+),
where
ΣV,T = {(x, t) ∈M× R+; |dM(x, V )− T | < T }.
Thus we see that u vanishes a.e. in ΣV,T , as u is in L
2
loc(M× R), this means that
u, considered as a distribution, vanishes in the set ΣV,T . This means that Tataru’s
theorem is valid on (M, g). 
5. Controllability results
Consider the initial value problem(
∂2t −∆g
)
u(x, t) = H(x, t), in M× R+,(5.1)
u|t=0 = 0, ∂tu|t=0 = 0,
and denote its solution by uH(x, t) = u(x, t).
Next we prove Tataru’s controllability theorem on CMGA.
Theorem 5.1. Let W ⊂ Mreg be an open set. Then the set {uH(·, T ) : H ∈
C∞0 (W × (0, T ))} is dense in L2(M(W,T )).
Proof. Assume that η ∈ L2(M(W,T )) satisfies
(η, uH(T ))L2(M; dVg) = 0(5.2)
for all H ∈ C∞0 (W × (0, T )).
We consider the approximate initial value problem(
∂2t −∆g(m)
)
u(m)(x, t) = H(x, t), in M× R+,(5.3)
u(m)|t=0 = 0, ∂tu(m)|t=0 = 0,
and denote its solution also by uH,(m)(x, t) = u(m)(x, t).
We consider also the dual problem(
∂2t −∆g
)
a(x, t) = 0, in M× R,(5.4)
a(x, T ) = 0, ∂ta(x, T ) = η(x),
5. CONTROLLABILITY RESULTS 139
and the approximate dual problems(
∂2t −∆g(m)
)
a(m)(x, t) = 0, in M× R,(5.5)
a(m)(x, T ) = 0, ∂ta
(m)(x, T ) = η(x).
Then,
a(m)(x, t) ∈ C(R, H1(M)) ∩ C1(R, L2(M)) ⊂ H1loc(M× R).
By energy conservation for the wave equation, we have
‖∂ta(m)( · , t)‖2L2(M,|g(m)|1/2dx) ≤ ‖∂ta(m)( · , 0)‖2L2(M,|g(m)|1/2dx) + 0
≤ ‖η‖2L2(M,|g(m)|1/2dx)
and hence for all t ∈ [0, T ] we obtain by integrating in the time variable
‖a(m)( · , t)‖L2(M,|g(m)|1/2dx) ≤ ‖η +
∫ t
0
a(m)( · , t′)dt′‖L2(M,|g(m)|1/2dx)
≤ (1 + T )‖η‖L2(M,|g(m)|1/2dx).
Letting m→∞, we obtain
‖a(m)( · , t)‖L2(M,|g|1/2dx) ≤ C0(1 + T )‖η‖L2(M,|g|1/2dx).(5.6)
Then, by integrating by parts,∫
M×(0,T )
H(x, t)a(m)(x, t) dVg(m)(x)dt
=
∫
W×(0,T )
H(x, t)a(m)(x, t) dVg(m)(x)dt
=
∫
Mreg×(0,T )
[(
∂2t −∆g(m)
)
uH,(m)(x, t)a(m)(x, t)
−uH,(m)(x, t)
(
∂2t −∆g(m)
)
a(m)(x, t)
]
dVg(m)(x)dt
= −
∫
Mreg
[
∂tu
H,(m)(x, 0)a(m)(x, 0)− uH,(m)(x, 0)∂ta(m)(x, 0)
]
dVg(m) (x)
+
∫
Mreg
[
∂tu
H,(m)(x, T )a(m)(x, T )− uH,(m)(x, T )∂ta(m)(x, T )
]
dVg(m)(x)
= −〈uH,(m)(·, T ), η(·)〉L2(M); dV
g(m))
,
where we use equations (5.3) and (5.5). Thus,∫
M×(0,T )
H(x, t)a(m)(x, t) |g(m)(x)|1/2dxdt =(5.7)
= −
∫
M
uH,(m)(x, T )η(x) |g(m)(x)|1/2dx.
By the strong resolvent convergence that for all t ∈ [0, T ] we have a(m)( · , t) →
a( · , t) in L2(M); dVg) and uH,(m)(·, T )→ uH(·, T ) in L2(M); dVg) as m→∞.
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By applying estimate (5.6) and Lebesque dominated convergence theorem we
can take limit of both sides of (5.7) as m→∞, and obtain∫
M×(0,T )
H(x, t)a(x, t) dVg(x)dt = −〈uH(·, T ), η(·)〉L2(M); dVg) = 0,
where we use (5.2) in the last identity.
Therefore, ∫
W×(0,T )
H(x, t)a(x, t) dVg(x)dt = 0,
for all H ∈ C∞0 (W × (0, T )), and hence a(x, t) = 0 in W × (0, T ). Since a(x, t)
satisfies a(x, t) = a(x, 2T − t) we have
a(x, t) = 0 for (x, t) ∈W × (0, 2T ).
By Theorem 4.1,
a(x, t) = 0 for (x, t) ∈ K(W,T ),
in particular,
η(x) = ∂ta(x, T ) = 0.
This yields that the set {uH(·, T ) : H ∈ C∞0 (W ×(0, T ))} is dense in L2(M(W,T )).

6. Uniqueness of inverse scattering
Next we introduce an additional assumption for the inverse problem we use to
show its unique solvability. To this end, we consider the volume factor
Λ(x) = lim
r→0+
volM(BM(x, r) ∩Mreg)
volRn(B(0, r))
(6.1)
Note that Λ(x) = 1 for all x ∈Mreg.
Assumption (L). We assume below that
Λ(x) 6= 1, for all x ∈ Msing.(6.2)
Note that
Λ(x) ≤ T (x)
#Γx
,(6.3)
see (2.3).
We aim to prove the following
Theorem 6.1. Suppose we are given two conic manifolds with group action
M(1) and M(2) satifying the assumptions (A-1) ∼ (A-4), (C-1) ∼ (C-4), (D),
(VG), and (L). Let the (1,1) component of the (generalized) scattering matrix
coincide:
S
(1)
11 (k) = S
(2)
11 (k), ∀k > 0, k2 6∈ σp(−∆(1)) ∪ σp(−∆(2)),
and r
(1)
1 = r
(2)
1 . Then there is an isometry between M(1) and M(2) in the following
sense.
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(1) There is a homeomorphism Φ :M(1) →M(2).
(2) Φ(M(1)sing) =M(2)sing.
(3) Φ :M(1) \M(1)sing →M(2) \M(2)sing is a Riemannian isometry.
6.1. Blagovestchenskii’s identity. To prove the uniqueness of the inverse
scattering problem we start with some auxiliary results. Let M be a (compact or
complete) conical Riemannian manifold with group action. Let O ⊂ M be open.
Consider the solution uf (x, t) = u of the initial boundary value problem
(6.4)
{
∂2t u−∆gu = f, in M× R+,
u
∣∣
t=0
= ∂tu
∣∣
t=0
= 0, in M.
Also, we define the source-to-solution map VO,+ : C∞0 (O×R+)→ C∞(O×R+),
given by
VO,+(f) = uf |O×R+
where we denote VO,±(T ) = V TO,± and VO,± = V
∞
O,±.We denote below also UO,+(λ) =
UλO,+.
For considerations below, we observe that when a subset O ⊂ Mreg and
the metric g|O on it are given, the hyperbolic source-to-solution operators VO,+
and UλO,+ determine their Schwartz kernels G(x, t;x0, t0) = G(x, x0, t − t0) and
G(λ, x, x0) that satisfy
VO,+f(x, t) =
∫
O×R+
G(x, t;x0, t0)f(x0, t0)dVg(x0)dt0,(6.5)
UλO,+F (x) =
∫
O
G(λ, x, x0)F (x0)dVg(x0)dt.(6.6)
To construct the manifold (M, g) from local measurements, we use a version
of the boundary control method. The method originates from results of Belsihev
and Kurylev [4, 6] and it has been further developed for different linear equations
in [7, 48, 64, 74, 77, 89, 90], see also [16] on the related scattering control
method. The numerical implementation of the method has been recently developed
in [26, 27, 28]. The present version of the method is based on focusing of the waves
so that at a given time moment t the value u( · , t) of the wave is concentrated in
a neighborhood of a point, [7, 21], and the detection of singular points using
local source to solution map (see also [75] for related techniques). This focusing
technique has recently been used to study non-linear wave equation [73, 78] and
the relation of reconstruction methods for the linear and the non-linear equations
have been discussed in [76].
Theorem 6.2. Let (M, g) be a compact or complete Riemannian manifold. Let
T > 0, O ⊂M be open and bounded.
(i) Let f, h ∈ C∞0 (O × R+), then
(6.7) 〈uf (·, T ), uh(·, T )〉L2(O) = 〈f, JV 2TO,+h〉L2(O×(0,T )) − 〈V 2TO,+f, Jh〉L2(O)×(0,T )
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where the operator J : L2(O × (0, 2T ))→ L2(O × (0, T )) is defined as
Jφ(x, t) =
1
2
∫ 2T−t
t
φ(x, s) ds.
(ii) Let f ∈ C∞0 (O × R+), then
〈uf (t), 1〉L2(M) =
∫
M
uf(x, t) dV (x)
is given by
〈uf(t), 1〉L2(M) =
∫ t
0
∫ t′
0
〈f(t′′), 1〉L2(O)dt′′dt′.
Proof. (i) Let f, h ∈ C∞0 (O × R+) and consider the mapping V : [0, 2T ] ×
[0, 2T ]→ R,
V (t, s) = 〈uf (t), uh(s)〉L2(M).
Then using Green’s formula we obtain
(∂2t − ∂2s )V (t, s) = (∂2t − ∂2s )〈uf (t), uh(s)〉L2(M)
= 〈f(t), VO,+h(s)〉L2(N) − 〈VO,+f(t), h(s)〉L2(N) := F (t, s).
The function (t, s) 7→ F (t, s) can be computed, if the the source-to-solution map
VO,+ is given. Note that
V (0, s) = 0, ∂tV (t, s)|t=0 = 0.
Thus V is the solution of the following (1 + 1)-dimensional initial value problem:
(6.8)
{
(∂2t − ∂2s )V (t, s) = F (t, s), in (0, 2T )× R
V |t=0 = ∂tV |t=0 = 0.
Recall that the following formula
(6.9) V (t, s) =
1
2
∫ t
0
∫ s+τ
s−τ
F (t− τ, y) dydτ, s ∈ R, t ∈ [0, 2T ],
solves (6.8). By the change of variables T − s = τ , we conclude
V (T, T ) =
1
2
∫ T
0
∫ 2T−τ
τ
F (τ, y) dydτ.
= 〈f, JV 2TO,+h〉L2(O×(0,T )) − 〈V 2TO,+f
∣∣∣∣
O×(0,T )
, Jh〉L2(O×(0,T )).
This proves (i).
(ii) Let f ∈ C∞0 (O × R+) and consider the mapping I : [0, T ]→ R,
I(t) = 〈uf(t), 1〉L2(M).
Then using Green’s formula
∂2t I(t) = 〈∂2t uf(t), 1〉L2(M)
= 〈∆uf (t), 1〉L2(M) + 〈f(t), 1〉L2(O) = 〈f(t), 1〉L2(O).
Also, we have I(0) = ∂tI(t)|t=0 = 0. By solving the ordinary differential equation
for I(t) with initial conditions, we obtain the claim. 
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Above result is a generalization of Blagovestchenskii identity (see [64, Theorem
3.7]) for Riemannian manifolds with conic singularities.
Next we will apply these formulas to compute the volume of the (open) domain
of influence
(6.10) M(O˜, T ) = {x ∈M : dM(x, O˜) < T }, O˜ ⊂ O,
where dM denotes the distance in M with respect to g. We denote the volume of
M(O˜, T ) ∩Mreg by Volg(M(O˜, T )) and define that Volg(Msing) = 0.
Lemma 6.3. Assume that we are given O, the metric g|O and the map V 2TO,+.
Then, for any given open set O˜ ⊂ O and T > 0, these data uniquely determine the
volume Volg(M(O˜, T )) of M(O˜, T ).
Proof. Let w ∈ L2(M) be a function such that w = 1 in M(O˜, T ). For f ∈
C∞0 (O˜ × (0, T )), real-valued, we define the quadratic functional
IT (f) = ‖uf (·, T )− w‖2L2(M) − ‖w‖2L2(M).
Since supp (uf (·, T )) ⊂M(O˜, T ), we have
IT (f) = ‖uf(·, T )‖2L2(M) − 2〈uf (·, T ), 1〉L2(M).(6.11)
Hence, by Theorem 6.2, we can compute IT (f) for any f ∈ C∞0 (O˜×(0, T )) uniquely
by using (O, g|O) and V 2TO,+. In the sequel, this is phrased as we can compute IT (f).
Now we use again the fact that, for f ∈ C∞0 (O˜ × (0, T )), supp (uf (·, T )) ⊂
M(O˜, T ) so that (6.11) yields that
IT (f) = ‖uf(·, T )− χM(O˜,T )‖2L2(M) − ‖χM(O˜,T )‖2L2(M),(6.12)
where χM(O˜,T ) is the characteristic function of M(O˜, T ). Thus,
IT (f) ≥ −Volg(M(O˜, T )), for all f ∈ C∞0 (O˜ × (0, T )).(6.13)
By Tataru’s controllability theorem, Theorem ReTa1, there is a sequence hj ∈
C∞0 (O˜ × (0, T )), such that
lim
j→∞
uhj (·, T ) = χM(O˜,T ) in L2(M).
For this sequence,
lim
j→∞
IT (hj) = −Volg(M(O˜, T )).(6.14)
On the other hand, if fj ∈ C∞0 (O˜ × (0, T )) is a minimizing sequence for IT , i.e.,
lim
j→∞
IT (fj) = m0 := inf{IT (f); f ∈ C∞0 (O˜ × (0, T ))},(6.15)
then, by using (6.13) and (6.14) and the definition (6.12) of IT (f) and the property
that supp (uf (·, T )) ⊂M(O˜, T ) for all f ∈ C∞0 (O˜ × (0, T )) we see that
lim
j→∞
ufj (·, T ) = χM(O˜,T ) in L2(M).
Thus, using any sequence (fj) satisfying (6.15), we can compute
Volg(M(O˜, T )) = lim
j→∞
〈ufj (·, T ), ufj(·, T )〉L2(M).

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6.2. Reconstruction nearM. To prove Theorem 6.1 our first aim is to show
that M(1)reg and M(2)reg are isometric. The proof is based on the procedure of the
continuation of Green’s functions
By the above considerations, the scattering operator S11 determines in an open
set W ⊂ Mreg ∩M1. the source-to-solution operator VW,+, and thus we next we
assume that we are given (W, g|W ) and the operator VW,+.
We are going to prove the uniqueness for the inverse problem step by step
by constructing relatively open subsets M(1),rec ⊂ M(1) and M(2),rec ⊂ M(2),
which are isometric and enlarge these sets at each step. In the following, when
M(1),rec ⊂M(1)reg∩M(1) andM(2),rec ⊂M(2)reg∩M(2) are relatively open connected
sets and
Φrec : M(1),rec →M(2),rec,
is a diffeomorphism, we say that the triple (M(1),rec,M(2),rec,Φrec) is admissible
if
(i) Φrec : M(1),rec →M(2),rec is a diffeomorphism and an isometry, that is,
(Φrec)∗g(1) = g(2),
(ii) the source-to-solution maps VO(1),+ and VO(2),+ are Φrec-related on O(1)
and O(2), that is,
VO(1),+(f ◦ Φrec) = (VO(2),+(f)) ◦ Φrec(6.16)
for all f ∈ C∞0 (O(2) × R+).
By the above, (6.16) is equivalent to that the source-to-solution operators
for the spectral problems U
(1)
O(1),+(λ) and U
(2)
O(2),+(λ) are Φ
rec-related for all λ ∈
σe(H
(i)) \ E(i), i = 1, 2, that is,
U
(1)
O(1),+(λ) ◦ (Φrec)∗ = (Φrec)∗ ◦ U
(2)
O(2),+(λ).(6.17)
Furthermore, (6.16) implies that Schwartz kernels of the source-to-solution opera-
tors, that is, the time-domain Green’s functions G(i)(z, x, t) onM(i),rec satisfy the
relation
G(2)(Φrec(x),Φrec(y), t) = G(1)(x, y, t)(6.18)
for x, y ∈M(1),rec and t ∈ R.
Note that then the values of Green’s functions G(i)(z, x, y) on M(i),rec satisfy
the relation
G(2)(z; Φrec(x),Φrec(y)) = G(1)(z;x, y), for x, y ∈M(1),rec, z ∈ C \ R.(6.19)
First we consider Green’s functions in the set W .
Our earlier considerations, Theorem 1.1 and Lemma 1.4 show the following
lemma:
Lemma 6.4. When W is considered both as a subset M(1) and M(2) and I :
W →W is the identity map, then the triple (W,W, I) is admissible.
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6.3. Continuation by Green’s functions. To reconstruct subsets of mani-
foldsM(i), i = 1, 2, by continuing Green’s function, we need the the following result
telling that the values of Green’s functions identify the points of the manifold.
Lemma 6.5. Let x1, x2 ∈ M(i) be such that
G(i)(z, x1, y) = G
(i)(z, x2, y)(6.20)
for all y ∈W and some z ∈ C \ R. Then x1 = x2.
Proof. Using the unique continuation principle for the solutions of elliptic equa-
tions, we see that (6.20) implies that G(i)(z, x1, y) = G
(i)(z, x2, y), for all y ∈
M(i) \ {x1, x2}. As the map y 7→ G(i)(z, x, y) is bounded in the compact subsets of
M(i) \ {x} and tends to infinity as y approaches x, this proves that x1 = x2. 
Remark 6.6. Lemma 6.5 has the following important consequence: If the
triples (N
(1)
1 , N
(2)
1 ,Φ1) and (N
(1)
2 , N
(2)
2 ,Φ2) are admissible and N
(1)
1 ∩ N (1)2 6= ∅,
then, by Lemma 6.5, the maps Φ1(x) and Φ2(x) have to coincide in N
(1)
1 ∩ N (1)2 .
Moreover, if N
(i)
3 = N
(i)
1 ∪N (i)2 , i = 1, 2, and
Φ3(x) =
{
Φ1(x), for x ∈ N (1)1 ,
Φ2(x), for x ∈ N (1)2 ,
(6.21)
then, by Lemma 6.5, the map Φ3 : N
(1)
3 → N (2)3 is bijective and hence a diffeomor-
phims. This implies that the triple (N
(1)
3 , N
(2)
3 ,Φ3) is admissible
The procedure of constructing the isometry between M(1) and M(2) consists
of extending the admissible triple (M(1),rec,M(2),rec,Φrec). In the first step, we
apply Lemma 6.4 to the triple (W,W, I). In the subsequent steps we extend the
sets M(1),rec andM(2),rec and use sets O(i) ⊂M(i),rec, defined below, to have the
role of the set W above.
Let qi ∈M(i),rec, i = 1, 2, be such that
Φrec(q1) = q2,(6.22)
and let d(i) = dg(i)= dM(i) denote the distance on M(i). Let R > 0 be sufficiently
small so that
B(i)(qi, 4R) ⊂M(i),rec, i = 1, 2(6.23)
and the set
O(i) = B(i)(qi, R)
is geodesically convex set, has smooth boundary and that all points in the closure
of B(i)(qi, 2R) can be joined by a unique length minimizing curve. Note that
when the set M(i),rec and the metric on it are known, one can verify for a given
qi ∈ M(i),rec if a given value R satisfies these assumptions. Note that then normal
coordinates, centered at qi, are well defined in B
(i)(qi, 2R). Then Φ
rec(O(1)) = O(2)
and M(i),rec \ O(i) are connected.
Below, we say that the source-to-solution maps V 2TO(1),+ and V
2T
O(2),+ are Φ
rec-
related on O(1) and O(2) if
V 2TO(2),+(H ◦ Φrec) = (V 2TO(1),+(H)) ◦ Φrec(6.24)
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for all H ∈ C∞0 (O(2) × R+).
Lemma 6.7. Let (M(1),rec,M(2),rec,Φrec) be an admissible triple and O(i),
i = 1, 2 be relatively compact subsets of M(i),rec such that O(2) = Φrec(O(1)). Then
for all T > 0 the source-to-solution maps V 2TO(1),+ and V
2T
O(2),+ are Φ
rec-related on
O(1) and O(2).
Proof. Our earlier considerations, Theorem 1.1 and Lemma 1.4, yield the claim.

6.4. Source-to-solution maps for subdomains of M and recognition
of singular points. For y ∈ ∂M(i),reg we define the singular set and cut locus
distances
τ (i)(y) = min(τ
(i)
cut(y), τ
(i)
sing(y))
where
τ
(i)
sing(y) = inf
ξ∈SyM(i)
τ
(i)
sing(y, ξ), τ
(i)
sing(y, ξ) = inf
{
t > 0; γ
(i)
y,ξ(t) ∈M(i)sing
}
,
where γ
(i)
y,ξ(t) is the geodesic on M(i), and
τ
(i)
cut(y) = inf
ξ∈SyM(i)
τ
(i)
cut(y, ξ),
τ
(i)
cut(y, ξ) = inf
(
{t ∈ (0, τ (i)sing(y, ξ)); d(i)(γ(i)y,ξ(t), y) < t} ∪ {τ (i)sing(y, ξ)}
)
When W ⊂ O(i) are open and s > 0, we denote the (open) domain of influence
by
M(i)(W, s) = {x ∈ M(i); d(i)(x,W ) < s}.
We also denote
M(i)O (W, s) = {x ∈M(i) \ O(i); d(i)(x,W ) < s}.
Next we consider the points qi ∈ M(i),reg satisfying (6.22) and R satisfying
assumption in the formula (6.23) and below it. Moreover, assume that
T < min
i=1,2
τ (i)(qi)−R.(6.25)
Below, we consider the sets
N (i) = {p ∈ M(i) \ O(i) : dg(i)(p, ∂O(i)) < T }(6.26)
and the families of the interior distance functions corresponding to interior points
in N (i),
(6.27) RO(i)(N (i)) := {dg(i)(x, ·)|O(i) : x ∈ N (i)} ⊂ C(O(i)).
Theorem 6.8. Let (M(1),rec,M(2),rec,Φrec) be an admissible triple and O(i),
i = 1, 2 be relatively compact subsets of M(i),rec such that O(2) = Φrec(O(1)). Then
(6.28) {(dg(2)(x, ·)|O(2)) ◦ Φrec : x ∈ N (2)} = {dg(2)(x′, ·)|O(1) : x′ ∈ N (1)}.
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This is to be proved in several steps.
Next we drop the superindex (i) for a while and consider manifold (M, g).
Let T, ǫ > 0. For each r > ǫ and x ∈ N we define a set
Sǫ(x, r) := (T − (r − ǫ), T )×B(x, ǫ), B(x, ǫ) ⊂M.(6.29)
We denote for any measurable A ⊂ N the function space
L2(A) := {u ∈ L2(M) : supp(u) ⊂ A}.
We use the following lemma, developed in [48], to study interior distance func-
tions on smooth manifolds, and give its proof for convenience of the reader.
Lemma 6.9. Let p, y, z ∈ O, ǫ > 0 and ℓp, ℓy, ℓy ∈ (ǫ, T ). Then the following
are equivalent:
(i) We have
(6.30) B(p, ℓp) ⊂ B(y, ℓy) ∪B(z, ℓz).
(ii) Suppose that
(6.31)
∀f ∈ C∞0 (Sǫ(p, ℓp))∃(fj)∞j=1 ⊂ C∞0 (Sǫ(y, ℓy) ∪ Sǫ(z, ℓz))
such that limj→∞ ‖uf(·, T )− ufj (·, T )‖L2(N) = 0.
Here uf , ufj are the solutions of (6.4) with metric g and with sources f and
fj, respectively.
Proof. Suppose that (6.30) is valid. Let f ∈ C∞0 (Sǫ(p, ℓp)). Then by the
finite speed of wave propagation it holds that
supp (uf (T )) ⊂ B(p, ℓp) ⊂ B(y, ℓy) ∪B(z, ℓz)
Let χ(x) be the characteristic function of the ball B(y, ℓy) and set
uf(in)(x, T ) := χ(x)u
f (x, T ), uf(ext)(x, T ) := u
f(x, T )− uf(in)(x, T ).
Then uf(in)(·, T ) ∈ L2(B(y, ǫ)) and uf(ext)(·, T ) ∈ L2(B(z, ǫ)). By approximate con-
trollability there exist sequences (f jy )
∞
j=1 ⊂ C∞0 (Sǫ(y, ℓy)) and (f jz )∞j=1 ⊂ C∞0 (Sǫ(z, ℓz))
such that sequences (uf
j
y (·, T ))∞j=1 and (uf
j
z (·, T ))∞j=1 converge to uf(in)(·, T ) and
uf(ext)(·, T ), respectively, in L2(M). Therefore the sequence
fj = f
j
y + f
j
z ∈ C∞0 (Sǫ(y, ℓy) ∪ Sǫ(z, ℓz)), j = 1, 2, . . .
satisfies (6.31).
Suppose that (6.30) is not valid. Then the open set
U := B(p, ℓp) \ (B(y, ℓy) ∪B(z, ℓz))
is not empty. By approximate controllabilty, we can choose f ∈ C∞0 (Sǫ(p, ℓp)) such
that ‖uf (·, T )‖L2(U) > 0. By finite speed of wave propagation it holds that
inf{‖uf(·, T )− uh(·, T )‖L2(N) : h ∈ C∞0 (Sǫ(y, ℓy) ∪ Sǫ(z, ℓz))}
≥ ‖uf(·, T )|U‖L2(U) > 0.
Therefore (6.31) is not true. This proves the claim. 
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Next we consider the interior distance functions related to a point p (in the
unknown part of the manifold) that gives distances to points z in the set O(i).
Proposition 6.10. Let (M(1),rec,M(2),rec,Φrec) be an admissible triple, and
O(i) = B(i)(qi, R), i = 1, 2 be the balls of radius R, centered at qi in M(i),rec,
satisfying Φrec(q1) = q2 and T satisfy (6.25). Assume that the source-to-solution
maps V 2TO(1),+ and V
2T
O(2),+ are Φ
rec-related. Let zi ∈ O(i), i = 1, 2, be such that
z2 = Φ
rec(z1). Let ξi ∈ TqiM(i) be the unit vector, R ≤ r˜ < R+T and pi = γqi,ξi(r˜).
Then
dg(1)(p1, z1) = dg(2)(p2, z2).(6.32)
Proof. Note that we have R + T < τ
(i)
cut(qi, ξ) for i = 1, 2 and hence r˜ <
τ
(i)
cut(qi, ξ).
Let s ∈ (0, R) be such that γqi,ξi([0, s]) ⊂ O(i). We denote xi = γqi,ξi(s).
Let r := r˜ − s, t > 0, and 0 < ǫ < ε0 = min(R + T − r˜, s). Below we consider
the balls B(xi, r + ǫ) ⊂M(i) and the sets Sǫ(x, ℓ) ⊂M(i) defined in (6.29).
By Lemma 6.9 the balls B(xi, r + ǫ) ⊂M(i) satisfy the inclusion
(6.33) B(xi, r + ǫ) ⊂ B(qi, r + s) ∪B(zi, t)
if and only if the equation (6.31) is valid with p = xi, y = qi, z = zi ∈ M(i),
ℓp = r + ǫ, ℓy = r + s and ℓz = t.
Let us consider functions f i ∈ C∞0 (Sǫ(xi, ℓp)), i = 1, 2 and the sequences
(f ij)
∞
j=1 ⊂ C∞0 (Sǫ(qi, ℓy) ∪ Sǫ(zi, ℓz)), i = 1, 2, that satisfy
f1 = (Φrec)∗f2, f1j = (Φ
rec)∗f2j .(6.34)
Using the Blagovestchenskii identity, Theorem 6.2, we can compute for func-
tions f i and f ij the norm ‖uf
i
(·, T ) − ufij (·, T )‖L2(M(i)) using the local source-to-
solution data (O(i), g|O(i) ,V 2TO(i),+). Hence, as the source-to-solution maps V 2TO(1),+
and V 2TO(2),+ are Φ
rec-related, (6.34) implies
‖uf1(·, T )− uf1j (·, T )‖L2(M(1)) = ‖uf
2
(·, T )− uf2j (·, T )‖L2(M(2)).(6.35)
Hence for functions f i ∈ C∞0 (Sǫ(xi, ℓp)), i = 1, 2 and the sequences (f ij)∞j=1 ⊂
C∞0 (Sǫ(qi, ℓy) ∪ Sǫ(zi, ℓz)), i = 1, 2, satisfying (6.34) we have
lim
j→∞
‖uf1(·, T )− uf1j (·, T )‖L2(M(1)) = 0 if and only if(6.36)
lim
j→∞
‖uf2(·, T )− uf2j (·, T )‖L2(M(2)) = 0.
Thus by Lemma 6.9, we have
B(x1, r + ǫ) ⊂ B(q1, r + s) ∪B(z1, t) if and only if(6.37)
B(x2, r + ǫ) ⊂ B(q2, r + s) ∪B(z2, t),
see (6.33).
Let us define, for i = 1, 2,
t∗i := inf{t > 0 : Formula (6.33) is valid with index i for some ǫ ∈ (0, ε0)}.
By (6.37), we have t∗1 = t
∗
2. Due to this, we denote below t
∗
1 = t
∗
2 = t
∗.
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Next we will show that
dg(i)(pi, zi) = t
∗.
Suppose t is such that (6.33) is valid for some ε > 0, that we next denote by
ε0. Then, we have that (6.33) is valid for all ε ∈ (0, ε0). For any ε ∈ (0, ε0), let
yεi = γxi,ηi(r + ε) = γqi,ξi(s+ r + ε), ηi = γ˙qi,ξi(s).
Since the right hand side of (6.33) is a closed set, we have that yεi ∈ B(qi, r + s) ∪B(zi, t).
As xi = γqi,ξi(s) and we assumed that
s+ r + ε = r˜ + ε < R+ T ≤ τ (i)cut(qi, ξ)
for i = 1, 2, it holds that
dg(i)(y
ε
i , qi) = r + s+ ε > r + s,
so that yεi 6∈ B(qi, r + s). As (6.33) holds, we need to have yεi ∈ B(zi, t). Thus
t ≥ dg(i)(yεi , zi). As this holds for all sufficiently small ε > 0 and yεi → pi as ε→ 0,
we obtain t ≥ dg(i)(pi, zi). This yields that t∗ ≥ dg(i)(pi, zi).
Next, suppose that there exists t ∈ (dg(i)(pi, zi), t∗). Then for any sufficiently
small ǫ > 0 the formula (6.33) is not valid. Choose for every k ∈ N a point
pki ∈ B(xi, r + 1/k) \B(qi, r + s) ∪B(zi, t).(6.38)
By compactness of B(xi, r + 1) we may assume that p
k
i → p˜i ∈ ∂B(xi, r) as k →∞.
Next we will show that p˜i = pi. As p˜i ∈ ∂B(xi, r) and dg(i)(xi, qi) ≤ s, we
have by triangle inequality dg(i)(p˜i, qi) ≤ s + r. Let αi be a minimizing geodesic
from xi to p˜i. Suppose first that αi is not the geodesic continuation of the geodesic
segment γqi,ξi([0, s]). Since a curve γqi,ξi([0, s]) ∪ αi has a length s + r and it is
not smooth at xi, it must hold that dg(i)(p˜i, qi) < s+ r. Then for sufficiently large
k, we have dg(i)(p
k
i , qi) < s + r that is not possible because of (6.38). This show
that αi has to the geodesic continuation of segment γqi,ξi((0, s)). This yields that
p˜i = γqi,ξi(s+ r) = pi.
Since pi ∈ B(zi, t) we get a contradiction with the assumptions that pki → p˜i =
pi as k →∞ and pki 6∈ B(zi, t). Therefore interval (dg(i)(pi, zi), t∗) = ∅. This shows
that t∗ = dg(i)(pi, zi) for both i = 1, 2. Hence, dg(1) (p1, z1) = dg(2)(p2, z2). 
For i = 1, 2, let pi ∈ N (i) and zi ∈ O(i) be such that p2 = Φrec(p1) and
z2 = Φ
rec(z1).
By definition of the set N (i), we see that there exist vectors ξi ∈ SqiM(i) such
that pi = γqi,ξi(r˜), for some r˜ ∈ [R,R+T ). By Proposition 6.10 we see that (6.32)
is valid. Therefore Theorem 6.8 is proved. 
Consider points p1 ∈ N (1) and p2 = Φrec(p1). Let A(pi) be the set of the
points yi ∈ ∂O(i) such that there are no points zi ∈ O(i) such that d(i)(pi, zi) =
d(i)(pi, yi)+d
(i)(yi, zi). Note that if yi ∈ A(pi), then any shortest geodesics inM(i)
from pi to yi does not intersectO(i). Let us define the distance function dN (i)(xi, pi)
analogously to (2.10), that is, as the infimum of length of paths connecting xi to
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pi in N (i). As the ball O(i) is convex, we see that for any xi ∈ ∂O(i) and pi ∈ N (i)
we have
dN (i)(xi, pi) = inf
yi∈A(pi)
d∂O(i)(xi, yi) + dM(i)(yi, pi).(6.39)
Here, d∂O(i)(xi, yi) is the intrinsic distance of points xi and yi along the boundary
∂O(i). By Theorem 6.8, this and d∂O(1)(x1, y1) = d∂O(2)(Φrec(xi),Φrec(y1)) for
x1, y1 ∈ ∂O(1) yield that the following:
Corollary 6.11. Under assumptions of Theorem 6.8, we have for all p1 ∈
N (1) and x1 ∈ ∂O(1) that
dN (2)(Φ
rec(x1),Φ
rec(p1)) = dN (1)(x1, p1).(6.40)
Next we consider how the source-to-solution operator causes bounds for the cut
locus functions.
Lemma 6.12. Let 0 < s < R. Assume that r > 0 is such that
0 < r + s < τ
(i)
sing(qi).(6.41)
Let ξi ∈ SqiM(i), and xi = γqi,ξi(s).
(i) If τ
(i)
cut(qi, ξi) < s+ r, then
there exists ǫ > 0 such that B(xi, r + ǫ) ⊂ B(qi, s+ r).(6.42)
(ii) If (6.42) is valid then τ
(i)
cut(qi, ξi) ≤ s+ r.
Proof. Denote pi = γqi,ξi(s+ r).
Suppose that (6.42) is valid. Let δ ∈ (0, ǫ) and consider a point
zi = γqi,ξi(s+ r + δ) ∈ B(xi, r + ǫ).
By (6.42), d(i)(zi, qi) ≤ s + r. Thus τ (i)cut(qi, ξi) < s + r + δ. Since δ was arbitrary
we have τ
(i)
cut(qi, ξi) ≤ s+ r.
Suppose that τ
(i)
cut(qi, ξi) < s+ r. We show first that
(6.43) B(xi, r) ⊂ B(qi, s+ r).
By triangle inequality it suffices to show that ∂B(xi, r) ⊂ B(yi, s + r). Let zi ∈
∂B(xi, r). By triangle inequality d
(i)(zi, qi) ≤ s+r. Let α be a minimizing geodesic
from xi to zi. Suppose first that α is not the geodesic continuation of the geodesic
segment γqi,ξi([0, s]). Since a curve γqi,ξi([0, s]) ∪ α has a length s + r and it is
not smooth at xi, it must hold that d
(i)(zi, qi) < s+ r. Second, suppose α is the
geodesic continuation of segment γqi,ξ((0, s)), then zi = γqi,ξ(s + r) = pi. Since
τ
(i)
cut(qi, ξi) < s + r, it holds that d
(i)(qi, pi) < s + r. As zi ∈ ∂B(xi, r) above is
arbitrary, the formula (6.43) follows. Therefore dist(∂B(xi, r), ∂B(qi, s + r)) > 0
and (6.42) is valid.

Proposition 6.13. Let (M(1),rec,M(2),rec,Φrec) be an admissible triple, and
O(i) = B(i)(qi, R)⊂M(i),rec, i = 1, 2 be the balls of radius R, centered at qi in
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M(i),rec, satisfying Φrec(q1) = q2. Assume that the source-to-solution maps VO(1),+
and VO(2),+ are Φrec-related. Assume that
τ
(1)
cut(q1) < min(τ
(1)
sing(q1), τ
(2)
sing(q2)).(6.44)
Then
τ
(2)
cut(q2) ≥ τ (1)cut(q1).(6.45)
Proof. Let ξ1 ∈ Sq1M(1),rec and ξ2 = (Φrec)∗ξ1 and let r < τ (1)cut(q1). Let
0 < s < R and denote xi = γqi,ξi(s). Also, let
ai(ξi) =
inf{s+ r > 0 : Formula (6.42) with i and xi holds for some r > 0 and s ∈ (0, R)}.
Then by Lemma 6.12, a1(ξ1) ≥ τ (1)cut(q1). Note that here ξ1 is an arbitrary unit
vector and thus infξ1 a1(ξ1) ≥ τ (1)cut(q1).
Choose ǫ ∈ (0, R− s). Then,
B(qi, ǫ) ∪B(xi, ǫ) ⊂ O(i), i = 1, 2.
Now we can proceed as in the proof of Proposition 6.10.
By applying the Blagovestchenskii identity (6.7) and the fact that the source-
to-solution maps V 2TO(1),+ and V
2T
O(2),+ are Φ
rec-related with any T > 0, we see that
formula (6.42) holds for r > 0 and s ∈ (0, R) with the index i = 1 if and only it holds
with the index i = 2. Thus by taking z = y = qi, x = xi, ℓy = r+ s = ℓz, ℓx = r+ ǫ
and applying Lemma 6.9, with i = 1 and i = 2 we see that a1(ξ1) = a2(ξ2). By
Lemma 6.12, τ
(2)
cut(q2) ≥ infξ2 a2(ξ2) = infξ1 a1(ξ1). This yields the claim.

Theorem 6.14. Let (M(1),rec,M(2),rec,Φrec) be an admissible triple and O(i) =
B(i)(qi, R) ⊂M(i),rec, i = 1, 2, be a ball centered at qi and radius R satisfying (6.22)
and (6.23). Then τ (1)(q1) = τ
(2)(q2). Using the notation τ = τ
(1)(q1), then, for
M˜(i),rec =M(i),rec ∪M(i)O (∂O(i), τ −R), i = 1, 2,
there is a map Φ˜rec : M˜(1),rec → M˜(2),rec which is an extension of Φrec. Moreover,
the triple (M˜(1),rec,M˜(2),rec, Φ˜rec) is admissible.
Note that B(i)(qi, τ) =M(i)O (∂O(i), τ −R) ∪B(i)(qi, R).
Proof. Assume opposite to the claim that we would have τ (1)(q1) > τ
(2)(q2). Let
a = τ (1)(q1)−R, b = τ (2)(q2)−R, 0 < T < b < a.(6.46)
Recall that N (i) = B(i)(q(i), T +R) \O(i).
Let us extend the manifolds M(i)O (∂O(i), T ) ⊂ B(i)(q(i), T +R). First, observe
that as T+R < τ (1)(qi), B
(i)(q(i), T+R) is a diffeomorphic to a ball of an Euclidean
space.
On the surfaces Γ(i) = ∂B(i)(q(i), R) the boundary distance function r
(i)
pi ∈
C(Γ(i)) corresponding to the point pi ∈ N (i) is
r(i)pi (x) = dN (i)(x, pi), for x ∈ Γ(i).
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By (6.40), we have for all p1 ∈ N (1) and p2 = Φrec(p1)
r(2)p2 (Φ
rec(x)) = r(1)p1 (x), for x ∈ Γ(1).(6.47)
For x ∈ Γ(i) and p ∈ N (i), denote
r(i),Tp (x) = max(r
(i)
p (x), T )
and let RT
Γ(i)
: N (i) → C(Γ(i)) be the map
RTΓ(i)(p) = r
(i),T
p ( · ).
These and related boundary distance functions have been considered in [24, 25,
29, 60, 68]. Naturally, the functions r
(i)
p ∈ C(Γ(i)), p ∈ N (i) determine the range
of RT
Γ(i)
, that is, the family functions
RTΓ(i)(N (i)) = {r(i),Tp ∈ C(Γ(i)) : p ∈ N (i)}.
By [64], Subsection 4.2.9, the family RT
Γ(i)
(N (i)) of functions determine the topo-
logical and differentiable type of the manifold N (i) and the isometry type of the
Riemannian manifold (N (i), g(i)|N (i)). Moreover, when we identify the sets Γ(1)
and Γ(2) using the map Φrec and denote by νi the unit exterior normal vector of
Γ(i) and by Ei : Γ
(i) × [0, T )→ N (i) the normal exponential map,
Ei(x, t) = γx,νi(x)(s),
we see that when J(x, s) = (Φrec(x), s) maps J : Γ(1) × [0, T )→ Γ(2) × [0, T ), then
the “collar” map
Φ˜c = E2 ◦ J ◦ E−11 : N (1) → N (2)(6.48)
is a diffeomorphism and an isometry.
For the convenience of the reader, let us sketch the idea of the above cited
construction in [64], Subsection 4.2.9. There, the map Φ˜c : N (1) → N (2) gives
a diffeomorphism that can be used to identify the sets N (1) and N (2) and their
differentiable structures. Moreover, the gradients of the distance functions,
∇p(r(i),Tp (xi)) = ∇p(d(i)(p, xi)) ∈ TpM(i)
are unit length vectors. When xi moves on the boundary near the closest point to
p, these unit vectors run over an open subset of the unit sphere in TpM(i). As the
differentials of the distance functions satisfy (6.40), we see that
(Φrec)∗(∇pr(1),Tp (x1))=∇qr(2),Tq (Φrec(x1))
∣∣∣∣
q=Φrec(p)
.(6.49)
This implies that the linear map (Φrec)∗ in TpM(1) maps an open subset of unit
vectors in TpM(1) to unit vectors in TqM(2), implying that (Φ˜c)∗g(2) = g(1). This
implies that Φ˜c : N (1) → N (2) is an isometry.
Now we return to the proof of the claim. As above T < b is arbitrary, the fact
that the map (6.48) is an isometry implies that M(1)O (∂O(1), b) andM(2)O (∂O(2), b)
are isometric. We can extend this isometry to the sets O(1) and O(2), and see there
is an isometry
Φ˜ : B(1)(q(1), b+R)→ B(q(2), b+R),(6.50)
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where we recall that B(i)(q, r) ⊂M(i) denote the balls. Let b′ < b be so small that
B(i)(q(i), b′ +R) ⊂M(i),rec. By the assumptions we made in the claim,
Φ˜(x) = Φrec(x), x ∈ B(1)(q(1), b′ +R).(6.51)
By (6.18), the time domain Green’s functions G(i)(x, y, t), i = 1, 2, satisfy the
relation
G(2)(Φ˜(x), Φ˜(y), t) = G(1)(x, y, t),(6.52)
in {(x, y, t) ∈ B(1)(q(1), b′ + R)2 × R; x 6= y}. Similarly, to the proof of Lemma
6.4, we use Tataru’s unique continuation first in the x and t variables to see that
(6.52) is valid in {(x, y, t) ∈ B(1)(q(1), b + R) × B(1)(q(1), b′ + R) × R; x 6= y}. As
G(1)(x, y, t) = G(1)(y, x, t), we can then use Tataru’s unique continuation in the y
and t variables to see that (6.52) is valid in {(x, y, t) ∈ B(1)(q(1), b+R)2×R; x 6= y}.
Thus the triple (B(1)(q(1), b+R), B(2)(q(2), b+R), Φ˜) is admissible.
Using (6.50) and (6.52), it follows from Remark 6.6 that Φrec can be extended
by Φ˜ as Φ˜rec,
Φ˜rec : M˜(1),rec → M˜(2),rec;(6.53)
M˜(i),rec =M(i),rec ∪B(i)(q(i), b+ R)
Now, consider the case when
τ
(i)
cut(qi) ≤ τ (i)sing(qi)(6.54)
for both i = 1, 2. Then we see using Proposition 6.13 that τ
(1)
cut(q1) ≤ τ (2)cut(q2),
and using Proposition 6.13 with roles of i = 1 and i = 2 exchanged that τ
(1)
cut(q1) ≥
τ
(2)
cut(q2). Hence, we have τ
(1)(q1) = τ
(2)(q2). Then, applying Corollary 6.11 with all
T < τ (1)(q1) = τ
(2)(q2) and applying results of [64], Subsection 4.2.9 as described
above, yield the claim in the case (6.54).
Recall that, by our assumption, τ (1)(q1) > τ
(2)(q2), that is, a > b. Due to
(6.22), this implies that B
(1)
sing ∩ ∂B(1)(q(1), b+R) 6= ∅. Thus it remains to consider
the case when
τ (2)(q2) = d
(2)(q2,M(2)sing) < τ (1)(q1) ≤ d(1)(q1,M(1)sing).(6.55)
Next we show that this is not possible.
As the mapping (6.50) is an isometry between B(1)(q(1), b+R) and B(2)(q(2), b+
R), we see that,
min(τ (1)(q(1)), b+R) = min(τ (2)(q(2)), b+R).
Next, any point p(i) ∈ B(i)(q(i), b+R) can be written in the form p(i) =γ(i)
q(i),ξ
(t)
where ξ is a unit vector and t ≤ min(τ (1)(q(1)), b+R).
Let
p(2) ∈M(2)sing ∩ ∂B(2)(q(2), b+R).(6.56)
By the above, there is a point ξ(2) ∈ Sq(2)M(2) such that p(2) = γ(2)q(2),ξ(2)(b+R). Let
ξ(1) = d(Φrec)−1(ξ(2)) and consider p(1) = γ(1)
q(1),ξ(1)
(b+R). Since τ (1)(q1) > τ
(2)(q2),
that is, a > b, we have p(1) /∈M(1)sing.
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Let
p(i)ε := γy(i),ξ(i)(b+R− 2ε), ε > 0, i = 1, 2.
We denote by O˜
(i)
ε = B(i)(p
(i)
ε , ε) the metric ball in M(i) of radius ε. By using
(6.53) and choosing ε > 0 to be small, O˜(i)ε satisfy the conditions of Lemma 6.7
with O˜(i)ε instead of O(i).
Then, Lemma 6.7 implies that
Source-to-solution operators V 2TO˜(i),+ for −∆(i) on O˜(i)ε , i = 1, 2,(6.57)
are Φreg-related.
Here −∆(i), s the Laplace operator associated withM(i). Equation (6.57) together
with Lemma 6.3 imply that
Vol(1)(M(1)(O˜(1)ε , r − ε)) = Vol(2)(M(2)(O˜(2)ε , r − ε))
when r > 0. Therefore,
Vol(1)(B(1)(p(1)ε , r)) = Vol
(2)(B(2)(p(2)ε , r)).(6.58)
Next, we observe that as d(i)(p
(i)
ε , p(i)) ≤ 2ε, we have
B(i)(p(i), r − 2ε) ⊂ B(i)(p(i)ε , r) ⊂ B(i)(p(i), r + 2ε), for r > 2ε.
Thus, by the continuity of the volume,
Vol(i)(B(i)(p(i), r)) = lim
ε→0
Vol(i)(B(i)(p(i)ε , r)).
Together with (6.58), this implies that, for r > 0,
Vol(1)(B(1)(p(1), r)) = Vol(2)(B(2)(p(2), r)).(6.59)
Let us now consider the conic coordinates of M(i) and the volume factor, see
(6.1) and (6.2). It then follows from (6.59), that
Λ(p(i)) = lim
r→0
1
VolRn(BRn(0, r))
[
Vol(i)(B(i)(p(i), r))
]
and thus we have
Λ(p(1)) = Λ(p(2)).(6.60)
Denote Λ(1) = Λ(p(i)).
Note that, if p(i) ∈ M(i)sing we have Λ(i) 6= 1 and if p(i) ∈ M(i)reg then Λ(i) = 1.
As we assumed that a = τ (1)(q1)−R > b = τ (2)(q2)−R, we have p(1) ∈ M(1)reg and
thus Λ(1) = 1. Hence, we also have Λ(2) = 1, and thus p(2) ∈ M(2)reg, contradicting
(6.56). Thus the above assumption τ (1)(q1) > τ
(2)(q2) led to a contradiction. By
changing roles of indexes 1 and 2, the above considerations show that we must have
τ (1)(q1) = τ
(2)(q2).
Thus using Corollary 6.11 with all T < τ (1)(q1) = τ
(2)(q2) and applying results
of [64], Subsection 4.2.9 we prove the claim of the theorem. 
Let A be the collection of admissible triples (W(1), W(2),Φ) such that W ⊂
W(i) andW(i)⊂M(i)reg are connected open sets for both indexes i = 1, 2. We define
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a partial order on A by setting (W(1), W(2),Φ) ≤ (W˜(1), W˜(2), Φ˜) if W(1) ⊂ W˜(1)
and Φ = Φ˜|W(1) .
Note that, by Remark 6.6, if (W(1), W(2),Φ) and (W˜(1), W˜(2), Φ˜) are admissi-
ble triples, then the extended triple, (W(1),ex, W(2),ex,Φex), where
W(i),ex =W(i) ∪ W˜(i),
Φex|W(1) = Φ, Φex|W˜(1) = Φ˜,
is also an admissible triple. Therefore, by Zorn’s lemma, there exists a maximal
element (W(1)m , W(2)m ,Φm) ∈ A.
Lemma 6.15. The maximal element (W(1)m , W(2)m ,Φm) of A satisfies
W(1)m =M(1),reg.(6.61)
Proof. If the claim is not true, there exists x
(1)
0 ∈ M(1),reg ∩ ∂W(1)m . Let µ([0, 1])
be a smooth path from µ(0) = z ∈ W to µ(1) = x(1)0 , such that
µ([0, 1)) ⊂M(1),reg.
Then d0 = d
(1)(µ,M(1)sing) > 0. Let c = d02 . We can cover µ([0, 1]) by a finite
number of balls B
(1)
j = B
(1)(x
(1)
j , c/2) ⊂M(1),reg so that
B
(1)
j ⊂ W(1)m , x(1)j+1 ∈ B(1)j ,(6.62)
where we order them so that x
(1)
0 ∈ B(1)1 . Let O(1)1 = B(1)(x(1)1 , R) be a small ball
such that 0 < R < c/2 satisfies (6.22), (6.23), andO(1)1 ⊂ W(1)m . As d(1)(x(1)1 ,M(1)sing) >
d0
2 , Theorem 6.14 yields that we can extend the admissible triple (W(1)m , W(2)m ,Φm)
onto
W˜(i) =W(i)m ∪B(i)(x(i)1 , c), x(2)1 = Φm(x(1)1 ).
As x
(1)
0 ∈ B(x(1)1 , c) and x(1)0 ∈ ∂W(1)m , this contradicts the fact that (W(1)m , W(2)m ,Φm)
is a maximal element of A, which completes the proof of (6.61). 
Lemma 6.15 proves that there is a diffeomorphism
Φm :M(1),reg →W(2)m , W(2)m = Φm(M(1),reg) ⊂M(2),reg,
which is a Riemannian isometry. Changing the role of indexes 1 and 2, we see that
there is also a diffeomorphism
Φ˜m :M(2),reg → W˜(1)m , W˜(1)m ⊂M(1),reg
which is a Riemannian isometry. Moreover, using Lemma 6.4 we see that Φ˜m and
Φm coincide with the identity map on W .
Using (6.19) we see that for all z ∈ C \ R, x ∈ M(2),reg and y ∈W .
G(1)(z; Φm(Φ˜m(x)), y) = G
(2)(z;x, y).
By Lemma 6.5, this implies that Φm(Φ˜m(x)) = x, that is, Φm◦Φ˜m = I onM(1),reg.
Similarly, we see that Φ˜m ◦ Φm = I on M(2),reg and hence
W(2)m =M(2),reg, W(1)m =M(1),reg, and Φ˜m = Φ−1m .
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Summarizing, we have shown that
Φm : (M(1)reg, g(1))→ (M(2)reg, g(2)),
is a diffeomorphism and an isometry.
Skipping again the superscript (i), recall that by Lemma 2.4,
dM(x, y) = dMreg (x, y), for any x, y ∈Mreg,(6.63)
where dMreg is the distance on (Mreg, g), defined as the infimum of the length of
rectifiable paths connecting x to y.
The identity (6.63) implies that (M, dMreg ), considered as a metric space, is
isometric to the completion of the metric space (Mreg, dreg). Thus, we can uniquely
extend Φm to a metric isometry
(6.64) Φ : (M(1), d(1))→ (M(2), d(2)).
Again, taking into account thatM(1),reg is mapped toM(2),reg we see that Φ maps
also singular points to singular points.
These prove conditions (1)–(3) of Theorem 6.1. 
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