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P R E F A C E 
This thesis examines the usefulness of multivariate statis-
tical techniques to portfolio theory by applying two different 
multivariate techniques to two. separate classificatory 
problems concerning shares listed on the Johannesburg Stock 
Exchange. · 
In Chapter 1 the two techniques and two classificatory problems 
are introduced and their context within the general structure 
of portfolio theory is explained. 
Chapter 2 gives· a thebretical overview of the first technique 
used, namely Factor Analysis. Chapters 3 and 4 discuss the 
application of factor analytic techniques to shares listed on 
the Johannesburg Stock Exchange. 
Chapter 5 gives a theoretical overview of Multiple Discrimi-
nant Analysis, the second multivariate technique used. 
Chapter 6 represents a survey of previous applications of 
Multiple Discriminant Analysis in the field of Finance, while 
Chapters 7 and 8 discuss the application of' this technique to 
shares listed on the Johannesburg Stock Exchange. 
Finally, Chapter 9 gives a brief summary of the main con-
clusions in this thesis. 
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CHAPTER 1 
I N T R 0 D U C T I 0 N 
Harry Markowitz (1959), generally considered as the pioneer 
in the field of modern portfolio theory, once stated that 
''~ po~t6olio analy~i~ ~ta~t~ with in6o~mation eon-
ee~ning individual ~eeu~itie~. It end~ with eon-
elu~ion~ eonee~ning po~t6olio~ a~ a whole. The 
pu~po~e o6 the analy~i~ i~ to 6ind po~t6olio~ 
whieh be~t meet the objeetive~ o6 the inve~to~." 
He thus divided portfolio theory into three phases, viz., 
(1) Security Analysis which concerns predictions about the 
future prospects of individual.securities, 
(2) Portfolio Analysis which involves the formation of 
portfol.ios and predictions concerning these portfolios, 
(3).Portfolio Selection which involves choosing the port-
folio best suited to the investor's requirements. 
Although the specific requirements would depend on the indi-
vidual investors, Markowitz identified two objectives common 
to all investors, namely: 
(1) They want return t6 be high. 
(2) They want this return to be dependable, stable, not 
subject to uncertainty. 
From these two common objectives it follows that, apart from 
being concerned about the expected returns on securities, 
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investors also have to take into consideration the risk 
associated with these returns. Another important concept is 
the interrela~ionships between securities. 
It is generally assumed that all investors are risk averse. 
Hence for a given level of risk they aim to maximize return 
and for a given level of return they waht to minimize risk. 
Risk is usually measured in terms of the variability in 
returns and since the variance of a combination of securities 
ds a function of both the variances of the individual secu-
rities and the inter-relationships between securities, as 
described by their covariances or correlation coefficients, a 
combination of negatively correlated securities into a port-
folio can serve to substantially reduce risk. In this way 
diversification forms the basis of portfolio theory. The 
utility of portfolio theory, however, depends on the diver-
sification being efficient and this point is the main concern 
of the first part of this thesis. 
King (1966) described the stock market as being ".ou.bjec..t .to 
a .o.teady in~low o~ in~o~ma.tion, mu.c.h o~ whic.h will have an 
e~nec..t on .the .oe.t on an.tic.ipation.o that dete~mine .the p~ic.e 
o~ .oec.u.~ity j." He further suggested that "a-.oingle piec.e on 
inno~ma.tion c.an annee.t mo~e than one .oec.u.~i.ty p~ic.e c.hange, 
pe~hap.o even .the whole ma~ke.t, at a given time pe~iod,'' and 
hence concluded that "in .two va~iable.o .oha~e one o~ mo~e 
common elemen.t.o in .thei~ .ota.ti.otic.al makeup, .they will exhibit 
.c.o~~ela.ted b~haviou.~ to .oome deg~ee." It is usually assumed 
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that the resulting groups of comoving shares correspond to 
the industry classifications to which shares belong. Since 
this belief often forms the basis for the diversification 
policies of investors, proof of its statistical soundness is 
of crucial importance. The first part of this thesis employs 
the multivariate statistical technique of factor analysis to 
determine the underlying structure of share returns on the 
Johannesburg Stock Exchange and its-correspondence to existing 
industry classifications. 
Returning to the first phase of portfolio theory, there are 
generally two approaches to the prediction of future share 
prices, viz., Technical· Analysis and Fundamental Analysis. 
The technicians believe that future stock prices depend on 
past prices and hence use trends in the historical movement 
of prices to predict future trends~ The fundamentalists 
emphasize the relationship between the stock price and the 
financial characteristics of firms as described in various 
financial statements such as balance sheets, income state-
ments, and so forth. The utility of both these types of 
analysis has, however, been greatly reduced, if not ruled out, 
by the weak and semi-strong fQrms of the Efficient Market 
Hypothesis which respectively state that 
(i) successive price changes are independent and hence no superior 
returns can be obtained through the analysis of past 
trends, and 
(ii) no superior returns can be obtained through the analyses 
of publically available information, since this inform-
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ation is al~~ady reflected in the market price. 
King gave a good ~umma~y of how the inflow of information 
bring about changes in security prices and subsequently 
differentiated between information affecting all shares, in-
formation relevant to indivi~ual shares only. Ball and 
Brown (1968) examined the relationship between information 
contained in accounting numbers and share performance and with 
respect to the ann~al income number concluded that ''mo~~ o6 
~he ~n6o~ma~~on QOn~a~ned ~n ~epo~ted ~nQome ~~ an~~Q~pated 
by the ma~ket be6o~e ~he a~~ual ~epo~~ ~~ ~elea~ed." 
The second part of this thesis examines the relationship be-
tween information contained in the annual financial state-
ments of firms and their relative performance on the stock· 
.market. More specifically, an attempt is made, through the 
employment of multiple discriminant analysis, to combine 
several measures of the financial characteristics of firms 
into meaningful models for the classification of these firms 
according to their relative performance on the stockmarket. 
2. l 
CHAPTER 2 
THEORY OF FACTOR ANALYSIS 
2.1 Introduction 
Given a standardized variable z. ~ x.-x, 
J J 
factor analysis 
aims to represent each variable x. 
J 
as a linear combination 
of a number of hypothetical factors, where these factors are 
chosen so as to either 
(i) extract the maximum variance, or 
(ii) best reproduce the observed correlations. 
The well-known method aimed at extracting the maximum variance 
is principal component analysis, which describes a set of n 
variables zj (j = l , ... ,n) in terms of n uncorrelated com-
ponents Fj. These components are determined in such a way 
that they successively maximally contribute to the total 
variance of the n variables. The underlying model is 
(j = l,2, ... ,n) 
(2.1.1) 
The classical factor analysis model was developed to primarily 
satisfy the second criterion stated above. However, most of 
the modern factor analytic techniques also aim at extracting 
maximum variance. The classical factor analysis model is 
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+ ... +a. F + u.v. Jm m J J 
(j = 1,2, ... ,n) (2.1.2) 
where it is assumed that 
( i ) m<<n, thus making factor analysis a very use fu 1 
dimension reducing technique, 
( i i ) E(~p) = 0 ' Var(Fp) = 1 'v'p = l, ... ,m, 
( i i i ) E(Yj) = 0' Var(Yj) = 1 .. \{. J - l, ... ,n, 
( i v) E(YjYk) = 0 \{. f k ' J 
( v) E(Y.F) J p = 0 v(j ,p). 
In matrix notation: 
Z = A f + Uy, 
where 
z is the vector of observed variables, 
A is the matrix of factor loadings, 
f i s the vector of hypothetical factors, 
u is the matrix of uniqueness, and 
y i s the vector of unique factors. 
Thus each z. 
J is described as a linear function of m common 
factors and a unique factor. 
The basic problem of factor analysis is the estimation of 
the nm loadings of the common factors in equation (2.1.2). 
This is achieved through the analysis of the variance and 
covariance/correlation structure of the variables. 
Returning to the first assumption stated above, it can be 
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shown that a set of n variables can be expressed as linear 
functions of not less than m factors~ where m is the rank 
of the correlation matrix. When the observe~ correlation 
matrix has unities in the diagonal, its rank is usually n, 
and thus the variables cannot be described by fewer than n 
factors. Replacing the unities with communalities usually 
reduces the rank ~f the correlation matrix to m<<n. This new 
correlation matrix is called the "reduced" correlation matrix. 
Furthermore, m is the smallest number of factors necessary 
to provide a base for the original variables and is thus the 
dimension of the "common-factor space". 
The subsequent sections in this chapter will discu~s several 
initial factorization procedures.and subsequent rotation pro-
cedures. The aim is to provide a general overview of the 
subject, giving some insight into the historical development, 
and even more so into the practical procedures of factor 
analysis. The discussions are mainly based on Harman's (1960) 
excellent book on factor analysis, supplemented by information 
drawn from the more prominent papers by Guttman (1953), 
Harris (1962), and Kaiser (1970) in particul~r. 
2.2 Composition of Variance 
The sample variance for a variable x. 
J 
i s 
2 . IN - 2 s. = .. 1 (x .. -x.) /N, J '1= Jl J 
and for a standardized variable 
s~ = L~ 1 z~./N . J 1 = J 1 
z. with zero mean, 
J 
( 2 • 2 • 1 ) 
( 2 . 2 . 2 ) 
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Substituting equation (2.1.2) gives 
sj = I~=l ajp(I~=l F~i/N) + uji~=l Yj;IN (2.2.3) 
2\m (\N I ) + Lpcq=l ajpajq Li=lFpiFqi N 
+ 2u~ \m 1 a.(\~ 1 F .Y .. /N;\· J Lp= JP r,= pl Jl 
Then using the assumptions stated in section 2.1, equation 
(2.2,3) sirrplifies to 
s~ l 2 + 2 + + a~ + y~ = = ajl aj2 .... J Jm J 
= l~=l a~ + u~ JP J 
= h~ + u~ (2.2.4) J J 
Thus the variance of a variable can be separated into two 
parts, the communality ( h ~) 
J 
and the uniqueness 
Furthermore from equation (2.2.4) it follows that 
a~ = contribution of factor Fp 
JP 
to the variance of z .• 
J 
- \n a 2 - total contribution of factor 
- Lj=l jp - to the 
variance of. all the variables, and 
v - \m V - total contribution of all the common factors 
- Lp=l p -
to the total variance of all the variables. 
Writing the classical factor analysis model in expanded form 
gives the first of two important matrices generated by factor 
analysis, viz., 
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Z1 = a 1 1 F 1 + a 1 2 F 1 + + a1mFm + u 1Y 1 
Z2 = a2 1 F 1 + a2 2 F 2 + + a2mFm + U2Y2 
(2.2.5) 
zn = an 1F1 + a F 2 + + anmFm + u nY n n2 
This matrix is called the "factor pattern". The other im-
portant matrix is the matrix of correlations between the 
variables ._and the factors. Typical- elements of this matrix 
are 
=a. rF F +a. rF F + ... +a. 
Jt p 1 J2 p 2 JP 
and 
r = u. . 
zJ.y. J 
. J 
+ + a. rF F Jm . p m 
(2.2.6) 
This matrix. is called the "factor structure". Clearly, in 
the case of uncorrelated common factors, the factor structure 
and factor pattern is identical. 
The above derivation can be summarized in matrix notation as 
follows: 
let Z = Z1 = Zi1 Z12 ZlN 
z 
n 
2 . 6 
F2 
F F 
m1 m2 
y 
J n y y · ·· ynNj n 1 n2 
Also, let M be the matrix ·of factor pattern coefficients, 
i.e. 
= 
so that 
z = 
"If 
variable 
a.21 a22 
a a a 
nm 
0 
n 1 n2 
(A I u) 
the factor pattern 
(A!U){f!y} = Af + 
0 
may be 
Uy c 
0 
0 
u 
n 
written 
+ e 
i n matrix form as 
(2.2.7) 
; . e. equal to the correlation between 
z . 
J 
and factor for j = l, ... ,n, and 
p = 1, ... ,m, the factor structure can be written as 
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It can be shown that 
s = A cp 
' 
(2.2.8) 
whe r·e 
cp = FF 1 = 1 r F 1 F 2 r F1Fm 
r F 2 F 1 1 rF 2Fm 
- 1 
i.e. the structure matric is equal to the pattern matrix 
. postmultiplied by the matrix of correlations among the factors. 
Equivalently, 
A = scp- 1 • 
Clearly, in the case of uncorrelated common factors cp =I, 
giving S =A as was stated above. 
Furthermore, the matrix .of observed. correlations are 
R = ZZ 1 , 
where 
Z = [z~.] = [z .. /lfif], 
J 1 J 1 
~. from which the matrix of reproduced correlations follows, viz. 
R = AFF 1 A = A¢A 1 • (2.2.9) 
Substituting equation (2.2.8) into equation (2.2.9) gives 
R = sA I = AS I ' ' (2.2.10) 
and for uncorrelated factors, 
A 
R = AA I ' (2.2.11) 
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which is known as the FUNDAMENTAL FACTOR THEOREM. 
Thus R can be expressed in terms of the common factor co-
efficients alone, which means that in order for R to be a 
good approximation to R, the diagonal elements of R must 
also .be functions of the ~ommon variance of the variables, 
i.e. R must have communalities in the diagonal. In this 
case the factor solution will involve both common and unique 
factors. Unities in the diagonal imply the principal com-
ponents model with its associated factor solution involving 
only common factors. In this way the elements in the diagonal 
of the observed correlation matrix determine what proportions 
of the unit variances are factored into common factors. 
2.3 The Problem of Communality 
In the previous section it was shown that the diagonal elements 
of the correlation matrix. affect its rank and determine the 
portions of the variances to be factored. Substituting 
communalities in the diagonal both reduces the rank of the 
correlation matrix and the portion of the. variances to be 
factored. Any factor solution requires either the rank of 
the correlation-matrix, or the values of its diagonal elements. 
However, no a ptiori knowledge of the values of the communa-
lities is available and the theoretical estimation of them 
under known or assumed rank is so mathematically involved and 
requires so many computations, that it becomes impractical. 
Although very efficient methods that do not require the 
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estimation of communalities have become feasible by the use 
of computers, the estimation of communalities is still re-
quired for many important and popular methods of factor 
analysis. Various practical procedures for estimating commu-
nalities have thus been developed, some of which will be 
described in brief below. 
(1) The HIGHEST CORRELATION of a given variable z. 
J 
from 
among its correlations with all the other variables in a 
given set. This procedure is useful for large correla-
tion matrices. 
( 2 ) E m p 1 o y a T R I A D , 'i . e • , 
where k and £ are the two variables which correlate 
highest with the given variable. 
(3) The AVERAGE CORRELATION of a given variable with each of 
the remaining ones, viz., 
k i j 
(4) Assume an approximate rank of the correlation matrix, 
based on a priori knowledge of the grouping of the 
variables. Divide the correlation matrix into sub-groups 
of p variables, each of approximately unit rank. Then 
determine the UNIT RANK ESTIMATES of the communalities 
as follows: 
2 . l 0 
where 
=the total number of _different triads obtainable 
for a given variable zj out of a particular subset of 
p variables. 
(5) The FIRST CENTROID FACTORS can-be used as an estimate of 
the communalities, calculated as follows: Insert the 
highest correlation for each variable in the principal 
diagonal of the correlation matrix. Then estimate each 
communality by taking the ratio of the square of the 
column sum to the total sum of all the correlations in 
the matrix, i.e., 
where 
r .. is the highest correlation of the given variable 
JJ 
with all other variables. This method tends to under-
estimate the communalities. 
(6) If instead of inserting the highest correlations in the 
principal diagonal of the correlation matrix, the average 
correlations are ins~rted, the communalities are 
approximated by 
In this case.the diagonal values are actually ignored. 
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(7) A factor analysis may be preceded by a principal I compo-
nent analysis of the variables from which the dimension 
of the common factor space can be estimated as being 
equal to the number of principal components greater than 
one. The communalities are then taken to be equal to the 
variance contributed by the reduced number of principal 
compQnents to each variable. 
(~) ITERAT,ION BY REFACTORING: 
Start with unities or zero or any other values in the 
principal diagonal. Decide a priori on the dimension 
of the common factor space. Calculate a principal-
factor solution. Determine the sum of squares of factor 
coefficients as the new estimates of the communalities. 
Calculate another factor solution. Repeat this process 
as many times as necessary until the recomputed diagonal 
values do not change from the preceding set. Wrigley 
(1956) showed that the squared multiple correlation of 
each variable with the remaining ones is the best start-
ing point. 
(9) The SQUARED MULTIPLE CORRELATION (SMC) of each variable 
with the remaining variables is a very popular estimate 
of the communality of a variable. It is given by 
SMC. 
J 
where 
= R~ ~ "l = 1 -J.l2 ... /J, ... n 
1 
r .. 
JJ 
r .. is the diagonal element in R- 1 corresponding 
JJ 
to variable z .. 
J 
The SMC 1 s measure the predictable common variance 
. 2. 1 2 
among the observed correlations, and.rorm the lower bounds 
f o r t h e com m u n a 1 .i t i e s , i . e . , 
Rj(n-1) S hj 
The SMC's are generally considered as the 11 best possible 11 
estimates of the communalities, since for many correlation 
matrices for which minimum rank m is attained, Rj(n-1) 
actually equals h2 · Also the SMC's tend to approach j. 
the communalities if the ratio- m/n + 0 as n + oo. 
Furthermore, it helps to know the direction of the error 
in approximation of the communalities, as given above. 
2.4 ~~rties of a Gramian Matrix 
The computational procedures of factor analysis depends on 
the correlation matrix being 11 Gramian 11 • Properties of a 
Gramian matrix include: (i) symmetry, and (ii) positive 
s~midefiniteness. A matrix A is symmetric if and only if 
A=A',i.e., is symmetric ~ a.k = ak. 
'' J J 
,(j,k = l, .. .,n). A matrix is said to be positive semidefinite 
if all the principal minors are greater than or equal to zero. 
All correlation matrices with unities in the diagonal are 
Gramian matrices and communality estimates are acceptable 
only if they preserve.the Gramian properties of the matri~. 
By inserting squared multiple correlations in the pr~ncipal 
diagonal of the correlation matrix, the Gramian properties of 
this matrix are usually destroyed. They can, however, be 
restored by adjusting the off-diagonal values. An important 
property of a Gramian matrix is that all its eigenvalues are 
2. 1 3 
greater than or equal to zero. 
2.5 Principal Component Analysis 
Since many of the factor analytic procedures are based on 
principal component analysis, a brief discussion of principal 
components will provide a useful background.· Recall from 
section (2.1) that the basic model for principal component 
analysis is 
z. = 
J a j 1 F 1 + a j 2 F2 + . . . + a j n F n (j = 1,2, ... ,n), 
or in matrix notation, 
T 
z.=a.f, 
J J 
where 
T 
a. -
J 
is a vector of constants. 
) 
(2.5.1) 
To ensure 
that the overall transformation is orthogonal, the following 
condition is imposed: 
( 2 . 5 . 2 ) 
The problem is then to choose a 1 so as to maximise the 
variance of subject to the constraint Now 
the variance of T T a1f is given by a1Ia1, 
where 
so that finally the problem can be formulated as 
maximise 
subject to 
·. 
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It can be shown that is equal to the largest root of 
the characteristic equation 
Jl:->..II = o . (2.5.3) 
The coefficients of the second factor, a2, must be selected 
so as to maximise the contribution of that factor to the total 
variance, subject to that factor being orthogonal to the 
first. Hence the problem can be stated as 
subject to 
and 
Since l:a1 = A.1a1, the s~cond constraint can be simplified 
to 
T 
a2a1 = 0 . (2.5.4) 
It can be shown that the required maximum is in fact the 
second largest eigenvalue of l:. In a similar way it can be 
shown that the jth principal component equals the eigenvector 
associated with the jth largest eigenvalue. 
The above derivation has·assumed the not to be standard-
ized variables. However, since they are in fact standardized 
variables with unit variances, the above procedure actually 
becomes a principal component analysis of the correlation 
matrix R, ~ather than the covariance matrix l:. By sub~ 
stituting R for l: in the above equations, the components 
can be shown to be equal to the eigenvectors of the correla-
tion matrix. 
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2.6 The Principal Factor Model 
The principal factor method is essentially a principal com-
ponent analysis on the reduced correlation matrix and thus 
requires estimates of the values of the communalities. The 
method can be described in broad terms as follows. 
Select the first-factor coefficients a .. (j = l, ... ,n) J 1 
as to make the sum of the contributions of that factor to 
t h e to t a l co m m u n a l i t y a m a x i m u m , i . e . 
maximise 
subject to 
rJ. k = \ m l a . a . k L.p= JP J (j,k = l,2, ... ,n), 
where 
and r .. = h ~ JJ J 
It can be shown that V1 is equal to the largest root of 
the characteristic equation 
A 
IR-AII = 0, 
where 
R is the reduced correlation matrix. 
By substituting the largest root A1 into 
A (R-AI)A = 0 
an arbitrary solution a 11,a21,···,an 1 is obtained. The 
desired coefficients of F1 in the factor pattern is then 
determined as 
aJ. 1 =a. 11"f";;lra2 +aZ 1 + ... +a2) J 11 2 · n1 j=l, ... ,n. 
so 
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The coefficients of ~he second factor must be selected so as 
to maximise the contribution of that factor to the total 
residual communality, i.e. the communality after removal of 
the first factor. Thus the problem is to 
maximise 
subject to 
2 
+ ... + a 
n2 
lrjk = rjk- ajlakl = aj2ak2+aj3ak3+ ... +ajmakm' 
It can be shown that the required maximum is in fact the 
second largest root of the original correlation matrix, R. 
Similarly, the successive largest roots and their associated 
vectors are obtained directly from the ·original reduced 
correlation matrix R, until m factors have been extracted, 
where m is the rank of the reduced correlation matrix. 
2.7 The Minres Method 
Whereas the principal component and principal factor methods 
aim at extracting maximum variance, the main objective of 
the Minres method is to maximally reproduce the off-diagonal 
elements of the correlation matrix, and as a by-product, to 
obtain communalities consistent with this criterion. It 
therefore, also in contrast to the principal factor method, 
does not require a priori estimates of the values of the 
communalities, but do require an estimate of the number of 
common factors. 
The aim of any factor analysis method is to obtain R, the 
reproduced correlation matrix, as a "best" estimate of R, 
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the observed correlation matrix. This can be done by ordi-
1 
nary least -squares, ei-ther by--fitting-
"' R by (R 2 +U 2 ), (2.7.1) 
o r by fi t t i n g 
A (R-I) by (R-H 2 ) , (2.7.2) 
where 
H2 =.I-U 2 = diag(AA 1 ) , (2.7.3) 
i. e . , t h e' d i a go n a l m a t r i x o f co m m i.J n a l i t i e s de t e r m i n e d f r o m 
the solution, A. 
Equation (2.7.1) implies minimisation of the residuals of 
the total matrix which is achieved by principal component 
analysis, while equation (2.7.2) .requires minimisation of the 
off-diagonal residuals and thus forms the basis of the minres 
model . 
From equation (2.7.2) the objective can be derived as 
jj[R-1) - [AA 1 - diag(AA 1 )]i! 
which is equivalent to 
f(A) ,n ,n-1 ( 'i'm ) 2 
= L.k=j+l Lj=l rjk - Lp=l ajpakp _ . (2.7.4) 
This function is minimised subject to the constraint 
h ~ = 'i' m, a ~ <_ l • J Lp=l JP ~ j = l, ... ,n (2.7.5) 
which is meant to restrict the communalities to numbers 
between zero and one. 
It can be shown that a principal factor analysis of a corre-
lation matrix with minres communalities produces a minres 
factor solution. 
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Although the majority of factor analytic methods do not make 
use of statistical estimation theory, it is clear that factor 
analysis solutions are subject to sampling errors. Thus, 
especially for judgment concerning the statistical signifi-
cance of the number of common factors to be valid, it should 
take account of the actual sampling variations of the re-
produced ~orrelation matrix. Various attempts hav~ been made 
to provide_factor analysis with a s-ound statistical basis. 
The most important breakthrough was achieved by Lawley in 
1 9 4 0 t h r o u g h h i s. 11 me t h o d o f m a x i m u m l i k e 1 i h o o d 11 , w h i c h w i 11 
I 
be discussed in the next section. 
However, as far as the minres method is concerned, the 
statistical significance of the factorization can probably 
best be determined by use of a statistic developed by Rippe 
(1953). By assuming that the original variables have a 
multivariate normal distribution, from which it follows that 
the correlations have a Wishart distribution and that the 
sample values are maximum-likelihood estimates of the popu-
lation correlations, he developed a statistic for testing 
the completeness of factorization, which is applicable to 
large samples and independent of the particular type of 
factor solution. For testing the significance of m factors, 
the statistic is as follows: 
which is 2 Xv' where 
v = i[(n-m) 2 + n-m] 
If U > xz m v 
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at significance level ex, the hypothesis of m 
common factors is rejected. 
It should be noted, however, that there is a distinction 
between the statistical significance of the number of common 
factors and the practical significance. It may often happen 
that statistically significant factors may not be interpre-
table in a practical sense. A prac_tical approach which is 
therefore.frequently used to determine the number of signi-
ficant factors, is to consider the proportions of the total 
variance (or total communality) accounted for by each factor. 
2.8 The Method of Maximum Likelihood 
In contrast to the previous methods which were all based on 
pure mathematical theory, Lawley (1940) applied the statis~ 
tical method of maximum likelihood estimation to obtain 
sample estimates of the u~iverse factor loadings. His method 
is based on a a priori assumption of the number of common 
factors. Any variable may be expressed 1 inearly as 
X. = 
J 
+a. F + u.Y., Jm m J J 
where it is assumed that 
(i) the test scores (F. ) 
1 
have zero means; 
(ii) all the factors (F's and Y's) are independent, 
normally distributed variables with zero means and unit 
variances, which means that the x's have a multi-
\ 
variate normal distribution. 
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To describe the derivation of the maximum likelihood method, 
Harman (1960) introduced the following notation: 
--
Natrix Order Definition 
Population 
,---
Esti rna tor Sam__e_le 
-
A 
L: = (a jk) L: s = (s jk) nxn Covariance matrix 
A 
p = (p jk) p R = ( r jk) nxn Correlation matrix 
A 
A = (a . ) A - nxm Matrix of common-factor 
JP coefficients 
A 
uz = (u~) uz - nxn Diagonal matrix of uniqueness J 
From assumption (ii) above it follows that the elements of 
the covariance matrix follow a Wishart distribution, viz., 
d f = k I L: I - ~ ( N - 1 ) I S I H N - n - 2 ) e x p - N 2 1 L ~ ' k = 1 a j k. 
s jk I!~<k=l ds j k ' 
which, when considered as a function of the a•s, is the 
likelihood function L of the sample. Thus the problem is 
A A 
to find estimates A and U2 satisfying 
L: = AA I + u 2 
which maximise L. 
The res u 1 ts can be put i n matrix form as follows: 
A A 
p = AA 1 + uz 
A 
A -lA 
= pR A 
A AA 
U2 = I - diag AA 1 
A.R- 1 A is diagonal 
The procedure can be simplified by assuming 
P = R , 
.. 
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so that 
"' AA. + U2 = R . 
The associated test statistic for the number of common factors 
depends on a theorem which states that "-2 :time..6 :the. .toga.JU.:thm 
ofi :the_ .til<.e..tihood fLa.:tio i.6 a.pplwxima.:te..ty di.6:tJU.bu:te.d a..6 X2 
whe.n N i.6 .ta.fLge.. , Thus the statistic i s 
urn -2 .Q,n A = N .Q,n ffl 
which i s x2 
v 
where 
v = ~[(n-m) 2 - n-m]. 
The null hypothesis of m common factors is rejected when 
Urn exceeds the tabulated value at a given level of signifi-
cance. The expression can be simplified to 
l. n -2 1 -2 2 Urn= N . k 1 r.k u.uk J< = J J 
where 
Note: N must be large. 
2.9 Canonical Factor Analysis 
Canonical correlation, as defined by Hotelling (1936) involves 
":the. weighting o 6 va.JU.ab.te..6 in eac..h o 6 :two .6 e:t.6 .6 o a..6 :to 
a.:t:ta.in :the. maximum c..ofLfLela.:tion be.:twe.en :the. :two c..ompo.6i:te..6." 
Rao (1955) suggested an alternative objective to the usual 
maximum variance objective of factor analysis, based on the 
idea of canonical correlation. Thus in his method of 
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canonical factor analysis, the common factors are determined 
such that they are successively maxlmally related to the 
observed data, with the additional constraint of qeing 
orthogonal to each other. 
Assuming n observed variables and m hypothetical factors 
generates the following matrix of correlations, 
where 
R = matrix of observed correlations, 
A. = matrix of correlations between the variables 
and the factors, 
= factor pattern coefficients (because of o r tho go n a 1 i ty) , 
and I denotes the matrix of co r r.e 1 at i on s among the common 
factors. 
The squared canonical correlations are the roots, Vp' of 
the determinantal equation 
I AA I - VR I = 0 (2.9.1) 
Substituting R - U2 as an approximation for AA 1 , gives 
[(R-U 2 ) - VR]b = 0 (2.9.2) 
as the maximal relationship between the z•s and the F•s. 
Here b is a column vector of weights for the linear com-
posite of the z•s. Equation (2.9.2) can further be sim-
plified to 
(2.9.3) 
or 
where 
- 1 - 1 [U RU -(~+l)l]q = 0 
v ~ = 1- v 
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(2.9.4) 
and, q = Ub 
Thus q is an eigenvector corresponding to the largest 
eigenvalue (~ 1 +1) of the matrix U- 1 RU- 1 and the factor 
pattern may be expressed as 
wKe re 
1 
A = UQJ\. 2 (2.9.5) 
Q is the matrix of unit-length eigenvectors associated 
with the m largest eigenvalues of equation (2.9.3), and 
1\. is the diagonal matrix of these eigenvalues. 
Three observations can be made at this point: 
(i) The number of real, nonzero canonical correlations, 
and hence the number of common factors, is equal to 
the number of ~oots of U- 1 RU- 1 that are greater 
than one, or equivalently, is equal to the number of 
positive roots of R-U 2 • 
(ii) It can be shown that the elements of the matrix of 
factor loadings, A, are unaffected by arbitrary 
rescaling the observed variables. 
(iii) Finally, it is clear that canonical analysis rescales 
the observed correlations in the metric of the unique 
parts, U- 1 RU- 1 • 
2.24 
2 . 10 I m a g e T h e o r y 
While common factor theory employs a partial-correlation 
approach to define "commonness" among a set of n- variables, 
breaking each variable into a common and unique part, viz., 
x .. =c .. + u .. 
J1 J1 J1 (2.10.1) 
Guttman (1953) developed his Image Theory based on a multiple-
correlation approach where the squared multiple correlations, 
r .. , des'cribe commonness among the variables and in which J 1 
each variable is partitioned as follows: 
where 
- ( n) x .. - p .. + J 1 J 1 
( n) 
e .. ' J 1 
( n) p .. 
J 1 
is the predicted value of 
n-1 variables in the sample, and 
X •• 
J 1 
(2.10.2) 
from the remaining 
( n ) e .. 
J 1 
is the related error of prediction. 
The 
where 
( n) p .. 
J 1 
are defined as 
(2.10.3) 
w~~) denote the weight of xk in the multiple re-
gression for predicting xj. 
Furthermore, 
( i ) the e. 
J 
correlate zero with the p . ' J i . e . , 
E. 1 e\~)p\~) J1 J1 = 0 ' and 
( i i ) the e. correlate zero 
J 
with xk' Vk f j ' hence 
E. 1 
( n) 
e j i xk i = 0 ' ( j f k) 
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Guttman assumed the x .. J 1 to be elements from a sample of n 
variables belonging to a "u.n..<.ve.tt.6e. ofi c..on..ten..t ofi .<.n.defi.<.n..<-.te.ty 
many qu.anti.ta.tive va.tt.<.ab.te.6." He further assumed that the 
universe could be arbitrarily arranged such that the parti-
cular sample will be the first n variables. 
The predicted value of X •• J 1 from the remaining n -1 var-
( n ) iables, p .. , 
J 1 
is called the 11 partial image 11 of x.. and J 1 
the related error of prediction,· ( n) e . . , 
J 1 is known as the 
11 partial anti-image 11 • Taking the limit of these values as 
n -+ 00 gives 
( 00) 
= lim ( n) p .. p .. J 1 n-+oo J 1 
and 
( 00) e .. 1 i m e\~) 
J 1 n-+oo J 1 
k n ow n r e s p e c t i v e 1 y a s t h e 11 t o t a 1 i m a g e 11 a n d 11 to t a l .a n t i -
image 11 for X ••• J 1 
To explain the correlation coefficients Guttman makes 
use of the identity 
where 
g (n) jk 
= g(n) jk 
images, and 
( n) 
Yjk 
yJ(nk) =E. e\~)ek(~) 
1 J 1 1 
anti-images . 
. It can be shown that 
= -. 
(j f. k) ' (2.10.4) 
the covariance of the partial 
the covariance of the partial 
(2.10.5) 
./ 
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where 
-rr(n) = jk the correlation between partial anti-
images and e~n), 
Thus equation (2.10.4) can be written as 
(2.10.6) 
and any observed total correlation can be seen to be the sum 
of two parts, viz., 
(i) the covariance between the common parts of the two 
variables, and 
( i i ) "a. .6 p e. c.i a.l pa.inwi.c. e. lin lw. g e. that rna. y .I!.. e. rna.i n b e.twe. e. n the. 
two va.Jt.ia.ble..c. a.6te.Jt. the. Jt.e.rna.ining n-z va.Jt.ia.ble..c. a.ne. 
p anti a.l e. d o ut. " 
Common-factor theory is in fact just a special case of image 
theory where zero pairwise linkages are assumed, thus giving 
( j f k) (2.10.7) 
Common-factor theory does not in general result in unique 
solutions, a indeterminacy that can be overcome by intra-
ducing the concept of a "determinate" connom-factor space. 
In such a common-factor space there is a perfect regression 
for each common factor on the observed X . ' J thus im-
plying zero error factors. Guttman states that it can be 
shown that if "a. c.ornrnon-6a.c.toJt. .c.pa.c.e. o6 na.nR. m i.e. de.te.nrni-
nate. 6oJt. an inde.6inite.ly la.Jt.ge. unive.Jt..6e. o6 c.onte.nt, the.n 
the.ne. i.e. no othe.Jt. de.te.Jt.rnina.te. c.ornrnon-6a.c.to.l!.. .t.pa.c.e. po.c..c.ible. 
6oJt. the. .6 arne. uni ve..l!..-6 e. - whe.the.Jt. o 6 Jt.a.nR. rn oJt any othe.Jt Jt.a.nR. . 
. The. c.ornrnuna.litie..c. a.Jte. uniq ue.ly de.te.nrnine.d and a.Jt.e. e.q ua.l -;to 
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.:the. C.OJtJz.e.~.>poVLdiVLg J.>qu.aJz.e.-6 on .:the. .:total image.!.>. The. c.ommon-
t)ac..:toJz. ~.>c.oJz.e.-6 aJz.e. .:the. .:to;ta...{'_ image. ~.>c.oJz.e.-6, aVLd .:the. u.VLiqu.e. 
t)ac..:to,Jz. J.>c.oJz.e.-6 aJz.e. .:the. .:total aVLi.:t-image. J.>c.oJz.e.-6." Thus as 
00 
n -+ oo , c . . = p .. 
J 1 J 1 and there are no nonzero linkages so that 
image theory and common-factor theory are identical. 
To summarize the above ~evelopment in matrix notation, let 
Then 
As 
rn be the Gramian matrix of t~e anti-image co-
variances, ( n) Yjk 
Gn be the Gramian matrix of image covariances, 
and 
5 2 be the diagonal matrix of elements 
n 
a~ = E.(e\~)) 2 • 
J n 1 J 1 
n-+ oo, and 
where 5 2 = diag(l/rjj) 
( n ) 
g j k ' 
(2.10.8) 
Thus the traditional factor analysis procedure of there-
duced correlation matrix R-U 2 , can be approximated by 
factor analyzing the reduced correlation matrix R-5 2 with 
squared multiple correlations (SMCj) in the diagonal. Since 
S MC . = l -
J r .. JJ 
the diagonal values of R-5 2 are the SMC's, and by taking 
\ 
as a scale factor, we have the rescaled correlation matrix 
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R*- S- 1 RS- 1 • '(2.10.9) 
I 
2.11 Some Rao-Guttman Relationships 
In 1962 C.W. Harris (1962) once again tackled the problem of 
determining the rank of R, and at the same time illustrated 
some very important relationships among various symmetric 
matrices, thereby high-lighting a very useful property of 
invariance among certain factor analytic methods. He approa-
ched the problem of determining common factors from the same 
direction as Rao (1955)-did in the development of canonical 
factor analysis. 
Observing that the number of real, nonzero canonical corre-
lations equals the number of roots of U- 1 RU- 1 that are 
greater than one, and also equals the number of positive 
·roots of R-U 2 , Harris deduced that the specific elements 
of U2 determines both the sum of the roots of U- 1 RU and 
the number of real, nonzero canonical correlations. He then 
- remarked that Guttman proved in the development of his image 
analysis that, by using the squared multiple correlations as 
estimates of communality, the number of nonnegative roots of 
R-U 2 forms a "best" lower bound to m, the rank of the 
observed correlation matrix. 
Harris then transcribed Guttman's image theory as follows. 
He defined the scores on the image variables as 
M = (I-U 2 R- 1 )Z , (2.11.1) 
where Z is such that ZZ' = R, and the scores on the 
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anti-image variables as 
(2.11.2) 
He then generated the following symmetric matrices: 
Guttman's image covariance matrix; 
Guttman's anti-image covariance matrix; 
zz· = R , 
the observed correlation matrix; 
MA I = AM I = u 2 - u 2 R- 1 u 2 
MZ I = z M I = R- u 2 and 
AZ I z A I = U2 • 
Factorizing these matrices resulted in the following repre-
sentations: 
R factors in to UQ [ b. ]Q'U 
1 
u2 factors in to UQ [ . ]Q'U 
R- U2 factors into UQ [ b . -1 1 JQ'U 
G factors i·n to 
. r(bi-1) 
]Q'U --~-- UQ L b i 
r ·factors into uqr 1 ]Q'U L ~ 1 
AM' r~A • factors in to 
r(bi-1) lq·u = UQl b. J 1 
where 
Q = complete set of characteristic vectors of U- 1 RU- 1 , 
and the internal matrix i s a diagonal matrix of the roots 
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b., or of functions of them. 
1 
Hereby, Harris proved that all the matrices, except for 
R-U = Mz• and zA•, could be expressed in the form 
(2.11.3) 
where S~ differed for R,U 2 ,G and r, but was always a 
diagonal matrix of the square roots of the elements of the 
a p p r o p r i a t e i n t e r n a 1 m a t r i x . H e t h -u s s h o w e d t h a t 11 ul.l .{. n g 
Rao'l.l p.tU.nc..-i..paf :to de...tu:.ve.. fiac.:toJtl.l fi,olt e..ac.h me..mbe..Jt ofi :the. 
l.lyl.l:te..m ofi ma:t.tU.c.e..l.l Jte..l.lu.f.:tl.l .-i..n fiac.:toJtl.l !Jolt R, U2 , R-U 2 , G, r 
and :the. ma:t.tu:.x AM' :tha:t aJte.. .6.-i..mpfy Jte...ta:te..d :to e..ac.h o:the..Jt, 
by a c.hange.. ~n J.Jc.afe.. ofi :the. c.ofumnl.l .•••• Thul.l :the. vaJt.-i..ab.f.e..l.l 
Z, A, a11d M may be. e..xplte..l.ll.le..d .-i..n :te..Jtml.l ofi :the...-i..Jt (d.-i..fifie..Jt.-i..ng) 
b a c. :tO}(_/.) b U:t :the_ I.J arne_ b a C.:tO Jt I.J C.O }(_e_/.) , II 
2.12 Indeterminancy .of Factor Solutions and the Canonical Form 
By factor analyzin~ a given correlation matrix one may come 
up with an indeterminate number of different factor solutions. 
This is because, although a factor solution determines the 
m-dimensional common-factor space uniquely, it does not 
determine the exact positions of these factors and hence the 
factor loadings a. are not unique. JP This problem of lack 
of uniqueness occurs when determining the initial factor 
solution, as well as at the stage of rotation to a more in-
terpretable solution. 
The indeterminancy at the initial stage can be overcome by 
rotation to canonical form, which is just a well-defined 
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mathematical form in which equivalent solutions are identical, 
although they might have appeared quite different before the 
rotation. The procedure is as follows: 
Let 
then 
A = arbitrary form of factor matrix (nxm), 
../ 
B = canonical form of factor matrix (nxm), 
T = orthogonal transformation matrix (mxm), 
B = AT 
where T can be shown to be the matrix of corresponding 
eigenvectors of the matrix A'A. 
An exception to the general rule is ·the principal factor 
method, which produces a unique initial solution. The 
indeterminancy at the rotation stage, however, still remains. 
2.13 Motivation Behind the Rotation of the Initial 
Factor Pattern 
The general factor analysis model describes an observed 
variable linearly in terms of a number of hypothetical common 
factors and a unique component. The number of common factors 
involved in the description of a variable is called its 
"complexity". To ease the interpretation of factor analysis 
solutions, the complexity of each variable should be low. 
The ideal solution would be a uni-factor solution, i.e. one 
in which each variable would be of complexity one. This is 
hardly ever possible in practical situations but it is with 
this objective in mind that Thurstone (1947) proposed the 
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"simple structure principles". They can be summarize~_ as 
follows: 
(i) Each row of the matrix should have at least·one zero. 
(ii) If there are m common factors, each column of the 
factor matrix should have at least m zeroes. 
(iii) For every pair of columns of the factor matrix there 
should be several variables whose entries vanish in 
one column but not in the other. 
(iv) For every pair of columns of the factor matrix, a 
large proportion of the variables should have vanishing 
entries in both columns when there are four or more 
factors. 
(v) For every pair of columns of the factor matrix there 
should be only a small number of variables with non-
vanishing entries in both columns. 
Such a desired final solution is obtained through transfor-
mations of the initial factor solution, where the transform-
ation usually involves an orthogonal or oblique rotation from 
the initial set of reference axes to a different set. The 
derived solution is known as a multiple factor solution and 
if it satisfies the five simple structure criteria, the 
graphical plot will have the following characteristics: 
(i) many points near the two final factor axes; 
(ii) a large number of points near the origin; and 
(iii) only a small number of points removed from the origin 
and between the two axes. 
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The simple structure principles are just another way of 
stating the principle of parsimony. The rotational problem 
) 
is mainly concerned with assigning a precise math~matical 
meaning to the measure of parsimony. 
2.14 Objective Orthogonal Multiple-Factor Solutions 
In this section the following notation will be employed. Let 
A = (a . ) ' the initial factor matrix, JP 
B = ( b . ) ' the final factor matrix, JP 
T = ( t qp) ' the orthogonal transformation matrix, 
so that 
B = AT . (2.14.1) 
Applying an orthogonal trans1ormation to the initial factor 
matrix does not affect the communalities of the variables 
and hence 
,m l b~ = ,m 1 a~ = h~ ' f·p= JP Lp= JP J j=l, ... ,n. (2.14.2) 
The squared communality of any variable also remains ·constant, 
viz. ' 
( \m bz \z = Lp=l jp) ,m b~ + 2'm b~ b~ Lp=l JP Lp<q=l JP Jq = constant 
(2.14.3) 
Summing equation (2.14.3) over the n variables, gives 
,n ,m b 4 2'n ,m b~ b~ =constant. L.j=lLp=l jp + l·j=lLp<q=l JP Jq (2.14.4) 
Thus maximisation of one of the terms is equivalent to mini-
mization of the other term, and either term, or some function 
of these terms, could serve as a precise measure of parsimony. 
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Ferguson (1954) proposed the sum of squares of products of 
the coordinates as a measure of parsimony. This measure for 
the case of n variables and m orthogonal factQrs, is 
(2.14.5) 
involving m(m-l)/2 sums of n pairs of coordinates. This 
implies minimisation of the second term of equation (2. 14.4), 
or equivalently, the maximisation of 
Q = \n \m b4 Lj=lLp=l jp (2.14.6) 
Neuhaus and Wrigley (1954) proposed that the variance in the 
distribution of squared factor loadings should be made a 
maximum, i.e. maximise 
M = l \n \m b'+. ( b- ) 2 m n L j = 1 L. p = 1 J p - 2 ' (2.14.7) 
where 
\n \m b2 
mn Lj=lLp=l jp 
which remains constant under orthogonal transformation. 
Ca~roll (1953) proposed the minimisation of some sort of 
' 
inner-product of the columns of the final factor-structure 
matrix, viz., 
N = \n \m b~ b~ Lj=lLp<q=l JP Jq (2.14.8) 
Saunders (1953) proposed as a criterion for a simple structure 
solution that the kurtosis of the doubled frequency distri-
bution of rotated factor loadings be a maximum, viz., 
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If a uni-factor solution was practically possible, the var-
iance of each variable would result from only one factor 
loading. With this objective in mind, a final factor solu-
tion with maximum inequality in the distribution of the 
variance among the several factors for each variable in the 
factor pattern, is usually aimed for. This objective is 
explicitly stated in the criterion developed by Neuhaus and 
Wrigley, but since from equation (2~ 14.4) it follows that 
all four criteria (Q, M, Nand K) lead to identical results 
for an orthogonal solution, the objective can equivalently 
be described by any one of the four criteria. It is known 
as the QUARTIMAX criteria~. The theoretical development of 
a computational procedure for the quartimax criterion will 
not be discussed here. 
While the quartimax criterion emphasizes the simplification 
of the description of each row, or variable, of the factor 
matrix, Kaiser (1958) developed a criterion in which he put 
the emphasis on the simplification of the columns, or factors. 
The simplicity of a· factor p is defined as the variance of 
its squared loadings, i.e., 
s2 =- \n (b2 )2 :... _1 ("n b2 ) 2 p n Lj=l jp 2 L.j=l jp 
n '· 
p = 1, ... ,m . 
Maximising the variance of a factor will improve its inter-
pretability since it will cause its components (the b 1 s) 
towards unity and zero. Maximum simplicity for a complete 
factor matrix is thus obtained by maximising the sum of the 
individual simplicities, viz., 
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s2 \m s2 = l\m \n b4 - __ 1 \m (\n b2 \ 2 
= Lp=l p nLp=lLj=l jp 2t.p=l\_L-j=l jp) 
n 
(2.14.10) 
This is known as the 11 RAW 11 VARIMAX CRITERION. 
Both the quartimax and 11 raw 11 variance criterions are biased 
towards the more prominant factors in that these factors 
have larger values in both the large and small factor load-
ings than their counterparts in the less prominant factors~ 
Kaiser related this bias directly to the size of the commu-
nality of each variable, since each variable contributes to 
S2 as the square of its communality. He thus corrected for 
this bias by weighting the variables equally and so derived 
his (NORMAL) VARIMAX CRITERION as the maximisation of 
V = \m \n (b /h )4 -(\m \n b2 /hJ~\) 2 
nlp=lLj=l jp j Lp=l lj=l jp (2.14.11) 
Kaiser also proved an additional property of the v~rimax 
method for a special case, namely that "the. vaJt,lmax .6olution. 
batte..Jty." This principle of factorial invariance was 
stated by Thurstone (1947) as "a 6undame.n.tal Jte.qu,lJte.me.n.t ofi 
a .6uc.c.e..6.66ul 6ac.;to.Jt,{_af me.thod." Kaiser suggests that this 
criterion may even be a possible improvement to the simple 
structure criterion. 
A general class of orthogonal criteria can be constructed 
from a weighted composite of the quartimax and varimax 
criteria, namely, 
aQ + BV = maximum, 
where 
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Q is from equation (2.14.6), and 
V is the raw form of the varimax criterion, multiplied 
by n. 
This is known as the ORTHOMAX criteria and may be explicitly 
written as 
,m (,n b~ _ y(,n 
Lp=l\l.j=l JP n\Lj=l 
where 
y = S/(a+S) 
b~ ) 2 ) = maximum , J p' (2.14.12) 
When y = 0, equation (2. 14. 12) is equivalent to the quarti-
max criterion, y = 1 gives the varimax criterion, and 
y = m/2 is known as the equamax criterion. 
2 , l 5 0 b j e c t i v e 0 b l i g u e M u l t i p l e -Facto r So] uti on s 
In this section the restriction of orthogonality is removed, 
with the result that the four criteria derived in the pre-
vious section (Q, K, M, N) are no longer equivalent, and 
each method is not immediately generalizable to the oblique 
case. The following notation will be employed. Let 
A = (ajp), the initial factor matrix, 
v = (vjp), the fin a 1 factor matrix, 
fl. = (>.qp)' the oblique trans formation matrix, 
so that 
v = A fl. . (2.15.1) 
The oblique transformation matrix fl. which will carry A 
into V such that V satisfy the criterion K = maximum, 
proposed by Saunders (1953), is known as an OBLIMAX solution, 
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and K may be expressed in terms of such an oblique solution 
as 
(2.15.2) 
Note that K is now not equivalent to Q. 
By removing the restriction of orthogonality from the cri-
terion N, suggested by Carroll, a QUARTIMIN solution is 
derived by minimising 
N = \n \m v2 v2 
Lj=lLp<q=l jp jq (2.15.3) 
By considering his quartimin criterion and Kaiser's oblique 
version of the varimax criterion, Carroll (1960) derived a 
general class of methods involving oblique factors and a 
minimising criterion which he called OBLIMIN methods. Re-
laxing the restriction of orthogonality on the raw varimax 
criterion yields the minimization of 
C* = \m ( \n 2 2 \n v2 \ v2 ) Lp<q=l\ nLj=l vjpvjq - Lj=l jp[j=l jq (2.15.4) 
which is in fact the minimization of the covariances of 
squared elements of the factor structure V. The corres-
ponding normal oblique varimax crite~ion is 
c = \ m 1 [ n \ ~- 1 ( v ~ I h ~ ) ( v 2 I h ~ ) - \ ~ 1 v ~ I h ~ \ ~ 1 v ~ I h ~ ] Lp<q= LJ= JP J jq J LJ= JP JLJ= Jq J 
(2.15.5) 
Since covarimin tends to be "too orthogonal" and quartimin 
"too oblique", Carroll (1957) proposed the following 
BIQUARTIMIN criterion as a compromise: 
B* = N + C*ln = minimum . (2.15.6) 
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Permitting varying weights of the quartimin and covarimin 
components yields 
B* =aN + SC*/n = minimum (2.15.7) 
The general OBLIMIN criterion is given by 
B* = \m ( \n vz vz _ \n vz \ .. 2 ) /.p<q=l nLj=l jp jq YLj=l jpLJ~lvjq . (2.15.8) 
where 
a = S/(a+S) . 
For normalized loadings, 
B = \m r n\n (v 2 /h 2 )(v 2 /h 2 ) - y\~ 1 v~ /h~\~ 1 v~ /h~Jl Lp<q=ll Lj=l jp j jq j LJ= JP JLJ= Jq J 
(2.15.9) 
When y =1 B* = C*, y = 0 gives B* = K, and y = ~ 
results in the biquartimin criterion. 
Since the primary factor pattern, P, and the final multiple 
factor solution, V, are simply related by 
P = VD- 1 or V = PO, 
it follows that simplifying P is equivalent to simplifying 
V. Jennrich and Sampson ( 1966) approached the problem of 
deriving a simple structure solution by developing a criterion 
involving the primary factor-pattern coefficients. By re-
placing the vjp in equation (2. 15.8) by these primary-
factor-pattern coefficients, he arrived at the DIRECT 
OBLIMIN criterion, viz., 
F(P) = \m ("n bz bz - .o_tn bz \n bz \ Lp<q=l Lj=l jp jq nL·j=l jpLj=l jq)' (2.15.10) 
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2.16 Orthoblique Method of Rotation 
Harris and Kaiser (1964) developed a procedure for arriving 
at an oblique solution by making use of orthogonal trans-
formation matrices and positive-definite diagonal matrices. 
From fundamental factor theory it follows that the matrix 
of reproduced correlations, R, can be expressed in terms 
of a direct orthogonal factor solution, A, as 
A 
R = AA' 
The principal factor method gives 
where A is the diagonal matrix of the m nonzero eigen-
values of R, and 
Q is the vector of corresponding normalized eigen-
vectors. 
Thus 
Using orthogonal matrices T and positive-definite matrices 
D, both types of order m, Harris and Kaiser showed that 
Clearly, the expressior. i'n the last set of parentheses is 
the transpose of the expression in the first set, so that 
R = P¢P' 
where 
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and the oblique structure, 
represents the entire class of orthoblique solutions. Dif-
ferent choices of T1 , T2 and 02 lead to different solu-
tions. 0 1 is merely a scaling matrix to ensure that ¢ 
has unities in the diagonal and is thus a proper correlation 
matrix. 
2.17 A Second Generation Little Jiffy 
In 1964 at a meeting of a "Working Group in Factor Analysis", 
Henry Kaiser's reply to a question about what factor anatysts 
actually do in practice was, "pn.-i.n.c..-i.pa.l c.ompone..n..t.o w.-i..th 
a..o.ooc..-i.a.te..d e...-i.ge..n.va.lue...o gne..a..te..Jt .than. on.e.. dollowe..d by n.oJtma.l 
ua.Jt.-i.max Jto.ta..t.-i.on.." Because of its stark contrast to the 
highly involved theoretical issues of modern factor analysis 
with which they were concerned at the time, they called this 
simple procedure "Little Jiffy". Six years later in Sep-
tember 1970, in a presidential address at the annual meeting 
of the Psychometric Society, Kaiser (1970) presented his 
"Second Generation Little Jiffy". This was essentially a 
polished version of the original Little Jiffy in which he 
suggested the most practical solutions to the basic pro-
blems of factor analysis. 
In the development of this new procedure, Kaiser was the 
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whole time governed by two principles, the first of which 
implied the avoidance of crucial decisions and the second 
requiring the adherence to simple straightforward_mathematics. 
His solutions to the four basic problems in factor analysis 
were as follows. 
Problem l. To determine the sampling adequacy of factor 
analytic data matrices. 
Kaiser tried to develop a quantitative expression for 
Guttman's measure of sampling adequacy, namely that R - 1 
should be near-diagonal. Using the anti-image intercorrela-
tion matrix, 
- 1 Q = SR S , 
he arrived at 
MSA = l - ~ ~ q~k/"'i "'i rJ2.k 
jj:k J jj:k 
or for each variable separately, 
MSA(J) = l -
Clearly, -oo < MSA < l, and it turned out that good factor-
analytic data is suggested by a MSA in the .80's, while for 
really excellent data MSA should be in the .90's. MSA was 
proved to be a function of four main effects. Holding the 
others constant, it can be shown that 
,(i) MSA improves as the number of variables, p, 
increases, 
(ii) MSA improves as the (effective) number of factors, 
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q, decreases, 
(iii) MSA improves as the number of subjects, n, in-
creases, and 
(iv) MSA improves as the general level of correlation,· 
r, increases. 
Pro b l em 2 . In i t i a l Factoring. 
Of the three exploratory factor analysis models, 
(i) component analysis, 
(ii) common-factor analysis, and 
(iii) image analysis, 
Kaiser opted for image analysis because it seemed to him to 
be an ideal compromise between component and common-factor 
analysis. Like component analysis it satisfies the second 
principle in that it is mathematically simple, and further-
more, as the number of variables approaches infinity, image 
analysis and common-factor analysis become equivalent. In 
addition, by choosing image analysis, Kaiser was also pro-
ceeding in accordance with his first principle since 
Harris (1962) showed that all three methods have the same 
factors (though different loadings) and thus "Harris factors" 
are model-free. 
Problem 3. The number of Harris factors. 
Harris (1962) suggested Guttman's lower bound, namely the 
number of eigenvalues of R-5 2 greater than zero, as the 
"natural" number of factors to retain. It has been shown 
that this criterion leads to too many factors, and although 
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too many factors can do no harm when using either image or 
common-factor analysis followed by orthogonal rotation, as 
soon as the reitriction of orthogonality is removed, inter-
pretation problems arise. 
Kaiser arrived at another rule for the original Little Jiffy 
by using the expected value of the sum-of-squares of the 
projections of the test vectors, representing the original 
variables, on a unit-length factor vector, with common 
origin, as this factor sweeps over the entire space. For 
Little Jiffy this sum-of-squares turned out to be equal to 
one, which suggested that a factor should be retained "..t6 
the ~um-ofi-~quafte~ ofi the pftoje~t..Lon~ ofi the te~t veetoft~ on 
..Lt.{.~ gfteateft than one." Applying the same procedure to 
component and common-factor analysis, but not, however, to 
image analysis, it turns out that only tnose factors greater 
than the mean eigenvalue of S- 1 RS- 1 should be retained. 
Although Kaiser was not able to prove it, practical examples 
suggested that this new rule always results in fewer or just 
as many factors as the original rule. There also exists the 
slight possibility that in rare cases this rule may prove to 
be too conservative. 
Problem 4. The Transformation Procedure. 
A special case of the orthoblique method of rotation which 
applies an orthonormal transformation T to the unit-
length eigenvectors E, apparently always transforms the 
axes in the right directions to obtain a best simple 
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structure. It also adheres closely to the two principles 
stated above in that the unit-length eigenvectors are the 
same under all three mathematical models, and the T are 
generated by raw quartimax procedures, which is the simplest 
of the orthomax criteria and actually implies at the same 
time obtaining a varimax or any other orthomax solution. 
In trying to solve Thurstone's (19~7) famous box problem, 
Kaiser abandoned his first principle completely and after a 
lot of trouble involving complicated winscrizing procedures, 
arrived at a solution which correlates 90% with the original 
orthoblique method. 
Finally, to find the intercorrelation matrix of the factors, 
the first principle had to be abandoned once more since the 
elements of this matrix are functions of the eigenvalues, 
which are not the same for the three different methods. 
I 
Similarly, the factor score matrices for the three models are 
also different. 
Thus Kaiser's Second Gener~tion Little Jiffy represents an 
excellent agglomeration of factor analytic techniques and 
provides a very general and practical procedure. 
3. 1 
CHAPTER 3 
A FACTOR ANALYSIS OF SHARES 
LISTED ON THE JSE 
3.1 Introduction 
It is generally known that prices of stocks move together and 
hence there is considerable speculation about the movement of 
the market as a whole. However, averages, indexes and separ-
ate analysis of industrial, gold, mining or financial sectors 
indicate that, apart from being influenced by the general 
movement of the market, stocks tend to group together accord-
ing to ,the similarity of their performance. What is more, it 
is usually assumed that these groups of comoving shares corres-
pond to the industry classifications to which the shares belong. 
Investors usually try to minimize the risk involved in obtain-
ing their desired returns by diversifying their portfolios. 
\ 
Since effective diversification is only achieved by investing 
in stocks that do not fluctuate in a similar way, it is im-
portant to test whether the assumption of the grouping of 
shares according to their industry classification is statisti-
cally sound. 
3. 2' King • s Study of the NYSE 
King (1966) used factor analytic techniques to determine 
firstly whether security price changes could be sufficiently 
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accounted for by three effects, namely a market effect, an 
industry effect, and an individual firm effect, and secondly 
if this proved to be the case, to determine ".to wha.t e.x.te.vt.t 
do .the. ivtdu~.thy-like. Qlu~.te.hivtg wi.thivt .thi~ e.vt~e.mble. ofJ ~iQ.ty­
.thhe.e. ~e.Quhi.tie.~ QOhhe.~povtde.d .to .the. ~ix .two-digi.t SEC Qla~~i­
fJiQa.tiovt~ he.phe.~e.vt.te.d .the.he.ivt." 
As his basic data King used the monthly rate of return. This 
was derived from the actual prices as follows. If Pjk = 
price of security j at end of month k, then Pjk-Pjk-l is 
the actual monthly price change. In order to make this in-
dependent of the magnitude of the price, the change in the 
logarithm of the price is usually used, i.e. 
log Pjk - log Pjk-l 
and thus the random variable describing monthly returns is 
given by 
His data comprised of monthly closing prices of sixty-three 
securities listed on the New York Stock Exchange continuously 
for the time period May, 1927 through December, 1960. This 
resulted in four hundred and three changes in log price (or 
equivalently, rates of return) for each security. The se-
curities represented six different SEC industry classifica-
tions, viz., 
(1) Tobacco 
(2) Petroleum products 
(3) Metals (ferrous and non-ferrous) 
(4) Railroads 
(5) Utilities, and 
(6) Retail Stores 
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To investigate the stability of both his data and the factor 
analysis results over time, he divided his total period of 
observations into four subperiods of about one hundred and one 
months each, and performed the analysis for the total period, 
as well as for each of the subperiods. 
King used the squared multiple correlation coefficients, R~, 
J 
resulting from the regression of each variable on the remain-
ing sixty-two as the initial estimates of communality. The 
R~ could then be considered as estimators of the degree of 
J 
affiliation to the market, or equivalently, of the variance 
due to communality. Analysis of the R~ 
J 
for each security 
and over all four subperiods showed a general weakening of 
combvement at time progressed. 
period was 0.72~~ 
The mean R~ 
J 
for the total 
To extract a market component from his data, King used two 
different methods of factor analysis. The first was the cen-
troid method. This method provided a computational compromise 
for the principal factor method before the general availability 
of computers and, as the name indicates, is closely related to 
the mechanical concept of a centroid or centre of gravity. 
This involved a regression of each stock on the standardized 
cross-sectional mean. 
King called his second method the "Guttman-Harris 11 technique, 
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referring to Harris•s (1962) refinement of previous work done 
by Guttman (1953) and Rao (1955). His main reason for using 
this latter method, was that it rescales the observed corre-
lation matrix in the metric of the variable set•s estimated 
uniqueness, thus preventing "vaJtiab.te...o with .lange. c.ompone..n:t.o 
o6 unique. vaJtianc.e.. 6Jtom playing an inoJtdina:te.. Jto.te.. in :the. 
c.ompo.oi:tion o6 :the. 6iJt.o:t c.ompone..n:t." 
Both methods resulted in very similar first-factor loadings. 
For the overall period the first-factor accounted on the 
average for '52% of the total variance, implying that· about 
half of a typical stock•s price variations was due to changes 
in the over-all market. The difference between the percentage 
of variance explained by the market, indicated an upper bound 
of approximately 20% for the possible effect of industry 
groupings on the total variance. 
By removing the market effect from the data, King now formed 
a new matrix, 
where G was the original covariance matrix, and a 1 de-
notes the column vector of first factor loadings. This was 
called the "ma:tJtix o6 Jte...oidua.t c.ovaJtianc.e...o a6:te..Jt Jte..mova.t o6 
:the. maJtke..:t 6ac.:toJt" and was subsequently analyzed using three 
different techniques. 
K i n g c a 11 e d t h e f i r s t t e c h n i q u e t h e 11 q ui c. k and diJt:t y 11 me t h o d 
of factor analysis. This basically involved transforming the 
residual covariance matrix into a correlation matrix and then 
performing an ayerage linkage clustering of the variables in 
terms of these residual correlations. He did not use any 
stopping rule but allowed the clustering procedure_to be re-
peated until all the variables were grouped into one super-
cluster. At the end of fifty-six iterations the groupings, 
or clusters, corresponded exactly, to the SEC two-digit 
classifications, thus providing King with a very significant 
proof of industry comovement. 
The second method employed by King in the analysis of the 
residual covariance matrix, was the multiple-factor method. 
This method involves .the factoring of a covariance or corre-
lation matrix into several multiple factors simulteneously 
and results in factors which are usually oblique to one 
another. It depends on an a priori grouping of the data (the 
SEC-industry classifications in King•s case). It is now 
mainly of historical interest and is only used in cases where 
a specific hypothesis involving groups of variables is tested. 
The results obtained from this method once again verified the 
_very significant grouping of stocks into their SEC-industry 
classifications. 
The last method used by King, was the further implementation 
of the Guttman-Harris technique followed by Kaiser•s Varimax 
method of orthogonal rotation. In contrast to the multiple-
factor method, this method takes no account of any a priori 
knowledge of structure. The results showed considerable 
variation in the component contributions over time. For the 
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overall period, the first seven components accounted for 91 ~5% 
of the common variance. However, especially for the latter 
subperiods, it seemed as if a greater number of factors was 
required in order to explain the comovement. Once again King 
was able to identify the SEC-industry classifications in the 
solution for the over-all period. 
This lead King (1966) to conclude perhaps a trifle over-
confidently, that "gJLoup.,[n.g a.c..c..oJLdin.g :to :two-digi:t in.du.o:tJL.,[a.l 
c..la..o.o.,[6ic..a.:tion..o i.o .oo .o:tJLon.g :tha.:t a.lmo.o:t any method o6 6a.c..:toJL 
a.n.a.ly.oi.o would bJL.,[n.g i:t ou:t." 
3.3 Resemblance between the present study and that of King 
With the same objective as that of King in mind, namely the 
testing of the statistical significance of grouping shares by 
their industry classifications, King's analysis was repeated 
for a selection of ·shares listed on the Johannesburg Stock 
Exchange (JSE). There were, however, a few differences be-
tween King's study and this study. 
Firstly, a smaller number of shares (49) was used. Secondly, 
the time period was shorter, namely, March 1973 to June 1981. 
The reason for this shorter time period was due to restricted 
availability of data. As a result of this, weekly instead of 
monthly rates of return had to be used to ensure that, when 
the data set was divided into subperiods, the number of ob-
servations (weekly returns) still exceeded the number of 
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variables (shares). The data set did, however, correspond to 
King•s in that it too satisfied the objective of getting a 
representative number of shares in each of seven i~dustry 
classifications. 
The other main difference was the specific factor analytic 
techniques used. King employed the centroid method to ex-
tract the market component and later forced a multiple-
factor solution -on the residual covariance matrix. Both these 
methods are now of historical interest and have been replaced 
by the principal-factor method. 
The multiple-factor analysis, of the residual covariance matrix 
provided King with the most significant back-up for his con-
clusions. In his criticism of certain aspects of King•s 
study, Meyers (1973) identified the use of the multiple-factor 
method as the "pnlmany bahlh 6on exaggena~lon o6 ~he h~neng~h 
o6 lnduh~ny 6ac_~onh." In the light of the above discussion, 
and also because computer programs for the implementation of 
the centroid and multiple-factor methods were not ~eadily 
available, these two methods were replaced by the principal-
factor method of factor analysis. 
The Guttman-Harris technique employed by King also forms the 
basis of the method of initial factor-extraction used by 
Kaiser (1970) in his Second Generation Little Jiffy. King 
employed the varimax method of orthogonal rotation on his 
Guttman-Harris solution but remarked that it would be inter-
esting to see the effect of oblique rotations on the factor 
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pattern. In this study the third method of analyzing the 
residual covariance matrix thus comprised of an initial factor 
extraction using Little Jiffy, followed by a varimax rotation, 
as well as the Kaiser-Harris orthoblique rotation, which is 
also the method of rotation usually employed by Little Jiffy. 
The BMDP (1977) statistical package was used for the cluster 
analysis (P1M) and for two of the methods of initial factor 
extraction (P4M). Since only the totation of the second and 
subsequent factors was of interest, the STATJOB-ROTATE 1 
(1974) package had to be used for determining the derived 
solutions, since BMDP does not allow for a choice of which 
factors to rotate. 
3.4 The Data 
Weekly rates of return were used for the period March 1973 to 
June 1981. Since the data available comprised weekly prices, 
the weekly returns were calculated as 
Zit= log(Pit) - log(Pi(t-l)) , 
where Pit = price of share i at end of week t. 
The data comprised of forty-nine shares from seven different 
sectors of the JSE, with seven shares per sector. These are 
listed in Appendix A. 
To test the stability of the factor analysis over time the 
over-all time period was divided into two subperiods, viz., 
(i) February 1973 to March 1977, and 
(ii) April 1977 to June 1981. 
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The analysis was repeated for the total period, as well as for 
each of the two subperiods. Because of the very dominant 
effects of the gold and coal shares, the analysis was also 
repeated with the gold and coal shares excluded. 
Note that all tables and figures referred to in the subsequent 
sections of this chapter are to be found in Appendix B. 
3:5 Estimation of Communalities and Determination of Market 
Effect 
For both methods of factor analysis the squared multiple corre-
lations, obtained from regressing each variable on the remain-
ing 48 variables, were used as initial estimates of communa-
lity. Table 1 shows the R~ for each variable for the total 
J 
period, as well as for each of the two subperiods. It also 
shows the average R~ 
J 
the overall average. 
On~ may interpret R~ 
J 
liation with the rest 
seen that i n general 
Analyzing the R~'s 
J 
for each industrY classification and 
as an indicator of the degree of affi-
of the market. From Table 1 i t can be 
the gold shares have the highest R ~ Is. 
J 
over time seems to indicate a downward 
trend in the strength of affiliation with the market. The 
average value of R~ for the total period is .j5801, indica-
ting that on average about 36% of a share's variance is due 
to its comovement with other shares. The discrepancy between 
the mean for the total period and the mean of the two sub-
periods (.4j515) is due to the fact that R~ 
J 
calculated 
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using N observations is not a linear function of R~(1); 
calculated using n1 observations and R~(2) 
J 
using nz observations, where n1 = nz = N. 
calculated·-
It is generally assumed that the major portion of a share•s 
variation in price is due to th~ over-all effect of the 
market. Since the first factor resulting from any factor 
analytic method is always determined so as to either extract 
the maximum variance from the observed data, or to exhibit the 
highest correlation with the observed data, the first factor 
was considered to denote the general market effect. 
Table 2' shows the percentage of variance explained by the 
first factor which was calculated as 
(j = 1, ... ,49)' 
where aj 1 = loading of shar~ j for first factor. 
The results generated by both the principal-factor method and 
Little Jiffy for the total period, as well as for the two sub-
periods are given. In addition, Table 2' also shows average 
percentage contributions for each industry classification and 
for the whole market. 
In all cases the gold shares seem to be closest to the market. 
On the average, it can be s~en that about 40% of the total 
variance of the gold shares is accounted for by the first 
factor. The results for the first subperiod as generated by 
Little Jiffy show this figure to be as high as '54%, compared 
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to relatively small percentages for the other indus~ry groups. 
Thus in this case the first factor seems to be more of a gold 
factor than an overall market factor. This is proba~ly also 
the reason for the lower overall average percentage for this 
period as given by Little Jiffy. 
From the overall averages for the total period it can be con-
cluded that the market accounts on the average for about 16% 
of the total variation in weekly returns of shares. The 
difference between the percentage of variance due to commun-
ality, as given by "R::, 
J 
and the percentage of variance due 
to the market, can be determined as being equal to 36% - 16% 
= 20%, If industry effects can thus be proved to be present, 
this figure can be regarded as an upper bound of their possible 
contribution to the total variance. 
3.6 Direct Analysis of the Residual Covariance Matrix 
By removing the market effect, the original covariance matrix 
can be transformed to a new matrix, 
whose e l·e men t s -can be referred - to- as res i d u a 1 co variances ; -
This new matrix was subsequently analyzed to determine the 
comovement structure of the shares. 
If the hypothesis that shares move together according to their 
industry classifications is true, then by looking at the 
el~ments of the residual covariance matrix, one should observe 
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high within-group covariances in the sub-matrices along the 
diagonal, compared to low between-group covariances in the 
off-diagonal sub-matrices. Figure 1 shows the resjdual err-
variance matrix. All elements greater than .000 150 in abso-
lute value are encircled. It can be observed that 15 out of 
a possibl~ 12~~ entries are more than .000 750 in absolute 
value. In particular, all but two of the within-group co-
' -variances for the gold shares are encircled. For the coal 
and motor shares 12 and 8 entries respectively are greater 
than .000 i50. For the other industry classifications, only 
the self-covariances are encircled (with the exception of the 
covariance between the two chemical firms Lanchem and Triomf). 
Only 2' covariances from the off-diagonal sub-matrices are 
encircled. 
Hence it appears that the gold shares form a ~istinct group on 
their own with possible groupings of the coal shares and motor 
shares also being suggested~ There does not, however, seem 
to be any strong factor of comovement among shares from any 
of the other industry classifications. 
3.7 A Cluster Analysis of the Residuals 
An average linkage clustering was subsequently performed on , 
the residual covariance matrix. The procedure can be briefly 
summarised as follows. 
l. Convert the residual covariance matrix into a correlation 
matrix. 
3. 1 3 
2~ Combine the two variables/clusters with t~e highest pair-
wise correlation to form one group or cluster. 
3. Recompute the correlation matrix to make allowance for the 
correlation of the newly formed variable/cluster with the 
other variables/clusters. These new correlations are de-
fined as being equal to 
EE r . . j(I J) , 
1 J 
where variable -i is contained in the first cluster and 
variable j in the second cluster, and I and J are 
the number of variables in the two clusters. The summation 
is over all possible pairings of the variables between the 
two clusters. 
4. Repeat steps 2· and 3 until all the variables have merged 
to form one super-cluster. 
The cluster analysis results are shown in the dendrogram in 
. Figure 2~ The values at which the clusters were formed have 
been scaled so as to fall between 0 and 100, according to the 
following table. 
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Value Correlation Value Correlation 
Above = Above = Above Above 
0 -1.000 "55 . 1 0 0 
5 -.900 60 I .200 
1 0 -.800 65 .300 
1' 5 
-.700 70 .400 
2b -.600 15 .'sao 
25 -."500 80 .600 
30. 
-.400 85 .700 
35 -.300 90 .800 
40· -.2b0 95 .900 
45 -. 1 0 0 1 0 0 1 • 0 0 0 
50 .000 
Figure 2' shows how the gold shares form a very distinct group 
' 
on their own, having merged at correlations between .300 and 
.'500. The coal shares also form a group on their own_ with 
correlations between .100 and .'500. Looking at the groupings 
formed at values above '56, a group contai~ing '5 motor shares 
apart from one odd building share can be identified. The bank 
and building shares seem to cluster together in one big group. 
After ·this point the clusters become "diluted11 and no distinct 
groups emerge. 
3.8 Principal-Factor Analysis of the Residual Covariances 
The principal-factor method extracted four factors in the 
total period and five factors in each of the two subperiods. 
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The unrotated and varimax rotated factor patterns for the 
total period and the two subperiods are given in Tables 3 and 
5, 7 and 9, and 11 and 13; respectively. The fact~r loadings 
have also been sub-totaled for the different industry groups. 
These sub~totals are indicative of the impact of the respect-
ive factors on the specific industry groups but the signifi-
cance of their meaning is overriden by the magnitudes of the 
individual loadings. It should alsrr be noted that only the 
second and subsequent factors were rotated and therefore the 
varimax rotated factor patterns as given in Tables 5, 7 and 9 
do not include the first factor loadings. 
The first factor representing the influence of the over-all 
market has already been discussed. In addition to a market 
factor, the other factors can be identified as representing 
a gold, a coal and a motor factor, while a fourth factor is 
mainly due to variation in returns of the two chemical firms, 
Lanchem and Triomf. 
In the two subperiods the very large correlation of the gold 
shares with the market is illustrated by the high first factor 
loadings for these shares. It can also be seen that in the 
varimax rotated patterns, the gold shares have relatively 
high negative loadings for all the factors. All the factors 
can thus be regarded as made up of a small gold component in 
a~dition to any other identifiable components. In fact, in 
the second subperiod, instead of emerging as a distinct factor 
the effect of the gold shares is divided among the second to 
fifth factors in the varimax rotated pattern. The above 
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remarks serve to illustrate the very significant influence of 
gold on the market. 
Tables 4 and 6, 8 and 10, and 12 and 14 give the percentage 
contributions of the factors extracted in the total period and 
two subperiods respectively, to the communality and total 
variance. On the average, a gold factor plus a much smaller 
motor component contribute about 9% towards the total variance. 
A coal factor contributes a further 4,5% while the two chemi-
cal firms, Lanchem and Triomf, contribute about another 2%: 
Th~ ·weakening tif comovement over time is illustrated by the 
decline in the proportion of the total variance explained by 
the common factors - from 35,5% in the first subperiod to 
31,4% in the second subperiod. For the total period this 
figure is 30%, which is slightly less than was predicted by 
the mean R ~. 
J 
The two subperiods respectively show the 
11 industry factors" to account for more or less 18,4% and 16% 
of the total variance, while for th~ total period this value 
is about 14%. If the less interpretable factors during the 
subperiods are ignored these figures become more compatible. 
3.9 Analyzing the residual covariance matrix using Little Jiffy 
Little Jiffy extracted thirteen factors in the total period. 
The unrotated, varimax rotated and obliquely rotated factor 
patterns are given in Tables 15, 17 and 19, respectively. The 
same remarks concerning the representation as for the princi-
pal factDr analysis, apply to these tables as well. Tables 
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16, 18 and 20 give the corresponding percentage contributions 
of the factors to the communality and total variance. 
Apart from a market effec~, contributing 18% to th~ total 
variance, the other factors that can be identified are a gold 
factor, a coal factor and a motor factor. The sixth factor 
is mainly due to variation in returns of the two chemical 
firms, Lanchem and Triomf, wh~le no further interpretation of 
the other factors is possible. Their contribution to the 
total variance is in any case so small that they can be con-
sidered as being insignificant. 
Because of the orthogonality constraint inherent in the vari-
max rotation of the factors, the varimax rotated factor pattern 
gives the clearest indication of the relative importance of 
the various group effects that emerged. From Table 18 it can 
be seen that gold accounts for about 5% of the total variance. 
A coal factor contributes 3,4%, a motor factor 2,7% and a 
factor due to Lanchem and Triomf a further 0,6%. The other 
less interpretable factors together account for a further 4,8%. 
With the orthogonality constraint removed, the results for 
the obliquely rotated factor pattern show the above contri-
butions to be somewhat smaller since the effects of the groups 
are now divided among more than one of the factors. This is 
' particularly the case for the gold shares. The third factor 
can now be regarded as a small gold factor contributing 1,1% 
towards the total variance, while the residual effect of gold 
is now distributed among the other factors, as can be seen 
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from the relatively large negative loadings for the gold 
shares with all the other factors. The positive correlations 
among all factors, except for the correlations of the third 
factor with the others, as shown in Table 21, confirm the 
influence of gold on all the factors. 
In the first subperiod 12 factors were extracted. The results 
are presented in Tables 22 to 28, in a similar fashion as be-
fore. In addition to the market effect, the results once 
again show the emergency of a gold, a coal and a motor factor. 
The very high first factor loadings for the gold shares and 
the relatively high loadings for the other shares with both 
the first and second factors, seem to indicate the presence 
of two gold factors affecting the rest of the market, rather 
than a single market effect. Nonetheless, the first factor 
was again considered as representing a market effect and only 
the second and subsequent factors were rotated. 
From the results of the varimax rotation it can be seen that 
gold contributes 6% towards the total variance while a coal 
factor contributes 4% and a motor factor 2,7%. The other less 
interpretable factnrs together account for a further 6,2% of 
the total variance. These figures all include the effect of 
a small gold components whose presence is illu?trated by the 
consistent regative loadings of the gold shares with the 
other factors. 
When the orthogonality constraint is removed no single gold 
factor emerge. The effect of gold is now spread among all 
3.19 
the factors, as shown by the relatively large negative_ loadings 
of the gold shares with all the factors, in addition, of_ 
course, to the original impact of gold on the firs~ factor. 
The positive correlations among the second and subse~u~nt 
factors, as shown in Table 28, once again confirm the above 
remarks. 
The results for the second subperiod, as given in Tables 29 
to 34, also show 12 factors. Once again the gold shares have 
fairly high first factor loadings and the first and second 
factors both influence all the shares quite si'gnificantly but 
these effects are not as strong as is the case of the first 
subperiod. Apart from a market effect, a gold factor, a coal 
factor and a motor factor can be identified. A further factor 
can once again be attributed to the variation in returns of 
Lanchem and Triomf. 
In this subperiod, rotation to an orthogonal or oblique frame 
of reference did not change the picture significantly. It 
can be concluded that on the average gold contr.ibutes about 
10% to the total variance, while a coal factor accounts for a 
further 2,5 to 3%, a motor factor for about another 2%, and 
Lanchem and Triomf for about 1%. The other factors together 
contribute a further 4 to 6%. 
To summarize the results generated by Little Jiffy, it can be 
concluded that for the total period the common factors con-
tribute 31% towards the total variance. This is again 
slightly less than was predicted by the mean R~ 
J 
but is in 
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are given in Tables 35 to 37. These tables also show the 
percentage contributions of the factors to the communality 
and total variance. 
From these percentages it can be seen that the only signifi-
cant factor is in fact the market factor, accounting for 85% 
of the communality and 19% of the total variance in the total 
period. The contributions of the other factor(s) is insigni-
ficantly small and it seems to be mainly due to variation in 
returns of a few specific firms, especially Lanchem and Triomf. 
The smaller contribution of the first factor in the second 
subperiod and the emergence of one· extra factor is again an 
indication of the weakening of comovement with time. 
Little Jiffy extracted 11 factors in the total period and the 
two subperiods. Tables 38 to 40 show the unrotated factor 
I 
patterns and the percentage contributions of the factors to 
r the communality and total variance. 
Th~ first factor, representing the market as a whole,_once 
again seems to be the only really significant .factor. In the 
total period it accounts for 74% of the communality and 17% 
of the total variance. The decline in the corresponding 
figures for the two subperiods, from 66,8% and 19% in the 
first subperiod, to 56,5% and 16,7% in the second subperiod, 
again illustrates the weakening in comovement as time pro-
gressed. This also confirms the suspicion that the apparent 
stronger comovement reported by Little Jiffy for the second 
subperiod in the analysis of all the variables, was due to the 
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effect of the gold shares. 
The contributions of the second and subsequent factors are 
again insignificantly small. Apart from being able to dis-
cern a possible grouping of motor shares, as shown by factor .2 
in the total period and first subperiod, and factor 3 in the 
second subperiod, these factors are once again due to the 
variation in returns of a few specific firms. 
Because of the insignificant contributions of the second and 
subsequent factors compared to that of the first factor, it 
was decided that rotation of the factor patterns would not 
improve the results significantli. 
3.11 To Summarize 
From the various tables generated by the two different analytic 
techniques the following conclusions can be drawn. An over-
all market effect accounts for approximately 1~% of the total 
variance in weekly returns for shares· listed on the JSE. A 
further 14% of the variance can be attributed to common factors. 
The most significant common factor is the effect of gold on 
the market, while the coal shares, and to a certain extent the 
motor shares, also form distinct groups on their own. Apart 
from a linkage between the two chemical firms, Lanchem and 
Triomf, no further significant groupings into industry classi-
fications are apparent. 
The effect of gold on the JSE is further illustrated by the 
very high first factor loadings of the gold shares, indicating 
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that the movement of gold determines the movement of the market 
as a whole. The influence of gold extends to most of the 
other factors as well, as can be seen from the consistently' 
relatively high negative loadings of the gold shares with all 
the factors. Thus it seems that gold can possibly be regarded 
as the single effect on the market. 
The results generated after removal of the gold and coal 
shares further confirm the absence of any additional signifi-
cant groupings. One can thus conclude that the variance of 
shares listed on the JSE, with the possible exception of the 
coal and motor shares, is a function of only two components, 
viz., a gold-dominated market effect and a unique effect. 
This is in accordance with the assumptions inherent in 
Sharpe's diagonal model (1963) and seems to indicate that, 
for shares listed on the JSE, the division of the total risk 
associated with a share's return into a systematic component 
and an unsystematic component is justifiable. 
/ 
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CHAPTER 4 
A FACTOR ANALYSIS OF GOLD SHARES 
LISTED ON THE JSE 
4.1 Introduction 
Because of the very significant influence of gold on the JSE 
and the large gold mining sector, gold shares form a major 
part of most South African investors• portfolios. It was thus 
decided to analyse the gold shares on their own using similar 
techniques to those used in the analysis of the whole market. 
A list of the gold shares that was used in the analysis appears 
in Appendix C. It was thought that apart from a market effect, 
some of the characteristics of the gold mines, such as their 
location, life, ore grade, mining costs, profits, etc., would 
be identified as having an effect on the comovement of the 
gold shares. 
The information on the location of the mines, their group 
membership, life and in som~ case their ore grade were taken 
from a Quarterly Gold Review done by Simpson, Frankel and 
Kruger Inc. (1982). The information on the mining costs and 
profits came from various gold and uranium quarterly reports 
as published in the Financial Mail. It should be noted that 
the information for all the mines was not always available. 
Furthermore, especially for the later periods analysed, 
Elsburg and Western Areas, ~elkom and Western Holdings, and 
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Zandpan and Hartebeesfontein were often linked to each other, 
since the only significant assets for the first-mentioned 
company in each of the three cases were its shares in the com-
pany mentioned with it. 
The symbols which were used to describe the 1 i fe of the 
can be translated into years as follows: 
B Break-up = 1 + 5 years, 
s = Short = 6 + 10 years, 
M = Medium = 11 + 16 years, and 
L = Long = 17+20+ years. 
The analysis was repeated for two time periods, viz., 
( i) Apri 1 1968 to December 1971, and 
(ii) February 1973 to July 1981. 
mines 
The first period cnrresponds to a time when the modified gold 
standard, as designed by the Bretton Woods (Morgan'and Morgan, 
1976) agreement, which was aimed at stabilizi~g exchange rates 
and assuring a continual flnw of new gold into official re~ 
serves, was operational. By the early 1970's, however, the 
Bretton Woods Agreement had achieved quite the opposite and 
the USA's decision to renou~ce its obligation to sell gold at 
the official price of US $35 an ounce marked the beginning 
of the demonitisation process of gold (which was completed in 
1974-75). The second period of analysis thus corresponds to 
a period without any effective monetary control over gold and 
it was hoped that a comparison of the results of the two 
periods would throw light on any effect the abolishment of 
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an international gold standard had on the comovement of the 
gold shares. 
All tables and figures referred to in the subseque~t sections 
of this chapter are to be found in Appendix D. 
4.2 Analysis of the Gold Shares for the period April 1968 
to December 1971 
Figure 1 shows the dendogram resulting from the average-
linkage cluster analysis of the gold shares for the period 
April 1968 to December 1971. The values at which the clusters 
were formed have been scaled so as to fall between 0 and 100, 
according to the following table. 
Value Correlation Value Correlation 
Above = Above Above = Above 
0 -1.000 55 0.100 
5 -0.900 60 0.200 
1 0 -0.800 65 0.300 
15 -0.700 ·70 0.400 
20 -0.600 75 0.500 
25 -o.500 80 0.600 
30 -0.400 85 0.700 
35 -0.300 90 0.800 
" 40 -0.200 95 0.900 
45 -0.100· 100 1 . 0 0 0 
50 0.000 
The clustering process was thus carri~d out in a range of 
correlations between 0.100 and 0.800. 
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Table 1 shows the resulting groupings and indicates within 
what range of correlations these groupings were .formed. It 
also gives the most important information for each_ gold mine 
as reported in the gold quarterly report of December 1969 
(Financial Mail (1970)). Analysing the information given in 
Table 1, it is clear that none of the resulting clusters of 
g6ld ·shares showed common location.~ life, grade or any other 
characteristics for the individual members. 
The weekly returns of the gold shares for the above period 
were then factor analysed using Little Jiffy followed by both 
a vari~ax and .orthoblique rotation of the second and subse-
quent factors. Table 2 shows the unrotated factor pattern. 
Although nine factors were extracted, from the percentage con-
tributions of each factor to the communality and total 
variance it is clear that only the first factor is really sig-
nificant. It accounted for 75% of the communality and 33,4% 
of the total variance, compared to the v~ry small contribu-
tions made by the other factors. 
Nonetheless, the shares with relatively high loadings for the 
second and subsequent factors were identified and analysed 
to see whether any factor could be regarded as corresponding 
to a sp~cific characteristic of the gold mines. The charac-
teristic jnformation for the gold mines was again taken from 
the gold and uranium quarterly report of December 1969. This 
report is shown in Appendix E. Gold shares with relatively 
high loadings for a specific factor did-not, however, seem to 
have any characteristics in common. Analysis of the rotated 
I 
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patterns in Tables 3 and 4 shows that rotation to an ortho-
gonal or oblique frame of reference did not change the results 
at all. It can thus be concluded that for. the period April 
1968 to December 1971, any comovement of the gold shares was 
only due to their common affiliation to a market factor. 
4.3 Analysis of the Gold Shares for the period February 1973 
to July 1981 .•. 
Figure 2 shows the dendogram resulting from an average-linkage 
clustering of the gold shares for the period February 1973 to 
July 1981. The values at which the clusters were formed have 
been scaled in a similar manner as before and the clusters 
were formed at correlations ranging from 0.242 to 0.878. 
Table 5 shows the resulting groupings and indicates within 
what range of correlations the~e groupings were formed. It 
also gives information concerning the more important charac-
teristics of each mine~ The information on the location, 
group, life and grad~ characteristics of each mine was ob~ 
tained from Si~pson et al (1982) while the cost and profit 
columns came from the gold quarterly report of September 1980 
[Financial Mail (1980)). In all the tables the figures in 
brackets refer to statistics from one quarter earlier for 
profit and cost columns, and one year earlier for the grade 
column. 
It is immediately clear from Table 5 that shares clustered 
together according to the lucation of the mines. Other 
characteristics shared by all the mines in some of the clusters 
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can be seen to have been group membership and grade but since 
these do not appear consistent as common group characteristics, 
their apparent influence on some clusters was prob~bly due to 
their linkage with location. At the bottom of T~ble 5 is a 
list of the shares that showed no strong clustering with any 
other shares. It can be seen that all of these, with the 
exception of WSTNDP and AFRLEASE, are Rand ?ines. It can thus 
be said that although the Rand mine~ did not cluster together 
to form a group on their own, they did not show any strong 
links with any of the other groups either. 
The weekly returns of the gold shares for the period February 
1973 to July 1981 were then factor analysed using the initial 
factor extraction method of Little Jiffy followed by a varimax 
~nd orthoblique rotation of the second and subsequent factors. 
Table 6 shows the unrotated factor pattern. Four factors 
were extracted with the first factor markedly dominating the 
others .in importance. In fact, the large percentage contri-
butions of this factor to the communality and total variance, 
92% and 56% respectively, as compared to the very small con-
tributions made by the other factors, suggests that only the 
first factor can be considered as having had a significant 
influence on the weekly ~eturns of the gold shares. 
Nonetheless, the shares with relatively high loadings for the 
second and subsequent factors were again identified and 
analysed to see whether any factor could be regarded as corres-
ponding to a specific characteristic of the gold mines. The 
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characteristic information was obtained from the same sources 
as mentioned in the cluster analysis of the mines. In Table 
7 the shares with relatively high loadlngs for each factor 
have been listed together with their characteristic information. 
It is clear that mines which showed high loadings for a speci-
fie factor share, on the whole, a common location, or two 
locations in the case of both positive and negative loadings. 
This is especially true for factors 2 and 4. Factor 2 further 
seems to contrast low-profit mines to high-profit mines, 
although -it could be a coincidental characteristic of the 
Free State Mines to have shown high profits over the period. 
It is clear that the Free State Mines in fact formed a very 
homo9eneous group with respect to all the characteristics. 
Although there is evidence of grouping according to location 
for the mines listed unrler factor 3, the distinction between 
hjgh-grade and low-grade mines appear to be more consistent. 
In ·the varimax rotated pattern (Tables 8 and 9), the grouping 
of mines according to location is apparent in the results for 
all the factors~ Factors 2 and 4 again seem to contrast low-
; 
grade mines to high-grade mines while all the shares with high 
loadings for Factor 3 are low grade mines. Distinctions be-
tween low-cost and high-cost, as well as low-profit versus 
high-profit mines are also apparent, especially for Factors 
2 and 4. 
The factors also seem to suggest a distinction between longer 
life mines as against mines of medium or shorter lives. 
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Apart from the OFS mines which are all AAC mines, no grouping 
according to "Mining House" is. apparent. The orthobl ique 
solution presented in Tables 10 and 11 again conf~rms that 
·grouping took place according to the location of the mines. 
A distinction between low and hihg-profit mines is apparent 
in all the factors, while only Factor 4 now suggests the 
possible effect of the grade and cost of the mines on the 
clustering of the shares. Factor P~tterns with the shares 
ordered or grouped according to their different character-
. istics emphasize the above results. Tables giving these 
ordered factor patterns for an unrotated first factor and 
varimax rotated second to fourth factors are given in Appendix 
F. In addition these tables also show average loadings for 
sub-grouped shares. 
The period February 1973 to July 1981 was then divided into 
two subperiods, viz., 
(1) February 1973 to April 1977, 
(2) May 1977 to July 1981, 
and the·weekly returns for the two subperiods factor analysed 
to test the stability of the results over time. Table 12 
shows the unrotated factor pattern for the first subperiod. 
Four factors were extracted with the first factor once again 
dominatin~ the others by far in importance. 
Notwithstanding their .insignificantly small contributions .to 
the communality and total variance, the second and subsequent 
factors were again analysed in a similar manner as for the 
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total period. The characteristic information fo~ each share 
as given in Tables 13, 15 and 17, was obtained from Simpson 
et al (1982) and the gold and uranium quarterly report of 
September 1973 (Financial Mail (1973)). 
From Table 13 the grouping of shares according to their lo-
cation is once again visible in the results for all the 
factors. The Free State Mines again seem to have emerged as 
a very homogeneous group. Varimax rotation of the results 
emphasized the grouping according to location as can be seen 
from Table 15. Neither the unrotated or varimax rotated 
factor patterns, however, show any possible effect the other 
characteristics of the mines could have had on the clustering 
process. Apart from the influence of the location of the 
mines, a further distinction between low-grade and high-grade 
mines can be seen for the shares listed under Factors 3 and 
4 of the orthoblique rotated factor pattern (Tables 16 and 
17). Factor 4 shows a further possible distinctiqn between 
low-cost and high-cost mines. 
Table 18 shows the unrotated factor pattern for the second 
subperiod. It can be seen that seven factors were extracted, 
compared to the four in the first subperiod. The very high 
contributions of the first factor to the communality and 
total variance, viz., 84% and 51% respectively, as compared 
' to the insignificantly small contributions from the other 
factors, again suggests that the first factor was the only 
really significant influence on the weekly returns of the gold 
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shares for the period May 1977 to July 1981. The values are, 
however, smaller than the corresponding first factor contri-
butions for the first subperiod which were respectively 91,6% 
and 61%. This decline in contributions, as well as the in-
crease in the number of factors extracted indicate a weaken-
ing of comovement over time. 
Tables 19, 21 and 23 show a similar analysis of the second 
and subsequent factors to that presented before. The inform-
ation was obtained from Simpson et al (1982) and the gold and 
uranium quarterly report of September 1980 (1980). Table 19 
shows the groupings corresponding to the unrotated factor 
pattern in Table 18. The location of the mines again seem to 
have had an effect on the formation of the groups, though the 
influence appea~ed to be not as strong as before. In fact, 
Factor 2 shows a muc.h more emphasized distinction between 
low-grade versus high-grade, high~cost versus low-cost and 
low-profit versus high-profit mines, than a grouping according 
to location. In Factor 3 the Free State mines again emerged 
as a strong homogeneous group. 
In the varimax solution the grouping according to location is 
even less apparent than in the unrotated factor pattern and 
the only really significant grouping seems to have been that 
of the Free State mines. Similar remarks apply to the 
orthoblique solution presented in Tables 22 and 23, with the 
possib)e additional emergen.ce of a distinction between low-
grade and high-grade, and low-profit and high~profit mines 
shown for Factor 2. 
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4.4 To Summarize 
From the analysis of the comovement of gold shares for the 
two periods April 1968 to December 1971 and Februa~y 1973 to 
July 1981, the following can be concluded. 
The first period (which was before the collapse of the Gold 
Standard) showed no clustering of the gold shares into 
homogeneous groups with respect to any characteristics of the 
mines. The only significant factor, accounting for 33,4% of 
the total variance was due to the general influence of the 
market as a whole. 
In the second period, which was after the collapse of the 
Gold Standard and which also corresponded to the period for 
which the whole market was analysed previously, some clustering 
of the gold shares into homogeneous groups with respect to 
their mine characteristics. became apparent. The most signi-
ficant characteristic seemed to be the location of the mines, 
although characteristics like grade, mining costs and profits 
also had some effect. These effects were, however, so small 
in comparison to the effect of the first factor that they 
could virtually be ignored as insignificant and they would 
certainly cause no threat to the risk/return relationships 
postulated by Sharpe (1963). Thus once again comovement of 
the gold shares was only due to a market factor which 
accounted for 56% of the total variance. 
The results for the last period seemed to be fairly consistent 
over time, though a weakening of comovement was indicated by 
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the decline in the contributions of the common factors to the 
total variance for the two subperiods, from 66% to 60%, and 
by an increase in the number of factors extracted. Comparing 
the contributions of the common factors to the total variance 
for the two periods April 1968 to December 1971· and F~bruary 
1973 to July 1981, it can be seen that not only did the con-
tributions of all the common factors to the total variance 
increase from 42,8% in the first pe~iod to 60,6% in the 
second period, but the contributions of the general market 
factor alone also showed a considerable increase from 33,4% 
to 56%. Thus even though the subperiod analysis for the last 
period showed a slight weakening of comovement, on the whole 
the gold shares seem to form a much more cohesive sector now 
than they did before the demonitisation of gold. 
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CHAPTER 5 
- THEORY OF DISCRIMINANT ANALYSIS 
5.1 Introduction 
Discriminant analysis is a statistical technique for 
(i) the analysis and description of groups of populations 
relative to one another, and 
(ii) the formulation of classification schemes to be used for 
the prediction of group membership of previously un-
classified observations from a random sample. 
The general appeal of discriminant analysis lies in its multi-
variate nature, in that both the inferential tests and classi-
fication functions are based on a vector of measurements for 
each observation. 
5.2 Assumptions 
The necessary assumptions required to hold for the successful 
application of a discriminant analysis are as follows: 
(i) The different groups or populations have to be distinct 
and identifiable. 
(ii) Each observation in each group must be characterized 
by a set of measurements on m variables. 
(iii) These m variables are~ssumed to have a multivariate 
/ 
normal distribution in each population.-
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(iv) The m variables have equal dispersion matrices in the 
different groups or populations. 
The first two assumptions form the basis of the general 
development of discriminant analysis, whereas the last two 
assumptions are required to hold for the development of the 
standard discriminant procedures. Deviations from the last 
-
two assumptions and remedial procedures will be discussed in 
later sections. Since deviation from any one of these 
assumptions affects the discriminant analysis procedures and 
results in one way or another, it is necessary to precede any 
discriminant analysis with hypothesis tests of the validity of 
these assumptions. 
A test of the discriminatory power of the set of measurements 
involves testing whether there is significant evidence of 
differences in the group means based on the set of m charac-
teristics, and is thus closely related to the first two 
asiumptions. Since the test statistic derived for testing 
this hypothesis is also based.on the assumptions of multi-
variate normality and equal group dispersions, tests for the 
latter two assumptions will be discussed first. 
Although some tests have been derived for testing multi-
variate normality, they have very seldom been implemented in 
practice. Most empirical studies have made use of univariate 
tests. Univariate normality is a necessary, though not suffi-
cient condition for multivariate normality to hold, and it is 
generally believed that a set of univariate .normally distri-
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buted variables have a good probability qf conforming to the 
assumption of multivariate normality. 
To test the hypothesis of equai group dispersions,- viz., 
H1 Ilk= ll, k = 1, ••. ,g, Box (1949) developed the following 
test statistic: 
where 
Dk = variance/covariance estimate for the kth sample, 
and Ow = pooled-groups estimate based on W, the within 
groups dispersion matrix. 
Defining 
1 )2p 2 +3p-1 
N::g 6 (g-1) (p+1)' 
then if is positive, 
(g.,-1 )p(p+1) 
b 
M 
= o 
If A2-Af is negative; 
(g-1 )p(p+1) 
n1 = 2 
n1+2 
n2 = 
' 
and 
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b = nz and 1-A1+(2/nz) 
Fn1 
n z . = 
nzM 
ndb-M) 
Note: g = the number of groups, and 
p = the number of variables. 
To test for the equality of group means, i . e . ' 
Hz : ].lk = ]1, k = 1, •.. ,g; 
Wilks (1932) derived the following statistic: 
where 
W = within groups dispersion matrix 
N , 
= I~=1Ii~1(Xki-~k)(Xki-~)· 
f = total dispersion matrix 
- .. 
- . N 
- \'9 ~ ·k ( -) - I 
:___ . ---::_ L k ;, 1 l i = 1 X t i - X ( Xk i - X ) 
. 
Note: Nk = the number of observations in 
~k = kth group mean 
~ = overall mean. 
group k' 
Transformations of this statistic are available that approxi-
mate x2 and F distributions. Rao's F approximation is 
generally considered to be superior and is based on the design 
parameters: 
p = number of variables, 
g = number of groups, and 
N = total number of observations in all groups. 
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Using these parameters, the following functions are computed: 
I 
n1 = p(g-1) 
n2 = s[ (N-1) - p+(g21 )+1 J - p(g21 )-2 
from which 
and 
1/S· y = A 
The subsequent development of discriminant analysis, as well 
as the successful application of any discriminant analysis 
in practice, assumes that 
k = ·1 , ..• ,g is accepted, 
and 
]Jk = ]J, k = 1 , ... ,g is rejected. 
5.3 Derivation of a Discriminant Function 
As mentioned before, a discriminant function can be developed 
with two goals in mind. An attempt can be made to develop a 
function that will optimally characterize the degree of 
separation between the groups, or a clasiification function 
can ~e derived that will assign a random observation to one of 
the groups with the minimum probability of error. When the 
assumptions of normality and equal group dispersion matrices 
hold, it can be shown that str~ving to satisfy either of these 
5.6 
two goals leads to the same discriminant function. 
The following developments will all be for the two-group case. 
Extension to the multi-group case is straightforward and will 
be discussed briefly in a later section. The algebraic deri-
vations presented here follow Lachenbruch (1975) closely. 
The first major contribution to the development of discrimi-
nant analysis was made by Fisher (1g36). With the purpose of 
deriving a function based upon the m variables which will 
optimally characterize the degree of separation between the 
groups, he proposed a linear combination of the observation 
vectors 
y = A.'X (5.3.1) 
where A. is such that the ratio of the between-groups var-
iance of y to the within-groups variance of y is a 
maximum. 
Defining 
1Tl = population (or group) 1 ' and 
1Tz = population (or group) 2 ' 
the mean of y in 1Tl is A.i~l and in 1Tz 
E. denotes the common variance matrix in the two populations, 
then the variance of y in both populations is A.'EA.. 
The optimum linear combination is then found by maximizing 
¢ = 
(A. 1 J::l:-A. 1 .J::2 ) 2 
A. EA.. 
with respect to A.. 
(5.3.2) 
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Differentiation gives 
.E_l,-Pz 
A 1 Jll-A 1 Jlz 
X~EX 
and since A is only used to separate the groups, it may be 
m~ltiplied by any derived constant. Thus A is proportional 
to -
(5.3.3) 
or, in the case of unknown ~arameters, 
(5.3.4) 
The classification rule based on this function is then to 
assign an observation to n1 if 
(5.3.5) 
-than to Yz, and to 
n2 otherwise. 
There exist several variations on the general procedure of 
deriving a function that will min~mize the probability of 
misclassification, all of which lead to a classification rule 
involving the ratio of the two population density functions: 
Welch (1939) suggested minimizing the total probability of mis-
classification. Let 
f1(x) denote the density function of x in n1, and 
f 2 (x) denote the density function of x in Tiz, 
q1 be the prior probability that an observation comes 
from n1, and 
' qz be the prior probability that an observation comes 
from Tiz. 
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. Then, if an observation is viewed as a point in p-dimensional 
space which is divided into two mutually exclusive regions 
such that if the observation falls in R1 it is classified 
as belonging to n1, and if falls in R2 it is classified 
as belonging tG Tiz, the probability of misclassification 
within each group is given by 
P 1 = -'f R 
2
. f 1 ( X ) d X (5.3.6) 
and 
The total probability of misclassification is then 
T(R,f) = ql!R f1(x) dx + q2JR1 f 2 (X) dx 
. 2 
= qd1-JR1 f1(x) dx] + q2JR1 f 2 (X) dx 
= ql + !Rl [q2f2(x) - q1f1(x)] dx ( 5 . 3 . 8 ) 
Clearly, T(R,f) is minimized if R1 is chosen such that 
q2f 2(x) - q1fz(x) < 0 for all points in R. This leads to 
the classification rule: 
Assign x to TI1 if 
fdx) > .9_g_ 
f2(x) q1 
and to n2 otherwise. 
(5.3.9) 
Sometimes, misclassifying observations from one group can 
have more serious consequences than misclassifying obs~rva-
tions from another group. In such a case the costs of mis-
classification should also be taken into account. If 
C1 = the cost of misclassifying a member of n1, and 
C2 =the cost of misclassifying a member of n2 , 
/ 
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then the function to be minimized is 
T = C1q1JR 2f1(X)dx + C 2 q~JR 1 f 2 (x)dx 
= C 1 q 1 + J Rl [ C 2 q 2 f 2 ( X ) - C 1 q 1 f 1( X ) ] d X 
This leads to, the classification rule: 
,Assign x to n1 if 
fl(x) > C2q2 
f 2 (x) C1q1 · 
and to n2 otherwise. 
(5.3.10) 
(5.3.11) 
Rule (5.3.9) could also have been derived by following a 
Bayesian approach. If the conditional probability of coming 
from population n1 , given an observation x, is 
then, for a given observation x, the probability of mis-
classification is minimized by assigning x to that popu-
lation that has the higher conditional probability. Thus if 
assign x to n1 , otherwise to n2 • 
Since the probability of misclassification is minimized at 
each point, it is minimized over the whole space. Clearly 
(5.3.9) and (5.3.12) are equivalent. 
Another approach is to aim at minimizing the maximum pro-
bability uf misclassification. This entails setting up 
regions R1 and R2 which minimizes 
5. 1 0 
Since JR
2
fQ(x)dx = 1 - JR 1f1(x)dx = JR 1f 2 (x)dx , 
'R 1[f1(x)dx + f 2 (x)dx] = 1 
Using La Grange multipliers, the problem is thus to minimize 
JR 1f2(x) - a[f1(x) + f 2 (x)]dx +a 
a JR 1 [Sf2(x) - f1(x)]dx + C . (5.3.13) 
T hi s i s m i"n i m i zed i f Sf 2 ( x) - f d x) i s negative throughout 
R1, which ., eads to the mini max rule: 
.Assign to ~1 if 
fdx) > 
f2 (x) S 
and to ~ 2 otherwise. 
(5.3.14) 
The value of S depends on the distribution involved. For 
the normal case, with equal dispersion matrices, S 1= 1. 
5.4 Classification into One of Two Multivariate Normal 
Populations 
Assuming two multivariate normal populations with equal dis~ 
per s i on s , i . e • N 1 · ( J.l1 , l: ) and N 2 ( ~2 , l: ) , the i t h dens i t y 
is given by 
f · ( X.) = l ; e X p [ - ~ ( X - ].1 i ) 1 L - 1 ( X - ].1 • ) ) • 
1 (2~) PIEI - -1 
The ratio of 
fdx) _ 
f2 (x) -
the densities is then 
~xp[~~(x-~1) 1 E~1 (x-~1)] 
exp[-~(x-~2)·2:- 1 (x-~2 )] 
(5.4.1) 
Taking logarithms on both sides of (5.3.9) gives the classi-
5 • 11 
fication rule as: 
Assign x to TI1 if '-· . 
-1 q D T ( x ) = [ x- ~ ( ]!_1 + ]!_2 ) ] 1 L: ( ]!_1 - ]!_2 ) > l n q ~ . ( 5 • 4 . 3 ) 
DT(x) is called the true discriminant function. 
If the population parameters are not known their sample est·i-
mates can- be used. These are given by 
.1!.1 = x1 = Ij: 1 x1(j)/n1 
~ = x \n 2 x /n and 
_2 2 L. j = 1 2 ( j ) 2 ' 
S = [I j ~ 1 ( x 1 ( j ) - x d ( x 1( j) - x d 1 +I j ~ 1 ( x2 ( j ) - x 2 ) ( x2 ( j ) - x 2 ) 1 ] 
+ (n +n 2 -2) • 
Substituting these estimates for the population parameters 
gives 
(5.4.4) 
Comparison of the coefficients of x from this function and 
Fisher 1 S linear discriminant function shows them to be 
equivalent. 
5.5 Regression Analogy 
It can be shown that two-group discriminant analysis is 
proportional to the regression of a dichotnmous variable on 
p explanatory variables. 
as 
y. = 
1 
if x. 
1 
Define a dichotomous variable 
is a member of and 
Y· 1 
y. = -
1 
n1 
n1+nz if 
-It follows that y = 0. 
x. 
1 
5. 1 2 
is a member of 7Tz. 
The problem is to find parameters A which best fit the model 
E ( y i ) 
where 
= A1 (x.-x), 
1 
- -
x = n1X1+nzxz 
.n1+nz 
Now 
Ln1+nz ( -) 
= .. 1 y. x.-x 1 = 1 1 
= 
and 
nz ndx1-x) n1 nz(Xz-x) -n1+nz n1+nz 
n1n2 (xl-xz) n1+nz 
\' n 1 + n21 - ) ( - ) 1 = l.i= 1 \Xi-X Xi-X I nl ( - - 1 . 1 x.-x)(x.-x) 1 = 1 1 
I nz ( - ( -) 1 + . 1 x.-x) x.-x 1=n + 1 1 
Thus the normal equations for the regression are 
(n1+n~-2)sA = ~~~~:(xl-x~)(1~A) . 
Thus A is proportional to S- 1(i 1-x 2 ), the discriminant 
function coefficients obtained in the previous section. 
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5.6 Multiple-Group Problems 
The procedures described for two-group discriminant analysis 
can easily be adapted to handle multi-group problems. In the 
case of g groups, and assuming multivariate normality, the 
optimal assignment rule is as follows: 
Assign to 7T· 1 if 
1 ( -J. q1. · k/ 2 ~ exp{-~ x-JJ 1.)'L:. (x-JJ.)] (27T) jL:. I - 1 -1 
1 
or, when taking logarithms, 
If 
assign to 7f. 
1 
if 
.en q1.- ~ .enjL: 1-I- ~(x-JJ.)'L:~
1 (x-JJ.) 
-1 1 -1 
-1 
= max{.en q.- ~ .enjL:.j- Hx-JJ.)'L:. (x-JJ.)} j . J J -J J -J 
L;. = L:, 
1 . 
Assign to 
for i = 1,.~.,q, 
7T· if 
1. 
the rule becomes: 
(5.6.1) 
(5.6.2) 
-1. in q .. + · (X - ]J ./2)' 1: ]J • = 
1 -1 -1 
. -1 
max[.en q. + (X-JJ./2)'L: JJ.] (5.6.3) 
. J -J -J J 
Clearly the multiple-group case involves, among other things, 
more types of error and more complex sampling situations. 
In practice, questions about the rob~stness of the above rule 
to violations of the normality and equal cdvariances as~ump-
tions remain unanswered. 
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5.7 Evaluating a Discriminant Function 
In the· evaluation of a discriminant function there are three 
basic questions that have to be answered. The fiist one 
involves testing the between-group differences. This has 
already been dealt with in section· (5.2) where Wilks• ·lambda 
was propnsed as an approp~iate statistic for testing the 
discrimin~tory power 6f the included variables. Another 
statistic can be derived based on the relationship between 
Fisher•s linear discriminant function and Mahalanobis•s 
02 statistic. It is easily shown that 
and 
var(y) = A1 SA 
= (xl-x2)·s~ 1 SS- 1 (xl-x2) 
The statistic 
( 5 • 7 • 1 ) 
then has an F-distribution with k and n1+n 2 -k-1 degrees 
of freedom where k = the number of variables included in 
the model, and can be used to test for significant differences 
between the groups. 
Alternatively, if the regression approach is used .the Anova 
table can be constructed as 
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SOURCE SUM OF SQUARES I D.O.F 
Due to Regression n1n 2 J.'(x1+x 2 ) k n1+n 2 
About Regression ~~:~ 2 [1-J.'{xl-x 2 )J n1+n 2-k-i 
Total n1n2 
nl+n2 n1+n 2-1 
and the usual F-test of homogeneity may be applied. 
The second question concerns the a~quacy of the subset of 
variables for discrimination~ This entails testing the re-
lative discriminatory power of the individual variables. 
Since the discriminant function coefficients are 'not unique, 
the ~elative importance of individual variables cannot be 
determined by straightforward tests of the significance of 
the particular coefficients. Several other procedures have 
been proposed, some of which will be described below. 
(i) Rank variables on the basis of their univariate F-
statistics. This entails comparing the univariate 
Wilks' lambdas, which for the ith variable is 
( w) .. 
1 1 
A;= (T) .. 
1 1 
(5.7.2) 
where 
(1-.1\.)(N-k) 
1 
A;(k-1) 
The lower:the value of .1\i' the greater is the dis-
criminatory power of the variable. 
(ii) Calculate scaled discriminant function coefficients by 
weighting the original coefficients with the square 
roots of the corr~sponding diagonal elements of the 
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pooled within-groups deviation sums-of-squares matrix, W. 
~Both the above two methods are, however, univariate in nature 
and thus do not take into consideration the correlation 
among the variables. This can be a rather serious limitation 
since it is often found that although a variable may on its 
own be quite a poor discriminator between groups, it may 
prove quite valuable when combined with other variables. 
(iii) Several stepwise procedures have been developed which 
do take into account the correlations among the 
variables. The stepwise forward and st~pwise backward 
methods measure the relative contributjon of a given 
variable td the multivariate F-statistic against an 
increasing or decreasing number of variables. 
(iv) The conditional deletion method involves remo~ing each 
variable in turn and calculating the residual Wilks• 
lambda with all the other variables included. The 
variables are then ranked according to the corresponding 
Wilks• lambda values, the best discriminator being the 
variable yielding the highest Wilks• lambda when 
deleted. The conditional deletion method is generally 
quite popular, mainly because it measures the relative 
discriminatory power of each variable conditional on 
all the other variables being included. 
(v) Mosteller and Wallace (1963) proposed another measure 
for the significance of the individual variables, viz., 
b.(x. 1-x. 2 )/{L:. b.(x. 1-x: 2)} J J J 111 1 
-( 5 • 7 • 3) 
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which represents the contribution of the jth variable 
to the Mahalanobis• distance between group means 
divided by the total Mahalanobis• distance. This method 
is often rejected because the discriminant function 
coefficients, bj,. (i) are signed, (ii) can be greater 
than one , and ( i i i ) do not sum to one; all of w hi c h 
makes if difficu'lt to interpret them. Furthermore, the 
method cannot be easily adapt~d to handle the multi-
group case. 
Apart from testing the significance of individual variables, 
it also makes sense to test the discriminatory power of a 
subset of variables. The conditional deletion method can be 
adapted so as to test the significance of a subset containing 
p-i variables, i = 1, ••. ,p-1. The 11 best 11 subset of size 
p-i will be that set which has the minimum Wilks• lambda. 
Rao (1970) also derived a statistic to test whether a subset 
of variables x1, ..• ,xk 1 ' say, are sufficient as discrimi-
nators. This is given b~ 
where 
C(Dk_-Dk.) 
1 +CDk_
1 
. 
(5.7.9) 
D2k and 02 are the Mahalanobis• 02 statistics on the kl 
full set and subset, respectively and 
This statistic has an F-di.stribution with. k-k1 and 
5. 18 
However, since testing the significance of all possible sub-
sets that can be generated by p observed variables will 
r e q u i r e 2 P- 1 t e s t s ; a 1 1 w i ·t h d i f fer en t de g r e e s q f freedom , 
this procedure becomes infeasible and stepwise procedure~ of 
variable selection are preferred. 
The third question to be answered with regard to the evalua-
tion of a discriminant function, concerns its success in 
classifying observations into thei~ correct groups. Recall 
that the initial aim in the derivation of a successful dis-
criminant function' was the minimization of the probability 
of misclassification., It thus seems logical that the evalua-
tion of a discriminant function should involve the determina-
tion of this probability. Using this point of view as a 
basis, a number of error rates can be defined. 
Following Lachenbruch (1975), let T(R,f) define the error 
rates, with R referring to the classific~tion regions and 
f to the presumed distribution of the observations that will 
be classified. Then 
(5.7.5) 
is the optimum error rate. When the parameters are known 
this equals the total probability of misclassification, i.e., 
is multivariate normal with mean l-1· 1 and co-
variance E, P1 and P2 can be easily calculated. It can 
be shown that 
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where 
8 2 = ( ~1-~2)·~- 1 (~1-~2) 
Mahalanobis' distance for known parameters. 
From this it follows that 
p1 = F>[oT(x) < .en 1-q1] q;t 
[D (x)-~6 2 in 1-q1 - o'/'] 
= 
p T < q1 8 
1-q1 8 2 I 2 (.en - -
= <P q 1 ) 8 (5.7.6) 
and, similarly, 
= <~>(- in 
1-q1 + 82/2 
p2 q1 8 ) (5.7.7) 
When q1 = q2 = 0.5, then and 
The actual error rate involves the probability of misclassifying 
observations from future samples, and is given by 
4 
T(R,f) = q1!~ 2 f1(x)dx + q 2 /~ 1 f 2 (x~dx (5.7.8) 
This can be shown to equal 
where 
D s ( 1:!. i ) = [}!_ i - ~ ( X 1 +X 2 ) I s - 1 ( X 1 - X 2 ) ] 
and 
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When the parameters of the functions are not known, their 
sample estimates have to be used. This leads to the plug-in 
estimate· o~ the error rate, viz., 
A A 
T(R,f) = q1JR f (x)dx + q2!R f 2 (x)dx 
2 
It can be shown that 
A 
Os(.!:!_1_) = ~0 2 ,· 
Os(.!:!_2) = -~0 2 and 
VO = 02 ' 
hence 
T(R,f) = ¢(-0/2) . 
The expectation of the plug-in error rate is given by 
A 
E(T(R,f)) = E{q1fR 2f1(x)dx + q21R 1f 2(x)dx) 
( 5 . 7 . 9 ) 
(5.7.10) 
and can be found by determining the expected value of 
T(R,f) over all possible samples of size N1 and N2 . 
It can be shown that 
A 
E(T(R,f)) < T(R,f) < T(R,f), 
i.e., the actual error rate is greater than the optimum 
error rate, which in turn is greater than the expectation of 
the plug-in estimation of the error rate. 
The calculation of the above error rates are, however, all 
based upon the assumption of normality. When this assumption 
does n6t hold, alternative procedures have to be used. These { 
usually involve using samples to evaluate classification 
efficiency. Using the discriminant function to classify 
observations into one of two groups may result in two kinds 
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of possible errors. These can be illustrated ~y an ''accuracy-
matrix" as follows: 
ACTUAL GROUP 
MEMBERSHIP 
PREDICTED GROUP MEMBERSHIP 
n l • 
n • • 
where n1z represents the number of observations actually 
from rr1 classified as belonging to rr 2 , while nz1 re-
presents the number of observations actually from rr 2 classi-
fied as belonging to rr1. If the null hypothesis is stated 
as 
Ho : The observation comes from rr1, 
then the n1z observations represent Type I errors and the 
n2 1 observations represent Type II errors. 
Frbm the accuracy-matrix, three general measures of discri-
minatory efficiency can be calculated. They are: 
(n11+n22) 
n • • 
(i) total efficiency, measured by 
and which equals 
- (nlz+nzl)/n .• 
= 1 - apparent error rate; 
(ii) the .probability of correctly identifying an obser-
vation giv~n its gro~p membership, calculated as 
(iii) the probability that the actual membership corresponds 
' 
to the assigned membership, given by nll/n.l and 
n22 /n. 2 , respectively. 
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The statistical significance of these measures can be tested 
by comparing them to results generated by chance models. 
Various such models have been developed of which the most 
appropriate one is considered to be the proportional chance 
(i) the overall fraction correctly classified by chance 
will be 
(nl./n .• ) 2 + (n 2 ./n .. ) 2 _, 
(ii) the chance probability of correctly classifying an 
observation given in its group membership are 
n1./n~. and n2 ./n .• , respectively, and 
(iii) the chance probabilities of correspondence between 
actual and assigned membership are given by 
n11/n.1 and n22 /n. 2 , respectively. 
The classifactory process can easily be ~ecognised as a 
binomial experiment from which it follows that 
X rv B(n; p). 
where 
X = the number of correct classifications, 
n =the number of trials (classifications), and 
p = probability of correct classification generated 
by chance model, 
or usin~ the normal approximation of the binomial distribution, 
X~ N(np,np(l-p)) . 
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An important consideration when using these measures is the 
choice of the appropriate sample of observations to be used 
for testing the classificatory power of the discriminant 
function. The proportion of observations correctly classi-
fied by the discriminant function is in general determined 
\ . by three factors, v1z., 
(i) true'differences between the groups, 
(ii) sampling errors in the original sample, and 
(iii) intensive search for·the variables that work best 
for the sample. 
Since these last two factors lead to an upward bias in the 
number of observations correctly classified in the original 
sample, this procedure is not usually recommended, and is in 
fact often criticised as providing no meaningful information. 
Thus the need for a "holdout" sample arises. The most common 
procedure is to randomly divide all observations available 
' for analysis into two samples. Observations from one of the 
samples are then used to derive the discriminant function, 
which is then used to classify the observations from the 
second sample. 
Joy and Tollefson (1975) critisized researchers for using the 
classifactory results arising from this procedure as a means 
of testing the predictive power of the discriminant function. 
Jhey regard the split-sample procedure as merely a cross-
validation, verifying the importance of the independent 
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variables in the discriminant function. Altman and Eisenbeis 
(1978) suggested that all ex post classification actually does, 
is to provide ''an lndex o6 ~he ove~lap~ among-~he va~lable 
dl~~~lbu~lon~ ln ~he g~oup~ 6o~ ~he ~ample pe~lod." The~ 
further argued that, just as the classificatory results 
cannot be extrapolated to a future time period, the importance 
of the variables will also only be valid for the sample period. 
There is thus general consensus about the need for classi-
fying a sample of observations from a future time period in 
order to determine the predictive ability of a particular 
discriminant function. It is further asserted that com-
parison of classification results from within the sample 
period with those outside the same period may serve as a 
crude test for stationarity~ If stationarity holds, then th~ 
extrapolation of classification results to future time periods 
is of course valid. 
Lachenbruch considered the split-sample approach as "wa~~e6ul 
o6 da~a" and often infeasible because large enough samples 
might not be readily available. He suggested the ''leavlng-
one~ou~" method, often also referred to as the jackknife 
procedure, which involves the estimation of the discriminant 
function with one observation omitted and the classification 
of that observation using the estimated function. This is 
done for all observations and the number of misclassifications 
is counted. It can be shown that this method results in an 
almost unbiased estimate of the expected actual error rate, 
E ( T ( R , f ) ) . 
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5.8 The Application of Discriminant Analysis and 
Associated Problems 
In section (5.2) the necessary assumptions required to hold 
for the successful application of the standard discriminant 
analysis procedures were listed. However, in practice it is 
very often found that one or more of these assumptions are 
violated.- Remedial procedures, robustness tests and common 
errors in ~pplication will be discussed in this section, 
which is based mainly on two papers by Joy and Tollefson 
(1975) and Eisenbeis (1977). 
5.8.1 Sample Design 
The first assumption in section (5.2) required the different 
groups or populations under investigation to be discrete 
and identifiable. This as.sumption is often violated ~hen 
groups are formed based on the segmentation of a continuous 
variable. According to Eisenbeis, such segmentation of a 
continuous variable "e66ee~iuely di~ea4d~ in6o4ma~ion abou~ 
~he 4ela~ion~hip~ be~ween ~he independen~ 04 explana~o4y 
va4iable~ and ~he g4ouping e4i~e4ion va4iable." He further 
argues that "~he only ~ime i~ 4eally make~ ~en~e ~o 6o4m 
g4oup~ ba~ed upon ~he di~~4ibu~ion o6 a pa4tieula4 va4iable 
i~ L6 na~u4al b4eak~ o4 di~eon~inui~ie~ appea4." Otherwise 
regression is a more appropriate technique. 
Eisenbeis emphasized the importance of using similar popula-
tions for obtaining the analysis and validation or pre-
diction samples. He also warned against the use of arbi-
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trarily defined groups such as bond classes, since these 
original assignments may already ha~e been in error, thereby 
introducing an additional source of error into the assessment 
of any classification results. 
With respect to sample sizes, Joy and Tollefson pointed out 
that there are actually no real reasons for any a priori 
proportions,, and hence for equal sample proportions. They 
argued that the determinants of sample proportions should 
rather be the cost of sampling, minimum sample size conside-
rations, (for example a sufficiently large number of obser-
vations should be obtained from the smaller group), and data 
handling facilities. However, consideration should be given 
to the fact that equal sample sizes reduces the effect of 
unequal covariances on the si~nificance tests for group 
differences. 
5.8.2 The Choice of the ·Appropriate a priori 
Probabilities 
The standard discriminant analysis classification rules in-
corporate a priori probabilities denoting the relative 
occurrence of observations in different populations. Assuming 
equal prior probabilities when the groups are in fact not 
euqally likely, may cause the estimated error rates to be 
quite different from what might be expected in the population. 
When the population ptiors ·are not known, sample proportions 
are often used. This is acceptable if the data represents 
a random sample from the population. 
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The estimation of priors when using discriminant analysis in 
a time series context raise new problems. For example, when 
observations from a single time period are used to form a 
classification rule to be used on observations f~om a future 
time period, a problem in the estimation of priors arises 
because the relative expected occurrences af the groups in 
the population may vary from period to period. It would 
probably be reasonable in this case- to use an average of re-
lative frequencies over several time periods to estimate the 
priors. A second problem arises when data on the groups are 
obtained by pooling observations from different time periods. 
5.8.3 The Distribution of the Variables 
The development of discriminant analysis as described in pre-
vious sections is based on the assumption th~t the variables 
have multivariate normal distributions. If this is not the 
case then the tests of significance and the estimated err~r 
rates will be biased. Because of the scarcity of tests for 
multivariate normality and the virtual impossibility to 
derive appropriate alternative joi.nt density functions, most 
researchers generally prefer to assume the results produced 
by standard discriminant procedures as being reasonable 
a~proximations. 
An alternative procedure that has been suggested if the 
specific case of nonnormality, caused by the inclusion of 
discrete or dichotomous variables in addition to continuous 
variables, hold, is to split the samples using the discrete 
/ 
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or dichotomous variables and then to employ standard discri-
minant procedures on the subdivided samples. Discrete discri-
minant analysis procedures and nonparametric classification 
rules have also been developed. These will, however, not be 
discussed here and the reader is referred to Lachenbruch 
(1975) and Goldstein an.d Dillon (1978). 
Investigations into the robustness of standard linear pro-
cedures when normality does not hold, have indicated that 
the standard procedures are quite sensitive to the violation 
of the normality assumption. Bounding the distributions 
usually helps to decrease the sensitivity. Estimated overall 
' 
classification errors are usually not as much affected as 
individual group error rates. In ,many cases quadratic rules 
have been shown to perform even worse than linear rules in 
the case of nonnormality. 
Transformation of the variables, by using logarithms for 
example, prior to estimating a discriminant function in an 
attem~t to improve normality has been recommended. Disad-
vantages of this procedure, however, are that transformations 
may affect the inter-relationships among the variables, as 
well as the relative positions of the observations in the 
groups. Furthermore, since negative 'values cannot be trans-
formed by taking logarithms, this leads to the exclusion of 
some cases. 
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5.8.4 Equal Versus Unequal Dispersions 
Classical linear discriminant analysis assumes that the group 
dispersion matrices are equal across all groups. If this 
does not hold, the significance tests for the .differences in 
group means, the usefulness of 11 reduced-space transformations~~ 
and the appropriate form of the classification rules are 
affected. 
The effect on the tests of equality of group means seems to 
be related to the number of variables and relative.sample 
sizes in the groups. Large differences in sample sizes 
cause the actual significance level to be greater than the 
hypothesized level which leads to the null hypothesis being 
wrongly rejected an increased number of times. An increase 
in the number of variables, increases the significance level 
and thus at the same time the sensitivity to unequal sample 
sizes. 
Reduced-space discriminant analysis reduces the original 
m-dimensional variable test ~pace to an r-dimensional problem, 
where r 
of groups. 
equals the minimum of m and one minus the number 
The linear transformation by which the reduction 
is achieved preserves re.lative linear Euclidean distances 
among observations and leaves the significance and classifi-
cation results unaffected - but ONLY IF THE GROUP DISPERSION 
MATRICES ARE EQUAL. 
Unequal dispersion matrices implies that a quadratic classi~ 
fication rule should be used, viz., 
Assign to n1 if 
f1(x) > Q{x) = .en f2 (x) 
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Gilbert (1969) compared the classificatory power of the linear 
function, L(x), and the quadratic function, Q(x) in the 
presence of unequal dispersion matrices. It was assumed that 
the parameters were known and attention was restricted to the 
two-group case. The results indicated that differences in 
classification results generated .by the two rules are related 
to (i) the differences in dispersions, (ii) the number of 
variables, and (iii) the separation among groups. It was 
found that the quadratic form ca~ utilize discrepancies in 
variance to decrease the probability of miscl~ssification. 
This proved to be especially the case when the separation 
among the groups are small and the number of variables is 
large. Gilbert concluded that the classificatibn results 
generated by the two rules could be considered as satis-
' factorily equivalent only for moderate differences in dis-
persions and adequate separation among the groups. Further-
more, agreement between the two rules worsened as the number 
of variables increased. 
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CHAPTER 6 
INVESTIGATIONS INTO THE USEFULNESS 
OF FINANCIAL RATIO ANALYSIS 
6.1 Introduction 
Business enterprises compile various financial statements, 
like balance sheets, income statements and application of 
funds statements, to keep record of their financial position 
at all times. The analysis of these financial statements en-
tails an evaluation of the current and past operations and 
financial profile of an enterprise, with the hope of formula-
ting good estimates of future performance. A very popular 
tool of financial analysis is ratio analysis. This entails 
the calculation and comparison of various mathematical re-
lationships between one quantity and another to describe 
certain characteristics of a business enterprise, like for 
example liquidity, leverage, profitability, turnover and so 
forth. 
It is also clear that, apart from being highly dependent on 
internal management for successful performance, the financial 
position of all business enterprises is in addition influenced 
by the general state of the ~conomy. Various statistics like 
the number of building plans passed, the number of residential 
houses completed, interest rates and money supply, to name 
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but a few, are generally used as indicators of the current 
economic position. 
Many studies have been conducted in the past to d~termine the 
usefulness of ratio analysis. Most of these involved attempts 
to formulate models, based on financial ratios and economic 
indicators, for the predictiun of bankruptcy or failure of 
different kinds of business enterprises. The next section 
will attempt to give a general overview of some of the more 
important studies. 
6.2 Previous Research in the USA and UK 
Beaver (1966) is generally recognized as having done the 
pioneering work in the determination of the usefulness of 
financial ratios for the prediction of firm failure. He com-
puted thirty ratios from financial statements for each of the 
five years prior to failure for a sample contain,ing seventy-
nine failed and seventy-nine non-failed firms for the period 
1954 to 1964. The ratios were selected on the basis of (i) 
their popularity, (ii) their performance in previous studies, 
and (iii) their definability in terms of a 11 Cash-flOW 11 con-
cept, and represented six 11 COmmon element .. groups, viz., 
(i) Cash-flow ratios, 
(i1) Net-income ratios, 
(iii) Debt to total-asset ratios, 
(iv) Liquid-asset to total-asset ratios, 
(v) Liquid-asset to current debt ratios, and 
(vi) Turnover ratios. 
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Beaver used profile analysis to describe the general relation-
ships between failed and nonfailed firms and thereby confirmed 
the existence of a difference in the ratios of faile~ and non-
failed firms. He also showed that this difference increased 
as the year of failure approached. Using a dichotomo~s 
classification procedure, based on a ranking of the observa~ 
tions for.each ratio, it was found that not all variables had 
the same predictive ability and that the ratios did not pre-
v 
diet failed and nonfailed firms with the same degree of 
success. 
The last technique ~mployed .by Beaver was essentially a 
Bayesian approach in which the usefulness of the ratios 'was 
evaluated in terms of the degree to which likelihood ratios 
changed the prior probabilities of failure or nonfailure 
when converting them into posterior probabilities conditional 
upon the value of the ratios. The results showed that the 
ratios conveyed useful information in determining solvency 
for at least five years prior to failure. 
Beaver•s analysis was univariate in nature and thus ignored 
the fact that, due to relations among the variables, a com-
bination of ratios .could .prove to be superior to individual 
ratios in predicting failure. Beaver acknowledged this but 
argued that at the time of his research, no developed multi-
ratio models had been proved to be consistently superior to 
the best single ratio. He furthermore pointed out the 
serious imperfections that could arise from applying these 
multi-ratio models assuming multivariate normality, when in 
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fact the assumption does not hold. 
Subsequently, however, many very successful models were 
developed and were proved to be superior to singl~ ratios in 
the prediction of failure. Most of these models were derived 
using multiple discriminant analysis, which was considered an 
appropriate technique because of its ability to simulteneouslt 
take into account various characteristics, as described by 
the financial ratios, of firms, as well as the interactions 
of these properties. 
Altman (1968) employed multiple discriminant analysis to in-
vestigate the usefulness of financial and economic ratios in 
the prediction of corporate bankruptcy for the period 1946 
to 1965. Together with Haldeman and Narayanan, Altman (1977) 
revised this model, taking into account new developments with 
respect to business failures, accounting practices and the 
practical application of discriminant analysis. Edmister 
(1972) used a multiple discriminant analysis approach to 
determine the usefulness of financial ratio analysis for pre-
dicting small business failure, where as Pinches and Mingo 
(1973) tested the usefulness of thirty-five different finan-
, 
cial and economic variables for the prediction of i~dustrial 
bond ratings. In 1982 Taffler (1982) incorporated all the 
most recent refinements in the application of multiple dis-
criminant analysis to derive a model for identifying British 
companies at risk of failure. 
Most of the reserachers followed Beaver in using a paired-
6.5 
sample design for the selection of their non-failed or non-
bankrupt firms to ensure that their two samples came (rom 
the same population. The non-failed firms were usually 
matched to firms from the failed group by industry, asset 
size and financial year. In doing this, however, they ran 
the risk of selecting a sample of non-failed firms that might 
not be representative of the general population of non-failed 
firms. In view of thi.s possible defect, Taffler abandoned 
the paired-sample approach. 
The variables employed in most of the studies were financial 
ratios calculated from profit and loss accounts and balance 
sheets of the firms for one to, in some cases, five years 
prior to failure or bankruptcy. These ratios were usually 
selected on the basis of their (i) popularity in the liter-
ature, (ii) proven usefulness or relevance in previous studies, 
and (iii) availability, and measured various characteristics 
of the business enterprises, of which the most common were 
(i) profitability, 
( i i) leverage, 
(iii ) liquidity, 
(i v) capitalization, 
( v ) earnings variability, and 
(vi ) -( size. 
In addition, etonomic variables were sometimes included, for 
example in the studies done ·by Altman and Pinches and Mingo. 
Edmister also examined the u~efulness of industry-relative 
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ratios~- trend measures and trend-level combinations. Trans-
formation and winsorizing procedures were employed in most of 
the studies in an attempt to improve normality and lessen the· 
negative effects arising from nonnormality. 
Right from the very early studies an attempt was made to avoid 
including variables in the final classification function that 
measured the same characteristics of the firms and were as 
such collinear. Beaver, for example, divided the ratios into 
six ."common element•• groups and selected only one ratio from 
each group for inclusion on the basis of the lowest percent-
age error for their group over the five-year period. There 
is in fact much dispute over the possible adverse effects of 
multicollinearity on discriminant analysis. So~e researchers 
have claimed that these are the same as that for regression, 
in that it affects the stability of the parameter estimates 
and hence the success of forecasting~ For this reason the 
discriminant analysis procedure is often preceded by a factor 
analysis of the data, as was the case for the study carried 
out by Pinches and Mingo. Alternatively, a stepwise variable 
selection procedure can be used. 
Altman and Eisenbeis (1978), however, argued that multi-
collinearity only becomes a concern when it r~aches the 
degree where dispersion matrices become singular. They were 
subsequently critized by Taffler for ignoring the probability 
of sample bias being introduced by the presence of multi-
collinearity and hence Taffler also factor analysed his data, 
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not only to limit multicollinearity, but also to identify the 
underlying dimensionality of the d~ta and to aid the inter-
pretation of the derived models. Apart from reducing multi-
collinearity, these techniques also reduces the dimension of 
the problem considerably, thereby simplifying a~y potential 
classification functions. Care should, however, be· taken 
that dimension reduction is not carried out at the expense of 
classification efficiency, as discussed by Eisenbeis (1977). 
All the studies mentioned above employed linear discriminant 
analysis procedures. While this is strictly correct, only 
when the assumption of equal group dispersions hold, most of 
the studies made no mention of this assumption. Taffler did 
test for the validity of this assumption~ but although it 
turned out that it was not quite satisfied, he decided in the 
light of'(i) departure from the assumption of multivariate 
, 
normality, and (ii) small data samples relative to the number 
of'~ariables, that the use of linear proceduies would nonethe-
less be more correct than employing quadratic formulations. 
Altman et al actually derived both a quadratic and linear 
classification model and compared their accuracy in several 
ways. The results showed the linear function to perform at 
least as well or better than the quadratic function .in its 
classificatory ability. 
In addition, the possibility that the quadratic parameters 
could be highly sensitive to individual sample observations, 
gave further support fo-r the general preference of the linear 
rule. 
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In most studies Rae's (1970) F-transformation of the Wilks' 
lambda statistic was used to determine the overall discrimi-
natory power of the models. While the earlier studies mostly 
employed ranking procedures univariate b~sed on F-statistics · 
and scaled discriminant coefficients to determine the relative 
importance of the individual variables included in the dis-
criminant function~ the limitations inherent in these methods 
due to their univariate nature were soon recognised. Since 
no single measure for the relative importance of the variables, 
however, exists, subsequent studies compared the rankings 
based on various different procedures, some univariate and 
othe~multivariate in nature~ Altman et al compared the 
rankings of the variables included in their zeta-model using 
the five tests described in section (5.7) and observed con-
sistent results for all the procedures~ In contrast to this 
however, Altman and Eisenbeis (1978) had to conclude that for 
the variables included in the Altman-1968-study, the rankings 
were very sensitive to the criterion employed. 
To test the classificatory power .of the derived models, most 
studies constructed accuracy matrices resulting from classi-
fying observations from various samples. All of these 
studies recognised the potential bias involved in reclassi-
, 
fying observations from the original sample, and hence tested 
the models on different holdout samples. Many, ho~ever, 
failed to test the predictive ability of the models by classi-: 
fying observations from a future period, and erroneously re-
ported the results generated by using data from two to five 
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years prior to bankruptcy or failure as appropriate measures 
of the predictive accuracy. 
The only two studies of those mentioned above that did employ 
future samples were those done by Pinches and Mingo and by 
Taffler. In general the overall efficiency of the models on 
the holdout samples were quite high, ranging from 64.58% for 
the Pinches and Mingo study to about 90% for the Altman 
studies. The percentage of correct classifications for the 
future sample in the Pinches and Mingo study was somewhat 
lower, viz. 56%, while the Type I and Type II errors assoc-
iated with the classification of observations from Taffler's 
future sample were 12.1% and 0% ~espectively. 
Apart from determi~ing a cutoff point that would lead to 
optimal overall efficiency, Edmister also provided alterna-
tive z-scores which improved the predictive accuracy of one 
c o n d i t i on a t t h e e x p e n s e o f t h e :o t h e r . F rom t h e s e a z - s c o r e 
could be selected "~o a~ to equate tfre phobability o6 Type I 
and Type II ehhoh~ with the hatio o6 the expliQlt QO~t o6 
aQQepting a 6ailuhe to the oppohtinlty QO~t o6 hejeQtlng a 
~UQQe~~." Alternatively, he suggested the use of the "blaQk-
ghay-whlte" method which essentially divide the z-scores into 
three intervals, one corresponding· to scores d~picting de-
finite loss loans, another corresponding to scores depicting 
definite good loans, and a "ghay ahea" in the centre contain-
ing the borderline cases. A similar approach was adopted by 
Altman (1968). 
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Most studies seem to have avoided the inclusion of unequal 
prior probabilities and costs of misclassification, pr~bably 
due to the difficulty of obtaining good estimators of these 
paramete~s. Altman et al, however, explicitly admitted the 
potential bias involved in assuming equal prior probabilities 
and equal costs of errors. Although they had no precise 
estimates_ of bankruptcy priors, they gave a good example of 
the adjustments involved in the incbrporation of unequal 
prior probabilities and costs of misclassification. They 
proved their zeta model to be considerably more efficient than 
any chance models for various reasonable combinations of prior 
probabilities and costs of misclassification. 
6.3 Research done in South Africa 
Some of the studies described in the previous section have 
been repeated using data in respect of South African com-
panies .. Daya (1977) ~onducted a similar study to that of 
Beave~, while Amiras et al (1978) attempted to develop an 
Altman-type model for South African businesses. Le Roux 
(1980) used discriminant analysis to determine the usefu.lness 
of financial ratios for predicting failure in respect of 
industrial companies listed on the Johannesburg Stock Exchange. 
Since his study was essentially done on a data set very similar 
to that used for the present study, it will be discussed in 
some detail and will later be used for comparison purposes. 
Le Roux selected fifty-four industrial companies that had 
failed between 1975 and 1979. A matching sample of fifty-
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four non-failed companies, in the same line of business as 
the .failed companies and of a similar asset size, were 
selected. Financial variables were chosen on the basis of 
their acceptable performance in previous studies and the 
availability of information. 
With the purpose in mind of dealing with the controvercy 
surrounding the effect of multicollinearity on discriminant 
analysis, two sets of discriminant analysis were performed. 
The first.discriminant analysis was performed without speci-
fically providing .for col linearity. The second discriminant 
analysis was preceded by a factor analysis of the data. The 
v~riables with the highest correlations with the various 
factors were then selected for inclusion in the second dis-
criminant run. 
Discriminant functions were calculated for each of the five 
years before failure. The first set of dis.criminant analysis 
resulted in some functions having high degrees of col linearity 
among the variables. The low degrees of collinearity i~ the 
. second set of functions served as evidence of the success of 
factor analysis in the reduction of multicollinearity. Those 
functions generated by the first set of discriminant runs 
which did not carry a high degree of collinearity, together 
with the discriminant functions from the post-factor analysis 
discriminant functions, were considered to find the best 
predictor. 
The five best functions and their accuracy in classifying 
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observations from a holdout sample in the first year of 
failure were as follows: 
(i) 0.20731 (return on assets) - 0.02670 (total debt+ 
share capital) + 0.39500 
(84%) 
(ii) -0.07558 (interest bearing debt plus preference share 
-capital) + 1.69452 
(67%) 
(iii) 0.23649 (return on assets) - 1.22412 
(87%) 
(iv) 0.07075 (interest bearing debt ratio) + 1.53854 
(66%) 
(v) -0.05927 (current ratio) + 0.30506 (debtors ratio) 
- 0.04543 (interest bearing debt) + 0.01923 (roe) 
+ 0.01479 (cash flow/current liabilities) + 0.12589 
(75%) 
The accuracy levels dropped significantly in the fourth and 
fifth years before failure indicating that at these early 
stages the financial characteristics of potential failures 
were not much different from that of theii successful counter-
parts. 
Le Raux did not mention whether the necessary assumptions con-
cerning multivariate normality·and equal group dispersions 
held or not. He did not present any measures of the relative 
importance of the individual variables. He also failed to 
incorporate a test sample from a future time period and hence 
·provided no measure of the predictive accuracy of the model. 
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6.4 Aim of ~resent Study 
Sparked on by the proven usefulness of financial ratio analysis 
in the formulation of discriminatory models for various kinds· 
of business enterprises, as discussed in section (6.2), and 
the relatively little research done in this context in South 
Africa, it was decided to once more employ discriminant 
analysis procedures to determine the usefulness of financial 
and economic variables in a classificatory problem with re-
spect of South African business enterprises. However, the 
objective was not to derive a model for bankruptcy prediction, 
as was the case for most of the studies discussed in the pre-
vious sections, but rather tb derive a model which would 
group industrial shares listed on the Johannesburg Stock 
Exchange into two groups, one containing bad performers, the 
other good performers, on the basis of their financial 
characteristics, where performance would be measured in terms 
of yearly returns. 
Thus in contrast to the probability of ruin models which only 
served to prevent investors from incurring large losses by 
investing in shares of firms which are likely to go ban~rupt, 
this study followed a more positive approach in that the 
identification of both good and bad performers will provide 
investors with guidelines with respect to both opportunities 
for large gains, as well as warnings against possible losses. 
Furthermore, the primary aim was not the development of pre-
diction models, since any chance of deriving models that will 
prove to be successful in a predictory sense was ruled out 
6.14 
by assuming the Johannesburg Stock Exchange to be an efficient 
market,and by taking cogniscance of the conclusions in the 
Ball and Brown study mentioned in the introduction. The 
emphasis was thus on the classificatory power 6f the functions 
and the degree of correspondence between the classificatory 
results of the derived functions and the actual performance 
on the stock market will serve as a measure of the validity 
of the semi-strong form of the Efficient Market Hypothesis 
with respect to shares listed on the Johannesburg Stock 
Exchange, as well as of the usefulness of engaging in ex-
tensive fundamental analysis. 
Three different samples were chosen for analysis. The first 
sample contained more or less equal proportions of good and 
bad performers for each of the sev~n years from 1973 to 1979. 
In contrast, the other two samples were each restricted to 
one specifid year. One comprised of firms th~t had returns 
substantially lower or higher than the average returri of 
·industrial shares in 1973, which represented a bear market, 
' while the other sample contained good and bad performers of 
1979, which was·a bullish year for indust~ial shares on the 
Johannesburg Stock Exchange. It was hoped that using these 
three samples models would be derived that could be used to 
classify i~dustrial shares on the J.S.E. during any time 
period, and also more specifically during bull and bear mar-
kets. The analysis of these three samples will be discussed 
separately in the next chapters. 
-~ 
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CHAPTER 7 
A DISCRIMINANT ANALYSIS OF SHARES LISTED 
'ON THE JSE FOR THE PERIOD 1973 TO 1979 
7.1 Sampl~ Design 
By.selecting more or less equal proportions of "good" and 
"bad" performers for each of the years 1973 to 1979, where 
performance-was measured in terms of yearl~ returns relative 
to the return on the Composite Index for industrial shares, 
a sample containing one hundred and thirty-five industrial 
firms was formed, the composition of which is shown in 
Table 7.1. The specific firms included in the analysis to-
gether with their yearly returns are given in Appendix G. 
This initial sample was then randomly divided into 
(i) an analysis sample containing eighty-seven shares, 
yiz., forty-six good performers and forty-one bad 
performers; and 
(ii) a holdout sample containing forty-eight·shares, viz., 
twenty-three good performers and twenty-five bad 
performers. 
~lthough the criterions for determining good and bad perfor-
mers for each year were quite uniform when viewed relative to 
·the return on the composite industrial index, they seemed to 
differ substanti~lly ~hen viewed on their own, as can be seen 
/ 
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from Table 7.1. For example, whereas firms were required to 
have shown a return in excess of 100% to be classified as 
"good" performers in 1979, in 1973 they needed only to have 
had positive returns; Thus, although relative performance 
intuitively seemed to be the correct criterion for classifi-
cation purposes, it was nonetheless feared that such consi-
derable variation as described above could perhaps lead to 
erroneous ·-i n i t i a 1 c 1 ass i f i cat i on s . - Hence i t was dec i de d to 
TABLE 7.1 
~ COMPDSITION OF 1973-1979 SAMPLE 
YEAR GOOD PERFORMERS BAD PERFORMERS COMPOSITE 
=I= > CUTOFF POINT =I= < CUTOFF POINT INDUSTRIAL 
INDEX RETURN 
1973 1 0 > 20.00 10 < -45.00 -20.48 
1974 9 > 0.00 15 < -60.00 -15.82 
1975 13 > 40.00 9 < -20.00 1 0. 54 
1976 9 > 1 0. 0 0 7 < -50.00 -13.17 
1977 8 > 40.00 8 < -50.00 18.75 
1978 10 > 45.00 9 < -10.00 26.90 
1979 10 > 100.00 8 < 0.00 59.25 
TOTAL 69 66 
impose an additional constraint that in all years "good" per-
formers were required to have had a return in excess of 30%, 
while· "bad" performers were. those shares with return·s less 
than -30%. Clearly this lead to the exclusion of some ob-
servations in some of the years and a smaller sample was thus 
formed containing ninety-nine shares - forty-eight good 
7.3 
performers and fifty-one bad performers. This smaller sample 
was again randomly divided into 
(i) an analysis sample containing sixty share~, viz., 
twenty-nine good performers and thirty-one bad performers, 
and 
(ii) a holdout sample containing thirty-nine shares, viz., 
nineteen good performers and twenty bad performers. 
Both the larger sample of one hundred and thirty-five shares 
and the smaller sample containing ninety-nine shares were 
analyzed and the results compared . 
. 7.2 Selecti6n of Variables 
Twenty-two financial ratios were selected on the basis of 
(i) their inclusion in.Le Roux•s (1980) study, and 
(ii) the availability of data. 
The data was obtained from the University of Stellenbosch 
GSB-Ratio Analyses of Selected Companies (1981) and included 
liquidity, capital structure, leverage, return on invesiment, 
and cash flow ratios. By dividing the ratios by the sector 
averages, twenty-two .relative ratios were calculated and 
included in the analysis. In addition a second set of dis-
criminant analyses was performed with seven economic indi-
cators added to the set of financial ratios. ·Thus a set of 
fifty-one variables, as listed in Table 7.2, was formed to 
describe the characteristics of each observation and on the 
basis of which classification functions could be derived. 
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Logarithmic transformations were used to improve normality. 
This lead. to the exclusion of a few cases due to negative 
values for a few ratios. The variables that were-transformed 
by taking logarit~ms were as follows: 
xl = log(current ratio+ 1), 
Xz = log(quick ratio+ 1), 
X11 = log(interest cover+ 1), 
X1 7 = log(ebit on selected liabilities +1), 
X1 8 = log(return on book capital +1), 
X23 = log(current ratio/sector average +1), 
Xz 4 = log(quick ratio/sector average+ 1), 
X33 = log(interest cover/sector average +1), 
X43 = log(cash flow to debt/s~ctor average +1), 
X~~= log{cash flow to current liab./sector average +1). 
Although these transformations did improve the normality of 
' 
the specific variables, distributions of some other variables, 
in pa~ticular the average tax rate ratio and the corresponding 
relative ratio, still had quite serious violations of the 
normality assumption. Since Eiseribeis (1977) reported that 
~ounding the distributions .helped to decrease the sensitivity 
of the st~ndard discriminant procedures to violation of the 
normality assumption, a winsorizing procedure was employed 
which replaced the upper and lower 5% tails .of the distribu-
tions with the corresponding cutoff points. 
Another problem arose with respect to the distributions of 
the economic indicators~ There were only six distinct values 
\ VARIABLE 
NO. 
x1 
x2 
x3 
x4 
Xs 
x6 
x7 
X a 
Xg 
x10 
X1i 
xl2 
xl3 
X14 
x1~ 
x1~ 
X17 
x1~ 
xl9 
X2o 
X21 
X22 
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TABLE 7.2 
FINANCIAL AND ECONOMIC VARIABLES USED 
IN THE ANALYSIS 
VARIABLE 
Current ratio 
Quick ratio 
Debtors ratio 
Stock ratio 
Asset composition 
Total debt ratio 
Long t~rm debt ratio 
Long term + short term debt ratio 
Interest bearing debt 
Interest bearing debt + prefs 
Interest cover 
Fixed cost cover 
Return on assets 
Return + deftax on assets 
Return on equity 
Ebit on total assets 
Ebit on selecte~ liabilities 
Return on book capital 
Average tax rate 
Cash flow to assets 
Cash flow to debt 
Cash flow to current liabilities 
For I = 23,44, XI = XI_ 22 ;sector average 
X~s 
x46 
x4 1 . 
x4s 
x49 
X so 
X 51 
Construction building plans passed 
Residential building plans passed 
Total buildings completed 
Residential buildings completed 
Money supply 
Interest ·Rates 
Index of coinciding indicators 
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for each of theie variables corresponding to the six different 
years and they were thus as such discrete variables. This 
meant that a split-sample approach or discrete discriminant 
analysis procedures should actually have been used. However, 
r 
it was decided to employ standard procedures, just keeping in 
mind the possible adverse effects of biased tests of signifi-
cance and _biased estimates of error rates. 
The BMDP07M (1981) computer package was used in the analysis. 
This is a stepwise discriminant analysis procedure in which 
variables are ~elected for inclusion depending on their con-
tribution to the separation between groups as measured by the 
F-statistic: 
where 
n-q-p 
F = q-1 
A(u.x) = 
1-,A(u.x) 
A(u.x) 
A((x,y)) 
A(x) i.e. the multiplicative increment 
in A(x) resulting from adding a variable u to the 
set x = (x1, ... ,xp), and 
A(x) = ·~ 
The entry and removal of variables is further guided by F-tc-
enter and F-tc-remove threshold valuei which can be varied 
depending on the degree of multicollinearity considered 
acceptabJe in the function. Due to this control on the 
multicollinearity on the data set, it was not considered 
necessary to precede the discriminant analysis with a factor 
analysis of the data. 
7. 7 
After the vari~bles far inclusion have been seletted, a linear 
discriminant function of the form 
d = a + b1x1 + ... + bpxp 
is derived, where d i s such that the ratio of the total to 
the within group sums of squares T(d) 
w-raT is a maximum. By 
varying the combinations of samples, variable sets and F~ 
threshold values, eight different discriminant functions were 
derived. The eight parameter combinations were as follows: 
( i ) Larger sample, financial ratios, F-to-enter = 4.00, 
F-to~remove = 3.996; 
( i i ) Larger sample, financial ratios, F-to-enter = 2. 0 0' 
F-to-remove = 1.996; 
(iii) Smaller sample, financial ratios, F-to.enter = 4.00, 
F-to,..remove = 3.996; 
( i v) Smaller sample, financial ratios, F-to-enter = 2.00, 
F-to-remove = 1.996; 
and four parameter· combinations similar to the a~ove four, the 
only difference being that in addition to financial ratios, 
sev~n economic indicators were also in~luded. These functions 
will be discussed in the following sections. 
7.3 Discriminant Analysis on Larger Sample Using Financial 
Ratios and with F-to-Enter Threshold = 4.00, F-to-Remove 
.Threshold = 3.996 
With the above stated threshold values only one variable, 
namely X15 = return on equity, was selected for inclusion in 
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the discriminant function. The final d~scriminant function 
was 
d1 = -1.63509 + 0.0992 X15 • 
The overall discriminatory power of the model was measured by 
comparing the F-transformation of the Wilks' lambda statistic 
with the corresponding tabulated value at a 5% significance 
level. For d1 this turned out to be 
F = 26.564 > F~::: ~ 3.96 , 
thus demonstrating a very significant difference between the 
groups on the basis of the return on equity ratio. 
The classificatory power of the function was determined by 
using the function to classify observations from 
(i) the original sample, 
(ii) a Lachenbruch jackknife sample, and 
(iii) a randomly selected holdout sample. 
Because of. the bias involved in using the derived model to 
classify ob~ervations.from the original sample and the re-
/ 
lative uselessness of the associat~d error rates as discussed 
in Chapter 5, section 5.7, these results will not be reported 
here. Instead, ~esults for the Jackknife and holdout samples, 
which were both designed· so as to eliminate the causes of 
pdtential bias in the original sample, will be given. The 
classificatory efficiency of the derived functions were 
tested against the performance of appropriate chance models, 
as discussed in ChapterS, section 5.7. The calculated z 
values will be given in brackets after each classificatory 
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measure. These can be compared against tabulated values of, 
for example, 1.96 at a 5% significance level and 2.58 at a 
1% significance level. 
The accuracy matrices and associated measures of classifica-
tory efficiency were as follows: 
(i) The Jackknife sample: 
ASSIGNED MEMBERS I-II P 
GOOD BAD TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 31 1 5 46 
BAD .8 33 41 
TOTAL 39 48 87 
Thus 
(1) overall efficiency= 318+/ 3 = 73.56% (4.3649), 
(2) proportio~ of original good performers correctly 
classified = ~~ = 67.39% (1.973), 
(3) proportion of original bad performers correctly 
classified =if= 80.49% (4.2789) 
(ii) The holdout sample 
Thus 
ASSIGNED MEMBERSHIP 
' GOOD 
ORIGINAL .GOOD 11 
ME M B E R S H I P} BAD 4 
TOTAL 1 5 
(1) overall efficiency= 11 + 21 48 
BAD TOTAL 
. 12 23 
21 25 
33 48 
= 66.67% (2.2969), 
L 10 
/ 
( 2 ) proportion of original good performers correctly 
classified 11 47.83% (-0.0090), = 23 = 
( 3) proportion of original bad performers correctly 
classified 21 84.00% (3.1948) = E = . 
7.4 Discriminant Analysis on Larger Sample Using Financial 
Ratios and with F-to-Enter Threshold = 2.00, 
F-to.Remove = 1.996 
With the above stated threshold values the following three 
variables were selected for inclusion in the discriminant 
function: 
Xz = quick ratio, 
X12 = fixed cost ~over ratio, 
X1s = return on equity. 
The relative importance of the individual variables were 
determined by ranking them according to three criteria, viz., 
(i) their univariate F-statistics, (ii) the associated scaled 
_discriminant coefficients, and (iii) their relative contri-. 
butions to the multivariate F-statistic as measured by the 
stepwise procedure~ The rankings for the above three var-
iables were as follows: 
VARIABLE RANKING ACCORDING TO 
(1) F-STATISTICS (ii) SCALED COEFFICIENTS (iii) STEPWISE 
PROCEDURE 
Xz 3 2 2 
X12 2 3 3 
X1s 1 1 1 
7 • 11 
Thus from all three rankings, the return on equity ratio 
appeared to·be the best ·single discriminator. It should be 
noted that the stepwise procedure is the only ranking proce-
dure employed that takes into account the relations among the 
variables. In the presence of any inconsistencies, more weight 
will thus always be given to the ranking of the variables in 
terms of this criterion. 
The final discriminant function was 
di = -0.88422 - 5.15037X 2 + 0.98684X 12 + 0.09568X 15 • 
The overall discriminatory power of the model was given as 
r = 11.538 > r~·~: ~ 2.72 , 
' 
demonstrating a significant difference between the groups on 
the basis of the three included variables. 
The accuracy matrices and associated measures of classifica-
tory efficiency were as fo.llows: 
(i) The Jackknife sample: 
ASSIGNED MEMBERSHIP 
. GOOD BAD TOTAL 
ORIGINAL L GOOD 31 1 5 . 46 
MEMBERSHIPJ BAD 1 1 30 41 
TOTAL 42 45 87 
Thus 
( 1 ) over a 1 1 e f f i c i e nc y = 3 18+/ 0 = 7 0 . 11 % ( 3 . 7 2 0 7 ) , 
(2) proportion of original good performers correctly 
classified = ~ = 67.39% (1.9730), 
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(3) proportion of original bad performers correctly 
classified . == ~ = 73.17% (3.3403) 
(ii) The holdout sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 1 1 12 23 
BAD 6 1 9 25• 
TOTAL 1 7 - 31 48 
Thus 
11 + 1 9 (1) overall efficiency= 48 = 62.50% (1.7196), 
(2) proportion ,of original good performers correctly 
classified = ~~ = 47.83% (-0.0090), 
(3) proportion of original bad performers correctly 
classified = ~~ = 76.00% (2.3941) . 
7.5 Discriminant Analysis .an Smaller Sample Using Financial 
Ratios and with F-to-Enter Threshold = 4.00, 
F-tc-Remove Threshold = 3.996 
With the above stated threshold values the following three 
variables were selected for inclusion in the discriminant 
function: 
X1 = current ratio, 
X3 = debtors ratio, 
X1s = return on equity ratio. 
The relative importance of the individual variables as given 
by their rankings were as follows: 
7. 1 3 
V RI BLE 
STEPWISE 
PROGEDUR 
x1 2 2 2 
x3 3 3 3 
X1s 
Once again the return on equity ratio were shown to be the best 
single discriminator. 
The final discriminant function was 
d3 = 2.56554 - 16.83407Xl + 2.55416X 3 + 0.16384Xls· 
The overall discriminatory power of the model was given as 
Fo.os . 2 77 F = 12.851 > 3 56 ~ • , 
' 
demonstrating a significant difference between the groups on 
the basis of the three included variables. 
·The accuracy matrices and associated measures of classificatory-
efficiency were as follows: 
(i) The Jackknife sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL GOOD 22 7 29 
MEMBERSHIP} BAD 6 25 31 
TOTAL 28 32 60 
Thus 
(1) overall efficiency= 226+0
25 
= 78.33% (4.3801), 
(2) proportion of original good per~ormers correctly 
22 . 
classified = ~ = 75.86% (2.9669), 
' 
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{3) proportion of original bad performers correctly 
. 2 5 . { } class1fied . - TI = 80.65% 3.2283 
(ii) The holdout sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 1 1 8 1 9 
BAD 7 13 20 
· TOTAL 18 '21 39 
Thus 
(1) overall efficiency= 113+9
13 
= 61.54% (1.8323), 
(2) proportion of original good performers correctly 
classified = ii = 57.89% (0.8001), 
(3) proportion of original bad performers correctly 
classified = }fr = 65.00% (1.2276) 
7.6 Discriminant Analysis on Smaller Sample .Using Financial 
Ratios and with F-to-Enter Threshold = 2.00, 
F-to.,.Remove Threshold = 1.996 
With the above stated threshold values the following variables 
were selected for inclusion in the discriminant function: 
x1 = current ratio, 
x2 = quick ratio, 
x3 = debtors ratio, 
x1" = return + deftax on assets, 
xl9 = average tax rate, 
x"2 = X19/sector average. 
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The relative importance of the individual variables as given 
by their rankings·were as follows: 
VARIABLE 
S EPWISE 
PROCEDURE 
x1 2 6 
x2 3 5 4 
x3 5 4 - 2 
X14 2 3 
X19 6 5 
X42 4 3 6 
The inclusion -of both the average tax rate ratio and its 
associated relative .ratio, as well as the inclusion of two 
liquidity ratios, viz., xl and x2, indicated the possible 
presence of a fairly high degree of multicollinearity among 
the included variables, due to the relaxation· 6f the threshold 
values. This could then also have been the reason for the 
inconsistency in the rankin~s of the variables for the three 
different procedures. 
The final discriminant function was 
d4 = 3.84870- 13.79635X 1 - 21.84591X 2 + 6.37900X 3 
+ 0.65057Xl 4 - 0.19230Xl9 + 4.63065X42 . 
The overall discriminatory power of the model was given as 
F = 11.084 > F~·~:; 2.27, 
' 
demonstrating a significant difference between the groups on 
the basis of the included variables. 
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The accuracy matrices and associated measures oj classification 
efficiency were as follows: 
(i) The Jackknife sample: 
ASSIGNED MEMBERSHIP . 
GOOD BAD TOTAL 
ORIGINAL GOOD 25 4 29 
MEMBERSHIP} BAD 4 27 31 
TOTAL 29 . 31 60 
-
Thus 
( 1 ) over a 11 e f f i c i en c y = 2 56+l 7 = 8 6 • 6 7% ( 5 . 6 7 11 ) , 
(2) proportion of original good performers correctly 
classified = ~ = 86.21% (4.0817), 
( 3 ) p r o p o r t i o n o f o r i g i n a 1 b a d p e r f o r me r s c o r r.e c t 1 y 
classified = jt = 87.10% (3.9472). 
(ii) The holdout sample: 
ASSIGNED MEMBERSHIP 
·' 
.GOOD BAD TOTAL 
ORIGINAL . GOOD 1.1 8 1 9 
MEMBERSHIP} BAD 6 14 20 
TOTAL 1 7 22 39 
Thus 
(1) overall efficiency= 11 + 14 39 = 64.10% (1.7577), 
(2)· prop?rtion of original good performers correctly 
classified = ~ = 57.89% (0.8001), 
{3) proportion of ori~inal bad performers correctly 
classified = ~ = 70.00% (1.6749). 
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7.7 Comparisbn of Previous Four Functions and. Determination 
of Their Predictive Power 
The results for all four discriminant functions derived above 
showed remarkable differences i~ the accuracy of the derived 
functions when classifying observations from the "good" and 
"bad" samples. At first it was thought that it could have 
been due to initial incorre~t classifications and for this 
reason the smaller sample was analyzed. Although this im-
proved the results for the Jackknife samples considerably, 
the improvement for the holdout samples were not that impres-
sive. In fact in .the latter case it seemed as if the im-
provement·in the results for the "good" samples had been 
obtained at the expense of the satisfactory performance of 
the fun c t i on s i n c 1 a s s i f y i n g o b s e r vat i on s from t he " b a d i• 
samples. A decision as to which situ~tion would be more 
de~irable probably depend on the different opportunity costs. 
This point will again be referred to at a later stage. 
The drop in the accuracy of the derived functions when applied 
to the hold out samples in contrast to when applied to the 
jackknife samples can be explained by the fact that the 
variables included in the functions were selected on the basis 
of their discriminatory ability between the good-and bad per-
formers of the original, and hence also Jackknife, samples 
without taking any cognition of the observations in the hold-
out samples. Thus, though in most cases these variables 
demonstrated significant power.to discriminate between good 
and bad performers in the holdout samples, this significance 
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was much lower than that corresponding to the original samples. 
The above mentioned facts did not leave much hope for the 
successful application of the derived functions on observa-
tions from future samples. It was nonetheless decided to 
ignore the Efficient Market Hypothesis for the moment and to 
test the predictive power of the two 11 best 11 functions on a 
sample of observations from 1980 using data from the preceding 
financial year~ The two functions chosen for application to 
observations from this sample were d1 and d4. 
The accuracy matrices and associated measures of classifica-
tory efficiency for the two functions when applied to the 
future sample were as follows: 
(i) Function d1: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 1 0 3 1 3 
BAD 3 6 9 
TOTAL 13 9 22 
Thus 
(1) overall efficiency 10+6 = 22 = 72.73% (1.9783), 
(2) proportion of original good performers correctly 
classified = i{·= 76.92% (1.3078), 
(3) proportion of original bad performers correctly 
classified 6 = ~ = 66.67% (1.5716). 
Wh~n using the discriminant function for predictive purposes, 
the original membership is actually unknown and the conditional 
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probabilities should actually be calculated in the reverse 
order.- Hence 
CA) proportion of . "good .. predictions proven. to ·be correct 
1 0 
= 76.92% ("1 ~ 3 0 78)' = n 
( 5) proportion of "bad .. predictions proven to be correct 
6 66.67% ( 1 • 5 7 1 6 ) • = 9 = 
(ii) Function d4: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL GOOD 9 4 13 
MEMBERSHIP} BAD 3 6 9 
TOTAL 12 1 0 22 
Thus · 
(1) overall efficiency= 92+2
6 
= 68.18% (1.5517), 
(2) proportion 'of original good performers correctly 
9 classified = TI = 69.23% (1.0770), 
(3) proportion of original bad performers correctly 
classified 6 = ~ = 66.67% (1.5716), 
(4) proportion of 11 good 11 predictions proven to be correct 
9 75.00% (1.4227), = 12 = 
( 5 ) proportion of 11 bad 11 predictions proven to be correct 
6 60.00% (0.9241). = TO = 
Although both functions performed with higher accuracy on 
the future sample than on the holdout sample with respect to 
the classification of original good performers, the overall 
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accuracy of classification of observations from the future 
sample was lower than for observations from the holdout sample. 
The poor results can be ascribed to the influence of three 
factors: 
(i) The variables included in the function were not selected 
on the basis of their discriminatory ability between 
the· specific observations contained in the 1980 sample. 
-(ii) The functions were not derived for the specific time 
period. 
(iii) The functions were derived so as to maximally discri-
minate between groups using data from the financial 
years corresponding to the calendar years for which 
relative performance was measured, and not data from 
the preceding financial years. 
T~e usefulness of the discriminant functions thus seemed to 
J be restricted to the specific,sample of observations used, 
and even more so to the specific time period in which they 
were derived. Above all, the poor results obtained from 
applying the functions in a ~redictive role further validated 
the relevance of the semi-strong form of the Efficient Market 
Hypothesis to the Johannesburg Stock Exchange. 
Share prices are not only subject to information specific to 
the individual firms but also to information concerning the 
economy as a whole. Subsequently seven economic indicators, 
which took cognisance of the changes in conditions over time, 
were included to examine the degree to which the information 
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cDntained in these variables was already reflected in the 
market prices. Discriminant analyses were performed on both 
the larger and smaller samples, using both financial ratios 
and economic variables, and again varying the F-threshold · 
values. For the larger sample, however, no economic variables 
were selected for inclusion and exact similar functions to 
d1 and d2 were derived. ~orne economic variables were, 
however, selected for inclusion int~ the functions derived 
for the smaller sample. These functions will be discussed in 
the following sections . 
. 7.8 Discriminant Analysis on Smallef Sample Using Financial 
and.Economic Variables with F-tc-Enter= 4.00, 
F-tc-Remove = 3.996 · 
With the above stated threshold values the following three 
variables were selected for inclusion in the discriminant 
function: 
X1s = return on equity ratio, 
X4s = construction building plans passed, 
X4a = residential buildings completed. 
The relative importance of the individual variables as given 
by their rankings were as follows: 
VARIABLE RANKING ACCORDING TO 
( 1) F-STATISTICS (11) SCALED COEFFICIENTS (111) STEPWISE 
PROCEDURE 
X1s 1 1 1 
X4s 3 2 2 
X4a 2 3 3 
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The final discriminant f~nction was 
ds = '22.39847 + :o.12511Xls - 0.15559X4s - 0.24552X4a· 
The overall discriminatory power of .the model was given as 
F = 14.198 > F~·~: ~ 2.77 , 
' 
demonstrating a significant difference between the groups on 
the basis_of the three included variables. 
The accuracy matrices and associated measures of classifi-
catory efficiency were as follows: 
(i) The Jackknife sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL GOOD 25 4 29 
MEMBERSHIP} BAD 6 25 31 
TOTAL 31 29 60 
Thus 
(1) overall efficiency= 256+l 5 = 83.33% (5.1547), 
(2) proportion of original good performers correctly 
classified = ~ = 86.21% (4.0817), 
(3) proportion of original bad performers correctly 
classified · = ~~ = 80.65% (3.2283). 
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(ii) The hold out sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD · TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 1 3 6 1 9 
BAD 4 16 20 
TOTAL 1 7 22 39 
Thus 
(1) overall efficiency= 1 ~+d 6 : 74.36 (3.0387) 
(2) proportion of original good perfo~mers correctly 
classified = ~ = 68.42% (1.7181), 
(3) proportion of original bad performers correctly 
classified = ~ = 80.00% (2.5696). 
7.9 Discriminant Analysis on Smaller Sample Using Financial 
and Economic Variables with F-to-Enter = 2.00, 
F-to-Remove = 1.996 
With the above stated threshold values the following variables 
were selected for inclusion in the discriminant function: 
X2 = quick ratio, 
\. 
X14 = return + deftax on assets, 
X1a = return on book capital, 
X2o = cash flow to assets, 
Xz 3 = current ratio/sector average, 
Xzs = debtors ratio/sector average, 
X4s = construction building plans passed, 
X4 a = residential buildings completed. 
7.24 
The relative importance of the individual variables as given 
by their rankings were as follows: 
VARIABLE · · · RANKING ACCORDING TO 
r.~~~~~~~~~~~~~~~~~~~-S~T~E~P~W~IS~E~ 
6 
1 
3 
2 
7 
8 
5 
4 
4 
8 
2 
6 
3 
5 
7 
PROCEDURE 
5 
6 
8 
7 
3 
4 
2 
The two univariate procedures were consistent in ranking 
X14 = return + deftax on assets and Xzo = cash flow to assets, 
respectively, as the best and second-best single discriminators. 
The rankings according to these univariate criteria, however, 
diffe~ed remarkedly from the ranking given by the stepwise 
procedure. The procedure ranked the two economic indicators 
included in the functibn as the two best individual discri-
minators. 
The final discriminant function was 
ds = 34.69050 - 17.60278Xz + 0.7E194Xl4 + 3.85349Xls 
- 0.39075Xzo - 20.02391Xz3 + 3.44415Xzs 
- 0.20497X4s - 0.37i59X4a· 
The overall discriminatory power of the model was given as 
7.25 
A • 0 05 0 
F = 9.915 > F8 • 51 ~ 2.13 , 
' 
demonstrating a significant difference between the groups on 
the basis of the three included variables. 
The accuracy matrices and associated measures of classifi-
catory efficiency were as follows: 
(i) The Jackknife sample: 
ASSIGNED MEMBERSHIP 
' GOOD BAD TOTAL 
ORIGINAL GOOD 27 2 29 
MEMBERSHIP} BAD 6 25 31 
TOTAL 33 27 60 
Thus 
(1) overall efficiency= 2 ~025 = 86.67% (5.6711) 
(2) proportion ,of original good performers correctly 
classified = ~~ = 93.10% (4.8249), 
(3) proportion of original bad performers correctly 
classified = # = 80.65% (3.2283) . 
(ii) The holdout sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL GOOD 1 5 4 1 9 
MEMBERSHIP} BAD 5 1 5 20 
TOTAL 20 1 9 39 
Thus 
(1) overall efficiency= 153+9
15 
= "76.92% (3~3589), 
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( 2) proportion of original. good performers correctly 
classified = ··~· = 78.95% (2. 6 36 0) ' ' 
.. 
( 3) proportion of original bad performers correctly 
classified 1 5 = .75.00% ( 2. 122 3). = 
"21r 
Comparing the results for these last two discriminant functions 
with the four discriminant functions derived before the in-
elusion of the economic indicators; showed a significant im-
provement in the classificatory power of the functions. The 
improvement in overall efficiency was mainly due to the in-
creased accuracy with which original good performers were 
classified. However, these last two functions performed very 
~nsatisfactorily when applied to predict the performance of 
industrial firms in 1980 based on data from the June 1979 to 
June 1980 financial year. The results were as follows: 
(i) Function ds: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL GOOD 1 0 3 13 
MEMBERSHIP} BAD 6 3 9' 
TOTAL 16 . 6 22 
Thus 
) 10+3 0 ( ) (1 overall efficiency = 22 = 59.09% 0.6984 , 
(2) proportion of good performers correctly 
classified = ~~ = 76.92% (1.3078), 
(3) proportion of bad performers correctly classified 
3 . . 
= 9 = 33.33% (-0.4623), 
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(4) proportion of "good 11 predicti-on~ proven to be correct 
-~ = '62.50% (-0.9188), 
(5) proportion of _ .. bad .. predictions proven to .be correct 
=·~ = 50.00% (1.2502). 
(ii) Function dG: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
-ORIGINAL 
MEMBERSHIP} 
GOOD 9 ·4 1 3 
Thus 
BAD 4 5 9 
TOTAL 13 9 22 
(1) overall efficiency= W = 63.64% (1.250), 
(2) proportion of good performers cor~ectly classified 
9 
= TI = 69.23% (0.7437), 
(3) proportion Qf bad performers correctly classified 
= ~ = 55.56% (0.8936), 
(4) proportion of 11 good 11 predictions proven to be correct 
= 193 = 6 9 • 2 3% ( 0 • 7 4 3 7 ) ' 
(5) proportion of 11 bad 11 predictions proven to be correct 
5 
= 9 = 55.56% (0.8936). 
Thus, while the results for the Jackknife and holdout samples 
indicated that share performance was directly related, not 
only to financial characteristics specific to the firms, but 
also to the general economic conditions, the inclusion of 
economic jndicators s~emed to render'no beneficial contri-
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butions to the development of predictive models. This 
illustrated that, not only did the market reflect all in-
formation contained in annual financial statements prior to 
the release of these statements, but it also anticipated any 
changes in economic conditions over time. 
7.12 Further Refinements with Respect to Discriminant 
Analysis Procedures Employed 
The violation of the normality assumption have already been 
discussed or referred to at different stages during the 
analysis. It seemed not to have affected the results too 
much. Since a few of the financial ratios also appeared to 
be discrete in nature, especially due to a large number of 
zero v~lues in some cases, more consideration should perhaps 
~ave b~en given to the employment of discrete discriminant 
analysis proiedures. 
The linear discriminant analysis procedures employed were of 
course all based on the assumption of equal group dispersions. 
Box•s (1949) test statistic for the equality of group dis-
persions, as discussed in Chapter 5, section 5.2, confirmed 
that this assumption was satisfied for the variables in-
cluded in most of the functions. In the one or two cases 
where it was not satisfied, the differences were small, and 
in view of the sensitivity of quadratic procedures to non-
normality, it was decided that the linear procedures were 
more appropriate. 
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Furthermore, equal prior probabilities and costs of misclassi-
fication were assumed thr~ughout the analysis. This was done 
in the absence of any estimates of these p~rameters and in 
any event the assumption of equal prior probabilities seemed 
intuitively to be correct, since on the average about half of 
the shares would be expected to have performed better than 
average and about half to have performed worse. The different 
degrees of success of the derived d1scriminant functions ih 
the classification of observations from the 11 good 11 and "bad" 
samples complicated the decision about choosing a single 
best function. As was mentioned in Chapter 7, section 7.7, 
this decision would probably depend on the different costs 
of misclassification .for the 11 good 11 and 11 bad 11 samples. In-
clusion of such differential costs prior to estimating 'the 
functions could probably simplify the decision about a pre-
ferred function. Estimates of these costs are, however, very 
difficult to obtain and would depend on the preferences of 
the ihdividual investors. 
Finally, although the poor predictory performances of the 
derived functions ~auld mainly be ascribed to the futility of 
attempting to predict share performance based on information 
contained in financial statements in the light of the semi-
strong form of the EffJcient Market ~ypothesis, a more 
successful attempt at the derivation of predictive functions 
could probably have been made by using data from financial 
years prior to the calendar years for which predictions were 
required at the derivation stage of the functions. 
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7.13 Summary of Results 
Comparing the classificator~ efficiency of the six derived 
functions, two functions were chosen as being the.most useful 
in specific circumstances. The best function based on the 
inclusion of financial ratios alone appeared to be 
d4 = 3.84870 - 13.19633 (current ratio) 
-. 21.84591 (quick ratio) +_ 6.37900 (debtors ratio) 
+ 0.65057 (return + def.tax on assets) 
- 0.19230 (average tax rate) 
+ 4.63065 (cash flow to cu~rent liab./sector average). 
Its overall classificatory ability on the holdout sample was 
64.10% and on the Jackknife sample 86.67%. 
The function based on the inclusion of financial and economic 
variables that performed best on the holdout and Jackknife 
samples was 
d = 34.69050 - 17~60278 (quick ratio) 
+ 0.76194 (return + def.tax on assets) 
+ 3.85349 (return on book capital) 
- 0.39075 (cash flow to assets) 
20.02391 (current ratio/sector average) 
+ 3.4415 (debtors ratio/sector average) 
- 0.20497 (construction building plans passed) 
- 0.37759 (residential buildings completed). 
Its o~erall discriminatory ability ori the hold out sample was 
76.92% and on the Jackknife sample 86.67%. The major differ-
ence in the performance of functions d4 and dG was in the 
7. 31 
propo:rtion of.good performers correctly classified which im-
proved from 57.89% for d4 on the holdout sample to 78.95% 
for d G .-
Although not included in any one of the two "best" functions, 
the most important .single discriminator was X1s = return on 
equity, which from a logical point of view would have been 
expected to.be the variable most closely related to share per-
formance on the stock market. A different measure of return 
on investment, viz;, X 1 ~ = return + def. tax on assets, were 
instead included. The other characteristics of an industrial 
company that seemed to be significantly related to its per-
formance on the stock market, was its liquidity position. 
This was shown by the fact that all three b~st functions in-
cluded three measures of liquidity, viz., the current quick 
and debtors ratios, or the corresponding sector-relative 
ratios. 
Comparison of the above two functions with. Le Roux•? five 
functions .given in-Chapter 6, sectiori 6.3~ showed some agree-
ment on the individual Variables selected for inclusion in 
the final discriminant functions. When comparing the classi-
ficatory efficiency _of the models with that of Le Roux•s 
functions, the results for the Jackknife samples should be 
used since Le Roux•s results were for the performance of his 
functions on th~ Jackknife samples. An examination of these 
accuracy measures showed the three functions given above to 
have performed at least. as ·well or better than any of Le 
Roux•s functions. 
7.32 
It should be remembered that the two sets of functions were 
not derived with the same objecti~e-in mind •. Le .Raux 
attempted to derive models for predicting bankruptcy and hence 
the performance of his functions on the Jackknife sampl~s 
illustrates the relationship between financial statement data 
·and firm failure, whereas the aim of this study has been to 
derive models to classify shares in terms of their relative 
performance bn the stock market, antl as such determine the 
relationship between financial statement data and share 
prices. Since this latter objective int~itively seems to be 
more difficult to achieye than accurate bankruptcy prediction,' 
the superiority of the two models given above is further con-
firmed. Furthermore, assuming the semi-strong form of the 
Efficient Market Hypothesis to hold for shares listed on the 
Johannesburg Stock Exchange, the poor. results obtained from 
using the functions in a predictory sense, do not affect the 
above superiority. 
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CHAPTER 8 
DISCRIMINANT ANALYSES OF SHARES LISTED 
ON THE JSE FOR THE YEARS 1973 AND 1979 
8.1 Introduction 
• 
In view of the instability of economic conditions from year 
to year it was decided to calculate separate discriminant 
functions using data from two specific years. The two years 
chosen were 
(i) 1973, during which the return on the industrial com-
posite index was -20.48% and which thus represented 
a bear market, and 
·( i i) 1979, during which the overa 11 return on the market 
was 59.25% and which thus represented a bull market. 
It was hoped that through the analysis of these two ~amples 
two functions could be derived that would not only success-
fully discriminate between good and bad performers in the 
specific years, but that could also be applied with reasonable 
degrees of accuracy to classify shares during future bull and 
bear markets. 
8.2 Sample Design 
By defining 11 good 11 performers as those shares with returns 
greater than 70% for 1979, and 11 bad 11 performers as those 
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shares with returns less than 20% for 1979, thirty-one "good 11 
performers and thirty "bad 11 performers were selected to form 
an initial sample containing sixty-one industrial sh~res. 
This sample was randomly divided into 
{i) an analysis sample containing forty-two shares, viz., 
twenty good performers and twenty-two bad performers, 
and 
(ii) a holdout sample containing nineteen shares, viz., 
eleven good performers and eight bad performers. 
Similarly, be defining 11 good 11 performers as those shares 
with returns greater than zero, and "bad 11 performers as 
those ·shares with returns less than -40%, thirty-two "good .. 
performers and thirty 11 bad .. performers for 1973 were selected 
to form an initial sample containing sixty-two industrial 
shares. This sample was randomly divided into 
(i) an analysis sample containing forty-two shares, viz., 
twenty-two good performers and twenty bad performers, 
and 
(ii) a holdout sample containing twenty shares, viz., eleven 
good performers and nine bad performers. 
The specific shares included in the two samples together with 
their yearly returns are given in Appendix H. 
8.3 Selection of- Variables 
The twenty-two financial ratios and their corresponding sector 
relative ratios used in the analysis of the 1973-1979 pooled 
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sample and listed in Table 7.2, were used in the analysis of 
the 1979 and 1973 samples. Logarithmic transfo~mations were 
once again employed in an. attempt to improve normality. The 
variables that were tran~formed for the two specific samples 
are given in Appendix I. These transformations lead to the 
exclusion of a few cases in the 1979 sample due to negative 
values for some of the ratios. Even after these transforma-
tions some·.violations of the normal1ty assumption remained, 
mainly caused by a large number of zero values and a few 
extreme values for some variables. A winsorizing procedure 
similar to that described in Chapter 7, section 7.2, was 
employed to limit the possible adverse effects caused by the 
presence of nonnormality. 
The data was again taken from the University of Stellenbosch 
GSB-Ratio Analyses of Selected Companies. Ratios calculated 
from financial year-end statements between June 1979 and June 
1980 were used .in the 1979 sample, and between June 1973 and 
June 1974 in the 1973 sample. In addition data was also 
collected for the two preceding financial years in both cases. 
The results obtained from substituting these past values of 
the ratios into the derived functions would give an indica-
tion of hnw long in advance the financial characteristics of 
a firm resembled its characteristics as a good or bad per-
fQrmer in 1979 and 1973, respectively. 
The stepwise linear discriminant analysis computer program, 
BMDP07M (1981), was again used to analyze the date and 
different analyses corresponding to different F-threshold 
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values were performed. These will be discussed in the follow-
ing sections. 
8.4 Discriminant Analysis of 1979 Sample with F-tc-Enter = 
4.00, F-tc-Remove = 3.996 
With the above stated threshold values the following variables 
were selected for inclusion in the discriminant function: 
X1s = return on equity ratio, 
X 3 ~ = fixed cost cover/sector average, 
x~~ = cash flow to current liab./sector average. 
The relative importance of the individual variables were 
determined by ranking them according to the same three diff-
erent criteria'as was discussed in Chapter 7, section 7.4. 
The rankings for the above three variables were as follows: 
VARIABLE RANKING ACCORDING TO 
(1) F-STATISTICS (11) SCALED COEFFICIENTS (111) STEPWISE 
PROCEDURE 
X1s 1 2 1 
x3~ 2 1 2 
x~~ 3 3 3 
From these rankings the return on equity ratio once again 
appeared to be the best single discriminator. Furthermore, 
the in~lusion of two relative ratios seemed to suggest the 
usefulness of dividing ratios by their sector averages. 
The final discriminant function was 
d ( ) = -1.03551 + 0.11922Xls - 8.72697X3~ + 0.85204X~~· 
79 1 
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The overall discriminatory power of the function was given as 
F = 5.894 > F0 " 05 ; 2.88 , 
3 ' 3 4 • 
demonstrating a significant difference between the groups on 
the basis of the three included variables. Note, however, 
that this F-value is much lower than any of those obtained 
for the functions derived in Chapter 7. 
T he c 1 a s s i f i c a t o r y p owe r o f t b e f u n·c t i o n w a s t e s t e d o n 
observations from 
. (i) the original sample, 
(ii) a Lachenbruch jackknife sample, 
(iii) a randomly selected holdout sample, and 
(iv) a sample of future observations from 1980. 
Once again only the results for the last three samples will 
be reported. The accuracy matrices and associated measures 
of classificatory efficiency were as follows: 
(i) The Jackknife sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL GOOD 16 4 20 
MEMBERSHIP} BAD 6 1 2 18 
TOTAL 22 16 38 
Thus 
(1) overall efficiency= 1 ~+d 2 = 73.68% (2.9027), 
(2) proportion of original good performers correctly 
classified = ~~ = 80.00% (2.4514), 
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(3) proportion of original ba~ performers correctly 
classified = ~~ =.66.7% (1.6396). 
(ii) The holdout sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 7 4 1 1 
BAD 4 8 12 
TOTAL 11 - 1 2 23 
Thus 
( 1 ) over a 11 e f f i c i en c y = 72+3
8 
= 6 5 . 2 2% ( 1 . 4 51 0 ) , 
( 2) proportion of original good performers correctly 
classified 7 63.64% (1.0495), = TI = 
( 3 ) proportion of original bad performers correctly 
classified 8 66.67% ( 1 . 0 0 5 3 ) . = T2 = 
( i i i ) The 1980 s< 'e: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 8 4 1 2 
Thus 
BAD 7 2 9 
TOTAL 1 5 6 21 
(1) overall efficiency=~= 47.62% (-0.4110), 
(2) proportion of good performers correctly classified , 
8 
= T2 = 66.67% (0.6669), 
(3) proporti~n of bad performers correctly classified 
2 
= 9 = 22.22% (-1 .2511). 
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When substituting the 1978 and 1977 values of the ratios into 
the above function, the following measures of classificatory 
efficiency were obtained. For 1978, 
(1) overall efficiency= 57.14% (0.5345) 
(2) proportion of good performers correctly classified 
= 42.86% (-0.3780), 
(3) proportion of bad performers correctly classified 
= 71.43% (1 .1339). 
When using 1978 data to classify observations according to 
their expected performance in 1979, their original membership 
is actually unknown and the conditional probabilities should 
actually be calculated in the reverse ordeT Hence 
(4) proportion of 11 good 11 predictions proven to be correct 
= 60.00% (2.2671), 
(5) proportion of 11 bad 11 predictions proven to be correct 
= 55.56% (-1.0939). 
For 1977, 
(1) overall efficiency= 56.14% (0.9242), 
(2) proportion of good performer~ correctly classified 
= 46.43% (-0.2799), 
(3) proportion of bad performers correctly classified 
= 65.52% (1.5767), 
(4) proportion of 11 good 11 predictions proven to be correct 
= 56.52% (1.5809), 
(5) proportion of 11 bad 11 predictions proven to be correct 
= 55.88% (-0:4478). 
-l 
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8.5 Discriminant Analysis of, 1979 Sample with 
F-to-Enter = 2.00, F-to-Remove = 1.996 
With the above stated threshold values the following variables 
were selected fo~ inclusion in the discriminant function: 
x3 = debtors ratio, 
x~ = stock ratio, 
X10 = interest bearing debt + prefs, 
X1 2 = fixed cost cover, 
X 1 ~ = return + def. tax on assets, 
X18 = return on book capital, 
X1 9 = average tax rate, 
X27 = asset composition/sector average, 
X30 = long term and short term debt ratio/sector average, 
x~ 1 = average tax rate/sector average, 
X~ 2 = cash flow to assets/sector average, 
x~~ = cash flow to current liabilities/sector average. 
The relative importance of the jndividual variables as given 
by their rankings were as follows: 
----- ---'--------
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d79 ( 2) = -16.58774 + 18.36406X3 - 4.39396X~ - 0.35833Xlo 
-12.11301Xl2 + 3.34028Xl~ - 0.71143Xla -0.83658Xl9 
-12.99237X 27 + 34.09726X 3o + 18.73383X~l 
-16.76053X42 + 6.87727X44· 
The overall discriminatory power of the model was given as 
F = 10.896 > F~~ 0 ~ 5 ~ 2.16 , 
' 
demonstrating increased significance in the difference be-
tween the groups on the basis of the variables included in 
this function compared to the results for function d79 ( 1 ). 
The accuracy matrices and associated measures of classifica-
tion efficiency were as follows: 
(i) The Jackknife sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 1 9 1 20 
Thus 
BAD 1 1 7 18 
TOTAL 20 18 38 
(1) overall efficiency= 193+8
17 
= 94.74% (5.4983), 
(2) proportion ,of good performers correctly classified 
= }fr = 95.00% (3.7949), 
(3) proportion of bad .performers correctly classified 
1 7 . ) 
= T8 = 94.44% (3.9999 . 
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(ii) The holdout sample: 
ASSIGNED. MEMBERSHIP 
GOOD BAD · TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 6 5 1 1 
Thus 
BAD 4 8 12 
TOTAL 1 0 13 23 
6+8 . (1) overall efficiency= 2T = .60.87% (1.0339), 
(2) proportion of good performers corr~ctly classified 
6 . 
= TT = 54.55% t0.4459), 
t3) proportion of bad performers correctly classified 
8 
= 12"" = 66.67% (1.0053). 
(iii) The 1980 sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORlGINAL 
MEMBERSHIP} 
GOOD 6 6 12 
Thus 
BAD .8 1 9 
TOTAL 14 7 21 
(1) overall efficiency=~= 40.00% (-1.6213), 
(2) proportion of good performers corr~ctly classified 
6 . 
= T2 = 50.00% (-0.4998), 
(3) proportion of bad performers correctly classified 
= ~ = 0.11% (-1.9247). 
·When substituting the 1978 and 1977 values of the ratios into 
/ 
the above function, the following measures of classificatory 
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efficiency were obtained. For 1978, 
(1) overall efficiency= 82.14% (2.4054), 
(2) proportion of good performers correctly classified 
= 75.00% (1 .3229), 
(3) proportion of bad performers correctly classified 
= 89.29% (2.0788), 
(4) proportion of "qood" predictions proven to be correct 
= 87.50% (4.4191), 
(5) proportion of "bad" predictions proven to be correct 
= 78.13% (2.3988). 
For 1977, 
(1) overall efficiency= 71.93% (3.3083), 
(~) proportion of good performers correctly classified 
= 53.57% (0.4712), 
(3) proportion of bad performers correctly classified 
= 89.60% (4.1768), 
-(4) proportion of· "good" predictions proven to be correct 
= 83.33% (4.7236). 
I (5) proportion of "bad" predictions proven to be correct 
= 66.67% (-0.2356). 
8.6 Evaluation of Discriminant Functions Derived for 1979 
The drop in the accu!acy of the derived functions when applied 
to the holdout sample in contrast to when applied to the 
Jackknife sample can once again be explained by the fact that 
the variables included in the functions were selected on the 
.-
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basis of their discriminatory ability between the good and 
bad performers of the original, and hence also Jackknife, 
. 
samples without taking any cognition of the observations in 
the holdout sample. The same remark applies to the 1980 
sample. The poor results for the 1980 sample can further be 
explained by the instability in the financial and economic 
conditions over time. Althouqh the average return for in-
dustrial shares in 1980 was also po~itive, it was much lower 
than in 1979. 
The classificatory results obtained by substituting 1978 and 
1977 values of the ratios into the derived functions gave an 
indication of the resemblance in the financial characteristics 
of the firms for the three different years. Thus accordinq 
to function d79 ( 1 ) about 57% of the firms ·had similar 
financial characteristics in 1978 as in 1979, while about 82% 
of the firms had similar financial profil~s in 1978 as 
in 1979 accordi~g to function d79 ( 2 ). For 1977 these 
figur·es_ were somewhat lower. 
However, the above-quoted fiaures could be considered as 
underestimating the real resemblance in the financial profiles 
of firms for the different years, since they were obtained 
for functions that did not oerform with 100% accuracy on the 
1979 data form which thev were derived. The discrepancy in 
the classificatory results of the two functions when usina 
1978 and 1977 ratios could then also be ascribed to the 
different degrees of success of the two functions in discrimi-
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nating between good and bad performers of the Jackknife 
sample. Function d79 ( 2 ) outperformed function d79 ( 1 ) ~Y 
far on the Jackknife sample and hence the 1978 and 1977 re-
sults for function 
than for function 
were accordingly also much better 
In fact, since function d 7 ~(2.) 
performed with 95% accuracy on the Jackknife sample, the re-
sults obtained from substitutina 1978 and 1977 values of the 
ratios into this function could be ~onsidered as reasonably 
accurate estimates of the real resemblance in the financial 
profiles of firms for the three years. 
As was stated in section 8.~, the values of the financial 
ratios used for deriving the discriminant functions were ob-
tained from financial year-end statements between June 1979 
and June 1980. This was done because it was thought that the 
information contained in these financial sta~ements would most 
accurately refer to the financial profiles of the firms in 
1979. The data used for the 1980 sample was thus correspond-
ingly obtained from the subsequent financial year. This, 
however. implied that none of the results derived for the 
Jackknife, holdout, or 1980 samples could be viewed as 
measures of-the predictive ability of the derived functions. 
since at the time when these predictions would have been re-
auired, namely,at the beginning of the calendar year, the 
financial statements necessarv for the calculation of the 
ratios would not as yet hav~ been available. Hence the above 
. classificatory results strictly only provided measures of the 
correspondence between the financial characteristics of firms, 
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as described by fundamental financi~l analysis, an~ the re-
lative performance of these shares on the stock market for 
the corresponding year, and as such satisfied the primary aim 
of this study. 
The very good results obtained for the Jackknife samples 
illustrated the degree to which accounting information was 
reflected in the share prices and thus confirmed the validity 
of the semi-strong form of the Efficient Market Hypothesis 
with respect to shares listed on the J.S.E. This, together 
with the conclusions of the Ball and Brown study mentioned in 
Chapter 1, implied that there would be no purpose in attempt-
inq to derive oredictive functions based on financial state-
ment information. 
Nonetheless, to determine the predictive powers, if any of the 
derived functions, firms contained in the 1980 sample were 
reclassified by substitutinq the values of the ratios obtained 
from the June 1979 to June 1980 financial statements into 
function d 79 ( 2 J. The results were as follows~ 
(1) overall efficiency= 41.18%, 
{2) proportion .of go~d performers correctly classified 
= 55.56%, 
(3) orooortion of bad oerformers correctly classified 
= 25,00%. 
(4).proportion of 11 good 11 predictions proven to be correct 
= 45.45%, 
(5) proportion of 11 bad" predictions proven to be correct 
= 33.33%. 
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Although these results were better than those obtained when. 
1980 data was used, they were v.ery poor when compared to the 
results obtained when 1978 and 1977 data were used to classify 
firms according to their relative performance in 1979. This 
could be due to the fact that more similar average returns 
were earned by industrial shares in 1977, 1978 and 1979, 
than in 1980 and it would be interesting .to see the results 
obtain~d f~om ~pplying function d -7 9 ( 2 ) to a future year 
with average returns for industrial shares more similar to 
that of 1979. 
8.7 Discriminant Analysis of 1973 Sample with 
· F~to-Enter = 4,00, F-to.Remove = 3.996 
With ·the above threshold values rinly one variable, viz., 
X41 = average tax rate/sector average was selected for in-
elusion in the discriminant function.· The final discrimi-
nant function was 
d ( ) = -2.48732 + 2.90896X41• 7 3 1 . 
The overall discriminatory power of the model was given as 
F = 10.083 > F0 " 05 = 4.11 , 
1 ' 3 6 
demonstrating a significant difference between the groups on 
the basis of the· one included variable. 
The accuracy matrices and associated measures of classifi-
cation efficiency were as follows: 
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(i) The Jackknife sample: 
ASSIGNED MEMBERSHIP 
··GOOD BAD · TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 18 3 21 
Thus 
BAD 6 1 1 1 7 
TOTAL 24 14 38 
) 18+11 0 ( ) (1 overall efficiency= 38 : 76.32% 3.1768 , 
(2) proportion of good performers cor~ectly classified 
= ~ = 85.71% (2.8068), 
(3) proportion of bad performers correctly classified 
= ++ = 64.71% (1.6556). 
(ii) The holdout sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 1 0 1 1 1 
Thus 
BAD 7 6 13 
TOTAL 1 7 7 24 
(1) overall efficiency= 102+4
6 
= 66.67% (1.5987), 
(2) proportion of good ~erformers correctly classified 
= ~~ = 90.91% (3.0007), 
\ 
(3) proportion of bad. performers correctly classified 
.. 6 
= TI = 46.15% (-0.5801). 
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(iii) The 1974 sample: 
ASSIGNED MEMBERSHIP 
·GOOD · BAD · TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 1 0 0 1 0 
Thus 
BAD . 4 6 1 0 
TOTAL 14 6 20 
( 1 ) over a 1 1 e f f i c i en c y = 1 0t06 = _ 8 0 • 0 0% ( 2 • 6 8 3 3 ) ~ 
(2) proportion .of good performers correctly classified 
= ~ = 100.00% (3.1623), 
(3) proportion of bad performe~s correctly classified 
6 
=TO= 60.00% (0.6325). 
When substituting the 1972 and 1971 values of the ratios into 
the above function~ the following measures of classificatory 
efficiency were obtained. 
For 1972, 
(1) overall efficiency= 54.84% (0~8707), 
(2) proportion of good ~erformer~. correctly classified 
= 71.88% (2 .2939)' 
(3). proportion of bad performers correctly classified 
= 36.67% (-1.2849), 
(4) proportion of "good" predictions proven to be correct 
= 54.76% (-1.7992), 
(5) proportion of "bad" predictions proven to be correct 
= 55'.oo% (2.1755). 
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For 1971, 
(1) overall efficiency= '70.97% (3.4110), 
(2) proportion of good performers correctly classified 
= 93.75% (4.7701), 
(3) proportion of bad performers correctly classified 
= 46~67% (-0.1889), 
(4) proportion of 11 QOOd 11 predictions proven to be correct 
= 65.22%-(-1.3907), 
(5) proportion of 11 bad 11 predictions proven to be correct 
= 87.50% (5.6391). 
8.8 Discriminant Analysis of 1973 Sample with 
F-to-Enter = 2.00, F.to.Remove = 1.996 
With the above stated threshold values the following variables 
were selected for inclusion in the discriminant function: 
X1~ = return + def. tax on assets, 
X3 7 = return on equity/sector average, 
X~1 = average tax rate/sector average. 
The relative importance of the individual variables as given 
by their rankings were as follows: 
VARIABLE RANKING ACCORDING TO 
(1) F-STAIISIICS (li) SCALtU COtFFICIENIS llil) STEPWISE 
PROCEDURE 
x1~ 2 1 2 
x3 1 3 3 3 
x~l 1 ' 2 1 
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The final discriminant function was 
d
73
(
2
) = -3.16918 + 0.19490Xl4 - 1 .45835X 37 + 3.32264X 41 • 
The overall discriminatory power of the model was given as 
F = 6.287 > F0 • 05 ~ 2.88, 
3 ' 3 4 
demonstrating a significant difference betw~en the groups on 
the basis of the variables included. 
The accuracy matrices and associated measures of classifica-
tory efficiency were as follows: 
(i) The Jackknife sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL GOOD 16 5 21 
MEMBERSHIP} BAD 6 1 1 1 7 
TOTAL 22 1 6 38 
Thus 
( 1 ) o v e r a ] 1 e f f i c i e n c y = 1 63+8
1 1 
= 7 1 . 0 5% ( 2 . 5 2 7 9 ) , 
(2) proportion of good performers correctly classified 
= ~~ = 76.19% (1_.9290), 
(3) proportion of bad performers correctly classified 
1 1 -
= T7 = 64.71% (1.6556). 
(ii) The holdout sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL GOOD 9 2 1 1 
MEMBERSHIP} BAD 5 8 13 
TOTAL 14 1 0 24 
Thus 
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( ) 9+8 1 overall efficiency = ~ = 70.83% (2.0070), 
(2) proportion of good performers correctly clas~ified 
9 
= TI = 81.82% (2.3955), 
(3) proportion of bad performers correctly classified 
8 
= TI = 61.54% (0.5332). 
(ii) The 1974 sample: 
ASSIGNED MEMBERSHIP 
GOOD BAD TOTAL 
ORIGINAL 
MEMBERSHIP} 
GOOD 8 2 1 0 
Thus 
BAD 4 6 1 0 
TOTAL 12 8 20 
( 1 ) over a 11 e f f i c i en c y = 82+0
6 
= 7 0 . 0 0% ( 1 . 7 8 8 9 ) , 
(2) proportion of good performers correctly classified 
= 180 = 8 0 .0 0 % ( 1 . 8 9 7 4 ) ' 
(3) proportion of bad performers correctly classified 
6 
=TO= 60.00% (0.6325). 
When substituting the 1972 and 1971 values of the ratios into 
the above function, the following measures of classificatory 
efficiency were obtained. 
For 1972, 
(1) overall efficiency= 64.52% (2.3949), 
(2) proportion of good performers correctly classified 
= 71.88% (2 .2931) 
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(3) proportion of bad performers correctly classified 
= 56.67% (0.9071), 
(4) proportion of 11 good 11 predictions proven to be correct 
= 63.89% (0.7081), 
(5) proportion of 11 bad 11 predictions proven to be correct 
= 65.38% (2.2381) 
For1971, 
(1) overall efficiency= 69.35% (3.1570), 
(2) proportion of good performers correctly classified 
= 71.88% (2.2931), 
) 
(3) proportion of bad performers correctly classified 
= 66.67% (2.0031), 
(4) proportion of 11 good 11 predictions proven to be correct 
= 69.70% (1.8959), 
(5) proportion of 11 bad 11 predictions proven to be correct 
= 68,97% (2.3955). 
8.9 Evaluation of Discriminant Functions Derived for 1973 
In contrast to the results for the functions derived for the 
1979 sample, the two functions derived for 1973 both performed 
better on the random sample of observations from 1974 than on 
the Jackknife or holdout samples. Furthermore, the results 
obtained for the 1974 sample were also superior to those ob-
tained after substitution of 1972 and 1971 values of the ratios 
into the derived functions. This was probably due to the 
greater degree of similarity in the economic conditions 
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influencing the performante of industrial firms in 1973 and 
in 1974, compared to the correspondence in the economic con-
ditions of 1972 and 1971 to those in 1973. 
The resemblance in the financial profiles of firms in 1972 
and 1973 as given by the results obtained after substitution 
of the 1972 values into the derived functions were 54.84% 
according to function d73 ( 1 ) and 64.52% according to 
function d73 ( 2 ). The corresponding figures for the 1971 data 
were somewhat higher, thus suggesting that conditions in 1971 
and 1973 were more similar than conditions in 1972 and 1973. 
These figures were of course again underestimates of the real 
relations for the same reasons as was given in section 8.6. 
Since function d73 ( 1 ) was the more accurate of the two in 
the classification of observations from the Jackknife samples, 
the estimates according to this function would probably be 
the more accurate estimates of the resemblance in the finan-
cial profiles of the firms during the three years. 
Although the results obtained for the Jackknife samples were 
not quite as good as the corresponding results obtained for 
the 1979 functions, they once again indicated that the semi-
strong form of the Efficient Market Hypothesis was valid and 
that a significant amount of information contained in finan-
cail statements was anticipated by the market. However, the 
predictive power of the derived functions were once again 
tested by reclassifying some of the firms contained in the 
1974 sample by substituting the values of the ratios obtained 
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' from the ·June ~973 to June 1974 financial statements irito both 
functions d ·and 
7 3 ( l) d (. ) • 7 3_ 2 The results were as follows: 
For function d73 (l)' 
(1) overall efficiency= 83.33% (1.9362), 
(2) proportion of good performers correctly classified 
= 100.00% (2.8286), 
(3) prpportion of bad performers correctly classified 
= 75.00% (0.4998), 
·(4) proportion of "good" predictions proven to be correct 
= 66.67% (0.4082), 
(5) proportion·of "bad" predictions proven.to be correct 
= 100.00% (1.2247). 
For function d73 ( 2 )' 
(1) overall efficiency= 75.00% (1.3552), 
(2) proportion of good performers correctly classified 
= 100.00% (2.8286), 
(.3) proportion of bad performers correctly classified 
= 62.50% (0.~502), 
(4) proportion of "good" predictions proven to be correct 
= 57.14% (0.0002), 
(5) proportion of "bad" predictions proven to be correct 
= 100.00% (1.1180). 
It should be noted that these results were obtained for a 
very small number of rando~ly selected shares and hence the 
low significance levels in spite of apparently high percentages 
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of accuracy. Nonetheless, the results implied that both 
functions derived for the 1973 sample could .be used with some 
expectancy of success to predict the relative performance of 
industrial shares in years with similar economic profiles to 
that of 1973, and as such represented possible indications of 
violations of the semi-strong form of the Efficient Market 
Hypothesis: 
8.10 Summary of Results 
There was not much difference between the two functions derived 
for each of the two years under consideration. ·The better 
function for 1979 could probably be taken as 
d79 (z) = - 16.58774 + 18.36406 (debtors ratio) 
- 4.39396 (stock ratio) 
0.35833 (interest bearing debt + prefs) 
- 12.11301 (fixed cost cover) 
+ 3.34028 (return + def. tak on assets) 
- 0.71143 (return on book capital) 
- 0.83658 (average tax rate) 
- 12.99237 (asset composition/sector average) 
+ 34.09126 (long term & s~ort term debt/ 
' sector.average) 
~ 18.73383 (average tax rate/sector average) 
- 16.76053 (cash flow to assets/secto~ average) 
+ 6.87727 (cash flow to current liab./ 
sector average). 
The o~erall classificatory ability of this function on the 
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Jackknife sample was 94.74% and on the holdout sample was 
60.87%. The function, however, performed poorly when applied 
to observations from a future time period. 
For 1973 the better function was 
= -2.48732 + 2.90896 (average tax rate/sector 
average). 
Not only did this function perform reasonably well on the 
Jackknife and holdout samples, classifying respectively 76.32% 
and 66.67% of the observations correctly, but it also demons-
trated some predictive ability 
The poor results obtained from applying function d 79 ( 2 ) to 
1980 data, compa~ed to the results obtain~d from substituting 
1977 and 1978 values of the ratios into the function, were 
due to the more similar economic conditions in 1977, 1978 and 
1979, than in 1980. For the 1973 analysis, the reverse situ-
ation was true in that 1974 turned out to be more similar to 
1973 than either of 1971 and 1972. The superior predictive 
results obtained by the functions derived for 1973 could then 
also be ascribed to the fact that the predictive powers of 
these functions were tested on time periods very similar in 
financial characteristics to 1973 in which the functions were 
derived. This served to illustrate the high dependence of 
the predictive utility of the derived functions on the 
similarity in economic conditions for the specific time periods. 
It should be noted that more useful predictive models could 
possibly have been derived by using data from the financial 
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years preceding the calendar years under considerati6n. 
However, it should be remembered that .the aim of this study 
was not to derive predictive models, since on the basis of 
the assumption of market efficiency and the conclusions drawn 
by Ball and Brown, it was believed that no useful predictive 
procedures could be obtained from the analysis of financial 
statements. The excellent classificatory results obtained 
from.the application .of the derived functions to the Jackknife 
samples confirmed the validity of the semi-strong form of the 
Efficient Market Hypothesis with respect to shares listed on 
the Johannesburg Stock Exchange and, as was the case in the 
Ball and Brown study, it could be concluded that most of the 
information contained in financial statements is anticipated 
by the market. 
Once again an agreement in the variables selected for in-
clusion into·the functiun~ derived for .. 1973. and 1979 and the 
functions derived in Chapter 7 or by Le Roux was apparent. 
The return on inv~stment and capital structure characteristics 
of firms seemed to be quite importan.t. Furthermore, the 
average tax rate ratio and/or the corresponding relative 
ratio appeared in three of the four functions. The inclusion 
of sector relative ratios in all the functions suggested the 
usefulness of dividi~g ratios by their sector averages. 
The equality of group dispersions assumption was satisfied for 
most of the functions. In the odd case where it was not 
satisfied differences were small and in view of the violation 
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of the 1 normality assumption, linear procedures were considered 
to be more appropriate than quadratic procedures. Similar 
remarks with respect to the violation of the normality assump-
tions and the inclusion of different prior probabilities and 
costs of misclassification as was made in Chapter 7, section 
7.12, apply to the procedures employed in this chapter. 
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CHAPTER 9 
SUMMARY AND CONCLUSIONS 
Taking into account the multivariate nature of stockmarket 
data~ the aim of this thesis was to examine the usefulness 
of multivariate statistical techniques to portfolio theory. 
More specifically~ two different multivariate techniques were 
used in two separate'classificatory problems concerning 
shares listed on the Joha~nesburg Stock Exchange (JSE). 
Firstly~ factor analytic techniques were used to determine the 
statistical significance of grouping shares by their industry 
classifications. Chapter 2 provided a theoretical background 
of factor analysis~ while the application of thes~ techniques 
on~shares listed on the JSE were discussed in Chapters 3 and 
4. The specific factor analytic techniques used were the 
principal factor method and Kaiser's Second Generation Little 
Jiffy for initial factor extraction~ both followed by 
orthogonal varimax and orthoblique rotations. 
In Chapter 3 th~ weekly returns of shares listed on the JSE 
for the period March 1973 to June 1981 were analyzed. It 
was found that about 16% of the total v~riation in weekly re-
~urns of shares was due to the influence of a general market 
factor. The high impact of the gold shares on the market 
was indicated by the fact that about 40% of the total variance 
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of the gold shar~s was accounted for by the market factor. 
An average-linkage clustering of the residual covariances 
after removal of the market factor, revealed very ·distinct 
groupings of gold and coal shares, and to a lesser extent of 
motor shares. The significant factors extracted by the two 
methods of factor analysis could then also be identified as 
being gold, coal .and motor factors. These factors together 
accounted for about 14 to 18% of the total variance. Sub-
period analysis showed a general weakening in comovement over 
time. It also served. to emphasize the impact of gold on the 
market, since in addition to high first factor loadings for 
gold. shares, the effect of the gold shares was in some cases 
divided among all the factors. 
Because of the very dominant effect of the gold shares, and 
to a lesser extent the coal shares, on the market, the 
analysis was repeated with the gold and coal shares excluded. 
Apart from a market factor no.significant factors were ex-
tracted, thereby confirming the absence of any additional sig-
nificant groupings. It was thus concluded that the total risk 
associated with a share's return could be divided into a 
systematic component due to a go.ld-dominated market effect and 
an unsystematic component due to effects unique to the indi-
. vidual shares. 
Furthermore it could be concluded that apart from some evidence 
of comovement among.the motor shares and a strong correlation 
in the returns of the two chemical firms Lanchem and Triomf, 
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the industry classifications do not provide any guidelines 
for efftcient diversification opportunities. 
Due to the importance of gold shares on the JSE, Chapter 4 
was devoted towards examining the underlying dimensions in the 
variations in returns of gold shares. It was thought that 
these dimensions would be related to some mining character-
istics like location, life, ore grade, costs, profits and so 
forth. The data comprised of weekly returns of gold shares 
for two periods, one before the demonitisation of gold and one 
thereafter, viz., 
(i) April 1968 to December 1971, and 
(ii) February 1973 to July 1981. 
Both periods were once again divided into subperiods to deter-
mine the stability of the factor analysis results. 
For both periods the market effect turned out to be the only 
significant factor, accounting for 33,4% of the total variance 
in the first period and 56% in the second period. Although 
the subperiod analysis for the second period showed a weaken-
ing in the comove~ent of .gold shares over time, the above 
figures illustrated that gold shares formed a much more co-
hesive sector after the collapse of the Gold Standard than 
before. 
While no groupi,ngs of gold shares according to the character-
istics of the mines were apparent for the first period, some 
correspohdence in the clustering of gold shares and these 
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characteristics was detected for the second perio~. The most 
prominent of these seemed.to·be a clustering of gold shares 
according to the location .of the mines, while groupings 
according to similar ore grades, mining costs and profits 
were also discernable~ · The effects of these groupings were, 
however, insignificant when compared to the general market 
effect and proved to be useless for ~iversification purposes. 
Whereas the first part of this thesis was concerned with the 
comovement of shares and hence with the composition of port-
folios, the second part was confined to the analysis of in-
dividual securities. The specific classificatory problem was 
that of classifying firms into groups according to their re-
lative performance on the stock market. The problem was 
multivariate in nature in that the classificatory process in-
volved the derivation of models based on various financial 
characteristic~ of the firms, as well as in some economic 
characteristics of the specific time periods. The statistical 
technique considered appropriate for use in this problem was 
Multiple Discriminant Analysis, of w~ich a theoretical over-
view was given in Chapter 5. Chapter 6 gave an overview of 
the previous successful applications of M~ltiple Discriminant 
Analysis in det~rmining the usefulness of financial r~tio 
analysis. In Chapters 7 and 8 a stepwise linear discrimininant 
analysis procedure was employed to derive classificatory 
functions based on data from three different samples. 
I 
In Chapter 7 a pooled sample was constructed containing shares 
that had performed well or poorly relative to the average 
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performance of industrial shares for each of the years 1973 
to 1979. A smaller, more restrictive sample, where a 11 no-
man's-land'' range of 60% was re~uired between the returns of 
.. good .. and 11 bad 11 performers, was also constructed. By in-
cluding only financial ratios, or financial and economic 
variables, and by varying the parameters of the variable 
selection procedure, several functions were derived for the 
two samples. Two functions were selected as being the most 
efficient in the classification of firms, one based on the 
inclusioncof financial ratios alone, the other including both 
financial and economic variables. In Chapter 8 models were 
derived for the classification of shares in bull and bear 
markets based on data for 1979 and 1973, respectively. 
The derived functions performed very well in discriminating 
between observations from the samples used in the derivation 
process. Less successful results were obtained when these 
functions were applied to observations from the same time 
period but not included in the original samples. The accuracy 
of classification dropped even further when the functions were 
applied to future time periods, except when these future time 
periods corresponded very closely in their financial and 
economic characteristics to those for which the functions 
were initially derived. Thus it could be concluded that the 
classificatory powers of the functions depended to some extent 
on the specific observations used in the derivation of these 
functions, and very much on the specific time periods under 
consideration. 
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An examination of the variables included in the most success-
ful functions indicated that the characteristics of firms 
most closely related to th~ir performance on the stock market 
were those describing their returns on investment, liquidity 
position and capital structure. Analysis of these character-
istics could thus possibly provide some indications as to 
expected share performance. Furthermore, the superior per-
formance of the function derived orr the basis of both 
financial and economic variables indicated the usefulness of 
including economic indicators in the analysis. 
The data used for the derivation of the discriminant functions 
were obtained from financial year~end statements corresponding 
to the second six months of the calendar years in which 
classifications were to be made, or to the first six months 
of the following calendar years. This was done because it 
was thought that the information contained in these financial 
statements would most accurately reflect the financial pro-
files of firms in the specific calendar years under consider-
ation, and hence the extent to which this information was 
reflected in share prices could be determined. The excellent 
classificatory results obtained for the functions on the 
Jackknife samples indicated that a significant amount of this 
information was in fact anticipated by the market prior to 
the release of the financial statements. This was in accor-
dance with the results of the Ball and Brown study mentioned 
in Chapter 1 and did not leave much hope for the successful 
application of the derived models in the prediction of future 
·· .. ·'. 
. ··: 
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share performance. The predictory results obtained for the 
functions.were then ~lso· pn6r. 
However, the possibility of.deriving p.redictive models was 
already ruled out before the start of the analysis by assuming 
the semi-strong form of.the Efficient Market Hypothesis to 
hold for shares listed:on the Johannesburg Stock Exchange. 
Thus the procedure adopted for the derivation of the discri-
minant .functions was not aimed at the prediction of share 
.perfor~ance, but rather at the determination of the relation-
ship between information concerning fin~~cial characteristics 
of firms and their rel~tive performance on the stock market. 
Superior predicti~e models. c~uld possibly have been obtained 
by using data from earlier financial years in the derivation 
of.the functions but only if the Efficient Market Hypothesis 
i s t n \! a li d. • F u r t he rm o_ r e , t he i n c 1 u s i o n o f 1 a g g e d v a 1 u e s o f 
the variables most closely related to share performance could 
possibly.have proved to be useful in a predictive approach • 
Howe\fer, due to 11 creative accounting .. techniq·ues, the values 
of .the ratios would possibly have turned out to be fairly 
stable over time, thus causing additional m~lticollinearity 
problems. 
The definition of the initial groups based on an inherently 
continuous variable like share returns lead to a problem 
with .respect to the performance of the discriminant functions 
in the classification of intermediate shares. In previous 
studies the use of.a 11 black-gray-white 11 method was suggested, 
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as .discussed in Chapter 6, section 6.2 With reference to this 
study s.uch an approach ~~~l·d have involved dividing the z-
s cores i n to three i nt e r v a ls , one cor r e s pond i n g to s cores de-
picting only bad performers, anot~er corresponding to scores 
depicting only good performer.s, and a ''gray area 11 in the 
centre for the intermediate and borderline cases .. An analysis 
of the z-scores for the i.ndividual observatians as generated 
by the various derived functions, however, showed a tremen-
dous overlap in the z-scores of good and bad performers and 
any attempts to define black-gray-white zones proved useless. 
The problem of the classification of intermediate shares 
\ 
would, however, mainly arise in predictive problems and since 
prediction. was not the primary aim of this study, the above 
deficiency was not considered to be too serious. 
Various shortcomings of the specific discriminant analysis 
techniques employed have been discussed in previous chapters 
and possible refinements with respect to the inclusion of 
unequal prior proba~ilities of membership and costs of mis-
classification were suggested, as well as the use of discrete 
discriminant analysis procedures instead of standard linear 
procedures.. The practical employment of these refinements 
-and the determination crf· their usefulness in the derivation of 
possible superior discriminatory mo~els, as· well as the adoption 
of an approach more directly geared tow~rds the derivation of 
p6ssible predictive models, provide opp~rtunities-for further 
research. 
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APPENDIX A 
1 Names of ·'Shares, used i:rl, tnis study 
COAL 
GOLD 
BA,NKS 
BUILDING 
:1. 
2. 
3. 
4. 
s. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
-14. 
15. 
16. 
17. 
Amcoal 
Apex Mines Ltd 
Clydesdale 
Tavi.stock 
Trans.,...Natal 
Vierfonte;in 
VJelgedacht 
Blyvooruitzicht 
Doornfontein 
Driefontein Consolidated 
Kloof 
Western .A,reas 
Wes Drie 
Western Deep Levels 
Ba.nkorp 
Boland 
!CLEF 
18. Nedbank 
19.- Stanbic 
20. T & T 
21. Volkskas 
22. Alpha 
23, Boumat 
24. 
25. 
26. 
27, 
28, 
Everite Ltd 
Grinaker Holdings Ltd 
LTA 
Murray and Roberts 
Pretoria Portland Cement 
',' 
(APEX) 
(CLYSDL) 
(TAVISTK} 
(TRNSNTL) 
(VIERFNT} 
(WELGDCT} 
(BL'YVOOR) 
(POORNSl 
(DRIECON) 
(WAREP.S} 
(WSTNDPl 
CEVRl'T:E:l 
(GRNMRl 
(M & R) 
(PPCEM) 
(A- 2) 
CHEMICAL 29. AECI 
30. Chemical Holdings (CHEMHD) 
31. De Beers Industrial Corporation (DEBERL) 
32. Lanchem 
33. Sentrachem . (SENCHEM) 
34. Trek 
35. Triomf 
FOOD 36. Cadoury Schwepps (CADSWP} 
' 37. Fedfood 
38, ICS 
39. I & J 
40. Kanhym 
41. Premier Group. 
42. Tiger Oats (TIGOATS) 
MOTOR 43. Ass eng 
.44. J?unlop 
45. Gentra 
46. McCarthy 
47. Saf;tcon 
48. Toyota 
49_. WMH:unt 
1/ 
APPENDIX B 
TABLES AND FIGURES GENERATED BY A FACTOR ANALYSIS OF SHARES LISTED 
ON THE JSE 
( s -1 ) 
TABLE 1 
SQUARED MULTIPLE CORRELATIONS 
,. ' 
·Shares Total Period .1st Subperiod 2nd Subperiod 
1 AM COAL .44844 .52201 .53882 
2 APEXMIN .38662 .46573 • 47235 
3 CLYSDL .43384 .54497 .46969 
4 TAVISTK .43186 .46958 .53383 
-5 TRNSNTL .51253 .59782 • 54041 
6 VIERFNT .22213 .32201 • 29416 
7 WELGDCT .41032 • 4 7730 .41$76 
.. ' .... 
COAL • 40653 .48563 .47557 
8 BLYVOOR .63159 • 72542 .62938 
9 DOORNS .56867 .60890 .63663 
10 DRIECON .72500 • 80671 • 72341 
11 . KLOOF .66618 .73944 .65983 
12 WARGAS .66840 • 77481 .65554 
13 WESDRIE .63690 .70120 .68658 
14 WSTNop· .38408 .73469 .33389 
GOLD • 61155 .72731 .61789 
15 BANKORP .21850 .20224 .37539 
16 BOLAND .27693 .36565 .37494 
17 I CLEF .24637 • 40671 .22956 
18 NEDBANK .41794 .47685 .50150 
19 STANBIC .31525 • 30540 .46126 
20 T & T .17943 .28233 .24389 
21 VOLKSKAS .44022 • 55223 .51005 
BANKS .29923 .37020 .38523 
22 ALPHA .• 26489 .31314 .41746 
23 BOUMAT .38629 .53143 .35457 
24 EVRITE • 21125 ' .29337 .26750 
25 GRNAKR .31738 .40330 • 43072 
26 LTA .38002 .49560 .45525 
27 M & R .40073 • 46413 .45598 
28 PPCEM .32347 • 38729 .40391 
BUILDINGS .32629 .41261 .39791 
29 AECI .43576 • 50510 .45606 
30 CHEMHD .22247 .27891 .28648 
31 DEBERL .28134 .37594 .29975 
32 LANCHEM .19244 .30986 .30955 
33 SENCHM .32184 .41619 .40946 
34 TREK .24762 -34115 .33258 
35 TRIOMF .24330 .27576 .38402 
CHEMICALS 
' 
• 27782 .35756 • 353!r9" 
36 CADSWP .20806 • 36684 .33630 
37 FED FOOD .24043 .36u46 • 29610 
38 ICS .39394 .43431 .49352 
39 I & J .19397 .24384 .34325 
40 KANHYM .22404 .28048 .31891 
41 PREMGRP .34893 .50370 - 334 52 
42 TIGOATS .49976 .65635 .40081 
FOOD .,30130 • 407.43 .36049 
43 ASSENG .18432 .32904 .24503 
4 4 DUNLOP .27485 .34634 .39096 
45 GENTRA .28570 . 38830 .29923 
46 MCCARTHY .39674 .53980 .49197 
47 SAFICON .29149 . 41122 .37578 
48 TOYOTA • 30695 .42365 .31697 
49 WHHUNT 
' 
.24337 .36379 .25988 
' 
.--
MOTOR .28335 .40031 .33997 
' 
·--
AVERAGE, ' • 35801 .45158 • 41872 
' ' 
' ' ~ ~. -:----:----. 
(0. 43515) 
TABLE 2 (i3-2) 
PROPORTION OF VARIANCE EXPLAINED BY FIRST FACTOR 
{A) Principal Factor Analysis. 
Shar-e Total Period 1st Subperiod 2nd Subperiod 
' 
1 AM COAL .292 918 .341 424 .232 883 
2 APEXMIN .100 069 .093 785 .112 148 
3 CLYSDL .159 493 .210 298 .096 043 
4 TAVISTK .133 469 .158 249 .108 455 
5 TRNSNTL .153 280 .158 751 .145 040 
6 VIERFNT .064 202 .069 828 .060 746 
7 WELGDCT · .123 734 .148 661 .099 1J2 
'' 
COAL .146 735 .168 714 ,:1>22 070 
8 BLYVOOR .391 407 .412 798 .375 414 
9 DOORNS .391 449 • 359 338 .453 412 
10 DRIECON .454 541 .463 782 .448 854 
11 KLOOF .460 650 .440 941 .481 592 
12 WAREAS .• 4 76 445 .442 837 .542 844 
13 WESDRIE .441 019 .408 001 • 4 85 123 
14 WSTNDP .190 543 .~74 967 .118 213 
GOLD .400 865 .414 666 .415 065 
15 BANKORP .061 820 .030 736 .092 058 
16 BOLAND .084 571 .086 737 .068 483 
17 I CLEF .030 731 ' .049 404 .006 627 
18 NEDBANK .221 045 • 217 492 .247 158 
19 s·TANBIC .118 837 .113 704 .107 259 
20 T & T .067 781 .090 306 .034 311 
21 VOLKSKAS .210 467 .180 614 .243 631 
BANKs- .113 607 .109 856 .114 218 
22 ALPHA .117 839 .077 761' .165 196 
23 BOUMAT .142 150 .157 143 .127 156 
24 EVRITE .085 219 .093 810 .065 481 
25 GRNAKR .158 831 .150 209 .159 855 
26 LTA .llo 191 .083 978 .168 832 
27 M & R .186 633 .213 954 .137 873 
28 PPCEM .137 098 .122 792 .159 098 
BUILDING .ll3 994 .128 521 .140 499 
29 AECI .240 216 .254 779 .205 954 
30 CHEMHD .067 095· .056 746 .066 710 
31 DEBERL .114 310 .126 195. .089 479 
32 LANCHEM .038 281 .079 678 .014 650 
33 SENCHM .191 187 .182 838 .201 348 
34 TREK .061 705 .064 145 .057 418 
35 TRIOMF, .066 257 .• 056 586 .074 462 
'. 
,. ' 
CHEMICALS .111 293 .117 281 .101 432 ' -
36 CADSWP .072 090 .083 834 .041 896 
37 FEDFOOD .],.24 109 .136 886 .096 098 
38 ICS .204 172 .203 788 .199 597 
39 I & J .047 517 .045 680 ,046 383 
40 KANHYM .034 704 .059 784 .069 524 
41 PREMGRP .189 771 .226 971 .142 550 
42 TIGOATS .267 333 .356 195 .154 041 
FOOD .138 528 .159 020 ,107 156 
43 ASS ENG .010 050 .053 263 .ooo 069 
4 4 DUNLOP .082 862 .067 537 .099 723 
45 GENTRA .036 064 ,048 430 ,017 402 
46 MCCARTHY .191 084 .209 225 .172 335 
47 SAFIC()N .093 331 .095 645 ,086 590 
48 TOYOTA .118 509 .127 781 .lOS 441 
49 WMHUNT .085 688 .no 249 ,051 689 
HOTOR .088 227 .101 733 .076 ·-l78 
AVERAGE .161 893 .171399. .153 803 
(B-3) 
TABLE 2 
(CONTINUED)' 
(B) Little Jiffy. 
-Share Total Period 1st Subperiod 2nd Subperiod 
1 AM COAL .280 689 .281 954 .263 356 
2 APEXMIN .089 813 .oss 494 .130 682 
3 CLYSDL .159 473 .154 708 .128 674 
.4 TAVISTK .130 519 .099 541 ,145 618 
5 TRNSNTL .156 524 .113 566 .188 859 
6 VIERFNT .061 860 .053 818 .064 677 
7 -WELGDCT .118 272 .110 259 .124 348 
COAL .142 450 .124 191 ,149 459 
8 BLYVOOR .356 724 ,516 716 ,275 551 
9 DOORNS ,362 343 .445 114 • 334 730 
10 DRIECON .420 075 .606 827 .332 587 
11 KLOOF .423 062 .565 191 .365 863 
12 WARE AS .429 992 .579 913 .398 556 
13 WESDRIE .415 751 .520 893 .422 763 
14 WSTNDP .165 377 .519 823 .060 973 
-------
GOLD .367 618 .536 -354 .313 .003 
15 BANKORP .059 670 .019 157 .116 333 
16 BOLAND .085 999 ,047 809 .088 735 
17 I CLEF .028 079 .026 521 .007 730 
18 NEDBANK ,225 401 .137 489 ,283 005 
19 STANBIC ,122 865 ,074 233 .157 971 
20 T & T .066 054 .057 024 ,031 585 
21 VOLKSKAS .213 058 ,092 817 .296 885 
BANKS .114 447 .004 803 .140 321 
. 22 ALPHA .121 112 .050 176 .221 728 
23 BOUMAT .140 502 ,092 984 .380 756 
24 EVRITE· .079 633 .048 854 .078 099 
25 GRNAKR .146 130 .083 137 .167 203 
26 LTA .099 675 .029 816 .215 650 
27 M & R .193 810 .140 909 .200 354 
28 PPCEM .137 098 .065 058 .• 194 682 
BUILDING .131 137 ,072 991 .208 353 
29 AECI • 250 069 .194 774 .262 357 
30 CHEMHD .ass 4so .036 507 .065 267 
31 DEBERL· .114 310 .086 936 .097 996 
32 LANCHEM ,031 895 .047 963 .011 937 
33 SENCHEM .187 075 .121 276 .215 391 
34 TREK ,1)58 324 .031 721 .077 302 
35 TRIOMF .048 483 .031 504 .051 085 
CHEMICJ>.L .106 599 .078"· 669 .111 619 
36 CADSNP .071 026 .062 364 .066 046 
37 FED FOOD .117 704 .108 926 .107 637 
38 ICS .212 178 .137 959 .258 362 
39 I & J .042 -135 .023 149 .047 173 
40 KJl.NHYM ,060 813 ,034 610 ,068 380 
41 PREMGRP .192 196 .160 756. ,179 293 
42 TIGOATS .285 555 ,263 602 • 207 .1-57 ,. 
FOOD ,140 230 ,113 052 .133 4_35 
' ---.,-.--
43 l>.SSENG .007 865 ;020 379 .000 044 
44 DUNLOP .073 788 .026 817 .115 783 
45 GENTRA .035 121 .019 974 ,022 572 
46 MCCARTHY .178 419 .oo1 152 .001 894 
47 SAFICON .075 674 .041 834 .084 687 
- 4 8 TOYOTA .106 191 .062 975 .106 467 
4 9 m1HUNT .080 634 .064 682 .070 664 
' 
MOTOR .079 670 .033 973 .057 444 
AVERAGE .154 593 .137 719 .159 091 
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TABLE 3 
UN ROTATED FACTOR PATTERN, PRINCIPAL FACTOR ANALYSIS, TOTAL PERIOD 
' 
Share Factor 1 Factor 2 Factor 3 Factor 4 
... 
· AMCOAL 1 .0237 -.0089 • 0145 ~.0048 
APEXMIN 2 .0152 -.0106 ,0206 .,..,0030 
CLYSDL 3 .0194 -.0093 ,0214 ..... oo75 
TAVISTK 4 .0180 .... 0152 .0207 ... oo71 
TRANSNTL 5 .0190 -.0103 ,0264 .-,0042 
VIERFNT 6 .0163 -.0102 .0188 .0073 
WELGDCT 7 • 0224 -.0127 .0302 .., .0099 . 
COAL 
' 
.1340 ...... 0772 .152? ', -.0293 
' ' 
BLYVOOR 8 .0375 ,0299 .-.oo15 ,0005 
DOORNS 9 .0475 ,0314 - .• 0057 -,0069 
DRIECON 10 .0388 ,0307 -.0039 .-,0010 
KLOOF 11 .0432 .0296 -.0016 .0035 
WAREAS 12 .0480 ,0319 .0013 -.0009 
WESDRIE 13 .0344 ,0214 -.0002 .,.,,0029 
WSTNDP -14 .0351 ,0313 --.0011 ,0077 
GOLD ,2845 ,2062 -.0127 ,0000 
BANKORP 15 .0114 -.0111 -.ooo1 -,0014 
BOLAND 16 .0119 -.0104 -.0039 -.0027 
I CLEF 17 .0068 -.0065 -.oo3l ,0031 
NEDBANK 18 ,0204 -.ol39 .-,0026 ,0058 
STANBIC 19 .0119 -.0101 .0006 -.0003 
T & T 20 .0156 -.0102 -.0076 .0016 
VOLKSKAS 21 .0163 -.0150 -.ooo8 .0005 
BANKS .0943 -.0772 -.0175 -.0066 
ALPHA 22 .0145 -.0096 -.0022 -.0047 
BOUMAT 23 .0172 -.0143 -.0076 -.0081 
EVRITE 24 .0090 -.0075 -.0003 -.0045 
GRNAKR 25 ,0196 -.0125 -.0063 .0040 
LTA 26 .0184 -.0210 -.0145 .0001 
M & R 27 .0210 -.0157 -.0074 -.0030 
PPCEM 28 ,0133 -.0113 -.0021 -.0023 
BUILDING .1130 -.0919 -.0404 -.0185 
AECI 29 .0186 -.0103 -.0013 .0025 
CHEMHD 30 .0099 -.0075 -.0041 -.0056 
DEBERL 31 .0096 -.0046 .0017 .0002 
LANCHEM 32 .0172 -.0113 .0067 .0349 
SENCHEM 33 .0185 -.0108 -.0028 .0005 
TREK 34 .0144 -.0146 -.0030 -.0011 
TRIOMF 35 .0166 -.0122 .. .0058 .0257 
CHEMICALS .1048 -.0713 .0031 .0571 
CADSWP 36 .0135 -.0088 -.0003 -.0072 
FEDFOOD 37 .0153 -.0070 -.0051 -.0023 
ICS 38 .0206 -.0152 -.0038 .0017 
I & J 39 .0120 -.0122 -.0013 .0047 
KANHYM 40 .0131 -.0121 .0057 .0110 
P REMGRP 41 .0157 -.0089 -.0031 .0020 
TIGOATS 42 .0179 -.0107 -.0024 .0010 
.FOOD .1081 -.0749 -.0103 .• 0069 
ASSENG 43 .0052 -.0125 -.0059 -.0060 
DUNLOP 44 .0142 -.0150 .-,0099 -.0024 
GENTRA 45 .0076 -.0103 -.0065 -.0045 
HCCARTHY 46 .0267 -.0209 -.0165 -.0034 
SAFICON 47 .0221 ..... 0217 -.0159 .0017 
TOYOTA 48 .0206 -.0164 -.0119 -.0030 
WMHUNT 49 .0167 -.0176 -.0014 -.0037 
MOTOR .1131 -.1144 -.0680 -.0213 
TABLE 4 
PRINCIPAL-FACTOR ANALYSIS, NO ROTATION, TOTAL PERIOD 
(A) ·percentage of Communality Explained 
() f 1 1' d B Percentage 0 Tot a Var1ance Exp a1ne 
.r--'· / 
Factor Dominant· _Percentage Cumulative !cumulative Shares·· Percentage Percentage.~e~centa~e 
/ 
' 
' 1 Market 52.83 52.83 16.19 16.19 
.. 
/ / 
' 2 Gold, /' 29.45 82.28 8.76 24.95 
., (-) Moto:i 
3 Coal 11.4 7 93.74 3.64 28.59 
. ' 4 Lanchern & 6~26 100.00 1. 43 30.02 
Triornf 
TABLE 5 (B-10) 
VARIMAX RarATED FACTOR PATTERN 1 PRINCIPAL-FACTOR ANALYSIS 
TarAL PERIOD 
Shar~ _Factor 2 Factor 3 Factor 4 
" 
AM COAL 1 .003 .017 .001 
APEXMIN 2 -.001 .023. .004 
CLYSDL 3 .001 .024 -.001 
TAVISTK 4 .007 .026 .002 
TRANSNTL 5 -.ool .028 '.003 
VIERFNT 6 .., -.ool .019 .013 
WELGDCT 7 .001 .034 -.001 
COAL .011 .171 .021 
BLYVOOR 8 -.025 -.012 ..... all 
DOORNS 9 -.022 -.014 -.019 
DRIECON 10 -.024 -.014 -.013. 
KLOOF 11 -.026 -.013 -.008 
WAREAS 12 -.028 -.010 .,.,013 
WESDRIE 13 -.017 -.007 -.011 
WSTNDP 
'-'' 
14 -.029 -.014 -.oo5 
GOLD -.171 -.084 -.080 
BANKORP 15 .010 .004 .003 
BOLAND 16 .011 .001 .001 
I CLEF 17 .006 -.001 .005 
NEDBANK 18 .011 .001 .010 
STANBIC 19 .008 .004 ,004 
T & T 20 .011 ·.-.oo4 .004 
VOLKSKAS ~1 .013 .004 ,006 
BANKS .070 .009 .033 
' 
ALPHA 22 .011 .003 -.001 
BOUMAT 23 .018 .000 -.003 
EVRITE 24 .008 .004 -.001 
GRNAKR 25 .012 -.002 .008 
LTA 26 .024 -.006 .006 
M & R 27 .017 -.ooo .002 
PPCEM 2B .011 .003 .002 
BUILDINGS .101 .002 .013 
AECI 29 .009 .002 .006 
CHEMHD 30 .010 .000 -.003 
DEBERL 31 .003 .003 .002 
LANCHEM 32 -.004 .001 .037 
SENCHEM 33 .010 .001 .004 
TREK 34 .014 .003 .004 
TRIOMF 35 .000 .003 .029 
CHEMICALS .042 .013 .060 
CADSWP 36 .010 ·.005 -.003 
FEDFOOD 37 .009 -.002 -.000 
res 38 .• 014 .bel ,007 
I & J 39 '.010 .002 ,009 
KANHYM 40 ,005 ,006 .015 
PREMGRP 41 .009 ~ooi .001 
TIGOATS 42 .010 .001 .005 
FOOD .067 .014 .034 
' 
ASSENG 43 .015 ,001 -:-,001 
DUNLOP 44 .018 -.003 ,002 
GENTRA 45 .013 -.001 -.001 
MCCARTHY 46 .026 -.007 ,003 
SAFICON 47 .025 .,..,007 .008 
TOYOTA 48 .020 -.004 .002 
WMHUNT 49 .017 .006 .003 
---
MOTOR .134 -.015 ,016 
~. 
(B-ll) 
, TABLE 6-
PRINCIPAirFACTOR ANALYSIS, VARIMAX ROTATION, TOTAL PERIOD 
(A) Percentage of Communality Explained 
(B) Percentage of Total Variance Explained 
_Factor Dominant __ /Percentage Cumulative Shares .Percentage· 
' 
1 Market 52.30 52.30 
-
2 Gold, 25.00 77.30 
Motor 
3 Coal 13.60 90.90 
4 ·Lanchem & 9.10 100.00 
Triomf 
Percentage Cumulative Percep,:tage 
16~19 16.19 
7.40 23.59 
4.10 27.69 
2.20 29.89 
(B-12) 
TABLE 7 
UNROTATED FACTOR PATTERN, PRINCIPAL-FACTOR ANALYSIS, 
FIRST SUBPERIOD 
Share Factor 1 Factor 2 Factor 3 :Factor 4 
AM COAL 1 .0263 -.0037 .0161 .0004 
APEXMIN 2 .0156 -.0065 .0260 .0087 
CLYSDL 3 .0253 -.0065 .0258 .0058 
TAVISTK 4 .0232 -.0011 .0275 .0061 
TRNSNTL 5 .0214 -.0075 .0318 .coso 
VIERFNT 6 .0172 -.0053 .0244 -.0070 
WELGDCT 7 .0281 -.ooso .0385 .0145 
COAL .1571 -.0356 .1901 .0335 
BLYVOOR 8 .0404 .0318 -.0066 -.0034 
DOORNS 9 .0478 .0345 -.0109 .0094 
DRIECON 10 .0424 .0342 -:oo88 .0003 
KLOOF 11 .0454 .0356 -.0038- ~.0055 
WAREAS 12 .0478 .0393 -.0010 .0038 
WESDRIE 13 .0331 .0257 -.0026 .0013 
WSTNDP 14 .0372 .0352 -.0058 -.0022 
GOLD .2941 .2363 -.0395 :0037·· 
BANKORP 15 .0077 -.0069 .0012 .0021 
BOLAND 16 .0132 -.0124 .0019 -.0043 
I CLEF 17 .0101 -.0107 -.0077 .0044 
NEDBANK 18 .0244 .... 0188 .0003 ... 0174 
STANBIC 19 .0125 -.0088 .0035 ..... 0069 
T & T 20 .0224 -.0158 -.0056 -~0113 
VOLKSKAS 21 .0166 -.0177 .0008 -.0024 
BA.~KS .1069 -.0911 -.0056 -.0358 
ALPHA 22 .0122 -.0074 -.0026 -.0075 
BOUMAT 23 .0221 -.0195 -.0072 .0013 
~actor 
-.0052 
.0082 
-.0001 
-.0026 
.0077 
,0031 
-.ooos 
.• 0106 
.0035 
-.0069 
-.0027 
.0035 
.0033 
.0017 
.0022 
.0046 
-.0068. 
.... 0046 
.0054 
.0006 
'<'.0043 
-.0059 
-.0039 
-.0195 
-.0077 
-.0253 
EVRITE 24 .0097 -.0080 .0023 .0029 . -.0032 
GRNAKR 25 .0207 -.0176 -.0050 -.0036 .0057 
LTA 26 .0193 -.0283 -.0187 .0191 .0129 
M & R 27 .0260 -.0183 -.0059 -.0054 -.0021 
PPCEM 28 .0147 -.0143 .0006 -.0026 -.0046 
BUILDING .1247 -.1134 -.0365 .0042 -.0243 
AECI 29 .0191 -.0097 -.0038 -.0087 -.0003 
CHEMHD 30 ,0096 -.0052 -~0029 .0093 -.0045 
DEBERL 31 .0100 -.0048 .0044 -.0016 -.0069 
LANCHEM 32 .0232 -.0130 .ooi·6 -.0197 .0280 
SENCHM 33 .0194 -.0135 -.0026 -.0011 -.0054 
TREK 34 .0155 -.0155 -.0081 .0039 .0084 
TRIOMF 35 .0130 -.0107 .0010 -.0071 .0066 
CHEMICALS .1098 -.0724 -.0104 -.0250 .0259 
CADS\'iP 36 .0160 -.0052 .0031 .coos -.0140 
FEDFOOD 37 .0176 -.0057 -.0078 .0069 -.0024 
res 38 .0237 -.0017 -.0023 -.0117 -.0067 
I & J 39 .Oll8 -.0012 -.0043 -.oos4 .0031 
KANHYM 40 .0138 -.0013 .0043 -.0106 .0040 
P REMGRP 41 .0202 -.0011 -.0028 -.0041 -.0070 
TIGOATS 42 .0229 -.0012 -.0019 -.0106 -.0068 
FOOD .1260 . -.0174 -.0117 -.0350 -.0298 
ASSENG 43 .0097 -.0146 -.0036 .0038 -.0084 
DUNLOP 44 .0146 -.0185 -.0067 .0057 .0010 
GENTRA 45 .0109 -.0149 -.0087 .0120 -.0082 
MCCARTHY 46 .0283 -.0252 -.0135 -.0007 ,0059 
SAFICON 47 .0251 -.0257 -.0228 ,0214 .0116 
TOYOTA 48 .0198 -.0208 -.0058 .0025 .0089 
WMHlJNT 49 .0188 -.0153 -.0014 .0074 -.0022 
---·---
MOTOR ,1272 -.1350 -.0625 ,0521 ,0086 
5 
l 
I 
TABLE 8 
PRINCIPAL-FACTOR ANALYSIS, NO ROTATION, FIRST SUBPERIOD 
(A) Percentage of Communality Explained 
(B) Percentage of Total Variance Explained 
._........,.. 
Cumulative Factor ·Dominant .- /.Percentage. Share.s .iJ?e;r;c.en,tage 
. ) 
T .. .. . . 
1 Market 47.40 47.40 
/' 
2 Gold, 28.46 7 5. 8_6 
l""'} Motor -· ,-
3 Coal 12.88 88.74 
4 5.85 94.59 
5 5.41 .100.00 
-
,. 
Cumulative l;'erce!).tage f>e.fc,~ntage 
" 
. ·. . ' -
' 17.14 17.14 
9.91 27.05 
4.36 31.41 
2.09- 33.50 
' 
2.00 35.50 
' 
(B-14) 
TABLE 9 
\'ARIMAX ROTATED FACTOR PATTERN, PRINCIPAL-FACTOR ANALYSJS FIRST SUBPERIOD 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 
AMCOAL 1 -.001 .002 .016 .006 
APEXMIN 2 .009. -.003 .027 -.005 
CLYSDL 3 .005 -.001 .027 .002 
TAVISTK 4 .{)07 .002 .029 006 
TRNSNTL 5 .007 .000 .033 -.005 
VIERFNT 6 -.003 .008 .024 -.004 
WELGDCT 7 .008 -.009 .040 .004 
COAL .032 -.001 .196 .004 
BLYVOOR 8 -.022 -.019 -.010 -.011 
-DOORNS 9 -.019 -.030 -.015 .001 
DRIECON 10 -.023 -.023 -.01.3 -.oo5· 
KLOOF 11 .027 -.020 -.008 -.012 
WARE AS 12 -.024 -.030 -.005 -.011 
WESDRIE 13 -.016 -.018 -.006 -.007 
WSTNDP 14 -.024 -.022 -.010 -.010 
GOLD -.155 -.162 -.067 -.055 
BANKORP 15 .004 .003 .002 .008 
BOLAND 16 .004 .012 .003 .006 
' 
I CLEF 17 .013 .004 -.006 -.002 
. ' NEDBANK · 18 .002 .025 .002 -.001 
STANBIC 19 -.000 .ou .004 .004 
T & T 20 .003 .019 -.004 .006 
VOLKSKAS 21 +.009 • 014 .003 . .007 
BANKS .035 .088 .004 .028 
ALPHA 22 -.002 .011 -.002 .007 
BOUMAT 23 .007 .013 -.005 .029 
rYRITE 24 .006 .003 .003 .005 
GRtiAKR· 25 .012 .015 -.003 -.002 
LTA 26 .038 .006 -.014 -.001 
· M & R 27 .009 .017 ·-.004 .005 
PPCEM 28 .007 .012 .002 .007 
BUILDING .• 077 .077 -.023 .050 
AE.CI 29 .002 .013 .003 .QOO 
CHEMHD 30 .008 -.003 -.002 .008 
DEBERL 31 -.000 .004 .005 .007 
LANCH£11 32 .005 .023 .003 -.028 
SENCHI'I 33 .007 .010 -.001 .008 
TREK 34 .017 .008 -.006 -.004 
TRIOMF 35 .005 .012 .002 -.006 
CHEMICALS .044 .067 -.022 -.015 
(B-.15) 
TABLE 9 (CONTINUED) 
VARH1AX ROTATED FACTOR PATTERN, PRINCIPAL-FACTOR ANALYSIS FIRST SUBPERIOD 
SHARE FACTOR 1 FACTOR 2. FACTOR 3 FACTOR 4 
CADSWP 36 -.001 .003 .003 .014 
FEDFOOD -37 .009 -.001 -.007 .005 
ICS 38 .003 .021 -.001 .007 
I & J 39 .007 .012 -.003 -.001 
KANHYM 40 .003 .016 .005 -.004 
PREMGRP 41 .003 .011 -.002 .008 
TIGOATS · · · 42 -.000 . .016 -.001 .007 
FOOD .024 .078 -.006 .036 
ASSENG 43 .010 .007 -.002 .012 
DUNLOP 44 .018 .009 - .00"4 .004 
GHITRA 45 .016 .002 -.006 .014 
MCCARTHY 46 .021 .018 .010 -.000 
SAfiCON 47 .038 .002 .018 -.000 
TOYOTA 48 .020 .012 -.003 -.003 
1-.MHUNT 49 .• 015 .005 .001 .007 
MOTOR .138 .055 -.042 .034 
/ 
(B-16) 
TABLE 10 
PRINCrPAL~FACTOR ANALYSIS t VARIMAX ROTATION, FTRST SUBPERIOD 
. . ' . '· . 
(A) Percentage of Communality Explained. 
(B} Percentage of Total Variance Expla~ned. 
-
Fac;:tor Dominant 
· ·. . . J/cumulative rercentage1~um~~ati¥e 
.Share.s Percentag - '-P , . tcti;J 
. ' ' 
.· e:r;.ce.n ~ e .. , . ~pc~p._t,a9.~ 
' . . 
'· 
' 
.. , 
'. 
.. 
' 
----
1 -Market 47.40 47.40 17.14 17.14 
2 ·.Gold, 17.50 64.90 5.30 22.44 
~otor 
3 Gold 15.80 80.70 6,00 / 28,44 
' 
4 ~oal 14.00 94.70 4.50 32.94 
5 5.30 100.00 2.60 35.54 
·, 
' 
.. 
(d-17). 
TABLE 11 
UNROTATED FACTOR PATTERU, PRINCIPAL-FACTOR ANALYSIS .SECOND SUBPERIOD 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5; 
AMCOAL 1 .0205 -.0151 .0030 -.0076 -.0088 
APEXMIN .. 2 .0151 -.0155 .0060 -.0052 -.0100 
Cl YSDL . 3 .0127 -.0111 .0014 -.0169 -.0099 
TAVISTK 4 ·.0126 -.0185 .0028 -.0041 -.0072 
TRNSNTL 5 .0163 -.0123 .0047 -.0223 -.0061 
VIERFNT 6 .0157 -.0160 .0111 -.0049 -.0065 
WELGDCT 7 .0167 -.0206 .0031 -.0140 -.0126. 
COAL .1096 -.1091 .0321 -.0750 -.0611 
BLYVOOR 8 0349 .0277 -.0018 -.0064 -.0017 
DOORN$ 9 .0483 .0272 -.0040 .0000 -.002t 
DRIECON10 10 .0352 .0265 -.0011 -.0035 .0029; 
KLOOF 11 .0405 .0228 -.0008 -.0002 .0040 
WARE AS 12 .0496 .0228 .0019 .0026 -.0009 
h'ESDRIE 13 .0361 .0156 -.0063 -.0079 .0068 
1·/STNDP 14 .0330 .0286 ~0168 .0125 -.0172 
GOLD .2776 .1712 .0047 -.0029 -.0082 
BANKORP 15 .0145 -.0167 -.0009 .0023 -.0006 
BOLAND 16 .0094 -.0058 -.0085 .0036 .0020 
I CLEF 17 .0025 -.0015 .0026 -.0027 -.0021 
NEDBANK. 18 ~0157 -.0072 . -.0021 -.0007 .0064 
STANBIC 19 0103 -.0108 -.0034 -.0009 .0015 
T & T 20 .0074 -.0023 -.0021 .0062 .0040 
VOLKSKAS 21 0154 -.0118 .0010 -.0030 .0050 
BAIJKS .0752 -.0561 -.0134 .0108 .0162 
ALPHA 22 .0164 .0132 -.0074 -.0065 .0051 
BOUt~AT 23 .0115 .0077 -.0044 .0030 -.0069 
EVRITE 24 .0076 .0061 -.0052 .0015 .0007 
GRNAKR 25 .. 0176 .0057 -.0012 .0023 .0050 
LTA 26 • 0169 .0135 -.0037 .0038 . .0103 
N & R 27 .0146 .0118. -.0091 -.0023 .0093 
PPCEM 28 .0113 .0072 -.0035 -.0013 .0038 
BUILDING .0959 .0652 -.0345 .0005 .0273 
AE<:I 29 .0171 -.0117 -.0019 -.0092 .0050 
CHEMHD 30 .0092 .0099 -.0033 .0078 -.0055 
DEBERL 31 .0086 -.0033 .0022 -.0021 .0067 
LAI~CHHI 32 .0113 -.0117 .0442 .0038 .• 0249 
SENCHM 33 .0175 -.0082 -.0015 -.0024 .0059 
TREK 34 .0131 -.0156 -.0035 -.0074 -.0041 
TR Hl.'1F 35 .0198 -.0168 .0362 .0152 -.0038 
CHEMICALS .0966 -.0772 .0724 .0057 .0291 
( B- 1.~) 
TABLE 11 (CONTINUED) 
•• 
UNROTATED FACTOR PATTERN, PRINCIPAL-FACTOR ANALYSIS SECOND SUBPERJOD 
' 
·' 
SHARE FACTOR 1 FACTOR 2 · FACTOR 3 FACTOR 4 FACTOR 5 
CADSWP .. 36 .0090 -.0115 -.0091 -.0041 .0064 
HDFOOD 37 .0120 -.0087 -.0036 .0032 .0017 
ICS 38 - .0167 -.0123 -.0024 -.0010 .0122. 
I & J 39 .0118 -.0135 .0041 .0045 -.0095 
KAfmYM 40 .0121 -.0121 .0122 -.0009 -.0025 
PREMGRP 41 .0107 -.0061 -.0041 -.0010 .0044 
TIGOATS 42 .0119 -.0081 -.0038 -.0037. .0057 
FOOD .0824 -.0723 -.0067 -.0030 .0184 
ASS ENG 43 -.0005 -.0093 -.0062 .0129 -.0093! 
DUNLOP 44 .0129 -.0098 -.0072 .0075 .0041 
GENTRA 45 .0036 -.0049 -.0026 .0006 -.0012 
~lCCARTHY 46 .0248 -.0168 ·-.0193 .0170 .0029 
SAFICON 47 .0181 -.0196 -.0045 .0176 -.0127 
TOYOTA 48 .0206 . -.0104 -.0139 .0154 .0023 
1-.tlHUNT 49 .0130 -.0203 -.0062 .0126 .0006 
MOTOR .0925 -.0911 -.0599 .0836 -.0133 
(B-19) 
TABLE 12 
)?!R,I'NCTP.A,L-FA.CTOR ANALYSIS, NO ROTATION, SECOND SUBPERIOD 
.. ·.~~, .. ·. ·. 
(A) Percentage of Communality Explained. 
(B) Percentage of Total Variance Explained. 
Dominant' Factor, , 
· ShaFes 
'' 
/1 
2 
3 
/ 
4 
5 
Market 
. Gold, 
Coal 
•Lanchem 
& Triomf 
/ ( .... ) Coal, 
.·Motor 
"· 
/ .. ,J-.: .. ~. - . / . 
· ,Cumulative , · Cu,m,ulative ,Per~entage /!Percentage ~ercentage :Percentage 
47.58 
. 25. 59 
12.59 
7.57 
6.67 
/ / 
47.58 
73.17 
85.76 
93.33 
100.00 
. / 15. 38 
8.54 
2.56 
2.58 
2.31 
15.38 
23.92 
26.48 
29.06 
31.37 
( 
(B-20) 
TARLE 13 
V!IRIMAX UNROTATED FACTOR PATTERN, PRitJCIPAL-FACTOR MJALYSIS FIRST SUBPERIOD: 
SHARE FACTOR 2 FACTOR 3. FACTOR 4 FACTOR 5 
AM COAL 1 .019 .003 .000 .003 
APEXMIN 2 .020 .004 .002 .000 
CLYSDL 3 .020 -.005 -.006 .006 
TAVISTK 4 .019 .007 .003 004 
TRNSNTL 5 .022 -.009 -.003 .011 
VIERFNT 6 .019 .00.1 .008 -.000 
~'ELGDCT 7 .027 .002 -.002 .006 
COAL .146 .003 .002 .030 
BLYVOOR 8 -.015 -.019 -.0].2 -.008 
DOORNS 9 -.018 -.014 -.012 -.011 
DRIECON 10 -.018 -.017 -.008 -.006 
KLOOF 11 -.017 -.013 -.005 -.006 
WAREAS 12 -.015 -.012 -.005 -.012 
lo.'ESDRIE 13 -.012 -.012 -.009 .005 
WSTNDP 14 -.010 -.015 -.000 -.035 
GOLD -.105 -.102 -.051 -.073 
BANKORP 15 .010 .012 .005 .005 
BOLAND 16 -.001 .010 -.003 .005 
I CLEF 17 .004" -.002 .000 .000 
NEDBANK · 18 .001 .004 .003 .008 
ST.A.NBIC 19 .006 .007 .001 .007 
T & T 20 -.004 .006 .003 .001 
VOLKSKAS 21 .-.006 .004 .006 .009 
BANKS .022 .041 .015 .035 
ALPHA 22 .006 .006 -.001 .015 
BOlMAT 23 .006 .009 -.004 -.001 
EVRITE 24 .001 .007 -.001 .• 004 
GRNAKR 25 .coo .005 .004 .005 
LTA 26 .000 .011 :oo7 .012 
. N & R 27 .001 .009 .000 .015 
PPCEf~ 28 .002 .005 .001 .007 
BUILDING .. 016 . .052 .006 .057 
AECI 29 .008 .001 .001 .013 
CHHiHD 30 .cos .013 .000 -.003 
IJEBERL 31 .000 -.001 .005 .006 
LANCHEM 32 .005 -.013 .050 .003 
SENCHM 33 .003 .003 .003 .009 
TREK 34 .015 .006 -.002 .008 
TR IOit.F 35 .017 .004 .035 -.017 
CHEMICALS .053 .013 .092 .019 
(B..:21) 
TABLE 13 (CONTINUED) 
VARH-1AX ROTATED FACTOR PATTERN. PRINCIPAL-FACTOR ANALYSIS SECOND SUBPERIOD 
SHARE FACTOR 2 FACTOR 3 · FACTOR 4 FACTOR 5 
. CADSWP 36 .003 .008 -.002 .014 
FEDFOOD .. 37 .002 .009 .002 .004 
ICS .. 38 .001 .007 • 007 .014 . 
I & J 39 .013 .010 .004 -.005 
KMIHYM 40 .013 .001 .Oll -.001 
PREMGRP 41 .001 .004 .001 .007 
TIGOATS - 42 - ~003 . .004 .001 .010 
FOOD .036 .043 .024 .043 
ASSENG 43 .004 .018 -.002 -.007 
DUNLOP 44 -.001 .014 .002 .005 
GENTRA 45 .003 .005 -.001 .002 
11CCARTHY 46 -.004 .030 -.003 .• 007 
SAFICON 47 .011 .026 .002 -.008 
TOYOTA· 48 -.005 .023 -.001 .003 
1-.MHUNT 49 .010 .015 .002 .010 
NO TOR .018 .131 -.001 .012 
' 
(B-22) 
TABLE 14 
PRINC~~\...FACTOR AljALY~IS r _ VARIMAX ROTATION, SECOND SUBPERIOD 
(A) Percentage of Communality Explained. 
(B) Percentage of Total Variance Explained. 
' 
.. .__ 
'> ~umula ti veJ: • t . l-C\:lrl'\~la, t ;tve / /Dominant / . F.actor· 
. -Shar.es. . · 'l?erce!ltag~ ~;r?c.~ntag~ ;ffrrcen age ~eo::c,entage 
' . " . 
).. . . : 
. "' " ~ / ' 
.. . , . .. 
';/ . . ' / . .. '/ .. .. 
1 Market ' 47.58 47,58 15.38 15,38 
1 2 Coal, 14.40 61,98 5.30 20.68 Gold -' 3 Motor, 16.42 . 7 8. 40 4.90 25.58 --c~old · J 4 
-La.nchem 1 12.00 90.40 2.00 27.58 Triomf / 5 9 .• 60 100,00 3,80 31.38 ' ..J ' 
' .. . - . • . 
' 
(B-23) 
TABLE 15 
UNROT.oHED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 
AMCOAL 1 
APEXMIN _ 2 
CLYSDL 3 
TAVISTK 4 
TRIJSNTL 5 
VIERFNT 6 
WELGDCT 7 
COAL 
BLYVOOR 8 
DOORNS 9 
DRIECOl~ 10 
KLOOF 11 
WAREAS · 12 
w'ESDRI£ 13 
~ISTNDP 14 
GOLD 
BANKORP 15 
BOLAND 16 
!CLEF 17 
NEDBANK . 18 
STANBIC 19 
T & T 20 
VOLKSKAS 21 
BANKS 
ALPH.~ 
BOU/~AT 
EVRITE 
GP.NAKR 
LTA 
-M & R 
PPCEM 
BUILDING 
AECI 
CHEMHD 
DEBERL 
LANCHEH 
SENCHH 
TI\EK 
TRIOMF 
. 22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
CHEMICALS 
.0232 -.0086 
.0144 ·- .0092 
.0194 -.0093 
.• 0178 -.0142 
.0192 -.0104 
.0160 -.0088 
.0219 -.0120 
.1319 
.0358 
.0457 
.0373 
.0414 
.0456 
.0334 
0327 
.• 2719 
-.0725 
.0290 
.0302 
.0298 
.0291 
.0310 
.0216 
.0299 
.2006 
.0130 
.0188 
.0198 
.0184 
.0230 
.0138 
.0266 
.1334 
-.0008 
-.0045 
-.0036 
-.0009 
.0017 
.0005 
-.0005 
-.0081 
.0112 
0120 
-.0104 - -.0005 
-.0104 -.0033 
.0065 . ---.0056 -.0036 
.0206 -.0134 -.0034 
.0121 -.0098 -.0037 
.0154 -.0095 -.0072 
.0164 -.0145 .:..0013 
.0942 -.0736 . -.0230 
.0147 
.0171 
.0087 
.0188 
.• 0175 
.0214 
.. 0133 
.1115 
.0190 
.0090 
.0097 
.0157 
.0183 
.0140 
.0142 
.0999 
-.0092 
-.0136 
-.0069 
-.0118 
. -.0181 
-.0154 
-.0111 
-.0861 
-.0102 
-.0062 
-.0047 
-.0089 
-.0100 
-.0132 
-.0101 
-.0633 
-.0021 
. -.0073 
-.0002 
-.0061 
-.0112 
-.0069 
-.0020 
-.0358 
-.0030 
-.0025 
-.0000 
.0023 
-.0038 
-.0036 
.0028 
.0078 
.C012 
.0076 
-.0011 
.0047 
-.0047 
-.0025 
.0079 
.0131 
-.0008 
.0040 
-.0002 
-.0020 
.0024 
0016 
.0021 
.0071 
.0005 
-.0010 
.0025 
-.0076 
-.0024 
.0019 
·-.0041 
-.0102 
-.0008 
.0036 
.0046 
.0012 
.0072 
-.0029 
-.0006 
.0123 
-.0024 .• 0008 
.0033 .0030 
.0014 -.0043 
-.0002 -.0041 
.0035 -.0015 
.0014 .0025 
-.0047 .0009 
.0023 -.0027 
-.0018 .0016 
-.0050 -.0044 
.0001 -.0013 
.0022 -.0000 
.0016 -.0007 
.0015 .0008 
.0025 .0058 
.0111 
-.0005 
-.0005 
.0086 
.0010 
-.0066 
-.0052 
.0014 
-.0018. 
-.0036 
-.0050 
-.0024 
-.0015 
.0096 
.ooli 
-.0031 
.0018 
.0023 
-.0019 
-.0031 
.0013 
.0032 
.0033 
- 0010 
.0041 
-.0013 
-.0066 
-.0006 
.0063 
.• 0019 
-.0028 
.0002 
-.0049 -.0029 
- .0079 .0020 .0_008 
.0026 
.0011 
.0179 
.0015 
.0077 
0124 
.0099 - -.0025 . 
-.0012 
-.0088 
-.0007 
.0016 
.0033 
-.0038 
-.0060 
.0094 
.0022 
.0007 
.0048 
.0106 .0440 
(B-24) 
TABLE 15 (CONTINUED) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 
CJ'.DSWP 36 .0134 -.0083 -.0005. .0022 -.0108 .0011 
FEDFOOD 37 .0149 -.0066 -.0046 .0019 -.0006. -.0006 
ICS .. 38 .0210 ·- .0144 -.0053 -.0065 -.0003 -.0002 
I & J 39 .0113 -.0114 -.0012 -.0012 .0070 -.0016 
KANHYM 40 .0127 -.0112 .0034 -.0033 .0047 .0050 
PREMGRP 41 .0158 -.0090 -.0038 -.0026 -.0016 -.0039 
TIGOATS 42 .0185 -.0104 -.0042 -.0073 .0002 -.0012 
FOOD .1076 -.0713 -.0162 -.0168 -.0014 -.0014 
ASSEIJG 43 .001!6 -.0113 -.0047 • 0081 -.0035 . -.0025 
DUNLOP 44 .0134 -.0136 -.0085 .0048 -.0027 .0028 
GENTRA . 45 .0075 -.0096 -.0057 .0037 - .0046 -.0091 
NCCARTIIY 46 .0258 -.0174 -.0124 .0107 .0019 .0017 
SAF!CON 47 .0199 -.0174 -.0116 .0158 .0087 .0008 
TOYOTA 48 .0195 .-;0143 -.0080 .0091 .0036 .0035 
!.MHUNT 49 .0162 -.0154 -.0013 .0058 -.0007 -.0030 
MOTOR .1069 -.0990 -.0522 .0580 .0119 -.0058 
.(B- 2 5) 
TABlE 15 (CON1U"UEO) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 7 FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 FACTOR 13: 
AMCOAL 1 .0004 .·- .0006 .0018 .0015 .0001 .0002 -.0036:' 
APEXMIN 2 -.0039 .0012 -.0033 .0010 .0004 -.0009 -.001~· 
--
CLYSDL 3 -.0008 -.0041 .0022 
TAVISTK 4 -.0038 .• 0063 .0000 
TRNSNTL 5 .0009 - .0057 .0006 
VIERFNT 6 .0119 .0033 .0011 
WElGDCT 7 .0012 .0027 -.0061 
COAL 
BLYVOOR 8 
DOORNS 9 
DRIECON 10 
KLOOF 11 
14AREAS 12 
WESDRI£ 13 
WSTNDP 14 · 
GOLD 
BANKORP 15 
BOLAND 16 
!CLEF 17 
.0059 .0031 . -.0037 
.0011 -.0031 
-.0006 . .0018 
.0005 .0014 
.0007 .0004 
.0008 .0014 
.0024 -.0020 
.0050 -. 0003 
-.0016 
-.0002 
-.0004 
. 0027 
.0010 
-.0002 
-.0017 
.0035, -.0004 -.0004 
.0025 -.0013 .• 0067 
0005 -.0045 .0030 
.0059. -.0014.. -.0034 
NEDBANK 18 -.0030 .0011 .0044 
.0018 
.0013 
.0003 
STAtJB IC 19 .0031 -.0019 
T & T 20 . -.0059 .• 0051 
VOLKSKAS 21 -.0031 .0006 
BANKS 
ALPHA 22 
BOUMAT . 23 
EVRITE 24 
GRNAKR 25 
LTA 26 
11 & R 27 
.0000 
-.0045 
.0079 
-.0023 
-.0010 
-.0052 
-.0039 
,-.0023 
.0005 
.0005 
.0022 
.0141 
.0029 
.0008 
.0001 
-.0014 -.0052 
-.0020 -.0044 
.:. .0003 . -.0025 
PPCEM 28 -.0013 -.0039 -.0009 
BUILDING 
.. AECI 29 · 
CHE~!HD 30 
DEBERL 31 
LANCHEM 32 
SDJCH~l 33 
TREK 34 
TRI0i1F 35 
CfiEI1ICALS 
-.0103 -.0043 -.0092 
.0019 
.0022 
.0018 
.0012 
.0009 
.0049 
.0107 
.0236 
-.0038 -.0015 
-.0001 .0001 
.0019 -.0019 
.0098 .0022 
-.0008 .0004 
-.0054 -.0060 
.0091 .0044 
.0107 -.0023 
.0023 
-.0004 
.0004 
-.0053 
-.0035 
-.0041 
.0026 
.0012 
-.0021 
.0020 
-.0014 
- 0031 . 
.0082 
.0095 
-.0055 
.0051 
.0006 
-.0009 
.0015 
.0039 
.0006 
.0053 
-.0019 
.0025 
-.0017 
.0050 
-.0012 
.0004 
.0036 
.0069 
-.0021 
-.0017 
.0001 
.0063. 
-.0040 
-.0078 
.0029 
-.0063 
.0001 
-.0019 
.0003 
.0016 
.0015 
.0021 
-.0027 
-.0010 
.0000 
-.0015 . 
.0034 
-.0003 
.0057 
.0036 
.0036 
.0027 
-.0000 
-.0001 
.0010 
.• 0002 
-.0006 
.0068 
-.0014 
-.0019 
-.0001 
.0034 
.0039 
,0075 
-.0027 
.0087 
-.0000 
.0013 
.0031 
-.0014 
.. 0024 
-;0053 
0012 
.0013 
.0017 
.0000 
.0013 
.0054 
-.0025 
-.0052 
-.0004 
-.0033 
.0001 
.0014 
-.0002 
.0014 
.0005 
-.0005 
-.0021 
-.0017 
-.0027 
-.0014 
.0008 
-.0005 
- 0004 
-.0080 
-.0051 
.0019 
-.0009 
.0015 
.0005 
.0011 
-.0023 
-.0033 
-.0027 
• 0004 
-.0015 
-.0040 
-.0034 
.0018 
-.0031 
-.0125 
.0022:' 
-.OQOS:'j 
.001&· 
.002W 
-.OOOli 
.000$ 
.002·:l' 
.002m 
-.00111 
.0005i 
-.OOO!ii 
.00022 
-.0035 
.00011 
-.OOO&t 
-.004.5; 
-.0005\ 
.0019~ 
-.0004) 
-.001? 
.001~ 
-.0047' 
.0009£ 
-.0011!' 
.0005· 
-.0001' 
.0005 
.• 0012: 
.0001 
.0013 
- .0008'. 
·-.0034 . 
.0019o 
.0095: 
-.0028.! 
-.0014 
.0032 
.0062 
(B-26) 
TABLE 15 (CONTINUED) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY • TOTAL PERIOD 
SHARE FACTOR 7 FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 FACTOR 13' 
CADSWP 36 .0006 -.0017 -.0017 -.0006 -.0022 .0011 .0018; 
FEDFOOD 37 -.0002 .0019 -.0054 .0018 -.0041 -.0023 -.000$ 
ICS 38 -.0016 .0022. -.0001 -.0013 -.0005 .0040 .0010:; 
I & J 39 .0017 .0034 .0042 .0026 -.0017 .0014 -.0048! 
KANHYI~ 40 .0038 · .• 0047 .0000. .0024 -.0057 .0009 - .003();, 
PREMGRP 41 -.0006 .0040 -.0009 .0004 -.0003 .0006 -.001£ 
TIGOATS 42 .0006 .0025 -.0023 -.0016 -.0009 .0027 -.001$ 
FOOD .0043 .0170 -.0062 .0037 -.0154 .0084 -.0085' 
ASSENG 43 .0026 -.0008 .0040 -.0012 .0042 .0054 .0034i 
DUNLOP 44 -.0003 -.0040 -.0025 -.0004 -.0024 .0027 .0039: 
GENTRA 45 .0045 . .0019 -.0015 .0012 .0012 -.0019 .0036' 
MCCARTHY 46 -.0031 -.0019 .0071 .-.0025 -.0042 -.0010 -.0006i, 
SAFICON 47 .0037 -.0006 .0044 .0028 -.0007 .0034 .004Z: 
TOYOTA· 48 -.0097 -.0015 .0013 .0021 -.0018 .0046 -.0043\ 
Wl~HUNT 49 .. 0053 -.0031 .0017 ..:-.0024 -.0042 -.0030 .0032t 
MOTOR .0030 -.0100 -.0145 -.0004 -.0079 .0102 .013-ti 
(B-27) 
TABLE 16 
LITTLE J~Y~ ROTATION, TOTAL PERIOD 
(A) Percentage of Communality Explained. 
(B) Percentage of Total Variance Explained. 
, L /b 
'F 6 _;Dominant /1A J:umulati ve t Cumulative 
: . _act r r' ~a:IS:es. '< r r~rcentage ~e~centac;:re ~ercen age ·!l;,e~cen._t.ag,e 
1 
2 
3 
4 
5 
6 
7 
8 
,g 
'10 
11 
'12 
13 
·Market 
Gold, 
Motor 
Coal 
}1.otor 
Lanchern & · 
Triornf 
/ / 
50.15 
26.47 
8,59 
3.12 
2.07 
2.22 
1.82 
1. 25 
1.03 
1.04 
' 0.81 
0.64 
0.79 
50.15 
76.62 
85,21 
88.33 
90.40 
92.62 
94.44 
95.69 
96.72 
97.66 
98.57 
99.21 
. 100.00 
15.46. 
7.98 
2,82 
1.09 
0,78 
. Q. 59 
0,58 
o. 40 
0.35 
0.32 
o. 28 
0.23 
0.23 
15.46 
23.44 
26.26 
27.35 
28.13 
.28.72 
29.30 
29.70 
30.05 
30.37 
30.65 
30.88 
31.11 
TABLE 17 
VARIMAX ROTATED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 2 FACTOR 3 :FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
AMCOAL 1 
APEXHIN 2 
CL YSDL - 3 
TAVISH: 4 
TR~!SNTL 5 
YIERFNT 6 
k'ELGDCT 7 
COAL · 
BL Y'/OOR · 8 
DOORNS 9 
DRIECON 10 
KLOOF 11 
WAREAS 12 
k'ESDR IE 13 
WSTIJDP 14 
GOLD 
BANKORP 1!l 
BOLAND 16 
ICLEF 17 
NEDBANK 18 
STANBrt· 19 
T & T 20 
YOLKSKAS 21 
BANKS 
ALPHA 22 
BOUMAT 23 
EYRITE 24 
GRI/AKR · 25 
LTA 26 
M t. R ~· 27 
. PPCEM 28 
BUILDING 
AECI · 29 
CHEMHD 30 
DEBERL 31 
LANCHEt~ 32 
SEtiCHM 33 
TREK 34 
TRICtlF 35 
CHEMICALS 
.001 
-.002 
.002 
.004 
~003 
.003 
-.004 
.007 
.015 
.022 
.022 
.023 
.025 
.015 
.029 
.151 
-.022 . -.013 
-.024 -.016 
-.021 -.016 
-.020 -.013 
-.024 -.011 
-.017 -.008 
-.025 -.013 
-.153 
.007 
.009 
.004 
.016 
.008 
.008 
.014 
.066 
.008 
.009 
.003 
.009 
.• 015 
.016 
.008 
.068 
.013 
. - ;001 
.003 
.010 
.009 
.009 
.003 
.046 
-.090 
.003 
.002 
.000 
.002 
.000 
.002 
.005 
.014 
.002 
-.001 
.003 
.• 000 
-.001 
.001 
.003 
.007 
.001 
.001 
.001 
.004 
.001 
.002 
.006 
.016 
.000 
.004 
-.002 
.003 
-.005 
.002 
.001 
.003 
-.013 
-.010 
-.012 
-.013 
-.012 
-.007 
-.011 
.078 
.006 
.005 
.005 
.002 
.003 
.007 
.004 
.• 032 
.003 
.009 
.006 
.008 
.019 
.006 
.• 004 
.055 
-.001 
.011 
-.000 
-.002 
.005 
.009 
.007 
.029 
.000 
.002 
-~002 
.000 
.000 
.008 
.000 
.008 
-.001 
-.005 
-.003 
.000 
-.002 
- 003 
.004 
-.010 
.002 
-.002 
.003 
.003 
.001 
.001 
.002 
.010 
-.002 
-.002 
-.001 
.003 
.000 
-.003 
-.001 
-.006 
.001 
.000 
.001 
.025 
.001 
.002 
.020 
.050 
.003 -.001 
-.001 -.002 
-.001 .001 
.000 .001 
-.001 .000 
.004 .003 
.007 .001 
.011 .003 
-.004 -.002 
-.004 .002 
..:.008 -.001 
-.009 -.002 
-.010 -.002 
-.007 -.004 
-.006 . -.001 
-.048 -.010. 
.003 -.001 
.003 .002 
-.004 .009 
.001 .-.002 
.010 -.001 
.006 -.004 
-.001 001 
.018 
.003 
.008 
.• 003 
.007 
-.003 
.00_3 
.006 
.027 
.002 
.005 
.008 
-.001 
.001 
.006 
.004 
.025 
.004 
-.001 
.009 
.000 
-.002 
.001 
.002 
.001 
.010 
.001 
.000 
.• 001 
-.006 
.• 001 
-.002 
001 
-.004 
(B-28) 
(B-29) 
TABLE 17 (COIJTINUED) 
VARI/MX ROTATED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7· 
CADSW? 36 .003 .003 .004" -.003 .012 -.001 
FEDFOOD 37 .005 -.001 .004 .000 .003 .003 
res .--38 .016 .001 .003 .001 .003 -.001 
I & J 39 .011 .004 .005 .004 -.005 .• 002 
KANHYM . 40 .009 .007 .002 .009 -.001 -.000 
PREMGRP 41 .010 .000 .002 -.001 .002 .003 
TIGOATS 42 .016 .002 .001 ~001 .003 .001 
FOOD · .070 .016 .021 .0118 .017 .007 
ASSENG 43 .005 .001 .013 -.002 .007 .003 
DUNLOP 44 .009 -.001 .013 -.001- .008 .000 
GHJTRA 45 .008 .000 .008 -.000 -.001 .013 
MCCARTHY 46 .011 -.003 .022 .000 .001 -.001 
SAF ICOIJ 47 .008 -.001 .026 .006 -.001 .006 
TOYOTA 48 .010 • 001 .018 -.002 -.002 -.007 . 
~.MHUNT '49 .008 .006 .011 .000 .005 -.007 
I~OTOR .059 .003 .111 .001 .017 .021 
.. 
. :I. 
TABLE 17 (CONTINUED) 
VARII4AX ROTATED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 FACTOR 13 
AMCOAL 1 
APEXMIN 2 
CLYSDL 3 
TAVISTK 4 
TRNSNTL , 5 
VIERFNT 6 
\o.'ELGDCT 7 
COAL · 
BLYVOOR 8 
DOORN$ 9 
DRIECON 10 
KLOOF 11 
WAREAS 12 
WESDRIE · 13 
WSTNDP 14 
GOLD 
BANKORP 15 
BOLAND 16 
!CLEF 17 
HEDBANK 18 
STANBIC 19 
T & T 20 
VOLKSKAS 21 
SANKS 
ALPHA 
BOUHAT 
EVRITE 
GRNAKR 
. LTA 
M & R 
PPCEM 
BUILDING 
22 
23 
24 
25 
26 
27 
28 
AECI 29 
CHEMHD 30 
DE.BERL 31 
LANCHEM 32 
SENCHM 33 
TREK 34 
TRIO."lF 35 
CHHHCALS 
.000 
.000 
.000 
-.005 
.004 
.006 
.002 
.007 
.001 
-.005 
.000 
. -.001 
-.002 
• 002 
-.001 
-.006 
.003 
-.001 
.005 
-.001 
.001 
-.008 
-.001 
-.002 
-.002 
-.001 
-;oo2 
.000 
.001 
-.003 
.001 .. 
-.006 
.006 
.001 
-.001 
-.001 
.004 
.014 
.001 
.024 
-.001 
.003 
-.002 
.002 
-.003 
-.008 
.001 
-.008 
• 002 
.000 
-.002 
-.002 
-.004 
-.001 
.000 
-.007 
-.008 
-.001 
.001 
-.002 
-.001 
.004 
.001 
-.006 . 
-.000 
.001 
.001 
.005 
.003 
-.001 
.• 004 
.013 
.000 
.000 
-.001 
.003 
-.002 
.004 
-.003 
.001 
-.002 
.004 
-.001 
-.003 
.000 
-.005 
.002 
-.005 
.001 
.000 
.000 
-.002 
.002 
.001 . 
.005 
.007 
-.001 
.001 
.002 
.000 
-.001 
.001 
.• 001 
.002 
.• 000 
..:.007 
.000 
.006 
.008 
.007 
.• 000 
.014 
.002 
-.001· 
.000 
.005 
.002 
-.001 
-.001 
.008 
.000 
.001 
. -.001 
.003 
-.001 
-.006 
.002 
-.002 
-.001 
.003 
-.001 -
.002 
-.001 
·- 001 
-.008 
.:..ou 
.003 
.000 
-.001 
.004 
-.001 
.002 
.• 001 
.008 
.008 
-.002 
.003 
-.004 
-.002 
-.002 
.003 
.004 
.001 
.000 
.000 
.002 
.002. 
-.COl 
.000 
.004 
.003 
-.001 
.002 
. -.003 
.002 
-.004 
-.005 
-.006 
.ooo . 
-.002 
-.003 
.000 
-.002 
-.003 
.006 
-.004 
.002 
.003 
-.006 
.003 
-.005 
.001 
.005 
.003 
-.00.5 
-.001 
.001 
-.003 
.001 
-.001 
.002 
.006 
.002 .002 
.009 .001 
.001 .001 
.001 -.002 
.004 -.000 
.001 .004 
.000 - 002 
.018 
.ooo· 
.003 
-.002 
.002 
-.001 
.000 
.004 
.006 
.004 
.000 
.002 
.002 . 
.001 
.002 
.001 
. -.002 
.006 
.002 .000 
.001 .005 
- .001. :002 
-.002 -.004 
.001 .004 
-.003 .002 
.001 003 
-.001 .012 
(B-30) 
(B-~1) 
TABLE li (CONTINUED) 
VARIMAX ROTATED FACTOR PATTERtJ, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 FACTOR 12: 
CADSWP 36 .000 .002 -.002 .001 -.001 -.001 
FEDFOOD 37 .000 .007 .000 .002 -.001 .002 . 
res 38 -.001 .000 -.002 -.002 -.002 -.001 
I & J 39 -.001 .000 -.005 -.002 .004 .003 
KANHYM 40 .002 .004 -.005 -.001 .001 .002 
PREMGRP 41 -.003 .001 -.002 .000 -.001 .003 . 
TIGOATS 42 .001 .001 -.002 -.002 -.002 .002 
FOOD . 
-.002 .015 -.018 -.004 -.002 .010 
ASSENG 43 -.003 -.006 -.002 -.003 -.001· -.001 
DUNLOP 44 .003 .004 .000 -.001 -.001 -.003 
GENTRA 45 -.002 .000 .000 -.000 - -.001 -.001 
MCCARTHY 46 .000 .001 -.004 .006 .002 .000 
SAFICON 47 -.001 .000 -.001 -.002 .001 -.003 
TOYOTA· 48 -.003 .006 .001 -.001 .003 .002 
WMHUNT 49 .004 .000 -.004 .005 .000 -.002 
MOTOR -.002 .005 -.010 .004 .003 -.008 
(B-32) 
TABLE 18 
LITT~E JIFFY, VARIMAX ROTATION, TOTAL PERIOD 
(A) Percentage of Communality Explained. 
(B) Percentage of Total Variance Explained. 
/ 
; ,,K t < -AJominant ~ '0 Cumulative P t • _,Cumulative -~c or Sh . _ercentage P t . ercen age P t 
, .. _ ares · · ercen age· /~rcen age 
'1 
2 
.3 
-4 
.. 5 
:6 
7 
,8 
/ ; 9 
10 
11 
)..2 
l3 
' / 
'/ 
\1arket 
/ 
·';old 
·coal 
Motor 
' 
"lianchem &. 
Triomf 
50.15 
16.00 
11.40 
9.10 
2.30 
2.30 
2.30 
2.30 
1.00 
o. so 
o.so 
o. 80 
o. 80 
50.15 
66.15 
77.55 
86.65 
88.95 
91.20 
93.50 
95.80 
96.80 
9.7. 60 
9.8. 40 . 
9.9 .• 20 
100.00 
15.46 
5.10 
3,40 
2.70 
0. 60 
1.20 
0. 60 
o. 40 
0 .. 40 
o. 40 
o. 30 
0,30 
0,30 
.15.46 
20.56 
23.96 
26.66 
27.20 
28.40 
29.00 
29.40 
29.80 
31.10 
31.40 
31.70 
32.00 
TABLE 19 
ORTIIOBLIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE 
AMCOAL 1 
APEXMIN 2 
CLYSDL 3 
TAVISTK 
TRNSNTL 
VIERFNT 
I<.'ELGOCT 
COAL 
4 
5 
6 
7 
BLYVOOR. 8 
DOORNS 9 
DRIECON 10 
KLOOF 11 
WAREAS 12 
WESDRIE 13 
WSTIJDP 14 
GOLD 
BANKORP 
BOLAIID 
15 
16 
!CLEF 17 
NEDBANK 18 
STANBIC · 19 
T & T 20 
VOLKSKAS 21 
BAtiKS 
ALPHA 
BOlJ·IAT 
EVRITE 
GRNAKR 
LTA 
1-1 & R 
· PPCEM 
BUILDING 
AECI. 
Cl'iEI•lHD 
DEBERL 
LJl.NCHEM 
SENCH!-1 
TP.EK 
TRJOi·lF 
CHEI-1ICALS 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 1 
.011 .000 -.001 -.003 .003 .004 
.022 .001 .005 .000 .001 -.001 
.014 -.004 .001 -.003 .000 -.001 
.021 
.016 
.009 
.031 
.124 
-.007 
-.006 
-.007 
-.009 
-.002 
-.003 
-.005 
-.039 
.000 
-.003 
-.008 
-'.003 
.000 
.000 
-.014 
.008 
.006 
.007 
.007 
.008 
.003 
.022 
.061 
-.004 
.003 
.001 . .005 
-.004 -.010 
-.005 ~ -.000 
-.002 -.003 
-.001 -.007 
-.012 
.000 
' -.005 
.004 
-.001 
.000 
-.002 . 
-.001 
-.005. 
-.003 
.003 
.002 
.002 
.000 
.000 
.005 
.009 
-.016 
-.009 
.000 
-.004 
.005 
-.001 
-.003 
·-.002 
-.014 
-.002 
.003 
.000 
-.001 
-;001 
-.001 
.006 
.004 
.002 
-.002 
-.001 
-.001 
.003 
-.004 
-.003 
-.005 
-.003 
-.003 
-.001 
-.002 
-.021 
.001 . 
.001 
.005 
-.002 
-.002 
.002 
.001 
.• 006 
-.001 
.005 
.003 
.003 
.013 
.001 
.001 
.025 
-.005 
.007 
-.004 
.000 
-.001 
.002 
.006 
.005 
-.001 
-.001 
.000 
-.001 
-.009 
-.010 
-.009 
-.005 
-.008 
-.004 
- 004 
-.003 
-.043 
.002 
.002 
.003 
.004 
.001 
.003 
.• 005 
.020 
-.001 
-.001 
.001 
.008 
.015 
.015 
-.001 
.036 
.004 
.000 
.003 
.002 
. 005 
. 001 
-.002 
.013 
.005 
.000 
.002 
-.002 
.009 
-.008 
-.009 
-.005 
-.004 
-.008 
-.007 
-.003 
-.001 
-.000 
.002 
.002 
.005 
-.007 
-.005 
-.005 
-.006 
-.004 
-.005 
-.002 
-.044 . -.034 
-.002 
.005 
.004 
.002 
.001 
.004 
.• 004 
.018 
-.001 
.007 
-.001 
.001 
.001 
.000 
.002 
.009 
.012 
.007 
.001 
.004 
.005 
.002 
-.000 
.031 
.005 
.• 003 
.002 
.000 
.001 
.002 
.002 
.015 
.002 .004 
.001 ,006 
-.003 .003 
.001 . -.001 
.002 .008 . 
.002 .002 . 
.003 008 
.008 .030 
(B-33) 
(B-34) 
TABLE 19 (CONTINUED) 
ORTH013LIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 2 FACTOR 3 F/\CTOR· 4 FACTOR ;5 FACTOR 6 FACTOR 7 
CADSWP 36 .001 -.004 -.ooo· -.003 -.003 .001 
FEOFOOD 37 .001 -.000 .002 .000 .004 -.002 
ICS 38 -.004 -.008 -.001 .007 .005 -.002 
I & J 39 -.001 -.001 .004 .001 .013 .002 
KANHYM . 40 .003 -.000 .000 -.003 .012 -.001 
PREMGRP 41 -.001 -.004 -.002 .004 .006 -.000 
TIGOATS 42 -.003 -.005 -.004 .007 .008 -.001 
FOOD -.004 . -.022 -.001 .013 .045 -.003 
ASSEtlG 43 -.002 -.003 .011 .004 -.003 .003 
DUNLOP 44 -.004 -.004 .009 .002- -.002 -.001 
GENTRA 45 .000 -.001 .008 .004 .002 .000 
MCCARTHY 46 -.006 -.009 .015 -.002 .002 .008 
SAFICON 47 -.004 .000 .025 .002 .002 .002 
TOYOTA 48 -.001 -.004 .014 .005 .006 -.001 
M-JHUtiT 49 .002 -.005 .008 -.004 .000 .006 
MOTOR -.015 -.026 .090 .011 .007 .017 . 
--,-
TABLE 19 (CONTINUED) 
ORTHOBLIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 FACTOR 13 
P.MCOAL 1 
APEXMIN 2 
CLYSDL __ 3 
TAVISTK 4 
TRNSNTL 5 
VIERFNT 6 
WELGDCT 7 
COAL 
. BL YVOOR 8 
DOORN$ 9 
DRIECON · 10 
KLOOF 11 
WAREAS 12 
WESDRIE 13 
l·/STNDP . 14 
GOLD 
BANKORP 15· 
BOLAND 16 
!CLEF 17 
NEOBANK 18 
STANBIC . 19 
T & T 20 
VOLKSKAS 21 
BANKS 
f,LPHA 22 
BOI.J71AT . 23 
EVRITE 24 
GRNAKR 25 
LTA 26 
M & R 27 
· PPCEM 28 
BUILDING 
AECI. 
CH,EMHD 
OEBERL 
LANCHEM 
SENCHM 
TREK 
TR IOi~F 
CHEtHCALS 
29 
30 
31 
32 
33 
34 
35 
-.001 -.001 
.000 .001 
-.004 . -.001 
-.oo5 -.oo1 
.000 .001 
.005 .004 
.003 -.002 
-.002 
-.001 
-.007 
-.004 
-.006 
-.008 
-.001 
-.006 
-.033 
.001 
-.002 
.003 
-.001 
.003 
-.003 
• 000 
.001 
-.001 
.002 
.000 
.005 
.004 
-.001 
.003 
.001 
.coo 
-.004 
-.003 
.000 
-.003 
-.003 
.001 
-.012 
.001 
-.002 
.000 
.006 
.001 
.002 
.004 . 
.012 
.001 
-.005 
-.001 
.003 
.000 
.000 
.001 
.012.. -.001 
.006 
.003 
.001 
.001 
.003 
.• 019 
.001 
.034 
.002 
-.004 
• 002 
.028 
.000 
-.001 
.016 
.043 
' 
.004. 
.001 
.000 
.002 
-.002 
-.002 
.004 
.007 
-.002 
-.002 
-.006 
-.005 
-.007 
-.005 
-.001 
-.028 
-.001 
.003 
-.008 
.000 
.008 
.010 
-.001 
.• 011 
.002 
.006 
.003 
.009 
-.003 
.003 
.• 005 
.025 
-.003 
.004 
.005 
.000 
-.003 
-.001 
.001 
.003 
.005 
.002 
.013 
.000 
.015 
.005 
-.001 
.039 
.000 
-.009 
-.006 
-.001 
-.004 
- 002 
.000 
-.022 
.001 
.006 
.000 
.003 
.003 
-.006 
·.oo3 
.010 
-.002 
-.001 
-.004 
.001 
-.002 
.G02 
.003 
-.003 
,004 
-.004 
-.002 
.000 
-.001 
.000 
-.003 
-.006 
-.002 
-.003 
.002 
.000 
.001 
-.001 
.001 
-.002 
-.001 
.002 
-.004 
-.004 
-.006 
-.006 
-.004 
-.023 
.000 
-.003 
.001 
.001 
.001 
.014 
.002 
.016 
-.002 
-.001 
.001 
.COl 
.001 
-.001 
-.001 
-.002 
-~003 . .003 
.003 -.004 
.007 -.001 
.000 -.001 
.001 .002 
-.001 -.003 
.002 - 002 
.009 -.006 
.002 -·.oo4 
.009 .005 
.000 .000 
.001 -.003 
.000 . -.005 
.003 .000 
.oos -.005 
.020 
.003 
-.002 
.003 . 
-.002 
.000 
-.003 
.000 
-.001 
-.012 
-.Q02 
.001 
.002 
·-.002 
-.001 
.001 
006 
.005 
(8-35) 
(B-36') 
TABLE 19 (CONTINUED) 
ORTHOBLIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
SHARE FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 FACTOR 13 
CADSWP 36 .005 -.002 .010- -.001 .002 .002 
FEDFOOD 37 .004. .000 .002 -.005 .005 -.004 
lCS . ···· ·.38·-···· .003 .002 .003 .001 .000 .003 
I & J 39 -.003 .• 001 -.003 .002 .000 .001 
KANHYM . 40 - .004 .. 007 .000 .001 -.001 .001 
PREMGRP 41 -.001 .001 .002 -.003 .003 .001 
TIGOATS 42 .004 .001 .002 .000 .002 .003 
FOOD .016 .008 .015 -.005 .011 .007 
ASS ENG 43 -.001 -.003 .006 .001 .001 .008 
DUNLOP 44 .008 .000 .006 .001 .002 -.001 
GENTRA 45 -.002 -.001 -.004 -.002 .012 .002 
MCCARTHY 46 .003 -.001 .001 -.003 -.002 -.003 
SAFICmJ 47 .001 .002 -.000 .000 .003 .002 
TOYOTA· 48 .001 -.003 .005 -.000 -.007 . -.006 
WMHUNT 49 .006 -.001 -.001 .001 .008 .001 
MOTOR .016 -.007 .013 -.002 .017 .003 
............ -
/ 
.. 
(B-37) 
TABLE 20 
LITTLE· JIFF~l ORTHOBLIQUE ROTATION, TOTAL PERIOD 
(A) Percentage of Communa~ity Explained. 
(B) Percentage of Total Variance Explained. 
-. '·. / ~ 
/ 
,Dominant ·C 1.lffiU 1 at i ve ./ Factor Sh,aJ:"es !Percentage ~P:ercentage !Percentage / . 
/ ' . ., . / 
I 
' 
:1 Market 57 .oo 57.00 15.46 
. / 
2 ·.Coal 8.20 65.20 -2.20 
I 
3 5.30 - 70.50 1.10 
4 ·' Motor 5.20 75.70 1.30 
5 2.70 78.40 1.00 
6 2.70 81.10 0,90 ;. 
7 2,70 ' ,. 83.80 0,70 
/ 
8 2.70 86,50 o. 70 
' 9 · Lanchem & 2.70 89.20 0,60 
~ 
'L'r;t.omf 
/ 
10 2.70 91.90 0,90 
/ 
'11 2.70 94,60 o. 70 
. 12 2.70 97~30 o, 70 
13 2.70 100.00 o. 40 
" 
\ 
'. 
•. 
Cumulative 
:Percentage 
15.46 
17.66 
/ 
18.76 
20.06 
21.06 
21.96 
22.66 
23,36 
23.96 
24.86 
25.56 
26,26 
26.66 
TABLE 21 
LITTLE JIFFY' AND ORTROBL:I:QU.E RO~A.T~ON ~ 
3. • .( _, 4 • Iii;: • 'I! ~ t ' 4 .• •. ; 
TOTAL PERIOD CORRELATION MATRJ;X OF ·.lf'ACTORS 
' ·"-
"'· 
2 3 4 5 6 7 8 9 10 11 12 13 
2 1.000 
......... 
.J ... .177 1.000 co 
(V) 4 .017 .211 1.000 I 
-
co 
5 
-
.020 .... .391 .300 1.000 
6 .155 - .403 • 273 ,406 1.000 
7 .126 ~- • 377 .353 .326 .358 1.000 
8 .069 
-
.293 .253 .315 .286 .342 1.ooo 
9 .079 ... .049 .026 .139 ,233 .125 .130 1.000 
10 .105 ... • 306 .185 .237 .213 • 305 ,248 ,024 1,000 
11 .358 
- .219 - .0~7 .120 .218 .143 .113 .092 .028 1.000 
12 .022 
-
. 29"3 .169 - • 25 3 .275 .252 .210 .... .036 .117 .107 1.000 
13 .165 .037 .. .057 ... .118 .017 .115 .041 .054 ... .036 .099 .103 1.000 
" 
' 
'·. 
TABLE 22 
(B-39) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOO 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 
AM COAL 1 .0239 .0105 .• 0145 .0003 .0042 
APEXMIN 2 .0120 .0100 .0244 .0078 -.0049 
CLYSDL -- 3 .0217 .0138 .0254 .0005 -.0017 
TAVISTK 4 .0184 .0180 .0243 .0007 -.0014 
-
TRNSNTL 5 .• 0181 .0138 .0297 .0006 -.0077 
· VIERFNT 6 .0151 .0098 .0186 -.0044 .0019 
h'ELGDCT 7 .0242 .0129 .0345 .0096 .0050 
COAL .1334 .0888 .1714 .0151 -.0046 
BL YVOOR. 8 0452 -.0214 -.0026 .0006 .0031 
DOOR~JS 9 .• 0532 -.0212 -.0067 .0038 .0039 
DRIECON10 10 .0485 -.0229 -.0067 .0003 .0019 
KLOOF n·. .0514 -.0231 -.0004 .-.0035 -.0039 
WARE AS 12 .0547 -.0262 .0020 .0001 -.0053 
h'ESDRIE 13 0374 -.0174 -.0002 .0048 .0009 
WSTtJDP 14 .0438 -.0246 -.0027 .0001 -.0019 
GOLD .3342 -.1568 -.0173 .0062 -.0013 
BANKORP 15 .0060 .0083 -.0001 .0009 ~0029 
BOLAND 16 .0098 .0151 .0012 .0004 .0024 
. !CLEF 17 .0074 .0113 -.0083 .0059 -.0096 
NEDBANK 18 .0194. .0243 -.0018 -.0114 -.0031 
"STANB IC · 19 .0101 .0116 -.0020 -.0020 .0071 
T & T 20 .0178 .0195 -.0060 -.0019 .0082 
VOLKSKAS 21 :0119 .0214 -.0005 -.0044 -.0040 
BANKS .0824 .· .1115 -.0135 -.0125 .0039 
ALPHA 22 .0098 .0103 -.0036 -.0032 .0029. 
BOLNAT 23 .0170 .0243 -.0095 .0021 .0158 
EVRITE 24 .0070 .0095 .0013 .0040 .0024 
GRNAKR 25 .0154. .0020 -.0055 ' .0046 -.0013 
LTA 26 .0115 .0028 -.0015 .0160 -.0158 
M t. R 27 .0211 .0024· -.0062 -,0036 . -.0053 
· PPCEM 28 .0107 .0017 -.0003 .0014 .0030 
BUILGING .0925 .0530 -.0253 .0213 .0017 
P.ECI . 29 .0167 .0143 -.0054 -.0077 -.0038 
CHEMHD 30 .0077 .0060 -.0019 .0104 ,0055 
DEBERL 31 .0083 .0075 .0029 -.0016 .0069 
LANCHEM 32 .0180 .0150 .0011 -.0021 -.0101. 
SENCI-114 33 .0153 .0172 -.0048 .0011 .0020 
TREK 34 .0109 .0166 -.0088 .0068 -:oo44 
TRJOMF 35 .0097 .0120 -.0011 .0006 .0025 
CHHIICALS .0871 .0886 -.0180 .0075 -.0014 
(B-40) 
TABLE 22 (CONTINUED) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOD 
SHARE FACTOR 1 FACTOR 2 FACTOR' 3 FACTOR 4 FACTOR 5 
CADSWP 36 .0138 .0084 .0024 .0025 .0192 
FEDFOOD -37 .0157 .0096 -.0069 .0003 -.0005 
ICS .38 .0195 .0023 -.0045 -.0094 .0003 
I & J . 39 ~0084 ;0136 -.0045 -.0033 -.0068 
KANHYM 40 .0105 .0152 .0021 -.0039 -.0043 
PREMGRP 41 .0170 .0162 -.0047 -.0069 .0006 
TIGOATS 42 .0197 .0181 -.0046 -.0104 -.0004 
FOOD .1046. .0834 -.0207 -.0311 .0081 
ASS ENG 43 .• 0060 .0157 -.0042 
-
.0048 .0061 
DUNLOP 44 .0092 .0194 -.0062 .0091 .0043 
GENTRA 45 .0070 .0163 -.0078 .• 0046 -.0022 
MCCARTHY 46 .0021 .0270 -.0012 .0138 -.0027 . 
SAFICON 47 .0166 • 0247 -.0016 .0220 -.0068 
TOYOTA 48 .0139 .0220 -.0043 .0085 -.0066 
lo.NHUNT 49 .0144 .0173 -.0025 .0097 .0055 
~10TOR .0692 .1424 -.0278 .0725 -.0024 
TABLE 22 (CONTINUED) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOD 
SHARE FACTOR 6 FACTOR 7 FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 1~ 
AI-1COAL 1 
APEXMIN 2 
CLYSDL 3 
TAVISTK 4 
TRNSNTL 5 
.0003 - .0001 
.0042 - .0055 
-.0035 -.0001 
-.0070 -.0073 
-.0005 .0067 
VIERFNT 6 .0014 
~!ELGDCT 7 - .0035 
. ;0127 
-.0033 
COAL . . - .0086 .• 0031 
BLYVOOR 8 
DOORNS 9 
DRIECON 10 
KLOOF . 11 · 
WAREAS . 12 
.0095 .0009 
-.0060' -.0104 
. WESDRIE 13 
WSTNOP 14 
GOLD 
-.0036 
.0000 
-.0053 
.0018 
.0021 
-.0015 
BANKORP 15 -.0047' 
BOLAND 16 ,. -.0005 
!CLEF 17 -.0057 
NEDBANK 18 
STANBIC 19 
T & T . 20 
VOLKSKAS 21 
.0043 
.0048 
.0093 
-.0017 
-.0001 
.0012 
-.0023 
.0019 
.0031 
-.0057 
.0052 
.0048 
.0099 
-.0011 
.0047. 
-.0013 
.0047 
.0034 
.0060 
-.0095 
.0019 
-.0057 
• 0101 
.0107 
.0169 
-.0035 
-.0017 
.0048 
-.0068 
.0026 
-.0021 
-.0002 
-.0069 
.0017 
-.0027 
.0044 
-.0017 
.0003 
-.0005 
-.0035 
BANKS .0058 .0175 -.0020 
. ALPHA 22 
BOUMAT · 23 
EVRITE 24 
GRNAKR 25 
LTA 26 
M & R 27 
PPCEM 28 
BUILDING 
AECI 29 
CHEMHD 30 
DEBERL 31 
LANCHEM 32 
SENCHM 33 
. TREK 34 
TRIONF 35 
CHF.NICALS 
• 0007 -·.0068 - .0040 
-.0099 
-.0023 
.0111 
-.0008 
-.0017 
• 0043 
.0014 
.0018 
-.0005 
.0000 
.0198 
-.0017 
.0097 
.0072 
.0363 
.0058 
-.0027 
-.0015 
-.0069 
-.0034 
-,.0019 
-.0174 
.0037 
.0000 
-.0023 
• 0059 
.0051 
.0023 
.0049 
.0196 
-.0028 
.0021 
. • 0067 
.0070 
-.0002 
-.0020 
.0068 
.0009 
.0035 
.0014 
-.0047 
.0049 
.0093 
.0002 
.0155 
-.0013 
.0000 
.0018 
-.0010 
.0023 
-.0021 
.0025 
.0022 
.0074 
.0053 
-.0023 
.0008 
-.0050 
-.0024 
-.0003 
.0035 
-.0051 
-.0031 
.0054 
-.0030 
-.0004 
.:.0076 
-.0008 
-.0130 
-.0028 
.0009 
-.0013 
-.0009 
.0016 
-.0059 
.0029 
-.0055 
.0031 
-.0042 
.0013 
-.0001 
-.0045 
.0071 
· .ooa 
.0048 
.0035 
.0035 
-.0029 
.0033 
-.0015 
-.0095 
-.0004 
-.0040 
.0014 
.0026 
.0009 
.0001 
-.0010· 
-.0025 
-.0007 
.0008 
-.0014 
• 0076 
.0067 
.0004 
-.0018 
.0057 
-.0016 
.0156 
.0082 
.0020 
-.0001 
.0006 
-.0065 
-.0003 
.0091 
.0130 
.0003 
-.0015 
-.0012 . 
.0041 
-.0012 
:-.0024 
-.0016 
-.0035 
-.0020 I -.0022' 
-.0016 -.0011· 
.0024 
.0059 
-.0018 
.0041 
.0009 
.0079 
.0006 
-.0007 
.0024 
.0031 
-.0008 
-.0018 
-.0047 
-.0019 
-.0038 
-.0105 . 
.0004 
.0018 
-.0005 
.0016 
-.0050 
-.0160 
.0062 . 
.0006 
.0014 
.0012 
-.0052 
:..0031 
-.0033 . 
-.0022 
-.0023 
-.0002 
.0002 
.0092 
-.0002 
-.0008 
.0112 
.0171 
-.0015, 
.0054:' 
.0005. 
-.0012 . 
.0019"• 
.0012.' 
- .0041': 
.OOOoi 
.0034' 
.00001 
.0004; 
.OOO.J 
-.OOll\ 
-.ooo&; 
-.0004: 
-.0015; 
-.OOll: 
-.0010 
-.0018. 
-.0048. 
.0018'. 
-.0088 . 
.0014 
.0010 
.OOOT . 
-.0057" 
-.0015 
-.0075 
.• 0011 
-.0105 
.0006" 
.: .0021 
-.0031 
.0019 
-.0017 
.0113 
-.0072 
-.0003 
(B-41) 
( B- 4 2) 
TABLE 22 (CONTINUED) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOO 
SHARE FACTOR 6 FACTOR 7 FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 fACTOR 12: 
CADSI4P 36 .0067 -.0028 .0000 .0055 -.0037 -.0057 .0031? 
FEDFOOD 37 -.0024 -.0067 .0051 •• 0123 .0014 .0135 -.0021\ 
ICS 38 .0028 .0008. -.0012 .. -.0027 -.0033 -.0014 .000£: 
I & J .· 39 -.0027 .0033 .0022 -.0049 .0027 .0012 -.0014) 
KANH)M 40 .0030 .0068 .0021 .0007 .0022 .0035 .0050; 
PREMGRP 41 -.0057 -.0031 -.0004 -.0015 -.0019 .0005 .003&; 
TIGOATS 42 .· -.0009 -.0006 .0035 .0021 -.0021 .0014 .ooos; 
FOOD .0008 -.0023 .0113 .0115 -.0047 .0.130 .0095i 
ASSENG . 43 -.0021 .0020 -.0038 -.0051 -.0050 .0018 . -.OOQSj 
DUNLOP 44 .0052 -.0014 -.0068 .0040 -.0055 -.0030 .0085.1 
GENTRA 45 -.0146 .0008 -.0053 .0062 .0011 .0019 -.006<[: 
MCCARTHY 46 .0044 .0042 -.0035 -.0100 .0072 .0039 .0043) 
SAFICON 47 -,.0024 -.0041 -.0079 .0054 -.0084 .0026 - .0074f 
TOYOTA· 48 .0070 -.0061 -.0064 -.0045 -.0057 .0023 .00231 
WMHUNT 49 -.0037 .0103 -.0027 .0071 .0005 .0039 .0044! 
NO TOR .0062 .• 0057 -.0364 .0031 -.0158 .0134 .oosm 
(B-43) 
TABLE 23 
LITTLE JIFFY, NO ROTATION, FIRST SUBPERIOD 
·(A) Percentage of Communality Explained. 
(B) Percentage of Total variance Explained. 
' ' 
Factor 
1 
2 
3 
4 
5 
6 
7 
8 
9. 
/ .10 
/ / 11 
12 
/ 
/ .-- ,-
Dominant , ~e+centage~Cumulative~~ercentage Cumulative 
""-Sha'!'ea . . . . . . /~-ercentase . . . J?e:r;centag.e 
Market 
Gold, 
·Motor 
Coal 
' ' . 
.. - ' . . ' . \ 
45.91 
23.75 
"/ 
9.69 79.35 
4,04 83.39. 
3.41 86.80 
3.09 89.. 89. 
2.18 92.07 
1.9.5 
1. 71 
1.43 
1.58 
1.26 
.9.4.02 
-95.73 
97.16 
9.8.74 
100.00 
. '-. 
14,63 
~LC>9 
3.36 
1. 48 
1.33 
1.02 
0.85 
0.68 
o. 68 
0.58 
0.66 
0.44 
14,63 
23,72 
27.08 
28.56 
29.89 
30.91 
.31.76 
32.44 
33.12 
33.70 
34.36 
34,80 
TABLE 24 
VARIMAX ROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOO 
SHARE' FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
AMCOAL 
APEXMIN 
CLYSDL 
TAYISTK 
TRNSNTL 
VIERFNT 
WELGDCT 
COAL 
BL YVOOR 
DOORNS 
DRIECON 
KLOOF 
WAREAS 
I~ESDR IE 
WSTNDP 
GOLD 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
BANKORP 15 
BOLAND 16 
!CLEF 17 
IJEDBANK 18 
STANBIC. 19 
T & T 20 
YOLKSKAS 21 
BANKS 
ALPHA 
BOl."'lAT 
EVRITE 
GRN!.KR 
LTA 
~~ & R 
. PPCEM 
BUILDING 
AECI 
CHE~lHD 
DEBERL 
LANCHEf.1 
SENCHJ~ 
TREK 
TR I01·iF 
CHENICALS 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
.004 
-.001 
.004 
;010 
.004 
.004 
-.003 
.022 
-.019 
-.017 
-.016 
-.016 
-.019 
-.017 
-.019 
-.123 
.006 
.011 
.010 
.026 
.007 
.015 
.021 
.096 
.010 
.018 
.005 
.000 
.000 
.006 
.000 
.039 
.017 
-.001 
.004 
.012 
.014 
.013 
.007 
.066 
• 017 
.028 
.028 
.029 
.032 
.020 
.038 
.192 
-.010 
-.012 
-.013 
-.008 
-.005 
-.006 
-.010 
-.064 
.002 
.005 
-.003 
.005 
.004 
-.001 
.006 
.018 
.000 
-.003 
.005 
-.003 
.003 
-.005 
.000 
-.003 
' -.001 
.001 
.005 
.005 
.001 
-.002 
.003 
.012 
.006 . 
-.000 
.003 
.001 
-.002 
.005 
.009 
.022 
-.004 
-.005 
-.008 
-.013 
-.015 
-.004 
-.010 
-.059 
.006 
.008 
-.002 
.004 
.011 
.014 
.004 
.045 
.003 
.023 
.006 
.002 
-.006 
-.004 
.002 
.026 
.001 
.010 
.008 
-.003 
.009 
.006 
.008 
.039 
-.002 
.006 
-.002 
.001 
-.002 
-.006 
_;004 
-.001 
-.006 
.002 
-.003 -
-.008 
-.002 
- 002 
-.004 
-.023 
.001 
.000 
.012 
-.003 
-.004 
-.003 
·.005 
.008 
-.003 
.002 
.005 
.005 
.024 
.003 
-.001 
.035 
.000 
.008 
. -.001 
-.003 
.005 
.012 
.000 
~021 
-.003 
-.001 
.011 
.000 
.010 
-.002 
-.007 
.008 
.001 
-.007 
-.009 
.003 
-.007 
.000 
-.004 
-.023 
-.002 
.000 
.000 
.005 
.002 
.003 
.004 
.012 
.003 
.001 
.000 
-.001 
.000 
-.001 
-.001 
.001 
.001 
-.001 
-.002· 
.016 
-.001 
.001 
.008 
.022 
.002 
.006 
-.006 
-.007 
-.002 
.007 
-.001 
-.001 
.005 
-.009 
-.003 
-.003 
-.004 
.000 
-.001 
-.013 
-.002 
-.001 
.002 
.005 
.005 
.010 
-.003 
.016 
-.001 
-.009 
-.001 
.014 
.004 
.002 
.001 
.010 
.003 
.002 
.001 
.017 
.004 
.009 
011 
.047 
(8-44) 
(B-45) 
TABLE 24 (CONTINUED) 
VJl.RH~AX ROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOO 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 fACTOR 7 
CADSWP 36 .001 .003 .022" -.003 -.002 .000 
FEDFOOD 37 .009 -.002 .002 .007 .000 .002 
ICS •38 .007 -.005 .000 -.006 .001 .002 
I & J 39 .015 .000 -.002 .003 .001 .002 
KANHYM . 40 .014 .006 .001 -.001 .003 .004 
PREMGRP 41 .018 .000 .004 .001 .000 -.005 
TIGOATS 42 .021 .001 .004 -.001 -.001 .002 
FOOD .085 .003 .031 .000 .002 .007 
ASSENG 43 .010 .000 .013 .004 .007 -.002 
DUNLOP 44 .012 -.001 .015 .009 .011 -.002 
GEilTRA 45 .013 -.COl .006 .012 .005 -.009 
f'ICCARTHY 46 .015 .008 .010 .011 .012 .005 
SAFICON 47 .010 .008 .012 .027 .018 .000 
TOYOTA 48 .016 .003 .006 .013 .015 .005 
H1HUNT 49 .008 .C03 .014 .007 .007 -.004 
MOTOR .084 .020 .076 .083 .075 -.007 
TABLE 24 (CONTINUED) (B-46) 
VARIMAX ROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOD 
SHARE FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 
AM COAL 1 .001 .001 .003 -.002 -.002 
APEXMIN . 2 -.003 .000 .005 -.001 .001 
CLYSDL 3 .002 -.002 -.001 .000 -.003 
TAVISTK '4 -.002 .006 .003 .006 .002 
TRNSNTL . 5 
-
.• 005 -.002 -.002 -.007 .002 
· VIERFNT 6 .005 .004 -.015 -.003 .005 
WELGDCT 7 .000 .003 -.001 .002 .004 
COAL .007 .010 . -.008 -.005 . .009 
BLYVOOR 8 001 -.010 .002 .003 .000 
DOORNS 9 -.004 -.006 .004 .007 -.003 
DRIECON10 10 -.002 .003 -.003 .003 .002 
KLOOF 11 .ODD -.004 -.003 .002 -.002 
WAREAS 12 -.005 .001 -.006 -.001 -.003 
WESDRIE 13 -.003 -.001 . -.003 ..:..004 .000 
WSTNDP 14 -.001 -.005 -.003 -.005 -.001 
GOLD -.014 -.022 -.012 .005 -.007 
BANKORP 15 .. 002 .005 -.003 -.007 -.001 . 
BOLAND 16 .005 .001 . 009 -.012 -.002 
I CLEF 17 .016 .005 .003 -.003 .004 
NE[!BANK 18 -.001 -- .001 .002 .001 -.002 
STANBIC _ 19 .002 .000- -.001 -.002 .001 
T & T 20 -.002 .007 .009 .000 - .• 004 
VOLKSKAS 21 -.002 .003 .003 . -.002 . -.001 
BANKS ! .020 . .016 .022 -.025 -.005 
ALPHA 22 -.002 .005 .010 .007 -.002. 
BOUMAT 23 .009 .008 .003 .001 .000 
EVRITE 24 -.001 .004 .001 .002 .000 
GRNAKR 25 -.002 .000 .003 .001 .000 
LTA 26 -.005 -.002 -.002 -.003 .001 
M & R 27 -.002. .001 .000 -.003 -.010 . 
. PPCEM. 28 .001 -.002 . . .011 -.001 ' .001 
BUILDHJG -.002 .014 .026 .004 -.010 
AECI 29 ;oo4 -.003 .000 -.002 .003 
CHENHD 30 -.001 .007 .001 -.001 -.001 
. 
DEBERL 31 .000 -.001 .ODD .003 -.003 
LANCHEM 32 .002 .002 .007 .001 .008 
SENCHf~ 33 .004 .007 -.002 -.003 .000 
TREK 34 .000 -.001 .002 .000 .018 
TRIOMF 35 .006 .004 -.002 .007 .001 
CHEf.liCALS .015 .015 .006 .005 .024 
(B-47) 
TABLE 24 (CONTINUED) 
VAR !MAX ROTATED FACTOR PA TTERIJ, LITTLE JIFFY, FIRST SUB PER 100 
SHARE FACTOR 8 FACTOR 9 FACTOR 10 FACTOR. 11 FACTOR 12 
CADSWP . 36 -.004 -.007 .003 .001 .005 
FEDFOOD 37 .006 -.001 .001 .019 .002 
ICS -38 -.003 -.002 -.003 -.002 -.001 
I & J 39 .004 .007 .ooo ~.003 -.002 
KANHYM 40 · .• 005 .004 .001 -.001 ·.ooa 
PREMGRP 41 -.002 .002 -.001 .002 .000 
TIGOATS 42 .002 -.001 -.002 .003 .001 
FOOD .008 .002 -.001 .019 .013 
ASSENG 43 .000 .007 -.002 . -.001 -.002 
DUNLOP 44 -.003 -.002 .005 -.002 .010 
GENTRA 45 .012 .002 .001 .004 -.007 
MCCARTHY 46 .002 .017. .012 .-.005 .005 
SAFICml 47 .003 .001 .001 .002 -.004 
TOYOTA 48 -.008 .004 .004 -.000 .002 
lo8·1HUNT 49 .012 .005 .000 .001 .009 
HOT OR .018 .034 .023 -.001 .013 
(B-48) 
TABLE 25 
f!:trTLE JIFF~,.'vARIMAX ROTATION, FIRST SUBPERIOD 
(A) Percentage of Communality Explained. 
(B) Percentage of Total Variance Explained. 
. Factor .Dominant 
· Sha:r:es 
/ . 1 /ctimulati ve -n · Cumulative:,/ Percentage ...< t ,;:: ercentage 
... · . ,- 1J;:'~rcen age '" . Percentage-, 
----t.,..:.;...,.---,-.~----, ./• ,/ / 
. / "!' 
1 
2 
3 
4 
5 
6 
7 
/ 8 
/ 
:Market 
Gold 
Coal 
Motor 
/ ·Motor 
' . 
45.50 
14.50 
12.00 
7.30 
5.00 
3. 60 
3.10 
1. 80 
1.80 
1,80 
1.80 
1.80 
.. 
.:;: 
45.50 
60.00 
72.00 
79.30 
84.30 
,: 87.90 
91.00 
92.80 
:94,60 
96,40 
98.20 
100.00 
/ 
14.63 
6,00 
4.10 
2.70 
1.60 
1.oo 
o. 90 
o. 90 
o. 80 
o. 80 
0.10 
0.06 
14.63 
20.63 
24.73 
27.43 
.29 .03 
30.03 
30.93 
31.83 
32.60 
33.40 
33.50 
33.56 
/ 
I . 
_; 
.f 
.~ 
/ 
. .J 
TMLE 26 
ORTHOBLIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOO 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
AMCOAL 1 
APEXMIN . 2 
CLYSDL .. 3 
TAVISTK 4 
TRNSNTL 5 
VIERFNT 6 
WELGDCT 7 
COAL 
BLYVOOR 8 
DOORN$ 9 
DRIECON . 10 
KLOOF 11 
WAREAS 12 
WESDRIE 13 
WSTNOP 14 
GOLD 
BAilKORP 15 
BOLMlD ~6-
ICLEF 17 
NEDBANK 18 
STANBIC 19 
T & T 20 
VOLKSKAS 21 
BANKS 
ALPHA 
BOUr1AT 
EVRITE 
GRNAKR 
LTA 
M & R 
· PPCEM 
BUILDING 
22 
23 
24 
25 
26 
27 
28 
AECI . 29 
CH_EMHD 30 
DEBfRL 31 
.LANCHEM 32 
SENCHN 33 
TREK 34 
TRI!l-lF 35 
CHEMICALS 
.017 
.028 
.020 
• 029 
.022 
• 014 
.039 
.169 . 
-.009 
-.005 
-.007 
-.009 
-.002 
-.005 
-.009 
-.046 
.001 
.003 
-.006 
.001 
.002 
.000 
.004 
• 005 
.002 
-.003 
.006 
-.002 
.003 
-.005 
.002 
.003 . 
-.0.04 
.002 
.005 
-.001 
-.001 
-.001 
-.002 
-.002 
-.001 
.007 
.008 
.000 
.006 
-.003 
.003 
..020 
-.002 
-.002 
-.010 
-.005 
-.006 
.000 
-.004 
-.029 
.000 
.001 
.004 
.000 
.000 
.001 
.006 
.012 . 
-.003 
.001 
.003 
.005 
.• 019 
.003 
-.002 
.026 
-.001 
.007 
.001 
.003 
.003 
.005 
.005 
.023 
.000 
.004 
.006 
.004 
.010 
.002 
-.006 
.020 
.000 
-.014 
-.009 
;000 
-.009 
-.005 
-.006 
-.043 
-.004 
.002 
.002 
.015 
.003 
.009 
.006 
.033 
.008 
-.006 
-.002 
.004 
-.005 
.000 
.003 
.002 
.008 
-.007 
-.002 
.029 
.000 
.008 
.009 
.045 
.005 
.001 
.001 
.000 
.005 
.000 
-.002 
.010 
-.007 
-.006 
-.010 
-.008 
-.007 
- 009 
-.004 
-.051 
.005 
.013 
.011 
.011 
.002 
.004 
·.on 
.057 
.000 
.007 
.000 
-.001 
.002 
.009 
.003 
.020 
.011 
-.003 
.003 
-.004 
.006 
-.001 
-.002 
.010 
.001 
-.003 
.005 
.006 
.006 
.000 
.002 
.on 
-.006 
-.003 
.000 
-.001 
-.004 
-.001 
-.005 
-.020 
.005 
.007 
.012 
-.002 
.001 
-.001 
-.001 
.021 
.004 
.016 
.002 
-.008 
-.007 
-.006 
.002 
.003 
.002 
-.004 
.002 
-.003 . 
.000 
.001" . 
.001 
-.002 
.002 
-.002 
-.007 
-.007 
-.012 
-.002 
-.004 
-.032 
.002 
.006 
-.008 
.004 
.009 
.006 
.007 
.008 
.000 
.013 
.001 
-.002 
-.009 
-.006 
.004 
.001 
.000 .004 
.003 .001 
-.002 .006 
.001 . -.001 
.004 .002 
.001 .009 
.001 000 
.008 .021 
(B-49) 
(B-50) 
lABLE 26 (CONTINUED) 
ORTHOBLIQUE ROTATED FACTOR PATTERN, LIT!LE JIFFY, FIRST SUBPERIOD 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
CADSWP 36 .006 .001 -.005" -.003 -.002 .023 
FEDFOOD 37 .000 .003 .002 .001. -.001 -.003 
iCS . 38 -.006 -.004 .005 .003 -.005 .004 
I & J 39 -.002 .000 .006 .009 .004 -.006 
KANHYM '40 .003 -.003 .012 .003 .006 .001 
PREMGRP 41 .000 -.001 .002 .006 .002 .004 
TIGOATS 42 .ooo -.003 .006 .010 -.002 .005 
FOOD .001 . -.007 .028 .029 .002 .028 
ASS ENG 43 -.003 .008 -.001 -.001 .006 .006 
DUNLOP 44 -.002 .Oi3 .005 -.004 .005 .017 
GENTRA 45 -.006 .011 -.006 .013 .011 -.003 
MCCART:iY 46 .005 .010 .013 -.003 .016 -.002 
SAFICON 47 .000 .034 .000 .002 .005 .000 
TOYOTA 48 -.001 .018 .012 -.003 -.001 .003 
~1HUIJT 49 -.001 .006 .000 -.001 .018 .008 
MOTOR -.008 .100 .023 .003 .060 .039 
TABLE 26 (CONTINUED) 
(B-51) 
ORTHOBLIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOD 
SHARE FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 
AMCOAL 1 .005 -.003 -.001 -.001 .001 
APm11 N 2 .002 -.005 -.002 .003 -.002. 
CLYSDL - 3 -.007 .001 -.001 -.014 .002 
TAVISTK 4 -.002 .007 .006 -.003 -.003 
TRNSNTL 5 -.011 -.003 -.008 -.007 .005 
VIERFNT 6 -.002 .002 -.003 .001 .021 
II'ELGDCT 7 .000 -.003 .001 .002 .005 
COAL -.015 .002 -.008 -.019 .029 
BLYVOOR· 8 -.002 -.015 .001 -.003 -.001 
DOORN$ 9 -.003 -.003 .006 -.002 -.011 
' DRIECON 10 .000 .001 .000 .003 -.001 
KLOOF 11 -.007 -.004 -.002 . -.007 -.002: 
WAREAS 12 -.004 .002 -.006 -.001 -.002' 
WESDRIE 13 -.001 -.003 -.007. -.001 .000' 
WSTNDP 14 -.004 -.007 -.008 .000 .000 
GOLD -.021 -.029 -.016 -.011 -.017 
BANKORP 15 .004 .004 -.005 .001 .004 
BOLAND 16 .006 -.003 -.008 .001 -.004. 
I CLEF 17 -.002 -.005 .002 .011 .002: 
NEDBANK 18 .004 .008 .004 -.002 .001 
STANBIC. 19 .005 -.001 -.001 -.001 .006 
T & T 20 .018 .000 .002 -.001 .000 
YOLKSKAS 21 -.002 .008 .001 .000 -.004 
BANKS .033 .• 011 -.005 .009 .005 
ALPHA 22 .008 .003 • 008 -.003 -.008 . 
BOUHAT 23 .008 .004 .007 -.001 .003 
EYRITE 24 .004 .004 .003 .002 .000 
GRNAKR 25 .009 -.006 .001 .007- .002 
LTA 26 -.004 .003 -.003 .013 -.003 
M t R 27 .005 .004 -.002 
-.002' -.001 
PPCEM 28 .003 -.008· .000 .002 -.008 
BUILDI:lG -.033 .004 .014 .018 -.015 
AECI · 29 -.003 .002 .002 .004 ·.oo2 
CHEMHD 30 .009 .001 -.001 .003 .• 002 
if; 
DEBERL 31 .004 .000 .004 -.003 .002 
LANCHEM 32 .001 -.005 .001 .002 .002 
SENCIJM 33 .008 .005 .000 .005 .007 
TREK 34 -.004 .002 .003 . .021 .001 
TRla\lF 35 .007 -.005 .009 -.003 .Oll 
CHEMICALS .022 .ooo .018 .028 .027 
(B-52') 
TABLE 26 (CONTINUED) 
ORTHOBLIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOD 
SHARE' FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 
CADSII'P 36 .004 -.003 .002 .001 .000 
FEDFOOD 37 -.001 -.001 .023 .004 .001 
ICS 38 .000 .005 -.002 -.002 .002 
I & J 39 .003 .006 .000 .003 .002 
KANH'rM "40 -.002 .002 .001 .005 .004 
PREMGRP 41 .000 .012 .005 .000 -.001 
TIGOATS 42 .000 .007 .007 .002 .004 
FOOD .004 • 028 .036 .013 . .012 
ASSENG 43 .007 .007 .000 -.003 .004 
DUNLOP 44 -.002 .004 .000 .005 -.004 
GENTRA 45 ·, -.002 .002 .009 -. -.004 .000 
MCCARTHY 46 .013 .004 -.004 .006 -.003 
SAFICON 47 .000 .001 .005 -.001 .001 
TOYOTA. 48 .004 .• 010 .000 .002 -.003 
\o.MHUNT 49 -.002 -.003 .004 .004 .005 
MOTOR .018 .025 .014 .009 .000 
(B-53) 
TABLE 27 
LITTLE JIFFY, ORTHOBLIQUE ROTATION, FIRST SUBPERIOD 
(A) Percentage of Communality Explained. 
(B) Percentage of Total Variance Explained. 
~//~~ctor. ~ Dominant : ~rcenta ,~/:iq.unulative £ercenta ,,;~umulative ·. 
_. :¥ ' .Shares ~ ,. - . . . g=. 1?.-ercentage·· · g~, /:£4rcentage: 
·' 
) 
.r 
·' 
:-·'' 
1 
2 
3 
4 
5 
-6 
7 
:8 
9 
io 
Ll 
_,.12 
Market 
Coal· 
Motor 
Lanchem 
Banks 
Motor 
48.10 
10.40 
f 
5.90 
5.90 
3.90 
9.70 
3.90 
3.90 
2.30 
2,10 
2,00 
1!90 
48.10 
58.'50 
64.40 
70.30 
74.20 
83.90 
87.80 
91.70 
94 .• 00 
96.10 
98,10 
100.00 
14.63 
3.30 
1. 60 
1. 70 
1.60 
3.40 
1.60 
1.10 
1.10 
1.20 
0.9.0 
o.8o 
.X .. 
14.63 
17.93 
19.53 
21.23 
.. 22.83. 
.26.23 
27,83 
28.93 
30.03 
31.23 
.32,13 
32! 9.3 
,. 
/ 
) 
' 
2 3 
2 1,000 
3 .178 1.000 
4 .153 .210 
-
5 .103 / .17 4 
o::::t" 
L() 
6. .. 156 .295 I 
cc 
7 .086 .137 
8 ... .038 • 136 
,9. .051 .176 
10 - .037 . .148 
11 
-
.097 .200 
12 .199 .• 025 
• 
TABLE 28 
LITTLE JIFFt' AND ORTHOB~IQUt ROTATION , 
FIRST SUBPERTOD CORRELATION MATRIX ,QF" FACTORS: 
' 
' 
_. 
'4 5 6 7 8 9 
1.000 
.279 1,000 
.160 ~300 1.000 
.181 .188 .241 1,000 
,179 .183 .183 .282 1.000 . 
.180 • 376 • 201 .158 .172 1.000 
.106 ,184 .167 .174 .140 .163 
.109 .072 ,079 .057 ,124 .067 
,163 .137 ,137 ,114 .042. ,045 
' 
\ 
10 11 12 
1.000 
.097 1.000 
,007 ,029 1.000 
TABLE 29 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, SECOIJD SUBPERIOD 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
· AMCOAL 1 
APEXMIN . 2 
CL YSDL _ 3 
TAVISTK 4 
TRNSNTL .. 5 
VIERFNT 6 
wHGDCT 7 
COAL 
BLYVOOR 8 
DOORIIS 9 
DRIECON . 10 
KLOOF 11 
. WAREAS 12 
I.'ESDRIE 13 
WSTNDP 14 
GOLD 
BANKORP 
BOLMJD 
I CLEF 
NEDBANK 
STANBIC. 
T & T 
VOLKSKAS 
BANKS 
ALPHA 
BOUMAT 
EVRITE 
GRNAKR 
LTA 
M t. R 
-PPCEM 
BUILDING 
AECI . 
CHEMHD 
DEBERL 
LAIJCHE~l 
SENCHM 
TREK 
TRIOI~F 
CHEMICALS 
15· 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
.0218 
.0163 
.0147 
.0146 
.0186 
.0162 
.0187 
.1209 
-.0119 
-.0118 
-.0091 
-.0150 
-.0102 
-.0100 
-.0175 
.0855 
.0117. 
.0137 
.0150 
.0101 
.0161 
.0101 
.0147 
.0914 
.0299 
.0415 
.0303 
.0353 
.0425 
.0337 
.0237 
.0312 .0046 
.0327 -.0004 
.0304 .0013 
.0285 -.0008 
.0281 .0014 
.0213 .0018 
.0289 .0075 
.2369 
.0163 
.0107 
.0027 
.'0168 
.0125 
.0071 
.OllO 
.2011 
-.0133 
-.0504 
-.0009 
. -.0041 
-.0094 
-.0016 
-.0091 
.0831 . -.0888 
.0190 -.0104 
.0119 -.0059 
.0083 -.0047 
.0180 -.0050 
.0191 -.0097 
.0176 -.0101 
.0125 -.0055 
.0154 
-.0024' 
-.0075 
.0035 
-.0027 
-.0041 
-.0061 
.0000 
-.0193 
-.0021 
-.0021 
-.0022 
-.0072 
-.0074 
-.0086 
-.0031 
.0000 
.0092 
-.0064 
.0081 
-.0106 
.0020 
.0031 
.0063 
.0017 
-.0056 
-.0006 
-.0064 
-.0022 
.0076 
-.0057 
-.0024 
-.0012 
-.0057 
-.0010 
-.0013 
.0038 
.0037 
-.0112 -.0041 
-.0000 -.0008 -.0022 
.0040 .0079 -.0015 
- .0009 - .0001 - .0018 
.0005 .0012 .0023 
.0049 -.0004 .0052 
- .0005 - .• 0077 -.0025 
.0079 .0083 .0018 
.0153 
-.0019 
-.0017 
.0012 
-.0035 
-.0034 
.0043 
- ;0028 
-.0078 
.0086 
.0088 
-.0004 
-.0045 
.0067 
.0055 
-.0037 
.0034 
.0013 
-.0026 
-.0020 
.0017 
-.0059 
.0016 
.0037 
-.0007 
.0158 -.0042 
-.0038 .0005 -.0034 
.0037 .0022 .0005 
.0043 ·-.0025 -.0022 
-.0032 -.0022 .0090 
-.0008 -.0034 -.0004 
-.0060 -.0069 .0022 
-.0024 .0023 -.0010 
.1064 -.0513 . -.0327. -.0082 -.0100 .0047 
.0193 
.0091 
.0090 
.0102 
.0181 
.0152 
.0164 
.0973 
-.0087 
-.0075 
-.0022 
-.0063 
-.0050 
.;ool3 
-.0011 
.0321 
-.0005 
-.0027 
-.0030 
.0088 
-.0020 
.0010 
.. 0128 
.• 0144 
-.0035 .0014 
.0087 . -.0008 
-.0036 -.0006' 
~.0026 .0118 . 
-.0030 .0000 
-.0052 .0018 
.0151 .0160 
.0904 
.0016 
.0064 
.0243 
.0001 
.0025 
0176 
.0009 .0296 .0529 
(B-55) 
(B-56) 
TABLE 29 (CONTINUED) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, SECOND SUBPERIOD 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
CADSWP 36 • 0113 -.0097 -.0053 . -.0015 -.0067 .0005 
FEDFOOD 37 .0127 -.0068 -.0039 .0036 -.0008 .0013 
ICS 38 .0190 .-.0087 -.0064 -.0020 -.0043 .0029 
1 & J 39 .0119 -.0111 .0051 .0074 .0086 -.0009 
KANHYM - •40 .0120 -.0092 .0075 .0033 .0059 .0074 
PREMGRP 41 .0120 -.0047 -.0036 .0009 -.0039 .0013 
TIGOATS 42 .0138 -.0055 -.0034 -.0043 -.0006 .0007 
FOOD .0927 .0557 -.0100 .0074 -.0018 .0132 
ASS ENG 43 -.0004 -.0083 -.0058 .0100 -.0005 -.0039 
DUNLOP 44 .0139 -.0080 -.0109 .0022 -.0004 .0039 
GENTRA 45 .0041 -.0036 -.0017 .0033 -.0041 .0023 
MCCARTHY 46 .. 0026 -.0098 -.0144 .0148 .0029 -.0133 
SAFICON 47 .0179 .;..0133 -.0033 • 0169 .0101 . -.0032 
TOYOTA 48 .0207 -.0066. -.0120 .0113 -.0028 -.0049 
1-.MHUNT 49 .0152 -.0017 -.0020 .0045 -.0015 . -.0034 
MOTOR ..• 0740 -.0513 -.0501 .0630 .0037 -.0225 
_. . 
TABLE 29 {COtHINUED) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, SECOND SUB PERIOD 
SHARE FACTOR 7 FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12. 
P.MCOAL 
APEXMIN 
CLYSDL 
TAVISTK 
TRNSNTL 
VIERFNT 
\oi'ELGDCT 
COAL 
BLYVOOR 
DOORNS 
DRIECON 
KLOOF 
WARE AS 
WESDRI£ 
WSTNDP 
GOLD 
BANKORP 
1 
2 
3 
4 
: 5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
BOLAND 16 
!CLEF 17 
NEDB.AN!< 18 
STANBIC 19 
T & T 20 
·YOLKSKAS 21 
BANKS 
ALPHA 
BOUNAT 
EVRITE 
GRNAKR 
LTA 
M & R 
PPCEM 
llUILDING 
22 
23 
24 
25 
26 
27 
28 
AECI 29 
CI!EMHD 30 
DEBERL 31 
LANCHE14 32 
SENCHH 33 
TREK 
TR!a~F 
CHHIICALS 
34 
35 
-.0034 .0017 
• 0006 .0034 
- .0032 . .0020 
.0011 .0011 
-.0014 . -.0000 
-.0015 .0013 
. - .0027 - .0063 
-.0105 
-.0021 
-.0047 
.0009 
.0006 
-.0033 
.0045 
-.0108 
-.0149 
.0032 
-.0021 
-.0080 
.0025 
.0014 
-.0033 
.. 0030 
.0049 
-.0016 
-.0053 
.0046 
.0044 
-.0031 
-.0015 
-.0011 
-.0032 
-.0052 
.0011 
-.0044 
.0034 
.0005 
-.0011 
-.0039 
.0030 
-.0014 
-.0064 
- .0040 . .0006 
.0000 -.0043 
.0009 -.0021 
-.0045 .0021 
.0006 .0025 
.0058 .0151 
.0025 -.0055 
.0036 
.0011 . 
-.0011 
.0007 
.0002 
-.0082 
-.0007 
.0013 .0075 -.0044 
-.0015 .0021 
-.0039 -.0002 
-.0015- .0000 
.0025 .0007 
.0027 -.0032 
.0016 .0021 
.0003 -.0082 
.0002 -.0067 
.0056 
.0001 
-.0049 
-.0011 
.0011 
-.0020 
.0021 
.0085 
.0038 
.0021 
-.0035 
.0061 
.0047 
• 0040 
.0020 
.0065 -.0015 
-.0027. -.0041 
.0014 .0010 
.0033 -.0032 
-.0020 -.0017 
-.0011 
:0036 
-.0054 
.0029 
.0036 
-.0021 
.0007 
-.0024 
.0035 .0027 . 
.0006 -.0009 
-.0007. ·~.0039 
-.0063 
.0015 
• 0002 
-.0040 
-.0007 -.0001 
.0001 .0015 . 
.0011 - .0004 
.0022 . .0130 -.0013 -.0018 .0005 :..0070 
-.0025 
-.0084 
.0009 
-.0079 
.0009 
-.0023 
-.0014 
-.0207 
-.0004 
-.0020 
-.0007 
.0237 
.0046 
-.0024 
.. 0083 
.0311 
-.0042 
.0014 
-.0042 
.. 0012 
.0108 
.0038 
-.0010 
• 0009 
.0014 
-.0031 
.0042 
.0003 
-.0005 
-.0034 
.oooo -.0058 . 
.0002. .0034 
-.0003 -.0028 
-.0041 ·-.0041 
-.0032 -.0025 
-.0002 ~.0015 
.0001 .0025 
-.0034 
.0002 
-.0025 
.0019 
-.0013 
-.0004 
.0031 
.0078 -.0002 . -.. 0075 -.0108 -.0024 
- .0013 . .0021 
-.0008 .0004 
-.0011 -.0034 
.0092 .0004 
-.0007 .0041 
-.0016 
.0095 
.0132 
-.0079 
-.0032 
-.0075 
.0051 
.0053 
-.0012 
-.0102 
.0081 
.0144 
.0013 
.0228 
.0009 .0011 
-.0019 -.0003 
-.0009· -.0038 
-.0044 -.0039 
-.0065 .0014 
.0027 
-.0022 
-.0003 
-.0053 
- .0123 -.0111 
(B-57) 
(B-58) 
TABLE 29 {CONTINUED) 
UNROTATED FACTOR PA TTER~J, LITTLE JIFFY, SECOND SUB PERIOD 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
CADSWP 36 -.0006 -.0060 .0039 -.0015 -.0019 -.0068 
FEDFOOD 37 .0009 -.0034 -.0012 -.0012 .0002 .0053 
ICS 38 .0071 .0000 .0016 -.0021 .0027 -.0007 
I & J 39 .0020 -.0053 .0120 -.0029 .0066 .0030 
KANHYM '40 .0056 . -.0060 .0036 .0005 .0002 .0044 
PREMGRP 41 .0008 -.0029 .0002 -.0035 .0025 -.0002 
TIGOATS 42 .0035 .0002 -.0005 .0017 .0050 .0031 
FOOD .0193 -.0234 .0196 -.0090 .0153 .0081 
ASS ENG 43 -.0098 .0092 -.0078 -.0015 .0051 -.0081 
DUNLOP 44 -.0032 -.0002 -.0023 .0024 .0022 .0034 
GENTRA . 45 .0003 -.0024 .0049 .0028- .0036 -.0041 
~ICCARTHY 46 .0065 -.0023 -.0025 -.0001 -.0003 -.0025 
SAFICON 47 -.0050 .0054 .0070 .0044 .0015 .0011 
TOYOTA 48 .0010 .0000 .0015 .0039 -.0052 .0114 
1-M HUNT 49 .0017 -.0060 .0003 .0018 .0019 -.0026 
MOTOR -.0085 .0037 .0011 .0137 .0088 -.0014 
'' 
" 
,; 
•' 
, 
(B-59) 
TABLE 30. 
LIT'l'L'E JIFf~NO ROTATIONr_ SECOND SUBPERIOD. 
(A) Percentage of Communality Explained. 
(B) Percentage of Total Variance Explained. 
/ 
/ 
Factor Dominant · /.: , ~ulative Percentage. 
" 
Share&- " )'ercentage ercentage· 
/ / ' •• ' I' ~- . ' 
/ / /' 
, 
I 
1 /Market / 41.90 41.90 15.91 
2 Gold ~7.37 69.2!' 10.52 
·, 
3 Coal 6.30 75.57 2.51 
.. 
4 ,1 Motor 4.51 80.08 1. 60 
' ' 
5 ! . ' 3.28 83.36 l.ll Lanchem & : 
Triomf 
.. 
6 Lanchem & 3.76 87.12 p.94 
Triomf 
7 3. 80 90.92 0.96 
, 
8 2.17 93.09 0.76 
/ 
9 1. 82 9A.91 0.77 
10 1. 76 9.6. 67 0.68 
11 1.74 ' 98. 40 0.63 
/ 
12 
' 
1.60 /100 .oo 0.55 
, 
. '.· ~ ' 
' ' . ' 
,; 
I 
- ..... . ' . '\. .. 
Cumulative 
}'ercentage 
15.91 
26.43 
28.94 
30.54 
31.65 
32.59· 
33.55 
34.31 
35.08 
35.76 
36.39 
36.94 
63/ •••• 
~ 
TABLE 30 
VARIMAX ROTATED FACTOR PATTERN, LITTLE JIFFY, SECOND SUBPERIOD 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
ft.MCOAL 1 
AP£XMIN 2 
CLYSDL 3 
TAVISTK 4 
TRNSNTL ' 5 
VIERFNT 6 
~IELGDCT 7 
COAL 
BLYVOOR 8 
DOORN$ 9 
DRIECON. 10 
KLOOF 11 
W.<\REAS 12 
WESDRIE 13 
WSTNOP 14 
GOLD 
BANKORP 15 
BOLAND 16 
ICLEF p 
NEGBANK 18 
STANBIC 19 
T & T 20 
VOLKSKAS 21 
BANKS 
ALPHA 
BOUMAT 
EYRITE 
GR~iAKR 
LTA 
M & R 
PPCE!1 
BUILDING 
22 
23 
24 
25 
26 
27 
28 
AECI 29 
Cfi[~lHD 30 
DEBERL 31 
LANCHEM 32 
SENCHM 33 
TREK 34 
TRHX1F 35 
CHEMICALS 
-.004 
,...002 
-.004 
-.007 
-.006 
-.003 
-.007 
-.033 
.016 
.020 
.014 
.019 
.014 
.008 
.023 
.114 
.027 -.012 
.030 -.016 
.024 . -.015 
.023 -.015 
.0.26 . -.011 
.016 -.008 
.034 -.004 
.180 
-.011 
-.045 
.000 
-.005 
-.009 
-.003 
-.009 
-.082 
-.010 
-.003 
-.003 
-.007 
-.012 
-.014 
-.006 
-.055 .. 
-.010 
-.003 
-.004 
-.006 
-.006 
.000 
.010 
-.019 
-.081 
.003 
.018 
.003 
-.002 
.000 
-.001 
.002 
.023 
.003 
.002 
.003 
-.003 
.·.oo1 
-.001 
.• 000 
.005 
.000 
.005 
-.002 
.004 
.000 
.000 
.011 
.018 
.ooo. 
.002 
-.004 
.001 
-.002 
.007 
.001 
.005 
-.005 
-.002 
-.002 
.000 
.000 
-.004 
-.003 
-.016 
.004 
.001 
.000 
.001 
.001 
.002 
.003 
.012 
-.004 
-.002 
-.002 
.002 
~001 
-.003 
-.002 
.000 
-.001 
.001 
.003 
.037 
.001 
-.001 
.029 
.069 
-.004 
.002 
-.010 
.004 
-.013 
-.001 
.001 
-.021 
.005 -.001 
-.001 .006 
.000 .004 
.000 .• 000 
-.002 -.002 
.009 .003 
.000 -.004 
.011 .006 
-.007 -.006 -.002 
.001 .000 -.008 
- .007 - - .007 .000 
-.001 -.004 -.005 
.000 -.004 -.006 
- 003 -.012 -.002 
-.009 .011 .001 
-.029 
.004 
.006 
-.001 
.000 
-.001 
.007 
-.001 
.014 
.002 
.002 
.008 
-.003 
.002 
.000 
.000 
.011 
-.005 
.009 
.000 
-.007 
.001· 
-.001 
.005 
.002 
-.023 
.005 
.015 
.000 
.000 
.009 
-.002 
.001 
.• 028 
-.018 
.001 
.009 
.002 
.003 
-.003 
-.004 
.001 
.009 
.oo2· -.oo2 
.011 .002 
-.001 -.002 
.007 -.004 
.002 .000 
.001 -.004 
~004 .000 
.012 -.010 
.001 .002 
.004 .003 
.001. -.008 
-.009 -.004 
-.005 .005 
-.001 -.003 
.005 001 
-.002 -.004 
(B-60) 
(B-61) 
TABLE 30 (CONTINUED) 
VARIMAX ROTATED FACTOR PATTERN, LITTLE JIFFY, SECOND SUBPERJOD 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
CADSWP 36 . -.011 .001 -.003- .005 -.001 -.003 
FEDFOOD 37 -.006 .002 .000 .005 .002 .001 
ICS --38 -.012 . -.002 .003 .003 -.004 .000 
I & J 39 -~005 .007 .006 .001 .007 .014 
. KANHYM 40 -.004 .009 .010 -.001 .000 .005 
PRE~1GRP · 41 -.006 .000 -.001 .003 .000 -.002 
TIGOATS 42 -.008 -.002 .000 -.001 -.001 .002 
FOOD -.052 .015 .015 .015 .003 .017 
ASS ENG 43 -.004 .004 -.003 .012 .013 -.004 
DU!JLOP 44 -.009 -.003 .000 .006 .007 -.001 
GENTRA 45 -.003 .001 .000 .004 .000 .002 
MCCARTHY 46 -.008 -.002 -.004 .023 .002 .008 
::. 
· SAFICON 47 -.004 .007 .004 .012 .015 .015 
· TOYOTA 48 -.005 -.000 -.005 .013 .001 .009 
M~HUNT 49 -.001 .000 -.• 003 .007· -.001 .002 
NO TOR -.033 .007 -.011 .077 .037 .031 
TABLE 30 (CONTINUED) (B-62) 
VARII~AX ROTATED FACTOR PATTERN, LITTLE JIFFY, SECOND SUBPERIOQ 
SHARE FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 
AMCOAL 1 -.003 .000 . -.002 .005 -.002 
APEXMIN 2 • 002 -.003 .002 -.003 . .002 
CLYSDL 3 -.003 .002 .001 .002 .008 
TAYISTK 4 -.003 -.003 .DOD -.002 -.004 
TRNSNTL ' 5 
-
,- .006 .006 -.002 .DOD .003 
YIERFNT 6 -.015 .011 -.001 -.005 .002 
\VELGDCT 7 .003 .004 -.006 -.004 .004 
COAL -.025 .017 -.008 - .007 . .018 
BLYVOOR 8 -.003 -.004 .000 -.002 -.001 
DOORNS 9 -.005 -.004 -.005 .003 .002 
OR!ECON 10 -.002 -.005 .004 - -.001 .coo 
KLOOF 11 .001 .000 .003 -.001 -.003 
WAREAS 12 .003 .000 .000 -.004 .000 
WESDRIE 13 -.002 .000 .006 -.001 -.007 
·wSTNDP 14 .011 -.004 .003 .002 -.001 
GOLD .003 -.017 .011 -.004 -.010 
BANKORP · 15. -.001 .009 .004 .010 .004 
BOLAND 16 .003 .DOD .001 -.001- .004 
·I CLEF 17 -.002 .002 .005 -.007 .001 
NEDBANK 18 -.002. .000 .001 .008 .004 
STANBIC 19 -.001 -.001 -.004. .003 .002 
T & T 20 .003 .001 .001 -.001 -.007 
YOLKSKAS 21 -.003 -.002 -.004 .002 .002 
BANKS - .001.. .009 ~004 .014 .010 
ALPHA 22 .003 .000 -.003 .003 .008. 
. BCUi·1AT 23 .000 .000 .001 -.003 
-.001 
HRIT£ 24 .001 -.001 -.002 .001 .001 
GRNAKR 25 .010 -.004 .001 -.006 .000 
LTA 26 .003 -.004 .011 .002 -.001 
H t. R 27 ·.oo5 .000 .005 -.003 -.001 
. PPCEI~ 28 .ODD .002. -.002 .003' -.003 
BUILDING .022 -.007 .-oll -.003 .003 
AECI 29 .001 .007 -.002 .coo .003 
CHEMHD 30 .005 .003 .000 -.003 .000. 
OEBERL 31 .001 .001 .000 -.002 .001 
LANCHE!~ 32 -.002 -.004 .000 .004 .000 
SENCHH 33 .007 .006 -.001 .001 .005 
TREK 34 .000 .018 -.001 .000 -.001 
TRIOMF 35 -.C02 .004 .003 .003 .000 
. CHEMICALS .010 .035 -.001 .003 .008 
(B-63) 
TABLE 30 (CONTINUED) 
VARIMAX ROTATED FACTOR PATTER.N, LITTLE.JIFFY, SECOND SUBPERIOD 
SHARE FACTOR 8 FACTOR 9 FACTOR 10 FACTOR 11 FACTOR 12 
CADS~IP 36 .001 -.003 -.002 -.007 .007 
FEDFOOD 37 .003 -.001 -.005 -.000 -.005 
ICS -38 -.001 -.002 .000 -.003 -.002 
I & J .39 -.005 -.005 -.010 -.003 .002 
KANHYM . 40 :...001 .002 -.011 -.001 .ooo 
PREMGRP 41 -.001 -.003 -.002 -.004 -.002 
TIGOATS 42 -.002 .003 -.001 -.000 -.004 
fOOD -.004 -.009 -.031 -.018 -.004 
ASSDlG 43 -.006 .000 .012 .000 -.002 
DUNLOP 44 .005 .003 -.000 - -.002 -.006 
GENTRA 45 -.001 .001 .000 -.009 .002 
MCCARTHY 46 -.003 -.004 .000 .008 -.001 
SAFICON 47 .002 .000 .003. .001 .001 . 
TOYOTA 48 .012 -.002 .000 .003 -.008 
1-.MHUNT 49 -.003 .000 -.004 -.002 .001 
NOTOR .006 -.002 .011 -.001 -.013 
(B-64) 
TABLE 31 
LITTLE JIFFY) VARIMAX ROTATION,. SECO"ND SUBPERIOD 
.. . . . ' , • . • , - I . t. 
(A) Percentage of Communa~ity E~plained. 
(B) Percentage of Total Variance Explained. 
" 
Factor Dominant ,_Percentage Cumulative Percentage Share_s_ P e.rc.en t~g e. 
' '-<.' ' 
. "· 
' . 
'. 
1 Market 4~.90 4.1. 90 15.91 
-2 Gold 21.40 63.30 8.10 
3 Goal, 
Gold 9_. so. 7 2 •. 80 3.60 
4 Lanchem & 
Triomf 7.10 79,90 1.10· 
5 Motor 4.so· 84.40 1. 70 
6 4.30 88.70 1. 60 
7 2.20 90.90 1.00 
8 l. 80 9 2. 70 ·a. 8o 
. 
9 1.80 94.50 .o.8o 
10 1.70 96.20 o. 80 
11 2.oo 98.20 1.00 
12 l. 80 100.00 0.70 
. ' 
' 
' 
'., 
' 
"(' 
' 
'·. '. 
Cumulative 
Percentage 
15.91 
24.01 
27.61 
28.71 
30.41 
32.01 
33.01 
33.81 
34 ,· 6;1: 
35.41 
36.41 
37.11 
.. ' 
TABLE 32 
ORTHOBLIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, SECOIJD SUBPERIOD 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 · FACTOR 5 FACTOR 6 FACTOR 7 
AMCOAL 1 
APEXMIN 2 
CLYSDL 3 
TAVISTK 4 
TRf.!SNTL ' 5 
VIERFNT 6 
WELGDCT 7 
.COAL · 
BLYVOOR 
DOORNS 
8 
9 
.005 
.007 
.008 
·.oo5 
.007 
.002 
.003 
.037 
-.022 
-.032 
DR IECotl 10 · ·, .- .018 
KLOOF 11 -.018 
WAREAS 12 -.023 
~ESDRI£ 13 -.015 
wsmoP 14 -.016 
GOLD 
BANKORP 15 
BOLA~lD 16 
lCLEF 17 
NEDBANK 18 
STAtiB IC . 19 
T & T 20 
VOLKSKAS 21 
BANKS 
ALPHA 
BOUMAT 
EVRITE 
GRNAKR 
LTA 
M & R 
PPCEM 
BUILDING 
AECI 
CHEMHD 
DEBERL 
LANCHEM 
SENCHN 
TREK 
TRI011F 
CHH1ICALS 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
-.144 
.006 
.044 
.004 
.003 
.008 
-.001 
.0()6 
.070 
.006 
.007 
-.003 
.013 
.015 
.014 
.004' 
.056 
.009_ 
.003 
.001 
.005 
.005 
-.004 
.,.007 
.012 
.000 
.003 
-.004 
.002 
-.003 
.003 
.000 
.001 
-.004 
-.001 
-.001 
.001 
.001 
-.003 
-.002 
-.009 
.005 
-.001 
.000 
.001 
.000 
.003 
.002 
.010 
-.003 
-.003 
-.001 
.001 
.003 
-.002 
-.002 
-.007. 
. -.003 
.000 
.003 
.038 
.001 
-.004 
.029 
.064 
.011 
.018' 
.009 
.016 
.009 
-.001 
.022 
.084 
-.005 
-.007 
-.009 
-.009 
-.002 
-.001 
-.002 
-.035 
-.001 
.004 
.002 
-.005 
-.003 
.001 
-.001 
-.003 
.003 
-.002 
.006 
-.003 
-.002 
-.002 
,..003 
-.003 
-.003 
.005 
-.001 
-.001 
.001 
-.001 
.005 
.005 
-.004 
.002 
-.010 
.001 
-.015 
-.010 
-.004 
-.040 
.003 
.004 
.003 
-.002 
-.002 
-.005 
-.001 
.000 
.004 
.001 
-.001 
.006 
-.001 
.014 
-.001 
.022 
-.005 .005 - -.002 
-.001 .004 .003 
-.003- .005 
-.001 .005 
-.001 .007 
- 001 -.002 
-.000 .030 
-.012 
.003 
.005 
-.004 
.002 
-.002 
.006 
-.001 
.009 
.000 
.001 
.005 
-.002 
.003 
-.001 
.001 
.007 
-.004 
.008 
-.004 
-.007 
.004 
-.003 
.002 
-.004 
.054 
-.002 
-.003 
.000 
-.002 
.002 
-.003 
-.004 
-.012 
- .002" 
.005 
-.004 
.008 
.001 
-.001 
-.001 
.006 
-.002 
.001 
-.002. 
-.005 
-.001 
-.002 
.007 
-.004 
-.002 
-.003 
-.002 
-.002 
-.001 
-.009 
.005 
.005 
.004 
.000 
.001 
.001 
-.001 
.015 
-.002 
.006 
' .001 
-.002 
.004 
.000 
.000 
.007 
-.004 
.002 
:oo1 
-.006 
-.009 
.000 
008 
-.008 
(B-65) 
(B-66) 
TABLE 32 (CONTINUED) 
ORTHOBLIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, SECOND SUBPERIOD 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
CADS~/P 36 .007 -.003 .003 .000 . ,...007 .000 
FEDFOOD 37 .003 .000 .002 .006 -.001 . -.002 
ICS . 38 .009 .003 -.002 .002 -.009. -.002 
I & J 39 .008 .003 .000 .003 .000 -.001 
KANHYM . 40 - ;oo3 .008 .005 .001 -.001 -~007 
PRENGRP 41 .003 -.001 .001 .001 -.004 .001 
TIGOATS 42 .006 -.001 -.005 .000 -.005 -.002 
FOOD . .039 .009 .004 .013 -.027 -.013 
ASSENG . 43 .004 -.002 .001 .004 .002 .021 
DUNLOP 44 .008 -.001 -.004 .006 .000 .001 
' GEIHRA 45 .003 -.001 .001 .000 -.004 .002 
MCCARTHY 46 -.002 -.002 .000 .023 -.010 .007 
SAFICON 47 .010 .003 -.001 .015 .009 .009 
TOYOTA 48 .006 -.003 .002 .021 .004 -.006 
~<~>!HUNT 49 -.004 -.003 .002 .005 -.006 .001 
MOTOR .025 -.009 .001 .074 -.005 .035 
( B -6 7) 
TABLE ~2 (CONTINUED) 
ORTHOBLIQUE ROTATED FACTOR PATTERN, LITTLE JIFFY, SECOND SUBPERIOD 
SHARE FACTOR 8 FACTOR 9 · FACTOR 10 FACTOR 11 FACTOR lZ: 
AM COAL 1 .002 .001 .000 • 000 -.010 . 
APEXMIN 2 .004 -.006 -.003 .002 .002: 
CLYSDL 3 .004 ' -.002 -.001 .• 009 -.001 
TAVISTK 4 .002 -.003 -.003 -.004 -.004 
TRUSNTL 5 .002 -.002. .003 .003 - .OOSi 
VIERFNT 6 .012 -.002 .009 -.001 .001 
\oiELGDCT 7 .001 .005 .005 -.002 .001 
.COAL .027 -.009 .010 .007' -.016 
BLYVOOR 8 .002 -.005 -.005 -.001 .001 
DOORNS 9 .002 .007 -.005 .000 .001 
DRIECON 10 ' -.001 -.007 -.006 .002 .003 
KLOOF 11 -.001 -.006 • 000 -.001 .003 . 
k'AREAS 12 -.002 .000 .001 -.003 .007 
WESDRIE 13 i -.005 -.012 -.002 -.002 -.001 
WSTNDP 14 .001 .000 -.OD1 .000 .000 
GOLD -.004 -.023 -.018 -.005 .014 
BANKORP 15 -.005 .003 .008 .010 -.003 
BOLAND 16 .003 .006 .002 .001 -.001 
I CLEF 17 .001 -.006 .001 -.001 .005 
NEDBANK 18 .000 .002 -.001 .009 -.003 
STANBIC. 19 .000 .010 .000 .000 -.002 
T & T 20 -.006 .000 .002 -.006 -.002 
VOLKSKAS 21 ·.004 .004 -.002 .ooz -.003 
BANKS -.003. .019 .010 .015 -.009 
ALPHA 22 -.002 .008 .000 .006 .002 
BOUMAT 23 .003 .002 .001 -.003 .001 
EVRITE 24 -.002 .004 -.001 .000 .001 
GRNAKR 25 -.005 ,006 -.002 -.006 .005 
LTA 26 -.009 -.003 -.004 .002 .001 
H & R 27 -.009 .001 .000 -:oo2 .002 
. PPCEM 28 .000 .003 .003 -.002 ..:.005 
BUILDING -.024 .. 021 -.003 -.005 -.007 
AECI 29 :oo1 .001 .006 .002 .000 
CHEMHD 30 .001 .001 .005 -.002 .004 
DEBERL 31 -.005 .005 .001 -.003 .002 
LANCHEM 32 -.001 .000 -.003 .000 -.001 
SEIICHN 33 -.001 -.001 .006 .006 .005 
TREK 34 -.003 .000 .017 .000 -.001 
TRIOMF 35 .004 - .001. .007 .001 .001 
. CHEI1ICALS -.004 .005 .039 .004 .010 
(B-68} 
TABLE 32 (CONTINUED) 
ORTHOBLIQUE ROTATED FACTOR PATTERN. LITTLE JIFFY. SECOND SUBPERIOD 
SHARE FACTOR 8 
CADSWP 36 -.001 
FEDFOOD 37 .001 
ICS 38 -.001 
I & J 39 .020 
KMIHYM 40 .010 
FREMGRP 41 .000 
TlGOATS 42 .001 
FOOD .030 
ASS ENG 43 -.006 
DUNLOP 44 -.002 
GENTRA 45 .004 
NCCARTHY 45 .002 
SAFICON 47 .010 
TOYOTA 48 -.001 
1-t~HUIH 49 .004 
MOTOR .011 
FACTOR 9! 
.006 
.002 
-.001 
.001 
.003 
.002 
-.002 
.011 
.001 
.003 
-.001 
.002 
-.001 
-.003 
.• 002 
.003 
' / 
FACTOR 1D 
·-.003 
.001 
-.002 
-.003 
.004 
-.003 
.003 
-.003 
-.001 
.005 
.001 
-.003 
.003 
.002 
.000 
.007 
FACTOR 11 FACTOR 12 
-.001 .• 009 
-.005 -.003 
-.004 .001 
-.001 ·.ooo 
-.003 -.001 
-.005 .000 
-.003 -.003 
-.022 .003 
-.001 .000 
-.007 .000 
-.003 .008 
.• 005 -.001 
• 003 .003 . 
-.003 -.002 
.000 .003 
-.006 .011 
(B-69) 
TABLE 33 
LITTLE J-IFFY, ORTHOBLIQUE ROTATION, SECOND SUBPERIOD 
- - -·.-- ~- ·-.---.:;-
{A) Percentage of Communality Explained. 
(B) Percentaqe of Total Variance Explained, 
Factor Dominant Percentage Cumulative Percentage 
"Shares.' " " . . . P.ercen tage 
' 
' ' ' ' ' ' ' ' " 
. ' 
1 M,arket 35,30 35.30 15.9.1 
2 Gold 19,60 / 54. 9_o 9 .60 
-
3 Lanchern & 5.90 60.80 1.10 
-Triornf 
4 Coal 7.80 68.60 3.70 
5 Motor s. 9_o 74.50 2.20 
6 7.80 82.30 2.60 
7 3.90 86.20 1. 70 
8 3.90 90.10 1. 60 
9 3.00 93.10 2.60 
10 3.00 96.10 1.50 
ll 2.00 98.10 1.10 
12 1. 9.0 100.00 1. 20 
' 
' \ 
" ' 
\ ., ... \ 
'' 
- - . . ~ -
. -·· ' . 
Curnulati ve 
Percentage 
' . ". 
15.91 
25.51 
26,61. 
30.31 
32.51 
35.11 
36,81 
38.41 
41.01 
42.51 
43.61 
44.81 
/ 
TABLE 34 
. L~TLE'- j:g;ppy\ AND ORTHOBLTQUE RQT't\TJ:ON 
sEcoND suBPERTQb> ·coRRELA.TTON MATRTx o:P FAcToRs 
' 
'· 
"· ' 
. ., ~ ' . 
2 3 4 5 6 7 8 9 10 11 12 
2 1,000 
3 ,043 1.000 
4 ?316 ,072 1,000 
5 .150 ..... 065 .... ,037 1.000 
0 
,...._ 6 ,323 .-,024 .-.081 ""'.047. 1.000 I .... 
co 7 1 155 ,014 ,113 .158 ,006 1,000 
8 ,077 .114 .203 .007 .040 .103 1.000 
9 .305 .-.013 .048 ,111 .... 122 .077 .035 1.000 
10. .190 ,075 .121 .... 013 ... ,065 .131: .076 ,108 1.000 
11 .065 .. 010 .057 .... 062 ..... 016 .032 .097 .-.001 ,052 1.000 
12 
"' 
.138 .... 037 .-,114 ,055 .074 ..... 046 "'~050 .... 045 .... 062 -.141 1.·ooo 
' ' 
. '- . ' . .'-
' ' ' 
TABLE 35 
UNROTATED FACTOR PATTERN, PRINCIPAL FACTOR ANALYSIS, TOTAL PERIOD (B-71) 
VARIABLES 15-49 
SHARE FACTOR 1 FACTOR 2 
BANKORP 15 .0154 -.0018 
BOLAND 16 .0163 -.0030 
I CLEF 17 .0099 -.0003 
NEDBANK 18 .0250 .0084 
. STANBIC 19 .• 0153 .0017 
. T & T 20 .0198 .0014 
VOLKSKAS · 21 .0219 .0033 
BANKS .1236 .0097 
ALPHA. 22 .0173 -.0002 
BOU14AT · 23 -.0231 -.0100 
EYR!TE 24 .0113 -.0030 
GRNAKR 25 .0241 .0022 
LTA 26 .0296 -.0059 
M & R 27 .• 0271 -.0029 
PPCEM 28 .0176 -.0003 
BUILDING .1230 -.0201 
AECI 29 .0211 .0048 
CHEf.lDH 30 .0126 -.0085 
DEBERL :n. .0101 .0033 
LANCHEM 32 .0199 .0351 
SDlCH."l 33 .0216 .0012. 
TREK 34 - .0205 -.0034 
TRIOMF 35 .0195 -.0217 
CHEMICAL .1253 .0542 
CADS l-IP 36 .0156 -.0044 
FEDfOOD 37 .0170 -.0019 
ICS 38 .0262 .0028 . 
I & J 39 .• 0167 .0031 
KANHYM 40 .0167 .0132 
PREMGRP 41 .0180 .00.00 
TIGOATS 42 .0209 .0029 
FOOD .1311 .0157 
ASSENG 43 .0122 -.0113 
DUNLOP 44 .0211• -.0058 
GDITRA 45 ·.0132 -.0078 
MCCARTHY 46 .0361 -.0076 
-
SAFICON 47 .0329 -.0083 
TOYOTA 48 .0278 -.0070 
W>lHUNT 49 .0234 -.0038 
MOTOR .1667 -.0516 
(TOTAL) 
t AGE CONTRIBUTION 
TO co.~L"lUNAL ITY 84,83 15,17 100,0% 
% AGE CONTRIBUTION 
TO TOTAL VARIANCE 19,25. 5,06 21,31% 
TilflLE 36 
UNROTATED FACTOR PATTERN, PRINCIPAL FACTOR ANALYSIS, FIRST SURPERIOD 
VARIABLES 15-49 
SHARE FACTOR 1 FACTOR 2 
BANKORP 15 .0099 -.0007 
BOLAND 16 .0174 . -.0062 
I CLEF 17 .0156 .0088 
NEDSANK 18 .0307 -.0163 
STANBIC 19 .0146 -.0095 
T & T . 20 .0276 -.0108 
VOLKSKAS 21 .0235 -.0051 
BANKS .1393 -.0398 
ALPHA 22 .0144 -.0100 
BOUMAT 23 .0294 -.0039 
EVRITE 24 .0118 -.0010 
·, 
GRNAKR 25 .0274 -.0005 
LTA 26 .0351 .0268 
M & R 27 .0320 -.0047 
PPCEM 28 .0200 -.0063 
BUILDIHG .1701 .00040 
AECI 29 .0251 -.0078 
CHEMDH 30 .0107 .0062 
DEBERL 31 .0098 -.0074 
LANCHEM 32 .0244 -.0074 
SENCHM 33 .• 02.36 -.0026 
TREK 34 .0223 .0077 
TRIOHF 35 .• 0163 -.0032 
CHENICAL .1286 -.0145 
CADSWP 36 .0143 -.0070 
FEDFOOD 37 .0177 .0044 
JCS 38 .0296 -.0111 
I & J 39 .0172 -.0002 
KANHYM 40 .0175 -.0072 
PREMGRP 41 .0226 -.0069 
TIGOATS 42 .0257 -.0120 
.FOOD .1446 -.0400 
ASS ENG 43 .0171 .0022 
DUNLOP 44 .0236 .0051 
GENTRA 45 .0185 .0109 
MCCARTHY 46 .0391 .0049 
SAFICON 47 .0379 .0278 
TOYOTA 48 .0286 .0060 
W.HUNT 49 .0233 .0051 
~lOT OR .1881 .0620 
(TOTAL) 
'.t AGE COIJTR JBUTION 
TO COMMUNALITY 85,43 14,57 100,0% 
'.t AGE CONTRIBUTION 
TO TOTAL VARIANCE 20,10 3,11 23,21% 
(B-72) 
TABLE 37 
UNROTAT~D FACTOR PATTERN, PRINCIPAL FACTOR ANALYSIS, SECOND SUBPERIOD 
VARIABLES 15-49 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 
BANKORP 15 .0220 .0008 .0030 
BOLAND 16 .0129 -.0078 -.0024 
I CLEF 17 .0017 .0020 -.0027 
NEDBANK 18 .0176 .0011 -.0022 
STANBIC 19 .0155 -.0018 -.0036 
T & T . 20 .0083 -.0011 -.0009 
VOLKSKAS · 21 .0194 .0037 -.0046 
BANKS .0974 -.0031 -.0134 
ALPHA 22 .0209 -.0043 -.0081 
BOUMAT 23 .0136 . -.0047 .0045 
EVRITE 24 .0099 . -.0044 .0001 
GRNAKR 25 .0187 -.0008 -.0113 
LTA 26 .0229 -.0005 .-.0053 
M & R 27 .• 0201 -.0068 -.0127 
PPCEH 28 .0137 -.0020 -.0050 
BUILDHJG .1198 -.0235 -.0378 
AECI 29 ·.0203 .0041 -.0109 
CH£1.1DH 30 .0142 -.0034 .0070 
DEBERL 31 .0090 .0040 -.0084 
LANCHEM 32 .0145 .0470 -.0062 
SENCHM 33 .0193 .0008 -.0068 
TREK 34 .0188 -.0034 -.0033 
TRIOMF 35 .0231 .0347 .0150 
CHEMICAL .1192 .0838 -.0136 
CADSWP 36 .0149 -.0068 -.0080 
FEDFOOD 37 .0154 -.0021 -.0004 
ICS 38 ·.0217 .0015 -.0086 
I & J 39 .0163 .0035 .0106 
KAIJH'r11 40 .0156 .0137 .0035 
PREMGRP 41 .0125 -.0026 -.0051 
TIGOATS 42 .0147 ...:.0019 -.0067 
FOOD ·.0894 .0053 -.0147 
ASS ENG 43 .0055 -.0087 .0122 
DUNLOP 44 .0184 -.0058 -.0027 
GENTRA 45 .0059 -.0028 .0008 
~lCCARTI!Y 46 .0329 -.0137 .0143 
SJIFICm! 47 .0274 -.0043 .0230 
TOYOTA 48 .0256 -.0116 .0054 
W.HUNT 49 .0225 -.0042 .0022 
MOTOR .1382 -.0511 .0552 
(TOTAL) 
% AGE CONTRIBUTION 
TO CO~t"1UNJIL ITY 62,55 24,58 12,87 100,0% 
X AGE CotHRIBUTION 
TO TOTAL VARIMJCE 17.76 2,77 3,10 . 23,21'[, 
(B-73) 
1'ARLE 38 
UNROTATEO FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
VARIABLES 15-49 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 
BANKORP 15 
BOLAND l6 
!CLEF 17 
NEDBANK 18 
STANBIC 19 
T & T .20 
VOLKSKAS . 21 
BANKS 
ALPHA 
BOUMAT 
EVRIT£ 
GRNAKR 
LTA 
M & R 
PPCEI~ 
BUILDING 
AECI 
CHEMDH 
DEBERL 
· LANCHEM 
SENCHM 
TREK 
TRIOMF 
CHEN I CAL 
CADSiv'P 
HDFOOD 
ICS 
I & J 
KAIJIIYM 
PREMGI\P 
TIGOATS 
FOOD 
ASS ENG 
DUNLOP 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
GENTRA 45 
t·ICCARTHY 46 
SAFICON 47 
TOYOTA 48 
1-MHUNT 49 
t40TOR 
~ AGE CONTRIBUTION 
TO COt1MUNALITY 
% AGE CONTRIBUTION 
TO TOTAL VARIANCE 
.0148 .0006 
.0162 .0005 
.0091 .0048 
.0247 . -.0069 
.0153 -.0027 
.0192 -.0001 
.0214 -.0036 
.1207 -.0074 
.0173 
.0225 
.0107 
.0229 
.0264 
.0271 
.0172 
.1170 
.0216 
.• 0109 
.0103 
.0174 
.0210 
.0195 
.0163 
.1170 
.0153 
.0164 
.0261 
.0155 
.0157 
.0183 
.0214 
.-.0022 
.0052 
.0027 
.0006 
.0095 
-.0018 
-.0007 
.0133 
-.0065 
.0086 
-.0028 
-.0110 
-.0009 
.0025 
.0010 
-.0091 
.0000 
.0011 
-.0054 
.0003 
-.0039 
-.0026 
.. -.0064 
.1287. -.0169 
-.0018 
-.0011 
.0078 
.0015 
-.0065 
-.0048 
.0020 
-.0029 
-.0026 
-.0035 
-.0030 
-.0020 
.0078 
.0018 
-.0027 
-.0042 
.0029 
-.0043 
-.0049 
.0075 
.0019 
-.0007 
.0020 
.0044 
-.0110 
.0010 
.0004 
.0072 
.0040 
.0001 
.0018 
.0035 
.0024 .0029 -.0045 
' 
-.0031 .0004 -.0026 
-.0035 .0050 .0010 
.• 0024 -.0014 -.0038 
0010 .0027 -.0005 
.0020 -.0041 -.0034 
-.0001 -.0016 -.0013 
.0011 .0039 -.0151 
.0006 
-.0075 
.-0014 
.0056 
.• 0004 . -.0009 
.0025 - -.0027 
.0032 
-.0041 
-.0065 
-.0051 
-.0008 . -.0004 
-.0057 
-.0007 
.0021 
-.0005 
.0186 
.0013 
.0049 
.0117 
.0374 
-.0011 
-.0005 
-.0011 
.0008 
.0053 
-.0034 
-.0023 
-.0028 
.0114 
.0016 
.0015 
• 0016 
.0053 
.0012 
.0030 
.0119 
.0261 
.0011 
.0003 
-.0022 
.0014 
.. 0066 
-.0005 
-.0004 
.0063 
-.0027 
.0002 
-.0015 
.0024' 
.0019 
-.0021 
.0018 
.0000 
.0025 
.0009 
-.0007 . 
-.0048 
-.0001 
.0114 
-.0040 
.0052 . 
.0020 
.0049 
-.0043 
-.0020 
.0013 
-.0005 
.0024 
.0038 
.0108 .0097 . -.0046 ..:.0024 
.0011 
-.0015 -.0035 
.0203 .• 0058 - .0037 
.0216 
.0325 
.0276 
.0250 
.0215 
.1503 
73,98 
16,84 
.0067 
.0114 
.. 0193 
.0091 
.0069 
.0689 . 
7,52 
1,93 
.0057 -.0075 
-.0007 . .0047 
.0056 .0043 
.0004 .• 0059 
-.0014 -.0007 
.0013 .0054 
3,55 4,53 
0,92 1,30 
-.0017 .0042 
.0028 -.0026 
-.0012 . -.0018 
.0011 -.0024 
- .0092 .0012 
.0053 .0002 
-.0044 -.0047 
2,94 
0,72 0,38 
(B-74) 
i 
' --
TARLE 33 (CONTINUED) 
UNROTATEO FACTOR PATTERN, LITTLE JIFFY, TOTAL PERIOD 
VAR !ABLES 15-49 
SHARE FACTOR 7 FACTOR 8 FACTOR 9 FACTOR 10 
BANKORP 15 -.0062 -.00l9 -.0031 -.0004 
' 
.BOLAND 16 -.0026 -.0019 .0060 -.0038 
I CLEF 17 -.0003 -.0012 .0019 .0013 
NEDBANK 18 . -.0020 .0009 -.0007 .0013 
STANBIC 19 .0000 -.0009 .0008 -.0010 
T & T -20 .0036 .0013 .0019 -.0019 
VOLKSKAS 21 .0002 .0013 .0007 .0011 
BM!KS .-0073 -.0024 .0075 -.0034 
ALPHA 22 --.0034 .0019 -.0007 .0021 
BOUMAT 23 .0014 .0019 .0012 -.0017 
EVRITE 24 .0002 .0020 -.0012 .0012 
GRNAKR 25 .0042 -.0046 .0026 --.0020 
LTA 26 .0009 -.0051 -.0006 -.0008 
M & R 27 .0019 -.0041 -.0015 .0007 
PPCEM 28 -.0015 -.0036 .0050 .0020 
BUILDING .0037 -.0116 .0048 .0015 
AECI 29 -.0038 -.0020 -.0000 .0004 
CHEMDH 30 -.0004 -.0001 -.0027 -.0035 
·.· 
DEBERL 31 .0029 -.0028 -.0019 .0006 
LANCHEM 32 .0087 -.0028 .0060 .0053 
SENCI-«>1 33 .:. .0039 -.0022 -.0021 -.0021 
TREK 34 -.0041 .0000 -.0033 .0013 
TRIOMF 35 .0050 -.0024 -.0012 .0001 
CHEMICAL .0044 -.0123 -.0052 .0021 
CADSWP 36 .0012 .0009 .0000 .0017 
FEDFOOD 37 .0027 .0005 .0006 -.0002 
lCS 38 .0013 .0021 -.0016 -.0002 
I & J 39 -.0007 .0046 .0006 -.0035 
KANHYM ~0 .0033 .0058 .0009 -.0018 
PRE~1GRP 41 .0019 .0022 -.0005 -.0016 
TIGOATS 42 .0012 .0008 -.0017 -.0011 
FOOD .• 0109 .0169- -.0017 -.0067 
ASS ENG 43 -.0001 -.0018. -.0009 .0015 
DUNLOP 44 .0008 .0013 .0004 .0045 
GEtJTRA 45 .0024 -.0001 -.0018 .0028 
MCCARTHY 46 -.0041 .0030 .0011 .0004 
SAFICON 47 .0025 -.0004 -.0010 -.0013 
TOYOTA 48 .0106 .0041 .0010 -.0010 
WI HUNT 49 -.0027 .0006 .0012 .0038 
110TOR .0094 .0067 .0000 .0107 
% AGE CONTRIBUTION 
TO Ca.1MUNAL ITY 2,36 1,25 0,94 0,86 
% AGE CONTRIBUTION 
TO TOTAL VARIANCE 0,54 0,24 0,22 0,23 
(8-75) 
FACTOR H: 
.0020 
-.0006 
-.0008 
.0005 
.0022 
-.0026 
.0003 
.0010 
--.0029 
.0017 
-.0022 
.0006 
-.0003 
.0007 
-.0006 
-.0030 
-.0004 
-.0022 
-.0018 
.0002 
-.0029 
.0022. 
-.0000 
-.0049 
-.0002 
-.0035 
.0027 
.0013 
-.0001 
-.0010 
.0011 
.0003 
.0051 
.0025 
-.0013 
~0001 
.0044 
-.0016 
-.0019 
.0073 
0,76 
0,22 
TABLE 39 
!JilROTATEO FACTOR PATTERN, LITTLE JIFFY, FIRST SUBPERIOO 
VAR !ABLES 15-49 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 
BANKOHP 
BOLAND 
!CLEF 
15 
16 
17 
NEDBANK 18 
STAIJBIC - 19 
T & T 20 
VOLKSKAS . 21 
BANKS 
ALPHA 
BOUMAT 
EVRITE · 
GRNAKR 
LTA 
M & R 
PPCEM 
BUILDING 
AECI 
CHH1DH 
DEBERL 
LANCHEM 
SEt~CHl~ 
TREK 
THIOMF 
CHEN! CAL 
CADSWP 
FEDFOOD 
ICS 
I & J 
KANHYM 
PREMGRP 
T!GOATS 
FOOD 
22 
23 
24 
25 
26 
27 
28 
29 
30 
3i 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
ASSENG 43 
DUNLOP 44 
GENTRA 45 
l·lCCARTHY 46 
SAFICON 47 
TOYOTI' 48 
1-MHUNT 49 
l40TOR 
~ ft.GE CONTRIBUTION 
TO COMMUIIAL ITY 
% f,GE CONTRIBUTION . 
.0101 
.0173 
.0145 
.0309 
.0148 
.0271 
.0235 
.1382 
.0144 
.0302 
.0112 
.0259 
.0306 
.0320 
.0195 
.1638 
.0222 
.0095 
.0102 
.0225 
.0236 
.0208 
.0155 
.1243 
.0142 
.0179 
.0301 
.0162 
.0173 
.0233 
.0265 
.1455 
.0164. 
.0218 
.0177 
.0352 
.0314 
.0259 
.0219 
.1703 
66,82 
TO TOTAL VARIAtJCE 19,08 
.0004 
-.0008 
.0097 
-.0105 
-.0044 
-.0053 
-.0034 
-.0143 
-.0036 
.0018 
.0020 
.0036 
.0207 
-.0022 
-.0004 
.0219 
-.0060 
.0079 
-.0046 
-.0034 
.0008 
.0085 
-.0003 
.0029 
-.0046 
.0005 
-.0076 
.0007 
-.0024 
-.0057 
-.0088 
-.0279 
.0049 
.0076 
.0087 
.0145 
-.0252 
.0090 
.0079 
.0778 
8,73 
2,01 
.0043 
.0046 
-.0080 
-.0048 
.0069 
.0061 
.0032 
.0059 
.0014 
.0013 
.0036 
-.0013 
-.0127 
-.0047 
.0034 
-.0090 
-.0058 
.0077 
.0057 
-.0086 
.0013 
-.0047 
.0021 
-.0023 
.0162 
-.0039 
-.0013 
-.0076 
-.0046 
-.0010 
-.0036 
-.0058 
.0078 
.0069 
-.0014 
.0024 
-.0020 
-.0022 
.0069 
.0184 
4,63 
1,41 
-.0050 
-.0018 
-.0088 
.0036 
0025 
.0090 
-.0010 
-.0015 
.0032 -.0028 
.0077 -.0027 
.0073 .0026 
.0010 -.0045 
.0022 .0023 
-.0044 -.0059 
-.0036 -.0031 
.0134 -.0141 
.0020 .0007 -.0053 
.0018 
-.0013 
.0030 
.0012 
-.0085 
.0016 -
-.0111 .0028 
-.0000 -.0019 
.0084- -.0002 
.0018 -.0082 
-.0011 - .0017 
.0028 .0032 
.0028 
-.0014 
.0011 
.0000 
.0187 
-.0022 
.0073 
.0038 
.0273 
.0032 
-.0041 
.0004 
-.0018 
.0016 
-.0028 
-.0023 
-.0058 
'-.0005 
.0056 
-.0144 
.0071 
-.0008 
.0105 
-.0044 
.0031 
5,02 
1,13 
-.0053 -.0075 
.0030 
-.0011 
-.0031 
.0113 
-.0045 
.0006 
.0022 
.0035 
.0003 
.0000 
.0010 
.0006 
.0137 
.0025 
.0174 . .0216 
-.0059 .0067 
- .0078 .0096 
-.0012 -.0026 
.0047 -.0025 
.0051 .0019 
- .0021 -.0018 
- ~0021 .0035 
-.0093 
-.0005 
-.0033 
. -.0033 
.0094 
-.0092 
-.0056 
.0042 
.0148. 
-.0033 
.0026 
-.0047 
-.0025 
-.0020 
-.0059 
.0056 
-.0083 -.0102 
3,16 2,70 
•· 
0,79 0,73 
(B-76) 
TABLE 39 (CONTINUED) 
.UIJROTATED FACTOR PATTERN, LITTLE JIFFY, FIRST SIIIJPERIOD 
VARIAIJLES 15-49 
SHARE FACTOR 7 FACTOR 8 FACTOR 9 FACTOR 10 FACTOR II 
BANKORP 15 
BOLAND 16 
1ClEF 17 
NEDBANK .. 18 
STANBIC 19 
T & T .. 20 
VOLKSKAS . 21 
BANKS 
ALPHA . 22. 
BOli'MAT 23 
EVRITE 24 
GRNAKR · 25 
LTJl. 26 
M & R 27 
PPCEM . 28 
BUILDING 
. AECI 29 
CHEMDH 30 
DEBERL 31 
LANCHEM 32 
SENCii~ 33 
TREK 34 
TRIOMF 35 
CHEMICAL 
CADSWP . 36 
FEDFOOD 37 
ICS 38 
I & J 39 
KANHYI~ . "40 
PREMGRP 41 
TIGOATS 42 
FOOD 
ASSENG 43 
DUNLOP 44 
GENTRA 45 
MCCARTHY 46 
SAFICON 47 
TOYOTA 48 
W·1HUNT 49 
MOTOR 
% AGE CONTRIIJUTION 
TO CO~V·1UNAL ITY 
% AGE CONTRIBUT IOtJ 
TO TOTAL VARIANCE 
-.0019 
.0045 
.0018 
.0009 . 
-.0017 
-.0027 
.0051 
.0060 
.0004 
.0007. 
-.0001 
-.0068 
-.0021 
-.0008 
.0050 
-.0037 
.0002 
-.0063 
-.0008 
• 0058 
-.0068 
.0028 
-.0068 
-.0119 
.0051 
-;0007 
-.0003 
-.0031 
.0026 
-.0004 
-.0022 
.• 0010 
-.0030 
.0106 
.0027 
-.0015 
.0005 
.• 0014 
.0039 
.0146 
1,96 
0,58 
-.0041 
-.0023 
.0035 
.0019 
-.0002 
.0030 
-.0018 
.0000 
.0038 
-.0019 
.0015 
.0014 
-.0047 
.0009 
.0021 
.0031 
-.0010 
-.0020 
.0030 
.0122 
-.0021 
-.0068 
.0107 
.0140 
-.0020 
• 0052 
-.0050 
-.0031 
-.0014 
-.0014 
-.0007 
-.0084 
-.0011 
-.0020 
.0054 
-.0006 
.0038 
-.0010 
.• 0046 
.0091 
2,18 
0,52 
.0125 
: .0090 
-.0011 
-.0021 
-.0012 
.0072 
.0021 
.0264 
-.0046 
-.0025 
-.0002 
.0031 
.0064 
.0002 
.0053 
.0077 
-.0001 
.0009 
.0007 
-.0016 . 
.0019 
-.0041 
-.0024 
-.0047 
.0013 
.0047 
-.0023 
.0007 
-.0054 
-.0015 
-.0013 
-.0038 
-.0037 
-.0057 
-.0024 
-.0012 
.0000 
-.0036 
-.0015 
-.Oi81 
2,18 
0,69 
.0003 
.0036 
.0010 
.0022 
.0029 
-.0023 
-.0014 
.0063 
-.0053 
-.0024 
.0020 
-.0037 
.0017 
.0024 
-.0045 
-.0098 
-.0003 
.0042 
.0046 
.0047 
.0006 
.0007 
-.0025 
.0120 
-.0018 
-.0005 
-.0026 
.0046 
.0054 
.0013 
-.0013 
.0051 
-.0045 
.0020 
-.0004 
-.0038 
.0005 
.0019 
.0021 
-.0022 
1,13 
0,40 
.0056 
.0006 
-.0025 
.oozo. 
.0012 
-.0040 
.001Z 
.0041_ 
-.0048 
-.0030, 
. -.0016 
-.0007 
.003¢ 
-.OOB 
-.0026.: 
-.0106· 
.OOll 
-.0042: 
-.0006. 
.0077 
.0034 
-.003& 
.• 0038 
.0078 
.• 0035 . 
. -.0024 
-.0001 
-.0023 
·-.0037 
-.0015 
.0001 
-.0064 
.0034 
.0013 
.0000 
-.0028 
.0086 
-.0026 
.0032 
.0111 
1,49 
0,36 
(B-77) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, SECOND SUBPERIOD 
VARIABLES 15-49 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 
BANKORP 
BOLMlD 
!CLEF 
15 
16 
17 
NED!lANK · 18 
STANBIC 19 
T ,t T 20 
VOLKSKAS 21 
BANKS 
ALPHA 
BOL~-lAT 
EVRITE 
GRNAKR 
LTA 
11 & R 
PPCEf~ 
BUILDING 
AECI 
CHEtlDH 
DEBEP.l 
LAI\CHEM 
SENCHM 
TREK 
7RIOMF 
CHEMICAL 
22 
'23 
24 
25 
25 
27 
28 
29 
30 
31 
32 
33 
34 
35 
CAOSWP 36 
FEDFOOD 37 
res 38 
I & J 39 
KANilYM 40 
PREI-iGRP 41 
TIGOATS 42 
.FOOO 
ASSENG 43 
DUNLOP 44 
GENTRA 45 
NCCARTHY 46 
SAFICON 47 
TOYOTA 48 
W·lHUNT 49 
.0205 
.0134 
.0018 
.0170 
.0161 
.0077 
.0188 
.0953 
.0213 
.0219 
.0094 
.0194 
.0221 
.0214 
.0139 
.1204 
.• 0208 
.0118 
.0093 
.0110 
.0184 
.0186 
.0165 
.1064 
.0152 
.0147 
.0215 
.0142 
.0130 
.0130 
.0152 
.1068 
.0055 
-.0049 
-.0008 
.0040 
.0007 
-.0034 
.0052 
-.0063 
.0001 
-.0027 
-.0018 
-.0055 
-.0053 
-.0077 
-.0002 
-.0231 
.0029 
-.0011 
-.0005 
.0273 
.0032 
.0030 
.0224 
.0572 
-.0048 
-.0005 
-.0003 
.0094 
.0139 
-.0027 
.0009 
.0159 
.003_8 . -.0104 
.0179 -.0055 
.0056 -.0024 
.0297 -.0026 
.0220 .0033 
.0230 • -.0067 
~0204 -.0047 
MOTOR .1224 -.0290 
% AGE CONTRIBUTION 
TO COf<lMUNALITY 56,46 11,75 
% AGE CO~TRIBUTHHJ 
TO TOTAL vARIANCE 16,65 1,67 
.0013 
.0006 
.0005 
-.0003 
-.0021 
.0022 
-.0017 
.0005 
-.0024 
.0041 
.0032 
-.0054 
-:oow 
-.0068 
-.0016 
-.0099 
-.0061 
.0079 
-.0057 
-.0128 
-.0023 
-.0009 
.0096 
-.0103 
-.0017 
.0024 
-.0031 
.0083 
.0026 
-.0008 
-.0035 
.0102 
.0003 
-.0029 
.0053 
0039 
-.0039 
-.0020 
.0109 
.0028 
.0028 
-.0016 
-.0011 
.0013 
.0006 
.0028 
.0076 
.0019 
-.0022 
-.0009 
-.0088 
-.0002 
.0051 
-.0020 
-.0071 
-.0061 
-.0022 
-.0053 
-.0060 
-.0063 
-.0049 
-.0007 
-.0014 .0049 
.0011 -.0006 
.0037 .0005 
-.0042 .0018 
.0040 -.0036 
-.0010 ~0071 
-.0019 -.0007 
.0003 
-.0025 
.0066 
-.0037 
.0082 
.0020 
.0016 
-.0009 
.0113 
.0094 
-.0040 
-.0038 
.0006 
-.0019 
.0090 
.0018 -
-.0010 
.0007 
-.0016 -.0044 
.0023 -.0002 
.0033 .0021 
.0090 .0187 
-.0052 - .0'002 
.0012 - .0026 
.0143 .0118 
.0233 .0252 
-.OOO!j -.0024 
-.0004 -.0001 
-.0012 .0031 
.0002 -.0078 
.0034 -.0041 
-.0003 -.0006 
-.001_6 -.0009 
.0042 . -.0315 -.0005 -.0128 
.0096 
.0013 
.0021 
.0165 
.0195 
.0115 
.0055 
.0660 
8,80 
1,57 
.0075 
.0000 
-.0064 
.0001 
.0061 
-.0025 
-.0046 
.0058 .0064 
.0028 .OG07 
.0010 - .0017 
-.0096 .0041 
.0075 -.0034 
-.0061 -.0019 
-.0045 -.0023 
.0002 -.0031 .0057 
3,73 4,51 5,18 
1,02 0,92 0,83 
(B-78) 
TABLE 40 (CONTI"UED) 
UNROTATED FACTOR PATTERN, LITTLE JIFFY, SECOND SU!lPERIOD 
VARIABLES 15-49 
SHARE FACTOR 7 FACTOR 8 FACTOR 9 FACTOR 10 
BANKORP 15 .0039 -.0036 .0011 -.0032 
BOLAND 16 -.0068 -.0040 -.0001 -.0016 
I CLEF 17 .0019 -.0031 :...0003 -.0037 
NEDBANK 18 -.0031 ·-.0002 .0011 -.0006 
STANBIC 19 -.0007 .0037 .0039 -.0001 
T & T .20 .0022 .0024 .0001 -.0009 
YOLKSKAS 21 -.0020 .0008 .0026 -.0016 
BANKS -.0046 -.0040 .0084 -.0117 
ALPHA 22 .0008 -.0030 .0046 .0033 
BOUMAT 23 -.0008 .0003 -.0008 -.0007 
EVRITE 24 .0028 .0013 .0049 .0011 
GRNAKR 25 -.0040 -.0008 .0010 - .0057 
LTA 26 -.0037 -.0025 -.0008 .0003 
M & R 27 .0004 -.0024 -.0016 . :..0001 
PPCE."' 28 .0013 .0049 -.0019 -.0014 
BUILDING -.0032 -.0022 .0054 .0082 
AECI 29 .0016 -.0034 -.0025 -.0010 
CHHlDH 30 -.0056 - .0022' -.0003 .0031 
DEBERL 31 .0032 .0005 .0021 .0002 
LANCHEM 32 -.0041 .0015 -.0003 .0050 
SEIJCHH 33 .0019 -.0056 -.0042 .0044 
TREK 34 .0143 .0001 -.0023 -.0010 
TRIOMF 35 .0040 -.0019 .0010 .0004 
CHH1ICAL .0265 -.0110 -.0065 .0111 
CADS\4!' 36 .0022 . -.0016 .0071 .0017 
FEDFOOD 37 -.0011 .0060 -.0030 .0030 
ICS 38 -.0015 .0011 -.0010 -.0020 
I & J 39 -.0061 -.0001 -.0024 -.0056 
KAN11Yl1 40 -.0001 .0024 .0003 .0025 
PREMGRP 41 -.0008 _.0017 .0018 -.0010 
TIGOATS 42 .:..0002 .0011 -.0044 -.0017 
FOOp -.0072 .0108 -.0016 -.0031 
ASSENG 43 .• 0021 .0012 .0040 -.0054 
DIJNLOP 44 .0028 .0055 -.0044 -.0005 
CENTRA 45 .0021 -.0034 ·-.0008 -.0029 
ttoCCARTHY 46 -.0008 .0015 .0037 -.0012 
SAFICON 47 -.0044 -.0046 -.0029 .0081 
TOYOTA 48 -.0018 .0033 . -.0075 .0085 
l·.NHUNT 49 -.0028 -.0029 .0010 -.0012 
1·10TOR .0028 .0006 -.0069 -.0008 
% AGE COIHR IBUT ION 
TO CO~~·lUNAL ITY 2,88 1,69 -1,81 1,75 
% AGE CONTRIBUTION 
TO TOTAL VARIANCE 0,70 0,58 0,55 0,41 
(B-79) 
FACTOR ll 
-.0009 
-.0066 
-.0027 
.0005 
.0003 
-.0043 
.0004 
-.0133 
.0015 
-.0008 
.0000 -
.0000 
.0004 
.0029 
-.0009. 
.0031 
-.0005 
-.0019 
.0011 
.0059 
.0004 
-.0038 
-.0013 
-.0001 
.0000 
-.0023 
.0005 
.0058 
-.0037 
-.0015 
-.0016 
-.0028 
.0024 
.0048 
.0026 
;0005 
.0034 
.0006 
.0023 
.0166 
1,44 
0,38 
( c -1) 
APPENDIX .L: LIST OF GOLD SHARES ANALYSED. 
1. 
2. 
3. 
4. 
5, 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18, 
19. 
Afr;tcan Lease, 
Blyvooruitzicht, 
Bracken, · 
Buffelsfontein, 
Durban Roodepoort Deep. 
Doornfontein. 
ERPM 
E.T. Consolidated 
Elsburg,. 
Free State Geduld 
Grootvlei. 
Hamony. 
Hartebeesfontein. 
Kinross. 
Kloof. 
Leslie. 
Libanon. 
Loraine, 
Marievale. 
20. President Brand. 
21. President Steyn, 
22. Randfontein. 
23. S.A. Land. 
24, Southvaal. 
25. St. Helena. 
26. Stilfontein. 
27. Vaal Reefs. 
28. Venterspost. 
29t Village. 
30, Vlakfontein. 
31. W.R. Consolidated. 
32. Welkom. 
33. Western Areas. 
34. Wes Driefontein~ 
35. Western Holdings. 
36, Winkelhaak. 
37. Western Deep Levels. 
38. Zandpan. 
APPENDIX D 
TABLES AND FIGURES GENERATED BY A FACTOR ANALYSIS OF GOLD' 
I 
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TABLE 1 
GROUPS GENERATED BY APPLYING.'A¥ERAGE-LINKAGE CLUSTER ANALYSIS 
GOLD SHARES FOR THE PERIOD 4/1968 TO _!2(.1971 
.. 
Cost Cap ex WprR:ing Share Location Group r~;f.fe Grade in Profit 
:EVt (R.OOO) (Gold) 
CORRELATION: 
.640 + .770 
WINKELS EVANDER UNION L 5,91 5,75 161 871 
WSTNDP WEST WITS AAC L 11,92 6,97 2994 7521 
WELKOM OFS AAC M 6,45 6,60 117 1143 
. ·' 
, . 
MARVALE RAND GEN,MINING s 4.83 4.23 
-
575 
SALLIES RAND AAC M 4,70 5,44 
-
272 
ST, HELENA OFS UNION L 9.20 4.95 63 3983 
SO VAAL KLERKSDORP AAC 
CORRELATION: 
• 650 + .810 
VAALRFS KLERI\SDORP AAC L 9.07 7.69 4525 2626 
VENTERS WEST WITS GOLDFIELDS M 6.93 7,53 26 445 
P, STEYN OFS AAC L 6.70 6,68 895 1502 
STILFTN KLERI\SDORP GEN,MINING M. 7.28 9.05 42 287 
VLAKS RAND G F S A s 8.11 7,55 
- 471 
WHOLDS OFS AAC M. 12.91 6.00 269 7905 
CORRELATI-ON: 
• 390 + ,610 
DBN DP . RAND BARLmv H 2, 98 4,72 ~ ..,.588 
ELSBURG WEST WITS JCI L 5.27 5.51 .,.. 953 
BUFFELS KLERI\SDORP GEN.MINJ;NG L 8,53 7.81 2157 2583 
·BLYVOOR WEST WITS BARLOW I-1 11.80 7.51 484 3670 
BRACKEN EVANDER UNION H 8,40 5,61 3 1381 
" ' ' 
·. -, 
.-.-
Gross 
Uran 
Profit 
\ 
-
-
-
-· 
-
-
687 
-
-
-
-
-
-
-
616 
-
-
' 
'---
(D-3) 
TABLE 1 (continued) 
-
Cost Working Gross Share Location Group L.t.fe Grade l.n Cap ex Profit Uran. 
R./t (ROOO) Gold Profit 
I' 
CORRELATION: 
• 450 + • 530 
DOORNS WEST WITS GFSA L 9,38 8.03 446 1453 -
P BRAND OFS AAC M 12,57 6.62 792 6218 
-
LORRAINE OFS ANGLOVAAL s 6.35 8,45 86 119 -
. ., .. 
CORRELATION: 
.580 + .740 
' 
GROOTVL RAND UNION B 3.90 3.80 
-
540 
-
HARTIES KLERKSDORP ANGLOVAAL L 7. 30 8.10 589 1089 589 
: HARMONY OFS BARLOW M 6.15 (i.41 408 1163 230 
! 
! CORRELATION: 
,560 + ,615 
LESLIE EVANDER UNION L 5.60 4.62 162 1128 -
j LIBANON WEST WITS GFSA M 8.12 6,73 65 1370 -j RANDFTN RAND JCI 
i 
1 1. 
' 
-._ 
' 1 
. I 
(D-4) 
TABLE 2. 
UNROTATED fACTOR PATTERN - GOLD SHARES - 4/68 to 12/71 
SHARE FACTOR 1 FACTOR 2 FACTOR.3 FACTOR 4 FACTOR 5 
AFRLEASE 1 .0194 -.0060 .0085 -.0040 0087 
BLYVOOR 2 .0191 .0166 .0066 -.0106 .0113 
BRACKEN 3 .0124 -.0023 .0175 .0041 .0094 
BUFFELS 4 .0245 .0114 .0122 -.0039 .0012 
DBN OP 5 .0183 .0032 .Oi46 .0012 .0009 
DOORNS 6 .0235 .0041 .0089. .0077 .0053 
ERPM 7 .0212 -.0045 .0047 -.0052 .0063 
ETCONS · 8 .0075 .0101 .0064 -.0023 -.0037 
ELSBURG 9 .0210 . .0099 .0109 -.0044 -.0048 
FREGULS 10 .0093 -.0019 0111 .0008 0011 
GROOTVL 11 .0259 -.0091 .0061 -.0086- -.0049 
HARMONY 12 .0278 -.0044 .0031 .0038 -.0042 
HARTIES 13 .0277 -.0075 .0096 -.0027 -0034 
KINROSS 14 .0295 -.0005 .0056 .0033 -.0034 
KLOOF 15 .0307 .0097 -.0067 -.0048 .0025 
LESLIE 16 .0369 -.0039 .0039 .0028 -.0020 
LIBANON 17 .0304 .0032 -.0050 .• 0056 .0035 
LORAINE 18 .0251 -.0044 .0111 .0020 .0140 
~lARVALE 19 0311 -.0012 -.0043 .0047 .0034 
P BRAND 20 .• 0223 -.0035 .0129 .0031 .• 0111 
P STEYN 21 .0223 -.0095 -.0010 -.0053 -.0016 
RANDFHT 22 .0190 -.0027 .0041 .0023 0042 
SALLIES. 23 .0500 -.0009 .0014 .0146 .0048 
SOVAAL 24 .0284 -.0012 -.0081 -.0016 .0023 
STHELENA 25 .0335 -.0061 ~.0022 ··.ooo8 .0001 
STILFTN 26 .0271 -.0024 -.0017 -.0009 -.0026 
VAALRFS 27 .0351 -.0095 .• 0034 -.0078 -.0031 
VENTERS 28 .0219 -.0123 -.0013 -.0028 .• 0003 
VILLAGE 29 .0360 .0074 -.0010 -.0073 -.0011 
VLAKS 30 .0266 .0053 .0095 -.0002 -.0062 
WRCONS 31 .0401 .0006 -.0025 .0058 -.0054 
WELKOM 32 .0367 .• 0023 -.0059 .0091 -.002_7 
WAREAS 33 .0316 .. .0119 -.0026 -.0045 ~.0044 
WESDRIE 34 .0285 .0129 .0082 -.0025 -.00?8 
. WHOLDS 35 .0292 .0021 .-.0068 -.0054 .0017 
WINKELS 36 .0395 .• 0003 -.0043 .. 0099 -.0021 
--. WSTNDP 37 .0280 .0031 -.0050 :..0057 0057 
ZANDPAN 38 .02·25 0049 .0073 .0033 '-.0128 
~ Contribution 
. to- comml]na 1 ity 75.27 4.68 6.05 2.97 3.05 
% Contribution 
to total variance 33.43 2.05 2.65 1.09 0.99" 
( D- 5) 
TABLE 2 (CONTINUED) 
UNROTATED FACTOR PATTERN - GOLD SHARES - 4!68 to 12/71 
SHARE FACTOR 6 FACTOR 7 FACTOR 8 FACTOR 9 
AFRLEASE 1 -.0035 .0027 .0110 .0030 
BLYVOOR 2 .0064 . -.0019 -.0048 -.0010 
BRACKEN .3 -.0004 -.0048 .0035 •.0043 
BUFFELS ·4 -.0064 .0052 -.0046 -.0038 . 
DBN OP 5 :..0066 .0053 -.0020 -.0039 
DOORNS 6 -.0005 .0098 -.0032 -.0017 
ERPM 7 .0020 .0023 .0208 -.0015 
ETCONS 8 .0032 -.0025 .0163 -.0012 
ELSBURG 9 -.0044 .0033 -.0030 -.0017 
FREGULS· 10 .0168 .0052 -.0016 -.0031 
GRoom-· 11 .0028 . - -.0068 .0035 .000& 
HARMONY 12 .0057 .0006 -.0031 -.0072 
HARTIES 13 -.0009 -.0051 -.0059 -.0035 . 
KINROSS 14 .0041 -:-.0059 -.0032 -.0007 
KLOOF 15 .0069 -.0046 -.0023 .0046 
LESLIE 16 -.0011 .0051 .0001 .0097 
LIB ANON 17 .0041 -.0007 .0001 -.0003 
LORAINE 18 -.0030 .0000 -.0020 .0058 
II'.ARVALE 19 .0037 .0046 .0041 -.0003 
P BRAIJD 20 .0010 -.0047 -.0024 .0007 
P STEYN 21 -.0019 .0005 -.0044 .0024 
llANDFNT 22 .0001 -.0053 -.0028 - .• 0023 
SALLIES 23 -.0099 -.0097 -.0022 .0064 
SO VAAL 24 -.0023 -.0007 -.0007 -.0014 
STHELENA 25 -.0048 -.0036 .0030 -.0020 
STILFTN 26 -.0002 -.0005 .0009 .0008 
VAALRFS 27 .0004 .0034 -.00~3 .0030 
VENTERS 28 -.0003 .0049 -.0018 .0004 
VILLAGE 29 . -.0033 .0010 .0015 -.0056 
VLAKS 30 .0045 -.0003 .0015 .0004 
wRCONS 31 -.0003 -.0043 -.0035 -.0053 
\<.'ELK OM 32 .0001 .0039 .0025 .0001 
WAREAS 33 -.0026 .0002 -.0047 .0025 
WESDRIE 34 -.0028 .0009 .0032 .0072 
· WHOLDS 35 -.0005 .0011 -.0026 -.0061 
WINKELS 36 -~0010" -.0030 .0005. .0015 
WSTNDP 37 .0008 .0007 .0009 -.0003 
ZANDPAN 38 -.0020 .0078 .0059 -.0045 
% Corttri buti on 
tQ communality 2.04 1.82 2.88 1.23 100% 
% Contribution 
to total variance 0.82 0.69 0.63 0.45 42.80 
·( D- 6) 
TABLE 3 
VARIMAX ROTATED FACTOR PATTERN - GOLD SHARES - 4/68 to 12/71 
SHARE FACTOR 2 FACTOR 3 FACTOR'4 FACTOR 5 FACTOR 6 FACTOR 7 FACTOR 8 FAt:rOR 9 
AFRLEASE 
BLYVOOR 
BRACKEN 
BUFFELS 
DBN'OP 
DOORNS 
ERPM 
ETCONS 
ELSBURG. · · · 
FHEGULS 
GROOTVL 
HARMONY· 
HARTIES 
KHJROSS 
KLOOF 
LESLIE 
LIB ANON 
LORAINE 
MAR VALE 
P BRAND 
P STEYN 
RANDFNT 
SALLIES 
1 .-.002 
2 .008 
3 .006 
4 .017 
5 .013 
6 .009 
7 -.003 
8 .010 
9 .016 
10 .003 
11 -.003 
12 .000 
13 .001 
14 .003 
15 -.002 
16 .001 
17 -.003 
18 -.001 
19 -.004 
20 .001 
21 -.006 
22 -.001 
23 .000 
SOVAAL . 24 - .006 
STHELENA 25 -.005 
STILFTN 26 -.002 
VAALRFS 27 -.003 
.VENTERS 28 -.015 
VILLAGE 29 .005 
VLAKS 
WRCONS 
. · WELKOM 
WARE AS 
WESDR!E 
lo.'HOLDS 
WINKELS 
WSTNOP 
ZANDPAN 
30 .010 
31 .001 
32 .000 
33 .007 
34 .014 
35 -.003 
36 -.001 
37 -.004 
38 .015 
% Ccntribution 
to cofillTiunality 5.19 
% ·contribution 
to total variance 2.29 
.009 
.008 
.018 
.008 
.008 
.010 
.003 
-.004 
.ODD 
.006 
-.002 
-.000 
.003 
.002 
-.004 
.DOD 
.001 
.017 
.000 
.017 
-.001 
J 
.007 
.009 
-.002 
.000 
-.003 
-.002 
-.006 
-.003 
-.001 
-.002 
-.004 . 
-.007 
. -.001 
-.003. 
-.001 
-.ODD 
-.007 
4.34 
1.56 
.012 
.001 
.008 
-.004 
-.000 
-.003 
.022 
.018 
-.002 
.003 
.006 
-.002 
.008 
-.001 
-.001 
-.001 
-.000 
.001 
.003 
.002 
-.004. 
-.001 
-.004 
-.003 
.020 
.003 
-.000 
-.004 
-.002 
-.003 
.003 
.002 
.003 
-.002 
-.003 
-.008 
-.ODD 
.015 
-.002 
.004 
.001 
-.001 
.001 
-.004 
-.001 
-.003 
-.002 .000 
.002 -.006 
.000 -.002 
-.001 -.004 
-.005 . -.005 
.002 .003 
.004 
-.005 
-.001 
-.001 
.004 
:-.003. 
-.002 
.001 
.004 
3.42 
0.70 
.002 
-.004 
-.003 
.007 
.007 
.002 
-.003 
.006 
-.009 
2.99 
1.14 
.003 
.003 
.005 
-.002 
.004 
-.008 
.ODD 
-.000 
.005 
-.001 
.014 
-
.000 
.010 . 
.004 
-.001 
-.000 
-.008 
.003 
-.009 
.005 
.007 
.003 
-.002 
-.002 
.002 
.001 
.009 
-.002 
.• 002 
.003 
-.001 
-.011 
-.000 
.001 
-.001 
-.006 
-.001 
-.003 
2.52 
1.19 
. . 
-.006 
-.006 
.002 
-.002 
-.006 
-.005 
. -.006 
.002 
-.004 
-.007 
-.000 
.001 
.001 
.006 
.002 
-.002 
.004 
-.002 
-.001 
.002 
-.004 
.004 
.016 
-.004 
.000 
.003 
-.003 
-.002 
.002 
-.001 
.000 
-.002 
.019 
.007 
.009 
.004 
• 007 
-.000 
.000 
.002 
-.002 
.002 
.003 
-.000 
-.002 
-.007 
-.000 -.004 
.003 -.003 
.ooo .000 
-.008 .• 003 
-.005 -.001 
- .004" . -.005 
.001 .007 
.007 .003 
.003 . -.000 
-.000 -.006 
.001 -.004 
-.004 -.003 
·.009 . -.000 
-.004 . -.004 
-.002 .003 
2.30 2.60 
0.81 0.98 
. ..000 
-..;007 
_{}()!) 
--l>DZ 
--t}OO 
_003 
_om 
__ {)03 
--1}00 
-DOl 
_ooz 
_ooz 
--000 
_ooo · .
-..-DOZ 
-<ll2 
-.-002 
_'()08 
-001 
_003 
..;004 
-..;002 
-007 
--'003 
--001 
_001 
_oos 
-DOl 
---008 
_()Ql 
--005 
_001 
--002 
-COS 
--'008 
_'{)02 
--1104 
__ {)00. 
.L67 
0.{)3 
( D-7) 
TABLE 4 
ORTHOBLIQUE ROTATED FACTOR PATTERN - GOLD SllARES - 4/68 to 12/71 
SHARE I FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 FACTOR 8 FAC:r~R 9 
AFRLEASE 
BLYVOOR 
BRACKEN 
. BUFFELS 
DBN OP 
OOORNS 
ERPM 
ETCONS 
1 .010 
2 .003 
3 .019 
4 .006 
5 .009 
6 .007 
7 .004 
8 -.003 
ELSBURG' · ··· 9 000 
FREGULS 10 .002 
GROOTVL 11 .002 
12 -~000 
13 .007 
14 .003 
15 -.007 
16 .001 
17 -.001 
18 .017 
19 -.002 
-.001 
.001 
.003 
.016 
.014 
.008 
. -.002 
.006 
.013. 
-.003 
-.005 
-.001 
.002 
-.000 
-.007 
-.001 
-.004 
-.004. 
-.004 
-.000 
.• 025 
.002 
.005 
.001 
·.001 
-.000 
.005 
.006 
.004 
-.002 
-.005 
-.005 
-.001 
.013 
-.006 
.002 
.003 
-.002 
HARI'vlONY 
HARTIES 
KINROSS 
KLOOF 
LESLIE 
liBANON 
LORAINE 
MAR VALE 
P BRAND 
P STEYN 
20 .017 -.003 .004 
RAN OF NT 
SALLIES 
SO VAAL 
STHELENA 
STILFTN 
VAALRFS 
VENTERS 
_VILLAGE 
VLAKS 
w"RCON$' 
WELKOM 
WAREAS 
· WESDRIE 
\>.'HOLDS 
WINKE.LS 
WSTNDP 
ZANDPAN 
21 .001 -.004 -.004 
22 .008 -.002 .001 
23 .013 - .001' -.006 
24 -.002 
25 .003 
26 -.002 
27 .000 
28 -.006 
29 -.004 
30 -.001 
31 -.002 
32 -.005 
33 -.008 
34 -.001 
35 -.004 
36 -.001 
37 -.002 
38 -.006 
-.003 
-.001 
-.001 
-.002 
-.009 
.007 
.006 
.003 
.001 . 
.006 
.008 
.000 
-.001 
-.003 
.016 
.000 
-.006 
-.003 
-.004 
·-.008 
.006 
.002 
-.004 
-.006 
.007 
.007 
.005 
-.006 
.007 
-.007 
7. Contribution 
:to comnuna l ity 5. 77 . 3.74 · 3.98 
'.t Contribution 
to total variance 2.11 1.47 1.48 
.012 
-.001 
.004 
-.004 
-.001 
-.001 
.023 
.016 
-.003 
.001 
.003 
-.003 
.005 
-.004 
-.002 
-.001 
.• 000 
-.001 
.005 
-.001 
-.004 
-.003 
-.006 
-.001 
.002 
.000 
-.002 
. -.001 
.002 
.001 
-.005 
.002 
-.001 
.002 
-.001 
-.002 
.002 
.005 
-.005 
-.001 
.001 
-.004 
.002 
.005 
.000 .001 
-.006 -.000 
-.003 .006 
-.003 -.001 
.008 .003 . 
-.002 -.000 
-.006 .019. 
-.004 .002 
-.001- .008 
-.002 .001 
.004 .006 
.005 . .000 
- .. 002 
.005 
-.003 
.001 
.001 
.003 
-.001 
.003 
.000 .003 
-.008 -.003 
.• 002 .001 
.014 -.006 
-.000 
.001 
.:..ooo 
-.011 
-.008 
-.002 
-.005 
-.005 
-.001 
-.000 
-.005 
-.005· 
.008 
.002 
-.001 
~000 
.002 
-.004 
-.000 
-.011 
-.000 
.005 
.004 
-.000 
.014 
.002 
.• 010 
.006 
.001 
-.002 
-.006 
-.004 
-.008 
.001 
.004 
.002 
-.002 
.-.002 
.002 
.002 
.005 
-.004 
.002 
.006 . 
.002 
.002 
.005 
.005 
.003 
.005 
.002 -.007 
-.004 
.009 
-.002 
-.000 
-.004 .001 
..: .001 .002 
-.004 -.002 
.001 . . .003 
-.004 -.003 
.005 .001 
3.10 .. 2.38 2.26 
0.70 0.96 1.04 1.01 
-1104. 
--<000 
--003 
...VOl 
_()()l 
...002 
--000 
...(){)1 
...005 
..()00 
...1>01 
...voo 
--002 
--COl 
...002 
-011 
-.;002 
..1)06 
-....COl 
.1000 
..002 
--004 
-1003 
--~04 
-..004 
-001 
-004 
-..002 
--004 
-004 
--006 
--000 
..003 
.ClO 
. --007 
_ooo 
-..002 
.001 
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TABLE 5 
GROUPS GENERATED BY APPLYING AVERAGE-LI~KING CLUSTERING (D-9) 
TO GOLD SIIARES FOR THE PERIOD 2/73 to 7/81 
Cost Working Gross 
Share Location Group Life Grade in Profit Uran. 
R/kg (Gold) Profit 
CORRELATION 
.670 .878 
ELSBURG WEST WITS JCI l 4.1 8 456 39 508 2 262 
WARE AS WEST WITS JCI L 4.1 8 456 39 508 2 262 
GROOTVL RAND UNION M 3.7 6 615 16 074 (244) 
VENTERS WEST WITS • GOLDFIELDS M 4.0 9 415 . 9 530 783 
LORAINE OFS At!GLOVAAL M 4.0 12 713 5 747 314 
LIB ANON WEST WITS GOLDFIELDS M 6.0 5 627 25 244 1 046 
DOORNS WEST WITS GOLDFIELDS L 8.2 4 845 32 352 1. 195 
CORRELATION 
.660 .742 
HARTIES KERKSDORP ANGLOVAAL l 10.2 4 547 94 589 6 834 
ZANDPAN KLERKSDORP ANGLO VAAL L 10.2 4 547 94 589 6 834 
RANDFTN RAND JCI l 5.2 7 353 0 47 049 7 699 
SO VAAL KLERKSOORP AAC L . 10.9 
VAALRFS KLE~KSDORP AAC L 8.6 4 090 223 098 14 476 
STILFTN KLERKSDORP GEN.MINING s 7.8 5 100 51 681 (3 191) 
CORRELATION 
.635 .675 
BLYVOOR WEST WITS BARLOW s 8. 5 022 -52 347 1 963 . 
KLOOF WEST WITS GOLDFIELDS L 14.6 3 071 96 449 4 838 
WESDRIE WEST WITS GOLDFIELDS 2 562 138 763 7 588 
BUFFELS KLERKSDORP GEN.MINING L 8.4 5 610 70 518 (1 657) 
.. 
CORRELATION 
.625 .693 
BRACKEN EVANDER UNION L 5.9 6 294 . 8 994 264 
LESLIE EVANDER UNION S· 3.2 8 206 7 760 3 
HARMO!~Y OFS BARLOW L 4.2 80 799 
KHlROSS EVANDER UNION L 5.9 4 780 25 515 218 
WINKELS EVANDER UNION L 6.5 3 317 47 523 1 214 
ST HELENA OFS UNION L 7.3 3 546 54 232 816 
CORRELATION 
.653 .795 
. FREGULS OFS AAC i.- 9.3 4 030 91 750 4 428 
P BRAND OFS AAC L 8.0 3 412 95 765 6 502 
P STEYN OFS AAC l 6.5 . - 5 116 77 284 7 872 
... 
w'ELKOM OFS AAC L 5.3 6 192 30 099 2 020 
W HOLDS OFS AAC L 5.3 3 507 91 940 8 ]98 
. NO CLUSTERING 
ETCONS RAND ANGLOVAAL M 7.4 5 243 5 678 140 
DBNDP RAllO BARLOW M 3.7 9 914 11 492 412 
ERPM RAND BARLOW M 4.5 9 801 . 18 740 641 
MAR YALE RAND GEN.MINING B ( 1.4} 7 583 2 888 24 
SilL LIES RANU ( 1.1) 
VLAKS RAND GOLDFIELDS B ( 1.2) 8 292 1 507 171 
WRCOtiS RAND GEN .MINING B 22 550 (4 553) 6 910 
WSTNDP WEST WITS MC L 12.4 3 207 152 133 4 299 
VILLAGE RAND · 
/\FRLEASE KLERKSDORP M 
(D-10) 
TA£lLE 6 
UNROTATED FACTOR PATTERN - COLD SHARES - 2/73 to 7/81 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 fACTOR 4 
AFRLEASE 1 .0414 -.0051 -.0030 .0012 
BLYVOOR 2 .0448 -.0011 .0117 -.0017 
BRACKEN 3 .0524 -.0025 -.0100 .0028 
BUFFELS 4 .0468 -.0073 .0100 -.0056 
DBN OP 5 .0709 .0134 .0133 .0055 
DOORNS 6 .0579 .0067 .0063 .0019 
ERPM 7 .0558 .0068 -.0030 -.0061 
ETCOIJS. 8 .0626 .0127 .0008 .0075 
ELSBURG 9 .0599 .0003 -.0135 -.0144 
FREGULS 10 .0459 -.0209 -.0054 .0050 
GROOTVL 11 .0664 .0239 . -.0013 .0084 
HARJ'WNY 12 .0541 -.0076 .0006 -.0018 
HARTIES 13 .0497 -.0014 .0170 -.0021 
KHJROSS 14 .0537 -.0047 -.0052 .0025 
KLOOF 15 .0505 -.0034 .0079 -.0009 
LESLIE 16 .0549 .0010 -.0099 .0039 
LIBANON 17 .0593 .0120 .0055 -.0006 
LORAINE 18 '.0726 .0155 -.0128 .0002 
MAR VALE 19 .0605 .0276 .0084 .0135 
P BRAND 20 .0487 -.0171 -.0036 .0068 
P STEYN 21 .0538 -.0150 .0010 .0069 
RANDFNT 22 .0508 ~ooo8 .0059 -.0018 
SALLIES · 23 .0682 .0185 -.0044 .0156 
SOVAJl.L 24 .0540 .0025 .0036 .0007 
STHELENA 25 .0420 -.0097 .0004 .0082 
STILFTN 26 .0491 .0022 .0058 -.0057 
VAALRFS 27 .0453 -.0044 .0089 -.0029 
VENTERS 28 • 0737 .0214 -.0083 . -.0029 
VIlLAGE 29 .0599 .0183 -.0074 -.0014 
VLAKS 30 .0567 .0220 .0010 .0136 
~IRCONS 31 .0556 .0115 -.0042 .. 0057 
WELKOt1 32 .0519 -.0142 -.0043 .0046 
WAREAS 33 .0606 .0002 -.0090 -.0135 
WESORIE 34 .0386 .-.0037 .0119 -.0032 
HHOLOS 35 .0404 -.0181 -.0053 .0046 
WINKELS 36 .0432 -.0062 -.0023 .0012 
WSTNDP 37 .0451 -.0045 .0019 -.0060 
ZAHDPAN 38 0500 .0016 .0125 -.0035 
% Contribution 
to· comr.nma l ity 92.11 4.69 1.87 1.33 100%. 
~ Contribution 
to.total variance 55.97 2.57 1.29 0.76 60.59 
Share 
FACTOR 2 : 
GROOTVL 
MAR VALE 
VENTERS 
VLAKS 
DBNDP 
ETCONS 
LIBANON 
LORAINE 
; SALLIES 
; VILLAGE 
WRCONS 
FREGULS 
P BRAND 
I p STEYN 
WELKOM 
WHOLDS 
J 
, 
FACTOR 3: 
; 
BLYVOOR 
BUFFELS 
MARVALE 
SALLIES 
VLAKS 
HARTIES 
I 
ZANDPAN 
.. ( 0.-1 1._), 
IABLE: 7: 
GOLD SHARES GROUPED ACCORDI~& TO THEIR RELA.TIVELY HIGH 
LOADINGS WITH FACTORS IN THE UNROTATED FACTOR PATTERN. 
' 
Working 
·cost )?;r;ofit 
Location Group Life Grade ;tn (Go1dl 
' ' ', '·" 
R/Rcp 
•, ' ' 
~~ C?O?l 
' 
' 
.. 
(lll_ RAND UN I' ON M 3.7 6 615 16 074 
(19) RAND GEN, MIN. B (1,431 7 583 2 888 
(28) WEST WITS GOLD FIELDS M 4.0 9 415 9 530 
(30) RmnJ GOLD FIELDS B (1 '2) 8 293 1 507 
( 5) RAND BARLOW H 3.7 9 914 11 492 
( 8) RAND ANGLOVAAL M 4.5 5 243 5 676 
(17) HEST WITS GOLD FIELDS M 6.0 5 627 25 244 
(181 OFS ANGLOVAAL H 4 .o 12 713 5 747 
(23) RAND MC s (1,11) 
(29) RAND 
(31) RAND GEN. HIN, M 22 550 ( 4 553) 
(10) OFS AAC L 9.3 4 030 91 750 
(20) OFS P..AC L 8.0 3 412 95 765 
(21) OFS AAC L 6.5 5 116 77 284 
(32) OFS Jl..AC L 5.3 6 192 30 099 
(35) OFS AAC L 5.3 3 507 91 940 
(_ 2 }_ WEST WITS BARLOW s 8,8 5 022 52 347 
(_ 41 KLERKSDORP GEN. MIN, L 8.4 6 29_4 70 518 
(19) RAND GEN. MIN. B (1,43) 7 583 2 888 
(23) RAND AAC s (1,11) 
(30) RAND GOLD FIELDS B (1, 2} 8 292 1 507 
(13) KLERKSDORP ANGLOVAAL L 10.2 4 547 94 589 
(38) •. 
'-
.. 
-
' ' 
' ' " 
\ 
' ' ' 
'\ '\. 
' 
\ 
'. : 
·, 
Gross 
Va:'an 
RJrof;tt 
' 
<· 
., 
( 244) 
24 
783 
171 
412 
140 
1 046 
314 
6 910 
4 428 
8 582 
7 872 
2 020 
8 798 
1 963 
223.5 
24 
171 
6 834 
' " '· ' " \ ,-.. -.--
(D-12) 
Table 7: Continued 
' ....... 
vJorking Gross 
Cost Profit Uran 
Share Location Group Life Grade ±n (Gold)_ P;r:;:o;f.tt 
,-' \' ' 
Wl<g ~~(000) l~,(000}_ 
'· ' . 
. ~-. 
BRACI<EN ( 3) EVANDER UNION B 3.5 6 294 8 994 264 
ELSBURG ( 9) WEST NITS JCI L 4.1 8 456 5 74 7 314 
WAREAS (33) 
LESLIE (16) EVANDER UNION s 3.2 8 206 7 780 3 
LORAINE (18) OFS ANGLOVAAL M 4 .o 12 713 5 747 314 
·-' 
,. 
FACTOR 4: 
I. 
MAR VALE (.19) RAND GEN. HIN, B U,43) 7 583 2 888 24 
SALLIES (23) RAND AAC s U,ll) 
VLAI<S (30} RAND GOLD· FIELDS B (.1 I 2} 8 29.2 1 507 171 
ELSBURG. ( 9) vlEST NITS JCI L 4.1 8 456 39 508 2 262 
WAREAS (33) 
' 
. ' 
' 
'· 
. 
.. 
(D-13) 
TABLE 8 
VARIHAX ROTATED fACTOR PATTERN - GOLD SHARES - 2/73 to 7/81 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 
AFRLEASE 1 .005 -.003 .002 
BLYVOOR 2 -.002 .001 -.012 
BRACKEN 3 .005 -.001 .009 .. 
BUFFELS 4 .001 -.006 -.012 
DBN OP 5 -.006 .009 .017 
DOORN$ 6 -.005 .007 -.004 
ERPM 7 -.009 -.002 .004 
ETCOHS 8 -.006 .013 .003 
ELSBURG- 9 -.007 -.015 .011 
FREGULS 10 .020 -.009 .001 
GROOTVL. 11 -.014 .019 .008 
HARMONY 12 .005 -.005 -.003 
· HARTIES 13 -.002 .002 -.017 
KINROSS 14 .006 -.002 .004 
KLOOF 15 .001 -.001 -.009 
LESLIE 16 .003 .001 .010 
UBANON 17 -.011 .007 -.003 
LORAINE 18 -.011 .006 .016 
,-
MAR VALE 19 -.015 0.28 -.000 
, .. P BRAND 20 .018 -.005 .000 
P STEYN 21 .016 -.002 -.004 
RANDFNT 22 -.002 .000 . -.006 
SALLIES 23 -.005 .022 .011 
SO VAAL 24 -.002 .003 -.003 
STHELENA 25 .013 .001 -.002 
STILFTN 26 -.006 -.002 -.006 
VAALRFS 27 .001 -.003 -.010 
.. 
VENTERS 28 . -~018··' .007 .013 
' VILLAGE '29 -.015 .007 .011 
VLAKS 30 -.010 .023 .006 
1-.'RCONS 31 .005 .010 .007 
!-.'ELK OM 32 .015 -.005 .001 
WAREAS 33 -.007 -.013 .007. 
· WESDRIE 34 .000 -.002 -.013 
WHOLDS 35 .018 -.007 .001 
WINKELS 36 .006 -.003 .001 
WSTNDP 37 -.000 -.007 -.004 
ZANDPAtJ 38 -.005 .001 -.012 
:t -Contribution 
to c~unal ity 2.90 2?83 2.22 
:t Contribution 
to'total variance 1.88 1.37 1.41 
(D-14) 
TABLE 9 
GOLD SHARES GROUPED ACCORDING TO THEIR RELATIVELY HIGH LOADINGS 
WITH FACTORS IN THE VARI~1AX ROTATED FACTOR PATTERN 
Cost Working Gross 
Share Location . Group Life Grade in· Profit Uran. 
R/kg ( Go1 d) Profft 
(ROOD) (ROOO} 
FACTOR 2: 
FREGULS (10) OFS AAC L 9.3 4 030 91 750 4 428 
PBRAND (20) OFS AAC L 8.0 3 412 95 765 8 582 
P STEYN (20) OFS AAC L 6.5 5 116 77 284 7 872 
STHELENA {25) OFS UNION. L 7.3 3 546 54 232 816 
WELKDr~ ( 32) OFS AAC L . 5.3 6 192 30 099 2 020 
WHOLOS (35) OFS AAC L 5.3 3. 507 91 940 8 798" 
GROOTVL ( 11) RAND UNION M 3.7 6 615 16 074 (244) 
LIB ANON ( 17) WEST WITS GOLDFIELDS ~~ 6.0 5 627 "25 244 1 046 
LORAINE (18) OFS ANGLOVAAL M 4.0 12 713 5 747 314 
MAR VALE ( 19) RAND GEN.MINING M 7 583 2 888 24 
VENTERS (28) WEST WITS GOLDFIELDS M 4.0 9 451 9 530 783 
VILLAGE (29) RAUD 
VLAKS (30) RAND GOLDFIELDS 8 ( 1.2) 8 292 1 507 171 
FACTOR 3 
MARVALE ( 19) RAND GEN.MINING B ( 1.43) 7 583 2888 24 
SALLIES ( 23) RAND AAC s 1.11) 
VLAKS (30) RAND GOLDFIELDS B (1.2) 8 292 1 507 171 
ETCONS (8) RAND ANGLO VAAL M 7.4 5 243 5 676 140 
GROOTVL (11) RAND UNION M 3.7 6 615 16 074 (244) 
WRCONS (31) RAND GEN.MINING M 22 550 (4 553) 6 910 
ELSBURG (9) ) 
WAREAS (33) ) WEST WITS JCI L 4.1 8 456 39 508 • 2 262 
FACTOR 4 . 
· DURBAN DP ( 5) RAND BARLOW M 3.7 9 914 11 492 412 
EI.SBURG (9) WEST WITS JCI L 4.1 8 456 39 508 2 262 
· LESLIE ( 16) EVANDER UNION s 3.2 8 206 7 760 3 
LORAINE (18) OFS ANGLOVAAL M 4.0 12 713 5 747 314 
-SALLIES (23) RAND AAC s 
VENTERS (28) WEST WITS GOLDFIELDS ~1 6.0 .9 415 9 530 783 
VILLAGE (29) RAND .. 
BUFFELS (4) KLERKSDORP GEN.MINING L 8.4 5 610 70 518 ( 1 657) 
HARtlE$ (13) t:LERKSDORP ANGLOVAAL L 10.2 4 547 94 589 6 834 
YAALRFS (27) KLERKSDORP AAC L 8.6 4 090 223 098 14 476 
WESDRIE (34) WEST WITS GOLDFIELDS (15.1) 2 562 138 763 7 988 
(D-15) 
TABLE 10 
' 
ORTHOBLJQIJE ROTATED FACTOR PATTERN - GOLD SHARES - 2/73 to 7/81 
i 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 
AFRLEASE 1 -.Q04 .005 .002 
· BLYVOOR 2 .000 -.001 ·-.0!2 
·BRACKEN 3 -.002 .004 
-
.009 
BUFFELS 4 -.007 .002 -.012 
DBN OP 5 .Oll -.007 .017 
DOORNS 6 .008 -.004 -.004 
ERPM 7 .001 -.009 .004· 
ETCOHS 8 .015 -.006 .004 
ELSBURG · 9 -.Oll -.008 .011 
FREGULS 10 -.015 .020 .000 
GROOTVL. .ll .024 -.014 .009 
HARNONY · 12 -.007 .005 -.003 
HARTIES 13 .001 -.001 -.017 
KINROSS 14 -.003 .005 .004 
KLOOF 15 -.002 .002 -.009 
LESLIE 16 .001 .002 .010 
LIBANON 17 .010 -.010 -.002 
LORAINE . 18 .010 -.012 .016 
MAR VALE 19 .031 -.014 .001 
P BRAUD 20 -.010 .018 -.DOD 
P .STEYN 21 -.008 .016 -.004 
RANDFNT 22 .001 -.002 -.006 
SALLIES 23 .023 -.005 .012 
SO VAAL 24 .003 -.002 -.003 
STHELENA 25 -.003 .013 -.002 
STILFTN 26 -.000 -.005 -.006 
VAALRFS 27 -.004 .001 -.010 
VENTERS 28 .014 -.019 .013 
VILLAGE 29 .012 -.015 .012 
VLAKS 30 .026 -.010 .007 
\o.'RCONS 31 .012 -.006 .008 
~/ELK OM 32 ' -.009 .014 .001 
WAREAS 33 -.009 -.008 .007 
. \o.'ESDRIE 34 -.003 .001 . -.013' 
WHOLDS 35 -.013 .017 .001 
WINKELS 36 -,005 . .006 '.001 
WSTtiDP 37 ,.-.007 -.000 -.004 
ZANDPAN 38 .002 .-.004 -.012 
~.Contribution 
to communality 3.96 2.82 2.27 
% Contribution 
to· total variance 2.01 1.83 1.44 
,. 
TABLE 11 (0-16) 
GOLD SHARES GROUPED ACCORDING TO THEIR RELATIVELY HIGH LOAOIIlGS 
~ITH FACTORS IN THE ORTHODOLIQUE ROTATED FACTOR PATTERN 
Cost Working Gross 
Share Location Group Life Grade in Profit Uran. 
R/kg (Gold) Profit 
(ROOD) (ROOO) 
FACTOR 2: .. 
GROOTVL (11) RAND UNION M 3.7 6 615 16 074 244 
MAR YALE ( 19) RAND GEN.MINING B 7 583 2 888 24 
SALLIES ( 23) RAND AAC s 
VLAKS (30) RAND GOLDFIELDS B 8 292 1 507 171 
DNB OP (5} RAND BARLOW M 3.7 9 914 11 492 412 
ETCONS (8} RAND. ANGLO VAAL M 7.4 5 243 5 676 140 
LIBANON ( 17} WEST WITS GOLDFIELDS M 4.0 5 627 25 244 1 046 
LORAINE (17} OFS ANGLO VAAL M 4.0 12 713 5 747 314 
VENTERS (28} WEST WITS GOLDFIELDS - M 9 415 9 415 9 530 783 
VILLAGE (29} RAND 
WRCONS ( 31) RAND GEN .MINING M 22 550 4 553. 6 910 
ELSBURG (9} WEST WITS JCI 
FREGUL (10} OFS AAC L 9.3 4 030- 91 750 4 428 
P BRAND (20) OFS AAC L 8.0 3 412 95 765 6 582 
WHOLDS ( 35} OFS AAC L 5.3 3 507 91 940 8 798 
FACTOR 3: 
FREGULS ( 10) OFS AAC L 9.3 4 030 91 750 . 4 428 
P BRAND ( 20) OFS AAC L 8.0 3 412 95 765 6 582 
P STEYII ( 21} OFS AAC L 6.5 5 116 77 284 7 872 
.STHELENA ( 25} OFS UNION L 7.3 3 546 54 232 816 
WELKOi4 (32) OFS AAC L 5.3 6 192 30 099 2 020 
\--'HOLDS ( 35) OFS AAC L 5.3 3 507 91 940 8 798 
GRCOTYL (11} RAND UNION L 5.2 6 615 16 074 (244) 
LIBANO:J i17) WEST WITS GOLDFIELDS M 6.0 5 627 25 244 1 046 
LORAINE (18} OFS AIJGLOVAAL ~~ 4.0 12 713 5 747 314 
MARYALE (19} RAND GEN.MINING B 7 583 2 888 24 
VENTERS (28) h'EST WITS GOLDFIELDS M 6.0 9 415 9.530 783 
VILLAGE (29) RAND 
VL.A.KS (30) RAND GOLDFIELDS B 8 292 1 507 171 
D13N DP (5) RAND BARLOW M 3.7 9 914 11 492 412 
ELSBURG (9) WEST WITS JC I L 8 456 39 508 2 262 
LESLIE (16) EVANDER UNION s 3.2 8 206 7 760 3 
LORAINE ( 18) OFS ANGLOVAAL M 4.0 12 713 5 747 314 
SALLIES (23) RAND s 
¥EtHERS (28) HEST WITS GOLDFIELDS ~1 . 4.0 9 415 9 530 783 
VILLAGE (19) RAND 
BL YVOOR (2) l·IEST WITS GOLDFIELDS L 8.8 5 022 52 347 1 983 
BUFFELS (4) KLERKSDORP·GEN.MINING L 8.4 5 610 70 518 1 657 
HARTIES (13) KLERKSDORP ANGLOVAAL L 10.2 4 547 94 589 6 834 
VAALR!'"S (27} KLERKSDORP AAC L 8.6 4 090 223 098 . 14 476 
l~ESDR IE (34} !I'EST WITS GOLDFIELDS 2 562 138 763 7 988 
ZAI!DPAN (38) KLERKSDORP ANGLOVAAL 
(D-17) 
TABLE 12 
UNROTATED FACTOR PATTERN - GOLD SHARES - 2/73 to 4/77(1) 
SHI\RE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 
AFRLEASE 1 .0430 -.0061 -.0127 -.0087 
BLYVOOR 2 .0487 -.0032 -.0104 -.0075 
BRACKEN 3 .0576 -.0006 .0096 .0139 
BUFFEl.S 4 .0515 -.0136 .0115 -.0017 
DBN OP 5 .0795 .0106 .0092 .0035 
DOORN$ 6 .0593 -.0007 .0002 -.0118 
ERP!~ 7 .0629 .0083 -.0089 .0055 
ETCONS 8 .0737 .0159 .0123 -.0048 
ELSBURG 9 .0600 -.0022 -.0037 .. 0181 
· FREGULS 10 .0501 -.0247 .0093 .0009 
GROOTVL 11 .0784 .0283 .0086 -.0003 
HARMONY. 12 .0612 -.0074 -.0043 .0036 
HARTIES 13 .0587 -.0031 -.0094 -.0080 
KINROSS 14 .0596 -.0031 .0051 .0043 
·KLOOF 15 .0555 -.0052 -.0049 -.0026 
LESLIE 16 .0616 .0013 .0105 .0100 
·. LIBANON 17 .0680 .0131 -.0025 -.0014 
LORAINE 18 .• 0833 .0191 .0055 .. -.0004 
MAR VALE 19 .0753 .0273 .0075 -.0130 
P BRAND 20 .0541 -.0192 .0106 -.0034 
P STEYN 21 .0584 -.0170 .0064 -.0053 
RANDFNT 22 .0638 .0029 -.0064 -.0040 
SALLIES 23 .0781 .0227 .0165 -.0173 
SO VAAL 24 .0623 .0039 -.0015 -.0026 
STHELENA 25 .0464 -.0140 .0004 -.0089 
STILFTII 26 .0584 .0055 -.0121 .0005 
VAALRFS 27 .0536 -.0041 -.0099 -.0031 
VENTERS 28 .0809 .0234 .0033 .0057 
VILLAGE 29 • 0637 .0259 .0043 . .0014 
VLAKS 30 .0643 .0288 .0104 -.0073 
WRCONS 31 .0705 .0213 -.0035 -.0004 
WELKCl·l 32 .0581 -.0143 .0000 .0003 
WARE AS 33 .0634 -.0014 -.0055 .0131 
WESDRIE 34 .0396 -.0072 .0105 -.0058 
WHOLOS 35 .0449 -.0022 ·.0098 .0017 
WINKELS 36 . 0466 . -.0030 .0048 .0010 . 
-- .. 
WSTIJDP 37 .0500 -.0038 -.0111 -.0026 
ZANDPP.N 38 0605 -.0021 -.0099 -.0025 
,; Contribution 
to. communality 91.67 5.18 1.81 1.34 100%. 
'.t Contribution 
to-total variance 60.81 3.08 1.38 0.89 66.16% 
(D-18) 
TABLE 13 
,..: 
GOLD SH~RES GROUPED ACCORDING TO THEIR RELATIVELY HIGH LOADINGS 
WITH FACTORS IN THE UNROTATED FACTOR PATTERN - 2/73 to 4/77 ( 1) 
Cost Working Gross 
Share Location Group Life Grade in Profit Uran. 
R/kg (Gold) Profit 
(ROOO) (ROOO) 
FACTOR 2: 
GROOTVL (li) RAND UNION M 4.00 5.49 -1 639 
MARVALE (19) RAND GEN.MINING B 5.00 5.85 1 800 
SALLIES (23) RAND. AAC s 5.51 9.35 1 248 
VENTERS ( 28) RAtm WEST WITS M 6.90 11.28 2 043 
V ILLJI.GE. ( 29) RAND 
. VLAKS (30) RAND GOLDFIELDS B 6.50 10.15 846 
WRCONS (31) RAND GEN.MHHNG M 
LORAINE (18) OFS ANGLOVAAL M 8.90 14 07- 1 937 
LIBANON ( 17) WEST WITS GOLDFIELDS M 10.80 10.21 6 094 
ETCONS (8) RAND ANGLOVAAL M. 
DNB OP (5} RAND BARLOW M 4.29 8.51 1 122 
BUFFELS (4) KLERKSDORP GEN.MINING l 11.12 14.00 9 444 .,.379 
FREGULS (10) OFS OFS L 21.95 ·12.11 19 582 
P BRAND (20) CFS AAC L 15.25 11.84 18 288 
P STEYN (21) OFS AAC .l 12.50 12.33 11 450 
STHELENA (25) OFS UNION L 12.40 7.91 13 387 
WELKOM (32) OFS AAC l 9.08 11.77 5 752 
FACTOR 3: 
ETCONS (8) RAND ANGLO VAAL M 
LESLIE ( 16) EVANDER UNION B 6.20 . 7.00 2 707 
. P BRAND (20) OFS . AAC l 15.25 11.84 18 288 
SALLIES (23) RAND AAC s 5.51 9.35 1 248 
·· STHELENA (25) OFS UNION L 12.40 7.91 13 387 . 
VLAKS (30) RAND GOLDFIELDS B 6~50 10.95 846. 
·AFRLEASE (1) KLERKSDORP M 
BLYVCOR (2) WEST WITS BARLOW M 17.03 13.28 13 419 81 "'. 
· BUFFELS (4) KLERKSDORP GEN.MINING l 11.12 14.00 9 444 -379 
STILFTN (26) KLERKSDORP GEN .I~INING s 9.91 13.61 5 100 
WESD!UE (34) WEST HITS GOLDFIELDS M 28.00 14.00 36 171, 59 
WSTNDP (37) WEST WITS AAC L 18.50 12.51 25 429 -4 
FACTOR 4: 
BRACKEN (3) EVANDER UNION B 9.30 7.88 3 751 
_LESLIE ( 16) EVAIJDER UNION s 6.20 7.00 2 707 . 
VI_LLAGE (29) RAt!D 
ELSBURG ( 9) \o.'EST WITS JCI l 8.45 12.53 1 865 
J..'AREAS (33) WEST ~/ITS JVI l 6.67 10.50 3 963 
DOORN$ (6) WEST WITS GOLDFIELDS L 13.10 13.22 6 663 
t·lAR'r'ALE ( 19) RAND GEN .t·ll N I NG B 5.00 5.85 1 803 
SALLIES (23) RMJD AAC s 5.51 9.35 1 248 
TABLE 14 
(D-19) 
VARH>1AX ROTATED FACTOR PATTEP.N - GOLD SHARES - 2/73 to 4/77 (1) 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 
AFRLEASE 1 .000 -.017 .001 
BL YVOOR 2 .002 -.013 .002 
BRACKEN 3 -.004 .014 -.009 
BUFFELS 4 -.006 -.015 -.007 
DBN OP · 5 .005 .013 .004 
DOORN$ 6 -.002 -.006 .010 
ERPM 7 .012 -.001 -.005 
ETCONS 8 .007 .014 .014 
ELSBURG 9. .003 .005 -.018 
FREGULS 10 -.026 -.002 -.006 
GROOTVL 11 .020 .018 .013 
HAR/10NY 12 -.004 -.005 -.007 
HARTIES 13 .001 -.012 .003 
KINROSS 14 -.005 .005 -.003 
KLOOF 15 ,..002 -.007 -.001 
LESLIE 16 -.003 .014 -.005 
LIBANON 17 .012 .• 003 .005 
LORAINE 18 .013 .• 012 .009 
MARVALE 19 .018 0.10 .024 
P BRAND 20 -.022 -.001 -.000 
P STEYN 21 -.018 -.004 .001 
RANDFNT 22 .005 -.006 .002 
SALLIES 23 .008 .014 .029 
SO VAAL 24 .004. -.001 .003 
STHELHJA 25 -.020 .000 .007 
STILFTN 26 .011 -.007 -.003 
VAALRFS 27 .001 -.011 .:..002 
VENTERS 28 .019 .• 015 .004 
VIL!.J.GE 29 .021 .019 .001 
VLAKS 30 .018 .016 .020 
WRCONS 31 .020 .005 .007 
WELKOM 32 .012 -.005 .005 
WIREAS 33 -.003 .001 -.014 
WESDRIE 34 -.002 -.014 -.001 
\·MOLDS 35 -.024 ~.000 -.006 
WINKELS 36 -.005 -.002. -.001 
!4STNDP 37 .002 -·.ou -.003 
\· 
ZANDPAN 38 :oo3 · -.010 -.002 
'.t Contribution 
to communality 3.68 2.59 2.18 
% -Gontri buti on 
to total variance 2.55 1.66 1.19 
\ 
TABLE 15 
GOLD SHARES GROUPED ACCORDING TO THEIR RELATIVELY HIGH LOADINGS 
(D-20) 
WITH FACTORS IN THE VARIMAX FACTOR PATTERN - 2/73 to 4!71 (1) 
Cost Working Gross 
Share Location .Group Life Grade in Profit Uran. 
R/kg (Gold) Profit 
(ROOO) (ROOO) 
FACTOR 2: 
ERPM (7) RAND BARLOW M 6.01 9.89 2 313 
.. 
GROOTVL (11) RAND UNION M 4.00 5.49 1 639 
LIBANON ( 17) WEST WITS GOLDFIELDS M 10.80 10.21 6 094 
LORAINE (18) OFS · ANGLO VAAL M 8.90 14.07 1 937 
~lARVAL£ (19) RAND GEN.MINING B 5.00 5.85 1 800 
STILFTtl (26) KLERKSDORP GEN.MINIGN s 9.91 13.61 5 100 
VENTERS (28) !.'EST WITS GOLDFIELDS M 6.90 11.28 2 043 
VILLAGE (29) RAND 
VLAKS (30) RAND AAC B 6.50 10.15 846 
WRCONS (31) RAND GEN.MINING M 
FREGULS ( 10) OFS AAC L 21.95 12.11 19 582 
P BRAND (20) OFS AAC L 15.25 11.84 18 288 
P STYEN (21) OFS AAC L 12.50 12.33 11 450 
STHELENA (25) OFS UNION L 12.40 7.91 13 3f37 
WELKOM (32) OFS AAC L 9.08 11.77 5 752 . 
WHOLDS (35) OFS AAC L 17.90 10.50 23 374 
FACTOR 3: 
GROOTVL ( 11) RAND UNION M 4.00 5.49 1 639. 
DBN DP (5) RAND BARLOW M 4.29 8.51 1 122 
ETCONS (8) RAND ANGLOVAAL M 
LESLIE {16) EVANDER UNION s 6.20 7.00 .2 707 
LORAINE (18) OFS · ANGLOVAAL M 8.90 14.07 1 937 
MAR VALE ( 19) . RAND GEN .IHNING B 5.00 5.85 1 800 
· SALLIES ( 23) RAND AAC. s 5.51 . 9.35 1 248 
VENTERS (28) WEST WITS GOLDFIELDS M 6.90 11.28 2 043 
VILLAGE (29) RAND 
VLAKS (30) RAND GOLDFIELDS. B .28.00 14.00 36 171 59 
• . 
AFRLEASE (1) KLERKSDORP M 
BLYVOOR (2) WEST WITS BARLOW s 17.03 13.28 13 419 81 
BLIFFELS (4) KLERKSDORP GEN.MINING L 12.90 14.00 9 444 . -379 
' 
· HARTIES (13) KLERKSDORP ANGLOVAAL L 12.90 14.48 11 230 838 
VMLRFS (27) KLERKSDORP AAC L 12.52 . 13.17 23 003 371 
WESDRIES (34) h£ST WITS 28.00 "14.00 36 717 59 
WSTNDP (37) h'EST WITS AAC L 18.50 12.51 25 429 -4 
'' 
ZANDPAN ( 38) KLERKSDORP ANGLOVAAL 
FACTOR 4: 
MAR VALE ( 19) RAND GEN .~1I N I NG B 5.00 5.85 1 800 
SALLIES (23) RAIJD AAC s 5.51 9.35 1 248 
VLAKS (30) RAND ·GOLDFIELDS B 28.00 14.00 36 171 59 
GROOTVL (11) RAND UNION M 4.00 . 5:49 1 639 
ETCONS (8) RAND ANGLOVAAL M 
DOORN$ (6) WEST WITS GOLDFIELDS L 13.10 13.22 6 663 
ELSBURG (9) h£ST WITS JCF L 8.45 12.53 1 855 
WAREAS (33) WEST WITS JCF L 6.67 10.50 3 963 
Tfi9LE 16. 
ORTHOBLIQUE ROTATED FACTOR PATTERN - GOLD SHARES - 2/73 to 4/77 ( 1) (D-21) 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 
·, 
AFRLEASE 1 -.004 -.002. -.016 
OLYVOOR 2 -.002 -.003 -.013 
-BRACKEN 3 -.005 .002 .017 
BUFFELS 4 -.013 .001 -.010 
DBN OP 5 .008 -.002 .010 
DOORNS 6 .008 .005 -.009 
ERPM 7 -.004 -.014 .000 
ETCONS 8 .019 .000 .014 
ELSBURG 9 -.016 -.008 .012 
FREGULS 10 -.009 .023 .oo3 
GROCTVL · · ·. 11 .021 -.012 .009 
. HAR."lOilY 12 -.009 .000 -.001 
HART1ES 13 .001 -.002 -.013 
KlNROSS 14 -.002 .004 .006 
. KLOOF 15 -.004 .001. -.006 
. LESLIE 16 -.001 .003 .015 
LlBANON 17 .007 ·-.010 -.001 
LORAINE 18 .014 -.008 .006 
f>lARVALE 19 .028 -.008 -.002 
P BRAND 20 -.002 .021 .001 
P STEYN '21 -.002 .018 -.003 
RANDFNT 22 .001 -.005 -.007 
SALLIES 23 • 034 .003 . -.001 
SO VAAL 24 .. 003. -.003 -.002 
STiiELENA 25 .006 .• 022 -.001 
STILFTN 26 -.004 -.012 -.006 
VAALRFS 27 -.005 -.003 -.009 
VENTERS 28 .011 -.015 .010 
VILLAGE 29 .009 .018 .015 
·vLAKS 30 .• 027 .· .009 .004 
WRCONS 31 .010 -.016 .000 
. WELKOM 32 -:-.008 .009 -.002 
WAREAS 33 -.013 -.008 .007 
. WESDRIE 34 -.005 -.001 -.012 ·" ; 
!•MOLDS 35 -.008 .021 .OC4 
WINKELS 36 .002 .006 .002 
WSTNDP 37. .006. -.005 -:oo9 
ZJ\fiDPAN 38 .oo5· -.005 -.008 
1. Contribution 
to co11111unality . 3.37 2.59 2.18 
1. Contribution 
to total variance 1.78 2.06 1.24 
.. 
(D-22) 
TABLE 17 
GOLD SHARES GROUPED ACCORDWG TO THEIR RELATIVE:LY HIGH LOADINGS 
WITH FACTORS IN THE OROTHOBLIQUE FACTOR PATTERN - 2/73 to 4/77 (1) 
Cost working Gross 
Share location Group life Grade in Profit Uran. 
R/kg (Gold) Profit 
(ROOO) (ROOO) 
FACTOR 2: 
ETCONS (Bf RAND ANGLO VAAL M 
GROOTVL (11) RAND UNION M 4.00 5.49 1 639 
LORAINE (18) OFS ANGLOVAAL M 8.90 14.07 1 937 
MARVALE (19) RAND GEN.MINING B 5.00 5.85 1 800. 
. Sf,LliES (23) RAND AAC s 5.51 9.35 1 248 
VENTERS (28) WEST WITS GOLDFIELDS M 6.90 11.28 2 043 
VLAKS ( 30) RAND B 6.50 10.15 846 
~'RCONS ( 31) RAND GEN.MINING M 
BUFFELS (4) KLERKSDORP GEN.HINING L 11.12 14.00 9 444 -379 
ELSBURG (9) WEST WITS JCI L 8.45 12~53 1 865 
WAREAS (33) 1-.'EST WITS JCI 1 6.67 10.50 . 3 963 
FACTOR 3: 
FREGULS (10) OFS AAC L 21.95 12.11 19 582 
P BRAND (20) OFS AAC L 15.52 11.84 18 288 
,. 
P STEnl (21) . OFS AAC L 12.50 12.33 11 450 
STHELEI-IA (25) OFS . UNION L 12.40 7.91 13 387 
WHOLDS (35) OFS AAC L 17.90 10.50 23 374 
I ERPM (7) RAND BARLOW M 6.01 9.89 2 313 
GROOTVL ( 11) RAND UNION ~1 4.00 5.49 1 639 
LIBANON (17) WEST WITS GOLDFIELDS M 10.80 10.1 6 094 
STILFNT ( 26) KLERKSDORP GEN.MINING s 9.91 13.61 5 100 
VENTERS (28) WEST WITS GOLDFIELDS M 6.90 11.28 2 043 
VILLAGE ( 29) RAND 
WRCOIIS (31) RAND GEN .MINING B 
FACTOR 4: . • 
BRACKEN (3) EVANDER UN !Of~ B 9.30 7.88 3 751 
DBN DP (5) RAND BARLOW M 4.29 8.57 1 122 
ELSBURG (9) WEST WITS JCI L 8.45 12.53 1 865 
"LESLIE (16) EVANDER UNION s . 6.20 7.00 2 707 
vnm·Rs (2Bl WEST WITS GOLDFIELDS M 6.90 11.28 2 043 
··- VILLAGE ( 29) RAND 
AFRLEASE (1) KLERKSOORP .· M 
BLYVOOR (2) !.'EST WITS BARLOW s 17.03 13.28 13 419 81 
BUFFELS (4) KLERKSDORP. GEN.MINING ·L 11.12 14.00 9 444 -379 
HARTIES (13) KLERKSDORP ANGLOVAAL L 12.90 14.48 11 230 838 
WESDRIE (34) WEST WITS GOLDFIELDS M 28.00 14.00 36 171 59 
(D-23) 
TABLE 18 
UNROTATED FACTOR PATTERN - GOLD SHARES - 5/77 to 7/81 (2) 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 FACTOR 8 
AFRLEASE 1 
BLYVOOR 2 
BRACKEN ··3 
BUFFELS .4 
DBN OP 
DOORN$ 
ERPM 
ETCONS 
ELSBURG 
5 
6 
7 
8 
9 
FREGULS 10 
GROOTVL · 11 
HARMONY. 12 
HARTIES 13 
KINROSS 14 
KLOOF 15 
LESLIE 16 
LIBANON 17 
LORAINE 18 
MARVALE 19 
P BRAND 20 · 
P STEYN 21 . 
RANDFNT 22 
SALLIES 23 
SOYAAL · 24 
STHELENA 25 
STILFTN 26 
VAALRFS 27 
. VENTERS .28 
VILLAGE 29 
VLAKS 
WRCmlS 
WELKON 
WAREAS 
30 
'31 
32 
33 
WESDRIE 34 
\<.'HOLDS 35 
!HNKELS 
WSTND? 
ZANDPAN 
36 
37 
38 
% Contribution 
.0414. .0120 -.0045 -.00-30 .0082 
.0022 
.0093 
.0028 -.0034 
.0408 -.0143 
.0467 .0007 
.0415 -.0101 
.0607 
.0568 
0481 
.0497 
.0615 
.0414 
.0522 
.0463 
.0389 
.0473 
.0449 
.0468 
.0493 
.0608 
.0422 
.0428 
.0488 
.0359 
.0567 
.0442 
.0372 
.0183 
-.0024 
.0041 
-.0025 
.0020 
.0046 
-.0007 
-.0058 
-.0199 
-.0001 
-.0113 
.0029 
-.0046 
.0259 
-.0076 
• 0027 
-.0027 
-.0041 
.0095 
-.0054 
-.0078 
.0036 
-.0083 
.0008 
.0144 
.0153 
.0045 
.0113 
.0028 
-.Q023 
.0221 
-.0001 
.0004 
.0020 
.0038 
-.0025 
.0024 
-.0182 -:.0119 
.0207 . - .0060 
-.0096 .0123 
.0029 -.0019 
-.0074 .0098 
-.0007 -.0026 
-.0022 
.0114 
.0096 
.• 0284 
.0196 
-.0047 
-.0004 
-.0092 
-.0026 
.0165 
.0048 
.0035 
-.0005 
-.0123 
-.0063 
-.0047 
-.0050 
.0193 
-.0041 
.0212 
.002.1 
-.0011 
.0032 -.0017 
.0132 - .0033 
.001(~ .0082 
-.0054 .0064 
.0041 -.0013 
-.0014 -.0060 
.0086 
-.0024 
-.0001 
.0132 
.0008 
-.0060 
-.0007 
-.0049 
-.0162 -. 0071 ' .• 0032 .0001 
.0000 
.0026 
-.0130 
-.0012 
.0104 
-.0005 
-.0069 
- .0061 .0042 
.0002 ;:..0070 
' 
.0028 . .0090 
.0017 .0010 
.0148 .0054 
-.0058 
-.0041 
-.0023 
.0383 ~.0052 -.0011 
.0355 -.0091 -.0053 
.0031 _ .• 0069 .0004 
.0011 -.0043 -.0018 
.0053 
-.0062. 
.0092 
-.0027 
.0015 
-.0004 
.0056 
.0000 
-.0002 
.0003 
-.0005 
-.0032 
-.0064 
-.0041 
.0037 
-.0125 
.0066 
-.0027 
.0016 . 
.0003 
.0004 
.0095 
.0059 
-.0013 
.0097 
.0062 
.0622 
.0514 
.0483 
.0376 
.0448 
.0584 
.0129 
.0067 
.0204 -.0011 
.0095 -.0001 
.0040 -.0013 .0018 
.0008 .0048 -.0016 
-.0008 .0163 
.0066 -.0023 
.0075 . -.0157 
.0138 .0255 
-.0092 
.0118 
-.0120 . 
-.0002 
.0116 
.0107 
.0088 
-.0120 
-.0084 
• 0090 
-.0027 
-.0011 
.0000 
.0037 . 
.0005 
-.0029 
.0383 -.0138 .0030 -.0061 
.0352 .0039 -;0138 -:0161 
-.0041 -.0018 -.0059 
.0399 
.. 0394 
.0374 
.0028 .0071 -.0037 
-.0014 -.0116 . .0123 -.0016 
.0024 . - .0056 - .0033 . -.0019 
-.0141 .0074' -.0038 -.0027 
-.0061 
.0057 
.0089 
-.0077 
.0179 
.0022 
to communality 84.02 3.83 4.75 2 .65 •. 1.91 1.62 
% 'Contribution 
to total 
100% 
vadance 50.86 2.39 1.77 1.01 0.88 . 0.71 60-32% 
r 
TABLE 19 
GOLD SHARES GROUPED ACCORDING TO THEIR RELATIVELY HIGH LOADINGS 
WITH FJ'.CTORS Ill THE IJNROTATED FACTOR PATTERN - 5/77 to 7/81 (2) 
Share Location 
FACTOR 2: 
AFRLEASE (1) KlERKSDORP 
DB1J DP ( 5) RAND 
LORAINE (18) OFS 
Group 
BARLOW 
AIJGLOVAAL 
VENTERS (28) WEST WITS GOLDFIELDS 
!~AREAS {33) !<.'EST WITS JCI 
BL YVOOR ( 2) WEST HITS BARLOW 
BUFFELS (4) KLERKSDORP ANGLOVAAL 
HARTIES (13) KLERKSDORP ANGLOVAAL 
KLOOF (15) !<.'EST WITS GOLDFIELDS 
~IESDRIE (34) WEST WITS 
ZAHDPAN (38) KLERKSDORP ANGLOVAAL 
fACTOR 3: 
DIJB DP ( 5) 
DOORNS (6) 
RAND BARLOW 
!<.'EST WITS GOLDFIELDS 
ETCONS (8) RAND 
GP.OOTVL ( 11) RAIW 
ANGLOVAAL 
UNION 
LIBANON (17) WEST WITS GOLDFIELDS 
~lARVAL£ {19) R.t,NO GEN .MINING 
SALLIES ( 23) RAND AAC 
VENTERS (28) WEST WITS GOLDFIELDS 
WAREAS ( 33) WEST l~ITS . JC I . 
FREGULS (10) OFS 
P BRAND (20) OFS 
P STEYIJ (21) OFS 
WELKOt~ ( 32) OFS 
WHOLDS (35) OFS 
WINKELS {36) £VANDER 
FACTOR 4: 
BP.ACKEN ( 3) EVAtWER 
HARMONY (12) OFS 
LESLIE (16) £VANDER 
STHELENA (25) OFS 
io.'RCONS (31) RAND 
WWKELS (36) £VANDER 
FREGULS (10) OFS 
l~ELKOM (32) OFS 
MiOLDS (35) OFS 
FP.CTCR 5: 
D8N DP (5) RAND 
GROOTVL (11) RAND 
MARVALE (19) RAND 
VLAKS(30) RAND 
\-;'RCONS ( 31) RJI.ND · 
AAC . 
AAC 
Ali.C 
AAC 
AAC 
UNIOIJ 
UNION 
BARLOW 
UNION 
UNION 
GEN .t-11 N ING 
UNION 
MC 
AAC 
MC 
BARLOW 
UNION 
GEN.NINING 
GEN .MIIJIIJG 
ELSBURG ( 9) WEST WITS JCI 
\o.'Al!Ft-.S 133) !·.'FST \..'TTS .Jrt 
Life Grade 
Cost 
in 
R/kg 
Hork i ng 
Profit 
(Gold) 
Gross 
Uran. 
Profit 
14 
M 
f4 
M 
L 
(ROOO) (ROOO) 
3.7 9 914 11 492 
4.0 12 713 5 747 
4.0 9 415 9 530 
4.1 8 456 39 508 
412 
314 
783 
2 262 
s 8.8 
L 10.9 
l 10.2 
L 14.6 
L 
5 022 52 347 I 963 
5 610 70 518 (1 657) 
4 547 94 589 
3 071 96 449 
2 562 138 763 
6 834 
4 838 
7988 
L 
M 
L 
M 
M 
~, 
B 
s 
M 
L 
L 
L 
L 
L 
L 
L 
3:7 
8.2 
9 914 11 492 
4 845 32 352 
7.4 . 5 243 5 676 
3.7 6 615 16 074 
6.0 
4.0 
4.1 
9.3 
8.0 
6.5 
5.3 
5.3 
6.5 
5 627 25 244 
7 583 2 888 
9 415 9 530 
8 456 39 508 
4 030 91 750 
3 412 95 765 
5 116 77 284 
6 192 30 099 
3 507 91940 
3 317 47 523 
412 
1 195 
140 
(244} 
I 046 
24 
783 
2 262 
4 428 
9 502 
7872 
2 020 
8 798 
1 214 
B 3.5 6 294 8 994. 264 
L. 
s 
L 
11 
L 
L 
L 
L 
t~ 
~, 
B 
B 
M 
4.2 
3.2 8 206 
7.3 3 546 
22 550 
6.5 3 317 
80 799 
7 760 3 
54 232 816 
(4 553) 6 910 
47 525 1 214 
9.3 
5.3 
5.3 
4 030 91 750 
6 192 30 099 
3 507 91 940 
4 428 
3 020 
8 798 
3.7 9 914 
3.7 6 615 
7 583 
8 292 
22 550 
11 492 
16 074 
2 888 
1 507 
(4 553) 
4.1 8 456 39 508 
412 
( 244) 
24 
171 
6 910 
2 2G? 
(0-24) 
TAI3LE 20 
VARIMAX ROTATED FACTOR PATTERN - GOLD SHARES ·· 5/77 to 7/81 (2) 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
AFRLEASE 1 
BL Y\'OOR 2 
BRACKEN 3 
BUFFELS ·4 
DBN DP 5 
DOORN$ 6 
ERPM 7 
ETCONS 8 
ELSBURG 9 
FREGULS 10 
GROOTVL 11 
HARNONY 12 
HARTIES 13 
KINROSS 14 
KLOOF 15 
LESLIE 16 
LIBANON 17 
LORAH/E 18 
t~ARYALE 19 
P BRAND 20 . 
P STEYN 21 
RAtlDFNT 22 
SALLIES 23 
SOVAAL 24 
STHELENA 25 
STILFTN 26 
YMLRFS 27 
VHJTERS 28 
VILLAGE 29 
YLAKS 30 
WRCOt/S 31 
WEU<Ci~ 32 
WAREAS 33 
WESDRIE 34 
WHOLDS 35 
WINKELS 36 
HSTNDP 37 
ZJI.NDPMJ 38 
% Contribution 
.011 
-.006 
.007 
-.004 
.016 
.003 
-.002 
-.004 
.009 
.004 
.008 
-.006 
-.020 
.001 
-.008 
.009 
-.006 
.021 
.003 
.003 
. -.001 
-.007 
.017 
-.000 
-.001 
-.005 
-.007 
.013 
.004 
.008 
-.052 
.009 
.003 
.008 
-.004. 
-.003 
-.003 
-.007 
-.015 
-.003 
-.009 
-.003 
.022 
-.014 
.003 
-.003 
.002 
.000 
-.006 
-.009 
-.006 
-.020 
.018 
.014 
.000 
-.010 
-.001 
-.001 
-.002 
.002 
-.016 
-.007 
-.010 
' .004 
.020 
-.002 
-.014 ' -.001 
-.001 .021 
-.001 .004 
.003 .006 
-.014 ' -.005 
to communality 5.41 3.57 
% f.ontri buti on 
to total 
varia nee 3.08 2.36 
.002 
-.012 
-.002 
-.006 
-.001 
-.006 
.001 
-.002 
.022 
.ooo 
-.013 
-.002 
-.008 
-.000 
-.006 
-.002 
-.001 
.014 
-.018 
-.001 
-.005 
.003 
-.003 
-.005 
-.006 
.001 
-.003 
.003 
.003 
-.012 
.034 
-.003 
.018 
-.006 
-.000 
.004 
.ooo 
-.008 
3.28 
1.84 
.ooo 
-.003 
.025 
-.002 
-.004 
-.004 
.002 
-.006 
-.003 
-.002 
-.012 
.016 
-.001 
.014 
-.000 
.018 
-.006 
-.009 
-.017 
.001 
.001 
-.000 
-.004 . 
.001 
.018 
.000 
.002 
-.010 
-.004 
-.013 
.005 
-.003 
-.004 
-.004 
-.007 
.017 
-.005 
-.006 
3.04 
1.94 
.007 
-.008 
-003 
-.008 
.028 
-.001 
.022 
.003 
.002 
-.003 
.003 
-
.005 
.000 
-.001 
-.009 
.004 
-.005 
.007 
.001 
-.001 
-.002 
-.000 
.000 
-.005 
-.003 
-.003 
-.006 
-.006 
.006 
-.003 
.027 
-.001 
.000 
-.005 
.006 
-.008 
.004 
.005 
2.68 
1.38 
-.006 
.004 
-.003 
.010 
-.008 
-.002 
~001 
-.007 
.000 
-.001 
-.008 
.005 
.001 
-.004 
-.003 
.005 
-.014 
.001 
-.011 
.002 
.000 
.003 
.003 
.006 
.002 
.012 
.009 
.009 
- .004" 
-.008 
-.004 
-.003 
-.002 
-.004 
-.004 
-.003 
.018 
.004 
1.47 
0.90 ' 
(D-26) 
TABLE 21 
GOLD SHARES GROUPED ACCORDING TO THEIR RELATIVELY HIGH LOADINGS 
WITH FACTORS IN THE VARIMAX ROTATED FACTOR PATTERN - 5/77 to 7/81 {2) 
Cost Working Gross 
Share Location Group Life Grai1e in Profit Uran. 
R/kg (Gold) Profit 
(ROOO) (ROOD) 
FACTOR 2: · 
AFRLEASE (1) KLERKSDORP M 
DBN DP (5) RAND BARLOW M 3.7 9 914 11 492 412 
LORAINE ( 18) OFS ANGLO VAAL M 4.0 12 713 5 747 314 
SALLIES ( 23) RAND AAC s 
VHJTERS ( 28) \~EST IHTS GOLDFIELDS M 4.0 9 415 9 530 783 
h'RCONS ( 31) RAND GEN .MINING M 22 550 ( 4 553) 6 910 
HARTlE$ (13) KLERKSDORP ANGLOVAAL L 4 547 94 589 6 834 
Hr:SDRIES (34) WEST WITS 2 562 i38 763 7 988 
ZANDPAN ( 38) KLERKSDORP ANGLOVAAL L 
FACTOR 3: 
FREGULS (10) OFS AAC L 9.3 4 030 91 750 4 428 
P BRAND ( 20) OFS AAC L 8.0 3 412 95 765 8 582 
P STEYN (21) OFS AAC L 6.5 5 116 77 284 7 872 
WELKOl~ (32) OFS AAC L 5.3 6 192 30 099 2 020 
WHOLDS (35) OFS AAC L 5.3 3 507 91 940 8 793 
DOORS ( 6) WEST WITS GOLDFIELDS L 8.2 4 845 32 352 1 195 
GROOTVL ( 11) RAND UNION M 3.7 6 615 16 074 (244) 
MAR VALE (19) RAND GEN.MINING 8 7 583 2 888 24 
SALLIES (23) RAND $ 
VENTERS (28) WEST WITS GOLDFIELDS M 4.0 9 415 9 530 783 
YLAKS (30) RAND 8 8 292 1 507 171 
FACTOR 4: 
LORAINE (18) OFS ANGLOVAAL M 4.0 12 713 5 747 . 314 
· w'RCONS ( 31) . RADN GEN.MINING t~ 22 550 (4 553) 6 910 
HSBURG ( 9) ) WEST ~/ITS JCI L 4.1 8 456 39 508 2 262 
WAREAS {33) ) 
· EL YVOOR ( 2) IQST WITS BARLOW s 8.8 5 022 52 34i 1 963 
GROOTVL (11) RAND UN ION . f4 3.7 6 615 16 074 244 
MAR VALE (19) RAND GEN.MINING B ·7 583 2 888 24 
VILLAGE (29) RAND 
FACTOR 5: 
BRACWJ (3) E\'ANDER UNION s 3.5 6 294 8 994 264 
HARNONY (12) OFS BARLOW L 4.2 80 799 
KINROSS ( 14) EVANDER UNION L 5.9 4 780 25 515 218 
LESLIE (16) EVANDER UNION $ 32. 8 206 7 760 3 
STHEWIA (25) OFS UNION L 7.3 3 546 54 232 816 
WINKELS (36) EVANDER UNION L 8.4 3 317 47 523 1 214 
GROOTVL (11) RAllO UNION M 3.7 6 615 16 074 (244) 
1<11\RVALE (19) RAND GEN.MINING 8 7 583 2 888 24 
VEIHERS (28) \iEST HITS GOLDFIELDS M 4.0 9 415 9 530 783 
VLAKS (30) RAND B 8 292 1 507 171 
(0- 2 7) 
TABLE 22 
ORTHOBLIQUE ROTATED FACTOR PATTERN - GOLD SHARES - 5/77 to 7/81 (2} 
SHARE FACTOR 2 FACTOR 3 FACTOR 4 FACTOR 5 FACTOR 6 FACTOR 7 
AFRLEASE 1 
BLYVOOR . 2 
BRACKEN 3 
BUFFELS ·4 
DBN DP 5 
DOORNS 6 
ERPM 7 
.013 
-.014 
.006 
.,-.010 
.021 
-.002 
.006 
ETCONS 8 -.004 
ELSBURG 9 .018 
FREGULS· 10 .003 
GROOTVL 
HARMONY 
HARTIES 
KINROSS 
KLOOF 
LESLIE 
LIB ANON 
11 
12 
13 
14 
15 
16 
17 
-.001 
-.002 
-.020 
-.002 
-.012 
.008 
-.007 
LORAINE 18 .025 
MARVALE . 19 -.OOS 
P BRAND 20 .002 
P STEYN 21 -.003 
RANDFNT 22 -.005 
SALLlES 23 .011 
SOVML 24 -.005 
STHELENA 25 
· STILFTN 26 
VMlliFS. 27 
. VENTERS 28 
VILLAGE 29 
VlAKS . 30 
WRCONS 31 
}IELKOM 32 
WAREAS 33 
WESDRIE 34 
. \</HOLDS 35 
WHlKELS · 36 
WSTNDP 37 
ZANDPAN 38 
% Contribution 
-.004 
-.005 
-.009 
.012 
.006 
-.002 
.069 
.007 
.011 
-.016 
.002 
.000 
.003 
.014 
t~ communality 8.30 
% Contribution 
to total 
variance 4.61 
.002 
.008 
-.001 
.002 
.• 012 
.014 
-.004 
.001 
.002 
.025 
-.001 
-.000 
-.001 
-.000 
.009 
.000 
-.003 
-.003 
.001 
-.007 
-.003 
.003 
-.004 
-.002 
-.005 
.006 . -.004 ~.004 
.. 022 
-.000 
.021 
.005 
-.006 -.008 -.010 -.010 
-.007 -.003 .019 -.004 
.025 
-.010 
-.004 
-.003 
.001 
.001 
.008 
.006 
.031 
-.002 
.012 
-.002 
.013 
.001 
.019 
-.004 
-.009 
-.004 
.000 
-.002 
-.004 
.001 
.002 
-.006 
-.003 
-.003 
.008 
.009 . 
-.000 
-.004 
.002 
.002 
-.006 -.004 
-.002 .• 004 
-.007 ·.ooo .015 --.oo2 
-.004 .002 .013 -.001 
-.007 -.003 -.004 .001 
.015 
.002 
-.002 
.002 -.003 -.005 
.003 -.001 -.004 
-.005 
-.005 
.018 
-.002 
.001 
-.002 -.000 
-.007 -.002 
- .001 . -.003 
.016 
.004 
-.006 -.009 .001 
.005 
-.003 
.001 
-.004 
..:.005 
.001 
-.004 -.005 
.023 -.003 
-.002. .000 
-.001 -.001 
-.007 -.010 
.001 -.004 
- .007 . - .008 
-.009 . .014 
-.005 -·006 
.001 . -.005 
3.80 2.33 
1.91 1.56 
.004 
-.000 
0.21 
-.008 
.000 
.019 
-.001 
.002 
-.004 
2.16 
1.61 
.005 
-.006. 
.001 
.011 
1.54 
0.88. 
-.003 
.006 
-.003 
.009 
-.001 
.001 
.002 
-.006 
-.004 
.oaf 
-.000 
.003 
-.002 
-.005 
-.004 
.006 
-.014 
.003 
-.003 
.003 . 
.002 
.000 
.008 
.006 
.001 
-.009 
.007 
-.001 
-.ooi 
-.001 
.000 . 
.001 
-:.006 
-.006 
-.002 
-.007 
.018 
.003 
·1.17 
0.73 
·~ 
(D-2B) 
TABLE 23 
GOLD SHARES GROUPED ACCORDING TO THEIR RELATIVELY HIGH LOADINGS 
WITH FACTORS IN THE ORTHOBLIQUE ROTATED FACTOR PATTERN - 5/77 to 7/81 (2) 
Cost Working Gross 
Share Location Group Life Grade in Profit Uran. 
R/kg · (Gold) Profit .. ... 
. (ROOD) (ROOO) 
FACTOR 2: . 
AFRLEASE (1) KLERKSDORP M 
DBN DP (5) RAND BARLOW M 3.7 9 914 11 492 412 
ELSBURG (9) ) WEST WITS JCI L 4.1 8 456 39 508 2 262 
WAREAS. ( 35) ) 
LORAINE (18) OFS A~GLOVAAL M 4.0 12 713 5 747 314 
· SALLIES (23) RAND AAC s 
VENTERS WEST WITS GOLDFIELDS M 4.0 9 415_ 9 530 783 
WRCONS (31) RAND GEN.M.INING M 22 550 (4 553} 6 910 
BL YVOOR (2} WEST WITS BARLOW s 8.8 5 022· 52 347 1 963 
. BUFFELS (4) KLERKSDORP GEN.MINING L 8.4 5 610 70 518 (1 657} . 
HARriES ( 13} KLERKSDORP ANGLOVAAL L 10.2 4 547 94 589 6834 
KLOOF (15} WEST WITS GOLDFIELDS L 14.6 3 071 96 449 4 838 
WES!JRIE (34) WEST WITS 2 562 138 763 7988 
ZANDPAN (38). KLERKSDORP ANGLOVAAL L 
FACTOR 3: 
DBN OP (5} RAND BARLOW M 3.7 9 914 11 492 412 . 
DOORNS (6) WEST WITS GOLDFIELDS L 8.2 4 845 32 352 1 195 
GR OOTVL { 11) RAND UNION M 3.7 6 615 16 074 (244) 
MAR VIlLE ( 19) RAND GEN.MINING B 7 583 2 888 24 
SALLIES (23) RAND . AAC 
VENTERS ( 28) WEST WITS GOLDFIELDS 4.0 9 415 9 530 783 
· VLAKS (30) 
... -
HARMONY (12) OFS BARLOW L 4.2 80 799 .· 
FACTOR 4: 
.. 
. BRACKEN (3) EVANDER UNION s 3.5 6 294 8 994 264 
HARMONY (12) OFS BARLOW l 4.2 80 799 
KI!-JROSS (14) EVANDER : UNrm; L 5.9 4 780 25 515 218 
. LESLIE ( 16) EVANDER . UNION . S· 3.2 8 206 7 760 "3 
STHELENA (25) OFS UNION L 7.3 3 546 54 232 816 
iHNKELS (36) EVANDER UNION L 8.4 .. 3 317 47 523 1 214 
ELSBURG (9) 
\.:AREAS (33) ) WEST WITS JCI L 4.1 8 456 39 508 2 (62 
FACTOR 5: 
FREGULS (10) OFS AAC L 9.3 4 030 91 750 4 428 
P BRAND (20) OFS AAC L 8.0 3 412 95 765 8 582 
P STEYN (21) OFS AAC L 6.5 5 116 77 284 7 872 
WELKOM ( 32) OFS AAC L 5.3 6 192 30 099 2 020 
WHOLDS (35) OFS MC L 5.3 3 507 91 940 8 793 
APPEND I X .. E ( E - l ) 
EXTRACT FROM GOlf) AND URANIUM QUARTERLY REPORT FOR DECEMBER 1969 
GRADE COST WKG PROFIT GROSS URANill~ 
GOLD MINES dwt ton R/ton . GOLD (iWOO) PROFIT· (ROOD) liFE 
ANGLO AMERICAN 
FS GEDULD '18.60 7.71 8 482 H 
PRES.BRAND. 12.57 6.62 6 218 
PRES .STEYN . 6.70 6.68 1 502 l 
SA LANDS 4.70 5.44 272 M 
VAAL REEFS 9.07 7.69 2 626 687 l 
WELKOM 6.45 6.60 1 143 H 
WSTN DP LEVELS 11.92 6.97 7 521 
-
l 
WSnl HOLDINGS 12.91 -6.00 7 905 M 
ANGLO VAAL 
HARTBEESFONTEIN 7.30 8.10 1 089 598 l 
LORAINE 6.35 8.45 119 s 
ZANDPAN 6.60 8.30 194 
-
M 
GEHERAL lHNING 
BUFFELSFONTEIN . 8.53 7.81 2 583 616 ·l 
STILFONTEIN 7.28 9.05 287 M· 
GOLDFIELDS 
DOORNFONTE IN 9.38 8.03 1 453 L 
KLOOF 9.78 . 7.17 2577 l 
LIBJl.liON 8.12 6.73 1 370 M 
WEST D~IEFONTEIN 18.88 9.92 9 357 l 
VENTFRSPOST 6.93 . 7.53 445 M 
VLAKFONTEIN 8.11 7.55 471 . s 
UNIOIJ CORPORATiml 
BRACKEN 8.40 . . 5.61 1 381 H 
GROOTVLEI 3.90 3.80 540 B 
LESLIE: 5.60 4.62 1 128 L· 
MARIEVALE 4.83 4.23 575 s 
ST HELENA 9.20 4.95 3 983 L 
WINKELHAAK 5.91 5.75 871 l 
JCI 
WESTERIJ AREAS 5.27 5.51 953 l 
RAND MINES 
BL YVOORUITZICHT 11.80 7.51 3 670 M 
DURBAN DEEP 2.98 4.72 -588 M 
ERPM 4.13 5.79 -478 M 
HARHONY 6.15 6.41 1 163 230 M 
APPENDIX F : FACTOR P.A.TTERNS FOR AN UNROTATED FIRST FACTOR 
AND VARH~l\X ROTATED SECOND TO FOURTH FACTORS. 
TABLE 24 ( F- l ) 
FACTOR PATTERN ORDERED ACCORDING TO PROFIT - GOLD SHARES - 2/73 to 7/81 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 . FACTOR 4 
WESDRIE .0386 .000 -.002 -.013 
FREGULS .0459 .020 -.009 .001 
ZANDPAN .0500 -.005 .001 -.012 • 
VAALRFS .0453. .001 -.003 -.010 
WINKELS .0432 .006 -.003 .001 
R75 000 .004 -.003 -.007 
P BRAIID .0487 .018 -.005 .000 
RANDFIH -.0508 -.002 .000 -.006 
HARTIES .0497. -.002 -.002 -.017 
ST HELENA .0420 .013 .001 -.002 
BUFFELS .0468 .001 -.006 -.012 I 
SO VAAL .0540 -.002 .003 -.003 
WSTNDP .0451 .000 -.007 -.004 
HARMONGY .0541 .005 -.005 -.003 
R30 000 .004 -.002 -.006 
P STEYN .0538 .016 -.002 -.004 
KLOOF .0505 .001 -.001 -.009 
,KINROSS .0537 .006 -.002 .004 
\~AREAS .0606 -.007 -.013 .007 
LINBANON .0593 -.011 .007 -.003 
RlO 000 .005 -.002 -.001 
WELKO~l .0519 .015 -.005 .001 
BRACKEN .0524 .005 -.001 .009 
GROOTVL .0664 -.014 .019 .008. 
DOORNS .0579 -.005 .007 -.004 
STlLFNT .0491 -.006 -.002 -.006 
HARVALE .0605 -.015 .028 .000 
VLAKS .-567 -.010 .023 .006 
SALLIES .0682 -.005 .022 .011 
LESLIE .0549 .003 .001 .010 
13LYVOOR .0448 -.002 .001 -.012 
ROOD -:003 .009 .002 
WRCONS .0356 -.005 .010 .007 
. LORAINE :0726 . 
-.011 .006 .016 
VErJTERS .0737 -.018 .007 .013 
ERPM .0558 -.009 -.002 .004 
P.008 -.011 .005 .010 
AFRLEASE .0414 .005 -.003 .002 
ETCONS .0626 -.006 .013 .003 
ELSBURG .0599 -.007 -.015 .011 
VILLAGE .0599 -.015 .007 .011 
ZAI!OPMI .0500 -.005 .001 -.012 
VEIJTERS -.0737 .-018 .007 .013 
(F-2) 
TIIBLE 25 
FACTOR PATTERN ORDERED ;iCCORDHJG TO COST - GOLD SHARES - 2/73 to 7/81 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 
STILFNT .0491 -.006 -.002 -.006 
ERPH .0558 -.009 -.002 .004 
WSTNDP .0451' .000 -.007 -.004 
LORAINE .0726 -.011 .006 .016 
KLOOF .0505 .001 -.001 -.009 
VAALRFS .0453 .001 -.003 -.010 
SOVAAL .0540 -.002 .003 -.003 
DOORNS .0579 -.005 .007 -.004 
HARTIES .0497 -.002 .002 -.017 
ZANDPAN .0500 -.005 .001 -.012 
BL·YVOOR .0448 -.002 .001 -.012 
WESDRIE .0386 .000 -.002 -.013 
BlJFFESL .0468 .001 -.006 -.012 
P STEYN .0538 .016 -.002 -.004 
VENTERS .0737 -.018 .007 .013 
WAREAS .0606 -.007 -.013 .007 
ELSBURG .0599 -.007 -.015 .011 
FREGULS .459 .020 -.009 .001 
LIBANON .0593 -.011 .007 . -.003 
HELKOM .0519 .015 -.005 .001 
R20 t -.002 -.002 -.003 
·WINKELS .• 0432 .006 -.003 .001 
·DNB DP 0709 -.006 .009 .017 
ST HELENA .0420 .013 .001 -.002 
LESLIE .0549 .003 .001 .010 
. 
HARMONY .0541 .005 -.005 -.003 
BR.t\CKEN .0524 .005 -.001 .009 
KilJROSS .0537 .006 -.002 .004 
I·MOLDS .0404 .-18 -.007 .001 
GROOTVL .0664 -.014 .019 .008 
P BRAND .0487 .018 -.005 .000 
VLAKS .0556 -.010 .023 .006 
MAR VALE .0605 -.015 .028 .000 
R2(} t -.002 -.002 -.003 
AFRLEASE .0414 .005 -.003 .002 
ETCONS :o626 · -.006 .013 .003 
RANDFOIH .0508 -.002 .000 -.006 
SALLIES .0682 -.005 .022 .011 
VILLAGE .0599 -.015 .007 .011 
~'RCONS .0556 -.055 .010 .007 
( F --3) 
TABLE 26 
FACTOR PATTERN ORDERED ACCORDING TO GRADE GOLD SHARES - 2/73 to 7/81 
SHARE FACTOR 1 FACTOR ·2· FACTOR 3 FACTOR 4 
WESDRIE .0386 .000 -.002 -.013 
RANDFNT .0508 -.002 +.000 -.006 
WSTNDP .0451 .000 -.007 -.004 
FREGULS .0459 .020 -.009 .001 
BRACKEN .0524 .005 -.001 .009 
KLOOF .0505 .001 -.001 -.009 
WHOLDS .0404 .018 -.007 .001 
HJI.RTIES .0497" -.002 .002 -.017 
ZANDPAN .0500 -.005 .001 -.012 
P BRAND .048.7 .018 -.005 .000 
ST HELENA .0420 .013 .001 -.002 
10 g/t .006 -.003 -.005 
SO VAAL .0540 -.002 .003 -.003 
BUFFESL .0468 .001 -.006 -.012 
VAALRFS .0453 .001 -.003 -.010 
DOORSN .• 0579 -.005 .007 -.004 
P STEYN .0538 .016 -.002 -.004 
STILFNT .0491 -.006 -.002 -.006 
LIBANON .0593 -.011 .007 -.003 
WINKELS .0432 .006 -.003 .001 
.. KINROSS. ·.0537 .006 -.002 .004 
BRACKH~ .0524 .005 -.001 .009 
LORAINE . ·.0726 -.011 .006 .016 
· ERPM .0558 -.009 -.002 .004 
. WELKOM .0519 .015 -.005 .001 
WAREAS .0606 -.007 -.013 .007 
ELSBURG .0599 -.007 -.015 .011 
6 g/t -.001 -.002 .011 
VENTERS .0737 -.018 .007 .013 
HARrlONY .0541 .005 -.005 -.003 
. LESLIE .0549 .003 .001 .010 
GROOTVL .0664 -.014 .019 .008 
OBN DP .0709 ,-.006 .009 .017. 
MAR VALE •. 0605 -.015 .028 .000 
.. 
-. VLAl<S .. ·-•·'· .0567 -.010 .023 .006 
. \o:'R.CONS .0556 -.005 .010 .007 
SALLIES ' .0682 -.005 .022 .011 
6 g/t -.007 .013 .008 
VILLAGE .0599 -.015 .007 .011 
ETCOI~S .0626 -.066 .013 .003 
AFRLEASE .041.4 .005 -.033 .002 
(F-4) 
TABLE 27 
FACTOR PAmRN ORDERED ACCORDIIJG TO .LOGATION GOLD SHARES - 2/73 to· 7/81 
SHARE . FACTOR 1 FACTOR 2 FACTOR 3 , fACTOR 4 
DBN DP .0709. -.006 .009 .017 
ERPM .0558 -.009 -.OD2 .004 
ETCONS .0626 -.006 .013 .003 
GROOTVL .0664 -.014 .019 .008 
MAR VALE .0605 -.015 .028 .000 
RAN OF NT .0508 -.002 .ooa -.006 
SALLIE~ .0682 -.005 .022 .011 
VILLAGE .0599 -.015 .007 .Oll 
VLAKS .0567 -.010 .023 .006 
WRCONS .0556 -.005 .010 .007 
RAND -.009 -.01:3 .006 
·sLYVOOR .0448 -.002 -.003 .002 
DOORNS .0579 -.005 
I 
.007 -.004 
KLOOF .0505 .001 -.001 -.009 
LIBANON .593 -.011 .007 -.003 
VENTERS .0737 -.018 .007 .013 
WARE AS .0606 -.007 -.013 .007 
ELSBURG .0599 -.007 -.015 .011 
.. 
1-.'ESDRIE .0386 .000 -.002 -.013 
WSTNDP .0451 .000 -.007 -.004 
WESTVITS -.005 -.002 .000 
BRACK Ell .0524 .005 -.001 .009 
KINROSS .0537 .006 -.002 .004 
LESLIE .0549 .003 .001 .010 
WINKELS .0432 .006 -.003 .001 
EVANDER .005 .001 .006 
BLJFFELS .0468 .001 -.006 -.012 
HARTIES .0497 . -.002 .• 002 -.017 
· SOVAAL .0540 -.002 .003 -.003 
STILFNT .• 0491 .006 -.002 -.006 
VAALRFS .0453 . • 001 -.003 - .010 . 
AFRLEASE ,0414 .• 005 -.003 .002 
ZANDPAN .0500 -.005 .001 -.012 
KLERKSDORP -.001 -.001 -.008 
FREGULS 0459 .020 -.009 .001 
LORAINE .0726 -.011 .006 .016 
P BRAND .0487 .018 -.005 .000 
P ST£YN .0538 .016 -.002 -.004 
ST HELENA .0420 .013 .001 -.002 
\.11CLDS .0404 .018 -.007 .001 
1-'ELKOf.l .0519 .015 -.005 .001 
HAR~10NY .0541 .005 -.005 -.003 
OFS .012 -.003 .001 
TMlLE 28 
(F-5) 
FACTOR PATTERN GROUPED ACCORDING TO LIFE OF MINES GOLD SHARES - 2/73 to 7/81 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 
RANDFNT .0508 -.002 .000 -.006 
KINROSS .0537 .006 -.002 .004 
WINKELS .0432 .006 -.003 .001 
BUFFELS .0468 .001 -.006 -.012 
HARTIES .0497 -.002 .002 -.017 
SO VAAL ·. .0540 -.002 .003 -.003 
VAALRFS .0453 .001 -.003 -.010 
FREGULS .0459 .020 -.009 .001 
P BRAND .0487 .018 -.005 .000 
P STEYN .0538. .016 -.002 -.004 
ST HELENA .0420 .013 .001 -.002 
WHOLDS .0404 .018 -.007 .001 
DOORNS .0579 -.005 .007 -.004 
KLOOF .0505 .001 -.001 -.009 
WAREAS .060 -.007 -.013 .007 
WSTN DP 0451 -.000 -.007 -.004 
ELSBURG .0599 -.077 -.015 .011 
HARJ-10NY .0541 .005 -.005 -.003 
ZANDPAN .0500 -.005 .001 -.012 
WELKCX<l .0519 .015 -.005 .001 
L .005 -.003 .003 
ETCONS .0626 -.006 .013 .003 
DBN DP .0709 -.006 .009 .017 
ERPM .0558 -.009 -.002 .004 
GROOTVL .• 0664 -.014 .019 .008 
LORA HIE .0726 -.011 .006 .016 
LIBANON .0593 -.011 .007 -.003 
VENTERS .0737 -.018 .007 .013. 
AFRLEASE .0414 .005 -.003 .002 
k'RCCNS .0556 -.005 .010 .007 
14 -.008 .007 .007 
LESLIE .0549 .003 .001 .010 
STILFNT .0491 -.006 -.002 -.006 
Bl YVOOR .C448 -.002 .001 -.012 
SALLIES .0682 -.005 .022 .011 
s -.003 .006 .001 
BRACKEN .0524 .005 -.001 .009 
VLAKS .0367 -.010 .023 .006 
~1ARVALE .0605 -.015 .028 .000 
B -.007 .017 .005 
VilLAGE .0599 -.015 .007 .011 
WESDRIE .0386 .000 -.002 -.013 
FACTOR PATTERN GROUPED ACCORDING TO ~11NING COMPANY GOLD SHARES - 2/73 to 7/81 
-(F-6) 
SHARE FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 
FREGULS . .0459 .020 -.009 .001 
P BRAND .0487 .018 -.005 .ooo 
P STEYN .0538 .016 -.002 -.004 
VMLRFS .0453 .015 -.005 .001 
WELKOM .0519 .015 -.005 .001 
WSTNDP .0451· .000 -.007 -.004 
WHOLDS .0404 .018 -.007· .001 
AFRLEASE .• 0414 .005 -.003 .002 
SALLIES .0682 -.005 .022 .011 
SO VAAL .0540 -.022 .003 -.003 
ACC .009 -.002 .001 
· ETCONS .0626 -.006 .013 .003 
HARTIES .0497 -.002 .002 -.017 
-LORAINE .0726 -.011 .006 .016 
ZANDPAN .0500 -.005 .001 -.012 
VIlLAGE .0599 -.015 .007 .011 
ANGLOVAAL -.008 .006 .0002 
GROOTVL .0664 -.014 .019 .008 
BRACKEN .0524 .005 -.001 .009 
KHIROSS . .0537 .006 -.002 .004 
LESLIE .0549 .003 .001 .010 
·WINKELS .0432 .006 -.003 .001 
ST HELENA .0420 .013 .001 -.002 
Ui-liON .003 .003 .005 
BUFFELS .0468 .001 -.006 -.012 
STILFNT .0491. -.006 -.002 -.006 
loi!KONS .0556 -.005 .010 .007 
MAR VALE .0605 -.015 .028 .000 
GEN MINING -.006 .008 -.003 
OOORNS .0579 -.005 .007 -.004 
KLOOF. .0505 .001 -.001 -.009 
. LIBANON .• 0593 
-.011 .007 -.003 
VEIITERS .0737 -.018 .007 .013 
· VLAKS .0567 -.010 .023 .006 
.. 
WESDRIE .0386 .00 -.002 .013 
(;_OLDFIELDS -.007 .007 -.002 
RAIIDFNT .0508 -.002 .000 -.006 
ELSBURG .0399 -.007 -.015 .011 
WAREAS .0606 -.007 -.013 .007 
. JCI 
·-.005 -.009 .004 
BL YVOOR .0448 -.002 .001 -.012 
OBil DP .0709 -.006 .009 .017 
ERPN .0558 -.009 -.002 .004 
HARMONY .0541 .005 -.005 -.003 
BARLOW RAND -.003 .001 .002 
APPENDIX G. 
COMPANIES INCLUDED IN 1973 - 1979 SAMPLE! 
(G-1) 
COMPANY RETURN % YEAR FOR WHICH INITIAL CLASSlFlC~-
RETURN WAS MEA- TION AS GOOD (G) OR 
SURE D. BAD (B) PERFORMER. 
Picardi Hotelle Bpk 33.65 1973 G 
Picardi Hotelle Bpk -63.76 1974 B 
Suncrush Ltd. 2.99 1974 G 
Uniewyn Bpk. -76.21 1974 B 
Goodhope Concrete Pipes Ltd. 112.21 1979 G 
Gough Cooper Ltd. -69.31 1974 B 
Grinaker Holdings Ltd. 25.59 1973 G 
Grinaker Holdings Ltd. 16.33 1974 G 
Grinaker Holdings Ltd. -24.74 1975 B 
Gypsum Industries Ltd. -47.00 1975 B 
Group Five Engineering Ltd. -39.30 1979 B 
LTA Ltd. -53.90 1973 B 
LTA Ltd. 42.09 1975 G 
Masonite Ltd. -62.42 1974 B 
Masonite Ltd. 74.92 1978 G 
Murray & Roberts Holdings Ltd. 48.72 1977 G 
National Veneer Holdings Ltd. -48.55 1975 B 
Premier Portland Cement Ltd. -34.17 1975 B 
Lanchem Ltd. 182.45 1979 G 
Sentrachem Ltd. 25.82 1974 G 
Sentrachem Ltd. 14.95 1976 G 
Sentrachem Ltd. 45.95 197.7 G 
Triomf Fertilizer Investments Ltd -99.45 1977 B 
Triomf Fertilizer Investments Ltd 140.28 1979 G 
Adonis Knitwear Holdings Ltd. 103.41 1979 G 
African & Overseas Enterprises -48.06 1973 B 
Ltd. 
Berkshire International (S. A.) -69.31 1974 B 
Ltd. 
Berkshire I nternati on a 1 (S. A.) 71.29 1977 G 
Ltd 
Bristol Industrial Corporation 23.36 1973 G 
Ltd. 
Bristol Industrial Corporation - 5.72 1979 B 
Ltd. 
(G-2) 
COMPANY RETURN % YEAR FOR WHICH INITIAL CLASSIFICA-
RETURN WAS MEA- TION AS GOOD (G) OR 
SURE D. BAD (B) PERFORMER. 
Delswa Ltd -15.42 1978 B 
Dugson Holdings Ltd. -78.85 1974 B 
Dugson Holdings Ltd. 51.08 1975 G 
Dugs on Ho 1 dings Ltd. -53.90 1977 B 
Ninian & Lester Holdings Ltd. -68. 12 1977 B 
Seardel Investment Corporation 85.50 1975 G 
Ltd. 
Svenmill Ltd. 100.68 1979 G 
Towles, Edgar Jacobs Ltd. -55.96 1977 B 
Towles, Edgar Jacobs Ltd. 61.52 1978 G 
Veka Ltd. -53.90 1973 B 
Veka Ltd. -61.09 1974 B 
T.W. Beckett & Company Ltd. -22.31 1975 B 
Cadbury Schweppes (S.A.) Ltd. 47.96 1977 G 
Jabula Foods Ltd. -15.17 1978 B 
Monis & Fattis Industries Ltd. 24.85 1973 G 
Manis & Fattis Industries Ltd. -10.01 1979 B 
Kaap Kunene Beleggings Bpk -56.80 1976 B 
Kaap Kunene Beleggings Bpk -19.32 1978 B 
"'- Lamberts Bay Holdings Ltd. 40.55 1973 G 
Lamberts Bay Holdings Ltd. 15.82 1976 G 
Ovenstone Investments Ltd. -18.72 1978 B 
Sea Products (S.W.A.) Ltd. -10.54 1978 B 
Amalgamated Retail Ltd. 110. 71 1979 G 
Be ares Ltd. 66.14 1978 G 
Duros Ltd. -69.31 1974 B 
Television & Electrical Hold- 1.06 1974 G 
ings Ltd. 
Television & Electrical Hold- 70.36 1975 G 
ings Ltd. 
Television & Electrical Hold- -60.35 1976 B 
ings Ltd. 
Television & Electrical Hold- 117.87 1979 G 
ings Ltd. 
Berzack Brothers (Holdings) Ltd. 82.20 1978 G 
( G-3) 
COMPANY "RETURN% YEAR FOR WHICH INITIAL CLASSIFICA-
RETURN WAS MEA- TION AS GOOD (G) OR 
Chubb Holdings Ltd. 
Claude Neon Lights (S.A.) Ltd. 
Field Industries Ltd. 
Fintec Ltd. 
Fintec Ltd. 
Globe Engineering Works Ltd. 
Goldfields Industrial Corpora-
tion Ltd. 
Metair Investments Ltd. 
Metair Investments Ltd. 
Metkor Investments Ltd. 
Metkor Investments Ltd. 
National Trading Co. Ltd. 
S.A. Selected Holdings Ltd. 
Steel metals Ltd. 
·African Cables Ltd. 
ASEA Electric South Africa Ltd. 
Scotti s h Cab 1 e s ( S . A. ) Ltd. 
Currie Motors (1946) Ltd. 
Dunlop South Africa Ltd. 
Eriksen Consolidated Holdings 
Ltd. 
Eriksen Consolidated Holdings 
Ltd. 
McCarthy Group Ltd. 
Northern Free State Motors Ltd. 
Quinton Hazell Superite Holdings 
Schus Holdings Ltd. 
Williams Hunt S.A. Ltd. 
Welfit Oddy Holdings Ltd. 
-26.72 
-69.31 
40.55 
28.77 
. -30. 75 
-27. 19 
84.73 
-98.08 
113.94 
-69.31 
-10.54 
37.16 
136.83 
12.26 
-64.66 
-23.48 
25.45 
-53.49 
-86.50 
-64.19 
40.55 
-51 .08 
-50.21 
-99.85 
-81.09 
-69. 31 
-69.31 
Canadian Overseas Packaging Ind. -82.93 
Kohler Brothers Ltd. 53.90 
Kohler Brothers Ltd. 44.47 
SURE D. BAD (B) PERFORMER. 
1978 
1974 
1975 
1976 
1978 
1975 
1977 
1976 
1979 
1977 
1978 
1973 
1975 
1974 
1979 
1975 
1973 
1976 
1973 
1974 
1975 
1976 
1979 
1974 
1976 
1974 
1974 
1979 
1973 
1977 
B 
B 
G 
G 
B 
B 
G 
B 
G 
B 
B 
G 
G 
G 
B 
B 
G 
B 
B 
B 
G 
B 
B 
B 
B 
B 
B 
B 
G 
G 
COMPANY 
Metal Closures Group S.A. Ltd. 
Premier Paper Ltd. 
Premier Paper Ltd. 
Adcock Ingram Ltd. 
Alex Lipworth Ltd. 
General Optical Co .. Ltd. 
South African Druggists Ltd. 
Shulton Africa Ltd. 
Shulton Africa Ltd. 
Argus Printing & Publishing 
Co. Ltd. 
Caxton Ltd. 
South African Associated News-
papers Ltd. 
Vaderland Beleggings Bpk. 
Cullinan Holdings Ltd. 
Dunswart Iron & Steel Works Ltd. 
The Union Steel Corpojation of 
Mobile Industries Ltd. 
Mobile Industries Ltd. 
Mobile Industries Ltd. 
Mobile Industries Ltd. 
Putco Ltd. 
Putco Ltd. 
Edgars Stores Ltd. 
Foschini Ltd. 
Frasers Ltd. 
Grand Bazaars Ltd. 
Greatermans Stores Ltd. 
Harrowe' s Ltd. 
Hepworths Ltd. 
Hepworths 
John Orr Holdings Ltd. 
S.A. 
(G-4) 
RETURN % YEAR FOR WHICH INITIAL CLASSIFICA-
RETURN WAS MEA- TION AS GOOD (G) OR 
45.49 
78.85 
113.58 
-63.56 
-69. 31 
15.47 
- 2.99 
-65.92 
90.21 
80.23 
19.51 
-31.51 
-60. 61 
75.91 
1 01 . 39 
10.27 
-55.96 
-69. 31 
40.55 
49.64 
10.35 
75.26 
3.02 
50.39 
22.31 
103.82 
-53.19 
-66.33 
-87.55 
-22.31 
37.27 
SURED. BAD (B) PERFORMER. 
1975 
1978 
1979 
1973 
1974 
1975 
1979 
1973 
1978 
1978 
1976 
1975 
1976 
1978 
1979 
. 1974 
1973 
1974 
1975 
1977 
1974 
1978 
1974 
1975 
1976 
1978 
1977 
1977 
1977 
1978 
1973 
G 
G 
G 
B 
B 
G 
B 
B 
G 
G 
G 
B 
B 
G 
G 
G 
B 
B 
G 
G 
G 
G 
G 
G 
G 
G 
B 
B 
B 
B 
G 
(G-5) 
COMPANY RETURN % YEAR FOR WHICH INITIAL CLASSIFICA-
RETURN WAS MEA- TI ON AS GOOD (G) 
SURE D. BAD (B) PERFORMER. 
Lewis Foschini Investment Co. Ltd -53.06 1973 B 
Lewis Foschini Investment Co. Ltd 43.08 1975 G 
Pep Stores Ltd. - 6.35 1979 B 
Pick 'n Pay Stores Ltd. 44.09 1975 G 
Met cash Ltd. 69.31 1973 G 
Scotts Stores Ltd. 44.09 1975 G 
M & S Spitz Footwear Holdings Ltd 43.08 1977 G 
Hullet's Corporation Ltd. l. 31 1974 G 
The Lion Match Co. Ltd. ll. 78 1976 G 
Rembrandt Beherende Beleggings -54.65 1973 B 
Bpk. 
Tegniese Beleggingsko~porasie Bpk. -63.97 1973 B 
Tegniese Beleggingskorporasie Bpk 21.51 1976 G 
Utico Holdings Ltd. -23.64 1975 B 
(H- l ) 
APPENDIX H: COMPANIES INCLUDED IN 1973 AND 1979 SAMPLES: 
1973 SAMPLE: 
COMPANY. 
Picardi Hotelle Bpk. 
Uniewyn Bpk. 
Grinaker Holdings Ltd. 
National Veneer Holdings Ltd. 
Premier Portland Cement Ltd. 
Gough Cooper. 
LTA Ltd. 
Masonite Ltd. 
Consolidated Textile Mills Investment Corporation Ltd. 
Delswa Ltd. 
Ougson Holdings Ltd. 
African and Overseas Enterprises Ltd. 
Berkshire International (S.A.) Ltd. 
Seardel Investment Corporation Ltd. 
Veka Ltd. 
Irvin and Johnson Ltd. 
Jabula Foods Ltd: 
Kanhym Investments Ltd. 
Manis and Fattis Industries Ltd. 
Kaap Kunene Beleggings Bpk. 
Lamberts Bay Holdings Ltd. 
Sea Products (S.W.A.) Ltd. 
South West Africa Fishing Industries Ltd. 
Willem Barends Ltd. 
Associated Furniture Companies Ltd. 
Bradlow's Stores Ltd. 
Ouros Ltd. 
World Furnishers Group Ltd. 
National Trading Co. Ltd. 
. Berzack Illman Investment Corporation Ltd. 
INITIAL CLASSIFICA-
TION AS GOOD (G) OR 
BAD (B) PERFORMER. 
G 
B 
G 
G 
G 
B 
B 
B 
G 
G 
G 
B 
B 
B 
B 
G 
G 
G 
G 
G 
G 
G 
G 
G 
G 
G 
G 
G 
G 
B 
1973 SAMPLE (CONT): 
COMPANY 
Field Industries Ltd. 
African Cables Ltd. 
L.H. Marthinusen Ltd. 
Central African Cables Ltd. 
Scottish Cables (S.A.) Ltd. 
Evelyn Haddon & Co. Ltd. 
Kohler Brothers Ltd. 
Frasers Ltd. 
. John Orr Holdings Ltd. 
O.K. Bazaars (1929) Ltd. 
Pep Stores Ltd. 
Metcash Ltd. 
Foschini Ltd. 
Greatermans Stores Ltd. 
(H-2) 
Lewis Foschini Investment Company Ltd. 
Currie Motors Ltd. 
Dunlop S.A. Ltd. 
Eriksen Consolidated Holdings Ltd. 
/ 
Quinton Hazell Superite Holdings Ltd. 
Schus Holdings Ltd. 
toyota (S.A.) Ltd. 
Wesco Investments Ltd. 
Adcock Ingram Ltd. 
South African Druggists Ltd. 
Shulton Africa Ltd. 
Die Afrikaanse Pers (1962) Bpk. 
Vaderland Beleggings Bpk. 
Mobile Industries Ltd. 
Rembrandt Beherende Beleggings Bpk. 
Rembrandt Group Ltd. 
Tegniese Beleggingskorporasie. 
Utica Holdings Ltd. 
INITIAL CLASSIFICA-
TION AS GOOD (G) OR 
BAD (B) PERFORMER. 
B 
G 
G 
G 
G 
G 
G 
G 
G 
G 
G 
G 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
1979 SAMPLE. 
COMPANY 
(H-3) 
INITIAL CLASSIFICA-
TION AS GOOD (G) OR 
BAD (B) PER~ORMER. 
---------~------------------------------------------ -----------------
Picardi Hotelle Bpk. 
The South African Breweries Ltd. 
Plate Glass & Shatterprufe Industries Ltd. 
P l a co r H o l d i n g s Ltd . 
Goodhope Concrete Pipes Ltd. · 
· Gyps urn Industries Ltd. 
Grinaker Holdings Ltd. 
.Group Five Engineering Ltd. 
Lanchem Ltd. 
Sen trachem Ltd. 
Triomf Fertilizer Investments Ltd. 
Adonis Knitwear Holdings Ltd. 
Ninian & Lester Holdings Ltd. 
Searles Holdings Ltd. 
Svenmill Ltd. 
Veka Ltd. 
Ensign Clothing Ltd. 
Natal Canvas Rubber Manufacturers Ltd. 
Jabula Foods Ltd. 
Manis and Fattis Industries Ltd. 
Tiger Oats & National Milling Co. Ltd. 
Kanhym Investments Ltd. 
. Kaap Kunene Beleggings Bpk. 
Ovenstone Investments Ltd. 
Amalgamated Retail Ltd. 
Associated Furniture Companies Ltd. 
Duros Ltd. 
World Furnishers Group Ltd. 
Pi ccan Ltd. 
Globe Engineering Works Ltd. 
Metair Investments Ltd. 
Metkor Investments Ltd. 
B 
G 
G 
G 
G 
G 
B 
B 
G 
G 
G 
G 
G 
G 
G 
G 
B 
B 
B 
B 
B 
G 
G 
B 
G 
G 
G 
G 
B 
G 
G 
G 
1979 SAMPLE- ( CONT): 
COMPANY 
Central African Cables Ltd. 
Scottish Cables (S.A.) Ltd. 
African Cables Ltd. 
L.H. Marthinusen Ltd. 
Alderson & Flitton Holdings Ltd. 
Associated Engineering S.A. Ltd. 
Currie Motors (1946) Ltd. 
(H-4) 
Eriksen Consolidated Holdings Ltd. 
Northern Free State Motors Ltd. 
Quinton Hazell Superite Holdings Ltd. 
Premier Paper Ltd. 
Sappi Ltd. 
Canadian Overseas Packaging Industries Ltd. 
Argus Printing & Publishing Co. ltd. 
Adcock Ingram Ltd. 
Amalgamated Industrial Investment Corporation Ltd. 
South African Druggists Ltd. 
The Union Cold Storage of South Africa Ltd. 
Dunswart Iron & Steel Works Ltd. 
The Union Steel Corporation of South Africa ·Ltd. 
Greatermans Stores Ltd. 
Katz & Louri Ltd. 
Pep Stores Ltd. 
Metcash Ltd. 
Woolworths Truworths Ltd. 
Lonhro Sugor Corporation Ltd. 
Crookes Brothers Ltd. 
Hulett's Corporation Ltd. 
Put co Ltd. 
INITIAL CLASSIF1CA-
TION AS GOOD (G) OR 
BAD (B) PERFORMER. 
G 
G 
B 
B 
B 
B 
B 
B 
B 
B 
G 
G 
B 
B 
B 
B 
B 
B 
G 
G 
G 
B 
B 
B 
B 
B 
G 
G 
, B 
(.I-1) 
APPENDIX I: VARIABLE TRANS FORr~A TI ONS FOR 1973 AND 1979 SAMPLES. 
For 1973: 
x11 = 1 og (interest cover+ 1), 
X12 = log (fixed cost cover +1), 
x21 = log (cash flow to debt +1), 
X22 = log (cash flow to current liabilities + 1) ' 
X 3 3 = log (interest cover/sector average +1), 
x34 = log (fixed cost cover/sector average +l), 
x4 3 = log (cash flow to debt/sector average +1). 
For 1979: 
x1 = log (current ratio;+l),, 
x2 = log (quick ratio:1+ 1), 
x11 = log (intere$t cover +1), 
X12 = log (fixed cost cover +1), 
x21 = log (cash flow to debt +1), 
X2 3 = log (current ratio/sector average + 1) ' 
x24 = log (quick ratio/sector average +1), 
x33 = log (interest cover/sector average +1), 
x34 = log (fixed cost cover/sector average+), 
x4 3 = log (cash flow to debt/sector average +l). 
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