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Abstract: H.264/Advanced Video Coding (AVC) is one of the most commonly used video 
compression standard currently. In this paper, we propose a Reversible Data Hiding (RDH) 
method based on H.264/AVC videos. In the proposed method, the macroblocks with intra-frame 
4×4 prediction modes in intra frames are first selected as embeddable blocks. Then, the last 
zero Quantized Discrete Cosine Transform (QDCT) coefficients in all 4×4 blocks of the 
embeddable macroblocks are paired. In the following, a modification mapping rule based on 
making full use of modification directions are given. Finally, each zero coefficient-pair is 
changed by combining the given mapping rule with the to-be-embedded information bits. Since 
most of last QDCT coefficients in all 4×4 blocks are zero and they are located in high frequency 
area. Therefore, the proposed method can obtain high embedding capacity and low distortion. 
Keywords: Embedding capacity, Reversible data hiding, Zero QDCT coefficient-pairs, 
Mapping rules, H.264/AVC video stream. 
 
 
  
1 Introduction 
Encryption and Data Hiding (DH) are two kinds of techniques to keep data secure. Their 
differences are that the former can hide the content of information and the latter can hide not 
only the content but also the existence of the information. Up to now, there are many encryption 
methods that have been proposed. For instance, Alassaf et al. proposed an improved SIMON 
cryptography for reducing the encryption time and keeping the practical trade-off between 
performance and security in [1]. Furthermore, to keep data securer, secret sharing technique [2-
4] is proposed. Secret sharing technique can divide secret into many parts and each participator 
in secret sharing only manages his own part. Anyone cannot restore secret information 
individually unless the number of participators in restoring meets the requirement of secret 
sharing technique. For example, Gutub et al. presented a secret sharing scheme, which is based 
on counting, for multimedia applications in [4]. However, encryption technique can only hide 
the content but not the existence of information. Therefore, transmitting the encrypted data may 
be found that makes the encrypted data destroyed and stops the transmission. DH can be used 
to solve this problem because it can hide not only the content but also the existence of 
transmitting information. 
DH is the science and art of imperceptibly hiding some secret data such as marks or 
messages, into a host media such as text, speech, image and video. According to the type of 
host media, DH is further classified into four types, i.e., text DH [5], speech DH [6], image DH 
[7-13], and video DH [14-18]. For example, in [5] Alsaidi et al. took the sensitive text and made 
use of the LZW compression algorithm to compress it. In the following, they exploited 
Advanced Encryption Standard (AES) to encrypt the compressed text to propose a text DH 
method. [5]. Liu et al. proposed a speech-based DH method in [6] and Zhang et al. proposed an 
image DH method by exploiting modification direction (EMD) in [13]. In addition, Ma et al. 
proposed a video DH scheme without intra-frame distortion drift in [15]. It can be said that 
different DH methods are applied in various application scenarios because of the certain 
requirements of people. However, DH cannot satisfy some specific application scenarios like 
medical image sharing, law forensics, multimedia archive management and military image 
protection. In these scenarios, the original cover should be able to be reconstructed. This 
requirement creates a novel research domain called Reversible Data Hiding (RDH). Likewise, 
RDH is in detail divided into three types, including speech RDH, image RDH and video RDH. 
In the past two decades, RDH has attracted a great deal of research interests [19]. Therefore, 
this has resulted in rapid development of RDH and makes RDH successfully exploited for 
digital watermarking [20-21], content authentication, privacy protection [22-26] and so on. 
Currently, although there are some RDH schemes in videos that have been reported. For 
instance, based on the work done by Ma et al. [15], Liu et al. utilized the secret sharing scheme 
[2-4] to propose a reversible video data hiding scheme with robustness and low bitrate growth 
  
in [27]. Moreover, Kim et al selected four middle frequency coefficients of 4×4 blocks to 
combine with Difference Expansion (DE) [19-21] to present a RDH method for H.264 
bitstreams in [28]. However, it is not enough since the development of RDH mainly focuses on 
speech and images. Along with the development of video compression standards, such as 
H.264/Advanced Video Coding (AVC) [29] and High Efficiency Video Coding (HEVC) [30], 
it is necessary to develop RDH technique in videos.  
 Recently, the technology of RDH has been used in video privacy region protection [31] 
and video error concealment [32–34]. Video privacy region protection is that the privacy region 
is protected while keeping the non-privacy region visually intact to facilitate processing. For 
example, Ma et al. made use of RDH to realize video privacy region protection for cloud video 
surveillance in [31]. Video error concealment plays a significant role in keeping good visual 
quality in video transmission. In [32] Chung et al. proposed a circular embedding scheme based 
on RDH for improving the visual quality of marked videos. For this scheme, a constructed 
minimal set of Quantized Discrete Cosine Transform (QDCT) coefficients is combined with 
Flexible Macroblock Ordering (FMO) for reducing computational load and realizing 
reversibility [32]. The embedded data improves the quality of videos according to their 
experimental verification. Compared with the scheme in [32], the schemes of [33-34] obtain 
much better visual quality in terms of PSNR for videos. In [33], Xu et al. do not only fully 
exploit the number of coefficients, which need to be modified for reversibly hiding data, but 
also consider many extra nonzero residual blocks produced by data hiding. Furthermore, Xu et 
al. take the distribution of the motion vector data and the characteristic of histogram shifting 
into account for the specific two dimensional RDH scheme in [34]. Consequently, the two 
schemes can obtain much better visual quality of videos when compared with the method of 
[32]. However, the embedding capacities in [32–34] are fixed at 1188 bits per intra-frame (QCIF 
format: 176×144 pixels). Thus, proposing a novel RDH method to embed the same information 
bits but using less carriers is important. What’s more, video RDH can be used in other 
application occasions. This has motivated us to research RDH technique in this paper. 
According to the work of [35], different positions in a 4×4 block (shown in Fig. 1) have 
various impacts caused by DH. From low frequency area to high frequency area, changing a 
high frequency coefficient will result in less distortion than changing a low/middle frequency 
coefficient. Here, the mentioned modifications on high frequency, middle frequency and low 
frequency coefficients are identical. Based on this analysis, AC15 coefficient in 4×4 blocks are 
modified for RDH. Thus, the proposed scheme can obtain higher embedding capacity. In 
addition, the proposed scheme can also keep better visual quality while keeping the same 
embedding payloads with some related methods. 
The remainder of this paper is organized as follows. In Section 2, related works are 
reviewed. In Section 3, the reversible video data hiding scheme is presented. Experimental 
results and comparisons are given in Section 4. Finally we draw the conclusions in Section 5. 
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Fig. 1. QDCT coefficients in zig-zag scanning order (from low frequency to high frequency) 
for 4 × 4 luminance block. 
2 Related works 
Up to now, there are many RDH schemes making use of modification direction for images that 
have been reported. For example, Jung proposed a high-capacity RDH scheme which is based 
on sorting and prediction in digital images in [36]. In his scheme, each image is divided into 
non-overlapping 1×3 sub-blocks and each one contains three pixels. Then, the three pixels in 
each sub-block are sorted in ascending order. In the following, the first two pixels and the last 
two pixels in each sorted sub-block are used and calculated to obtain two predictor errors. 
Finally, two information bits can be embedded into the two predictor errors according to the 
histogram modification. In other words, each three pixel can embed two information bits in his 
RDH scheme. In our proposed scheme, however, although sometimes there may be one zero 
QDCT coefficient not to be paired, each zero QDCT coefficient-pair can always carry 3 bits. 
Additionally, Hu et al. exploited two embedding directions combined with difference expansion 
to propose a RDH scheme in [37]. In Hu et al.’s scheme, the inner region is used for hiding data 
and the outer region is shifted for correctly extracting the embedded data and completely 
recover the original images. For the inner region during [-T - 1, T], it will be changed to [-2T - 
2, 2T + 1] after the to-embedded-data is embedded into its differences. For instance, the change 
range of the inner region is during [-2, 1] when T = 0. For a zero QDCT coefficient in our 
proposed scheme, its change range is during [-1, 1]. Thus, the change range of Hu et al.’s 
scheme is greater than that of our proposed scheme that may lead to more distortion. In [38], 
although Li et al. make use of the modification direction for RDH, they cannot make full use 
of modification statuses because their scheme is based on prediction error and it need to perform 
the procedure of prediction two times to obtain a difference-pair (d1, d2). For instance, a two-
  
dimensional difference-pair (d1, d2) can have four modification direction which leads to four 
modification statuses, i.e., (d1 - 1, d2), (d1 + 1, d2), (d1 + 1, d2 - 1), (d1-1, d2 + 1), in Li et al.’s 
scheme. For our scheme, a zero QDCT coefficient-pair (0, 0) can obtain eight modification 
statuses, i.e., (-1, 0), (0, -1), (1, 0), (0, 1), (-1, 1), (1, -1), (1, 1) and (-1, -1). Namely, a zero 
QDCT coefficient-pair can carry 3 bits in our proposed scheme, but a two-dimensional 
difference-pair can only carry 2 bits for Li et al.’ s scheme. Totally, compared with those 
previous methods in [36–38] the proposed work make full use of not only the modification 
direction but also the modification statuses. And thus our proposed scheme provides more 
embedding payload. More details of our proposed scheme will be addressed in the following 
section. 
3 Proposed scheme 
This Section contains four Subsections, including zero coefficient-pair, data embedding, Data 
extraction and video recovery and an example of the proposed scheme. More details are 
addressed in the following. 
3.1 Zero coefficient-pair 
This subsection defines zero coefficient-pair. Before defining zero coefficient-pair, H.264/AVC 
video compression standard [29] is briefly reviewed. H.264/AVC uses a macroblock as the 
operation unit to compress videos, which are composed of many frames. In addition, these 
frames consist of many macroblocks. For instance, each frame of videos with the resolution of 
176×144 contains 99 macroblocks, whose luminance component are sized 16×16. Namely, 
there are 16 blocks sized 4×4 in the luminance component of a macroblock. The operations of 
DCT transform and quantization in H.264/AVC [29] regard each 4×4 block as an operation unit. 
After the operations of DCT transform and quantization, the coefficients in each 4×4 block 
are zig-zag scanned and rearranged as a vector. The scanning order is shown as Fig. 1. Without 
loss of generality, we assume one macroblock has four 4×4 blocks. In this case, four vectors 
formed from the four 4×4 blocks are taken as an example for better understanding the definition 
of zero coefficient-pair and they are given as Fig. 2. Since the last QDCT coefficient of each 
4×4 block, i.e., AC15 (shown as Fig. 1), has least impact on visual quality of marked videos 
when compared with other coefficients. In our scheme, therefore, the last QDCT coefficient of 
each 4×4 block may be modified for data embedding. 
As shown in Fig. 2, each vector corresponds to one 4×4 block. For the last QDCT 
coefficient of the first vector, it is changed to vacate room for reversibility because its value is 
nonzero. At the data-extracting side, it is not used for extracting data but it is changed for 
recovering the original videos. Thus, it is referred as to QDCT recovery coefficients in this 
paper. For the last QDCT coefficients of the second vector and the third vector, they are paired 
for data embedding at the data-embedding side. Namely, the two coefficients are called as a 
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Fig. 2. An example of coefficient-pair definition. 
.... -3 -2 -1 0 1 2 3 ....  
Fig. 3. Histogram modification mechanism for a zero QDCT coefficient in the proposed RDH 
method. 
 
coefficient-pair. Similarly, they are exploited to extract the embedded data and thus they are 
named QDCT extracting coefficients in this paper. Noted that, although the last coefficient of 
the fourth vector is zero, but it is not exploited for data embedding since there is not additional 
zero QDCT coefficient to pair with it. 
3.2 Data Embedding 
In general, DE [19-21] and histogram shifting (HS) [19, 39] are two commonly used 
approaches to realize reversibility of data hiding. In the proposed RDH method, we exploit 
improved HS to realize the reversibility. 
At the data-hider side, also called encoder side, the macroblocks with intra-frame 4×4 
prediction modes in intra frames are first selected as embeddable blocks. Furthermore, since 
the last coefficient has a least impact on visual quality of marked videos when compared with 
coefficients located in other areas of the 4×4 block (shown as Fig. 1). Therefore, the last QDCT 
coefficient, i.e., AC15, in each 4×4 block of the embeddable macroblocks may be selected for 
embedding data only if AC15 = 0 and there exists at least one nonzero QDCT coefficient in the 
corresponding 4×4 block. Each embeddable 4×4 block is zig-zag scanned (shown as Fig. 1) 
and rearranged to a vector. As shown in Fig. 2, the last coefficients of the second vector, the 
third vector and the fourth vector can be used to embed information bits. For one zero QDCT 
coefficient, it has three statuses (shown as Fig. 3) by keeping unchanged, increasing or 
decreasing by 1. In order to make full use of all statuses of one zero coefficient, we use zero 
coefficient-pair to improve the embedding capacity and the zero coefficient-pair has been 
described in Subsection 3.1. One zero coefficient-pair can be embedded 3 information bits in 
the proposed scheme.  
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Fig. 4. A distribution of all coefficients AC15 in a macroblock. (a) A set of all coefficients AC15. 
(b) Shift positive and negative QDCT coefficients to the right position and the left position, 
respectively. (c) After embedding secrete data into zero QDCT coefficient pairs. 
 
The embedding procedure of RDH is addressed here in detail. In one embeddable 
macroblock, AC15, i.e., the last QDCT coefficient of one 4×4 block (like the first vector in Fig. 
2), will be changed by 
                
1 5 1 5
1 5 1 5
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AC
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                            (1) 
when AC15≠0. In the following, to embed data into the video the zero coefficient-pairs will be 
changed by  
(1,1), '000 '
( 1,0), '001'
( 11), '010 '
(0, 1), '011'
(0,0), '100 '
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                           (2) 
where C = (c1, c2) represents a modified QDCT coefficient-pair and B = “b1b2b3” denotes the 
to-be-embedded three information bits. Noted that, the modified QDCT coefficient-pair is 
obtained by changing the original zero QDCT coefficient-pair to embed data. By doing this in 
an embeddable macroblock, the distribution of all AC15 coefficients will change. To better 
understand this, we exploit Fig. 4 to explain it. 
Fig. 4(a) denotes the original distribution of all AC15 coefficients in an embeddable 
macroblock and Fig. 4(b) is its correspondingly modified distribution by Eq. (1). Obviously, 
  
there are 7 zero QDCT coefficients that can be used to embed data. Since zero coefficient-pair 
is exploited in our proposed scheme for embedding data. Therefore, in this macroblock three 
zero coefficient-pairs are made use of embedding data and the rest one zero coefficient is kept 
unchanged. Assume we embed information bits “111 011 111” into the three zero coefficient-
pairs according to Eq. (2). Finally, the distribution is modified from Fig. 4(b) to Fig. 4(c). 
3.3 Data extraction and video recovery 
Similarly, at the data extractor side, also called the decoder side, the macroblocks with intra-
frame 4×4 prediction modes in intra frames are first selected as embeddable blocks. Moreover, 
in each embeddable macroblock, a 4×4 block is selected as an embeddable block when it has 
at least one zero QDCT coefficient. Likewise, each embeddable 4×4 block is zig-zag scanned 
(shown as Fig. 1) and rearranged to a vector. In each vector, if the absolute value of AC15 is 
greater than 1, it is referred as to QDCT recovery coefficient. In order to restore the original 
compression videos, this type coefficient will be changed by 
15 15
15 15
1, 1
1, 1
AC AC
AC
AC AC
 
  
  
                         (3) 
In addition, if the absolute value of AC15 in each vector is less than 1, it is called QDCT 
extracting coefficient. In each macroblock, all QDCT extracting coefficients are paired two by 
two, named coefficient-pair. If there is still one QDCT extracting coefficient is not paired, it 
means this coefficient is not changed at the data-hider side. Thus, at the data-extractor side, we 
do not need to change this coefficient for restoring the original compression videos. For each 
coefficient-pair, the embedded information is extracted by  
'000 ', (1,1)
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'100 ', (0,0)
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                         (4) 
where B = “b1b2b3” denotes the extracted information bits and C = (c1, c2) represents the 
coefficient-pair. After the embedded information is extracted out in the current macroblock, all 
coefficient-pairs are set to 0. For an embeddable macroblock, the changed QDCT coefficients 
are recovered to their original values corresponding to the coder side. Meanwhile, the 
distribution of all AC15 in this embeddable macroblock is recovered. Like Fig. 4, the distribution 
is restored from Fig. 4(c) to Fig. 4(a). By doing this in each embeddable macroblock, all the 
embedded information is extracted out and the original compression video is obtained. 
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Fig. 5. An example to data embedding corresponding to Fig. 2. 
3.4 An example of the proposed scheme 
In this Subsection, we will take an example to address the proposed scheme for better 
understanding. Without loss of generality, assume Fig. 2 shows four vectors corresponding to 
four embeddable 4×4 blocks in an embeddable macroblock.  
Here, assume the to-be-embedded information bits are “110”. Using the proposed method, 
according to Eq. (1) the AC15 coefficient of the first vector is changed to 2. This procedure 
corresponds to the procedure from Fig. 4(a) to Fig. 4(b). The zero coefficient-pair, which is 
made of the last zero coefficient of the second vector and the third vector, is changed to embed 
“110” by Eq. (2). Therefore, Fig. 5 can be obtained. Here, the procedure corresponds to the 
procedure from Fig. 4(b) to Fig. 4(c). During data extraction, the last coefficients of the second 
vector and the third vector are used to extract data by Eq. (4) and then they are set to 0. This 
procedure corresponds to the procedure from Fig. 4(c) to Fig. 4(b). In the following, the 
coefficients, whose absolute value are greater than 1, are changed by Eq. (3). Like the first 
vector in Fig. 5, its last coefficient is restored to 1. Finally, Fig. 5 becomes Fig. 2 after data 
extraction and coefficient recovery. 
4 Experimental results and analysis 
Table 1 Configuration parameters of the JM12.0 software 
Parameter  Configuration 
Profile Main 
Frame Rate  15 
Rate Distortion Optimization On 
IntraPeriod  15 
Symbol mode  0: CAVLC 
FrameSkip  1 
NumberBFrame  1 
QP  28 
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Fig. 6. Test video with resolution of 352×288. (a) Akiyo. (b) Foreman. (c) Mobile. (d) Container. 
(e) City. (f) Crew. (h) Soccer. 
 
The proposed method has been implemented in the H.264/AVC reference software JM12.0 [40]. 
To evaluate the performance of the proposed method objectively, the 8 video sequences, i.e., 
Akiyo, Foreman, Mobile, Container, City, Crew, Harbour and Soccer, are used to be test 
samples (shown as Fig. 6). Each video contains two kinds of resolution (also called as Frame 
Size in this paper) which are shown in Tables 2-4 and the parameter RateControlEnable is set 
to “0”. In addition, some configuration parameters are given in Table 1 and other configuration 
parameters, which are not referred to in this paper, retain their default values. The standard 
video sequences are encoded into 300 frames at 15 frames per second. For the encoded video 
sequences with 300 frames, there are only 10 intra frames between them. The group of picture 
(GOP) is IBPBPBPBPBPBPBPBPBPBPBPBPBPBP. The performance comparison between 
the schemes [15, 18, 27, 28] and the proposed scheme is illustrated in subsections 4.2-4.4. It is 
noted that the value of Threshold in [18] is set to 10 and the two coefficient-pairs {Ỹ30, Ỹ32} and 
{Ỹ23, Ỹ03} are exploited to hide data when |Ỹ00| >0 in [15]. For the method in [28], macroblocks 
with intra frame 4×4 prediction modes in intra frames are selected as embeddable blocks and 
furthermore 4×4 blocks of embeddable macroblocks are selected as embeddable if the absolute 
value of the first nonzero coefficients in 4×4 blocks is less than 2. 
4.1 Relationship between coefficient-pairs and embedding capacity 
In the proposed method, all AC15 coefficients are classified into three types, including zero 
coefficient-pairs, unpaired zero coefficients and nonzero coefficients. The zero coefficient-pairs 
are used for data embedding. However, the unpaired zero coefficients and nonzero coefficients 
are unexploited for data hiding. In order to address the relationship between the zero 
coefficients constituting the zero coefficient-pairs and embedding capacity, we draw Fig. 7 and 
analyze it as follows. 
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Fig. 7. Relationship between the number of zero AC15 coefficients and the embedding capacity 
(resolution: 176×144, QP:28). 
 
As shown in Fig. 7, we draw three curves, i.e., CP, Full and EC. CP is defined by 
15
15
100%
4 4
thenumber of zero AC coefficientsused for embedding data
CP
the number of AC coefficients inembeddable blocks
 

     (5)  
Likewise, Full and EC can be defined. Full denotes the rate of the number of all zero AC15 
coefficients and the number of AC15 coefficients in embeddable 4×4 blocks. EC represents the 
embedding rate, i.e., the rate of the number of the embedded information bits and the number 
of AC15 coefficients in embeddable 4×4 blocks. For different videos, EC mainly depends on CP 
or Full (shown as Fig. 7). The larger CP or Full is, the larger EC is. In the most ideal case, all 
AC15 coefficients are zero and they are paired for data embedding. In other words, EC is 1.5. In 
practice, it is too difficult to meet this. Noted that, EC is during [1.25, 1.45] and CP and Full 
are during [0.85, 1]. That is to say most AC15 coefficients are 0 in practice. Furthermore, most 
zero AC15 coefficients can be paired for data hiding. Therefore, the more the zero coefficient-
pairs are, the higher the embedding capacity is. 
4.2 Embedding capacity  
Table 2 compares the maximum embedding capacity (also referred to as embedding payloads) 
of the proposed scheme and four previous schemes [15, 18, 27, 28]. The schemes in [15, 18] 
are irreversible but the rest two scheme in [27, 28] are reversible. As shown in Table 2, for each 
test video, the proposed method can obtain the highest embedding capacity when compared 
with the four methods. For instance, the test video City with the resolution of 352×288 provides 
embedding capacity of 71823 bits when using the proposed scheme. At the same time, the four 
schemes can respectively obtain 7731, 14867, 11467 and 34161 bits on City. Obviously, 
according to Table 2 the average maximum embedding capacity of the proposed method is 
considerably higher than these of the four previous methods. In summary, the proposed method 
has indeed advantages in embedding capacity. 
  
Table 2 Comparison of maximum embedding capacity (bits) of the proposed scheme and four 
previous schemes [15, 18, 27, 28] (QP: 28). 
Sequences Frame No. of Embedding capacity 
Size Frame [18] [15] [27] [28] Proposed 
Akyio 176×144 300 1235 2213 1459 4499 9579 
352×288 300 2395 5820 2942 11045 24195 
Foreman 176×144 300 2108 2705 1618 7604 15057 
352×288 300 5982 8178 5008 17611 47271 
Mobile 176×144 300 9904 4263 1722 3462 18357 
352×288 300 32338 15489 7179 14166 72333 
Container 176×144 300 2742 2362 1367 2453 9792 
352×288 300 8178 9127 5191 13430 43185 
City 352×288 300 7731 14867 11467 34161 71823 
704×576 300 9700 56058 44822 153601 268119 
Crew 352×288 300 937 4454 2806 20091 21822 
704×576 300 1515 26799 15206 54115 129504 
Harbour 352×288 300 11247 22067 14672 55311 86973 
704×576 300 2287 78385 45569 283772 310032 
Soccer 352×288 300 3806 10165 6435 22517 52956 
704×576 300 4076 40409 28112 102586 205332 
Average - - 6636 18960 12223 50026 86645 
4.3 Visual quality 
In this Subsection, we first use Fig. 8 to evaluate the visual quality of marked videos 
subjectively. As shown in Fig. 8, although the methods of DH and RDH certainly result in video 
distortion, there are not significant distortion are observed. In addition, to measure the visual 
quality of marked videos objectively, Peak-Signal-Noise-Ratio (PSRN) is used to compare the 
transparency [41] between the proposed method and the methods of [15, 18, 27, 28]. PSNR 
values of these methods are given Table 3. Noted that, Table 3 corresponds to Table 2. In Table 
2, “PSNR1” is calculated between the original frames and the compressed/decompressed 
frames. Similarly, “PSNR2” is calculated between the original frames and the 
compressed/decompressed frames with the embedded data. Usually, the methods of DH have 
better visual quality when compared with the methods of RDH. Meanwhile, DH methods or 
RDH methods provide the embedding capacity that also has an important impact on visual 
quality. As seen in Table 3, using the methods of [15, 18] leads to better visual quality in terms 
of PSNR when compared with using the proposed scheme and the method in [28]. Although 
the method of [27] provides better visual quality than the methods of [15, 18], its embedding 
capacity is not higher than that of [28] and the proposed method. When comparing the RDH 
methods, our proposed method has higher PSNR than the method of [28]. Although our 
proposed scheme do not have better visual quality than the method of [27], our proposed scheme 
provides far higher embedding capacity than the method of [27]. In addition, the method in [27] 
  
Table 3 Comparison of visual quality in terms of PSNR (dB) between the schemes (QP: 28) 
Sequences Frame No. of PSNR1 PSNR2 
Size Frame Original [18] [15] [27] [28] Proposed 
Akyio 176×144 300 39.32 37.71 38.64 39.01 33.58 35.81 
352×288 300 40.71 39.43 40.12 40.54 33.85 36.73 
Foreman 176×144 300 36.81 34.21 36.61 36.79 31.75 32.80 
352×288 300 36.90 34.50 36.89 37.03 31.65 32.67 
Mobile 176×144 300 34.22 30.50 34.00 34.12 31.99 32.46 
352×288 300 35.01 31.77 34.79 34.90 31.88 32.55 
Container 176×144 300 36.90 34.72 36.36 36.63 31.44 33.66 
352×288 300 36.75 34.24 36.26 36.53 29.13 32.78 
City 352×288 300 35.77 33.80 35.57 35.64 27.43 30.87 
704×576 300 35.89 34.87 35.72 35.76 27.02 28.22 
Crew 352×288 300 37.90 37.74 37.75 37.87 30.27 35.54 
704×576 300 38.01 37.93 37.94 38.06 30.65 34.16 
Harbour 352×288 300 35.14 32.61 34.83 35.03 25.06 29.39 
704×576 300 36.12 35.21 35.84 36.06 23.72 27.72 
Soccer 352×288 300 36.63 35.53 36.61 36.69 29.65 32.14 
704×576 300 37.11 36.92 37.14 37.19 27.31 32.18 
Average - - 37.02 35.11 36.57 36.74 29.78 32.48 
 
(a) (b) (c) (d) (e) (f) (g)
(h) (i) (j) (k) (l)  
Fig. 8. Original, compressed/decompressed and marked frames (150th frame of Foreman). (a-
g) are with the size of 176×144 and (h-l) are with the size of 352 × 288. (a) is the original frame. 
(b) is the compressed/decompressed frame. (c) and (h) are embedded additional data into by the 
scheme in [18]. (d) and (i) are embedded additional data into by the scheme in [15]. (e) and (j) 
are embedded additional data into by the scheme in [27]. (f) and (k) are embedded additional 
data into by the scheme in [28]. (g) and (l) are embedded additional data into by the proposed 
scheme. 
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Fig. 9 Relationship between visual quality (PSNR: dB) and embedding payloads (bits) of the 
proposed scheme and two schemes [27, 28] on four videos with the resolution of 176×144. (a) 
Akiyo. (b) Foreman. (c) Mobile. (d) Container. 
 
prevents intra frame distortion from spreading, thus it can obtain better visual quality. 
For a better comparison, we fix the embedding payloads at 250, 500, 750, 1000 and 1250 
bits on Akiyo, Foreman, Mobile and Container, which are with the resolution of 176×144. As 
seen in Fig. 9, on each video Liu et al.’s scheme [27] has a less impact on visual quality of 
PSNR. However, Kim et al.’s scheme [28] provides the largest impact on visual quality when 
compared with the proposed scheme and the scheme of [27]. In addition, using the proposed 
scheme and Liu et al.’s scheme has a close degradation of PSNR. In other words, using the two 
schemes leads to a very close difference between the maximum PSNR value and the minimum 
PSNR value (shown in Fig. 9). However, exploiting Kim et al.’s scheme results in far larger 
difference of that than exploiting the proposed scheme and the scheme of [27]. The scheme in 
[27] can avoid intra frame distortion drift, thus resulting in best visual quality compared with 
the rest two schemes. For our proposed method, the last nonzero coefficients of each 
embeddable 4×4 blocks, i.e., AC15, may be changed for DH and they are usually located in high  
  
Table 4 Comparison of bit rate variation (kbps) between the methods (QP: 28) 
Sequences Frame No. of Bit rate  Bit rate with embedding data 
Size Frame Original [18] [15] [27] [28] Proposed 
Akyio 176×144 300 19.66 19.78 20.30 19.86 20.30 22.06 
352×288 300 56.84 57.10 58.46 57.26 58.32 62.94 
Foreman 176×144 300 70.72 71.09 71.67 70.93 72.03 74.34 
352×288 300 236.98 237.65 238.76 237.67 239.41 248.17 
Mobile 176×144 300 182.67 183.88 183.19 183.88 182.79 185.62 
352×288 300 771.38 774.00 774.01 772.28 775.10 783.76 
Container 176×144 300 26.80 27.11 27.26 26.99 27.17 28.62 
352×288 300 122.11 122.50 123.99 122.78 123.76 130.53 
City 352×288 300 213.47 214.82 217.14 214.95 218.46 228.64 
704×576 300 1009.29 1010.93 1024.25 1015.06 1029.67 1069.27 
Crew 352×288 300 462.49 462.63 465.46 463.31 465.30 474.38 
704×576 300 1418.39 1417.76 1427.82 1420.09 1425.05 1456.40 
Harbour 352×288 300 716.87 717.88 721.46 718.65 724.73 732.14 
704×576 300 2559.47 2558.57 2580.65 2565.12 2593.15 2630.54 
Soccer 352×288 300 380.94 381.38 383.62 381.12 383.82 393.32 
704×576 300 1306.76 1309.91 1321.42 1313.85 1319.77 1354.66 
Average - - 597.18 597.94 602.47 598.99 603.68 617.21 
 
frequency area of 4×4 blocks. For the method of [28], the modified coefficients mainly located 
in middle frequency area of 4×4 blocks. Therefore, our proposed method outperforms the 
method of [28] in terms of PSNR when embedding payloads are the same. 
4.4 Bit-rate variation 
Table 4 give original bit-rates caused by H.264/AVC encoder and marked bit-rates caused 
by data hiding H.264/AVC encoder. Noted that, Table 4 corresponds to Tables 2 and 3. 
According to Table 4, the methods of DH and RDH result in bit-rate increase. For instance, the 
average original bit-rate is about 597.18 kbps and the average marked bit-rates are 597.94, 
602.47, 598.99, 603.68 and 617.21 kbps, respectively. To further evaluate bit-rate variation, we 
first define Bit-rate Increment Ratio (BIR) by 
( ) ( )
100%
( )
BR Marked BR Original
BIR
BR Original

              (6) 
where BR(Marked) is the bit-rate generated by data hiding encoder, and BR(Original) is the 
bit-rate generated by the original encoder. Based on this, Fig. 10 is given to measure the  
  
(c)
Payloads (bits)
500 750 1000 1250250
B
IR
0
0.002
0.004
0.006
0.008
0.010
0.012
0.014
0.016
0.018
Akiyo
Liu et al
Kim et al
Proposed
(a)
Payloads (bits)
500 750 1000 1250250
B
IR
10-3
0
1
2
3
4
5
6
7
8
Foreman
Li u et al
Kim et al
Propose d
(b)
Payloads (bits)
500 750 1000 1250250
B
IR
10-3
0
0.5
1
1.5
2
2.5
3
3.5
Mobile
Liu et al
Kim et al
Proposed
Container
Payloads (bits)
500 750 1000 1250250
B
IR
0
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
0.009
0.010
Liu et al
Kim et al
Proposed
(d)  
Fig. 10 Relationship between embedding payloads and BIRs of the proposed method and the 
methods of [27, 28] on four videos with the resolution of 176×144. (a) Akiyo. (b) Foreman. (c) 
Mobile. (d) Container. 
 
relationship between embedding payloads and BIRs. Likewise, embedding payloads are fixed at 250, 
500, 750, 1000 and 1250 bits. 
As seen in Fig. 10, on the four videos RDH methods have led to bit-rate increase. 
According to subFigs. 10(a)-(d), our proposed method obtain the highest BIR values at 
corresponding embedding payloads. In most cases, zero coefficients, i.e., zero coefficient-pairs, 
may be changed to nonzero coefficients in our proposed scheme. Furthermore, according to 
H.264/AVC [29] it needs more coding and thus significantly making bit-rate increase. For Liu 
et al.’s scheme, only a part of nonzero coefficients are changed that leads to less increase in bit-
rate. As for Kim et al.’s method, the change of coefficients is complex. It is possible that nonzero 
coefficient is modified to zero coefficient and vice versa. For example, most nonzero 
coefficients are changed to zero coefficients that may result in Fig. 10(c). On the contrary, Fig. 
10(b) will happen. Otherwise, it will lead to Figs. 10(a) and 10(d). Actually, all the three RDH 
methods provide less BIR increase. The most significant BIR increase is about 0.017 in Fig. 
10(a). 
Totally, our proposed method has indeed advantages in embedding capacity when 
compared with the methods of [27, 28]. For PSNR values at the same embedding payloads, 
  
although our proposed method is not as good as Liu et al.’s method, our proposed method 
outperforms Kim et al.’s scheme. In the future, we think avoiding intra frame distortion drift 
and defining distortion cost of elements can be exploited for RDH. That may make RDH 
methods produce better performance. 
5 Conclusions 
In this paper, we take advantage of zero coefficients to propose a novel RDH method, which is 
based on H.264/AVC compression standard. The proposed method exploits each zero 
coefficient-pair to embed 3 information bits that means embedding ratio is 1.5. Therefore, the 
proposed RDH method can provide a higher embedding capacity. In addition, our proposed 
scheme outperforms some previous RDH methods with intra frame distortion drift in terms of 
PSNR when embedding payloads are set to the same. In the future, we think stopping intra 
frame distortion drift and defining distortion cost for each element may be exploited in RDH 
technology. In addition, more coding parameters may be considered for RDH. These will be a 
research direction of RDH and also result in far better performance in terms of visual quality 
and compression efficiency when keeping the same embedding payloads. 
Acknowledgement 
The authors would like to thank the reviewers for their insightful comments and helpful 
suggestions.This work was supported by the National Natural Science Foundation of China (
NSFC) under the grant No. U1536110 and Doctoral Innovation Fund Program of Southwest 
Jiaotong University. 
References 
1. Alassaf N, Gutub A, Parah SA, Ghamdi MA (2018) Enhancing speed of SIMON: A light-weight-cryptographic 
algorithm for IoT applications. Multimedia Tools and Applications. https://doi.org/10.1007/s11042-018-6801-z 
2. Al-Ghamdi M, Al-Ghamdi M, Gutub Adnan (2018) Security enhancement of shares generation process for 
multimedia counting-based secret-sharing technique. Multimedia Tools and Application. 
https://doi.org/10.1007/s11042-018-6977-2  
3. Al-Qurashi, Gutub Adnan (2018) Reliable secret key generation for counting-based secret sharing. Journal of 
Computer Science and Computational Mathematics 8(4): 87-101 
4. Gutub A, Al-Juaid N, Khan E (2018) Counting-based secret sharing technique for multimedia applications. 
Multimedia Tools and Applications. https://doi.org/10.1007/s11042-017-5293-6 
5. Alsaid A, Al-lehaibi K, Alzahrani H, AiGhamdi M, Gutub A (2017) Compression multi-level crypto stego 
security of texts utilizing colored email forwarding. Journal of Computer Science and Computational 
Mathematics 8(3): 33-42 
6. Liu P, Li S, Wang H (2017) Steganography in vector quantization process of linear predictive coding for low-
bit-rate speech codec. Multimedia Systems 23(4): 485-497 
  
7. Alanizy N, Alanizy A, Baghoza N, AlGhamdi M, Gutub A (2018) 3-layer PC text security via combining 
compression, AES cryptography 2LSB image steganography. Journal of Research in Engineering and Applied 
Sciences 3(04):118-124 
8. Parvez M, Gutub A (2011) Vibrant color image steganography using channel differences and secret data 
distribution. Kuwait J Sci Eng 38(1B): 127-142 
9. Abu-Marie W, Gutub A, Abu-Mansour H (2010) Image based steganography using truth table based and 
determinate array on RGB indicator. International Journal of Signal and Image Processing 1(3)  
10. Gutub A (2010) Pixel indicator technique for RGB image steganography. Journal of Emerging Technologies in 
Web Intelligence. Journal of Emerging Technologies in Web Intelligence 2(1): 56-64 
11. Al-Otaibi N, Gutub A (2014) 2-leyer security system for hiding sensitive text data on personal computers. 
Lecture Notes on Information Theory 2(2): 151-157 
12. Gutub A, Al-Juaid N. (2018) Multi-bits stego-system for hiding text in multimedia images based on user security 
priority. Journal of Computer Hardware Engineering 1(2): 1-9 
13. Rabbani M, Joshi R (2002) An overview of the JPEG 2000 still image compression standard. Signal Processing 
Image Communication 17(1): 2-48 
14. Al-Juaid N, Gutub A, Khan EA (2018) Enhancing PC data security via combing RSA cryptography and video 
based steganography. Journal of Information Security and Cybercrimes Research 1(1): 8-18 
15. Ma XJ, Li Z, Tu H, Zhang B (2010) A data hiding algorithm for H.264/AVC video streams without intra-frame 
distortion drift. IEEE Transactions on Circuits and Systems for Video Technology 20(10): 1320-1330 
16. Chen Y, Wang HX, Wu HZ, Liu Y (2018) An adaptive data hiding algorithm with low bitrate growth for 
H.264/AVC video stream. Multimedia Tools and Applications 77(15): 20157-20175 
17. Chen Y, Wang HX, Wu HZ, Chen YL, Liu Y (2018) A data hiding scheme with high quality for H.264/AVC 
video streams. In: International Conference on Cloud Computing and Security, Springer, Cham, pp. 99-110 
18. Fallahpour M, Shirmohammadi S, Bhanbari M (2015) A high capacity data hiding algorithm for H.264/AVC 
video. Security and Communication Networks 8(16): 2947-2955 
19. Shi YQ, Li XL, Zhang XP, Wu HT, Ma B (2016) Reversible data hiding: Advances in the past two decades. 
IEEE Access 4:3210-3236 
20. Dragoi IC, Coltuc D (2014) Local-prediction-based difference expansion reversible watermarking. IEEE 
Transactions on Image Processing 23(4): 1779-1790 
21. Dragoi IC, Coltuc D (2016) Adaptive pairing reversible watermarking. IEEE Transactions on Image Processing 
25(5): 2420-2422 
22. Qian ZX, Zhang XP (2016) Reversible data hiding in encrypted images with distributed source encoding. IEEE 
Transactions on Circuits and Systems for Video Technology 26(4): 636-646 
23. Cao X, Du L, Wei X, Meng D, Guo X (2016) High capacity reversible data hiding in encrypted images by patch-
level sparse representation. IEEE Transactions on Cybernetics 46(5): 1132-1143 
24. Zhou J, Sun W, Dong J, Liu X, Au OC, Tang YY (2016) Secure reversible image data hiding over encrypted 
domain via key modulation. IEEE Transactions on Circuits and Systems for Video Technology 26(3): 441-452 
25. Zhang XP, Long J, Wang Z, Cheng H (2016) Lossless and reversible data hiding in encrypted images with public-
  
key cryptography. IEEE Transactions on Circuits and Systems for Video Technology 26(9): 1622-1631 
26. Zhang WM, Wang H, Hou D, Yu N (2016) Reversible data hiding in encrypted images by reversible image 
transformation. IEEE Transactions on Multimedia 18(8): 1469-1479 
27. Liu Y, Chen L, Hu M, Jia Z, Jia S, Zhao H (2016) A reversible data hiding method for H.264 with shamir’s (t,n)-
threshold secret sharing. Neurocomputing 188: 63-70 
28. Kim H, Kang S (2018) Genuine reversible data hiding technology using compensation for H.264 bitstreams. 
Multimedia Tools and Applications 77(7): 8043-8060 
29. Wiegand T, Sullivan GJ, Bjontegaard G, Luthra A (2003) Overview of the H.264/AVC video coding standard. 
IEEE Transactions on Circuits and Systems for Video Technology 13(7): 560-576 
30. Sullivan GJ, Ohm JR, Han WJ, et al (2012) Overview of the high efficiency video coding (HEVC) standard. 
IEEE Transactions on Circuits and Systems for Video Technology 22(12): 1649-1668 
31. Ma XJ, Yang LT, Xiang Y, Zeng WJ, Zou D, Jin H (2017) Fully reversible privacy region protection for cloud 
video surveillance. IEEE Transactions on Cloud Computing, 5(3): 510-522 
32. Chung KL, Huang YH, Chang PC, Liao HYM (2010) Reversible data hiding-based approach for intra-frame 
error concealment in H.264/AVC. IEEE Transactions on Circuits and Systems for Video Technology 20(11): 
1643-1647 
33. Xu DW, Wang RD (2016) Two-dimensional reversible data hiding-based approach for intra-frame error 
concealment in H.264/AVC. Signal Processing: Image Communication 47: 369-379 
34. Xu DW, Wang RD, Shi YQ (2014) An improved reversible data hiding-based approach for intra-frame error 
concealment in H.264/AVC. Journal of Visual Communication and Image Representation 25(2): 410-422 
35. Samira B, Hassina A, Latifa H (2012) H.264/AVC data hiding algorithm with a limitation of the drift distortion. 
In: 2012 IEEE 11th International Conference on Signal Processing, pp. 1682-1687 
36. Jung KH (2017) A high-capacity reversible data hiding scheme based on sorting and prediction in digital images. 
Multimedia Tools and Applications 76(11): 13127-13137 
37. Hu Y, Lee HK, Chen K, Li J (2008) Difference expansion based reversible data hiding using two embedding 
directions. IEEE Transactions on Multimedia 10(8): 1500-1512 
38. Li X, Zhang W, Gui X, Yang B (2013) A novel reversible data hiding scheme based on two-dimensional 
difference-histogram modification. IEEE Transactions on Information Forensics and Security 8(7): 1091-1100 
39. Ni Z, Shi YQ, Ansari N, Su W (2006) Reversible data hiding. IEEE Transactions on Circuits and Systems for 
Video Technology 16(3): 354-362 
40. H.264/AVC Reference Software JM12.0, available at http://iphome.hhi.de/suehring/tml/download/old_jm/ 
41. Fallahpour M, Shirmohammadi S, Semsarzadeh M, Zhao J (2014) Tampering detection in compressed digital 
video using watermarking, IEEE Transactions on Instrumentation and Measurement 63(5): 1057-1073 
 
