In the paper we describe basic functions of the Hierarchical Temporal Memory (HTM) network based on a novel biologically inspired model of the large-scale structure of the mammalian neocortex.The focus of this paper is in a systematic exploration of possibilities how to optimize important controlling parameters of the HTM model applied to the classification of hand-written digits from the USPS database. The statistical properties of this database are analyzed using the permutation test which employs a randomization distribution of the training and testing data. Based on a notion of the homogeneous usage of input image pixels, a methodology of the HTM parameter optimization is proposed. In order to study effects of two substantial parameters of the architecture: the patch size and the overlap in more details, we have restricted ourselves to the single-level HTM networks. A novel method for construction of the training sequences by ordering series of the static images is developed. A novel method for estimation of the parameter maxDist based on the box counting method is proposed. The parameter sigma of the inference Gaussian is optimized on the basis of the maximization of the belief distribution entropy. Both optimization algorithms can be equally applied to the multi-level HTM networks as well. The influences of the parameters transitionMemory and requestedGroupCount on the HTM network performance have been explored. Altogether, we have investigated 2736 different HTM network configurations. The obtained classification accuracy results have been benchmarked with the published results of several conventional classifiers.
INTRODUCTION B
IOLOGICAL SYSTEMS transform environmental information into efficient survival behaviors in a remarkably robust and reliable way. Neuroscience has shown that the most sophisticated elements of such an information transformation are performed in the neocortex of the mammalian brain. In a general context, it is accepted that different areas of the neocortex are interconnected to form hierarchical structures [1] . This has been verified by detailed studies of the visual cortex, where in the ventral pathway, information passing from the retina via the lateral geniculate nucleus enters the lowest level (V1) of the visual cortex. Afterward, it passes up in a sequence to the V2, V4 and inferotemporal cortex (IT) areas. As information moves up the hierarchy, each area detects increasingly more general and invariant features of the input visual scene [2] .
One of the most promising direction of the neuroscience research is based on the idea that the neocortex represents sensory information probabilistically. Therefore, for modeling these processes, the Bayesian probability theory has been deployed. The powerful aspect of the Bayesian model is that it allows for feedback within the neocortical hierarchy which provides contextual information. Lee and Mumford [3] proposed a model of hierarchical Bayesian inference in the visual cortex that was further elaborated by Dean [4] to produce a pyramidal Bayesian network. This work showed that the task of performing Bayesian inference for pattern recognition (PR) in large brain-like structures is becoming tractable.
The Hierarchical Temporal Memory (HTM) is another biologically inspired computational theory that provides a large-scale model of the overall structure of the mammalian neocortex. It was first introduced by Hawkins and Blakeslee [5] and later on, by George and Hawkins [6] , further improved and developed into a software implementation called NuPIC (Numenta Platform for Intelligent Computing, http://www.numenta.com). The HTM extends Lee and Mumford's work explicitly handling temporal sequences of input within a hierarchical Bayesian framework [6, 7, 8] . Hawkins and coauthors see the fundamental task of neocortical processing as prediction and so place the temporal aspect of the perception at the center of their model.
The HTM is a memory-prediction network model that takes advantage of the Bayesian belief propagation and revision techniques. The roles of biological cortical regions and subregions are mimicked by the network nodes which are computationally identical and represent basic building blocks of the HTM architecture. It is the hierarchical structure and temporal relations contained in a training data that serve the HTM nodes for extracting invariant representations of the outer world's causes or, in other words, the categories of input patterns. As a state-of-the-art approach, the HTM has principal potential for resolving difficult PR problems that have not been handled so far.
There are several open issues of the research into the HTM, in particular, only a little attention has been devoted to the construction of the optimum HTM architectures for specific practical applications. For example, in the field of PR problems addressed up to now using the NuPIC tool, for searching optimum values of several model parameters, which control the learning and inference processes in the HTM nodes, the task has been completely delegated to the user's trial-anderror computer experimentation.
No systematic research of the relation of the random nature of the input visual data to the vector quantization process (the parameter maxDist) and to the Gaussian inference (the parameter sigma) has been carried out. To our knowledge, no analysis of the influence of various node overlap schemes in relation to the utilization of the information originating from individual image pixels has been published.
In this paper, we concentrate ourselves exactly on the research into these aspects of the construction of the optimum single-level HTM network dedicated to the specific PR problem -the recognition of the hand-written digits contained in the internationally accepted USPS database [9] . This choice is based on the fact that the recognition accuracy achieved by various classifiers applied to this database is well documented and benchmarked in the literature [9, 10] . The restriction to the single-level architectures in this study is motivated by the effort to explore in more details effects of substantial controlling parameters of the HTM network on its performance.
Related to the PR problem of USPS, it should be noted that several attempts to apply the HTM network to this task have already been published. In [11, 12] , an own implementation of the HTM model was applied to the binary version of the USPS digits. The authors selected a fixed two-level architecture and manually experimented with the learning parameter maxDist and inference parameter sigma. They did not explore the suitability of the architecture, neither the parameter optimization process. The best recognition accuracy achieved was 96.32%.
In the report [13] , the first NuPIC "Pictures Demo" program was adopted to the USPS recognition problem. Again, it was a two-level architecture applied to the binary versions of the USPS digits. The author reported the best recognition accuracy achieved of 96.26%.
The most recent activities related to various applications of the HTM to PR of the USPS digits have been reflected in the Numenta discussion forum [14] . The approach of Gregko involved a novel element of the HTM network, namely, "eye movements". Such an extension of the HTM model corresponds, in machine learning, with the method of the so-called "ensemble learning". The approach already worked with the gray-level images of the USPS digits and the best achieved recognition accuracy was again 96.26%. However, the author did not report on the exact network configuration and he did not cope in his work with the systematic optimization of the controlling parameters of the HTM.
HIERARCHICAL TEMPORAL MEMORY
In [6, 15, 16] , the basic HTM theory and terminology, as well as implementation are described. Since our interest has been focused on the research into the optimal design of the HTM network intended for solving image object recognition tasks, in the following we overview briefly the essential concepts of the HTM model that we see as most relevant to the visual data processing.
As already mentioned, the HTM network is organized in the layers of elementary units -nodes. All the nodes implement the same learning and inference algorithms, and therefore they operate in computationally identical regimes. They can only differ in the content of their internal memory, i.e., the information gained during the learning phase. The individual layers (or levels) of nodes are usually structured into a treelike hierarchy. There is always a zero sensory level that serves as an input to the first level of nodes. In our case, the zero level of the network represents a visual field containing raw image pixels. In the NuPIC platform this function is implemented by the ImageSensor object. On the other hand, at the very top of the HTM hierarchy, a single node called Zeta1TopNode is typically situated. It realizes task of a simple classifier that associates learned top-level belief patterns with known output categories [8] . Of course, one could potentially consider any supervised classifier to be used instead of the Zeta1TopNode.
Since the use of the temporal dependencies of input spatial patterns is essential characteristic of the HTM, it learns either from natural temporal sequences of images (i.e., movies) or artificially generated movies obtained by applying a smooth set of transformations (e.g., translation, rotation, or zooming) to the given training images. In the NuPIC platform, the special ImageSensor plug-ins called explorers are responsible for generating the artificial temporal sequences out of the static input images.
To describe individual functions of the single HTM node, a simple example of the visual pattern recognition will be introduced. The goal of the HTM network in this example is to learn invariant representations of a set of binary image categories comprising primitive line drawing objects. Fig. 1 shows a way of interfacing the HTM with the given visual world. Each frame (image) of the training sequences is presented to the sensory field ("retina") of size 32 × 32 pixels. The nodes at the level 1 are arranged in an 8 × 8 grid where each node receives input from a 4 × 4 pixel patch of the retina. Such an arrangement of the level 1 nodes covers the whole retina with no overlap between neighboring patches. The effective input area -patch -from which any node receives its input is called field of view or receptive field. At the level 2, each node receives its input from 2 × 2 patch of the child nodes at the level 1 again with no overlap. The single node at the top-most level 3 is connected to all 4 × 4 nodes at the level 2 and so it covers the entire network's input by pooling outputs from all its child nodes.
The depicted HTM network is trained by sequences of images that show each object in various smoothly changing positions within the sensory field of view. At any time, only a single frame of the training movie is presented to the network. It is convenient to consider that each HTM node operates in two distinct stages -learning and inference. During the learning stage, all network layers are being learned in consecutive order from the lower to the higher ones. The network is repeatedly exposed to the training movie until all the nodes at all the levels form their own representations of the input space. Once all the nodes at all the levels of the hierarchy are learned, the whole network can be switched to the inference mode. The task of the HTM network during the inference is to recognize the category of a potentially unseen input pattern. This information can be read at the top of the network hierarchy.
In the following, we describe briefly the algorithms used for learning and inference within the HTM nodes.
Learning in a node
During the learning stage, each node of the network performs the following basic operations:
1. memorization of input patterns, 2. learning transition probabilities, 3. temporal grouping.
Memorization of input patterns
In the first step of the learning process, the node memorizes the representative patterns that were seen in its receptive field. In general, the memorization of spatial patterns which are represented by fragments of individual movie frames can be considered as a vector quantization process of the input data. In the HTM terminology, this process is called the spatial pooling. The detected quantization points (or coincidences) represent the centroids of the pools containing one or more input vector patterns [17] . When the Euclidean distance between the input pattern and the already existing quantization points exceeds the value of the parameter maxDist, a new quantization point is generated. After processing all input patterns, the memorization process is finished and all detected quantization points are stored in the node's internal memory.
The mentioned memorization procedure is usually applied only to the lowest level of the HTM network. In the higher levels, a sort of sparsification of the memorized patterns is usually considered, mainly due to significantly reduced memory demands and presumably better scaling to larger problems. The basic idea of the sparsification is that the memorized coincidence vectors are not stored in their dense form, but rather in a sparse format (i.e., majority of the elements are zeros) which preserves only single maximum belief component per each child node. All other beliefs in each memorized vector are zeroed so they do not occupy any memory. There is a significant difference in the calculation of the distance between dense (non-sparse) and sparse vectors. Authors of the NuPIC have considered measuring the vector distance based on non-sparse elements only, whereas all sparse elements are simply excluded from the calculation. From such a point of view, each memorized coincidence behaves exactly as a vector of the length corresponding to the number of the child nodes. For more details on the sparsification used in the NuPIC, see Numenta discussion forum.
Learning transition probabilities
The ultimate goal of the HTM learning is to generate correct invariant representations of the input world's causes based on the temporal relations contained in the training sequence. To achieve this goal, authors of the HTM model proposed to evaluate a frequency of transition events, i.e., cooccurrences of the memorized coincidences in adjacent time instances [16] . The temporal relations are then described in a form of the firstorder Markov graph where vertices represent the memorized coincidences and links stand for the transitions between coincidences in time. Such a graph structure can be expressed as a square matrix called Time Adjacency Matrix (TAM), where the rows and columns represent coincidences in adjacent time instances and the particular matrix elements contain the frequencies of transitions between them. In each HTM node, an individual TAM characterizing local temporal transitions is constructed and maintained.
As for the TAM construction during the learning phase, a sequence of the input vector patterns generates a sequence of the closest coincidences within each node. When two coincidences appear nearby in time in this sequence, the relevant TAM element is increased until the whole sequence is presented to the network. In the basic configuration, only transitions between immediately preceding coincidences are being increased by the constant value 1. However, sometimes it may be reasonable not to focus only on immediate temporal neighbors, but also to increase transitions between current and few older coincidences. The number of affected coincidences in the past is defined by the parameter transitionMemory. In this case, the increment is not constant but rather ruled by the formula: I t = transitionMemory − t + 1, where t is the time gap between the current and past coincidence. When high values of transitionMemory are being considered, the temporal transitions are smoothed out so that the temporal jitter and repeated states in the input sequence do not produce undesired behavior [17] . Furthermore, it also leads to a higher occupation of the TAM that may result in more stable statistics when the training sequence is short.
Temporal grouping
Once learning of the TAM is finished and numbers of occurrences of each particular transition are recorded, one can construct the so-called normalized Markov graph in which the links represent relative frequencies (i.e., probabilities) of the transitions between individual quantization points.
The last step of the learning process in each HTM node is to analyze the normalized Markov graph with the aim of its partitioning into a set of temporal groups. The goal of this partitioning is to group together coincidences (i.e., vertices of the Markov graph) which highly likely follow one another and so they are likely to share a common cause. To form these groups, the HTM nodes use the well-established Agglomerative Hierarchical Clustering (AHC) method [18] . The AHC algorithm takes a set of patterns and their pair-wise similarities as an input, and produces a tree-like hierarchy of clusters (dendrogram) such that patterns in the same cluster are as similar as possible. The probability of the transition between any two coincidences is used as the similarity measure for the AHC algorithm. Clustering based on a such measure puts patterns that are likely to follow one another into the same branch of the AHC dendrogram. The final coincidence clusters are obtained by cropping the dendrogram at a certain level according to the requested maximum number of the temporal clusters specified separately for each network level by the parameter requestedGroupCount.
In general, the optimal value of this parameter has highly data-and problem-dependent nature, therefore it is considered as one of the most crucial parameters of the HTM model since it may significantly influence the overall performance of the network. On one hand, if the requestedGroupCount takes too small values, the nodes have tendency to overgeneralize the learned information and consequently their performance goes down. On the other hand, if too high values of requestedGroupCount are used, the nodes do not realize a sufficient temporal grouping which leads to an approximation of the simple vector quantization approach.
Inference in a node
A node that has completed its learning phase can be switched to the inference mode. The characteristics of the input to the node during inference are identical to those during the learning. The moving objects are exposed to the network's retina from where the different image fragments are passing to the particular nodes according to their field of view. A node being in the inference mode produces an output vector for every input pattern being seen. This vector indicates the degree of membership of the input pattern in each of its temporal groups. There are two phases of the inference process -the spatial and the temporal inference.
Given the actual input pattern in a vector form, a closeness to every memorized pattern must be calculated in the first step. Typically, most of the input patterns do not perfectly match any of the memorized coincidences. Let d i be the Euclidean distance of the i-th coincidence from the input pattern. The larger is the distance, the smaller should be the match between compared vectors. It can be assumed that the match of the patterns can be expressed as a Gaussian function of their Euclidean distances with zero mean:
where sigma is a parameter of the node. Calculating this quantity for all coincidences, one produces the overall belief vector y = (y 1 , y 2 , . . . , y n ) which is the result of the first phase of the inference in each node. In the second phase, the calculated belief vector y is employed to produce the beliefs that express membership of the actual input pattern to each of the memorized temporal groups. In the NuPIC, this can be performed by two different methods, i.e., sumProp and maxProp, however, in our experiments we have considered only the latter one. The maxProp approach basically associates each temporal group with the maximum belief among all coincidences connected to that particular temporal group. The resulting belief vector, where each element stands for a single temporal group, represents the node's output given the actual input pattern.
The training of the HTM network is performed gradually layer-by-layer from the bottom up to the top. Once the learning process is finished at some level, all HTM nodes at this level are switched from the learning to the inference mode, thus the learning can continue at the next level. When learning is started at some level, the HTM network must process all training sequences again and each frame must be passed through all the previously trained layers until the information (i.e., generated belief vectors) reaches the nodes that are currently learned. The whole training process is finished only when the top-level of the network is successfully trained.
TRAINING SEQUENCE GENERATION

Static image sweeping
The ImageSensor is a NuPIC sensor node which reads data from image files and passes them to the nodes at the first level of the network [19] . In the NuPIC 1.7.1, the ImageSensor can load binary or gray-level images. It can also load color images, but they are treated the same way as the gray-level images. Besides the technical matters, a key capability of the ImageSensor is the ability to generate smoothly-varying patterns forming "virtual" temporal sequences out of the static input images. According to these sequences, the nodes should be able to group together patterns that occur nearby in time, which means, the patterns likely containing similar geometrical structures.
It is the explorer plug-ins that generate the temporal sequences within the ImageSensor object. They are responsible for "exploring" the input space of possible images accomplishing the following two main goals:
• efficiently select patterns that need to be presented to the network, out of a large number of potential input patterns. In a large training set, there can be far more images than needed for successful training of invariant representations;
• generate smooth temporal sequences for learning the temporal transitions. Note that only some explorers generate smooth temporal sequences that are suitable for training the HTM networks.
In the NuPIC, a conventional approach to the construction of the training sequence out of static images, which focuses only on the latter goal, is called ExhaustiveSweep explorer. This explorer performs an exhaustive raster scan through all possible translations of the given static image within the network's retina. An original image is gradually shifted line-byline horizontally and vertically with constant one pixel step. The sequences generated this way are rather long and therefore imply highly memory and time demanding training process and also large trained HTM networks. On the other hand, the networks trained on such sequences are able to learn correct invariances even on very small number of training examples. The ExhaustiveSweep explorer builds mostly positional invariances, however, it does not explicitly strive for any rotational or scale invariance. Nonetheless, if the network is trained using this explorer, it still exhibits some robustness against these transformations too. For more detailed analysis of learning invariances in the HTM model, see [16] .
When classification methods are benchmarked on strictly defined training and testing sets of examples, one could raise an objection against the ExhaustiveSweep explorer that it basically blows up the training set while every training pattern is presented to the network several times in various translated positions. In can be expected that if other classification methods got the same expanded training set (i.e., the basic patterns accompanied by all their translations), they would also exhibit improved performance. Therefore, in the context of correct benchmarking methodology, we were obliged to introduce an alternative method for construction of the training temporal sequence consisting of only original training images.
Training set ordering
The structure of the digit patterns in the USPS database, i.e., quite rich classes of the individual digits, enables to consider an alternative approach to the generation of the virtual temporal sequences. This approach can save memory and computational time significantly without negative influence on the performance of the HTM model. The method consists in ordering the training images, separately in each of the digit classes, that exploits their mutual spatial similarities. The natural attribute of the appropriate ordering is that similar patterns (with respect to some distance measure, e.g., L 2 metric) appear nearby in the sequence while dissimilar ones should be as distant as possible. Given rich enough set of the static images and satisfying this condition, we can produce a reasonably smooth image sequence. Such a generated sequence can be considered as a virtual temporal sequence, even if there are no inherent temporal relations between any of the used images.
In our experiments, we considered the ordering based on the traditional L 2 metric. Note that this metric completely ignore 2-dimensional nature of the visual information and therefore it is not the best choice for this task. Finding the optimal ordering of a finite set of the static images that minimizes the total sum of distances between all adjacent images can be understood as the well-known Travelling Salesman Problem (TSP). The problematic point about TSP is that, since it belongs to the NP-complete complexity class, there exists no deterministic algorithm for solving this problem in less than exponential time (i.e., algorithm equivalent to the checking of all possible permutations). However, there is a great deal of heuristic algorithms which are capable of finding satisfactory semi-optimal solutions in a reasonable time.
We have considered the following two possibilities of how to accomplish semi-optimal ordering:
• greedy approach,
• genetic algorithm approach.
Greedy approach
The greedy approach is typical for its strictly local decisions that minimize cost of each particular step, assuming that the sum of all such decisions will lead to the small total cost. Of course, this concept is not generally true, however, in our experiments, it proved to be quite efficient.
For each pattern class, the algorithm begins with finding the nearest pattern to the class mean and, in every consecutive step, the process continues by finding the closest pattern (in L 2 sense) to the previous one. The result of such an algorithm should be a piecewise smooth sequence of the digits with occasional "jumps", mostly at transitions between the digit classes.
Results of the greedy method applied to the USPS database of the hand-written digits are described in details in Section 5.1.
Genetic algorithm approach
The Genetic Algorithms (GA) are a stochastic search technique that guides a population of solutions using the principles of evolution and natural genetics [20] . Such approaches are often used for solving difficult optimization problems that do not have known analytical solutions, such as TSP. In general, given large enough number and size of the populations, the GA have potential to converge quite close to the global solution, however, in many practical situations, achieving the convergence may be too slow.
Preliminary experiments with the GA used for finding the optimal ordering of the USPS hand-written digits showed that the semi-optimal solutions found by GA are hardly as good as the solution found by the greedy algorithm. When the greedy solution was used for initialization of GA, just a slightly better solution could be achieved only after a vast number of iterations. Due to these two reasons, we did not consider the GA approach in our further analysis.
USPS DATABASE OF HAND-WRITTEN DIGITS
The problems of optimum architecture design of the novel HTM network are connected to particular application problems. For the research in the area of applications of the HTM model to the visual pattern recognition we chose a task of the hand-written digit recognition that could serve as a suitable starting point for more complex PR problems. The important advantage of selecting such a PR task was that a great number of benchmarks have been performed for different classification methods applied to this problem. For the purpose of testing the performance of HTM applied to this problem, we have decided on the standard USPS (U.S. Post Service) database of hand-written digits collected by CEDAR, Buffalo [21] . Existence of this image database, as well as other databases in different domains, confirms the overall popularity of benchmark testing among the communities of machine learning and optical character recognition. Unfortunately, the experience with this database, as reported in some publications [22, 23] , as well as our own experience showed that the generation of this frequently referred database suffers from several drawbacks (e.g., errors in digit class labeling, inclusion of confusing samples into the training and testing sets). Therefore we decided to analyze the data included in this database in a more details.
Basic description of the USPS database
We start with the basic description of the USPS database, as it has been stated in the literature. The hand-written ZIPcodes containing digits from "0" to "9" were scanned from envelopes at the resolution of 300 pixels per inch [21, 24] . The acquired gray-level images were afterward converted to binary (bi-tonal) format by application of a thresholding algorithm. Later on, LeCun's research group [25] performed conversion from the binary format back to the 256 gray-level format achieved by resampling all digits into the normalized dimensions of 16 × 16 pixels and applying a linear transformation in order to center the patterns within the given bounding box. Intensity values of the resulting gray-level images were normalized (i.e., scaled and translated) to fall within the range −1, 1 . Few examples of the resulting digit images are shown in Fig. 2 . The final database contains 9298 digits (each of 16 × 16 pixels) which are divided into two non-overlapping groups: 7291 (78.4%) digits for training and 2007 (21.6%) digits for testing. Exact digit quantities in each particular digit class are shown in the left part of Tab. 1. The USPS database can be found, e.g., at the following website: http://www.cenparmi.concordia.ca/∼jdong/HeroSvm/data.zip.
Labeling errors and severely distorted digits
The first question on the quality of the USPS database was whether all the digits in the training and testing sets are properly labeled and whether these sets contain only symbols uniquely recognizable by humans. To answer this question we have scrupulously analyzed both sets and discovered several discrepancies. In the training set the digits with the following indices have been found as symbols which cannot be recognized as written digits or having undoubtedly incorrect labels: #431 (labeled as the digit "2"), #2466 (as "5"), #5146 (as "8"), #5297 (as "4"), #6761 (as "5"). In the testing set, the following either severely distorted or falsely labeled digits have been found: #528, #995, and #1007 (labeled as the digit "0"), #234 (as "1"), #915 (as "2"), #1358, and #1432 Test set vs train set permutation diff. test Class P-value Conf. int. "0" 0.026 0.023 -0.030 "1" 0.000 0.000 -0.001 "2" 0.076 0.071 -0.081 "3" 0.047 0.043 -0.051 "4" 0.047 0.043 -0.051 "5" 0.000 0.000 -0.001 "6" 0.157 0.150 -0.164 "7" 0.012 0.010 -0.014 "8" 0.008 0.007 -0.010 "9" 0.510 0.500 -0.520 (as "3"), #266, and #971 (as "4"), #562, #994, and #1978 (as "5"), #1529 (as "7"), #199 as "8"). The incorrect digits contained in the training set could be removed from this set without violating the equal conditions for benchmark evaluation of the recognition results. However, to ensure a fair comparison of the HTM performance to the performance of other benchmarked classifiers, the removal of any, even falsely labeled, symbols from the testing set is not permissible.
Distributions of the digit classes, differences between the training and testing sets, noise
Another interesting question concerns a mutual separation of the individual digit classes in the vector space (of dimension 16 × 16 = 256) generated by the intensity values of the image pixels. The visualization of such a separation can be demonstrated by means of the PCA method. In the main plot in Fig. 3 , one can see the distribution of all the digit classes (including both training and testing data sets) projected onto the first two largest PCA components. The mean values of the digit classes are clearly separated which means that the classifiers applied to the USPS database may benefit from the so-called pixel overlap information (the class can be assessed from its average sample). On the other hand, some of the digit populations are highly overlapped, and so the classification in particular cases may be very difficult. When one deals with such overlapped data, it is very important that the training set describes a manifold associated with a specific digit class in sufficient details. If the training set were less informative and descriptive than the testing set (i.e., the testing set would contain principally new patterns), a low classification accuracy should be expected in that particular digit class. Our next question has been focused on verification of the hypothesis that the USPS training and testing sets were randomly chosen from a common distribution of digits, despite the fact that this statement was explicitly claimed in the literature [24] . We were particularly interested in discovering the case where not all objects in the testing set have corresponding representatives (i.e., digits of similar spatial characteristics) in the training set. We have decided to verify this assumption by the permutation test method described in [26] . The permutation test of the null hypothesis (H 0 ) that the distributions that generated two populations A and B are actually the same distributions is based on the so-called randomization distribution constructed by calculating some characteristic function (test statistic) for all possible random divisions of A ∪ B into the sets A and B of the the same cardinality as the original sets A and B. The p-value and its confidence interval can be then estimated by fitting the binomial distribution into the sequence of successes and failures derived from the simulated randomization distribution compared to the test statistic of the sets A and B. The more samples from the randomization distribution lie below the test statistic of A and B, the higher p-value is obtained, and vice versa. Of course, if the sets A and B contain more than just few samples, it is not computationally feasible to evaluate all possible combinations of the sets A and B . Therefore a simulation approach is usually considered for estimating the randomization distribution.
In the case of testing equality of distributions of the USPS training and testing sets, we have proposed a test statistic which is focused on the presence of outliers within the testing set with respect to the training set. The test statistic evaluates the following ratio:
where A and B are the evaluated data sets and V BB ( ) estimates the volume of a tightest box covering the data (bounding boxes). The rationale behind this statistic is as follows: if the testing set contains any samples that are not within the range of the training set, the test statistic will likely receive a value close to 0. On the other hand, when the whole testing set lies within the range of the training set, the test statistics value approaches 1. To assure that the bounding boxes follow basic orientation of the data and have nonzero volumes, prior to the test, the data have been projected onto the largest PCA components that altogether cover 99% of the original data variance. By this operation, all insignificant PCA components (i.e., the components with very small or zero eigenvalues) were eliminated. The permutation test was carried out for each digit class separately performing 10000 random simulations. Only after this number of simulations a sufficient convergence of the p-value has been achieved. The results of the permutation test are shown in the right part of Tab. 1. One can see that the test proved significant differences (p-value ≤ 0.05) between the training and testing sets in 7 from 10 digit classes ("0", "1", "3", "4", "5", "7", "8"). Only 3 digit classes ("2", "6", "9") seem to be generated by the genuine random process. In all other cases the generation process was either not random or the random selection was very improbable. Therefore one should expect the most classification errors exactly in these classes due to the expected insufficiency of the training set.
As will be clarified later, the nature of noise in the USPS data, has considerable influence on the design of the optimization procedure of the basic HTM network parameter maxDist that controls the generation of quantization centers in each node of the first network level. Given the information on the USPS digit acquisition and post-processing procedures, we can assume that the quantization noise occurring in this process may manifest itself only on the digit boundaries and introduces only insignificant changes into the final recognition operation. We think that the only stochastic component, which may be considered as noise, is generated by the interindividual differences in writing the digits among the people whose envelopes have been processed by the U.S. Post Service. Since in our task this influence is significant, it should be reflected in the search of an optimum value of the maxDist parameter.
APPLICATION OF HTM TO THE USPS CLASSIFICATION PROBLEM
USPS training sequence
As described in Section 2, the HTM networks must be trained on the temporal sequences. When a native temporal sequence is not available for certain problem domain, one must generate a virtual temporal sequence out of the available data. Two alternative methods for generating virtual temporal sequences are discussed in Section 3.
In this study we have decided to use the greedy approach for generating the training sequence out of the static images. The obtained sequence consists of 7286 frames (images of digits), since 5 digits were excluded due to the presence of labeling errors or severe distortions. Within the sequence, the digit classes are ordered lexicographically from "0" to "9". The evolution of certain characteristics, such as the L 2 distance between any two consecutive images, the distance from the class or global means, are shown in Fig. 4 . It can be seen that within each digit class there is a general upward tendency of the distances between any two neighboring images while the biggest difference is always reached when switching from one class to another. A similar behavior can be observed in the evolution of the distances from the individual class means. However, quite a different picture is generated by the distances from the global mean where no upward trend but the clear oscillations are visible in certain intervals of the sequence. These clues altogether suggest that for each digit class the sequence is likely traversing the data manifold along gradually expanding hyper-spheres with the identical center in the class mean.
Suitable HTM network architectures
One of the most important attributes of the HTM model addressed in this paper is the network architecture and its suit- ability for the USPS classification problem. As already mentioned, we have restricted ourselves to the single-level HTM networks in order to study in more details effects of two substantial parameters of the architecture: the patch size and the overlap. The patch size defines the extent of an effective node's input area, while the overlap parameter defines how big is the overlap between patches of two neighboring nodes at a certain level. One can understand the overlap also as a parameter that controls the spatial resolution of each HTM layer. These concepts are graphically demonstrated in Fig. 5 . It can be seen that, in case of the single-layer HTM networks, there are only four dependent parameters which define the whole network architecture: retina size (retina), patch size (patch), overlap, and grid size (grid). Hereinafter, we introduce the following unified code expressing any single-level HTM architecture: retina_patch_overlap_grid (e.g., "28_8_6_11" stands for the network with the retina of 28 × 28 pixels, the patch of 8 × 8 pixels, the overlap of 6, 6 pixels, and finally the grid size of 11 × 11 nodes).
Assuming that the crucial information contributing to a successful classification may appear in any position of an input image (area of 16 × 16 pixels), the prerequisite of a successful architecture is that it utilizes information from all image pixels homogeneously. In all single-level HTM architectures studied in this paper, Zeta1TopNode exploits homogeneously all the nodes at the first HTM level, i.e., the nodes at the first level have exactly the same influence on the total network's
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One belief per class Grid 11x11 output. However, when the nonzero overlaps are being considered, the output of the first network level as a whole may prefer some of the retinal pixels. According to the various overlap schemes one can differentiate between four different modes of the pixel information usage which are illustrated in Fig. 6 . From all these cases, only two overlap schemes produce a compact homogeneous area:
• no overlap produces the homogeneous usage of all retinal pixels,
• some large overlaps generate the inhomogeneous border effect, which however preserves a homogeneous zone in the center of the retina. We assume that only these two modes may become the basis for a successful HTM network architecture. The first nonoverlapped case of the network architecture can be applied directly. In the second case with the border effect, for achieving the homogeneous coverage of at least the area of an input image (16 × 16 pixels), we need to pad the retina by zero-valued dummy pixels. For the given application it is reasonable to assume maximum patch size of 8 × 8 pixels (a quarter of an input image). To obtain at least some reduction in the network hierarchy, the maximum size of the node's grid is limited to 16 × 16 nodes. These two assumptions yield only 19 architectures that cover homogeneously the central 16 × 16 pixel area of the retina (see Fig. 7 and Tab. 2). Only these architectures will further be explored.
Estimation of the optimal values of the parameter maxDist
As described in Section 2.1, the parameter maxDist serves for specification of the maximum distance between the closest coincidences created by the vector quantization process during the node's learning. It is known fact that the optimum vector quantization, i.e., classification of M training vectors into N clusters under two optimality conditions ((i) the nearest neighbor condition, and (ii) the centroid condition), is the NP-hard problem. It means that there is no algorithm leading to the globally optimal solution in the polynomial time. However, the HTM vector quantization procedure, as proposed by Numenta, produces a set of coincidences (a codebook) in the polynomial time. Depending on the choice of maxDist, various kinds of codebooks can be obtained -from small to large, from underspecified to overspecified ones. The detected coincidences are distributed regularly over the whole extent of the data, no matter how are they distributed in the particular regions. In other words, the HTM spatial pooling procedure ignores the density of the input data, while the only exploited property is the data extent. It is clear that such a method of the codebook generation typically produces highly non-optimal solutions. In the following, we propose a method for estimating the optimum maxDist values that produce the most optimal codebook given the HTM vector quantization procedure. Preserving a sufficient quantization resolution in the crucial dense regions of the data is the essential part of successful training. Too few quantization points lead to the low-specific temporal grouping that may seriously affect the total recognition accuracy. On the other hand, too many quantization points usually result, besides the large memory demands, in too specific temporal grouping that also leads to poor recognition performance. To avoid these undesirable effects, it is very important to assess the optimum maxDist value for the given training data. Instead of laborious experimentation, we propose to base the optimization procedure on characterization of the data structure via the method inspired by principles used in fractal theory.
First, the USPS database admits deviations between individual participating writers that is reflected in random differences among digitized hand-written numerals within each class (see Section 4.3). Then, a natural requirement to the quantization process is to find such a value of the parameter maxDist that ensures the generation of the coincidences representing the macroscopic structure of the data in maximum details, while maximally ignoring the low-amplitude noisy component.
Second, the number of detected coincidences during the HTM learning corresponds approximately to the number of hyperspheres of the diameter maxDist which cover the entire training data. Performing multiple runs of the spatial pooling for various maxDist values, it is possible to examine the functional relationship between maxDist and the number of detected coincidences.
Third, all hand-written digits contained in the USPS database form a vector cloud embedded in a 256-dimensional space that is bounded by the hypercube of all possible images of the given size (16 × 16). Based on the PCA results, shown in Fig. 3 (a good separation of digit classes has been achieved already in a projection into two main PCA components), it can be assumed that the digit cloud is rather a low-dimensional manifold which does not fill in the whole 256-dimensional hypercube. Using such an interpretation of our input data, it is appropriate to identify the optimum maxDist value with the scale at which the useful data and the noisy component are structurally most differentiated. In fractal theory, there are methods for estimating various kinds of fractal dimensions of low-dimensional manifolds embedded into high-dimensional spaces. One such method is the box counting method for assessing the Minkowski-Bouligand dimension [27] :
where ε is the box scale and N (ε) is the count of boxes that cover the data set at the given scale. It can be shown that the uniformly sampled solid manifold produces the power-law decay of the box count with respect to the scale. The exponent of the power law is related to the manifold dimension. Note that the power-law function plotted in the log-log scale turns into the linear function with the slope identical to the power-law exponent. When the manifold is either sampled randomly or some low-dimensional noise is present in the data (e.g., differences between individual handwriting types), the power-law decay is being eased at the small scales. The turning point, at which the observed decay starts to have a tendency to follow the power law, represents the optimum scale at which the noise already declines in its influence, while the macroscopic structure of the data is not yet significantly affected. Because there is a close analogy between the spatial pooling procedure used in HTM and the box counting method, we propose to apply this methodological approach to the USPS data, interpreted as the lowdimensional manifold, and to set the optimum value of the parameter maxDist near to the mentioned turning point.
Since each HTM node at the first level receives its input from a different region of the retina, various nodes may detect various sets of coincidences for the same maxDist value. In order to arrive at the common optimum of the parameter maxDist, we have considered the mean numbers of coincidences over all nodes instead of analyzing all the nodes individually. For all considered network architectures, the mean numbers of coincidences were evaluated for 50 different maxDist values ranging from the minimum to the maximum pairwise distances present in the data. Typically, the number of detected coincidences decrease very slowly at the small scales but it falls much faster at the large scales. For determining position of the turning point we have proposed a method that models the decay by two tangent lines in the log-log scale. The first tangent approximates the function at the very small scales, whereas the other tangent approximates the function in the steepest linear part (i.e., the part which follows the power law). This linear part is usually used as the scaling interval for estimating D b . The point of intersection of these two tangent lines provide us with an estimate of the turning point that is directly identified with the optimal maxDist value. An example of the turning point estimation is shown in Fig. 8 .
As the proposed method for estimation of the optimal maxDist value uses several approximations, there is a possibility of missing the true maxDist optimum. To reduce such a possibility, we have conducted all our experiments with respect to the following three maxDist setups:
• Low setup -the estimated value reduced by 20%,
• Medium setup -the actual estimated maxDist value,
• High setup -the estimated value increased by 20%.
All the considered maxDist values for all the network architectures are summarized in Tab. 2. 
Estimation of the optimal values of the parameter sigma
Assume that we have already performed a successful vector quantization in all the nodes using the optimal maxDist value estimated by the method explained in the previous section. During the inference, for calculation of the belief in a particular coincidence given the inferred pattern, the Gaussian inference function (1) is employed. This function is controlled by the only parameter sigma. Depending on the choice of sigma, one may achieve various inference regimes which may result in a very different classification performance. The small sigma values cause that high beliefs are assigned only to the coincidences which are very close to the inferred pattern. On the contrary, when too large sigma values are used, all the coincidences receive high belief values regardless of their distance from the inferred pattern.
For the purposes of this study, it is reasonable to derive the sigma values from the data and the actual set of coincidences memorized within each node. It can be seen that the Gaussian inference function is a monotonically decreasing function that transforms each distance value from the interval 0, ∞) into the belief from the interval (0, 1 . The main task of the Gaussian inference in the HTM model is to appropriately cover gaps between the coincidences to reach a desired generalization behavior.
Let us now focus on a particular coincidence stored within any HTM node. When all unique training patterns are compared with the given coincidence, a set of distances is generated which can be interpreted as a random sample from the distribution of distances associated with this coincidence. By application of the Gaussian inference function, the unbounded distribution of the distances is transformed into the bounded belief distribution. Regardless of character of the distance distribution, we have no particular reason for preferring any specific subrange of the potential belief values. Therefore, our goal in obtaining the optimal sigma value is to transform the distance distribution into the interval (0, 1 , so that it covers the whole interval as uniformly as possible. This task can be formulated by means of the entropy measure defined for a discrete distribution [28] :
where X is a discrete random variable and p ( ) is its probability mass function. Then, the optimal sigma value can be found by maximization of the entropy H of the belief distribution p (x) with respect to the parameter sigma.
To be able to calculate the entropy according to the above discrete formula, it is necessary to discretize the belief distribution. Without loss of generality we can use a division of the interval (0, 1 into only two equal bins: B 1 = (0, 1 /2 and B 2 = ( 1 /2, 1 . In such a scheme, any distribution with an equal 50% / 50% occupation of the both bins possesses the maximum entropy. This claim is equivalent with the condition for a distribution to have the median value equal to 1 /2.
An important consequence of the monotonicity of the Gaussian function is that the median of the distance population is always mapped onto the median of the belief population. Based on this property, for maximization of the entropy of the belief distribution within the two-bin discretization scheme, we just need to find such a sigma that maps the distance median onto the belief equal to 1 /2. For each coincidence, this operation can be expressed by means of the Gaussian inference function:
where D is the distance distribution obtained for this coincidence. Finally, the optimum sigma opt is given as follows:
When all the sigma opt values are calculated for all the coincidences within each individual node, we can proceed towards the estimation of the sigma optima characterizing each node as a whole. Finally, based on these node's sigma values, it is necessary to calculate a global sigma optimum valid for all the nodes at the given network level. Since no assumption can be made about the distributions of the coincidences and the data observed by any particular node, for calculation of the node's optimum, we use the median rather than the mean of the sigma opt values within the node. The global optimum sigma value is then calculated as the weighted average of the node's optima. Due to the presence of repeated blank patterns in some nodes (originating mainly from the zero-padded borders of the retina), the weight of each node's sigma opt was derived from the number of unique patterns observed by each Table 3 : Other relevant parameters of the NuPIC platform which were considered in all reported HTM network configurations.
As these nodes receive a lower number of relevant training patterns, their outputs is adequately penalized in the ultimate sigma opt estimation. All the sigma opt values calculated by the proposed method for all the network architectures, as well as for three maxDist setups, are shown in Tab. 2.
Search for the optimal values of the parameters transitionMemory and requestedGroupCount
Unlike both preceding cases, the parameters transitionMemory and requestedGroupCount concern the temporal learning that is the crucial part of the HTM model. For estimation of the optimal values of these parameters, we decided to perform a systematic search through the reasonable ranges of parameter values. This approach allowed us to draw interesting conclusions about the nature of the HTM temporal learning.
Since the HTM network learning process is, in general, computationally highly demanding job, we have restricted ourselves to a search through 4 fixed values of transitionMemory (i.e., {1, 4, 16, 64}) and 12 fixed values of requestedGroupCount (i.e., {2, 5, 10, 22, 46, 100, 215, 464, 1000, 2154, 4642, 10000}). All the parameter combinations have been investigated with respect to each of 19 considered network architectures, and for all three setups of the parameters maxDist and sigma (see Tab. 2). Altogether, we have analyzed 4 × 12 × 19 × 3 = 2736 different network configurations.
Other relevant parameters of the NuPIC platform
For the completeness, we also provide the values of the remaining NuPIC parameters which are relevant to the reported classification problem (see Tab. 3). For detailed description of the stated parameters, see [17] .
RESULTS
In Section 5 we have described our main theoretical contributions to the estimation of the optimal controlling parameters of the single-level HTM network applied to the recognition of the USPS hand-written digits. The search for actual values of these parameters required an extensive set of computer experiments. In this section we provide the reader with the comprehensive description of the achieved classification accuracy values for the cases explored in our experiments, with the comments on the influences of the individual parameters on the achieved accuracy.
Performance of individual HTM network architectures
For all 19 considered HTM architectures described in Section 5.2, we have carried out extensive computer experiments for many combinations of the parameter values. We have calculated the maximum classification accuracy (MCA) obtained for each architecture separately and collected also the 95-th percentile over all accuracy values obtained for the given architecture. In Fig. 9 , the MCA values are plotted in increasing order, whereas the 95-th accuracy percentiles are represented by the lower bounds of the arrow-marked intervals. From this plot it is apparent that the architectures can be divided into two clear groups: (i) the group of architectures which use zero overlap of the node patches, and (ii) the group in which the overlaps with various sizes are used. The former architectures exhibit lower MCA values, while significantly higher MCA values were achieved for the latter ones. The architecture 16_2_0_8 with the minimum patch and having zero overlap is the second worst case, while the architecture 28_8_6_11 with the maximum patch as well as overlap is the best one. Note that the architecture 28_8_6_11 has also a narrow interval of values greater than 95-th percentile, which means that it is quite robust against inaccurately chosen values of the HTM parameters.
Influence of the maxDist and sigma parameters on the classification performance
In our experiments we also intended to analyze the influence of the parameters maxDist and sigma on the classification performance. Based on the technique, we developed in Sections 5.3 and 5.4, the computer experiments have been carried out in the three setup modes: low setup, medium setup, and high setup. As the optimum values of the parameter sigma are calculated in relation to the previously found values of the parameter maxDist, in all three setups, the optimum values of these parameters are coupled. From Fig.10a it is clear that the most of architectures reach their MCA for the low setup which corresponds to the 20% underestimation of the estimated medium maxDist value. Interestingly, this trend is equally present in both groups of the architectures without and with overlaps. : Maximum classification accuracy obtained for each considered HTM network architecture when the most appropriate parameter values were used. Arrow-marked intervals represent the 5% range of the most successful network configurations (i.e., the upper value is the maximum accuracy while the lower value is the 95-th percentile of all obtained accuracies for the given architecture). The narrower is the range, the more stable is the network architecture or, in other words, the less sensitive is the network to the choice of optimal parameters. Numbers above the arrows stand for the architecture indices when ordered according to the achieved maximum accuracy. Numbers below the arrows stand for the indices of the ordering according to the 95-th accuracy percentile.
Influence of the transitionMemory parameter on the classification performance
The optimization of the further two parameters, namely parameter transitionMemory and requestedGroupCount, has been performed as a systematic search through reasonable ranges of their values. In case of the parameter transitionMemory we have chosen four representative values (see Section 5.5). We have observed the following trends in the results (see Fig.10b ). First, in the less successful architectures with zero overlap the higher MCA values have been achieved in majority of cases (7 of 11) for the lower values of the transitionMemory (≤ 4). Second, for more successful architectures with various overlaps, the trend is quite opposite. The most of architectures (5 of 8) achieved the maximum MCA for higher values of the transitionMemory (≥ 16). This finding indicates that these architectures are capable to better utilize the temporal information contained in data.
Influence of the requestedGroupCount parameter on the classification performance
This section is devoted to the most important property of the HTM model -the temporal grouping. In Fig. 11a we show the plots of MCA vs requestedGroupCount (the irrelevant parts are cut out) which express the best achieved performance (MCA) given the specific value of the parameter requestedGroupCount. In this picture a separation of the network architectures into two sets showing different characteristic behavior is apparent.
The architectures within the first set contain the networks without overlap and exhibit lower MCA values for most values of the requestedGroupCount parameter. Furthermore, these architectures are also distinguished by achieving highest MCA values for much higher requestedGroupCount values in comparison with the other group of architectures. This means that there is usually only an insignificant difference between the number of temporal groups and the number of spatial coincidences what is also reflected by low temporal reduction factor (see Fig. 11b and Tab. 4). In other words, the performance of such HTM network architectures is comparable with the performance of a simple vector quantization approach.
The architectures contained in the second characteristic set achieve best results for small values of the requestedGroupCount. It should be noted that in this case, the difference between the MCA maxima and the values corresponding to the right tails of curves (expressing the performance of a simple vector quantization approach), is much more expressed. Consequently, these architectures can significantly benefit from the temporal information in the training sequence. This indicates that the strong point of HTM can fully be demonstrated exactly by these architectures.
Another finding based on the inspection of Fig. 11b is, that three most successful architectures posses also a significant temporal reduction factor, while it is small and almost constant for all remaining architectures explored. This knowledge suggests a potential diagnostic tool for testing a suitability of the given HTM architecture. If the given architecture would reach the best results without a sufficient temporal re- Table 4 : All considered HTM network architectures ordered with respect to the obtained maximum classification accuracy. The columns "input patterns", "spatial coincidences" and "temporal groups" summarize the mean numbers of the unique patterns, the detected coincidences and the temporal groups within the nodes of the particular HTM architecture, respectively. The gray rows stand for three most successful architectures which are also distinguished by high values of the temporal reduction factor ( B /C). duction, it would be justified to consider this architecture as non-optimal.
Overall the best HTM network configuration
Using the best HTM network architecture 28_8_6_11, which resulted from the above described basic parameter optimization procedure, we have performed an additional smooth tuning with slightly modified parameter values. For the following values of the HTM controlling parameters: maxDist = 312.73, sigma = 1247.80, TransitionMemory = 64, RequestedGroupCount = 11, we have reached the highest overall classification accuracy of 96.36%. In Tab. 5 we present the ultimate classification confusion matrix for 10 hand-written digit classes from the USPS testing set, classified by the best HTM network architecture, using the mentioned parameter values. The highest classification accuracy (99.44%) has been achieved for the digit "9", and the lowest one (93.37%) for the digit "3". Eventually, we were interested in a comparison of the performance of the best HTM network configuration in relation to the digits which we declared as "unidentifiable" (erroneous labeling or too distorted shape) in Section 4.2. In Fig. 12 we display all the symbols which have been misclassified by the best HTM network. Note that 13 of 14 "unidentifiable" digits (marked by the crossed squares) are present in the set of HTM misclassified symbols. Despite the presence of substantial distortions, the testing digit #266 ("4") has been correctly classified. Table 5 : The classification confusion matrix of 10 digit classes for the best HTM network configuration 28_8_6_11.
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True group group "0" "1" "2" "3" "4" "5" "6" "7" "8" 
CONCLUSIONS
The focus of this paper is in a systematic exploration of possibilities how to optimize several important controlling parameters of the Hierarchical Temporal Memory network when applied to a problem of visual pattern recognition. This model, as outlined in Section 2, represents a biologically inspired memory-prediction network model that takes advantage of the Bayesian belief propagation and revision techniques. As any optimization of the HTM parameters has to be inevitably tailored to the data being processed, the first task was to select suitable data. We decided for the well-known USPS database of hand-written digits which serves as a suitable starting point for applying the HTM to more complex PR problems in the future. The important advantage of selecting the USPS database was that a great number of benchmarks were performed for different classification methods. In spite of this advantage, several recent papers reported on some defects occurred in the generation of this data set. Therefore in Section 4.3 we have analyzed in details the distributions of individual digit classes and differences between the given training and testing subsets of the whole database. The results of the permutation test, based on the so-called randomization distribution, showed significant differences (p-value ≤ 0.05; see the right part of Tab. 1) between the training and testing sets in 7 from 10 digit classes. This means that the generation process was either not random or the current random selection is highly improbable. We think that the PR community which still uses the USPS database should be aware of these findings and may initiate a generation of statistically more reliable data. Furthermore, we have found 5 undoubtedly incorrectly labeled digits in the training set, and 14 severely distorted or falsely labeled digits in the testing set. We have removed defective digits from the training set, however, for preserving equivalent benchmark conditions, we retained the defective digits in the testing set. Only for a demonstration of the influence of these defect digits on the recognition accuracy, we have removed them from the testing set and performed tests with the best found HTM configuration. For any implementation of the HTM network the design of The crossed digits belong to the set that has been suggested for removal from the USPS testing set due to the presence of labeling errors or severe distortions (see Section 4.2). The denotation x → y stands for misclassification of the true digit x as the digit y.
a module responsible for forming virtual temporal sequences for the static training data is important. There are several such modules, called explorers, implemented in the NuPIC platform by Numenta. Basically, all these modules generate smooth temporal sequences suitable for learning, thereby blow up the training set, because every training pattern varied and presented to the network in several versions. However, such an expansion of the training set turned out unacceptable regarding the correct benchmarking of the HTM model. Therefore, we have proposed an alternative method for construction of the training sequence consisting of only original training images. The method is based on a greedy algorithm which orders the digits within each class according to their mutual distances (in L 2 metric). Such an ordered sequence of images is then considered as a virtual temporal sequence suitable for training the HTM network. The proposed approach has no negative influence on the HTM performance in this particular application, but it saves memory and computational time significantly. Each level of any HTM architecture is fully determined by three parameters -patch size, overlap, and retina size. The patch size determines the extent of the node's field of view. The overlap parameter controls how significant is an overlap between patches of any two neighboring nodes. The retina size specifies the size of an input image and defines the possible ranges of the previous two parameters. However, their particular values which would be optimal for the given PR task, are variable and not a priory known. The additional parameter of the HTM architecture is the grid size which is dependent on the previous three parameters. It turned out that a deeper study of the influence of the patch size and overlap values on the network performance, needs to restrict our research only to the single-level HTM networks.
In the paper we have introduced a novel view of relation between the first two parameters of the HTM architecture (the patch size and the overlap). Given the retina size, instead of considering all possible overlaps for all possible patch sizes, we set the methodological requirement for a reasonable combination of the patch and overlap values that is given by the homogeneous usage of a certain central part of the retina. This requirement is anchored in observations that the arbitrary value of the overlap for the given patch size may result in preferring some of the retinal pixels in construction of the output of the first network level. To avoid such undesirable behavior, 19 admissible architectures have been selected for the USPS classification task. In Fig. 7 the results of the pixel coverage simulation for all 19 architectures are demonstrated which correspond to such patch sizes and overlaps which guarantee the homogeneous usage of at least the central area containing the original digit images (16×16 pixels). Only these architectures have been included in the further analysis.
At each HTM level, for controlling the node's learning and inference processes, the following four parameters are used: maxDist, sigma, transitionMemory, and requestedGroupCount. In the existing works on various HTM applications, the search for the optimum values of all these parameters is left solely on the user's computer experimentation. However, this job is feasible only under strong constraints on parameter working spaces, thus enabling to reach only their suboptimal solutions.
The experiments with the HTM using empirically found "optimum" values of the parameter maxDist revealed that the spatial pooling procedure tends to ignore the density of the input data, thereby inevitably leads to highly non-optimal recognition rates. In the paper a novel method for estimation of the parameter maxDist is proposed that is based on some principles used in fractal theory. We have analyzed properties of the data clouds (representing digit fragments) in highdimensional spaces, interpreted as low-dimensional manifolds, by the approach similar to the box counting method (see Section 5.3). We have developed a procedure for estimating the turning point position of the power-low decay of the scaling function (i.e., mean number of detected coincidences vs maxDist) in the log-log scale (see Fig. 8 ). A common maxDist optimum for all nodes in the given level is calculated by averaging the coincidence numbers over all nodes. The obtained values of the maxDist optimum are summarized in Tab. 2.
For the inference, applied to a pattern presented to the already learned level of the HTM network, the belief values are calculated using the Gaussian function (1) with the only con-trolling parameter sigma. The main task of the Gaussian inference is to appropriately cover gaps between the coincidences memorized in the node. The optimum value of this parameter should guarantee a desired generalization and it is closely related to the distribution of the distances between the fixed set of coincidences and all possible input patterns for the given node. Therefore we were interested in investigation of the way by which the parameter sigma can mediate the relation of the distance distribution to the distribution of the beliefs. Since there is no particular reason to prefer a specific subrange of the belief values, we have formulated the task to find such an optimum sigma that yields a maximally uniform coverage of the interval (0, 1 after the distance transformation. For solving this task we proposed a method that maximizes the entropy of the belief distribution. The assumption of the simplest possible two-bin discretization of this distribution has finally arrived at the formula (6) in which the optimum value of sigma for the one fixed coincidence is given by introducing the median of the distance distribution into the Gaussian inference function. The optimum value for the whole node is obtained as the median value over all the coincidences within the node. Finally the global optimum sigma value for the whole layer of the nodes is found as a weighted average of the node's optima.
The search for optimum values of the parameters transitionMemory and requestedGroupCount lead to the finding of two characteristically distinguished groups of architectures with respect to the obtained maximum classification accuracy. The more successful architectures with various overlaps achieve greater MCA values for higher values of the parameter transitionMemory (see Fig. 10 ). A conclusion can be drawn that these architectures are able to better utilize the temporal information contained in the training sequence. If we plot the values of MCA in relation to the parameter requestedGroupCount (see Fig. 11 ) a similar division into two different architecture groups can be observed. The architectures without patch overlap achieve generally lower MCA values and prefer much higher values of the requestedGroupCount. The architectures with various patch overlaps achieve better results for small values of requestedGroupCount. They can significantly benefit from the temporal information in the data.
In Tab. 6 the final overview of the classification results is summarized. It contains the classification accuracy values achieved by various conventional classifiers benchmarked in the cited literature and those achieved by the three previously published HTM implementations. The classification accuracy of our HTM network with systematically optimized parameters slightly outperforms all the previous HTM implementations, however, the difference is not statistically significant (see confidence intervals in Tab. 6). Considering the accuracy confidence interval, this result is only significantly better than the Optimal margin classifier (95.40%) and classifiers below. On the other hand, it is significantly worse than the Boosted neural nets (97.40%) and methods above. Therefore, all four HTM implementations, as well as the both Vir- [11] 96.32 Two level HTM (NuPIC "Pict. Demo") [13] 96.26 HTM with "eye movements" [14] 96 tual SVMs (97.00% and 96.80%), the Local learning method (96.70%) and the SVM method (96.00%) form a group of classifiers which are not statistically differentiable given the standard USPS testing set. For the completeness, we report also on the HTM performance achieved for the corrected testing set (i.e., excluding the digits which cannot be correctly classified due to the presence of labeling errors or severe distortions). In this case, the achieved classification accuracy has been as much as 96.99%. The following key original contributions of the presented paper can be summarized:
• the statistical analysis of the USPS digit database,
• a novel method for construction of the training sequences by ordering series of the static images,
• a novel characterization and selection of the acceptable HTM architectures for the given task which uses the analysis of the node's overlaps and the criterion of the homogeneous usage of the retinal pixels in learning and inference procedures,
• a novel method for estimation of the parameter maxDist based on the box counting method,
• a novel optimization method for the parameter sigma based on the maximization of the entropy of the belief distribution,
• findings based on the analysis of the influences of the parameters transitionMemory and requestedGroupCount on the HTM network performance.
Since the whole study has been focused solely on the singlelevel HTM architectures which appeared to be sufficient for the given classification problem, no explicit references to the performance of the multi-level architectures could be made. Nevertheless, the proposed methods for estimating operational values of the parameters maxDist and sigma can equally be applied to the higher levels of the HTM hierarchy. In such a case, however, one may experience memory problems, since the data dimensionality usually rises with the level of the hierarchy.
In the further research into the HTM network structure and methods for optimization of its parameters, we intend to concentrate ourselves on possible improvements of the vector quantization algorithm (spatial pooling) by using more adequate clustering schemes and pattern similarity measures. We will also deal with design and implementational aspects of the multi-level HTM networks which would be suitable for fast detection and classification of visual objects at different scales and locations.
