Abstract. Recently, Higham and Wald en, Karlson, and Sun have provided formulas for computing the best backward perturbation bounds for the linear least squares problem. In this paper we provide several backward perturbation bounds that are easier to compute and optimal up to a factor less than 2. We also show that any least squares algorithm that is stable in the sense of Stewart is necessarily a backward stable algorithm. Our results make it possible to numerically measure the amount of accuracy in any alleged solution of a least squares problem.
Kailath, and Lev-Ari 6], Cybenko 7, 8] Qiao 17] , and Sweet 19] ).
These fast methods vary greatly for di erent matrix structures. In order to be able to provide a general procedure to numerically verify the stability properties of these methods, it is necessary to solve the following problem:
(P) Given a vectorx M 2 R n , verify whether it is a stable solution to (1.1).
In this paper, we will solve Problem (P) by nding out whether there exist small perturbations M, h and x M , for whichx M + x M satis es (1.2). For simplicity, we assume throughout this paper that M 6 = 0 and h 6 = 0.
1. 2 ) oating point operations to compute. For m n, this cost is much less than the O(m 3 ) operations required for the SVD of M C] in Theorem 1.1 . This bound was used extensively in our numerical comparison of various fast methods for solving structured linear least squares problems (see Gu 9] ). On the other hand, we note that our new bound still costs much more than O(mn) operations, hence it may not be suitable for run-time stability veri cation of fast methods for the linear least squares problem. 1 It is easy to check thatẼ (x) is continuous atx = 0: We adopt the convention that k x M k 2 =kx M k 2 = 0 if x M = 0 andx M = 0. 
