As any estimation method, results provided by ICA are dependent of a model -usually a linear mixture and separation model -and of a criterion -usually independence. In many actual problems, the model is a coarse approximation of the system physics and independence can be more or less satisfied, and consequently results are not reliable. Moreover, with many actual data, there is a lack of reliable knowledge on the sources to be extracted, and the interpretation of the independent components (IC) must be done very carefully, using partial prior information and with interactive discussions with experts. In this talk, we explain how such a scientific method can take place on the example of analysis of Mars hyperspectral images.
INTRODUCTION
Currently, independent component analysis (ICA) is a very popular method for solving blind source separation problems. Its success is probably due to a good theoretical framework and especially to a very large range of applications (see in [1, 2] ), in many domains like biomedical signal processing, audio signal processing, communications, smart sensor arrays, hyperspectral image processing, etc.
So, an important question is the following: can one apply ICA like a simple blackbox ? In other works, can one be confident of the results provided by ICA ?
In fact, such a question is very usual for any estimation method. And ICA is nothing but a particular one. Basically, any estimation method is based on three ingredients: a parametric model, a criterion and an optimization algorithm.
The parametric model provides a simple representation and Correspondance concerning this paper must be sent to Christian Jutten, GIPSA-lab, 46 avenue Felix Viallet, 38031 Cirenoble Cedex, Christian.Jutten@inpg.fr restricts the solution to a particular space. The criterion, statistical indedependence for ICA methods, is a measure of the quality of the solution. The optimization algorithm is the way for optimizing (usually minimizing or maximizing) the criterion in the parametric model space. If we assume the optimization algorithm does not stop in spurious local extrema, ICA algorithms always converges to a solution which will be optimal wit/i respect to the chosen criterion in the parametric model space.
When applying ICA, we consider n-dimensional observation vector, x(t), which are assumed to be mixtures -through an unknown function Y from RfF to RP-of p-dimensional unobserved sources, s(t), assumed to be statistically independent:
.r(t) = Fs(t). (1) In the following, we assume there are more observations than sources (n < p) and F is invertible. Then, ICA methods result in estimating a separating transform g which provides:
y(t) = (x(t)) ( oF) (s(t)), (2) with statistically independent components. Theoretical results prove that independence is sufficient for estimating the unknown sources, especially for linear mixtures, instantaneous [3] or convolutive [4, 5, 6] , and even for particular nonlinear mixtures [7, 8, 9, 10, 11] .
Of course, the estimated transform 1B, and sources y(t) even optimal in the sense of the criterion, leads to relevant solution if:
* the nature of the separating transform g is suited to the mixing model F, * the independence assumption is actually satisfied by the unknown sources, s(t).
On the contrary, i.e. when the mixing model is wrong (and then the separating model) or the independence assumption is wrong, ICA can lead to irrelevant results.
Practically, in actual applications, for applying successfully ICA, one has first to model, according to the physics of the system, the relationships between the observations and the sources, and to check if the independence assumption of sources is realistic. Of course, the model as well as the independence assumption are usually approximations. If approximations is too coarse, ICA can lead to irrelevant results.
In this paper, we illustrate these general ideas on an actual application in Astrophysics: the analysis of Mars hyperspectral images, whose the goal is to classify the planet Mars surface (see [12] for details). The paper is organized as follows. In Section 2, we derive a mixing model of observations (hyperspectral images) based on physics. In Section 3, we consider two possible ICA models. Section 4 presents the ICA results and discuss them. Section 5 show how one can improve results, taking into account extra informations, here positivity. Conclusions are summarized in Section 6. mean-path scale (typically the order of 1 mm scale). The total reflectance in this case will be a nonlinear function of pure constituent reflectances.
In this paper, we restrict our analysis with hypothesis of a geographical mixtures and hence linear mixing models, i.e. S reduces to a matrix.
Observation Model
Under geographic mixture model and acceptable assumptions concerning atmospheric contributions [16] , the radiance factor at location (X, y) and at wavelenght A is:
PHYSICAL MODEL OF HYPERPSECTRAL IMAGES
The OMEGA spectrometer, carried by Mars Express spacecraft on an elliptical orbit, has a spatial resolution range from 300 m to 4 km. This instrument has three channels, a visible channel and two near infrared (IR) channels. In this paper, we focus on a data set consisting of a single hyperspectral data cube of the South Polar Cap of Mars in the local summer where CO2 ice, water ice and dust were previously detected [13, 14] . This data cube consists of 2 IR channels: 128 spectral planes from 0.93 ,urm to 2.73 ,urm with a resolution of 0.013/1m and 128 spectral planes from 2.55pm to 5 .a1 pm with a resolution of 0.020pm. After calibration, the dimensionless physical unit used to express the spectra is the "reflectance", which is the ratio between the irradiance leaving each pixel toward the sensor and the solar irradiance at the ground. Interactions between photons coming from the sun and the planet Mars, through its atmosphere and surface, allows us to identify the different compounds present in the planet. As it can be seen in equation (5), the true endmember spectra are affected by the atmospheric attenuation and the abundance fractions are corrupted by the solar angle effect. Clearly, the spectra obtained are ideally the spectra of the endmembers with atmospheric contribution. On the contrary, it is attempted to correct the solar angle effect to give a map of the constituent proportions in the observed area. In fact, since the abundance fraction is proportional to the quantity of each constituent in the geographical mixture, it can be deduced from the mixture model (4) and equation (5) 
Yf.
In vector notations, denoting the Nf x N, matrix B and [14] , and reference spectra. Reference spectra of CO2 ice and H20 ice are simulations produced by a radiative transfer model in typical physical conditions of the Permanent South Polar Cap of Mars [17] . These two reference spectra are atmosphere free simulations. The dust reference spectrum is derived from an OMEGA's observation. Consequently, this reference spectrum contains the atmospheric transmission. The wavanglet classification method produces classification masks ( Fig. 1, ( 
ICs interpretation:
In the spatial approximation, each ICk can be viewed as an image, while the column k of the mixing matrix is the spectrum related to ICk, So, IC interpretation can be done comparing the IC image or spectra to the reference classification masks or reference spectra (Fig. 1 ). Computing correlation with classification masks, the components IC2 and IC6 can be easily identified (table 1) to respectively C02 ice and H20
ice. In addition, correlation with reference spectra seems to confirm (partly) this interpretation. Conversely, the spectrum associated to IC4 has typical bands of both dust, CO2 and H20 ices. We could interpret this IC as a nonlinear intimate mixture effect or a non independent distribution of those components.
The other four components (IC1, IC3, IC5 and IC7) cannot be interpreted with spectral informations. Using the preprocessed data, we remark that the energies of these ICs are very small (Table 1 , last column), i.e. these ICs, strongly reduced by the preprocessing, must be related to phenomena cancelled by the preprocessing. In fact, IC I ( Fig. 2(a) ) has a luminance gradient which is characteristic of the solar angle effect which should be the E(x, y, A) term in equation (5). IC7 ( Fig. 2(g) ) looks like a high-pass filter mainly on the y direction of the image. This along track direction maximizes the instrument shift between the two near IR detectors. This effect is independent of the spectra model and thus it is detected as a separate IC and can be used to assess the quality of the preprocessing. IC could be associated to the transmission in the atmosphere effect because it is similar to a map of topography. At first glance, IC5 (Fig. 2(e) ) was not recognized. But at a closer look, the first line in the image has a very low response, and corresponds to a corrupted line in the dataset, due to a known sensor failure. processed dataset. This is in accordance to the SNR gained in table 1, since the atmospheric removal seems to take energy in the CO2 and H20 ice components.
Dependence of Spatial IC
Clearly, looking at the reference spectra and reference images, it appears that the fundamental assumption of independence is not at all satisfied neither in spectral nor in spatial dimensions.
The spatial independence can be tested by looking at the covariance between the reference classification masks (Fig. 1 (14) is not surprising when looking at Fig. 1 4(a) ), and look at its related spectrum (i.e. the column 2 of B)
on Fig. 3 ). In fact, as clearly shown in Fig. 3(b) , this column, although correlated to CO2 spectrum, takes both positive and negative values: when the mixing coefficients take a positive value, for example at 2.98 Mm, the dominating element for this wavelength is CO2 ice as seen on Fig. 3(d) ; on the contrary, when the mixing coefficients take a negative value as at 1.98 ,um the dominating element is dust as seen of figure  3(d) . Finally, since the column 2 of B takes both positive and negative values, it cannot be interpreted as a spectrum.
Discussion
At first glance, spatial ICA provides ICs which can be interpreted as artifacts or endmembers. Concerning artifact ICs, the results are very interesting, and suggest that the data preprocessing could be avoided and done using ICA results. In fact, the classification performance seems1 even a little bit better on original data than on preprocessed data. Conversely, only two endmembers (CO2 and H20 ices) are associated to IC2 and IC6: the third one, dust, mainly appears as the negative on CO2, which results in a very poor classification of dust. Moreover, the decomposition done by spatial ICA leads to a matrix B whose columns are not positive, and consequently cannot be considered as spectra. Finally, the IC statistical independence, the hypothesis on which ICA is based, is not satisfied. Especially, in the endmember classification, it appears that dust and CO2 ice are strongly correlated. Thus, the reliability of ICA is not sure, and the relevance of the extracted ICs is poor. Consequently, other methods, based on priors satisfied by the data, must be investigated.
BEYOND ICA
The main constraint in data decomposition of hyperspectral mixture is the positivity of both the mixing coefficients and the source signals. Unfortunately, this constraint alone does not lead to a unique solution unless under some particular conditions [19, 20] . Thus, in general cases, additional assumptions are required to select a particular solution among the admissible ones. The estimation can then be performed using either a constrained least square [21, 22, 23, 24] or a penalized least square [25, 26, 27] estimation. Unlike the constrained least squares methods, the penalized approaches lead to an unconstrained optimization problem and ensures the uniqueness of the solution for a fixed set of the regularization parameters. However, one can address the problem with regularization in the more general Bayesian framework. 
From this posterior law, both the mixing matrix A and sources s can be estimated using various Bayesian estimators. A complete discussion on Bayesian approach to source separation can be found in [28, 29, 30] . However, its application to the case of positive sources and mixing has only received a few attention [31, 32, 33] . In this purpose, a recent contribution consists of the method termed by Bayesian positive source separation (BPSS) [34, 35] , which allows to jointly estimate source signals, mixing coefficients and regularization parameters in an unsupervised framework. (I19)
The estimation of the source signals and of the mixing coefficients is performed using marginal posterior mean estimator and Markov Chain Monte Carlo (MCMC) methods. These stochastic methods are extensively documented in the statistical literature (see the books [36, 37] and the references therein). All the stochastic simulation steps including the expressions of the conditional posterior distributions and their simulation techniques are detailed in [35] , where this method is termed Bayesian Positive Source Separation (BPSS).
Hyperspectral data analysis by BPSS 5.2. Separation with positivity constraint
Here, due to strong spatial correlation between endmembers (CO2 and dust), we propose to consider a spectral decomposition: N, -1,(A\k) = a(p,,n )p(Ak) + E (Ak) Vn =1, ., Nz, p=i (15) where Er (Ak) is a noise term which models errors due to the simplified model (4), the restricted number of components, N, and measurement noise, the Bayesian model is then summarized as: (16) (17) (18) where AF(z; 0, u,2 ) denotes a Gaussian distribution of the random variable z with zero mean and variance (T and t (z; a, 3) stands for a Gamma distribution of the random variable z with parameters (ai, 3). The Gamma law takes into account explicitly the positivity constraint since the probability distribution is zero for negative values: (17) and (18) insure then the positivity of spectra and mixing matrix entries. In addition, its two parameters give a flexibility to adapt its shape to that of spectral source signals. According to this probabilistic model and Bayes' theorem, with the hypothesis of statistical independence of the source signals and the mixing coefficients, A practical constraint of the Mars hyperspectral data is the high resolution of the instrument which provides a data cube of large size. Then, the computation load of the BPSS approach becomes very important and even the computation becomes almost impossible with a standard computer (need of a huge memory space, high computation time). For example, with a standard PC (3 GHz and 3 GO or RAM), it can be seen that for a data cube where the image size is 128 x 128 pixels, the computation time for 104 iterations is about 4 days and 14 hours. In that respect, a reduction of the dimension is necessary before applying the BPSS approach to the hyperspectral data provided by the OMEGA instrument.
In this purpose, we suggest to process a smaller data set which is representative of the whole hyperspectral images, i.e. a selection of pixels corresponding to areas where all the chemicals existing in the whole image are present. Therefore, their pure spectra can be estimated by BPSS with a reduced computation load. Our proposal is to exploit the spatial independent component analysis results (Section 4) for selecting a few number of pixels in independent areas of the spatial coordinates, i.e. areas classified as H20 ice, C02 ice or dust. We define the relevant pixels associated to each source as those where the contribution of this source is important. At each pixel n, the contribution is measured as the SNR loss, i. (a) Spatial SNR loss of IC4 (b) Selected pixels from and selected pixels the whole image Fig. 4 . Illustration of the pixel selection step.
Experimental Results
The proposed approach is applied to the RDS hyperspectral images presented in section 2. Fig. 4 illustrates the spatial SNR loss and the selected pixels from the fourth independent component image and the selected pixels after processing of all the independent components. The results of the separation using BPSS with the mixture spectra provided by the selected pixels are post-processed to correct scale and ordering ambiguities and deduce abundance fractions. The identification of the spectra is straightforward from the correlation with the reference spectra as seen from equation (20) where the matrix entries rij of the matrix R are the correlation coefficients between the reference spectra i/C {tbH ,O CO ,id,,t} and the estimated pure spectra j C t{l, ' (20) One can note that the correlation coefficient is very high (0.99) for the dust endmember and lower for CO2 ice and H2 0 ice. After scaling and permutation of the identified spectra, the reference spectra are plotted together on Fig. 5 . It can be noted the similarity between the estimated spectra and the references ones. The similarity is lower for the both CO2 ice and H20 ice in the spectral region near 2 ,urn because of the presence of a deep atmospherical band. On the contrary, the dust source is in relative better agreement with the reference spectra (see equation (5) More generally, if possible, we recommend to consider semi-blind source separation methods. These approaches, exploiting priors even very weak like temporal correlation [38, 39], non-stationarity [40, 41] , positivity or sparsity [42, 43] , often leads to more efficient -sometimes simpler, too -algorithms. General frameworks exploiting priors are currently intensively explored. Methods assuming coloration and/or non-stationarity can be used in the time domain or in the frequency domain (after short term Fourier transform) and have two main advantages: (i) they lead to very efficient algorithms based on joint diagonalization of matrices, (ii) they use second-order statistics and are able to separate Gaussian sources. Although they have a high computational cost, two recent approaches are very attractive,too: (i) Bayesian source separation methods [28] for their ability to manage any prior knowledges provided than they can be stated in probabilistic terms, (ii) Sparse component analysis (SCA) [43] which can be applied when sources2 are sparse, i.e. most of the samples are close to zero, for their ability to provide solution when there are less observations than sources.
