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Abstract
Valued constraint satisfaction provides a general framework for optimisation problems over finite
domains. It is a generalisation of crisp constraint satisfaction allowing the user to express preferences
between solutions.
Consistency is undoubtedly the most important tool for solving crisp constraints. It is not only a
family of simplification operations on problem instances; it also lies at the heart of intelligent search
techniques [G. Kondrak, P. van Beek, Artificial Intelligence 89 (1997) 365–387] and provides the key
to solving certain classes of tractable constraints [P.G. Jeavons, D.A. Cohen, M.C. Cooper, Artificial
Intelligence 101 (1998) 251–265].
Arc consistency was generalised to valued constraints by sacrificing the uniqueness of the arc
consistency closure [M.C. Cooper, T. Schiex, Artificial Intelligence, in press]. The notion of 3-cyclic
consistency, introduced in this paper, again sacrifices the unique-closure property in order to obtain
a generalisation of path consistency to valued constraints which is checkable in polynomial time. In
MAX-CSP, 3-cyclic consistency can be established in polynomial time and even guarantees a local
form of optimality. The space complexity of 3-cyclic consistency is optimal since it creates no new
constraints.
 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The constraint satisfaction problem (CSP) is a generic combinatorial problem over finite
domains. Most of the techniques developed for solving CSPs make use of the concept of
E-mail address: cooper@irit.fr (M.C. Cooper).
0004-3702/$ – see front matter  2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.artint.2003.06.004
70 M.C. Cooper / Artificial Intelligence 155 (2004) 69–92
local consistency: if a legal labelling x for some set of variables U cannot be extended to
a legal labelling for V ⊃ U , then x cannot be extended to a legal global labelling and can
hence be eliminated. This is called an order-k consistency operation if |V | = k. It is known
as arc consistency if |V | = 2 and |U | = 1 and path consistency if |V | = 3 and |U | = 2.
Optimal algorithms have been developed for arc [15,18], path [13] and k-consistency [6].
Consistency operations can be used as a preprocessing step to simplify a CSP or during
exhaustive search to prune the search tree.
Arc consistency has been successfully extended to the Valued Constraint Satisfaction
Problem (VCSP) [8,9,16]. In the VCSP, the aim is to find an assignment that minimises
the aggregate of constraint violations, and thus extends the CSP to include a wide
range of optimisation problems [2,17]. The establishment of arc consistency transforms
a CSP into a unique equivalent problem in polynomial time. In VCSPs, to ensure
equivalence and efficiency, the uniqueness of the arc consistency closure has to be
sacrificed (except in the very special case of an idempotent aggregation operator [2]).
Establishing arc consistency in a VCSP involves projecting penalties from binary
constraints to domains, which must then be compensated for by decreasing the weights
on the binary constraint. Thus a necessary condition for arc consistency to be applied to
a VCSP is that the aggregation operator possesses an inverse. This condition is satisfied
by all commonly-employed optimising versions of the CSP, notably MAX-CSP [1,12,
14].
Consistency operations in VCSPs facilitate the search for an optimal solution by
providing a tighter lower bound on the valuation of all solutions. The notion of 3-
cyclic consistency introduced in this paper corresponds to a state in which no set of arc
consistency operations applied simultaneously to a 3-variable subproblem of the VCSP
can increase this lower bound.
The use of path consistency in CSPs has been limited by its space complexity. Indeed,
in the worst case, establishing path consistency involves creating constraints between all
pairs of variables, however unrelated they were in the original problem [4,5]. This has led
to the definition of certain restricted forms of path consistency which do not create new
constraints [10]. In VCSPs, the problem of space complexity is aggravated even further.
The projection of penalties from a set V of cardinality 3 onto a subsetU , and its consequent
compensation within V , would require the creation of an order 3 constraint on V . We will
show that 3-cyclic consistency, on the other hand, does not require the creation of any new
binary or ternary constraints.
2. VCSP: notation and definitions
Valued CSPs (or VCSPs) were initially introduced in [17]. An alternative formulation
of soft constraint satisfaction was given independently in [3] based on semirings. One can
consider VCSPs as the very important special case of semiring based CSPs in which the set
of valuations (penalties) possesses a total order, which not only covers the most important
applications but also allows us to use a simpler notation.
A valued constraint satisfaction problem (VCSP) is composed of a set of n variables
N , a set D of variable domains, a set C of constraints and a valuation structure S. Each
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constraint C(P) ∈ C is a pair (P,φP ), where P ⊆N is the constraint scope and φP is the
constraint function associating a penalty to each assignment x of values to the variables
in P , i.e., φP (x) is the degree to which x violates the constraint C(P). The projection of
a tuple of values t onto a set of variables P ⊆N is denoted by ΠP t . Finally, the valuation
of a solution t , a tuple of n values, is the aggregate of the penalties φP (ΠP t) over all
constraints C(P) ∈ C .
The valuation structure S is a triple 〈E,⊕,〉 composed of the set of possible valuations
E, the operator (denoted by ⊕) used for aggregating penalties and the total order 
used to compare valuations of different tuples. The maximum element 	 of E represents
total inconsistency, whereas its minimum element ⊥ represents total consistency. The
aggregation operator must satisfy a set of properties that are captured by a set of axioms
defining a valuation structure.
Definition 2.1. A valuation structure is defined as a tuple 〈E,⊕,〉 such that:
• E is a set, whose elements are called valuations, which is totally ordered by , with a
maximum element denoted by 	 and a minimum element denoted by ⊥;
• E is closed under a commutative associative binary operation ⊕ that satisfies:
◦ Identity:
∀α ∈E, (α⊕⊥)= α;
◦ Monotonicity:
∀α,β, γ ∈E, (α  β)⇒ (α⊕ γ ) (β ⊕ γ );
◦ Absorbing element:
∀α ∈E, (α⊕	)=	.
The valuation structure is known as strictly monotonic if it also satisfies the following
axiom:
• Strict monotonicity:
∀α,β, γ ∈E, (α > β)∧ (γ = 	)⇒ (α⊕ γ ) > (β ⊕ γ ).
For a more detailed analysis and justification of these axioms, we invite the reader to
consult [2,17]. MAX-CSP, the problem of maximising the number of satisfied constraints
in a constraint satisfaction problem (CSP), can be expressed as a VCSP over the valuation
structure 〈N ∪ {∞},+,〉, although the valuation ∞ is never attained.
Definition 2.2. A valued CSP (VCSP) is a tuple 〈N,D,C, S〉 where N is a set of n
variables N = {1, . . . , n}, each variable i ∈ N has a finite domain of possible values Ai ,
D = {A1, . . . ,An}, C is a set of constraints, and S = 〈E,⊕,〉 is a valuation structure.
Each constraint C(P)= (P,φP ) in C is composed of a set of variables (its scope) P ⊆N
and a function φP from the Cartesian product of the domains Ai (i ∈ P ) to E.
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Definition 2.3. A binary VCSP is a VCSP in which the arity |P | of each constraint
C(P) ∈ C is no greater than 2.
Notation. A VCSP(sm), or strictly monotonic VCSP, is a VCSP whose valuation structure
is strictly monotonic.
An assignment t of values to some variables V ⊆ N can be evaluated by simply
aggregating, for all assigned constraints C(P) (i.e., constraints such that P ⊆ V ), the
valuations of the tuples ΠP t .
Definition 2.4. In a VCSP P = 〈N,D,C, S〉, the valuation of an assignment t to a set of
variables V ⊆N is defined by:
ValP (t)=
⊕
C(P )∈C∧P⊆V
(
φP (ΠP t)
)
.
The problem usually considered is to find a complete assignment t ∈A1×· · ·×An with
a minimum valuation.
Notation. If P ⊆ N , then L(P) represents the set of possible labellings for P , i.e. the
cartesian product of the domains Ai for i ∈ P .
Definition 2.5. Two VCSPs V1 = 〈N,D,C1, S〉 and V2 = 〈N,D,C2, S〉 are equivalent if
all tuples x ∈ L(N) have identical valuations in V1 and V2.
Definition 2.6. The subproblem of a VCSP V = 〈N,D,C, S〉 on J ⊆ N is the VCSP
VJ = 〈J,DJ ,CJ , S〉, where DJ = {Aj : j ∈ J } and CJ = {C(P) ∈ C: P ⊆ J }.
Definition 2.7. For a VCSP V , an equivalence-preserving transformation of V on J ⊆N
is an operation which transforms the subproblem of V on J into an equivalent VCSP.
Arc consistency operations [9,16] are an example of an equivalence-preserving
transformation. To establish arc consistency in VCSPs, we have to shift weights from one
constraint to another; to do this we have to be able to compensate for the addition of α in
one constraint by the subtraction of α from another. This is made possible by the following
additional axiom:
Definition 2.8 ( from [9]). In a valuation structure S = 〈E,⊕,〉, if u,v ∈ E, u v, and
there exists a valuation w ∈ E such that w ⊕ v = u, then w is known as a difference of u
and v. The valuation structure S is fair if for any pair of valuations u,v ∈ E, with u v,
there exists a maximal difference of u and v. This unique maximal difference of u and v is
denoted by u v.
This simple axiom is actually satisfied by most existing concrete soft constraint
frameworks, including all those with a strictly monotonic operator ⊕ (see [8] for a formal
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proof of this result). In this article we restrict our attention to strictly monotonic valuation
structures. The following theorem will allow us to greatly simplify the notation in the rest
of the article.
Theorem 2.9. Let S = 〈E,⊕,〉 be a strictly monotonic valuation structure. Then the set
of non-	 valuations in S can be embedded in a totally-ordered strictly monotonic additive
abelian group.
Proof. It is known that any strictly monotonic valuation structure can be embedded in a
fair valuation structure [8]. Thus we can assume that S is a fair valuation structure with
difference operator . Let E′ = (E − {	}) ∪ {−α: α ∈ E − {⊥,	}}. The operator ⊕ is
extended to E′ as follows (and renamed + in the process, to comply with the standard
notation for additive groups):
∀α,β ∈E − {	}, α + β = α⊕ β;
∀α,β ∈E − {⊥,	}, −α +−β =−(α⊕ β);
∀α ∈E − {⊥,	}, ∀β ∈E − {	}, (α  β)⇒−α + β = β  α;
∀α ∈E − {⊥,	}, ∀β ∈E − {	}, (β < α)⇒−α + β =−(α β).
The order  is extended to E′ as follows: ∀α ∈ E − {⊥,	}, ∀β ∈ E − {	}, −α < β ;
∀α,β ∈ E − {⊥,	}, −α <−β iff β < α. It is easily verified that E′ is an abelian group,
with identity element ⊥, satisfying the strict monotonicity property:
∀α,β, γ ∈E′, (α > β)⇒ α⊕ γ > β ⊕ γ.
Since E′ is a group, the operator + has an inverse which we denote by −. We can, in fact,
extend both + and − to E′ ∪ {	} ×E′ in the obvious way: 	+ α =	 and 	− α =	.
The total ordering also has an obvious extension to E′ ∪ {	}. Note, however, that α−	
is undefined for all α ∈E′ ∪ {	}. ✷
3. Arc consistency operations in VCSPs
In this section we review arc consistency operations in VCSPs and demonstrate
the existence of order-3 consistency operations in VCSPs which are stronger than arc
consistency.
Definition 3.1. The underlying CSP of a VCSP V has the same variables as V together
with, for each constraint C(P) = (P,φP ) in C , a crisp constraint C′(P ) satisfying ∀t ∈
L(P) (t ∈C′(P )⇔ φP (t) <	) (i.e., t ∈ C′(P ) iff t is not a totally forbidden labelling).
Definition 3.2 ( from [9]). A binary VCSP(sm) is arc consistent if
(1) its underlying CSP is arc consistent;
(2) ∀i, j ∈ N such that i constraints j , ∀a ∈ Ai , if φi(a) < 	 then ∃b ∈ Aj such that
φij (a, b)=⊥.
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Condition (2) of Definition 3.2 says that non-	 penalties are projected as much as
possible from binary to unary constraints. Consider the 3-variable VCSP V shown in
Fig. 1(a). It is an instance of MAX-SAT, a problem which consists in satisfying the
maximum number of crisp constraints on Boolean variables. This instance V comprises
the three constraints X1 ∨X2, ¬X1 ∧X3, ¬X2 ∧X3. Thus, for example, φ12(X1,X2)= 1
if X1 = X2 = false and φ12(X1,X2) = 0 otherwise. Each line in Fig. 1(a) joining value
a for Xi with value b for Xj represents a penalty φij (a, b) = 1. Fig. 1(b) shows an
arc consistency closure of V (obtained by projecting penalties from binary to unary
constraints). For example, the penalties φ13(T ,T )= φ13(T ,F )= 1 in Fig. 1(a) have been
replaced by the penalty φ1(T )= 1 in Fig. 1(b). However, the arc consistency closure is not
unique; Fig. 1(c) shows a different arc consistency closure of V .
Definition 3.3 ( from [9]). A binary VCSP(sm) is directional arc consistent if ∀i, j ∈ N
such that i constraints j and i < j , ∀a ∈ Ai , if φi(a) < 	 then ∃b ∈ Aj such that
φij (a, b)= φj (b)=⊥.
(a) (b)
(c) (d)
Fig. 1. (a) A VCSP V ; (b), (c) two arc consistency closures of V ; (d) a full directional arc consistency closure
of V .
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Definition 3.4. A binary VCSP(sm) is full directional arc consistent if it is both arc
consistent and directional arc consistent.
Fig. 1(d) shows a full directional arc consistency closure of V (obtained by shifting
penalties towards earlier variables in the order X1,X2,X3 as well as projecting penalties
from binary to unary constraints). Although the four VCSPs shown in Fig. 1 are all
equivalent, the version of Fig. 1(d) has the distinct advantage that, since every value for
X1 has a penalty of 1, it is clear that all solutions to V have a penalty of at least 1.
Notation. Let M(φP )= MIN{φP (x): x ∈ L(P)} denote the minimum valuation attained
by the constraint function φP .
Definition 3.5. The function fMIN is given by
fMIN(V )=
⊕
C(P )∈C
{
M(φP )
}
.
fMIN is the aggregate of the minimum weights in each constraint. It provides a lower
bound on the valuations of all solutions to a VCSP V . Having such a lower bound is
particularly important in the context of branch and bound search [1,14].
Full directional arc consistency is not always sufficient to render explicit such a
lower bound fMIN even on 3-variable instances of MAX-SAT. Fig. 2(a) shows a VCSP
representing the instance of MAX-SAT with constraints X1 ∧¬X2, X1 ∧¬X3, X2 ∨X3.
Fig. 2(b) is the full directional arc consistency closure of this instance (which in this case
happens to be unique). Fig. 2(c) is an equivalent VCSP which cannot be obtained by
applying full directional arc consistency alone but which can be obtained by the sequence
of arc consistency operations shown in Fig. 3.
Taking as a sample of problems all 3-variable instances of MAX-SAT with 3 binary
constraints, we found by exhaustive computer search that 1699 of the 4096 problems had a
lower bound fMIN  1. In 66.45% of these 1699 cases, this was detected by full directional
(a) (b) (c)
Fig. 2. (a) A VCSP; (b) its full directional arc consistency closure; (c) an equivalent VCSP.
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arc consistency alone, whereas allowing sequences of arc consistency operations, such as
illustrated in Fig. 3, increased this percentage to 74.69%.
As the domain size increases, full directional arc consistency alone becomes less
effective for determining lower bounds. Fig. 4(a) shows a 3-variable instance of MAX-
CSP over size-3 domains. It consists in finding a assignment of values from the domain
{a, b, c} (where a < b < c) to the variables X1,X2,X3 which simultaneously satisfies the
greatest number of the following set of six constraints: X1  c∨X2  c; X1  b∨X3  a;
X1  b ∨X3  c; X2  b ∨X3  c; X2  b ∨X3  a; X3 = b. Again, each line joining a
value u for Xi and a value v for Xj represents a penalty φij (u, v)= 1.
Applying a full directional arc consistency algorithm [8] to the VCSP of Fig. 4(a) leaves
fMIN = 0, whatever the ordering of the three variables. However, the equivalent problem
shown in Fig. 4(b) (for which fMIN = 1) can be obtained by the simultaneous shifting of
weights between unary and binary constraints shown in Fig. 4(c). In Fig. 4(c), white arrows
represent a shifting of a penalty of 1 from a unary constraint up to a binary constraint,
whereas black arrows represent a projection of a penalty of 1 from a binary to a unary
constraint. For example, the white arrow leaving value c for X3 represents the operation:
φ3(c) := φ3(c)− 1; for each x ∈A1 do φ13(x, c) := φ13(x, c)+ 1
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Fig. 4. (a) A VCSP; (b) an equivalent VCSP obtained by the sequence of arc consistency operations shown in (c).
and the black arrow entering value c for X1 represents the operation:
φ1(c) := φ1(c)+ 1; for each z ∈A3 do φ13(c, z) := φ13(c, z)− 1.
4. Cyclic consistency
The transformations of 3-variable VCSPs given in Figs. 3 and 4(c) are examples of
order-3 reduction operations which are stronger than arc consistency or full directional
arc consistency alone. The concept of cyclic consistency, defined in this section, when
restricted to cycles of length three, provides the key to a generalisation of path consistency
from CSPs to VCSPs. A cyclic consistency operation is a set of arc consistency operations
applied simultaneously to a cycle of variables (i1, i2, . . . , ir ). If k, i, j are three consecutive
variables in the cycle, then di(x) is the weight projected down from φij to φi(x) (i.e.,
∀y ∈ Aj φij (x, y) decreases by di(x); φi(x) increases by di(x)) and ui(x) is the weight
projected up to φki from φi(x) (i.e., φi(x) decreases by ui(x); ∀w ∈Akφki(w,x) increases
by ui(x)).
Note that, purely for notational convenience, we allow the weights di(x) and ui(x) to be
negative. Thus a negative weight di(x)=−α shifted from φij to φi(x), in fact, corresponds
to a penalty of α shifted from φi(x) to φij .
Consider, as an example, the cycle of variables (X1,X2,X3) in the VCSP in Fig. 4. In
the set of arc consistency operations of Fig. 4(c), the weights projected from φ12 onto φ1
are d1(a) = 1, d1(b) = 1, d1(c) = 0 (corresponding to the two arrows entering values
a, b for X1 from the direction of X2). The weights projected from φ2 up to φ12 are
u2(a) = 0, u2(b) = 0, u2(c) = 1 (corresponding to the arrow leaving value c for X2 in
the direction of X1). In Fig. 4(c), arrows pointing in an anticlockwise direction correspond
to positive values of di(x) and ui(x), whereas arrows pointing in a clockwise direction
correspond to negative values. Thus, for example, the weights projected from φ1 up to φ13
are u1(a)= 0, u1(b) = 0, u1(c) = −1 (corresponding to the arrow entering value c for
X1 in a clockwise direction from X3).
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A set of arc consistency operations applied to a cycle of variables must leave penalties
which still lie in E. Although we allow negative changes (di(x) and ui(x)) to penalties,
the penalties themselves (φi(x) + di(x) − ui(x) and φij (x, y) + uj (y) − di(x)) must
remain non-negative. This leads naturally to the following definition of a cyclic consistency
operation.
Definition 4.1. Let V = 〈N,D,C, 〈E,⊕,〉〉 be a binary VCSP(sm) and let E′ be the
natural extension of E − {	} to an additive abelian group, as described in Theorem 2.9.
A cyclic consistency operation (CCO) on variables i1 < i2 < · · ·< ir consists of valuations
di(x), ui(x) ∈E′, for each i ∈ I = {i1, i2, . . . , ir} and for each x ∈Ai , satisfying
∀i ∈ I, ∀x ∈Ai, φi(x)+ di(x) ui(x); (1)
∀(i, j) ∈ {(i1, i2), (i2, i3), . . . , (ir , i1)
}
, ∀x ∈Ai, ∀y ∈Aj,
φij (x, y)+ uj (y) di(x). (2)
The result of applying this cyclic consistency operation is to transform the constraint
functions φi , for i ∈ I , to φ′i , where
∀x ∈Ai φ′i (x)=
(
φi(x)+ di(x)
)− ui(x)
and the constraint functions φij , for (i, j) ∈ {(i1, i2), (i2, i3), . . . , (ir , i1)} to φ′ij , where
∀(x, y) ∈Ai ×Aj φ′ij (x, y)=
(
φij (x, y)+ uj (y)
)− di(x).
Let h ∈ I, x0 ∈Ah. The CCO is known as (h, x0)-increasing if it also satisfies
∀x ∈Ah − {x0}, φh(x)=M(φh)⇒ φ′h(x)M(φh),
∀x ∈Ah − {x0}, φh(x) >M(φh)⇒ φ′h(x) >M(φh), (3)
φh(x0)=M(φh)∧ φ′h(x0) >M(φh).
The CCO is known as h-increasing if it is (h, x0)-increasing for all x0 ∈ Ah such that
φh(x0)=M(φh).
The result of applying an (h, x0)-increasing CCO is to reduce the number of valuations
φh(x) equal to the minimum valuation M(φh), whereas an h-increasing CCO actually
increases the minimum valuation, i.e., M(φ′h) >M(φh). If M(φj )=⊥ for all j ∈ I − {h}
and M(φij ) = ⊥ for all i, j ∈ I , then an h-increasing CCO increases fMIN(V ). Figs. 3
and 4 show examples of X1-increasing CCOs on the cycle of variables (X1,X2,X3).
The importance of (h, x0)-increasing CCOs will become apparent later, when we show
that h-increasing CCOs can be efficiently constructed “brick by brick” as a sequence of
(h, x0)-increasing CCOs. We call r = |I | the order of the operation. We will concentrate
on order-3 CCO’s.
Theorem 4.2. A cyclic consistency operation in a VCSP(sm) is an equivalence-preserving
transformation.
Proof. By definition of a CCO, the new valuations φ′i (x),φ′ij (x, y) all lie in E. Let V ′ be
the VCSP which results when a CCO is applied to a VCSP V . It is easy to verify that,
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Fig. 5. (a) A VCSP V over the valuation structure 〈N ∪ {∞},+,〉; (b) an equivalent VCSP V ′ in which
fMIN = 1; (c) a CCO which transforms V into V ′ .
for all tuples x ∈ L(N), ValV ′(x) = ValV (x), since each di(x) or ui(x) occurs twice in
ValV ′(x), once unnegated and once negated. ✷
Note that it is essential that di(x) <	 and ui(x) <	 for this theorem to be valid.
Definition 4.3. A binary VCSP(sm) V is cyclic consistent on variables I , if no h-
increasing CCO exists on I , where h=min(I).
The asymmetry of Definition 4.3 is only an illusion. Indeed we can easily show that, for
all h, i ∈ I , if an i-increasing CCO exists on I then an h-increasing CCO exists on I .
Let I = {i1, i2, . . . , ir } and let C(h, i) be the set of variables of the cycle (i1, . . . , ir )
between h= is and i = it (i.e., if s  t then C(h, i)= {is, . . . , it }; if s > t then C(h, i)=
{is, . . . , ir , i1, . . . , it }). Suppose that an i-increasing CCO exists (given by the functions
dj , uj ) which increases M(φi) by δ. Define d ′j (x) = dj (x) + δ for j ∈ C(h, i) − {i};
d ′j (x)= dj (x) otherwise. Define u′j (x)= uj (x)+ δ for j ∈ C(h, i)− {h}; u′j (x)= uj (x)
otherwise. Then the CCO given by the functions d ′j , u′j is an h-increasing CCO.
Examples of CCOs were given in Figs. 3 and 4. Another example of a CCO is shown
in Fig. 5. In this case, even though no constraint exists between variables X1 and X2
in the problem V of Fig. 5(a), a CCO can still increase fMIN by transforming V into
the equivalent VCSP V ′ of Fig. 5(b). A CCO which transforms V into V ′ is shown
in Fig. 5(c) (with black arrows representing projections of a weight of 1 from a binary
constraint to a unary constraint and white arrows representing a shifting of 1 from a unary
to a binary constraint). This CCO is given by u1(a) = d2(a) = d3(a) = u3(a) = 0 and
d1(a) = d1(b) = u1(b) = d2(b) = u2(a) = u2(b) = d3(b) = u3(b) = 1. Note that all of
the valuations ui(x), di(x) are non-negative since all arrows point in an anticlockwise
direction. Clearly fMIN(V ′) = 1 > 0 = fMIN(V ) and this is again a X1-increasing CCO.
Note that this transformation has not introduced any new constraints since variables X1
and X2 are still not mutually constraining in V ′.
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In fact, the following theorem shows that we never need to introduce new constraints
when establishing cyclic consistency. This is clearly important for the space efficiency of
cyclic consistency.
Theorem 4.4. Let V = 〈N,D,C, 〈E,⊕,〉〉 be a binary VCSP(sm), let I = {i1, i2, . . . ,
ir} ⊆ N , where i1 < i2 < · · · < ir , and let h ∈ I . If there exists an h-increasing CCO on
I in V , then there exists an h-increasing CCO on I in V which does not create any new
constraints.
Proof. Consider an h-increasing CCO {dk,uk: k ∈ I }. Suppose that the pair of variables
(i, j) ∈ {(i1, i2), (i2, i3), . . . , (ir , i1)} are not mutually constraining in V , i.e., ∀(x, y) ∈
Ai ×Ajφij (x, y)=⊥.
Let x1 be such that di(x1)=MAX{di(x): x ∈ Ai}. Denote di(x1) by δ. Thus, ∀x ∈ Ai
di(x)  δ. Furthermore, by condition (2) of Definition 4.1 of CCO, we must have ∀y ∈
Aj uj (y) di(x1)= δ, since φij (x1, y)=⊥. Now, define
∀x ∈Ai, Di(x)= δ, Ui(x)= ui(x);
∀y ∈Aj, Dj (y)= dj (y), Uj (x)= δ;
∀k ∈ I − {i, j }, ∀z ∈Ak, Dk(z)= dk(z), Uk(z)= uk(z).
Since {dk,uk: k ∈ I } is an h-increasing CCO, it is easily seen that {Dk,Uk: k ∈ I } is also
an h-increasing CCO, because
∀x ∈Ai, Di(x)−Ui(x)= δ− ui(x) di(x)− ui(x),
∀y ∈Aj, Dj (y)−Uj(y)= dj (y)− δ  dj (y)− uj (y)
and
∀(x, y) ∈Ai ×Aj Uj (y)−Di(x)=⊥.
Furthermore, no new constraint has been introduced since
∀(x, y) ∈Ai ×Aj φij (x, y)+Uj(y)−Di(x)= φij (x, y)=⊥. ✷
Definition 4.5. A binary VCSP(sm) V is 3-cyclic consistent if V is cyclic consistent on I
for all I ⊆N such that |I | = 3.
Note that a 3-cyclic consistent VCSP(sm) is not necessarily arc consistent nor
directional arc consistent. Although a CCO can be thought of as a set of arc consistency
operations which are simultaneously applied to a cycle of variables, for complexity reasons
we do not blindly apply all possible sets of arc consistency operations, but only those which
actually improve the expression of the VCSP in terms of fMIN. In the same way that path
consistency in CSPs is almost always applied in conjunction with arc consistency (thus
establishing strong 3-consistency), 3-cyclic consistency in VCSPs will no doubt almost
always be applied in conjunction with full directional arc consistency.
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5. In-scope order-3 irreducibilityWe will now demonstrate the importance of 3-cyclic consistency by showing that, in the
absence of 	-valuations, 3-cyclic consistency implies a local form of optimality.
Definition 5.1. A VCSP(sm) is finitely-bounded if ∀C(P) ∈ C ∀x ∈Ai φP (x) <	.
All instances of MAX-CSP are finitely-bounded, since all penalties are either 0 or 1, and
hence never infinite. In a finitely-bounded VCSP(sm), no tuple is completely inconsistent.
Lemma 5.2. Any equivalence-preserving transformation from a binary finitely-bounded
VCSP(sm) V to another binary VCSP(sm) V ′ is equivalent to a set of arc consistency
operations (i.e., shifting of weights between unary and binary constraints).
Proof. See Appendix A. ✷
The importance of Lemma 5.2 will become apparent when we restrict our attention to
equivalence-preserving transformations on 3-variable subproblems. Indeed, any set of arc
consistency operations on 3 variables is a CCO, since any 3 variables form a simple cycle.
Definition 5.3. Let k  2. A VCSP is in-scope (k, fMIN)-irreducible if ∀J ⊆N such that
|J | = k, for all VCSPs V ′ derived from V by an equivalence-preserving transformation on
J and such that V ′ has the same set of constraint scopes as V , fMIN(V ) fMIN(V ′).
It is known that a directional arc consistent VCSP(sm) is in-scope (2, fMIN)-irreducible
[9]. The following theorem characterises in-scope (3, fMIN)-irreducibility in the special
case of a finitely-bounded VCSP(sm).
Theorem 5.4. Let V = 〈N,D,C, S〉 be a finitely-bounded binary VCSP(sm). V is in-scope
(3, fMIN)-irreducible iff V is 3-cyclic consistent.
Proof. (⇒) Trivial.
(⇐) Let V be a finitely-bounded binary VCSP(sm), and suppose that V is not in-
scope (3, fMIN)-irreducible. Then there is an equivalence-preserving transformation on
some {i, j, k}, where i < j < k, which transforms V into some V ′, such that fMIN(V ′) >
fMIN(V ). The minimum valuation in φi may decrease when V is transformed into
V ′, provided that this decrease is compensated for by a greater aggregate increase in
the minimum valuations in the other constraint functions φj ,φk,φij , φjk,φki . However,
establishing full directional arc consistency on V ′({i, j, k}) necessarily produces an
equivalent VCSP V ′′ in which the minimum valuations in the constraint functions
φj ,φk,φij , φjk,φki are all ⊥ and in which the minimum valuation in φi is fMIN(V ′′) 
fMIN(V
′) > fMIN(V ). To prove Theorem 5.4, it is sufficient to express the transformation
from V to V ′′ as an i-increasing CCO on {i, j, k} which creates no new constraint. Since
we have just shown that it is i-increasing, and by virtue of Theorem 4.4, it only remains
to show that the transformation from V to V ′′ can always be expressed as a CCO. But, by
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Lemma 5.2, any equivalence-preserving transformation on three variables is a CCO since
it is the result of a set of arc consistency operations on the cycle of variables {i, j, k}. ✷
Unfortunately, Theorem 5.4 does not generalise to order k > 3. From Lemma 5.2,
we know that an equivalence-preserving transformation on {i1, . . . , ik} is a set of arc
consistency operations on the complete graph Kk with nodes i1, . . . , ik . A CCO is a set
of arc consistency operations on a simple cycle of variables. But Kk is only a simple cycle
when k = 3, and hence, for k > 3, there are some equivalence-preserving transformations
which are not equivalent to CCOs.
6. Checking cyclic consistency
The results in this section show that cyclic consistency can be checked by solving a
certain number of instances of HORNSAT. One consequence of this result is that 3-cyclic
consistency can be checked in polynomial time.
Theorem 6.1. Let V = 〈N,D,C, 〈E,⊕,〉〉 be a binary VCSP(sm) with I = {i1, i2, . . . ,
ir} ⊆N, i1 < i2 < · · ·< ir and h ∈ I . If an (h, x0)-increasing cyclic consistency operation
(CCO) exists on I in V , then an (h, x0)-increasing CCO exists on I in which all the
valuations di(x), ui(x) (i ∈ I, x ∈Ai) lie in {⊥,∆} for some ∆>⊥.
Notation. For ∆ ∈E′ such that ∆>⊥, define the function f∆ :E′ →E′ by
f∆(α)=∆ if α ∆;
f∆(α)=⊥ if α <∆.
Lemma 6.2. Let a, b, c,∆∈E′, d ∈E be such that ∆>⊥ and a < b⇒ b− a ∆. Then
(a) d+a  b implies that d+f∆(a−c) f∆(b−c), and (b) d >⊥ and d+a > b implies
that d + f∆(a − c) > f∆(b− c).
Proof. (a) If f∆(a − c)  f∆(b − c) then d + f∆(a − c)  f∆(b − c) since d  ⊥. If
f∆(a− c) < f∆(b− c) then a − c < b− c. Therefore, a < b, and hence b− a ∆. Thus,
by hypothesis, d  b−a ∆. But f∆(a−c) < f∆(b−c)means (f∆(a−c), f∆(b−c))=
(⊥,∆), so again d + f∆(a − c) f∆(b− c).
(b) If f∆(a − c)  f∆(b − c) then d + f∆(a − c) > f∆(b − c), since d > ⊥. If
f∆(a − c) < f∆(b − c) then b − a  ∆, as in the proof of (a), and, by hypothesis,
d > b− a ∆. Hence, again we have d + f∆(a − c) > f∆(b− c). ✷
Proof of Theorem 6.1. Let µh =M(φh) and let {di, ui} be an (h, x0)-increasing CCO.
Then φh(x0)= µh ∧ dh(x0) > uh(x0). Let ∆=min(S), where
S = {dh(x0)− uh(x0)
}∪ {ui(x)− di(x): i ∈ I ∧ x ∈Ai ∧ ui(x) > di(x)
}
∪ {di(x)− uj (y): (i, j) ∈
{
(i1, i2), (i2, i3), . . . , (ir , i1)
}∧ x ∈Ai ∧ y ∈Aj
∧ di(x) > uj (y)
}
.
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Define, for all i ∈ I , for all x ∈Ai, Di(x)= f∆(di(x)− uh(x0)) and Ui(x)= f∆(ui(x)−
uh(x0)). It remains to prove that the weights Di(x),Ui(x), for i ∈ I and x ∈Ai , represent a
legal (h, x0)-increasing CCO, i.e., that conditions (1), (2), (3) of Definition 4.1 are satisfied.
Condition (1): Let i ∈ I and x ∈ Ai . Lemma 6.2, with a = di(x), b = ui(x), c =
uh(x0), d = φi(x) and ∆ as defined above, tells us that φi(x) + Di(x)  Ui(x), since
φi(x)+ di(x) ui(x).
Condition (2): Let (i, j) ∈ {(i1, i2), (i2, i3), . . . , (ir , i1)}, x ∈Ai and y ∈Aj . Lemma 6.2
with a = uj (y), b = di(x), c = uh(x0), d = φij (x, y) tells us that φij (x, y) + Uj (y) 
Di(x), since φij (x, y)+ uj (y) di(x).
Condition (3): Let x ∈ Ah. Lemma 6.2 with a = dh(x), b = uh(x), c = uh(x0), d =
φh(x)−µh tells us that φh(x)+Dh(x) µh+Uh(x) is a consequence of φh(x)+dh(x)
µh + uh(x) and that φh(x)+Dh(x) > µh +Uh(x) is a consequence of φh(x)+ dh(x) >
µh+ uh(x). By definition of ∆,Dh(x0)=∆ and clearly Uh(x0)=⊥. Therefore φh(x0)+
Dh(x0)= µh +∆>µh +Uh(x0). ✷
Definition 6.3. A valuation α ∈E is divisible if ∃δ ∈E′ such that δ >⊥ and δ+ δ  α.
For example, in the valuation structure 〈N ∪ {∞},+,〉, 1 is not divisible.
Theorem 6.4. Let V = 〈N,D,C, 〈E,⊕,〉〉 be a binary VCSP(sm) and I = {i1, i2, . . . ,
ir} ⊆N , i1 < i2 < · · ·< ir and h ∈ I . The existence of an (h, x0)-increasing CCO on I in
V can be checked in O(a2r) time, where a =max{|Ai |: i ∈N}.
Proof. By Theorem 6.1, it suffices to check whether an (h, x0)-increasing CCO exists
whose valuations Di(x),Ui(x) (i ∈ I, x ∈Ai) all lie in {⊥,∆} for some ∆>⊥. We will
express this problem as an instance of HORNSAT with the following 2ar variables: ei(x)
representing Di(x) > ⊥ and vi(x) representing Ui(x) > ⊥. Let C be the set of clauses
constructed as follows.
For all i ∈ I − {h}, x ∈ Ai : if φi(x)=⊥, then add to C the clause ei(x) ∨ ¬vi(x) (to
code Di(x)Ui(x)).
Similarly, for all (i, j) ∈ {(i1, i2), (i2, i3), . . . , (ir , i1)}, x ∈Ai and y ∈Aj : if φij (x, y)=
⊥, then add to C the clause vj (y)∨¬ei(x) (to code Uj(y)Di(x)).
For all x ∈ Ah − {x0}, if φh(x) = µh or if φh(x)− µh > ⊥ is not divisible, then add
to C the clause eh(x) ∨ ¬vh(x) (to code Dh(x)  Uh(x)). For x0, add to C the clauses
¬vh(x0), eh(x0) (to code Dh(x0) > Uh(x0)).
By construction of C, if an (h, x0)-increasing CCO exists whose valuations Di(x),
Ui(x) (i ∈ I, x ∈ Ai) all lie in {⊥,∆} for some ∆ > ⊥, then there is a solution to C,
defined as follows: ei(x) = true iff Di(x) >⊥ and vi(x)= true iff Ui(x) > ⊥. That this
satisfies all the clauses in C follows directly from Definition 4.1 of a CCO, except for the
clauses associated with valuations φh(x)− µh >⊥ which are not divisible. Suppose that
x ∈ Ah − {x0} is such that φh(x)− µh >⊥ is not divisible. Now φh(x)+Dh(x) > µh +
Uh(x) means that it is impossible that Dh(x) < Uh(x) since, in this case, φh(x)− µh >
Uh(x)−Dh(x)=∆ and hence δ+ δ  φh(x)−µh where δ =min(∆,φh(x)−µh −∆).
Suppose, on the other hand, that C has a solution ei(x), vi(x) (i ∈ I, x ∈ Ai). Then
there is an (h, x0)-increasing CCO defined as follows. For each i ∈ I−{h} and x ∈Ai , such
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that ¬ei(x)∧ vi(x), set δi(x)= φi(x); for each (i, j) ∈ {(i1, i2), (i2, i3), . . . , (ir , i1)}, x ∈
Ai and y ∈Aj , such that ¬vj (y)∧ ei(x), set δij (x, y)= φij (x, y); for each x ∈Ah−{x0},
such that ¬eh(x) ∧ vh(x), choose δh(x) > ⊥ so that δh(x)+ δh(x) φh(x)− µi (this is
possible since φh(x)− µi is divisible). Set all other values of δi and δij (not covered by
these cases) to an arbitrary valuation λ ∈E satisfying λ >⊥. Let ∆=min(S), where
S = {δi(x): i ∈ I ∧ x ∈Ai
}
∪ {δij (x, y): (i, j) ∈
{
(i1, i2), (i2, i3), . . . , (ir , i1)
}∧ x ∈Ai ∧ y ∈Aj
}
.
For each i ∈ I and x ∈ Ai : define Di(x)=∆ if ei(x)= true, Di(x)=⊥ if ei(x)= false;
define Ui(x)=∆ if vi(x)= true, Ui(x)=⊥ if vi(x)= false. It is easy to verify that this
is a valid (h, x0)-increasing CCO.
All clauses in C are Horn clauses. The instance C of HORNSAT can be solved in
O(a2r) time, since there are O(a2r) clauses [11]. ✷
The following lemma is essential for us to be able to build h-increasing CCO’s “brick
by brick” as a sequence of (h, x0)-increasing CCO’s.
Lemma 6.5. Let V = 〈N,D,C, 〈E,⊕,〉〉 be a binary VCSP(sm), I ⊆ N and h =
min(I). Let V ′ (with constraint functions φ′) be the result of applying to V a CCO on I . If
M(φ′h)=M(φh), then V is cyclic consistent on I iff V ′ is cyclic consistent on I .
Proof. Let {Di,Ui : i ∈ I } be the CCO on I which transforms V to V ′. The result of
applying any CCO {di, ui : i ∈ I } on I in V is obviously equivalent to the result of applying
the CCO {d ′i , u′i : i ∈ I } on I in V ′, where
∀i ∈ I ∀x ∈Ai d ′i (x)= di(x)−Di(x),
∀i ∈ I ∀x ∈Ai u′i (x)= ui(x)−Ui(x).
Furthermore, {di, ui : i ∈ I } is an h-increasing CCO on I in V iff {d ′i, u′i : i ∈ I } is an
h-increasing CCO on I in V ′. The result follows immediately from Definition 4.3 of cyclic
consistency. ✷
Theorem 6.6. Let V = 〈N,D,C, 〈E,⊕,〉〉 be a binary VCSP(sm) and I ⊆ N . Cyclic
consistency on I in V can be checked in O(a3r) time, where a = max{|Ai |: i ∈ N} and
r = |I |.
Proof. The function CC, below, searches for and applies (h, x0)-increasing CCO’s for
each x0 ∈ Ah such that φh(x0) = µh, until either M(φh) increases (i.e., an h-increasing
CCO has been found) or no (h, x0)-increasing CCO exists. In the latter case, clearly no
h-increasing CCO exists, and hence Lemma 6.5 tells us that the original VCSP V was
cyclic consistent on I .
In CC, V (I) represents the subproblem of V on I , i.e., the constraint functions
φi (i ∈ I) and φij (i, j ∈ I). The instruction oldV (I) := V (I) makes a copy of the original
constraint functions in oldV (I).
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CC(I):
oldV (I) := V (I); h :=min(I); µ :=MIN{φh(x): x ∈Ah};
for each x0 ∈Ah do
begin if φh(x0)= µ
then if an (h, x0)- increasing CCO exists on I
then apply this CCO to V ;
else begin V (I) := oldV (I);
{undo updates since oldV was already cyclic consistent on I}
return true;
end;
end;
return false;
The time complexity of CC(I) is clearly O(a3r), since, from Theorem 6.4, we know
that the search for an (h, x0)-increasing CCO is O(a2r) for each x0 ∈Ah. ✷
The following result is an immediate corollary of Theorem 6.6.
Corollary 6.7. In a binary VCSP(sm), 3-cyclic consistency can be checked in O(n3a3)
time.
7. Establishing in-scope 3-irreducibility in MAX-CSP
We now show how to establish 3-cyclic consistency, and hence in-scope (3, fMIN)-
irreducibility (by Theorem 5.4), in a finitely-bounded VCSP, such as MAX-CSP.
Definition 7.1. A VCSP V = 〈N,D,C, S〉 is normalised if
∀C(P) ∈ C, P = ∅⇒M(φP )=⊥.
The call Normalise(N) of the following subroutine transforms a fair VCSP V (see
Definition 2.8) into an equivalent normalised VCSP. Normalise makes use of a constraint
φ whose scope is the empty set of variables. The valuation assigned to φ is a lower bound
on the valuations of all solutions to V . After execution of Normalise(N), φ is equal to
fMIN(V ).
Normalise(I):
for each C(P) ∈ C such that P ⊆ I ∧ P = ∅ do
begin µ :=MIN{φP (x): x ∈L(P)};
φ := φ ⊕µ;
for each x ∈L(P) do φP (x) := φP (x)µ;
end;
The following algorithm IS3I (In-Scope 3-Irreducibility) establishes in-scope (3, fMIN)-
irreducibility using cyclic consistency operations, provided V is a finitely-bounded
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VCSP(sm). The algorithm FDAC2(I) establishes full directional arc consistency in the
subproblem on I in O(a2|I |2) time [8].
IS3I(V ):
{Initialisation:}
Normalise(N);
FDAC2(N);
L := list of all 3-variable subsets {i, j, k} of N ;
{Propagation:}
While L = ∅ do
Extract some {i, j, k} from L;
cyclic_consistent := CC({i, j, k});
if not cyclic_consistent
then {Establish cyclic consistency on {i, j, k} in V : }
begin Repeat Normalise({i, j, k});
FDAC2({i, j, k});
cyclic_consistent := CC({i, j, k});
Until cyclic_consistent= true;
Add to L all 3-variable subsets {i ′, j ′, k′} = {i, j, k}
such that {i, j, k} ∩ {i ′, j ′, k′} = ∅;
end;
end_while;
Theorem 7.2. If V is a finitely-bounded VCSP(sm), then IS3I(V ) establishes in-scope
(3, fMIN)-irreducibility.
Proof. It is clear that when IS3I(V ) halts, V is cyclic consistent on all 3-variable subsets
{i, j, k} of N . It follows from Theorem 5.4 that IS3I(V ) establishes in-scope (3, fMIN)-
irreducibility. ✷
Note that the calls of FDAC2 in IS3I are inessential for the validity of Theorem 7.2.
However, it is clearly interesting to simultaneously establish both full directional arc
consistency and 3-cyclic consistency.
Proposition 7.3. IS3I establishes full directional arc consistency.
Proof. Full directional arc consistency is established during the initialisation phase.
It can be destroyed only by a call of CC({i, j, k}) which returns ‘false’. A call
of CC({i, j, k}) which returns ‘true’ does not modify the constraints. However, full
directional arc consistency is re-established by a call of FDAC2({i, j, k}) following every
call of CC({i, j, k}) which returns ‘false’. Thus IS3I establishes full directional arc
consistency. ✷
Theorem 7.4. Let V be an instance of MAX-CSP with only unary and binary constraints.
IS3I establishes in-scope (3, fMIN)-irreducibility in V in O(a3n4) time.
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Proof. Let m be the number of iterations of the while loop and minc the number of
iterations of the while loop of IS3I(V ) during which the lower bound φ increases. It
was shown in the proof of Theorem 6.6 that each call of CC({i, j, k}) which does not
return ‘true’ increases M(φi) (where we assume wlog that i =min{i, j, k}). This increase
is automatically passed on to φ by Normalise({i, j, k}).
Since there are n(n − 1)(n − 2)/6 additions to L during the initialisation phase and
at most 3(n− 3)(n− 2)/2 additions to L each time φ increases, m is bounded above by
n(n− 1)(n− 2)/6+minc ∗ 3(n− 3)(n− 2)/2. Since V is an instance of MAX-CSP, minc
is bounded above by n(n+ 1)/2, because φ cannot exceed the total number of unary and
binary constraints. Thus m = O(n4). The time complexity of O(a3n4) follows from the
O(a3) time complexity of CC({i, j, k}) (Theorem 6.6) and the O(a2) time complexity of
both Normalise({i, j, k}) and FDAC2({i, j, k}) [8]. ✷
Definition 7.5. The constraint graph of a binary VCSP V = 〈N,D,C, S〉 is the graph G
whose nodes are the variables N and such that, for all i, j ∈N,G contains the edge (i, j)
iff there is a constraint between variables i and j in C .
Definition 7.6. A graph has d-bounded degree if each node is adjacent to at most d other
nodes.
The constraint graph of certain classic constraint satisfaction problems, such as the line
drawing labelling problem [7], have d-bounded degree for some small constant d . For
example, we can model the labelling of imperfect line drawings of objects with trihedral
vertices as a binary VCSP in which the variables are the junctions in the drawing. In this
case, the constraint graph has 3-bounded degree.
Theorem 7.7. Let V be an instance of MAX-CSP with only unary and binary constraints.
If the constraint graph of V has d-bounded degree, then in-scope (3, fMIN)-irreducibility
can be established in O(a3d3n) time.
Proof. Theorem 4.4 tells us that we only need to consider 3-variable subsets {i, j, k}which
form connected subgraphs in the constraint graph. Let n3 be the number of such subsets.
Then n3  d2n, since each variable i is connected to at most d variables j which is, in
turn, connected to at most d variables. The number c of constraints is bounded above by
n + (nd/2) (n unary constraints and nd/2 binary constraints). Furthermore, for a given
subset of variables {i, j, k}, the number nint of subsets {i ′, j ′, k′} of connected variables
which intersect {i, j, k} is no more than 6d2, since, for example, variable i is connected to
at most d variables h and {i, h} is connected to at most 2d other variables. Following the
same argument as in the proof of Theorem 7.4, the time complexity of IS3I is, in this case,
O(a3(n3 + c.nint))=O(a3(d2n+ (n+ nd/2).6d2))=O(a3d3n). ✷
Thus, if the constraint graph of an instance of MAX-CSP has d-bounded degree, for
some constant d , then 3-cyclic consistency (and hence in-scope (3, fMIN)-irreducibility)
can be established in time and space which is linear in n, the number of variables.
88 M.C. Cooper / Artificial Intelligence 155 (2004) 69–92
8. DiscussionUnfortunately, cyclic consistency operations are not sufficient to establish in-scope
(3, fMIN)-irreducibility when 	-valuations are present in the VCSP. Fig. 6 shows an
example. The VCSP V in Fig. 6(a) is 3-cyclic consistent. However, V is equivalent to
the VCSP V ′ in Fig. 6(b) and fMIN(V ′)= 1 > 0= fMIN(V ).
Nonetheless, cyclic consistency operations may still be usefully applied to VCSPs
containing 	-valuations. Furthermore, in the presence of 	-valuations, arc and path
consistency operations can be applied to the underlying CSP (see Definition 3.1).
In MAX-CSP, the fact that 3-cyclic consistency is equivalent to in-scope (3, fMIN)-
irreducibility (Theorem 5.4) would seem to indicate that no stronger form of in-scope
3-consistency exists for MAX-CSP. However, this is not true. Value-level 3-cyclic
consistency, defined below, is a stronger form of in-scope 3-consistency which also implies
(3, fMIN)-irreducibility.
Definition 8.1. A binary VCSP(sm) V is value-level 3-cyclic consistent, if for all i, j, k ∈
N such that i < j < k, for all x0 ∈Ai , no (i, x0)-increasing CCO exists on {i, j, k}.
To establish value-level 3-cyclic consistency, we need to apply all (i, x0)-increasing
CCOs, whereas to establish 3-cyclic consistency we only need to apply CCOs which
actually increase fMIN.
Theorem 8.2. If V is a binary VCSP(sm), then the value-level 3-cyclic consistency of V
can be checked in O(a3n3) time.
Proof. This follows immediately from Theorem 6.4. ✷
It is an open question whether value-level 3-cyclic consistency can be established in
polynomial time in MAX-CSP.
(a) (b)
Fig. 6. Two equivalent VCSPs over the valuation structure 〈N ∪ {∞},+,〉. Full lines have weights of 1 and
dotted lines have weights of ∞.
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9. Conclusion3-cyclic consistency is a reduction operation on VCSPs which retains the essential prop-
erties of path consistency in crisp constraint satisfaction problems: it performs equivalence-
preserving transformations on size-3 subproblems and can be checked in polynomial time.
For certain VCSPs, such as MAX-CSP, it can be established in polynomial time and even
guarantees a local form of optimality: any 3-cyclic consistency closure attains a local max-
imum of the natural lower bound fMIN on valuations of solutions.
Several questions remain open. Can we profitably apply cyclic consistency operations
dynamically within an intelligent exhaustive search, so that the time spent on cyclic
consistency checks is more than compensated by the resulting pruning of the search tree?
Are there any tractable classes of valued constraints which can be solved by 3-cyclic
consistency?
We have given a polynomial-time algorithm to establish in-scope (3, fMIN)-irreducibility
in the absence of totally inconsistent valuations. There are two obvious avenues of
future research concerning stronger in-scope reduction operations: the search for a
polynomial-time algorithm to establish in-scope (3, fMIN)-irreducibility in the presence
of totally inconsistent valuations and the generalisation of this work to in-scope (k, fMIN)-
irreducibility, for arbitrary k. It is an open question whether either of these stronger versions
of irreducibility can be established in polynomial time.
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Appendix A
Lemma 5.2. Any equivalence-preserving transformation from a binary finitely-bounded
VCSP(sm) V to another binary VCSP(sm) V ′ is equivalent to a set of arc consistency
operations (i.e., shifting of weights between unary and binary constraints).
Proof. Let φi,φij be the constraint functions of V and φ′i , φ′ij the constraint functions
of V ′. We assume without loss of generality that a constraint exists between each pair of
variables i < j . For all (x, y) ∈Ai ×Aj , define
δij (u, v)= φ′ij (u, v)− φij (u, v) if 1 < i < j ;
δ1j (u, v)= φ′1j (u, v)− φ1j (u, v)+ φ′j (v)− φj (v) if 2 < j ;
δ12(u, v)= φ′12(u, v)− φ12(u, v)+ φ′2(v)− φ2(v)+ φ′1(u)− φ1(u).
Let W(W ′) be a version of the VCSP V (V ′) in which the unary penalties φj (φ′j ) have
been shifted up to the binary constraint φ1j (φ′1j ) for j > 1 and to the binary constraint
φ12(φ′12) for j = 1. We can consider δij as the increase in the constraint function on i, j
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caused by the transformation from W to W ′. The essential property of the functions δij is
that ∀u= (u1, . . . , un) ∈A1 × · · · ×An,
∑
i
∑
j>i
δij (ui, uj )=ValV ′(u)−ValV (u)=⊥ (A.1)
by Definition 2.7 of an equivalence-preserving transformation.
Let i < j, a, c ∈ Ai and b, d ∈ Aj . Setting (ui, uj ) = (a, b), (a, d), (c, b), (c, d) in
turn in Eq. (A.1), while keeping uk fixed for all k /∈ {i, j }, allows us to deduce that
∀a, c ∈Ai ∀b, d ∈Aj
δij (a, b)+ δij (c, d)= δij (a, d)+ δij (c, b). (A.2)
Now, for each u ∈ Ai , let αij (u) = MIN{δij (u, y): y ∈ Aj } and for each v ∈ Aj , let
βij (v) = MIN{δij (x, v) − αij (x): x ∈ Ai}. Consider any (u, v) ∈ Ai × Aj . Suppose that
y ∈ Aj is such that δij (u, y) = αij (u) and that x ∈ Ai is such that δij (x, v) − αij (x) =
βij (v). Then
δij (u, v)= δij (u, y)+ δij (x, v)− δij (x, y) by (A.2)
= αij (u)+ βij (v)+ αij (x)− δij (x, y)
 αij (u)+ βij (v) by definition of αij (x).
But, by definition, βij (v) δij (u, v)−αij (u) and hence δij (u, v) αij (u)+βij (v). Thus,
for i < j , ∀(u, v) ∈Ai ×Aj
δij (u, v)= αij (u)+ βij (v). (A.3)
Let i ∈N and a, b ∈Ai . Setting ui = a, b in turn in Eq. (A.1), while keeping uk fixed for
all k = i , allows us to deduce that ∀a, b ∈Ai
∑
j<i
δji(uj , a)+
∑
j>i
δij (a,uj )=
∑
j<i
δji(uj , b)+
∑
j>i
δij (b,uj )
(where i is fixed and each sum is over j ). Substituting the values of δji, δij given by
Eq. (A.3) and cancelling,
∑
j<i
βji(a)+
∑
j>i
αij (a)=
∑
j<i
βji(b)+
∑
j>i
αij (b). (A.4)
For all i ∈N , define
σi =
∑
j<i
βji(a)+
∑
j>i
αij (a).
By Eq. (A.4), σi is independent of the choice of a ∈ Ai . Finally, define, for i ∈ N and
u ∈Ai , δi(u)= φ′i (u)− φi(u).
Consider the following set of arc consistency operations:
(1) for i, j s.t. i < j , for u ∈Ai , shift αij (u) from φi(u) to φij (u, v) (v ∈Aj);
(2) for i, j s.t. i < j , for v ∈Aj , shift βij (v) from φj (v) to φij (u, v) (u ∈Ai);
(3) for j > 1, for u ∈A1, shift σj from φ1(u) to φ1j (u, v) (v ∈Aj);
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(4) for j > 1, for v ∈Aj , shift σj from φ1j (u, v) (u ∈A1) to φj (v);
(5) for j > 1, for v ∈Aj , shift δj (v) from φ1j (u, v) (u ∈A1) to φj (v);
(6) for u ∈A1, shift δ1(u) from φ12(u, v) (v ∈A2) to φ1(u).
If W,W ′ correspond to the versions of V,V ′ with all weights shifted away from unary
constraints, as described above, then operations (1)–(4) correspond to the transformation
from W to W ′, whereas operations (5), (6) correspond to the sum of the transformations
V →W and W ′ → V ′.
Let ψi,ψij be the constraint functions after applying the set of arc consistency
operations (1)–(6) to V . For 1 < i < j , ∀(u, v) ∈Ai ×Aj ,
ψij (u, v)= φij (u, v)+ αij (u)+ βij (v)= φij (u, v)+ δij (u, v)= φ′ij (u, v).
For j > 2, ∀(u, v) ∈A1 ×Aj ,
ψ1j (u, v)= φ1j (u, v)+ α1j (u)+ β1j (v)+ σj − σj − δj (v)
= φ1j (u, v)+ δ1j (u, v)− φ′j (v)+ φj (v)
= φ′1j (u, v)
and ∀(u, v) ∈A1 ×A2,
ψ12(u, v)= φ12(u, v)+ α12(u)+ β12(v)+ σ2 − σ2 − δ2(v)− δ1(u)
= φ12(u, v)+ δ12(u, v)− φ′2(v)+ φ2(v)− φ′1(u)+ φ1(u)
= φ′12(u, v).
For i > 1, ∀u ∈Ai ,
ψi(u)= φi(u)−
∑
j<i
βji (u)−
∑
j>i
αij (u)+ σi + δi(u)
= φi(u)− σi + σi + φ′i (u)− φi(u)
= φ′i (u)
and ∀u ∈A1,
ψ1(u)= φ1(u)−
∑
j>1
α1j (u)−
∑
i>1
σi + δ1(u)
= φ1(u)−
∑
i
σi + φ′1(u)− φ1(u)
= φ′1(u)−
∑
i
∑
j>i
δij (ai, aj ) for any a = (a1, . . . , an) ∈A1 × · · · ×An
= φ′1(u) by (A.1).
Thus, the transformation from V to V ′ is equivalent to the set of arc consistency oper-
ations (1)–(6). ✷
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