Onsager's conjecture states that the conservation of energy may fail for 3D incompressible Euler flows with Hölder regularity below 1/3. This conjecture was recently solved by the author, yet the endpoint case remains an interesting open question with further connections to turbulence theory. In this work, we construct energy non-conserving solutions to the 3D incompressible Euler equations with space-time Hölder regularity converging to the critical exponent at small spatial scales and containing the entire range of exponents [0, 1/3).
Introduction
In this paper we consider the endpoint regularity in Onsager's conjecture for the incompressible Euler equations on R × T 3 , which we write in conservation form as
using the summation convention for summing repeated indices. We are concerned mainly with weak solutions to the incompressible Euler equations, which are defined most generally as a locally squareintegrable vector field v (called the velocity field) and scalar function p (called the pressure) that together satisfy (E) in the sense of distributions.
Onsager's conjecture states that for any Hölder exponent α < 1/3 there exist periodic weak solutions to the 3D incompressible Euler equations that belong to the Hölder class v ∈ L ∞ t C α x and fail to conserve the total kinetic energy 1 2 T 3 |v(t, x)| 2 dx. The endpoint case of the conjecture is that the same statement should hold for α = 1/3. The above statements originate from Onsager's paper [Ons49] on the statistical theory of hydrodynamic turbulence, where Onsager postulated that dissipation of energy may occur in the absence of viscosity 1 through the mechanism of an energy cascade modeled by the incompressible Euler equations.
Onsager's argument predicts that such energy dissipation should be possible for incompressible Euler flows with regularity exactly 1/3. Specifically, Onsager argued that the energy cascade occuring in a turbulent flow will result in an energy spectrum with a statistical power law consistent with exactly the (Besov or Hölder) regularity 1/3 in the inertial range of frequencies, which agrees with the scaling laws of turbulence predicted by Kolmogorov's 1941 theory [Kol41] . (See also [ES06, DLS13a] for more detailed reviews of these statements and computations.) On the other hand, Onsager asserted that conservation of energy must hold for every incompressible Euler flow v ∈ L ∞ t C α x (I × T 3 ) with Hölder regularity α strictly above 1/3. A strengthening of this latter assertion was proved in [CET94] after initial work of [Eyi94] , with the sharpest result due to [CCFS08] being that conservation of energy holds for weak solutions in the Besov class v ∈ L 3 t B 1/3 3,c0(N) . These results leave open the possibility that energy dissipation as considered by Onsager may be possible for solutions to incompressible Euler with exactly the critical regularity 1/3 (e.g. for weak solutions in the class v ∈ C t C 1/3 x ), while the construction in [Eyi94] of initial data with critical regularity and nonzero energy flux provides further evidence that dissipation of energy for weak solutions at the critical regularity should indeed exist.
Recently, the existence of weak solutions to incompressible Euler in the class v ∈ L ∞ t C α x (R × T 3 ) that fail to conserve energy has been established by the author for all α < 1/3 in [Ise16] . The solutions are constructed using the method of convex integration, which was first introduced to the incompressible Euler equations by De Lellis and Székelyhidi [DLS09, DLS13b, DLS14] and was further developed towards improved partial results towards Onsager's conjecture in [Ise12, BDLIS15, BDLS16] . The proof in [Ise16] relies also on the use of Mikado flows introduced in [DS16] to implement convex integration in combination with a new "gluing approximation" technique.
In the present work, we improve upon the result in [Ise16] to construct solutions with borderline regularity that approaches the endpoint case at small length scales. Our main result is the following. Theorem 1. There exists (v, p) a weak solution to the incompressible Euler equations that has nonempty, compact support in time on R × T 3 and belongs to the class v ∈ α<1/3 C α t,x . Moreover, one may arrange that v also satisfies an estimate of the form |v(t, x + ∆x) − v(t, x)| ≤ C|∆x| 1 3 −B log log |∆x| −1 log |∆x| −1
(1)
for some constants C and B and for all (t, x) ∈ R × T 3 and all |∆x| ≤ 10 −2 .
Theorem 1 is the first result proved using the method of convex integration that achieves a regularity approaching the limiting exponent and avoiding the strictly positive gap in regularity from the endpoint faced by previous results. In particular, we have that v ∈ α<1/3 C α t,x rather than having regularity bounded strictly below the limiting exponent (i.e. v ∈ C 1/3−ǫ t,x for some ǫ > 0). The constant B, which determines 2 the rate at which the regularity 1/3 is approached at small scales, can be taken to be any number B > 2 2/3, and this bound can be improved to B > 4/3 by combining our methods with the approach to the gluing approximation taken in [BDLSV17] (see Sections 11-12 below). For comparison, note that inequality (1) with O( 1 log |∆x| −1 ) in place of O( log log |∆x| −1 log |∆x| −1 ) would correspond to exactly the endpoint regularity.
The proof of Theorem 1 introduces a new method for optimizing the regularity that can be achieved by a general convex integration scheme. This method can be applied to give similar borderline regularity results in any known convex integration construction of Hölder continuous solutions in which power-losses of frequency in the estimates can be avoided. In particular, it can be used to establish borderline regularity for isometric embeddings as in [CDLS10] (but not [DLISJ15] ), for nondegenerate active scalar equations [IV15] , for the 2D Monge-Ampère equation [LP15] , and for the SQG equation [BSV16] , and in these cases the log log |∆x| −1 term appearing in (1) can be replaced by 1. Additional motivation for our effort to optimize the regularity of the construction comes from potential applications to simulations of convex integration solutions, which one may expect to benefit from methods for optimizing the construction.
To achieve solutions with borderline regularity, it is crucial that the proof avoids losses of powers of the frequency in the estimates of the iteration scheme. An important point in this regard is that the approach to the gluing construction taken in [Ise16] obtains estimates that lose only a power of the logarithm of the frequency. These estimates require extending the timescale of the gluing beyond the standard timescale in the local existence theory for incompressible Euler, which would be inversely proportional to the C δ norm of the initial velocity gradient. (We note in contrast that the approach taken in [BDLSV17] leads to power-losses in the frequency at several points in the proof. These occur both in the gluing and convex integration in parts of the proof where local well-posedness theory, Schauder estimates and Calderón-Zygmund commutator estimates are employed.) Still there is one point in the proof in [Ise16] , which occurs during the convex integration step, where one encounters a power-loss in frequency, and it is necessary to modify the convex integration part of the proof to obtain our borderline result.
To avoid this power-loss, we adapt the strategy of [IO16b] for localizing the convex integration method, which relies on two main modifications to the construction to gain the necessary estimate. The first point is to modify the construction using waves that are localized to small length scales and are each forced to obey the conservation of angular momentum in addition to the conservation of linear momentum. The second point is to make use of the family of operators developed in [IO16b] that give compactly supported, symmetric solutions to the divergence equation when the necessary conditions for solving the symmetric divergence equation are satisfied. In combination, these modifications allow one to avoid the power-loss in frequency that had been present in [Ise12] while enabling the authors to extend previous work of [Ise12] on (1/5 − ǫ)-Hölder Euler flows to the nonperiodic setting of R × R 3 . Here we adapt these ideas to the present scheme to achieve an analogous improvement in our bounds. We note that it is important for this gain that we rely on the approach to the nonstationary phase estimate based on a parametrix and nonlinear phase functions introduced in [Ise12] .
Obtaining the endpoint case of Onsager's conjecture will require further new ideas, and it is of interest to study the behavior of potential energy non-conserving solutions with endpoint regularity and possible approaches to constructing them. A convex integration approach to the endpoint regularity would be possible if something sufficiently close to an "ideal" Main Lemma can be proven where one has neither logarithmic nor power-losses in the frequency and the constant in the frequency growth is equal to C = 1 (as in a remark of [IO16b] ) or approaches C = 1 asymptotically at a suitable rate. Such a construction does not presently seem within reach; however, it may be considered favorable that convex integration constructions are able in general to yield solutions whose singularities occupy regions of space with positive volume. As the following Proposition demonstrates, singularities with positive Lebesgue measure are necessary for any energy non-conserving solution with critical regularity provided the integrability exponent for this regularity is greater than 3. Proposition 1.1 is a consequence of two facts (a local version of the sharp conservation of energy in [CCFS08] and a result on integrability of the energy dissipation measure) that are also new remarks in the literature. See Propositions 3.1 and 3.2. One would most likely expect that energy non-conserving solutions exist for the entire spectrum of endpoint spaces above, including the endpoint case of L x . We refer to Section 3 for a more precise formulation of Proposition 1.1. r,∞ of any integrability exponent r greater than three. This statement may be regarded as having some interest in connection to the theory of intermittency in turbulence. For further related results and discussion see [CS14, LS15, LS17, Shv18] .
In addition to having the endpoint regularity, Onsager's paper [Ons49] describes Euler flows that furthermore should dissipate kinetic energy. Related to this point, we state the following Proposition.
(or more generally with v ∈ C t B 1/3 3,∞ ) then the total kinetic energy e(t)
Proposition 1.2 shows that finding an energy dissipating solution in the class v ∈ C t C 1/3 x can be reduced to finding any example of a solution in this class that fails to satisfy the conservation of energy. Such a solution would have total kinetic energy that is either strictly increasing or strictly decreasing on some open interval of time. After possibly reversing time one obtains a solution with a decreasing energy profile on an open interval. For α < 1/3, the existence of energy-dissipating solutions in C t C α x was proven recently in [BDLSV17] by introducing an additional idea in the convex integration part of the proof to prescribe the energy profile of the solutions. We expect that this technique 3 should be possible to extend to the class described by (1) for example by modifying the statement of our Main Lemma in a way similar to the analysis in [IO16b, IO15] .
The proof of Proposition 1.2, presented in Section 2 below, suggests that the failure of energy conservation for solutions in the critical space v ∈ C t C 1/3 x should be very common. The proof reduces the existence of an energy-dissipating solution to solving the Euler equations with appropriate initial data in the desired critical space for a short time. However, one must be cautious that the Euler equations are ill-posed in C t C α x or in C t B α 3,∞ for all α < 1 as has been shown in [CS10, BT10] , which presents a significant difficulty for constructing solutions in these spaces. Our proof of Proposition 1.2 also yields a further necessary condition for a given divergence free vector field to be the initial datum of a solution in the class v ∈ C t B 1/3 3,∞ . We now summarize the organization of the paper and the proof of our borderline result, Theorem 1. We start by explaining the proof of Proposition 1.2 in Section 2 and establishing Proposition 1.1 and the accompanying Propositions 3.1 and 3.2 in Section 3. We then summarize notation for the main body of the paper in Section 4. Sections 5-10 contain the Main Lemma of the paper and our modification of the convex integration construction of [Ise16] . These sections assume familiarity with the convex integration construction in [Ise16] . Section 11 explains the proof of Theorem 1 using the Main Lemma and presents our new method for optimizing the regularity in a general convex integration scheme. Section 12 outlines how to combine our methods with the approach to the gluing approximation taken in [BDLSV17] to improve the rate of convergence to the critical exponent in the estimate (1).
Regularity of kinetic energy at the critical exponent
We start with a proof of Proposition 1.2 on the C 1 regularity of the kinetic energy profile for solutions of class C t B 1/3 3,∞ . In the next Section we prove Proposition 1.1. We will use the summation convention for summing repeated upper and lower spatial indices, so that v ℓ v ℓ = |v| 2 and ∇ ℓ v ℓ = div v. The proof of Proposition 1.2 is an extension of the argument of [CET94] for proving energy conservation for weak solutions in the class v ∈ L 
where the convergence in (2) holds in D ′ (I). (See [IO13, Proof of Theorem 2.2] for a detailed presentation of this point.) The rightmost term in (2) gives rise to the family of trilinear forms
by the commutator estimate of [CET94] . Using (4), we have that the family of functions
are both uniformly bounded and equicontinuous on every compact subinterval of I, as they satisfy
and their moduli of continuity can therefore be bounded uniformly in ǫ in terms of the modulus of continuity of v(t, ·) into B . Consequently, the convergence in (2) is actually uniform in t on every open interval J with compact closure in I, as the weak limit in D ′ (J), which is unique, must also be achieved uniformly along subsequences by Arzelà-Ascoli. (If the convergence were not uniform, there would exist a subsequence converging uniformly to a continuous function different from (2), which contradicts the weak convergence.) The energy flux in (2), a priori in D ′ (I), is thus continuous in t on I, and the kinetic energy profile is therefore C 1 in t on I. Note that one would typically expect the energy flux given by the right hand side of (2) to be nonzero at any given time t 0 for a vector field with v(t 0 , ·) ∈ C 1/3
x , as examples of divergence free initial data v 0 (x) ∈ C 1/3 for which this limit can be positive are given in [Eyi94, CCFS08] .
We note also that our argument provides a necessary condition for a vector field v 0 (x) ∈ B 1/3 3,∞ to be realized as the initial datum of an Euler flow in the class v ∈ C t B 1/3 3,∞ , which is that the limit lim ǫ→0 T ǫ [v 0 , v 0 , v 0 ] on the right hand side of (2) must exist and must also be independent of the chosen mollifying kernel η ǫ so that the instantaneous rate of energy dissipation is well-defined at time 0.
We now turn to the proof of Proposition 1.1.
Singularities of dissipative solutions with critical regularity
We now establish Proposition 1.1 on the necessity of positive measure singularities for energy nonconserving, Onsager critical solutions with integrability exponent p > 3, which is an immediate consequence of Propositions 3.1 and 3.2 below. Both Propositions are stated in terms of Besov spaces whose basic properties we recall within the proofs. We state the first Proposition 3.1 in a sharp, critical space to make clear the severity of the singularity that is implicitly discussed in Proposition 1.1. 
, and that B t,x . It will be clear that the proof of Proposition 3.2 does not give absolute continuity in the case r = 3. For example, the proof would apply to many other equations such as Burgers', where shock solutions give examples for which the corresponding energy dissipation measure is not absolutely continuous. There also exist divergence free vector fields demonstrating that our approach would not yield absolute continuity in the r = 3 case 4 .
Proof of Proposition 1.1. Let us observe now that Proposition 1.1 follows from Propositions 3.1 and 3.2, focusing on the case of
t,x and does not conserve kinetic energy (meaning that the distribution e(t) :
is well defined and cannot be the 0 distribution. This statement can be checked by verifying that, for any test function ψ ∈ C ∞ c (I), one has by dominated convergence that
is a rescaled bump function that is equal to 1 in a growing neighborhood of the origin that encompasses the whole space as R → ∞. We use here that
t,x by Calderón-Zygmund theory 5 . In fact the weaker condition (1 + |x|)
t,x suffices for this proof. We now prove Proposition 3.1 along with Proposition 3.2. The proof is a local version of the energy conservation criteria of [CET94, CCFS08] . The observation that the proof of energy conservation in [CET94] can be localized is originally due to [DR00] and has recently been of use to several authors in the context of bounded domains [BT18, DN18, BTW] . Some issues that are not central to our goals here have been avoided as our hypotheses suffice to guarantee Proof of Propositions 3.2 and 3.1.
t,x by Calderón-Zygmund theory as before. The key formula we use is the analogue of the [DR00] formula involving the commutator of [CET94] :
where v ℓ ǫ = η ǫ * v ℓ is a standard mollification of v ℓ in the spatial variables at length scale ǫ, and the limit (6) holds for any fixed test function on I × R d or I × T d . We first prove Propositions 3.2 and 3.1 assuming (6). One has by Hölder's inequality with 
The sequence
t,x independent of ǫ > 0. As a consequence, using r ≥ 3, the weak limit D[v, p] = lim ǫ→0 ∇ j v ǫℓ R jℓ ǫ is a Radon measure. That is, by (8) and Hölder (with the characteristic function of K as one of the factors), for any compact set K and any test function
Moreover, for r > 3, the measure D[v, p] is absolutely continuous with density function in L r/3 t,x by the duality characterization of the latter space, thus confirming Proposition 3.2. Namely, if s ∈ (1, ∞) is the dual exponent with
t,x . The proof of Proposition 3.1 is more subtle as the statement concerns the function space L and is more local in nature. In particular, our approach is local as compared to the Fourier-analytic approach of [CCFS08] ; the details in the presentation below are similar to those of [IO16a] .
Let v ∈ L 3 t,x be a weak solution, so that p ∈ L 3/2 t,x , and let q be a point in the complement of the singular support of v relative to L 
Then as in the proof of (8) one has that
and that the dt integrand is bounded uniformly in ǫ by C v(t, ·)
, which is integrable over J.
Moreover, for almost every t ∈ J, one has that v(t, ·) ∈ B 
2/3 on the same set of t, we have the convergence to 0 for almost every t in (9), which implies the limit in (9) is 0 by the Lebesgue dominated convergence theorem.
The last remaining point is to justify the limit in (6) for any fixed test function, which we prove using the definition of a weak solution following details similar to [IO16a] .
be even mollifying kernels in the space and time variables respectively supported in
where the convolution is in both space and time. We will write * x or * t to mean convolution in only the space or time variables. Taking ω ℓ ǫδ as our test function in the weak formulation of Euler (i.e. multiplying the equation and integrating by parts) gives
Using the self-adjointness of η ǫδ * and the divergence free property of η ǫδ * v ℓ one obtains
t,x (V φ ), we may safely let δ → 0 at this point with ǫ > 0 fixed using uniform in δ boundedness of the convolution operators in the formula (including the operators ∇ j η ǫδ * that appear from the product rule) and the strong convergence of
t,x (supp φ) for each fixed ǫ > 0. Taking the δ → 0 limit, we now replace each appearance of η ǫδ * = η ǫ * x [ζ δ * t ·] in the formula with η ǫ * x , which we now write more simply as η ǫ * := η ǫ * x .
Using the self-adjointness of η ǫ * and the divergence free property of v ℓ ǫ , one obtains
Note that the left hand side of the first equation tends to exactly φ,
t,x again. Thus formula (6) will be proven once it is shown that lim ǫ→0 Z ǫ = 0. 
→ 0 as ǫ → 0 whenever u j , w ℓ are smooth vector fields on I × R d , and that
Combining these properties and using the density of smooth vector fields in
and Z ǫ → 0 as well by applying Hölder with v ǫ bounded in L 3 t,x (V φ ).
With Propositions 1.1, and 3.1-3.2 now proven, we turn to the notation that will be used for the remainder of the paper and the proof of Theorem 1.
Notation
We will follow the same notational conventions as introduced in [Ise16, Section 2]. In particular, multiindices will be represented in vector notation. For example, if a = (a 1 , a 2 , a 3 ) is a multi-index of order | a| = 3, then ∇ a = ∇ a1 ∇ a2 ∇ a3 denotes the corresponding third-order partial derivative operator. We use supp t f to indicate the time support of a function f with domain in R × T 3 . We recall the definitions of an Euler-Reynolds flow and frequency-energy levels.
satisfy the Euler-Reynolds equations if the equations 
Here ∇ refers only to derivatives in the spatial variables.
The Main Lemma
The first goal of the paper will be to improve on the Main Lemma in [Ise16] so that we remove the need for a double-exponential growth of frequencies. The Main Lemma of our paper states the following:
There exists constants C, C L such that the following holds. Let (v, p, R) be any solution of the Euler-Reynolds equation with frequency-energy levels bounded by (Ξ, e v , e R ) to order L in C 0 and let J be an open subinterval of R such that
Define the parameter Ξ = Ξ(e v /e R ) 1/2 . Let N be any positive number obeying the condition
Then there exists a solution (v 1 , p 1 , R 1 ) of Euler-Reynolds with frequency-energy levels bounded by
and such that the correction V = v 1 − v obeys the estimate
The crucial difference between the Main Lemma above as compared to [Ise16, Lemma 2.1] is that we do not require any lower bound of the form N ≥ Ξ η for the frequency growth parameter N in inequality (12). This difference enables us to avoid double-exponential growth of frequencies in constructing solutions as in [IO16b] . Likewise, the constants C and C L in the estimates do not depend on such a parameter η.
We establish Lemma 5.1 by modifying the proof of the Convex Integration Lemma, [Ise16, Lemma 3.3], as the proof of this Lemma contains the only step in which the assumption N ≥ Ξ η is used.
6 The Improved Convex Integration Lemma Lemma 6.1 (Gluing Approximation Lemma). There are absolute constants C 1 ≥ 2 and δ 0 ∈ (0, 1/25) such that the following holds. Let (v 0 , p 0 , R 0 ) be an Euler-Reynolds flow with frequency-energy levels bounded by (Ξ, e v , e R ) to order 3 in C 0 such that supp t v 0 ∪ supp t R 0 ⊆ J. Define the parameters
Then for any 0 < δ ≤ δ 0 there exist: a constant C δ ≥ 1, a constant θ > 0, a sequence of times {t(I)} I∈Z ⊆ R and an Euler-Reynolds flow (v, p, R), R = I∈Z R I , that satisfy the support restrictions
and the following estimates
sup
Our improved Convex Integration Lemma may then be stated as follows.
Lemma 6.2 (The Convex Integration Lemma). There exists an absolute constant b 0 such that for any C 1 , C δ ≥ 1 and δ > 0 there is a constantC =C δ,C1,C δ for which the following holds. Suppose J is a subinterval of R and (v, p, R) is an Euler-Reynolds flow, R = I R I , that satisfy the conclusions (17)- (20) and (22)- (23) of Lemma 6.1 for some (Ξ, e v , e R ), some θ > 0 and some sequence of times {t(I)} I∈Z ⊆ R. Suppose also that
Let N ≥ (e v /e R ) 1/2 . Then there is an Euler-Reynolds flow (v 1 , p 1 , R 1 ) with frequency-energy levels in the sense of Definition 4.2 bounded by
such that
Lemma 5.1 now follows by combining Lemmas 6.1 and 6.2 as explained in [Ise16, Section 3]. (Here Lemma 6.1 is applied with (v 0 , p 0 , R 0 ) taken to be the (v, p, R) given in the assumptions of Lemma 5.1.) The only important difference in the present case is that we have removed the assumption N ≥ Ξ η and the constants C and C L (which can be set equal if desired) do not depend on η.
We now explain how to prove Lemma 6.2 by modifying the proof of [Ise16, Lemma 3.3].
Modifying the Convex Integration
We now proceed with the proof of Lemma 6.2. The construction will be based on the proof of [Ise16, Lemma 3.3] implementing convex integration with the Mikado flows of [DS16] , but modified to adapt the localization strategy of [IO16b] to our setting. Let (v, p, R), R = I R I be given as in the assumptions of Lemma 6.2, which are the conclusions of Lemma 6.1. We will use the symbol to denote inequalities involving explicit constants that are allowed to depend on the parameters C 1 , δ and C δ , but never on (Ξ, e v , e R ), N, θ, Ξ, etc.
We obtain the new Euler-Reynolds flow (v 1 , p 1 , R 1 ) of Lemma 6.2 by adding carefully designed corrections v ℓ 1 = v ℓ + V ℓ , p 1 = p + P to the velocity and pressure, and using the resulting equation for (v 1 , p 1 ) to construct the appropriate R 1 . The correction V ℓ will be a sum of divergence free, high frequency vector fields indexed by a set J
The index J ∈ J will have several components J = (I, J 1 , J 2 , J 3 , f ) that together specify the time interval and spatial location in which V J will be supported as well as the direction in which V J takes values. Specifically, we choose an even integer Π ∈ [3Ξ, 6Ξ] ∩ 2Z of size comparable to Ξ and define
, will be supported in a time interval of length ∼ θ around time t(I), and initially at time t(I) will be supported in a ball of size ∼ Ξ −1 around the point x 0 (J) : 
and let Γ I : R × T 3 → T 3 be the back-to-labels map associated to v ǫ from the initial time t(I)
We also define the coarse scale advective derivative
To localize the waves V J , we construct a smooth, quadratic partition of unity initiating from each time t(I) that follows the flow of v ǫ and has length scale ∼ Ξ −1 . The elements of this partition of unity are functions
, and they satisfy
To construct the initial data for the partition of unity, choose a smoothχ : R 3 → R with support in [−3/4, 3/4] 3 such that m∈Z 3χ 2 (h − m) = 1 for all h ∈ R 3 , then periodize and rescale to define
Observe that χ (I, 
Localizing the Convex Integration Construction
Unlike the scheme in [Ise16] , our scheme will involve many Mikado flow based waves at any given time that are supported within overlapping regions. In general, interference between overlapping Mikado flows would produce error terms that cannot be controlled for the iteration. We avoid this interference by "threading" the Mikado flows together so that, at the initial time, the main terms of the waves V J will have disjoint support. The support then remains disjoint as the Mikado flows are advected along the coarse scale flow.
To accomplish this construction, let f ∈ F and let [k] ∈ (Z/2Z) 3 . Choose an r 0 > 0 and choose disjoint, periodic lines ℓ (f,[k]) = {p (f,[k]) + tf : t ∈ R} that are separated from each other by a distance greater than 6r 0 in the torus (R/Z) 3 . Choose smooth functions
With these choices, the functions ψ (f,[k]) have disjoint support and have gradients orthogonal to f :
Conditions (35) and (34) imply that ψ (f,[k]) (X)f ℓ is divergence free with mean zero, which implies that there is 6 a smooth tensor field Ω
that is anti-symmetric in αβ and satisfies
Since all components of the Ω αβ (f,[k]) have mean 0 on the torus, we can further construct tensor fields
For example, we can take
. These second order potentials will be used to impose local conservation of angular momentum similar to the use of double-curl form waves in [IO16b] .
We define the corrections V ℓ J to have the form
The amplitudes v ℓ J have the same form as in [Ise16, Section 13] except incorporating the partition of unity χ J . In particular, they take values orthogonal to the gradient of the oscillatory functions ψ J :
supp t e 1/2
Note in particular that by construction the main terms of each wave have disjoint supports
In the last case, one has supp χ J ∩ supp χ K = ∅ unless J = K.
The correction V ℓ J is made to be divergence free and to have the form (39) by making V ℓ J the 6 We can take for instance Ω
divergence of an antisymmetric tensor built from the Lie transport of the potentials Ω αβγ (f,[k]) above: 
This comparison allows us to see that the parameter ǫ = ǫ v in the mollification of v → v ǫ can be chosen to have the same value ǫ v = c v N −1/2 Ξ −1 as in [Ise16, Section 16], which is based on the requirement
Since we have chosen the same parameter in the mollification v → ǫ v as that chosen in [Ise16] , we obtain the same estimates for v ǫ
where the implicit constant is equal to 1 for | a| = 1. From this fact we will see in the following Section 8 that all the remaining estimates for the components of the construction coincide with those in the proof of [Ise16, Lemma 3.3].
Estimates for Components of the Construction
Here we summarize the estimates for the components of the construction, which coincide with those of [Ise16] . The following elementary Lemma will be convenient:
Then for λ ≥ N 1/2 Ξ, we have for any first order partial derivative ∇ a
We also have the triangle inequality
] and product estimate
All the properties follow quickly from the definition (52). Inequality (54) follows from the expansion
The estimates for the construction may now be summarized as follows. Here we use the fact that the frequency λ := B λ N Ξ is larger than N 1/2 Ξ to conclude that the lower order terms δv ℓ J,αβγ obey the same bounds as the δv ℓ J,αβ . Proposition 8.1. The following bounds hold with constants depending only on | a|
sup t∈R e 1/2 
and we use the fact that, by the construction in (33),
We have Ξe 
Here every term in (66) is bounded by M 1 except e 1/2 I (t). Note that (67) is equivalent to (61). To prove (62), we proceed similarly by commuting in the advective derivative weighted by the parameter θ ∼ (log Ξ)
The terms (69) and (70) may be estimated using Lemma 8.1 as in the proof of (66)- (67) to obtain
For (68), apply the product rule for θD t and apply Lemma 8.1 repeatedly to obtain
Since
I )] are bounded by M 1 from (55)- (56), we have
This bound is equivalent to the desired bound (62) for δv J,αβγ .
As ( 
For the estimate (73), we use that at most a bounded number (say 2 3 ) distinct V stress tensor R jℓ 1 . The new stress R jℓ 1 will be composed of terms that solve
In writing (79), we have made the crucial observation that all of the off-diagonal terms in the summation J,K∈JV j JV ℓ K vanish due to the disjointness of support stated in (44). Our construction has been designed in such a way that
From (39) and (80), equation (79) reduces to
To verify (80), note that for each I ∈ Z and J (I) := {I} × (Z/ΠZ) 3 × F, we have from (31), (49) that
where v (I,f ) are the amplitudes from the construction in [Ise16] . The equality 
Solving the Symmetric Divergence Equation
To estimate the error tensor R 1 defined in (75), the only terms that require a different treatment from [Ise16] are the terms R T and R H . Namely, since our choice of v ǫ and R ǫ and our estimates forV J and δV J also coincide with those of [Ise16] , Proposition 17.4 from [Ise16] shows that
provided we choose the constant B λ in the definition of λ = B λ N Ξ larger than a certain, absolute constant B λ . The tensors R T and R H are defined as summations of the form
where each term is symmetric and is localized both in space and in time around the support of V ℓ J . We expand the terms (77) and (81) (using the orthogonality v j J ∇ j ψ J = 0 stated in (43) in the case of R H , and using ∇ j v j ǫ = ∇ j V j J = 0 in the case of R T ) to obtain the equations
By the construction in Section 7.1, each of the functions ψ J , (ψ I (t, x) ), where ω : T 3 → R belongs to a finite set of smooth functions that mean zero on T 3 . We may therefore apply the following Proposition, which is similar to [Ise16, Proposition 17.6] and is proven in Section 10.1 below using the same parametrix expansion technique. 
where the implicit constant depends only on ω and D.
We apply Proposition 10.1 to each of the terms in (89) and (90) and use the estimates
which follow from (59)-(62) and Lemma 8.1 (and are saturated only by u ℓ T J ), to obtain decompositions
where the symmetric tensors Q T J,(D) and Q HJ,(D) and remainder terms U T J,(D) and U HJ,(D) satisfy
To complete the construction of R jℓ T,J and R jℓ HJ to (89)-(90), we construct solutions to the equations
that are localized around space-time cylinders containing the supports of v J by using the inverses for the symmetric divergence equation that were constructed in [IO16b] . We first recall the notions of Lagrangian and Eulerian cylinders from [IO16b] .
Definition 10.1. Let Φ s be the flow map associated to v ǫ as defined in (29). Given a point in space-time (t 0 , x 0 ) ∈ R × T 3 and positive numbers τ, ρ > 0, we define the v ǫ -adapted Eulerian cylinderĈ(τ, ρ; t 0 , x 0 ) with duration 2τ and base radius ρ as well as the v ǫ -adapted Lagrangian cylinder Γ(τ, ρ; t 0 , x 0 ) with duration 2τ and base radius ρ to bê
The two notions are related (see [IO16b, Lemma 5 .2]) by
It follows that the amplitudes constructed in Section 7.1 are supported in an Eulerian cylinder
and the remainder terms U . Before we can obtain symmetric tensors that solve the equations in (100), we must check that the necessary orthogonality conditions
are satisfied, where U ℓ is the (nonperiodic restriction of) U 
We now set D = 2 and define R (108) into (87), we obtain the estimate
To sum the estimates we have also used the fact that the number of distinct cylinders of the form (107) that can intersect at a given point in space-time (t, x) is bounded by an absolute constant. To check this fact, note that if two cylinders indexed by J and
The number of indices J = (I, f ) for which (t(I), x 0 (J)) can belong to a given ball of radius 3Ξ
is bounded by an absolute constant by the construction of the cutoff functions.
We can now take B λ to be a sufficiently large number such that the right hand side of (110) is bounded by (log Ξ) 
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(and so that λ = B λ N Ξ ∈ Z is an integer). This choice achieves our desired bound for R 1 C 0 when combined with (84). The desired bounds for higher derivatives
now follow from (97), (98), (109) 
The Parametrix Expansion
We now prove Proposition 10.1 using the argument in the proof of [Ise16, Proposition 17.6]. Let U ℓ = u ℓ ω(λΓ I ) be given as in the assumptions of Proposition 10.1. By Fourier-expanding ω(X) as a function on T 3 , we have
where m ∈ Z 3 and ξ m (t, x) := m · Γ I (t, x). Following the proof of [Ise16, Proposition 17.6], we set
The amplitudes q jℓ (k),m are constructed inductively with a sequence of amplitudes u ℓ (k),m such that
and u ℓ (0),m = u ℓ . By (115), (117) and induction on D, we then obtain
More specifically, to solve (117) we first choose smooth functionsq jℓ a (p) of a variable p ∈ R 3 \ {0}, symmetric in jℓ, such that eachq 
Iterating the Main Lemma
We now explain the proof of Theorem 1. Similar to other convex integration constructions, the theorem will be proven by repeatedly applying Lemma 5.1 to obtain a sequence of Euler-Reynolds flows (v (k) , p (k) , R (k) ) indexed by k (with frequency energy levels bounded by (Ξ (k) , e v,(k) , e R,(k) )) that will converge uniformly to the solution v stated in Theorem 1. Unlike previous works, we introduce here a new and sharper approach to estimating the regularity and to optimizing the choice of parameters governing the growth of frequencies.
To initialize the construction, we construct a smooth Euler-Reynolds flow (v (1) , p (1) , R (1) ) with compact support in time that satisfies
and has frequency-energy levels (to order 3 in C 0 ) bounded by (Ξ (1) , e R,(1) , e R,(1) ), where Ξ (1) = Ξ (1) and e R,(1) are respectively large and small parameters that remain to be chosen. One way to produce such an Euler-Reynolds flow is to apply the Main Lemma in the convex integration scheme of [Ise12] (as was done in [Ise16] ). This approach has some added benefits such as the ability arbitrarily large increases in energy within an arbitrarily small time interval [Ise12] . For the present purpose it will suffice to take a simpler approach.
We take v (1) to have the form v ℓ (1) = ψ(B −1 t)U ℓ , where ψ be a smooth cutoff with ψ(0) = 1 and 0 ≤ ψ(t) ≤ 1 for all t, B is a large parameter, and U ℓ : T 3 → R 3 is a smooth vector field that satisfies
For example, one can take a sufficiently large Mikado flow for U ℓ (x). We then take p (1) = 0 and R (1) to be a symmetric tensor that solves
by applying an appropriate, degree −1 Fourier-multiplier to the right-hand side of (123). The EulerReynolds flow (v (1) , p (1) , R (1) ) obtained in this way has frequency energy levels (to order 3 in C 0 ) bounded by (Ξ, 1, e R,(1) ), where Ξ depends only on U ℓ , and where e R,(1) B −1 can be made arbitrarily small by taking B large depending on U ℓ . It follows from Definition 4.2 that (v (1) , p (1) , R (1) ) also have frequency energy levels bounded by (Ξ (1) , e v,(1) , e R,(1) ) := (Ξe −1/2 R,(1) , e R,(1) , e R,(1) ), where we have now fixed our choice of Ξ (1) := Ξe −1/2 R,(1) in terms of the small parameter e R,(1) that remains to be chosen.
Heuristics and deriving the optimization problem for the parameters
The sequence of frequency-energy levels (Ξ, e v , e R ) (k) and Euler-Reynolds flows will now be determined by repeatedly applying Lemma 5.1 so that the following rules hold. (Here C and C L denote the two constants of Lemma 5.1 and
The sequence g (k) > 1 describes the "gain" in the size of the error after stage k, and the sequence of frequency growth parameters N (k) is determined by inequality (13) in Lemma 5.1 so that this choice of N (k) achieves the desired gain. To work with the estimate (15), it will also be useful to impose that
The Euler-Reynolds flows constructed by repeatedly applying Lemma 5.1 using the above choice of parameters N (k) will converge uniformly to the velocity field
. Assuming (128), which is verified in Proposition 11.1 below, this solution will be nontrivial and continuous for e R,(1) chosen small enough (depending on Ξ, C and C L ) thanks to (121) and
As R (k) converges uniformly to 0, one has from the Euler-Reynolds system that the associated sequence of pressures
, and that the pair (v, p) form a weak solution to the Euler equations.
Our goal is now to choose g (k) that optimize the regularity of the solution v. The key evolution rule that isolates 1/3 as the limiting regularity and plays a key role in our analysis will be the following:
Here
is the discrete differencing operator and A = 5 2 . A crucial point is that (130) holds for all possible choices of g (k) .
With the goal of computing regularity in mind, suppose ∆x ∈ R 3 with, say, 0 < |∆x| ≤ 10 −2 . Writing v = v (k) + k≥k V (k) and L k := log Ξ (k) , we can bound |v(t, x + ∆x) − v(t, x)| using (128) by
Proof. Taking logs of (128), it suffices to bound the quantity
by − log 2 uniformly in k.
Towards this goal, we set Z k := C(log Ξ (k) ) A+1/2 to be the lower order factor from (124), (127).
Linearizing log(·) around L k := log Ξ (k) and using (124)-(127) and concavity, we have
We now substitute (135) into (134) and take e R,(1) small to ensure that
is large enough so that the following bound holds for all k ≥ 2
Taking e R,(1) smaller and hence Ξ (1) larger, we can ensure that the function f (Ξ) :=
We have that −(1/3) log g (2) = −(2γ/3) log 2 ≤ −(4/3) log 2. Taking e R,(1) small and thus Ξ (1) large, we can bound (137) and therefore (134) by − log 2, which establishes Proposition 11.1.
At this point, we choose e R,(1) sufficiently small (depending on C and C L ) to satisfy the assumptions of Proposition 11.1 and such that (129) holds.
With the initial frequency energy levels determined, we now turn to the asymptotics of the frequency energy levels for large k. These asymptotics are summarized as follows.
Proposition 11.2. For all k ≥ 3 and the above choice of g (k) , we have the following asymptotics
together with the following bounds
Here the implicit constants in the O(·) notation depend only on C, γ, Ξ (1) , e R,(1) , and A = 5/2.
The proof will proceed by induction on k ≥ 3 and will use some extra notation for the induction. We write C (138) , . . . , C (145) to refer to the implicit constants in the Big-O notation in the Proposition. For example the term in (145) is bounded by |O(log k)| ≤ C (145) log k. We assume at the onset that all the constants C (138) , . . . , C (145) are sufficiently large depending on Ξ (1) and e R,(1) = e v,(1) such that the bounds (138)-(145) hold for k = 3. The proof will make use of the Taylor expansion formula
Proof of (138). The equality follows from the evolution rule log e R,(k+1) = − log g (k) + log e R,(k) and
(where the constant above depends on γ).
Proof of (144). From log Ξ
Proof of (145). Let L k := log Ξ (k) and Z k = C(log Ξ (k) ) A+1/2 . Then for some A 0 ≥ 1 and all k ≥ 3,
Choose k * = k * (C (144) ) large so that A 0 C (144) k −2 ≤ 10 −1 δ (k) log k for all k ≥ k * and assume that C (145) is large enough so that (145) holds for k ≤ k * . We now proceed by induction on k to obtain (145) for k > k * . Assuming (145) for k, we have
if C (145) is sufficiently large, which implies (145) for k + 1, and thus for all k ≥ k * by induction.
Proof of (139). The equality follows from (145) and 1 2 log(e v /e R ) (k+1) = 1 2 (log g (k) + log log Ξ (k) ). Proof of (140)-(141). For k ≥ 3, we have by (139) and (145) (for A = 5/2)
which implies both (140) and (141) after summing over k.
Proof of (142). Again writing L k = log Ξ (k) and Z k = C(log Ξ (k) ) A+1/2 , we have by Taylor expansion
The main term is (log Ξ (k) ) −1 log g Proof of (143). Equation (143) follows from (130), (142) and summation over k.
We now return to analyzing the regularity estimate (132). From (141), (140), (143), and by the definitions ofk and Ξ (k) , we obtain (using (146) with f (X) = X −1 or log X) that for all |∆x| ≤ 10
(log |∆x|
To bound (132) purely in terms of |∆x|, we first estimate the logarithm of the term Lkexp(Hk) appearing in (132)-(133) (using A = 5/2 and + O log logk (k 2 logk) 1/2 (log log |∆x| −1 ) 1/2 .
In the last line we used (151) and (146) (log |∆x| −1 ) 1/2 (log log |∆x| −1 ) 1/2 .
The bound (152) is optimized by taking γ = 4, which is precisely the value that leads to the asymptotic log Ξ (k) = (3 + o(1))k 2 log k predicted by the heuristics at the conclusion of Section 11.1. Substituting into (132), we finally obtain |v(t, x + ∆x) − v(t, x)| |∆x| 1/3−B log log |∆x| −1 log |∆x| −1 ,
where one can take the constant B = 2 2/3 at the expense of introducing the additional lower order term 7 from (153). In particular, v belongs to v ∈ α<1/3 L ∞ t C α x , and therefore belongs to v ∈ α<1/3 C 
Improving the Borderline Estimate
In this section, we sketch roughly how the value of the B appearing in the regularity estimate (154) can be improved by combining with the approach to the Gluing Lemma introduced in [BDLSV17] .
Recall that, in the notation of [Ise16] , the Gluing Lemma is proved by introducing for a given EulerReynolds flow (v, p, R) corrections y ℓ = I η I y ℓ I andp = I η IpI to the velocity and pressure such that the new velocity fieldṽ ℓ = v ℓ + y ℓ and pressurep = p +p solve the Euler-Reynolds system with a new Reynolds stress R that is supported in disjoint time intervals of width θ ∼ (log Ξ) 
Here R jℓ is an order −1 operator that inverts the divergence equation in symmetric tensors, and the identity ∇ j r jℓ I = y ℓ I can be checked using the equation is taken. There, one first considers the potentialz I = ∆ −1 ∇× y I , which solves ∇×z I = y I , divz I = 0 and turns out to satisfy an evolution equation that (like (155)) has a good structure. Fromz I , one then obtains a symmetric anti-divergence for y I by applying a zeroth order operator (e.g. r jℓ I = R jℓ [∇×z I ]), which is estimated using Schauder and commutator estimates for CZOs. (We note that, conversely, estimates forz I can be deduced from those of r jℓ I above by similar zeroth order commutator estimates.) The key simplification comes in treating the term ∆ −1 ∇ × [y I · ∇v] that is analogous to the term R jℓ [y I ·∇v] in (155), the latter of which had been treated by a decomposition into frequency increments in [Ise16] . For the present applications, the estimates employed in [BDLSV17] , which apply the classical local well-posedness theory for Euler and Schauder and commutator estimates for CZOs, are not strong enough as they lose small powers of the frequency Ξ, which restricts the regularity to 1/3 − ǫ for some ǫ > 0. However, as we now explain, combining the techniques in [BDLSV17] and [Ise16] leads to a 7 The derivation of equation (133) suggets that taking g (k) = ( k I=1 (log log Ξ (I) + log C)) + (log log Ξ k /2) would optimize the lower order terms as well, although this alternative choice would not affect the leading order terms. The improvement in the power A = 3/2 of log Ξ in (163) then leads to an improvement in the constant B in the leading order term of the regularity estimate (154). Namely, repeating the analysis of Section 11 but with A = 3/2 instead of 5/2 improves the leading order term in (143), which leads to a factor of γ 2 + 4 3 in (152) in place of γ 2 + 2 . After choosing γ = 8/3 to optimize (152), one obtains a leading order constant of B = 4/3 = 2(2/3) instead of B = 2 2/3. Note that, with the improved constant, the function space implicitly defined by the estimate (154) is strictly contained in the one with the larger value of B, and the corresponding norms are not comparable to each other.
