In this paper we will study finite binary pseudorandom sequences which are defined by a linear recursion over F p . More exactly, let x 1 , . . . , x h ∈ F p be the first h elements of the sequence, c 1 , . . . , c h ∈ F p be the coefficients in the linear recursion, so for n > h, x n ≡ c 1 x n−1 + c 2 x n−2 + · · · + c h x n−h (mod p). (1) In order to transform the sequence {x 1 , x 2 , . . .} into a binary sequence {e 1 , e 2 , . . .} we define
where
denotes the Legendre symbol. From the definition of x n it is clear that the sequence {x n } is periodic with a period T , and then the sequence {e n } is also periodic with period T . Considering only the first T elements of the sequence {e n } we get a finite binary sequence {e 1 , . . . , e T } = E T , and we will study the pseudorandom properties of this last sequence.
Unfortunately we cannot estimate the pseudorandom measures of all sequences E T defined this way, but we will describe a large class of linear recursions for which the sequence E T has strong pseudorandom properties.
It is well known that the elements of the sequence {x n } defined in (1) can be expressed by the roots of the characteristic polynomial
Suppose that this polynomial has h distinct roots in F * p : λ 1 , . . . , λ h . Then there exist constants a 1 , . . . , a h ∈ F p such that
are powers of λ (e.g. λ can be a primitive root, or in the special case when all λ i are quadratic residues modulo p, then λ can be the square of a primitive root modulo p).
is a polynomial of degree k. Then for the sequence {e 1 , e 2 , . . .} we have
The sequence {e n } is periodic with a period T , where now T can be the multiplicative order of λ.
Since not for every linear recursion {x n } can we write the sequence {e n } in the form (3), it is more practical to define the sequence {e n } by (3), and determine the linear recursion from this form. More exactly: Definition 1. Let p be an odd prime, λ ∈ F * p be of multiplicative order T and f (x) ∈ F p [x] be a polynomial of degree k. Then we define the sequence E T = {e 1 , . . . , e T } by (3) .
Throughout the paper we will use this definition and these notations: the numbers p, k, λ, T and the polynomial f (x) will be as in Definition 1.
The next question is how to determine the linear recursion for the sequence {x n } (where
and the number λ ∈ F p . Write f (x) in the form
Then by computing the coefficients −c i of the characteristic polynomial
we find that the linear recursion for the sequence {x n } is
We will give estimates for the pseudorandom measures of E T defined in Definition 1, but these upper bounds will be non-trivial only if k, the degree of the polynomial f (x), is ≪ p 1/2−ε for some ε > 0. For the well-distribution measure we obtain the following:
Clearly, if f (x) is of the form c(g(x)) 2 , then either the sequence E T contains only +1's, or all but at most k/2 of the elements of
and thus the sequence E T is almost (apart from at most k/2 pieces of e i 's) periodic with period 2.
In the case of the correlation measure there is no non-trivial general upper bound:
Let l | T and f (x) be of the form
has no zero in F p . Then for the sequence E T defined in (3) we will prove that
which means that for small l | T , the correlation measure of order l is large.
Indeed, by the definition of the correlation measure of order l, the equality ϕ(λ n+T ) = ϕ(λ n ), the multiplicative property of the Legendre symbol and ϕ(λ n+iT /l ) = 0 for i ∈ N, we get
which was to be proved. Thus for l | T there exists a polynomial f (x) for which C l (E T ) is large. This example shows that to ensure that the correlation measure of order l is small one needs further assumptions on the polynomial f (x) and the integers T and l. We will use the following definition.
Definition 2. We say that the polynomials
if there are c ∈ F * p and γ ∈ N such that ϕ(x) = cψ(λ γ x). Clearly, this is an equivalence relation. Next we give an upper bound for the correlation measure of order l:
. Suppose that at least one of the following conditions holds:
Suppose that there is an equivalence class defined by the relation ∼ in (4), which contains exactly one factor ϕ j (1 ≤ j ≤ u) amongst the irreducible factors of f (x)/x β , moreover the multiplicity of this factor in the factorization of
In Theorem 2(a) we are able to handle the case l = 2 completely. Clearly, if f (x) is of the form g(x σ ) with g(x) ∈ F p [x], σ ∈ N and (σ, T ) ≥ 2, then the sequence E T is periodic with period T /(T, σ), and thus the correlation measure of order 2 is greater than
In Theorem 2(b), (c) and (d) we study the case l > 2, and while these conditions are sufficient to ensure that the correlation measure is small, they are not necessary. It is an important open question to describe all polynomials f (x), integers T and l for which the correlation measure of order l is small. (We remark that a similar additive problem with a prime modulus in place of T was studied in [1] .)
Usually, for a fixed polynomial f (x) it is not easy to check whether condition (c) in Theorem 2 holds. We will show that for a large class of polynomials f (x) ∈ F p [x] condition (c) holds, and thus the correlation measure is small. These polynomials will be characterized by their zeros:
Using this corollary we get, e.g., the following:
Suppose that the order of λ is T = (p − 1)/2, all the k zeros of f (x) are in F p , and one of the zeros is a quadratic non-residue modulo p, while the other k − 1 zeros are quadratic residues modulo p. Then
Finally, we would like to specify our results to the case when h = 2, i.e., the order of the linear recursion is 2: (5) and assume that c 2 1 + 4c 2 p = 1.
Denote the zeros of the characteristic polynomial of the linear recursion (5)
by λ 1 and
Denote the multiplicative order of λ 2 /λ 1 by T , and define the sequence E T = {e 1 , . . . , e T } by (2) . Then
Here, the condition that x 2 /x 1 is not a root of the characteristic polynomial is necessary, since if λ 1 ≡ x 2 /x 1 (mod p), then x n ≡ x 1 λ n 1 , and thus the sequence {e n } is periodic with period 2.
Proofs.
The following lemma is a generalization of Lemma 3.3 in [4] , and the proof is also similar. Indeed, in [4] 
has exactly s distinct zeros.
Proof. If p or T ≤ 2, Lemma 1 is trivial, therefore we may assume that p, T ≥ 3. We will reduce the problem to estimating complete sums:
Lemma 2. Let p be a prime, χ be a multiplicative character of order d with 2 ≤ d ∈ N, and λ ∈ F * p be an element of multiplicative order
Proof. The order of λ is T , so λ n (for n = 1, . . . , T ) runs over all the T different ((p − 1)/T )th powers modulo p except 0. Moreover for fixed λ and n,
Now, we will need the following lemma:
] has exactly s distinct zeros and it is not of the form
This can be derived from A. Weil's theorem [6] (an elementary proof of which can be found in [5] ); see [2] , [3] .
Returning to the proof of Lemma 2, we now prove that f (
where c ∈ F p and α 1 , . . . , α s ∈ F p are different numbers. Let ε 1 , . . . , ε (p−1)/T ∈ F p be the (p − 1)/T different solutions of the congruence
in x, and for each α i (1 ≤ i ≤ s) let ̺ i ∈ F p be a number with
Then the factorization of f (
and so α i = α j , that is, i = j. If u = y (so ε u = ε y ), then from (10) we obtain
with the same multiplicity t v , and since d ∤ t v , we infer that f (x (p−1)/T ) is not of the form c(g(x))
. The polynomial f (x) has exactly s distinct zeros, so the polynomial f (x (p−1)/T ) (in x) has at most s p−1 T distinct zeros. Using Lemma 3 and (9) we get
which completes the proof of Lemma 2.
We now return to the proof of Lemma 1. Since the order of λ is T , there exists a character χ 1 of order p − 1 for which Using (12) and Lemma 2 we obtain
By (11) we have
From this and K ≤ T we get
For γ = 0 we have |
n=0 χ(f (λ n ))|, which is less than sp 1/2 by Lemma 2, and thus
By (13) we have
Denoting the distance of α to the nearest integer by α , and using |1 − e(α)| ≥ 4 α and (11) we get |1 − χ 1 (λ γ )| = |1 − e(γ/T )| ≥ 4 γ/T . By using this and the sum of a geometric progression we obtain
Since T ≤ p − 1, from (15) and (16) we get the statement of Lemma 1(i).
It remains to prove Lemma 1(ii). Suppose that
. Since the order of the character χ is d we have
Hence summing a geometric progression and applying (11), (12) and
Since T | p − 1 the quotient m(p − 1)α/T is an integer. On the other hand, by the condition of Lemma 1(ii) we have
Using this and (17) we get Lemma 1(ii).
Lemma 4. Suppose that f (x) is squarefree, and at least one of the conditions (a), (b), (c), (d) of Theorem 2 holds. Then the polynomial
. We will prove Lemma 4 below. The degree of the polynomial h(x) is kl, so from (19), by using Lemmas 1 and 4, we obtain
which was to be proved. Thus to complete the proof of Theorem 2 it remains to prove Lemma 4.
Proof of Lemma 4. Write f (x) in the form
In order to complete the proof of Lemma 4 we will prove that
is not of the form c(g(x)) 2 with c ∈ F p and g(
First consider the case when condition (a) of Theorem 2 holds. We prove that the polynomial h(
. Let L denote the splitting field of q(x). Then
We have
Then all the roots of h(x) have multiplicity 2 and there exists a permutation π : {1, . . . , k} → {1, . . . , k} such that
Then π σ is the identical permutation and we obtain
Since σ is the order of λ d 2 −d 1 and T is the order of λ, we also have
In order to prove Lemma 4 if (b) or (c) of Theorem 2 holds, write q(x) as the product of irreducible polynomials over F p ; then these irreducible factors are distinct. Let us group these factors so that in each group the equivalent irreducible factors are collected (under the equivalence relation described in Definition 2). We will use the following lemma.
Lemma 5. Suppose that q(x) is squarefree and h(x)
be a group formed by equivalent irreducible factors of q(x), and write
has an even number of solutions.
Proof. If we write h(x)
as the product of irreducible polynomials over F p , then all the polynomials ϕ(λ a i +d j x) with 1 ≤ i ≤ r, 1 ≤ j ≤ l occur amongst the factors. All these polynomials are equivalent, and no other irreducible factor belonging to this equivalence class will occur amongst the irreducible factors of h(x).
Since distinct irreducible polynomials cannot have a common zero, each of the zeros of h(x) is of even multiplicity if and only if in each group formed by equivalent irreducible factors of h(x), every polynomial of the form ϕ(λ γ x) occurs with even multiplicity, i.e., for an even number of pairs (a i , d j ). From this the statement of the lemma follows.
Next we return to the proof of Lemma 4. Clearly, if (b) or (c) of Theorem 2 holds, then there exists a group for which one of the following holds: Proof of Corollary 1. Since ̺ is a root of f (x) of multiplicity 1, there is an irreducible factor ϕ(x) of multiplicity 1 in the factorization of f (x) for which ̺ is a root: ϕ(x) | f (x) but ϕ 2 (x) ∤ f (x) and ϕ(̺) = 0.
All polynomials equivalent to ϕ(x) are of the form cϕ(λ γ x). These irreducible polynomials (except ϕ(x)) cannot be in the factorization of f (x): cϕ(λ γ x) | f (x) is not possible for T ∤ γ, since f (x) has no root of the form λ i ̺ other than ̺, but cϕ(λ γ x) has a root of this form: x = λ T −γ ̺. Thus condition (c) of Theorem 2 holds, so Corollary 1 follows from Theorem 2.
