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человека митохондрии чаще расположены в виде 
зернышек по периферии клетки и вблизи ядра, а в 
гепатоцитах белой крысы – равномерно в виде 
мелких, пылевидной формы зернышек и в форме 
запятых. 
Анализируя полученные данные, можно при-
дти к заключению, что значительное количество 
митохондрий в клетках гепатоцитов печени чело-
века и белой крысы подтверждает их важность для 
клетки и для органа в целом, а морфология, лока-
лизация и количество митохондрий в печени че-
ловека и белой крысы имеют некоторые отличи-
тельные особенности. 
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 Методы обработки эмпирических данных 
(ЭД) опираются на базовые понятия теории веро-
ятностей и математической статистики. К их числу 
относятся понятия генеральной совокупности, вы-
борки, эмпирической функции распределения. 
Под генеральной совокупностью понимают все 
возможные значения параметра, которые могут 
быть зарегистрированы в ходе неограниченного по 
времени наблюдения за объектом. Такая совокуп-
ность состоит из бесконечного множества элемен-
тов. В результате наблюдения за объектом форми-
руется ограниченная по объему совокупность зна-
чений параметра x1, x2, …, xn. С формальной точ-
ки зрения такие данные представляют собой вы-
борку из генеральной совокупности. Наблюдаемые 
значения xi называют вариантами, а их количество 
– объемом выборки n. Для того чтобы по результа-
там наблюдения можно было делать какие-либо 
выводы, выборка должна быть репрезентативной 
(представительной), т. е. правильно представлять 
пропорции генеральной совокупности. Это требо-
вание выполняется, если объем выборки доста-
точно велик, а каждый элемент генеральной сово-
купности имеет одинаковую вероятность попасть в 
выборку. В результате обработки ЭД определяется 
не значение параметра T, а только лишь его при-
ближенное значение – статистическая оценка па-
раметра q. Точечными называют такие оценки, 
которые характеризуются одним числом. Точечная 
оценка предполагает нахождение единственной 
числовой величины, которая и принимается за 
значение параметра. Такую оценку целесообразно 
определять в тех случаях, когда объем ЭД доста-
точно велик. Причем не существует единого поня-
тия о достаточном объеме ЭД, его значение зави-
сит от вида оцениваемого параметра. При малом 
объеме ЭД точечные оценки могут значительно 
отличаться от истинных значений параметров, что 
делает их непригодными для использования, по-
этому их применяют при большом объеме выбор-
ки. Интервальные оценки задаются двумя числа-
ми, определяющими вероятный диапазон воз-
можного значения параметра. Эти оценки приме-
няются для малых и для больших выборок.  
 Рассмотрим вначале точечные оценки. На-
пример, оценку математического ожидания можно 
вычислить, взяв среднее арифметическое выбо-
рочных значений, половину суммы крайних чле-
нов вариационного ряда, средний член выборки и 
т.д. Если потребовать абсолютную надежность 
оценки математического ожидания, то границы 
доверительного интервала будут бесконечными. 
Качество оценок характеризуется такими свойст-
вами, как состоятельность, несмещенность, эффек-
тивность. Состоятельность характеризует сходи-
мость по вероятности оценки q к истинному зна-
чению параметра T при неограниченном увеличе-
нии объема выборки n. Для состоятельности оцен-
ки достаточно, но не обязательно, чтобы матема-
тическое ожидание квадрата отклонения оценки 
? ???
от параметра M(T – q)2 стремилось к нулю с уве-
личением объема выборки. Свойство состоятель-
ности проявляется при неограниченном увеличе-
нии n, а при небольших объемах ЭД наличие этого 
свойства еще недостаточно для применения оцен-
ки. Несмещенность характеризует отсутствие сис-
тематических (в среднем) отклонений оценки от 
параметра при любом конечном, в том числе и ма-
лом, объеме выборки, т. е. M(q)=T. Использование 
статистической оценки, математическое ожидание 
которой не равно оцениваемому параметру, при-
водит к систематическим ошибкам. Но даже не-
смещенная оценка может быть удалена от истин-
ного значения. Эффективность характеризует раз-
брос случайных значений оценки около истинного 
значения параметра. Среди всех оценок следует 
выбрать ту, значения которой теснее сконцентри-
рованы около оцениваемого параметра. Эффек-
тивная оценка – это оценка с минимальной дис-
персией. При неограниченном увеличении n эф-
фективная оценка является и состоятельной. Эф-
фективная оценка обязательно является и доста-
точной. Чтобы снизить относительную погреш-
ность оценки на порядок, необходимо увеличить 
объем выборки на два порядка. 
 Интервальный метод оценивания параметров 
распределения случайных величин заключается в 
определении интервала (а не единичного значе-
ния), в котором с заданной степенью достоверно-
сти будет заключено значение оцениваемого пара-
метра. Интервальная оценка характеризуется дву-
мя числами – концами интервала, внутри которого 
предположительно находится истинное значение 
параметра. Интервальные оценки являются более 
полными и надежными по сравнению с точечны-
ми, они применяются как для больших, так и для 
малых выборок. Распределение Стьюдента приме-
няется для описания ошибок выборки при k ≤30. 
При k >100 данное распределение практически со-
ответствует нормальному, для 30 < k < 100 разли-
чия между распределением Стьюдента и нормаль-
ным распределением составляют несколько про-
центов. Поэтому относительно оценки ошибок 
малыми считаются выборки объемом не более 30 
единиц, большими – объемом более 100 единиц. 
 Рассмотрим вопрос проверки согласованности 
распределений с использованием наиболее упот-
ребительных критериев. Использование критерия 
хи-квадрат К. Пирсона основано на применении 
такой меры (статистики) расхождения между тео-
ретическим F(x) и эмпирическим распределением 
Fп(x), которая приближенно подчиняется закону 
распределения χ2 (при неограниченном увеличе-
нии n имеет распределение хи-квадрат). Если по 
выборке определяются f параметров распределе-
ния, то число степеней свободы составит k=n – f –
1. Мощность критерия зависит от количества раз-
рядов и объема выборки. Критерий рекомендуется 
применять при n>200, допускается применение 
при n>40, именно при таких условиях критерий 
состоятелен (как правило, отвергает неверную ну-
левую гипотезу). С увеличением числа степеней 
свободы (k >30) распределение хи-квадрат при-
ближается к нормальному распределению с мате-
матическим ожиданием k и дисперсией 2k. Крите-
рий А.Н. Колмогорова позволяет проверить согла-
сованность распределений по малым выборкам, он 
проще критерия хи-квадрат, поэтому его часто 
применяют на практике. Сопоставляя возможно-
сти различных критериев, необходимо отметить 
следующие особенности. Критерий Пирсона ус-
тойчив к отдельным случайным ошибкам в ЭД. 
Однако его применение требует группирования 
данных по интервалам, выбор которых относи-
тельно произволен и нуждается в большом объеме 
ЭД. Критерий Колмогорова слабо чувствителен к 
виду закона распределения и подвержен влиянию 
помех в исходной выборке, но прост в примене-
нии. Применяемому для проверки гипотез о ра-
венстве дисперсий распределению Р.А. Фишера (F-
распределению Фишера – Снедекора) подчиняется 
случайная величина х =[(y1/k1)/(y2/k2)], равная 
отношению двух случайных величин у1 и у2, 
имеющих хи-квадрат распределение с k1 и k2 сте-
пенями свободы. При k1 > 30 и k2 > 30 величина х 
распределена приближенно нормально. 
На практике решение вопроса об объеме вы-
борки является компромиссным между предпо-
ложением о точности результатов обследования и 
возможностями их практической реализации.  
 
 
 
