Introduction
We call generalized Laplace's distribution a distribution of the random variable X wliose density is expressed by the formula jj (1) f(x;b,k) =-^777" exp ("-f 1 ? 1 ) 1, x e R, b,k > 0.
2t,r (k)
Let us observe that if k = 1, then the density given by formula (1) is the Laplace density. For a random variable X of density (1) we have From formula (2) we see that this is an unbiased estimator of -581 -p the parameter b~. However, this is not an efficient estimator, since its variance -^frfflr® -r.») ] and the minimum of the variance for the estimator of the unbiased parameter b 2 , obtained from Hao-Cx*amer's inequality, ,4 equals 4b^ nF~ '
rrr "
The likelihood function assumes the form
taking logarithms on both sides we obtain 
and the random variables X^,X 2 ,...,X n are independent, each of them with the distribution (1) and such that the statistic aY minimizes the expected value of the loss function of the form
being an arbitrary positive and differentiable function. From equality (2) it is clear that we seek the estimator of 2 the parameter b among statistics of the form aY. We shall consider, in addition, an estimator of the para-2 meter b , unbiased with respect to the loss function of the form (3), and compare it with the estimator of this parameter obtained by the method of moments with respect to such properties, as consistency, unbiasedness, efficiency. Similar problems related to the variance estimation in the normal distribution have been studied, with various forms of the loss function, by A. Among all statistics of the form aY» where Y is defined by formula (4)» the only statistic minimizing the expected value of the loss function of the form (5) is the statistic a Q Y, where a Q is given by the formula (6) a" =
ML 0
Proof. The expected value of the loss function of the form (5) is (7) E
and assumes its minimum only for a defined by the formula
From formulas (2) and (4) we get immediately
Calculate now The random variables X., ,X 2 ,...,X fl being independent, it follows from (4) that n 2 Taking account of (11) and (2) in (10;) we have Lastly, using formulas (9) and (12) in (8) ve obtain the conclusion (6) of Theorem 1. The obtained statistic aY, with a = a Q given by formula (6) and Y defined by formula (4)» minimizing the expected value of the loss function of the form (5) is not an un-2 biased estimatpr of the parameter b , The bias of the estimator b^ of the parameter b , given by the formula
A is equal to B(b!j -b ). Using equality (2) we easily find that
Since r^r^) " r2 (i) > tha blas of the estimator (13) is negative. It converges to zero as n-The estimator (13) is, to be sure, a biased estimator of the parame-2 ter b, but it is asymptotically unbiased. In his paper [2] Lehmann has introduced the definition of an estimator unbiased with respect to the form of the loss function. Let us recall it:
Definition (Lehmann). The estimator Q of the parameter Q is said to be an unbiased estimator with respect to the form of the loss function L(Q,Q) if for any Q the expected value of the loss function, i.e. E[L(Q,Q., )|Q] assumes itsminimum for Q^ = Q.
The next two theorems will enable us to decide whether the statistic (13) (4), is an estimator of the parameter b in the distribution (1), unbiased with respect to the loss function of the form (15) if and only if the constant a is defined by formula (6). . Proof.
We have to prove that the expected value of the loss function of the form (15), i.e. 1 quadratic deviation for the estimator b^ "is equal to the expected value of the loss function of the form (5) provided A that the factor f(b ) is omitted and the constant a is given by formula (6). We calculate this deviation from.formula (7) and get whence, in view of formulas (9) and (12), we have
Since the expected value of the loss funattt.oi\ is thp risk, we A infer by (19) that the risk q* fo^H^e estimator b Then the distribution of the random variable X is such that the density is given by (1) . Assume that the parameters k and m are known. Then all the results of this paper can be applied to the distribution (22), with the obvious restriction -590 -
