ABSTRACT We analyze the performance of slotted ALOHA systems with energy harvesting nodes and the retry limit by developing a node-centric two-dimensional discrete-time Markov chain (DTMC) model. We consider not only the number of energy packets consumed when a data packet is transmitted but also a general probability distribution of an energy packet arrival process. We assume that the capacities of data and energy buffer at a node are one packet and E packets, respectively. According to the concept of the equilibrium point analysis, we derive a fixed point equation with respect to the ratio of nodes transmitting a data packet. The accuracy of theoretical results obtained from the fixed point equation is verified by computer simulation. Numerical results under Poisson arriving process of energy packets indicate that throughput, the offered traffic, and the discard probability demonstrate the weak symmetric relationship between the data packet generation probability and the average number of arriving energy packets. However, the average transmission delay rapidly increases when the average number of arriving energy packets becomes small.
I. INTRODUCTION
Energy harvesting techniques have been attracting researchers' interest in minimization of nodes by removing batteries. For example, in Wireless Sensor Networks (WSNs), a huge number of such battery-less tiny nodes may be dispersed in a wide area. Each node may harvest their energy from environment. When a huge number of nodes with bursty traffic contend with one another for a common communication channel such as WSNs, a Medium Access Control (MAC) protocol plays an important role which can greatly influence performance of networks with or without the use of energy harvesting techniques [1] .
Performance of MAC protocols with energy harvesting nodes has been extensively investigated in the literature. Moradian and Ashtiani [2] , [3] analyzed the maximum stable throughput of slotted ALOHA systems consisting of finite number of energy harvesting nodes. In their model, data packets and energy packets are arrived at a node according to independent Poisson processes. It is assumed that unsuccessful data packet is retransmitted in a subsequent time-slot randomly selected among [1, m] , where m is the contention window value, until it is successfully received.
They constructed a node-centric two-dimensional DiscreteTime Markov Chain (DTMC) model with state space (j, x), where j is the number of energy packets in the energy buffer and x is the elapsed time for the next retransmission. Foss et al. [4] discussed stability conditions of slotted ALOHA systems with infinite population of energy harvesting nodes from the system-centric viewpoint of a queueing network. The system is described by a two-tuple (q, v), where q and v are the total number of data and energy packets in the system, respectively. In [5] and [6] , an interaction between nodes with and without energy harvesting capability was investigated under slotted ALOHA protocol with unlimited retransmission trials. The optimal number of energy harvesting nodes is determined from the view point of the energy efficiency. In the analysis they employ a system-centric two-dimensional DTMC model with state space (n 1 , n 2 ), where n 1 and n 2 are the numbers of active nodes with and without energy harvesting capability, respectively. Bae [7] analyzed the delivery ratio of data packets in slotted ALOHA systems with energy harvesting nodes under delay constraints. A node-centric two-dimensional DTMC model with state space (W , E) was constructed, where W is the elapsed sojourn time of the leading data packet in the data buffer and E is the number of energy packets in the energy buffer. Notice here that in the above literature [2] - [6] , no retry limit of unsuccessful data packet is considered and that the analysis restricted in the case that one energy packet consumption per a data packet transmission.
Apart from slotted ALOHA, Iannello et al. [8] analyzed the delivery probability of a data packet transmitted from energy harvesting nodes within the prescribed data collection round in WSNs. Framed ALOHA and dynamic framed ALOHA protocols were considered. They assumed that a cluster of data and energy packets arrives at a node at the beginning of each frame. The analytical method in [8] was expanded to reservation dynamic framed ALOHA systems by Vazquez-Gallego et al. [9] , [10] . In [8] - [10] , each node is modeled by a two-tuple (e, f ), where e and f are the numbers of data and energy packets in buffer, respectively.
Lee et al. [11] evaluated performance of dynamic framed ALOHA with reservation mechanism by means of computer simulation.
In this paper, we develop a node-centric two-dimensional DTMC model for slotted ALOHA systems with energy harvesting nodes and the retry limit and numerically analyze their performance. Our model takes into account not only the number of energy packets consumed by a data packet transmission but also the probability distribution of an energy packet arrival process considered. We assume that the capacities of data and energy buffer at a node are one packet and E packets, respectively. A data packet is discarded when the number of its retransmission trials exceeds the retry limit. According to the concept of the equilibrium point analysis [13] , [14] , we derive a fixed point equation with respect to the ratio of nodes which are transmitting their data packet in a time-slot. Then, the performance is analyzed in terms of throughput, the offered traffic, the average transmission delay and the discard probability of data packet.
The rest of the present paper is organized as follows: Section II presents a system model of slotted ALOHA with energy harvesting nodes. A DTMC model is developed in Section III. In Section IV, based on the DTMC model, the steady-state performance is analyzed in terms of throughput, the offered traffic, and the average data packet transmission delay. In Section V, the accuracy of the model is confirmed and numerical results are presented. Finally, Section VI concludes the present paper.
II. SYSTEM MODEL
Consider a slotted ALOHA system, which consists of N energy harvesting nodes contending for a common receiver through a shared channel. Each node is equipped with not only a data packet buffer of single-packet capacity but also an energy packet buffer of E-packet capacity. The length of data packet to be transmitted is assumed to be fixed to the unit length. The time axis is divided into slots which suffices for a single data packet transmission. The propagation delay between energy harvesting nodes and the common receiver is negligible, so that a node which transmits its data packet can recognize the outcome of the transmission; success or failure, at the end of the time-slot. A node independently generates a data packet with probability λ in a time-slot. In other words, the arrival process of data packets is Bernoulli process of parameter λ, Let P E (k) and µ denote the probability that k energy packets arrive at a node in a time-slot and its average, respectively, that is,
Furthermore, we assume that e energy packets are consumed when a node transmits a data packet, where e is a positive integer. A node can transmit a data packet with probability p in a time-slot, if it has at least e energy packets. In other words, a node can not transmit its data packet if the number of energy packets in its energy buffer is less than e. We consider neither capture effects nor channel noise, so that a data packet transmission succeeds, if and only if no other data packets are transmitted simultaneously. All data packets involved in collision are to be retransmitted, until the number of retransmission trials including the first transmission reaches to the retry limit L. The above-mentioned variables are summarized in Table 1 . As an example, a simple scenario of two energy harvesting nodes is illustrated in Fig. 1 . Notice here that for sufficiently large µ, the system model in Fig. 1 is degenerated to the conventional slotted ALOHA with retransmission cut-off and with finite number of nodes whose energy buffer is fully charged all the time [12] .
III. DISCRETE TIME MARKOV CHAIN MODEL
In order to accurately analyze the steady-state performance of the system, it is required to construct and solve a systemcentric DTMC model. However, it demands a considerably high dimensional DTMC model, which is extremely complex to solve. Here, to avoid such complexity and to make a model mathematically tractable, we take advantage of an equilibrium point analysis (EPA) [13] , [14] , which approximately evaluate the steady-state performance by using a node-centric DTMC model with an assumption that each node operates in an independent manner. The concept of EPA has been generalized to elaborately analyze the performance of various random access protocols such as IEEE 802.11 Distributed Coordination Function (DCF) [15] .
A. STATE SAMPLING
Consider a certain node. Let i be the next number of transmission trials for a data packet in the node; i = 0, 1, 2, . . . , L. Note that a node with i = 0 implies that it has no data packet. Also, a node with i = L may discard its data packet according to the retry limit, if the next transmission results in collision. Let j denote the number of energy packets in the node; j = 0, 1, 2 . . . , E. Then, from the single-capacity assumption for data packet, the state of a node in a time-slot can be described by a two-tuple (i, j) for i = 0, 1, . . . , L and j = 0, 1, . . . , E. In order to facilitate construction of a node-centric DTMC model with respect to a node state (i, j), we first define the order of the stochastic events in a time-slot. As addressed in the previous section, there may be four stochastic events in a time-slot; data packet generation, arrival of energy packets, data packet transmission and outcome of data packet transmission; success or failure. As shown in Fig. 2 , we suppose that a data packet is generated with probability λ at a node with empty data buffer; i = 0, at the beginning of each slot. Then, energy packets arrive with average µ. At this instant of time, the state of a node is sampled. Transmission of a data packet follows with probability p, if a node has a data packet and e or more energy packets; that is, if the node state satisfies i ≥ 1 and j ≥ e. At the end of a time-slot, a node which just transmitted a data packet receives a positive acknowledgment (ACK) or a negative acknowledgment (NAK).
B. TWO-DIMENSIONAL DTMC MODEL
According to the sampling timing of the node state, we can construct a node-centric two-dimensional DTMC model with respect to (i, j) for i = 0, 1, . . . , L and j = 0, 1, . . . , E, as shown in Fig. 3 . In Fig. 3 , exact state transitions are omitted and their complete descriptions are given in the following. We categorize the (L + 1)(E + 1) node states into five groups, as shown by A to E in Fig. 3 .
1) Group A consists of states where a node possesses no data packet to transmit with unsaturated energy buffer; States (0, j) for j = 0, 1, . . . , E − 1. 2) Group B is the node state with empty data buffer and with fully-charged energy buffer; State (0, E). 3) Group C is a set of node states in which a node is backlogged with insufficient energy packet for data packet transmission; States (i, j) for i = 1, 2, . . . , L and j = 0, 1, . . . , e − 1. 4) Group D is a set of node states in which a node is backlogged not only with sufficient energy packets for data packet transmission but also with chances for retransmission even if the next data packet transmission results in failure; States (i, j) for i = 1, 2, . . . , L −1 and j = e, e + 1, . . . , E. 5) Group E is composed by node states where a node is backlogged with sufficient energy packets for the final data packet transmission, that is, the data packet departs from the data buffer after the next retransmission regardless of success or failure; States (L, j) for j = e, e + 1, . . . , E. With this categorization, node states in Groups C, D and E, which are surrounded by a blue dashed line in Fig. 3 , imply that a node is backlogged. Node states in Groups D and E surrounded by a red dotted line are those in which a node can transmit a data packet with probability p, since it has e or more energy packets.
C. TRANSITION PROBABILITIES
Let us denote by P (i,j),( ,m) the transition probability from State (i, j) to State ( , m). The transition probabilities can be obtained by taking into consideration the four stochastic events between two consecutive sampling points in Fig. 2; 1) data packet transmission at a backlogged node with sufficient energy packets in its energy buffer, 2) outcome of data packet transmission; success or failure, 3) data packet generation at a node with empty data buffer, 4) arrival of energy packets. In the following, we derive the non-zero transition probabilities from a node state in each group. 
1) TRANSITION PROBABILITIES FROM STATES IN GROUP A
A node in State (0, j) in Group A possesses no data packet. If no new data packet is generated, then it moves to State (0, m) for m = j, j + 1, . . . , E depending on the number of newly arriving energy packets; m − j. In particular, it moves to State (0, E), if E − j or more energy packets arrive. If a new data packet is generated, a node transits to State (1, m) for m = j, j + 1, . . . , E. Possible state transitions from State (0, j) in Group A are presented in Fig. 4 . If no new data packet is generated, the transition probabilities are given by
for j = 0, 1, . . . , E − 1, where P E (k) is the probability that k energy packets arrive with average µ, as given in (1). In Fig. 4 this type of a state transition is drawn by two-dot chain lines.
In the case that a new data packet is generated, the transition probabilities are
for j = 0, 1, . . . , E − 1, In Fig. 4 this type of a state transition is shown by solid lines.
2) TRANSITION PROBABILITIES FROM STATE IN GROUP B
A node in State (0, E) stays until a new data packet is generated. Arriving energy packets overflow the energy buffer, since it is fully-charged. Possible state transition from State (0, E) is simple and given in Fig. 5 . The transition probability is also simple; 
3) TRANSITION PROBABILITIES FROM STATES IN GROUP C
A node in states in Group C possesses a data packet to transmit. However, a node can not transmit the data packet since the number of energy packets stored in its energy buffer is less than e. It is required for a node in Group C to wait for arrival of sufficient energy packets. Possible state transitions are presented in Fig. 6 . Then, the transition probabilities are given by
for i = 1, 2, . . . , L and j = 0, 1, . . . , e − 1.
4) TRANSITION PROBABILITIES FROM STATES IN GROUP D
A node in states in Group D is able to transmit its data packet, since it has sufficient energy packets for data packet transmission. When a node decides not to transmit its data packet with probability 1 − p, state transitions are similar to those of a node in states in Group C shown in Fig. 6 . Conversely, if a node actually transmits its data packet with probability p, it consumes e energy packets. When the transmission results in success, a node removes the data packet from the data buffer and waits for a new data packet generation. If the data packet transmission fails due to collision with one or more data packets simultaneously transmitted by other nodes, the node with transmission failure increases the first state number by one and prepares the next retransmission. Possible state transitions are shown in Fig. 7 . In the case that a node decides not to transmit its data packet, the transition probabilities are
for m = j, j+1, . . . , E −1
for i = 1, 2, . . . , L − 1 and j = e, e + 1, . . . , E, which are depicted by two-dot chain lines in Fig. 7 . Next, suppose that a node fails in its data packet transmission. Let P fail be the conditional probability that a data packet collides with other data packets on the channel while being transmitted, whose detail evaluation is deferred to the next section. The transition probabilities are
for m = j − e, j − e + 1, . . . , E − 1
for i = 1, 2, . . . , L − 1 and j = e, e + 1, . . . , E. Since a node loses e energy packets due to data packet transmission, m − j + e energy packets are required for a node to move to State (i+1, m). In Fig. 7 this type of a state transition is shown by red solid lines. Then, suppose that a data packet transmission results in success. When no new data packet is generated, the node moves to State (0, m). The transition probabilities are
for i = 1, 2, . . . , L − 1 and j = e, e + 1, . . . , E. In Fig. 7 this type of a state transition is shown by blue dashed lines. If a new data packet is generated at the beginning of the next timeslot, then the node moves to State (1, m) and the transition probabilities are
for i = 1, 2, . . . , L − 1 and j = e, e + 1, . . . , E. In Fig. 7 this type of a state transition is shown by blue solid lines.
5) TRANSITION PROBABILITIES FROM STATES IN GROUP E
When a node is in the states in Group E, the next data packet transmission is the final one. A data packet is removed from the data buffer regardless of the outcome; success or failure. This fact differentiates node states in Group E from those in Group D. If a data packet is not transmitted, then the state transitions from State (L, j) in Group E are similar to (6), since they depend on the number of arriving energy packets.
for j = e, e+1, . . . , E. This type of a state transition is drawn by two-dot chain lines in Fig. 8 . When a data packet is transmitted, the next data packet generation and the number of newly arriving energy packets determine the destined state. If no new data packet is generated, then the transition probabilities are
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On the other hand, if a new data packet is generated, the transition probabilities are given by
for j = e, e + 1, . . . , E. Transition probabilities other than the above except for self-loop ones are clearly zero, since no such state transitions happen.
Finally, the transition probabilities for a self-loop state transition are obtained as
for i = 0, 1, . . . , L and j = 0, 1, . . . , E, since the sum of the transition probabilities from each node state is unity.
D. STEADY-STATE PROBABILITIES
Let us denote the steady-state probability of State (i, j) by π (i,j) for i = 0, 1, . . . , L and j = 0, 1, . . . , E. Then, according to the theory of Markov chains, the steady-state distribution {π (i,j) } can be obtained by solving a system of linear equations;
and the normalizing condition
IV. PERFORMANCE ANALYSIS A. FIXED POINT EQUATION
Let τ denote a ratio of transmitting nodes tentatively. Since a backlogged node with e or more energy packets transmits its data packet with probability p, we have
As shown in the previous section, the transition probabilities P (i,j),( ,k) are a function of the probability of transmission failure P fail , which can be formulated as
from the assumption of the independent operation of nodes underlaid in EPA. Therefore, the steady-state distribution {π (i,j) } is also a function of P fail . Here, a combination of (16) and (17) together with (2)- (15) provides a fixed point equation with respect to τ . The fixed point equation can be numerically solved when the values of the variables in Table 1 are given.
Once we obtain the value of τ , we can evaluate various performance measures as follows.
B. OFFERED TRAFFIC AND THROUGHPUT
The offered traffic is the average number of nodes which are transmitting their data packet in a time-slot. It follows from the independent operation assumption of nodes that
Then, we can evaluate the throughput as the average number of successful nodes per time-slot;
C. AVERAGE TRANSMISSION DELAY
According to Little's result [14] , [16] , the average transmission delay can be obtained as the ratio of the average number of backlogged nodes to the average number of nodes departing from the backlogged states. In the steady-state, the average number of backlogged nodes is given as
since in Fig. 3 a data buffer at a node in State (i, j) in Groups C-E is non-empty. Nodes can depart from the backlogged states due to successful data packet transmission or due to discard of their data packet which experiences an excessive transmission failures. The average number of successful nodes per time-slot is given by (19). On the other hand, a data packet is discarded, if data transmission from a node in State (L, j) results in failure for j = e, e + 1, . . . , E. The average number of discarded packets per time-slot is evaluated as
Consequently, it follows from Little's result [14] , [16] that the ratio
provides the average transmission delay. 
D. DISCARD PROBABILITY OF DATA PACKET
When we impose the retry limit on a data packet, the probability that a generated data packet is discarded is important performance measure. A data packet departs from data buffer at a node because of successful transmission or compulsory discard. Thus, the ratio
offers the discard probability of a data packet. In other words, a generated data packet is eventually discarded with probability P d .
V. NUMERICAL RESULTS
Numerical results are shown in the following for N = 20, L = 20, E = 5 and p = 0.2. As for the energy consumption, we examine two cases of e = 1 and e = 5. In the latter case, no data packet can be transmitted unless an energy buffer of the node is fully charged, since E = 5. With respect to an arrival process of energy packets, we suppose a Poisson process with average µ in a time-slot. Then, the probability that k energy packets arrive at a node is
for a non-negative integer k.
A. ACCURACY VERIFICATION
Since EPA assumes the independent operation of nodes, it is required to verify the accuracy of the derived results.
As shown in the previous section, various performance measure can be evaluated from the numerical result of τ obtained by solving the fixed point equation (16) . Here, we examine the accuracy of our analysis by means of the ratio of transmitting nodes τ . The analytical and computer simulation results of τ are shown in Fig. 9 for various values of the average number of arriving energy packets in a time-slot µ. From Fig. 9 it is clear that the analysis using EPA offers sufficiently accurate numerical results. Comparing the results for e = 5 in Fig. 9(b) to those or e = 1 in Fig. 9(a) , we find that the ratio of transmitting nodes is suppressed for e = 5. In general, for larger e, less chances to transmit a data packet are given to a node. A node should wait for arrival of more energy packets, even if it possesses a data packet.
B. PERFORMANCE MEASURE
Based on the fixed point equation (16) , the numerical results in terms of throughput (19), the offered traffic (18), the average transmission delay (22) and the discard probability of data packet (23) are shown in Fig. 10, Fig. 11 Fig. 12 and Fig. 13 , respectively, as a function of the data packet generation probability λ and the average number of arriving energy packets µ.
From Fig. 10(a) , we can observe that the shape of throughput surface for e = 1 exhibits a weak symmetric relationship between data packet generation probability λ and the average number of arriving energy packets µ. That is, we can recognize that throughput roughly depends on min[λ, µ]. A backlogged node can transmit no data packet, unless it has e = 1 or more energy packets. Conversely, a node with empty data buffer can transmit no data packet, even if it has one or more energy packets. This relationship produces weak symmetry of throughput between λ and µ. For the case of e = 5, more energy packets are required for a node to be able to transmit its data packet. The contours of throughput projected onto the λ-µ plane move toward the direction for larger µ in Fig. 10 (b) in comparison with Fig. 10(a) . Also, the corner of the contours on the λ-µ plane becomes loose for e = 5.
It is widely recognized that throughput of slotted ALOHA systems is maximized when the offered traffic is one data VOLUME 6, 2018 packet per slot. In fact, it follows from Fig. 11 that the offered traffic which achieves the maximum throughput in Fig. 10 is around one data packet per slot; G ≈ 1.0 or equivalently τ ≈ 1/N for both case of e = 1 and e = 5. Comparing Fig. 11 to Fig. 10 , we can find that the shape of the contours projected on the λ-µ plain is closely related. Also, we can perceive that the well-known relationship S = Ge −G approximately holds between Fig. 10 and Fig. 11 .
Next, from Fig. 12 , the contours on the λ-µ plain differ from those in Fig. 10 and Fig. 11 . We can observe no symmetric relationship between λ and µ for the average transmission delay D. Transmission delay is defined as the elapsed timeslots from the data packet generation to its departure from the system due to successful transmission or discard. Hence, transmission delay increases for small µ, since the generated data packet has little chances to be transmitted due to the lack of the energy despite the value of the data packet generation probability λ. For small λ, approximately less than 0.03, the average transmission delay tends to decrease according to an increase of µ. This is because the data packet has more chances to be transmitted for large µ and it has less possibility to collide with other simultaneously transmitted data packets because of small λ. From the case of e = 1 in Fig. 12(a) , it can be observed that for large λ, approximately greater than 0.03, the average transmission delay has its minimum at around µ = 0.05 = 1/N . As aforementioned, for small µ < 0.05, the average transmission delay increases due to less chances for transmission. On the other hand, for µ > 0.05, increment of the offered traffic, which is shown in Fig. 11(a) , results in more packet collisions, so that the average transmission delay is enlarged. Such tendency can be also observed for e = 5, as shown in Fig. 12(b) . However, the threshold value of µ is increased to around µ = 0.5.
Finally, the contour of the discard probability of data packet P D in Fig. 13 exhibits similarity as throughput in Fig. 10 and the offered traffic in Fig. 11 . However, in contrast to Fig. 10 and Fig. 11 , the discard probability is rapidly degraded several orders of magnitude against small fluctuation of the data packet generation probability λ and the average number of arriving energy packets µ, even if λ and µ are sufficiently small.
In general, throughput, the offered traffic and the discard probability of data packets indicate weak symmetric relationship between the data packet generation probability λ and the average number of arriving energy packets µ, although the relationship depends on the number of consumed energy packets e and other parameters.
VI. CONCLUSION
In this paper, we analyzed the performance of slotted ALOHA systems with energy harvesting nodes and the retry limit by constructing a node-centric two-dimensional DTMC model. Not only the number of energy packets consumed by a data packet transmission but also a general probability distribution of an energy packet arrival process were taken into consideration. We assumed that the capacities of data and energy buffer at a node are one packet and E packets, respectively. According to the retry limit, a data packet is discarded if it experiences L transmission failures. Under these assumptions, we developed a node-centric DTMC model, whose states were described by a two-tuple of the number of the next transmission trial of data packet in the data buffer and the number of energy packets in the energy buffer. Based on the concept of the equilibrium point analysis, a fixed point equation with respect to the ratio of nodes transmitting a data packet was formulated. Then, we derived expressions of throughput, the offered traffic, the average transmission delay and the discard probability of data packet.
Numerical results under Poisson arrival process of energy packets verified the accuracy of the theoretical results by means of computer simulation. For the case of one-energy packet consumption per data packet transmission, throughput, the offered traffic and the discard probability roughly depend on the minimum of the data packet generation probability and the average number of arriving energy packets. For the case of five-energy packet consumption per data packet transmission, the same tendency was exhibited. We can observe that throughput, the offered traffic and the discard probability of data packets indicate weak symmetric relationship between the data packet generation probability and the average number of arriving energy packets. For the both cases, it is revealed that the average transmission delay increase extremely when the average of arriving energy packets is small.
Further investigation includes, for example, generalization and relaxation of the assumption such as the energy packet arrival process, extension of the data buffer capacity at a node, and consideration of the capture effect, as well as stability issues.
