Abstract. This document is an invited chapter covering the specificities of ABC model choice, intended for the incoming Handbook of ABC by Sisson, Fan, and Beaumont (2015). Beyond exposing the potential pitfalls of ABC based posterior probabilities, the review emphasizes mostly the solution proposed by Pudlo et al. (2014) on the use of random forests for aggregating summary statistics and for replacing posterior probability approximations by posterior classification errors.
INTRODUCTION
As it is now hopefully clear from earlier chapters in this book, there exist several ways to bring ABC methods within the Bayesian framework. The method has gone a very long way from the "trick" of the mid 1990's (Pritchard et al., 1999 , Tavaré et al., 1997 , where the tolerance acceptance condition d(x, y obs ) ≤ was a crude practical answer to the impossibility of the event d(x, y obs ) = 0 associated with exact simulations from the posterior distribution (Rubin, 1984) . Not only do we now enjoy convergence guarantees (Biau et al., 2014 , Blum and François, 2010 , Fearnhead and Prangle, 2012 as the computing power grows to infinity, but we also face new results that set actual ABC implementations, with their finite computing power and strictly positive tolerances, within the range of other types of inference (Wilkinson, 2013 , 2014 , Wood, 2010 , that is, as an inference method that is justifiable on its own ground rather than as a poor man's substitute. It may actually be the only solution available in complex settings like those originally tackled in population genetics, unless one engages into more perilous approximations. The conclusion of this evolution towards mainstream inference is quite comforting about the role ABC can play in the future but it does not deliver the method a blank check in that certain implementations will simply fail to achieve consistent inference.
Model choice and as a special case point null hypothesis testing are actually a major illustration of how much ABC can err to provide a proper inference if sufficient 1 care is not properly taken. This setting is even more relevant and the associated warning more crucial when one considers that ABC is mostly usedat least in population genetics-in the comparison and hence the validation of scenarios that are constructed based on scientific hypotheses and confronted with 1 No pun intended! the data at hand. Past criticisms of ABC have been most virulent about this aspect, even though not always completely pertinent (see, e.g., Templeton (2008 Templeton ( , 2010 for an extreme example of the latter). It is therefore paramount that the inference produced by an ABC model choice procedure be validated on the most general possible basis for the method to become universally accepted. As we discuss in this chapter, there are two issues with the validation of ABC model choice: (a) the use of a particular collection of summary statistics has significant consequences on the (value of the) Bayes factor that is approximated by ABC and (b) even a collection of summary statistics that lead to a convergent Bayes factor may be associated with a poor approximation at the practical level. Those difficulties explain why ABC model choice stands out in the range of the inference problems handled by likelihood-free methods.
SIMULATE ONLY SIMULATE
The implementation of ABC model choice should not deviate from the original principle at the core of ABC, in that it proceeds by treating the unknown model index M as an extra parameter with an associated prior, in accordance with standard Bayesian analysis. An algorithmic representation associated with the choice of a summary statistic S(·) is thus as follows: Algorithm 1 ABC model choice (basic)
In this presentation, the calibration of the tolerance ε for ABC model choice is expressed as a k-nearest neighbour (k-nn) method, following the validation in this format by Biau et al. (2014) and the fact that in practice the tolerance level is chosen this way, namely to ensure a given number of accepted simulations. (While the k-nn method can be used towards classification and hence model choice, we will make use of other machine learning tools in Section 4.) In general the accuracy of a k-nn method heavily depends on the value of k, which should and can be calibrated, as illustrated in Pudlo et al. (2014) .
The ABC Algorithm 1 thus returns a sample of model indices that serves as an approximated sample from the posterior M|y obs and provides an estimated distribution via the observed frequencies. Actually, the posterior probabilities might be written as the following conditional expectation
Computing these conditional expectation based on iid drawings from the distribution of (M, S(Y )) is a regression problem: the response is the indicator whether the simulation comes from model m, and the covariates are the summary statistics. The iid drawings form the so-called reference table and is the training database of a regression method. The process used in the above ABC Algorithm 1 is a k-nearest neighbour (k-nn) method if one approximates the posterior by the frequency of m among the k nearest simulations to s. The proposals of Grelaud et al. (2009) and Toni et al. (2009) for ABC model choice are exactly in that vein.
Other methods might be implemented to better estimate P M = m S(Y ) = s on the reference table (the training database of the regression method). For instance, Nadaraya-Waston estimators are weighted averages of the response, where weights are non-negative decreasing function of the distance d(s (i) , s). The regression method commonly used instead of k-nn is a local regression method, with a multinomial link, as proposed by Fagundes et al. (2007) or by Cornuet et al. (2010) : local regression procedures fit a linear model on simulated pairs (M (i) , s (i) ) in the vicinity of s and the multinomial link ensures that the vector of probabilities has entries between 0 and 1 and sums to 1. Yet local regression might be computationally expensive, if not intractable, when the dimension of the covariate increases, hence Estoup et al. (2012) proposed a dimension reduction technique based on linear discriminant analysis (Hastie et al., 2009 ) which leads to a summary statistic of dimension M −1. They then applied the local regression machinery.
But all regression procedures given so far suffer from the curse of dimensionality: they are all sensible to the number of covariates, i.e., the dimension of the vector of summary statistics. Moreover, as detailed in the following sections, any improvements in the regression method do not change the fact that all these methods aim at approximating P M = m S(Y ) = s as a function of s and use this function at s = s obs , while caution and cross-checking might be necessary to validate P M = m S(Y ) = s obs as an approximation of P M = m Y = y obs .
THE CURSE OF INSUFFICIENCY
Our paper (Robert et al., 2011 ) gave a warning that ABC approximations to posterior probabilities cannot be trusted in the double sense that (a) they are far away from the genuine posterior probabilities and (b) they may even fail to converge to a Dirac distribution on the true model as the size of the observed dataset grows to infinity (inconsistency). Approximating posterior probabilities via an ABC algorithm means using the frequencies of acceptances of simulations from each of those models. We assumed in Algorithm 1 the use of a common summary statistic (vector) to define the distance to the observations as otherwise the comparison between models would not make sense. This point may sound anticlimactic since the same feature occurs for point estimation, where the ABC estimator is an estimate of E[θ|S(y obs )]. Indeed, all ABC approximations rely on the posterior distributions knowing those summary statistics, rather than knowing the whole dataset. When conducting point estimation with insufficient statistics, the information content is necessarily degraded. The posterior distribution is then different from the true posterior but, at least, gathering more observations brings more information about the parameter (and convergence when the number of observations goes to infinity), unless one uses only ancillary statistics. However, while this information impoverishment only has consequences in terms of the precision of the inference for most inferential purposes, it induces a dramatic arbitrariness in the construction of the Bayes factor. To illustrate this arbitrariness, consider the case of starting from a sufficient statistic S(x) for both models. Then, by the factorisation theorem, the true likelihoods factorise as
resulting in a true Bayes factor equal to
where the last term, indexed by the summary statistic S, is the ABC Bayes factor. On the most common case where the user cannot resort to a sufficient statistic, the ABC Bayes factor may diverge one way or another as the number of observations increases. A notable exception is the case of Gibbs random fields where Grelaud et al. (2009) have shown how to derive inter-model sufficient statistics, beyond the raw sample. This is related to the less pessimistic paper of Didelot et al. (2011) , also concerned with the limiting behaviour for the ratio (1). Indeed, the authors reach the opposite conclusion from ours, namely that the problem can be solved by a sufficiency argument. Their point is that, when comparing models within exponential families (which is the natural realm for sufficient statistics), it is always possible to build an encompassing model with a sufficient statistic that remains sufficient across models. Apart from some examples where a tractable sufficient summary statistic is known, one cannot compute easily a sufficient summary statistic for model choice, and it implies a loss of information compared with the exact inferential approach, hence a wider discrepancy between the exact Bayes factor and the quantity produced by an ABC approximation. It thus appeared to the authors of Robert et al. (2011) as an urgent duty to warn the community about the dangers of this approximation, especially when considering the rapidly increasing number of applications using ABC for conducting model choice and hypothesis testing. Another argument in favour of this warning is that it is often practically difficult to design a summary statistic that is informative of the model choice issue.
We shall note here that, for the model choice problem, the vector of (exact!) posterior probabilities forms always a sufficient statistics of dimension M − 1, but which is precisely intractable in the case where the user resorts to ABC approximations. Nevertheless, this idea was used by Prangle et al. (2014) in a two stage ABC algorithm. The second stage is an ABC model choice algorithm whose summary statistic is computed with some ABC approximation of the posterior probabilities computed with simulations of the first stage of the algorithm. Despite its attractiveness, the approximation of the posterior probabilities given by the first stage of the algorithm still rely on a set of summary statistics.
There is therefore a strict loss of information in using ABC model choice, due to the call both to insufficient statistics and to non-zero tolerances (or a not perfect recovery of the posterior probabilities with a regression procedure).
Some counter-examples
Besides a toy example opposing Poisson and Geometric distributions to point out the potential irrelevance of the Bayes factor based on poor statistics, Robert et al. (2011) goes over a realistic population genetic illustration, where two evolution scenarios involving three populations are compared, two populations having diverged 100 generations ago and the third one resulting from a recent admixture Comparison of importance sampling (first axis) and ABC (second axis) estimates of the posterior probability of scenario 1 in the first population genetic experiment, using 24 summary statistics. (Source: Robert et al. (2011)) between the first two populations (scenario 1) or simply diverging from population 1 (scenario 2) at the same date of 5 generations in the past. In scenario 1, the admixture rate is 0.7 from population 1. Simulated datasets (100) of the same size as in experiment 1 (15 diploid individuals per population, 5 independent micro-satellite loci) have been generated assuming an effective population size of 1000 and a mutation rate of 0.0005. In this experiment, there are six parameters (provided with the corresponding priors): the admixture rate (U[0.1, 0.9]), three effective population sizes (U [200, 2000] ), the time of admixture/second divergence (U [1, 10] ) and the date of the first divergence (U[50, 500]). While costly in computing time, the posterior probability of a scenario can be estimated by importance sampling, based on 1000 parameter values and 1000 trees per parameter value, thanks to the modules of Stephens and Donnelly (2000) . The ABC approximation is produced by DIYABC (Cornuet et al., 2008) , based on a reference sample of two million parameters and 24 summary statistics. The result of this experiment is shown on Figure 1 , with a clear divergence in the numerical values despite stability in both approximations. Taking the importance sampling approximation as the reference value, the error rates in using the ABC approximation to choose between scenarios 1 and 2 are 14.5% and 12.5% (under scenarios 1 and 2), respectively. Although a simpler experiment with a single parameter and the same 24 summary statistics shows a reasonable agreement between both approximations, this result comes an additional support to our warning about a blind use of ABC for model selection. The corresponding simulation experiment was quite intense, as, with 50 markers and 100 individuals, the product likelihood suffers from an enormous variability that 100,000 particles and 100 trees per locus have trouble addressing (despite a huge computing cost of more than 12 days on a powerful cluster). Comparison of the range of the ABC posterior probability that data is from a normal model (and not from a Laplace model) with unknown mean θ when the data is made of n = 10, 100, 1000 observations (left, centre, right, resp.) either from a Gaussian (lighter) or Laplace distribution (darker) and when the ABC summary statistic is made of the empirical mean, median, and variance. The ABC algorithm generates 10 4 simulations (5, 000 for each model) from the prior θ ∼ N (0, 4) and selects the tolerance as the 1% distance quantile over those simulations.
(Source: Marin et al. (2014) .)
An example is provided in the introduction of the "sequel" by Marin et al. (2014) , paper to be discussed below. The setting is one of a comparison between a normal y ∼ N (θ 1 , 1) model and a double exponential y ∼ L(θ 2 , 1/ √ 2) model 2 . The summary statistics used in the corresponding ABC algorithm are the sample mean, the sample median and the sample variance. Figure 2 exhibits the absence of discrimination between the two models, since the posterior probability of the normal model converges to a central value around 0.5-0.6 when the sample size grows, irrelevant of the true model behind the simulated datasets.
Still some theoretical guarantees
Our answer to the (well-received) above warning is provided in Marin et al. (2014) , which deals with the evaluation of summary statistics for Bayesian model choice. The main result states that, under some Bayesian asymptotics assumptions, ABC model selection only depends on the behaviour of the mean of the summary statistic under both models. The paper establishes a complete theoretical framework which leads to consistency of the ABC Bayes factor assuming the ranges of the expected value of the summary statistic under both models do not intersect. An negative result is also given in Marin et al. (2014) , which mainly states that, whatever the observed dataset, the ABC Bayes factor selects the model having the smallest (effective) dimension when the assumptions do not hold.
The simulations associated with the paper were straightforward in that (a) the setup compares normal and Laplace distributions with different summary statistics (inc. the median absolute deviation), (b) the theoretical results told what to look for, and (c) they did very clearly exhibit the consistency and inconsistency of the Bayes factor/posterior probability predicted by the theory. Both boxplots shown here on Figures 2 and 3 show this agreement: when using (empirical) mean, median, and variance to compare normal and Laplace models, the posterior probabilities do not select the "true model but instead aggregate near a fixed value. When using instead the median absolute deviation as summary statistic, the posterior probabilities concentrate near one or zero depending on whether or not the normal model is the true model. It may be objected that in fine Bayes factors may not be appropriate for conducting model choice, thus making the whole derivation irrelevant. This is an arguable perspective that can be countered by the fact that Bayes factors and posterior probabilities are used in conjunction with ABC in dozens of genetic papers. Further arguments are provided in the various replies to both of Templetons radical criticisms (Templeton, 2008 (Templeton, , 2010 . That more empirical and model-based assessments also are available is quite correct, as demonstrated in the multicriterion approach of Ratmann et al. (2009) . This is simply another approach, not followed by most geneticists so far.
A concluding remark about Marin et al. (2014) is that, while the main bulk of the paper is theoretical, it brings a clear answer that the mean ranges of the summary statistic under each model could not intersect if used for ABC model choice. Second, while the theoretical assumptions are not of the highest relevance for statistical practice, the paper includes a χ 2 check about the relevance of a given summary statistics.
SELECTING THE MAP MODEL WITH MACHINE LEARNING
The above sections expose enough arguments to feel less than confident in the outcome of an ABC model choice algorithm, at least in the derived "ABC-based posterior probabilities" P(M = m|S(Y ) = s obs ). There are indeed three levels of approximations in such quantities, one due to the Monte Carlo variability, one due to the non-zero ABC tolerance (or, more generally to the error committed by the regression procedure when estimating the conditional expected value), and one due to the curse of insufficiency.
Justifications for a paradigm shift
The impact of the ABC error due to estimating conditional expected values can obviously be reduced by increasing the simulation effort. However, this might prove surprisingly hard due to the nonparametric nature of the regression problem, meaning a very slow improvement as the number of simulation increases. It is indeed well known that the rate of convergence of local regression procedure such as k-nn or the local regression with multinomial link heavily depends on the dimension of the covariates (here the dimension of the summary statistic).
Nonetheless, since the goal of ABC model choice is to select the most appropriate model, one may ask why one should bother with correctly approximating the probability
when this quantity might significantly differ from the exact P(M = m|Y = y obs )
probability. Stoehr et al. (2014) stressed that selecting the most adequate model for the data at hand by deriving the maximum a posteriori (MAP) model index is a classification issue, which is a significantly easier problem than conducting a regression (Devroye et al., 1996) . Thus Stoehr et al. (2014) adapted Algorithm 1 by resorting to a k-nn classification procedure, which sums up to returning the most frequent model index among the k simulations nearest to the observed dataset in the scale of the summary statistic. Indeed, classification (Hastie et al., 2009 ) aims at forecasting a variable M taking a finite number of values, {1, . . . , M }, based on a vector of covariates S = (S 1 , . . . , S d ). The Bayesian approach to classification stands in simulating a training database (m i , s i ) made of independent replicates of the pair (M, S(Y )) from the predictive distribution. The connection with ABC model choice is that it predicts a model index, M, from the summary statistic S(y). Simulations in the ABC reference table can thus be envisioned as a learning database that trains the classifier. Pudlo et al. (2014) undertakes the same paradigm shift as Stoehr et al. (2014) , namely to produce new evaluation tools that emanate from machine learning, but the authors concentrate on the issue at stake, which is once again the selection of the most adequate model for the data at hand. The classification procedure selected in Pudlo et al. (2014) is the statistical technique of random forests (Breiman, 2001 ), which constitutes a trustworthy and seasoned machine learning tool, well adapted to complex settings as those found in ABC settings.
Random forest construction
RF aggregates a large number of classification trees by adding a randomisation step to the CART algorithm (Breiman et al., 1984) . The latter produces a binary classification tree that partitions the covariate space towards a prediction of the model index. In this tree, each binary node is separating the observations at the node by a rule of the form X j < t j , where X j is one of the summary statistics and t j is chosen towards the minimisation of an heterogeneity index. For instance, Pudlo et al. (2014) uses the Gini criterion (Hastie et al., 2009) . A CART tree is built from a learning table and then applied to the observed summary statistic y obs , predicting the model index by following a path from the root that applies these binary rules and returning the label of the tip at the end of the path.
The randomisation part in RF produces different CART trees by (a) using a bootstrapped version of the learning table on a bootstrap sub-sample of size N boot and (b) selecting the summary statistics at each node by subsampling. The calibration of a RF thus involves three quantities: -B, number of trees in the forest, -n try , number of covariates sampled at each node by the randomised CART, and -N boot , size of the bootstrap sub-sample.
The so-called out-of-bag error associated with an RF is the average number of times a point from the learning table is wrongly allocated, when averaged over trees that exclude this point from the bootstrap sample. 3
Algorithm 2 Randomised CART start the tree with a single root repeat pick a non-homogeneous tip v such that Q(v) = 1 attach to v two daughter nodes v1 and v2 draw a random subset of covariates of size ntry for all covariates Xj in the random subset do find the threshold tj in the rule Xj < tj that minimises N (v1)Q(v1) + N (v2)Q(v2) end for find the rule Xj < tj that minimises N (v1)Q(v1) + N (v2)Q(v2) in j and set this best rule to node v until all tips v are homogeneous (Q(v) = 0) set the labels of all tips Reproduced with permission of the authors from Pudlo et al. (2014) . The way Pudlo et al. (2014) builds a random forest classifier given a collection of statistical models is to start from an ABC reference table including a set of simulation records made of model indices, parameter values and summary statistics for the associated simulated data. This table then serves as training database for a random forest that forecasts model index based on the summary statistics.
A different evaluation of the uncertainty
While the posterior probability of a model is the natural Bayesian uncertainty quantification, being unwilling to trust the standard ABC approximation means that a replacement tool is required for quantifying uncertainty about the selected model. An initial proposal in Stoehr et al. (2014) is to instead rely on the conditional error rate induced by the k-nn classifier knowing S(Y ) = s obs , namely
where M denotes the k-nn classifier trained on ABC simulations. The above conditional expected value of 1{ M(Y ) = M} is approximated in Stoehr et al. (2014) with a Nadaraya-Watson estimator on a new set of simulations where the authors compare the model index m (i) which calibrates the simulation of the pseudo-data y (i) , and the model index M(y (i) ) predicted by the k-nn approach trained on a first database of simulations. However, this first proposal has the major drawback of relying on nonparametric regression, which deteriorates when the dimension of the summary statistic (i.e., the number of covariates) increases. This local error also allows for the selection of summary statistics adapted to y obs but the procedure of Stoehr et al. (2014) remains constrained by the dimension of the summary statistic (less than 10). Furthermore, relying on a large dimensional summary statistic-to bypass, at least partially, the curse of insufficiency-was the main reason for adopting a classifier such as random forests in Pudlo et al. (2014) . Hence the authors proposed another procedure towards evaluating the statistical error of the classification problem at s obs . They replaced the above local error by a posterior predictive misclassification error, namely the probability that M(S(Z)) = M when the pair (M, Z) is drawn from the posterior predictive distribution conditional on y obs , and M(S(Z)) is the predicted model return by the random forest procedure. The posterior predictive error rate leads to a reliable error evaluation at y obs which mimics a parametric bootstrap within the Bayesian paradigm. The practical derivation of this posterior predictive error relies on -constructing an ABC sample from the trained random forest, by considering pseudo-observations that are the k-closest ones for y obs in the forest, and -simulating V new pseudo-samples z for each of the kept pairs (m, θ) in the ABC sample of the posterior and checking whether or not the prediction M(S(Z)) is correct.
A FIRST TOY EXAMPLE
We consider in this section a simple unidimensional setting with three models where the marginal likelihoods can be computed in closed form.
Under Model 1, our dataset is a n-sample from an Exponential distribution with parameter θ (i.e., with expectation 1/θ) and the corresponding prior distribution on θ is an Exponential distribution with parameter 1. In this model, given the sample y = (y 1 , . . . , y n ) with y i > 0, the marginal likelihood is given by
Under Model 2, our dataset is a n-sample from a Log-Normal distribution with location parameter θ and dispersion parameter equal to 1 (which implies an expectation equal to exp(θ + 0.5)). The prior distribution on θ is a standard Gaussian distribution. For this model, given the sample y = (y 1 , . . . , y n ) with y i > 0, the marginal likelihood is given by
Under Model 3, our dataset is a n-sample from a Gamma distribution with parameter (2, θ) (i.e., with expectation 2/θ) and the prior distribution on θ is an Exponential distribution with parameter 1. For this model, given the sample y = (y 1 , . . . , y n )with y i > 0, the marginal likelihood is given by
We consider three summary statistics
These summary statistics are sufficient not only within each model but also for the model choice problem (Didelot et al., 2011) and the purpose of this example is not to evaluate the impact of a loss of sufficiency. When running ABC, we set n = 20 for the sample size and generated a reference table containing 29, 000 simulations (9676 simulations from model 1, 9650 from model 2 and 9674 from model 3). We further generated an independent test dataset of size 1,000. Then, to calibrate the optimal number of neighbours in the standard ABC procedure (Grelaud et al., 2009 , Toni et al., 2009 we exploited 1, 000 independent simulations.
For each element of the test dataset, as obvious from the above m i (y)'s we can evaluate the exact model posterior probabilities. Figure 4 represents the posterior probability of Model 3 for every simulation, ranked by model index. In addition, Figure 5 gives a plot of the first two LDA projections of the test dataset. Both figures explain why the model choice problem is not easy in this setting. Indeed, based on the exact posterior probabilities, selecting the model associated with the highest posterior probability achieves the smallest prior error rate. Based on the test dataset, we estimate this lower bound as being around 0.245, i.e., close to 25 %.
Based on a calibration set of 1,000 simulations, and the above reference table of size 29,000, the optimal number of neighbours that should be used by the standard ABC model choice procedure, i.e., the one that minimises the prior error rate, is equal to 20. In this case, the resulting prior error rate for the test dataset is equal to 0.277.
By comparison, the Random Forest (RF) ABC model choice technique of Pudlo et al. (2014) based on 500 trees achieves an error rate of 0.276 on the test dataset. For this example, adding the two LDA components to the summary statistics does not make a difference. This alternative procedure achieves similarly good results in terms of prior error rate, since 0.276 is relatively closed to the absolute lower bound of 0.245. However, as explained in previous sections and illustrated on Figure 6 , the RF estimates of the posterior probabilities are not to be trusted. In short, a classification tool is not necessarily appropriation for regression goals.
A noteworthy feature of the RF technique is its ability to be robust against non-discriminant variates. This obviously is of considerable appeal in ABC model choice since the selection of summary statistics is an unsolved challenge. To illustrate this point, we added to the original set of three summary statistics variables that are pure noise, being produced by independent simulations from standard Gaussian distributions. Table 1 shows that the additional error due to those irrelevant variates grows much more slowly than for the standard ABC model choice technique, as shown in Table 2 . In the latter case, a few extraneous variates suffice to propel the error rate above 50 %.
HUMAN POPULATION GENETICS EXAMPLE
We consider here the massive Single Nucleotide Polymorphism (SNP) dataset already studied in Pudlo et al. (2014) , associated with a MRCA population genetic model corresponding to Kingman's coalescent that has been at the core of ABC implementations from their beginning (Tavaré et al., 1997) . The dataset corresponds to individuals originating from four Human populations, with 30 individuals per population. 4 As detailed in Pudlo et al. (2014) one of the appeals of using SNP data from the 1000 Genomes Project (1000 Genomes Project Consortium et al., 2012 ) is that such data does not suffer from any ascertainment bias.
The four Human populations in this study included the Yoruba population (Nigeria) as representative of Africa, the Han Chinese population (China) as representative of East Asia (encoded CHB), the British population (England and Scotland) as representative of Europe (encoded GBR), and the population of Americans of African ancestry in SW USA (encoded ASW). After applying some selection criteria described in Pudlo et al. (2014) , the dataset includes 51,250 SNP loci scattered over the 22 autosomes with a median distance between two consecutive SNPs equal to 7 kb. Among those, 50,000 were randomly chosen for evaluating the proposed -RF ABC model choice method.
In the novel study described here, we only consider two scenarios of evolution. These two models differ by the possibility or impossibility of a recent genetic admixture of Americans of African ancestry in SW USA between their African forebears and individuals of European origins, as described in Figure 7 . Model 2 thus includes a single out-of-Africa colonisation event giving an ancestral out-ofAfrica population with a secondarily split into one European and one East Asian population lineage and a recent genetic admixture of Americans of African origin with their African ancestors and European individuals. RF ABC model choice is used to discriminate among both models and returns error rates. The vector of summary statistics is the entire collection provided by the DIYABC software for SNP markers , made of 112 summary statistics described in the manual of DIYABC.
Model 1 involves 16 parameters while Model 2 has an extra parameter, the admixture rate r a . All times and durations in the model are expressed in number of generations. The stable effective populations sizes are expressed in number of diploid individuals. The prior distributions on the parameters appearing in one of the two models and used to generate SNP datasets are as follows: Figure 9 shows the distributions of the first LDA projection for both models, as a byproduct of the simulated reference table. Unsurprisingly, this LDA component has a massive impact on the RF ABC model choice procedure. When including the LDA statistic, most trees (473 out of 500) allocate the observed dataset to Model 2. This selection is associated with a high confidence level as indicated by an estimated posterior error rate very close to zero. Figure 8 shows contributions for the most relevant statistics in the forest, stressing once again the primary role of the first LDA axis. Note that using solely this first LDA axis increases considerably the prior error rate. This example emphasises the fact that the RF model choice procedure is able to deal with both irrelevant statistics and strong correlated variables, as shown in Figure 10 .
CONCLUSION
ABC model choice via RF is heavily stressed in this chapter as a result of the evolution along the years of our perspective on the issue. To understand the intrinsic nature of the RF tool and how it could be most naturally embedded in ABC schemes is not straightforward. For instead, it could instead be seen as a selection filter on a large set of summary statistics to produce a reduced subset of significant statistics, with the side appeal of a natural distance between summaries induced by the forest. However, subsequent ABC steps are counterproductive to the classification error rate once a model was selected by the random forest. One strength of the RF approach is its robustness, in that including more (if a reasonable number pf) summary statistics is almost always beneficial to the Contributions of the most frequent statistics in the RF. The contribution of a summary statistic is evaluated as the average decrease in node impurity at all nodes where it is selected, over the trees of the RF when using the 112 summary statistics (top) and when further adding the first LDA axis (bottom). performances. The presumably most pessimistic conclusion of this study is that the connections between (i) the true posterior probability of a model, (ii) the ABC version of this probability, and (iii) the random forest version of the above, are at best very loose. This leaves open queries for acceptable approximations of (i), since the posterior predictive error is instead an error assessment for the ABC RF model choice procedure. While a Bayesian quantity that can be computed at little extra cost, it does not necessarily compete with the posterior probability of a model. 
