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Résumé
Nous présentons une contrainte de partitionnement
de graphe par des arbres sous contraintes de degré.
Étant donné un graphe orienté G, la contrainte spé-
cifie que toute solution est formée par N arbres, tels
que le nombre de fils d’un sommet quelconque de G
appartienne à un ensemble donné de valeurs. Il existe
pour la contrainte d’arbre pure, introduite dans [2], une
caractérisation complète polynomialement évaluable.
Cependant, la prise en compte du nombre de fils de
chaque sommet rend le problème d’existence d’une
solution NP-complet. Nous montrons donc comment
intégrer une relaxation polynomiale de la contrainte de
degré, prenant en compte les différents aspects de la
contrainte d’arbre pure. Enfin, nous présentons une
première série de résultats partiels pratiques sur les
problèmes (NP-complets) d’existence d’un chemin Ha-
miltonien et d’un arbre binaire couvrant dans le cas de
graphes orientés quelconques.
1 Introduction
Les contraintes décrivant des propriétés de graphes furent
très tôt considérées par la communauté de programmation
par contraintes. En effet, les problèmes de circuit Hamil-
tonien ou d’existence d’un arbre recouvrant furent initia-
lement abordés dans ALICE [6]. Par la suite, suivirent
les contraintes de cycle [1] et de chemin [3, 10, 11]. Cu-
rieusement, jusqu’à peu, aucune contrainte de partition-
nement par des arbres n’a réellement été étudiée par la
communauté alors qu’elle a fait l’objet d’une attention
particulière en recherche opérationnelle [9]. Soulignons
qu’une contrainte d’arbre constitue un premier pas vers une
contrainte de partitionnement par des chemins.
L’objectif de cet article est de proposer une contrainte de
partitionnement de graphes par des arbres dérivée de [2],
qui prenne en compte une contrainte sur le nombre de pré-
décesseurs de chaque sommet (i.e., son degré négatif) du
graphe à couvrir. Ainsi, elle rend possible, comme nous le
verrons dans la suite, la recherche d’une couverture par des
arbres binaires ou même par des chemins.
Par abus de langage nous appellerons arbre une anti-
arborescence dans cet article (i.e., que l’on chemine des
feuilles vers la racine). Par conséquent, dans la suite, un
arbre sera défini comme un graphe orienté, connexe, et sans
circuits impliquant plus d’un sommet, tel que chaque som-
met possède un unique successeur,1 et tel qu’il existe un
chemin élémentaire de chaque sommet vers la racine.
La contrainte d’arbre est donnée sous la forme
tree(NTREE, VER), où NTREE est une variable entière2 et
VER est la collection des n sommets VER[1], . . . , VER[n] du
graphe donné. À chaque sommet vi = VER[i] est associée
une liste d’attributs définis de la manière suivante :
– idx est un entier compris entre 1 et n. Il représente
l’index du sommet vi dans la collection.
– F est une variable entière définie sur [1, n]. Elle re-
présente l’unique successeur (ou père) du sommet vi
dans une couverture.
– D est une variable entière définie sur [0, n − 1]. Elle
représente le nombre de prédécesseurs du sommet vi.
1Le sommet racine de l’arbre porte une boucle sur lui-même.
2Une variable entière v est définie sur un domaine de valeurs poten-







FIG. 1 – Graphe associé G d’une contrainte d’arbre
Lorsque l’on parle de contraintes globales, il est très sou-
vent plus facile de raisonner sur un graphe (orienté ou pas)
modélisant la contrainte, que de raisonner directement sur
les variables et leurs domaines. Ainsi, la contrainte d’arbre
va être modélisée par un graphe orienté G = (V, E) dont les
sommets représentent les éléments de VER et les arcs repré-
sentent une relation de successeur entre eux. On définit G
de la manière suivante :
Définition 1. Le graphe orienté associé G = (V, E) d’une
contrainte tree(NTREE, VER) est défini par V = {vi | i ∈
[1, n]} et E = {(vi, vj) | j ∈ dom(VER[i].F)}. De plus,
m = |E| est le nombre d’arcs du graphe G.
Une contrainte d’arbre spécifie que le graphe orienté G
qui lui est associé doit être une forêt de NTREE arbres res-
pectant la contrainte sur le nombre de prédécesseurs auto-
risés pour chaque sommet de G. De manière formelle, on
peut définir une solution respectant cette contrainte par :
Définition 2. Un graphe orienté G = (V, E) satisfait une
contrainte d’arbre tree(NTREE, VER) si et seulement si :
1. Pour chaque i ∈ [1, n] on a VER[i].idx = i.
2. G est composé de NTREE composantes connexes.
3. Chaque composante connexe de G ne contient pas de
circuits, excepté la boucle sur la racine.
4. Pour chaque i ∈ [1, n], le nombre de sommets vj pré-
cédant vi dans G est égal à VER[i].D.
Exemple 1. La figure 1 donne une représentation graphique
d’une instance de la contrainte d’arbre. La table 1 décrit ce même
graphe en termes de domaines de variables successeur, ainsi que
pour chaque sommet le domaine de sa variable de degré. La fi-
gure 2 fournit trois types de solutions possibles pour le graphe de
la figure 1 : la solution donnée en figure 2(a) fournit une couver-
ture par un chemin Hamiltonien, la solution donnée en figure 2(b)
donne une couverture par un arbre binaire (voir l’instance dé-
crite par la table 1), et la solution donnée en figure 2(c) fournit
une couverture par un arbre non contraint sur le degré de ces
sommets.
Avant de poursuivre, notons que malgré l’existence
d’une caractérisation complète polynomialement évaluable
pour la contrainte d’arbre pure [2], la prise en compte d’une
restriction sur le degré négatif de chaque sommet rend NP-
complet le problème de l’existence d’une couverture de G
(voir [4, p.206]). Pour s’en convaincre, il suffit de considé-




























FIG. 2 – Différents types de couvertures, dérivées du
graphe G de la figure 1, suivant le type de contraintes sur le
degré de chaque sommet
– NTREE = 1.
– Pour le sommet d’index s on a VER[s].D = 0.
– Pour tout sommet d’index i 6= s on a VER[i].D = 1.
– Pour le sommet d’index d on a dom(VER[d].F) = {d}.
Alors, la contrainte d’arbre impose la recherche d’un che-
min élémentaire du sommet vs au sommet vd, passant par
tous les sommets de G. Elle correspond donc au problème
de chemin Hamiltonien [4, p.199] dans G.
La suite de l’article est organisée de la manière suivante.
La section 2 rappelle une condition nécessaire et suffi-
sante à l’existence d’une solution pour la contrainte d’arbre
pure présentée dans [2], puis introduit un algorithme d’arc-
consistance pour cette contrainte. La section 3 présente un
algorithme de filtrage permettant de maintenir la contrainte
de degré sur chacun des sommets du graphe G. Pour finir,
la section 4 présente deux évaluations de la contrainte, la
première sur le problème d’existence d’un chemin Hamil-
tonien dans un graphe orienté, et la seconde sur le problème
d’existence d’un arbre binaire couvrant.
2 La contrainte de partitionnement par
des arbres
Cette section rappelle la caractérisation complète de la
contrainte de partitionnement de graphe par des arbres in-
troduite dans [2]. Tout d’abord, dans la sous-section 2.1
sont définies les bornes minimum et maximum sur le
nombre d’arbres3 possibles pour couvrir le graphe donné
en paramètre. La sous-section 2.2 rappelle une condition
nécessaire et suffisante à la faisabilité d’une contrainte
d’arbre. Finalement, la sous-section 2.3 montre comment
utiliser cette condition afin d’assurer un filtrage complet,
i.e., atteignant l’arc-consistance.
3On accepte qu’un sommet isolé portant une boucle sur lui-même soit




Partie (a) Partie (b) Partie (c)
1 {2, 4, 6, 7} {1} [0, 2] [0, 8]
2 {1} {0} [0, 2] [0, 8]
3 {4, 7} {1} [0, 2] [0, 8]
5 {6, 7, 8, 9} {1} [0, 2] [0, 8]
4 {3, 4} {1} [0, 2] [0, 8]
6 {5} {1} [0, 2] [0, 8]
7 {5, 6} {1} [0, 2] [0, 8]
8 {5, 7, 8} {1} [0, 2] [0, 8]
9 {5, 8, 9} {1} [0, 2] [0, 8]
TAB. 1 – La première colonne donne le nom de chaque
variable père, la seconde décrit son domaine (i.e., dans la
figure 1 l’ensemble des successeurs du sommet associé à la
variable père). Les colonnes 3, 4 et 5 décrivent respective-
ment le domaine des variables de degré associées à chaque
variable père dans la colonne Partie (a) pour une couverture
par un chemin Hamiltonien (figure 2(a)), dans la colonne
Partie (b) pour une couverture par des arbres binaires (fi-
gure 2(b)) et dans la colonne Partie (c) pour une couverture
par des arbres quelconques (figure 2(c)).
Nous introduisons tout d’abord certains concepts asso-
ciés au graphe G = {V, E} d’une contrainte d’arbre :
– À chaque instance d’une contrainte tree(NTREE, VER)
va être associé un graphe réduit Gr. Ce graphe est dé-
rivé de G en associant à chaque composante fortement
connexe (cfc) de G un sommet de Gr et à un ensemble
d’arcs reliant deux cfc de G un arc unique de Gr.
– Une cfc de G qui correspond à un sommet puits de Gr
est appelée composante puits.
– Un sommet v ∈ V tel que (v, v) ∈ E est appelé racine
potentielle. Par extension, un arc (v, v) ∈ E est appelé
boucle. Une cfc de G contenant au moins une racine
potentielle est appelée composante enracinée.
– Un sommet u ∈ V est appelé porte de la cfc le conte-
nant ssi il existe un arc (u, v) ∈ E tel que v n’ap-
partient pas à la cfc contenant u. Par extension, un
arc (u, v) ∈ E tel que u et v n’appartiennent pas à la
même cfc est appelé arc connectant.
– Forcer un arc (u, v) ∈ E correspond à supprimer de E
tous les arcs (u,w) tels que v 6= w.
2.1 Bornes sur le nombre d’arbres
Nous introduisons maintenant des bornes minimum
(MINTREE) et maximum (MAXTREE) sur le nombre d’arbres
possibles pour couvrir un graphe G associé à une contrainte
d’arbre. Les preuves sont disponibles dans [2].
Proposition 1. Le nombre minimum d’arbres (MINTREE)
pour partitionner un graphe orienté G associé à une
contrainte d’arbre est donné par le nombre de sommets
puits dans le graphe réduit Gr.
Algorithm 1 Faisabilité pour tree(NTREE, VER)
1. Calculer les cfc de G ;
2. Soit Cp les cfc puits de G ;
3. Pour chaque C ∈ Cp faire
4. Si ∄u ∈ C tel que u est une racine
potentielle alors Retourner faux ;
5. Si dom(NTREE) ∩ [MINTREE, MAXTREE] = ∅ alors
6. Retourner faux ;
Proposition 2. Le nombre maximum d’arbres (MAXTREE)
pour partitionner un graphe orienté G associé à une
contrainte d’arbre est donné par le nombre de racines po-
tentielles dans G.
2.2 Condition nécessaire et suffisante
Le théorème suivant caractérise les conditions d’existence
d’une solution pour une contrainte d’arbre. La première
condition assure que l’on peut effectivement créer une fo-
rêt couvrante alors que la seconde condition vérifie qu’il
existe au moins une valeur compatible k dans le domaine
de NTREE permettant de construire k arbres.
Théorème 1. Il existe une solution pour une contrainte
d’arbre tree(NTREE, VER) ssi les deux conditions suivantes
sont vérifiées :
1. Toute composante puits de G est une composante en-
racinée de G.
2. dom(NTREE) ∩ [MINTREE, MAXTREE] 6= ∅.
Démonstration. Voir la preuve dans [2, p.69].
Complexité : L’algorithme 1 vérifie que les conditions
1 et 2 du Théorème 1 sont vérifiées, i.e., qu’il existe au
moins une couverture de G par NTREE arbres. Les lignes 1
et 2 de l’algorithme calculent les cfc puits de G en temps
O(n+m) (algorithme de Tarjan [12]). Les lignes 3 et 4 vé-
rifient, en temps O(n), si chacune de ces cfc puits contient
au moins une racine potentielle. Pour finir, les lignes 5 et 6
vérifient s’il existe un nombre d’arbres compatible dans le
domaine de NTREE ; la complexité de cette étape est domi-
née par la complexité du calcul de la borne MINTREE. D’où
le résultat :
Théorème 2. L’existence d’une solution est vérifiable en
temps O(n + m) pour une contrainte tree(NTREE, VER).
2.3 Filtrage
Avant d’introduire l’algorithme de filtrage, nous rappelons
la notion de point fort d’articulation [5, p.175]. En effet,
cette notion permettra d’assurer l’arc-consistance des do-
maines des variables associées au graphe G.
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Algorithm 2 Filtrage pour tree(NTREE, VER)
1. Si tree(NTREE, VER) n’a pas de solution alors
2. Retourner un échec;
3. Calculer les pfa de G et mémoriser dans Cp
les cfc créés par le retrait de p dans G ;
4. Pour chaque pfa p ∈ V faire
5. Pour chaque arc (p, v) ∈ E faire
6. Soit Cp(v) la cfc contenant v ;
7. Si Cp(v) ∈ ∆
p
in
alors Supprimer (p, v) de G ;
8. dom(NTREE) ← dom(NTREE) ∩ [MINTREE, MAXTREE];
9. Pour chaque cfc C de G faire
10. Si C est une cfc puits et il existe
une unique racine potentielle alors
11. Forcer la boucle;
12. Si il existe un unique sommet porte
et aucune racine potentielle alors
13. Interdire tout arc non connectant de C ;
14. Si dom(NTREE) = {MAXTREE} alors
15. Forcer toutes les boucles de C ;
16. Si dom(NTREE) = {MINTREE} et C n’est pas
une cfc puits de G alors
17. Interdire toutes les boucles de C ;
Définition 3. Un point fort d’articulation (pfa) p d’un
graphe orienté G est un sommet tel que le nombre de cfc
de G \ {p} est supérieur au nombre de cfc de G.
On peut ainsi définir, pour chaque cfc C d’un graphe G
associé à une contrainte d’arbre, une partition entre les cfc
créées par le retrait d’un pfa p :
– ∆pout = {C
1
out, . . . , C
k
out} est l’ensemble des cfc
créées par le retrait de p dans C depuis lesquelles on
peut atteindre, sans passer par p, soit une racine po-
tentielle, soit un sommet porte.
– ∆pin = {C
1
in, . . . , C
k
in} est l’ensemble des cfc créées
par le retrait de p depuis lesquelles on ne peut pas at-
teindre une racine potentielle ou un sommet porte sans
passer par p.
L’algorithme 2 effectue un filtrage arc-consistant associé
à la contrainte d’arbre. Les lignes 1 et 2 vérifient si la
contrainte possède au moins une solution. Pour cela, l’al-
gorithme 1 est utilisé. Ensuite, les lignes 3 à 7 suppriment
les arcs sortant de pfa qui sont incompatibles avec une cou-
verture arborescente. La ligne 8 met à jour le domaine de
NTREE avec les bornes MINTREE et MAXTREE. Puis, pour
chaque cfc de G, les lignes 10 à 13 assurent que chaque
sommet d’une cfc pourra atteindre une racine potentielle.
Pour terminer, les lignes 14 à 17 filtrent les domaines des
variables père par rapport aux bornes de NTREE.
Correction et Complétude : Pour prouver que l’algo-
rithme 2 atteint bien l’arc-consistance, nous montrons que :
1. Aucune valeur des domaines des variables F n’est sup-
primée si elle appartient à au moins une solution à la
contrainte tree(NTREE, VER) (Lemme 1).
2. Tout arc restant dans G et toute valeur présente dans
dom(NTREE) après filtrage participent à au moins une
solution à la contrainte tree(NTREE, VER) (Lemme 2).
Lemme 1. L’algorithme 2 ne retire aucun arc du graphe G
pouvant appartenir à une solution satisfaisant la contrainte
tree(NTREE, VER).
Démonstration. Supposons qu’il existe une solution S à
la contrainte tree(NTREE, VER) contenant l’arc (u, v) telle
que ce dernier soit supprimé par l’algorithme 2. Si (u, v)
est supprimé par la ligne 7 alors c’est que le sommet u
est un pfa dans G et le sommet v appartient à ∆uin, i.e.,
v ne peut pas atteindre une racine potentielle sans passer
par u. Mais alors il existe un cycle contenant u et v dans
S, ce qui est impossible. Maintenant, supposons que u soit
l’unique racine potentielle d’une cfc puits de G. S’il existe
v 6= u tel que (u, v) appartient à S alors il existe un circuit
dans cette cfc, ce qui est impossible, donc le filtrage de la
ligne 11 est correct. De la même manière, en considérant
u comme l’unique porte d’une cfc de G, on déduit que le
filtrage de la ligne 13 est correct. Dans le cas où il existe
MAXTREE arbres dans S et u est une racine potentielle de
G, il existe une contradiction si v 6= u car MAXTREE ne
peut pas être atteint. Pour finir, s’il existe MINTREE arbres
dans S et u = v n’appartient pas à une cfc puits de G alors
il existe une contradiction car MINTREE ne peut pas être
atteint.
Lemme 2. Après application de l’algorithme 2, toutes
les valeurs encore présentes dans les domaines parti-
cipent à au moins une solution satisfaisant la contrainte
tree(NTREE, VER).
Démonstration. On se donne le graphe orienté G associé à
une contrainte tree(NTREE, VER) tel que tout arc de G est
compatible avec l’algorithme de filtrage, ainsi qu’un arc
(u, v) ∈ E et un entier k ∈ [MINTREE + 1, MAXTREE − 1].
Considérons maintenant le graphe G(u,v) = G \ {(u,w) |
w 6= v} et supposons que la seconde condition du théo-
rème 1 soit violée. Alors, par définition, forcer l’arc (u, v)
a créé une cfc puits dans G(u,v) ne contenant pas de racine
potentielle. On distingue trois cas :
1. Le nombre de cfc de G(u,v) est supérieur au nombre
de cfc de G. Alors u était un pfa de G et (u, v) aurait
du être supprimé par la ligne 7 de l’algorithme 2, donc
il y a contradiction avec l’hypothèse que G est filtré.
2. Le nombre de cfc de G(u,v) est égal au nombre de cfc
de G et la cfc de G contenant u est une cfc puits. Alors
u était l’unique racine potentielle de la cfc et aurait du
être supprimé par la ligne 11 de l’algorithme 2, donc
il y a contradiction avec l’hypothèse que G est filtré.
3. Le nombre de cfc de G(u,v) est égal au nombre de cfc
de G et la cfc de G contenant u n’est pas une cfc puits.
Alors u était l’unique porte de la cfc et il aurait du être
supprimé par la ligne 13 de l’algorithme 2, donc il y a
contradiction avec l’hypothèse que G est filtré.
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Vérifions maintenant la complétude aux bornes. Si k =
MAXTREE, alors si u est l’unique racine potentielle d’une
cfc puits de G, alors l’arc (u, v), avec u 6= v, ne peut pas
être dans G car le filtrage l’aurait supprimé. D’autre part, si
k = MINTREE, alors si u n’appartient pas à une cfc puits de
G (u, v), alors l’arc (u, v) ne peut pas être une boucle car
le filtrage l’aurait supprimé.
Complexité : Deux types de filtrage peuvent être dis-
tingués. Tout d’abord, il y a un filtrage purement lié à la
structure du graphe G associé à la contrainte d’arbre. Les
lignes 3 à 7 filtrent les domaines des variables associées à G
relativement aux pfa de G. Cette détection est faite en temps
O(n ·m). Ensuite, pour chaque cfc, la ligne 10 vérifie si la
cfc courante est une cfc puits de G et si elle contient une
unique racine potentielle (par énumération sur les sommets
de la cfc en temps O(n)). La ligne 12 filtre les domaines
des variables associées à G relativement aux cfc ne conte-
nant qu’une unique porte et aucune racine potentielle. Ce
filtrage est effectué en temps O(n).
D’autre part, le deuxième type de filtrage est lié à la
contrainte sur le nombre d’arbres autorisés (NTREE) pour
couvrir G. La ligne 8 normalise le domaine de NTREE re-
lativement aux bornes minimum (MINTREE) et maximum
(MAXTREE) sur le nombre d’arbres possibles pour couvrir
G. La ligne 14 force toutes les boucles de la cfc courante
lorsque la borne MAXTREE est atteinte par NTREE (par énu-
mération des boucles de la cfc en temps O(n)). Pour finir,
la ligne 16 interdit toutes les boucles de la cfc courante s’il
ne s’agit pas d’une cfc puits de G (par énumération sur les
boucles en temps O(n)). D’où le théorème :
Théorème 3. L’algorithme 2 filtre totalement la contrainte
tree(NTREE, VER) en temps O(n ·m).
3 La contrainte de degré
La contrainte de degré associée à chaque sommet du graphe
G permet de spécifier le degré négatif de chacun d’eux,
i.e., le nombre de prédécesseurs que chaque sommet peut
accepter dans une couverture. Ainsi, cette contrainte per-
met de modéliser une contrainte de partitionnement par
des chemins, des arbres binaires, etc, sans avoir besoin de
créer une contrainte globale spécifique pour chaque pat-
tern. Cette section va montrer comment représenter une
telle contrainte à partir d’une modélisation basée sur la
contrainte de cardinalité gcc [8].
Ainsi, à chaque sommet vi du graphe orienté G est
associée une variable entière VER[i].D, dont le domaine
[dimin, d
i
max] représente le nombre de prédécesseurs pos-
sibles pour vi dans une solution. Soulignons que les
boucles sur les racines potentielles sont ignorées. Cette
contrainte de degré est très similaire à la contrainte gcc,






























FIG. 3 – Graphe de flot associé à G. Chaque sommet vi ∈
Vleft représente un sommet de G, et chaque sommet i ∈
Vright, avec i 6= ℓ, représente un sommet de G. Le sommet
ℓ modélise l’ensemble des racines potentielles.
valeur i affectée à vi est simplement ignorée, i.e., qu’elle
n’est pas comptée dans le nombre d’occurrences de la
valeur i. La figure 3 montre le graphe de flot associé à
cette contrainte gcc modifiée. Observons la présence d’un
sommet ℓ supplémentaire correspondant aux racines poten-
tielles du graphe. Formellement, ce graphe de flot est défini
de la manière suivante :
Définition 4. Le graphe de flot, noté Gf = (Vf , Ef ), d’une
contrainte tree(NTREE, VER) est tel que :
– Vf est l’union des ensembles de sommets suivants :
– Vleft = {VER[i].F | i ∈ [1, n]}, notés vi.
– Vright = {VER[i].idx | i ∈ [1, n]}, notés i.
– {s, t, ℓ} où s, t, et ℓ sont respectivement appelés les
sommets source, puits, et boucle.
– Ef est l’union des arcs valués suivants :
– Il existe un arc de s à chaque vi ∈ Vleft de capacité
[1, 1].
– Un arc (t, s) de capacité [n, n].
– Il existe un arc de vi ∈ Vleft à j ∈ Vright de capa-
cité [0, 1] ssi j ∈ dom(VER[i].F) et j 6= i.
– Il existe un arc de vi ∈ Vleft à ℓ de capacité [0, 1]
ssi i ∈ dom(VER[i].F).
– Il existe un arc de i ∈ Vright à t de capacité
VER[i].D = [dimin, d
i
max].
– Un arc (ℓ, t) de capacité [MINTREE, MAXTREE].
Remarquons que pour chaque i ∈ Vright, si i 6= ℓ alors
dimin et d
i
max représentent respectivement les valeurs mi-
nimale et maximale du degré négatif du sommet vi de G.
Si i = ℓ alors [dimin, d
i
max] est dominé par les nombres mi-
nimum (MINTREE) et maximum (MAXTREE) d’arbres pos-
sibles pour couvrir le graphe G. En pratique, nous utilisons
l’algorithme de filtrage classique basé sur le graphe de flot
décrit dans [8] pour supprimer tous les arcs de G incompa-
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Instances
filtrage Quesada et al. [7]
réveils échecs temps échecs temps
SPMN_22full 2 0 20ms 0 1.22s
SPNM_52full 5 0 170ms 3 45.03s
TAB. 2 – Comparaison avec les instances de chemin Ha-
miltonien fournies dans [7]
tibles avec la contrainte sur le degré de chaque sommet.
La complexité de l’algorithme de filtrage dédié à la
contrainte de degré est donnée par celle de la gcc, à savoir
dans notre cas O(n2 ·m).
4 Expérimentations
Nous présentons maintenant une série d’évaluations de
la contrainte d’arbre sur les problèmes de couverture par
un chemin Hamiltonien ou par un arbre binaire. Dans le
cas de chemins Hamiltoniens, nous comparerons les ré-
sultats de notre contrainte face à une contrainte spéci-
fique de chemin [7] récemment publiée. Les tests présen-
tés dans la suite ont été effectués à l’aide du solveur de
contraintes Choco (qui est une librairie Java disponible à
http://choco.sf.net/), sur une machine utilisant
un Pentium M de 1.6GHz avec 1GO de RAM, dont 64MO
alloués à la JVM.
4.1 Existence d’un chemin Hamiltonien
Le problème d’existence d’un chemin Hamiltonien dans un
graphe orienté peut s’exprimer de la manière suivante :
Ham-Path [4, p.199] : Soit G = (V ∪ {s, d}, E) un
graphe orienté, existe-t-il un chemin de s à d dans G
passant exactement une fois par chaque sommet de V ?
Le tableau 2 présente une comparaison entre les résul-
tats de notre contrainte (colonne filtrage) et les résultats
obtenus par une contrainte de chemin introduite dans [7].
Il faut cependant préciser que dans notre cas nous traitons
exclusivement les couvertures totales du graphe G (i.e.,
tous les sommets appartiennent au chemin) alors que cette
contrainte permet aussi la recherche d’un chemin ne cou-
vrant qu’un sous-ensemble des sommets de G. De plus, [7]
traite également les contraintes de dominance (i.e., il existe
un ordre au moins partiel entre les sommets à couvrir). Les
deux instances SPNM_22full et SPNM_52full, extraites
de [7], proposent des graphes de taille 22 et 52 peu denses.
Notons que les résultats obtenus par les deux contraintes
sont très proches en termes du nombre d’échecs (le nombre
de réveils n’est pas fourni dans les expérimentations
de [7]), mais diffèrent plus significativement dans les temps
d’exécution.
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FIG. 4 – Temps de calcul et nombre d’échecs moyen
pour vérifier l’existence d’un chemin Hamiltonien dans des
graphes connexes générés aléatoirement
La figure 4 rapporte les mesures de performance (temps
de calcul, nombre d’échecs et écart type pour les deux
quantités) de la contrainte en fonction de la densité4 du
graphe G connexe généré sur des instances aléatoires.
Ainsi, pour chaque densité k ∈ [0.1, 1] (avec un incrément
de 0.05), nous résolvons 50 instances. On remarque ainsi
que pour des graphes d’ordre n = 50 (voir 4(a)), le nombre
d’échecs maximum (11 échecs) est obtenu pour une den-
sité de G de 85% alors que le temps de calcul maximum
varie de 0.63 à 2.9 secondes. Si l’on observe maintenant
des graphes d’ordre n = 100 (voir figure 4(b)), le nombre
d’échecs maximum (25 échecs) est obtenu pour une den-
sité de G de 85% alors que le temps de calcul maximum
varie de 11 à 61 secondes. Il semble donc que la propor-
tion d’échecs ne soit pas fonction de la taille du problème
(le nombre d’échecs pour n = 100 est proportionnel au
nombre d’échecs pour n = 50), mais plutôt de la structure
de chaque instance et donc plus particulièrement de sa den-
sité. En ce qui concerne le temps de calcul moyen, il est en
accord avec la complexité théorique de la contrainte qui est
dominée par la complexité de l’algorithme de filtrage de la
contrainte de degré, à savoir O(n2 ·m), où n est le nombre
4La densité d’un graphe G d’ordre n est évaluée par le rapport entre le
nombre m d’arcs de G et n2.
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FIG. 5 – Temps de calcul et nombre d’échecs moyen pour
vérifier l’existence d’un arbre binaire couvrant dans des
graphes connexes générés aléatoirement
de sommets de G etm est le nombre d’arcs dans G.
4.2 Existence d’un arbre binaire couvrant
Le problème d’existence d’un arbre couvrant contraint sur
le degré, connu comme NP-complet, est formulé de la ma-
nière suivante :
Arbre Couvrant sous Contrainte de Degré [4,
p.206] : Soit G = (V, E) un graphe orienté et K < |V|,
existe-t-il un arbre recouvrant dans G tel que tout sommet
soit de degré inférieur ou égal àK ?
La figure 5 rapporte les mesures de performance (temps
de calcul, nombre d’échecs et écart types) de la contrainte
en fonction de la densité du graphe G. Le protocole utilisé
est le même que pour le cas de chemin Hamiltonien. On
remarque ainsi que pour des graphes d’ordre n = 50 (voir
figure 5(a)), le nombre d’échecs maximum (0.2 échecs) est
obtenu pour une densité de G de 93%, alors que le temps
de calcul maximum varie de 0.3 à 1.9 secondes. Si l’on
observe maintenant des graphes d’ordre n = 100 (voir
figure 5(b)), le nombre d’échecs reste nul quelque soit la
densité de G, et le temps de calcul maximum varie de 3.5 à
30.01 secondes. Le temps de calcul moyen est toujours très
fortement lié à la contrainte de degré sur chaque sommet.
5 Conclusion
Nous avons présenté un algorithme de filtrage pour une
contrainte de partitionnement de graphes par des arbres
sous contraintes de degré. La complexité d’une telle
contrainte peut être découpée en deux parties. D’une part,
la complexité de la contrainte d’arbre "pure", pour laquelle
un filtrage arc-consistant est effectué en temps O(n · m),
alors que l’existence d’une solution est vérifiée en temps
O(n + m). D’autre part, la complexité de maintenir une
contrainte sur le nombre de prédécesseurs de chaque som-
met du graphe des variables père, qui consiste à effectuer
le filtrage d’une contrainte globale de cardinalité, ce qui est
effectué en temps O(n2 ·m).
Si les expérimentations sur les problèmes NP-complets
de couverture par un chemin Hamiltonien ou un arbre bi-
naire se sont montrées très satisfaisantes quant au nombre
d’échecs lors de la recherche, les performances en temps
sur les graphes de forte densité sont beaucoup plus anec-
dotiques, ce qui laisse penser que le traitement de graphes
de forte taille (à plus de 1000 sommets) s’avère difficile
voire impossible. Cependant, il semble évident que la re-
laxation de certains algorithmes (par exemple, le calcul des
points forts d’articulation), voire même l’optimisation de
l’algorithme de filtrage dérivé de la contrainte de cardina-
lité gcc pour éviter des réveils inutiles, devraient permettre
d’améliorer sensiblement les performances et autoriser le
traitement d’instances de plus grande taille.
Les travaux futurs ont pour objectif d’ajouter de nou-
velles contraintes pouvant enrichir significativement la
contrainte de couverture par des arbres. Nous pensons, par
exemple, à des contraintes introduisant un ordre entre les
sommets à couvrir (contraintes dites de précédence ou de
dominance), et à des contraintes d’incomparabilité s’assu-
rant que deux sommets ne soient pas sur un même chemin
dans une couverture.
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