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Abstract
Probabilistic Linear Discriminant Analysis (PLDA) has become
state-of-the-art method for modeling i-vector space in speaker
recognition task. However the performance degradation is ob-
served if enrollment data size differs from one speaker to an-
other. This paper presents a solution to such problem by intro-
ducing new PLDA scoring normalization technique. Normal-
ization parameters are derived in a blind way, so that, unlike tra-
ditional ZT-norm, no extra development data is required. More-
over, proposed method has shown to be optimal in terms of de-
tection cost function. The experiments conducted on NIST SRE
2014 database demonstrate an improved accuracy in a mixed
enrollment number condition.
Index Terms: speaker recognition, speaker verification, score
normalization, i-vector, PLDA
1. Introduction
One trial of automatic speaker verification process consists of
estimating probability whether two utterances belong to the
same speaker. Typically one utterance is taken from enroll-
ment set of target speakers, another one is unknown test utter-
ance. The decision is taken by the comparison of the verification
score with a threshold. The combination of i-vector and Prob-
abilistic Linear Discriminant Analysis (PLDA) approaches is a
state-of-the-art speaker recognition method allowing to obtain
this score. The i-vector approach is based on the total variabil-
ity model [1] representing speaker data in the low-dimensional
space. PLDA [2] handles the influence of the channel vari-
ability in the i-vector space [3] and also enables to compute
the Log-Likelihood Ratio (LLR) score between target and non-
target hypothesis. There are two concurrent hypothesis forming
this LLR score based on dependency of random latent variables
which make probabilistic inference of visible data.
There are various strategies for PLDA score obtaining de-
pending on the enrollment data size [4]. The approach with
multiple enrollment utterances shows the best results among
other strategies in the text-dependent verification [5]. However
in real applications it often happens that the available data is
limited and varied from one speaker to another. Using classi-
cal PLDA modeling approach in this case, system performance
may be unstable depending on the enrollment size. In this pa-
per, we introduce new PLDA scoring normalization technique
that deals with this variation by minimizing detection cost func-
tion. Unlike traditional ZT-norm that is used to handle the effect
of new environment [6], the introduced method handles the ef-
fect of different quality of speaker models and does not require
extra development data. Speaker dependent score distributions
for target and non-target hypothesis are considered to pose the
problem.
The paper is organized as follows. In section 2, the pro-
posed PLDA scores normalization technique is presented. In
section 3, the process of estimation of speaker dependent dis-
tribution parameters is presented. In section 4 the train and test
data sets are described. The results for NIST SRE 2014 data set
are given. In section 5, conclusions and future work directions
are discussed.
2. Score normalization for normal
distributed scores
Consider speaker dependent Gaussian distributions for PLDA
LLR scores and corresponding Cumulative Distribution Func-
tions (CDF) in the cases of target H1 and non-target hypothesis
H2
Pr(s|H1) = N (s, µ1, σ
2
1), ΦS(t|H1) = Pr(S < t|H1) (1)
Pr(s|H2) = N (s, µ2, σ
2
2), ΦS(t|H2) = Pr(S < t|H2) (2)
where r is an index of the speaker, µ1, σ1, µ2, σ2 – speaker
dependent parameters, s is a PLDA LLR score. The choice
of Gaussian distribution for scores will be discussed in section
3. We use minDCF as a measure of the system performance:
minDCF = mint(FR(t) + βFA(t)), where FA and FR
denote the false acceptance and the false rejection rates, β is a
fixed constant, and t the varying threshold.
It is expected that the value of the speaker specific thresh-
old depends on the quality of the speaker model. This quality
depends on the speaker’s enrollment size, to what extent this
enrollment represents speakers speech and also depends on the
environment during enrollment recording.
The process of deriving the optimal threshold that is indi-
vidual for each speaker is considered below. Rewrite minDCF
in terms of CDF
minDCF = min
t
ΦS(t|H1) + β(1− ΦS(t|H2)) (3)
This is unconstrained optimization problem, that can be solved
by setting derivative w.r.t t to zero, Thus the following equation
can be obtained
N (t, µ1, σ
2
1)
N (t, µ2, σ22)
= β
This equation reduces to the quadratic equation by taking a log-
arithm. In the case σ1 6= σ2, the solution is
t1,2 =
σ21µ2 − σ
2
2µ1
σ21 − σ
2
2
±
σ1σ2
√
(µ1 − µ2)2 +∆(σ21 − σ
2
2)
σ21 − σ
2
2 (4)
where ∆ = 2 log (βσ1/σ2). When σ1 > σ2, the right root
gives the minimum and when σ1 < σ2, the left root is the so-
lution of the problem (3). In the case of σ1 = σ2 = σ and
µ1 > µ2 the solution is
t =
µ1 + µ2
2
+
σ2∆
2(µ1 − µ2)
(5)
The case when µ1 < µ2 is unusual for speaker verification task.
For speaker dependent PLDA scores, parameters µ1, σ1, µ2, σ2
depend on the speaker’s enrolment, on the number of utterances
in the enrolment. If these parameters for the specific speaker
are known, then the value of the optimal threshold t is deter-
mined using (4), (5). The score normalization expression that
we suggest shifts minDCF point to the zero and is is following
snorm =
1√
σ21 + σ
2
2
(s− t)
Here the empirical normalization by the total variance is ap-
plied. While shifting by speaker dependent t aligns minDCF
threshold for all speakers, presented scale normalization aligns
scores in the vicinity of a minDCF point. Also this technique
showed good results in our experiments on NIST SRE 2014
database.
3. Speaker dependent distribution of PLDA
scores
In this section we derive speaker specific parameters µ, σ for
score distributions of target and non-target hypotheses. First,
standard PLDA model will be described and then score in mul-
tiple enrollment case will be presented. We approximate score
distribution using Gaussian distribution and examine two cases:
when test vector correlates with speaker’s enrollment set, i.e.
target hypothesis H1, and when there is no correlation, i.e. non-
target hypothesis H2.
Given a speaker and a set of i-vectors i1, ..., iL , PLDA
assumes [2] that the i-vectors are distributed according to
in = m+ Fx+Gyn + en
x ∼ N (x, 0, If ), yn ∼ N (yn, 0, Ig)
en ∼ N (en, 0,Σ)
where m is the mean vector, x ∈ Rf is a speaker factor that
supposed to be the same for all i-vectors of the speaker, yn ∈
R
g is a channel factor, en is a residual, I is an identity matrix of
respectable dimension, and Σ is a diagonal covariance matrix.
Further, for simplicity of calculations we assume that the mean
vector m is equal to zero. This can be achieved by preliminary
subtracting it from the data.
Consider the trial containing the speaker’s enrolment set
i1, ..., iL and the test i-vector it. PLDA LLR verification score
s for this trial can be written [5, 4] as
s =
1
2
[
(i+ it)
TKL+1(i+ it)− i
TKLi− i
T
t K1it
]
+α(L)
(6)
where i =
∑L
n=1
in - the sum of the speaker’s i-vectors and
KL, α(L) are defined as follows
KL = U¯FM
−1
L F
T U¯
α(L) = log
det (ML+1)
−1
det (ML)
−1 · det (M1)
−1
where U = GGT +Σ, U¯ = U−1, ML = L ·F T U¯F +If .
Further, to derive speaker dependent distribution we assume that
the speaker’s enrollment is known and it is random variable.
To deduce this distribution, the expression for the score (6) is
rewritten as a quadratic form in the variable it
s =
1
2
(it − d)
TA(it − d)
T + c−
1
2
bTA−1b (7)
using following notations
A = KL+1 −K1, b = KL+1i
c =
1
2
iT (KL+1 −KL)i+ α(L), d = −A
−1b
Parameters of the quadratic form depend on the enrollment size
L and the sum of enrollment i-vectors i. Here should be consid-
ered distribution of the quadratic form with normal distributed
vector it. There has been some works on computing such distri-
butions [7], [8], [9], [10], [11]. Quadratic form can be rewritten
as a linear combination of independent non-central chi-squared
distributed variables by using the transition to the new variables
associated with the principal components of the matrix A. The
convolution of this distributions leads to the complex distribu-
tion for which the solution of the problem (3) seems difficult. In
the i-vector case (7), this sum consists of 400 to 600 elements
since it is the typical dimension of i-vector space. In this work,
we approximate this distribution by using Gaussian distribution
and reserve the case of non-Gaussian distribution for possible
further research.
Consider quadratic form z = qTΛq, where q is the random
vector with the expected value µq and covariance matrix Σq .
Then, the expectation and variance of z are defined as follows
µz = tr (ΛΣq) + µ
T
q Λµq (8)
σ2z = 2 tr (ΛΣqΛΣq) + 4µ
T
q ΛΣqΛµq (9)
Consider first case of the non-target hypotheses H2 when the
test i-vector has zero expectation and covariance matrix R =
V + U , where V = FF T . Parameters of the distribution (2)
are obtained by applying (8), (9) to the quadratic form (7)
µ2 =
1
2
tr (AR) + c
σ22 =
1
2
tr (ARAR) + bTRb
In the case of the target hypotheses H1, test i-vector is corre-
lated with speaker’s enrolment and has more complex distribu-
tion. Combined vector [it, i1, . . . , iN ]T has zero expectation
and covariance matrix
C =


U + V V . . . V
V U + V . . . V
.
.
.
.
.
.
.
.
.
.
.
.
V V . . . U + V


It can be shown [4] that conditional probability distribution of it
given i1, . . . , iN has the following expectation and covariance
µˆ =
(
V U¯ + L · V Q
)
i
Rˆ = R− L ·
(
V U¯ + L · V Q
)
V
where Q = −(L · V +U)−1V U¯ . Now, using (8) and (9), final
expressions for µ1 and σ21 from (1) are derived
µ1 =
1
2
tr(ARˆ)− µˆTAd+
1
2
µˆTAµˆ+ c
σ21 =
1
2
tr
(
ARˆARˆ
)
+ (d− µˆ)TARˆA(d− µˆ)
As a result, it is clear that the parameters of speaker dependent
score distributions µ1, σ1, µ2, σ2 depend on the speaker’s en-
rollment size L and on the sum of enrollment i-vectors.
4. Experimental results
4.1. Data set and PLDA parameters estimation
NIST i-vector Machine Learning Challenge 2014 data set has
been chosen to test the efficiency of the proposed model. The
data set consists of a labeled development set (devset), a la-
beled model set (modelset) with 5 i-vectors per model and an
unlabeled test set (testset). Since labels for the devset were not
available during the challenge, the best results were obtained
from methods that allowed to cluster the devset and then to ap-
ply PLDA [12, 13]. The original devset labels have been used
in the presented experiments.
In our experiments the datasets have been initially prepro-
cessed. Preliminary all i-vectors with duration less then 10
seconds have been removed [12, 13]. We construct a new la-
beled trainset, modelset, testset, modelsetCV, testsetCV. Speak-
ers from devset with 3 to 10 i-vectors combined with the initial
modelset are assigned to the trainset, with 11 to 15 i-vectors
are assigned to the new modelset and testset, remaining speak-
ers with more then 15 i-vectors form cross validation set (mod-
elsetCV, testsetCV). First 5 i-vectors from each speaker set are
used as enrollment in the modelset and the remaining as the test-
set. The same is done for the cross validation set. Eventually the
trainset contains 3281 speakers and total 18759 i-vectors, 717
speakers with 3585 i-vectors and 5400 i-vectors in the modelset
and the testset respectively.We used minDCF with β = 100 as
a measure of the system performance.
The whitening process is applied to the trainset [14].
Whitened trainset is used for the PLDA model parameter es-
timation. The parameters of whitening are computed on the
trainset too. Whitened trainset was projected on the unit sphere
[14]. This transform is used further for all trials. Best speaker
and channel factor dimensions for PLDA are equal to 590 and
10 respectively. Optimal parameters were found on cross vali-
dation set - modelsetCV, testsetCV.
4.2. Results
The experiments were performed with various enrollment size
conditions. modelset contains speakers with 5 i-vectors per
speaker. We compare general PLDA scoring with suggested
normalized scoring (2) on the following enrollment sets. Fist,
5 sets with L = {1, 2, 3, 4, 5} i-vectors per speaker are con-
figured using modelset. For example, the set with L = 3 is
composed using first 3 i-vectors of each speaker from modelset.
In addition, the set with the mixed enrollment conditions is con-
figured. This set is composed from modelset speakers with the
reduced enrollment and contain 94 speakers with 1 i-vector per
speaker, 93 speakers with 2 i-vectors per speaker, 194 speakers
with 3 i-vectors per speaker, 189 speakers with 4 i-vectors per
speaker, 113 speakers with 5 i-vectors per speaker.
Figure 1. demonstrates the histograms of the speaker de-
pendent thresholds for models with various enrollment sizes L.
These thresholds are found to be optimal in terms of minDCF
(3) with β = 100. As could be seen, the means of threshold dis-
tribution differ based on size of enrollment set, and variances
indicates uncertainties of different speaker scores. Table 1
demonstrates results for all sets. In the case of the uniform
enrollment conditions L = {1, 2, 3, 4, 5}, the suggested nor-
malization technique shows almost the same performance as the
standard PLDA scoring. Much better results are achieved on the
set with mixed enrollment conditions. As it is expected, using
constant threshold gives worse results than by using proposed
normalization. At the same time it doesn’t bring extra com-
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Figure 1: Histograms of speakers thresholds with various en-
rollment conditions
L = 1 L = 2 L = 3
PLDA 0.361 0.209 0.159
Norm. PLDA 0.362 0.210 0.159
L = 4 L = 5 Mix. enroll.
PLDA 0.131 0.113 0.266
Norm. PLDA 0.131 0.116 0.188
Table 1: Results on the NIST SRE 2014 with various enrollment
conditions (minDCF with β = 100).
putational costs since parameter estimation is made in a blind
manner. This experiments shows that the performance really de-
grades with unfixed enrollment size and could be enhanced with
this cheap procedure. In the current challenge normalized scor-
ing decreases minDCF by 30% comparing with general PLDA
scoring.
5. Conclusions and Further Work
This paper presents a novel normalization technique for i-
vector PLDA speaker verification in the mixed enrollment num-
ber condition. The main contribution to existed normalization
methods is that this technique does not require extra develop-
ment data and based only on the properties of the PLDA model.
This provide more stable verification scores almost without ad-
ditional computational costs. The experiments conducted on
NIST SRE 2014 database demonstrate that minDCF decrease
in the mixed enrollment number condition.
In further work, the problem of non-Gaussian distribution
for PLDA scores can be considered. This can lead to a more
accurate estimate of the speaker specific threshold.
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