This paper is concerned with a centered finite-difference approximation to to the nonselfadjoint Sturm-Liouville eigenvalue problem
Here, in order to obtain í~(x) > 0, we have to make a restricting assumption on bx.
Therefore, we choose the direct approximation of (1) by means of the finite-difference Let \b(x)\ < ß and 0 < Ax < la/ß. Then the matrix L is equivalent to a real symmetric matrix (see Carasso [2] ). Using this fact and Theorem 1. In the selfadjoint case, this result goes back to Bückner [1] . In this paper, we prove the following theorem: Applications of the Theorem to the theory of finite-difference approximations to parabolic and hyperbolic partial differential equations are given in [3] , [7] , [8] .
2. Proof of the Theorem. Instead of L, we consider, as in [2] , the eigenvectors D~l Vp of the similar matrix D~lLD defined below. But, in contrast to Carasso [2] , who uses a discrete maximum principle for his estimation, we then transpose the proof of Courant-Hilbert [5, p. 334 ] to the resulting discrete problem.
The Lemma 2 (Carasso [2, Theorem 1]). Let Ap, Vp be the characteristic pairs of the matrix L with \VP\2 = 1. Let up be an eigenfunction of (1) corresponding to X and let Up be the vector of dimension M obtained from up by mesh-point evaluation. Assume up normalized so that \D~lUp\2 = \D~1VP\2, then, as Ax -► 0, we have (4) |X -A I < K3(p)Ax2,
where k3, k4 are positive constants depending only on p.
In the selfadjoint case, Lemma 2 was proved by Gary [6] . But, by the mean value theorem, we have pk + l ~ Pk -0(Ax) and
(qk+l -qk)/Ax2 = 0(Ax). Hence, using Schwarz's inequality and |Ifp|2 < «6, we obtain the desired result. 
