Abstract. We propose a high-precision digital automated quantitative determination of the modulus of the complex degree of coherence. The Thompson and Wolf experiment is repeated, using a CCD and a measurement method based on the fast Fourier transform. The experimental results agree very well with the predictions of the theory.
Introduction
At the time of writing, the Thompson and Wolf [1] demonstration of the effect of partial coherence on fringe visibility in two-beam interference has had its 41st anniversary. Since then, considerable progress has been made in the field of partial coherence and Thompson and Wolf's paper itself has become part of the standard introduction to partial coherence theory [2] [3] [4] .
A number of methods have been proposed to measure the degree of coherence [5] [6] [7] [8] . They usually involve a double-aperture optical system [1] , but alternative schemes based on a birefringent element [9] , the depth of the region of localization of the interference pattern [10] , the properties of speckle patterns [11] and the Lau effect [12, 13] , have been suggested.
Recently, advances in charge-coupled device (CCD) technology have made possible a CCD detection method [14] .
As is well known, by using the Van Cittert-Zernike theorem, the intensity distribution across the source may also be recovered from measurements of the complex degree of coherence [2, 6] .
Our purpose in writing this short paper has been to realize a high-precision digital automated quantitative determination of the modulus of the complex degree of coherence. We have repeated the Thompson and Wolf experiment using a CCD and a measurement method based on the fast Fourier transform. The experimental values obtained show very good agreement with the theoretical predictions.
Experimental set-up and theory
The experimental arrangement used in this work is shown schematically in figure 1. The light coming from an argon laser (λ = 0.5145 µm) is used to illuminate a ground glass plate. If the plate is rotated continuously, as the spot size is large with respect to the ground glass inhomogeneities, the cross section of the beam emerging from the plate is essentially spatially incoherent [15] . This beam is imaged by a lens L 1 (f = 50 mm, diameter 50 mm) on to a pinhole (diameter 2r = 100 ± 1 µm) which acts as a source. The area of coherence at the pinhole is of the order of the first Airy disc formed by the lens L 1 . In the experimental apparatus the diameter of the Airy disc is about 1.3 µm. This diameter is about 1/77th of the diameter of the pinhole. Thus the pinhole acts as an incoherent primary source [2] . Furthermore, as was first noted by Zernike [16] , additional phase terms introduced by the lens, as is the case with aberrations or lack of focusing, have no influence on the coherence. Taking into account the latter remark, a slight defocusing can be used to ensure uniform illumination across the pinhole [14] . A lens L 2 (f = 500 mm) is used to collimate the light through the two identical circular apertures P 1 and P 2 of diameter 2a = 150 µm. Another lens L 3 , strictly similar to L 2 , formed the far field on the CCD detector. Additional phase terms introduced by L 2 have no influence on the mutual intensity in the pinhole plane, but the presence of aberrations in the optical system can reduce the contrast of the fringe pattern on the CCD plane. By careful alignment and using goodquality optics, we considered the experimental set-up to be aberration-free. Alternatively, a different procedure, described in [17] , capable of removing misfocus and other aberrations, could be used.
The arrangement of figure 1 also minimizes the effects of finite pinhole size [18] . The separation 2d between the two circular apertures was adjusted by a micrometer screw and tested interferometrically to achieve a precision of 2d ± 0.01 mm.
The detection device was the Lynxx PC Plus CCD Digital Imaging System produced by SpectraSource Instruments. This CCD system, originally intended for astronomy, is thermoelectrically cooled to −30
• C to reduce dark currents due to thermally generated electrons. The CCD chip (Texas Instruments TC211) has a quantum efficiency > 40% at 514.5 nm and a dynamic range (defined as −20 times the logarithm of the mean noise signal divided by the saturation output signal) of better than 57 dB. The CCD has a photosensitive area of 2.64 × 2.64 mm 2 and a resolution of 165 × 192 pixels [19] . The dynamic range, representing an upper bound for the signal-to-noise ratio, is used to select an appropriate analogue-to-digital converter resolution [20] .
To perform a high-precision automated measurement, we chose the following approach:
• a full exploitation of the CCD performance;
• a measurement algorithm based on the fast Fourier transform.
Full exploitation of the CCD performance implies using all its photometric measurement accuracy capabilities. In particular, the system was calibrated with respect to bias, flat field and thermal field to remove non-uniformities introduced by the CCD, individual pixel sensitivity differences and the noise created in the CCD by thermal energy. The A/D converter has a 12-bit resolution. Having a dynamic range of 83 dB, quantization noise does not limit the system dynamic range [20] .
The images are digitized into 4096 levels and they cannot be handled by standard commercially available image processing software. In order to preserve this high dynamic range, we have developed special software. Now let us introduce the measurement algorithm. The generalized law of interference of partially coherent beams can be written as [1] I
where g 12 is the modulus of the complex degree of coherence γ 12 , β 12 is the phase of γ 12 and ϕ is the phase difference introduced by the effective path difference between the two beams. Equation (1) is valid under quasi-monochromatic illumination and if the two interfering beams have the same intensity I 0 . As was shown [16] , in this case g 12 equals the Michelson visibility. Equation (1) can be rewritten as
where i is the imaginary unit and
The Fourier transform of equation (2) consists of three delta functions located at spatial frequencies 0, u 0 and −u 0 . This is true only when the integration interval of the Fourier transform is infinite. In image processing, the integration interval is limited by the dimension of the CCD camera. This limitation can be described as a multiplication of equation (2) by a rectangular window. The resulting convolution in the spatial frequency domain, between the Fourier transform of equation (2) and the Fourier transform of the rectangular window, broadens the spectral peaks [21] . Then, taking into account the finite dimension of the CCD, the Fourier transform of equation (2) gives
where A(u) denotes the Fourier transform of the rectangular window. The three regions of equation (3) have a negligible overlap if the frequency u 0 is much greater than 2/L, L being the width of the rectangular window [22] . In this case, g 12 is easily deduced by
If overlapping occurs, the measured g 12 differs from the real g 12 according to the value of β 12 and to the overlap. This problem, due to the convolution with the function A (which is similar to a sinc function) introduced by the finite dimension of the CCD, can be alleviated using a larger CCD (such as Kodak CCD KAF1600). Alternatively, we can construct by repetition a larger artificial image. A Fourier transform of this larger image will have a function A whose side lobes fall off more rapidly. Figure 2 shows the decrease in side lobe amplitude if a larger image is used. 
Experimental results
We estimated the accuracy of the measurements in the following manner. First, the accuracy of the measurement algorithm was evaluated by numerical simulations. We used computer- generated fringe patterns with 12-bit dynamics and known visibility. The visibility error in the numerical procedure was ±3 × 10 −4 . Then, an estimation of the errors due to the finite amount of light flux used in the measurement, was made by existing relations [23] . The noise floor of our system, evaluated under dark conditions, was about 80 electrons/pixel/s. The exposure time was 10 s.
We estimated the final measurement error as the sum of the two contributions. Results are summarized in table 1. 
where J 1 is a Bessel function of the first kind and ρ = 4πdr λf are plotted as a function of the separation 2d of the apertures. By inverting equation (5) for each experimental value, we can deduce the source dimension. The results are summarized in table 1. The recovered source dimension is affected by the uncertainties on the pinhole separation 2d, on the measured visibility g 12 and on the distance f . At high values of visibility, the error is mainly due to uncertainties on 2d. While, at low visibility values, it is mainly related to the uncertainties on g 12 . The averaged source dimension is 99 ± 1 µm.
Conclusions
The profound connection between Young's experiment, Michelson's stellar interferometer and partial coherence theory, outlined by Zernike [16] , was confirmed by a famous experiment by Thompson and Wolf [1] . Unfortunately, as far as we are concerned, very few truly quantitative executions of this experiment have been published.
In this work, we propose a high-precision digital automated quantitative repetition of the Thompson and Wolf experiment. The photometric capabilities of a cooled CCD sensor and a measurement method based on the fast Fourier transform are used. The agreement between experimental values and theoretical prediction is very good.
