We prove that given any fixed asymptotic velocity, the finite length O'Connell-Yor polymer has an infinite length limit satisfying the law of large numbers with this velocity. By a Markovian property of the quenched polymer this reduces to showing the existence of Busemann functions: almost sure limits of ratios of random point-to-point partition functions. The key ingredients are the Burke property of the O'Connell-Yor polymer and a comparison lemma for the ratios of partition functions. We also show the existence of infinite length limits in the Brownian last passage percolation model.
Introduction
Among the wide class of (1 + 1)-dimensional exactly solvable statistical mechanics models in the Kardar-Parisi-Zhang (KPZ) universality class, the O'Connell-Yor polymer has several notable features that make it particularly fertile for analysis. First, the random environment is made up of independent copies of Brownian motion and hence inherits all of its rich features. At the same time, the polymer paths are Poisson-like processes which only make jumps of size 1 at a discrete set of random times, whose law is determined by the random environment. This discreteness makes analysis of the path measures much simpler than fully continuous objects such as the continuum directed random polymer [1, 2] , while at the same time retaining all of the salient features.
In this paper we prove an existence result for O'Connell-Yor polymers of infinite length. The quenched measures on finite length paths are defined by the standard Gibbs measure formulation (see Definition 2.1), but it is unclear how to directly define an infinite length version that is compatible with the finite length measures. The primary hurdle is the non-consistency of the quenched measures on paths of increasing length, which renders useless standard tools such as the Kolmogorov consistency theorem. Nonetheless, an almost sure limit of the finite length path measures can still be taken thanks to three main ideas: expressing the transition probabilities for the finite length paths as a ratio of random partition functions, proving a particular comparison lemma for ratios of deterministic partition functions (in our case this is an extension of the comparison lemma in [26] ), and then using the stationarity property of the O'Connell-Yor polymer (based on the Matsumoto-Yor property [21] ) to obtain stationary ratios that bound the ratios of interest. Finally, a monotonicity property of the stationary ratios gives a "squeeze" type proof for the existence of the limiting non-stationary ratios. These limits are taken for point-to-point paths with endpoint moving at a fixed asymptotic velocity, the velocity being the ratio of the spatial displacement to the temporal one. Such limits of ratios of partition functions are commonly referred to as Busemann functions, and our main result is that for each fixed asymptotic velocity there exists a family of random Busemann functions indexed by the points of (Z × R) 2 . These are measurable functions of the Brownian motions "ahead" of the indexing point (in the componentwise ordering on Z × R) and satisfy the cocycle property. We also identify the limiting distribution of the Busemann function between any two fixed space-time points and for a fixed velocity.
Our results on the existence of Busemann functions can also be interpreted in terms of existence and uniqueness of global stationary solutions and pull-back attractors of a semi-discrete approximation of the stochastic Burgers equation
whereẆ is standard space-time white noise and ν ≥ 0 is the viscosity parameter. See Remark 2.8. This paper is made up of three subsequent sections and a short appendix. In the next section we recall the basic features of the O'Connell-Yor polymer and state our main results. In Section 3 we prove that the limits of ratios of partition functions exist, based on the stationary O'Connell-Yor polymer and a comparison lemma. The article [15] used this method for the directed log-gamma polymer [25] , where the stationary model is also explicit. See also [10, 11, 13, 14, 18] , which use this method in discrete-time discrete-space models outside the exactly solvable class. The works [3, 4, [7] [8] [9] also prove existence of Busemann functions in various related models, but using a different method based on path-straightness estimates, pioneered by Newman and coauthors [17, 20] . In Section 4 we show how the results of Section 3 can be extended to show the existence of the infinite length Brownian last passage percolation model. Finally, an appendix uses ideas from large deviations to prove a local shape theorem for the free energy of directed O'Connell-Yor polymers within a prescribed range of asymptotic velocities, which is an extension of the free energy result of [22] .
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Notation. We let Z + denote the non-negative integers {0, 1, 2, . . .} and Z for the full set of integers. We use N for the positive integers. Points (n, t) ∈ Z × R will be used to denote the space-time locations of various jump processes, and we use the componentwise ordering (m, s) ≤ (n, t) on such points. For integers m ≤ n placeholder variables for the jump times of the process from m to n are denoted by s m,n = (s m , s m+1 , . . . , s n ) ∈ R n−m+1 .
For points (m, s), (n, t) with (m, s) ≤ (n, t) we define the ordered subsets of times Π (m,s),(n,t) = {s m,n : s = s m < s m+1 < . . . < s n = t}, Π (m,s) = {s m,n : s = s m < . . . < s n }.
We use the notation 1 {A} for the indicator function of an event A. For functions f : R → R we frequently use the notation f (s, t) = f (t)−f (s) for increments, without assuming that s ≤ t. Recall the gamma function Γ(α) = ∞ 0 x α−1 e −x dx and the digamma function defined by Ψ 0 = Γ /Γ. We will also make use of the trigamma function Ψ 1 = Ψ 0 .
The O'Connell-Yor Polymer and Main Results
In this section we define the polymer model. The paths of the polymer are càdlàg processes taking values in Z and with jump size always equal to one; in this way they are similar to the counting process for a Poisson point process on R. We denote the jump times by {τ j } j∈Z , where τ j represents the time at which the process jumps from site j onto site j +1. Thus if x : (−∞, ∞) → Z is the path then τ j is the time at which x(τ j −) = j and x(τ j ) = j + 1. Such processes are fully determined by their jump times since they are constant in between. Consequently, it is enough to specify the joint law of the jump times to fully determine the law of the paths. For the O'Connell-Yor polymer this is done by introducing a collection of independent two-sided Brownian motions B = (B i (t), t ∈ R) i∈Z to act as a random environment that the jump process interacts with. One may assume throughout that B i (0) = 0 but we will only be concerned with increments of the B i , so such normalizations are typically irrelevant. Recall that we denote the increments by B i (s, t) = B i (t) − B i (s). With this notation in hand the point-to-point version of the partition function of the O'Connell-Yor polymer is defined as follows.
Definition 2.1. Let (m, s), (n, t) ∈ Z×R with (m, s) < (n, t). The point-to-point partition function is defined as
When the Brownian motions in use are clear from context, we may suppress the notation and simply write Z (m,s),(n,t) instead of Z (m,s),(n,t) (B). In the case m = n with s ≤ t we write
Bm(s,t) .
A quick computation using the definitions shows that these partition functions satisfy the supermultiplicativity property:
Given the partition function, the quenched polymer measure on Π (m−1,s),(n,t) is
Note that this law only depends on the Brownian motions B m , . . . , B n . Further note that under this measure the variables τ m−1 and τ n are fixed at s and t, respectively, while τ m , . . . , τ n−1 are random.
Remark 2.2. The definition of the partition functions implies that they satisfy a sub-multiplicativity
. We will also occasionally use that the expected value of the partition function is given by
which follows from Fubini's theorem.
Remark 2.3. One could introduce an inverse temperature parameter β into the above definition, but the Brownian scaling property B
From this equality and Definition 2.1 it follows that
, the latter implies that
For these reasons we choose to keep β = 1 throughout.
Note that the quenched measure determines the process by fully specifying the joint law of all of the jump times {τ k } n−1 k=m . The next lemma shows that all marginal measures of this joint law can be expressed as ratios of partition functions. 
on the chamber {s < s 1 < . . . < s < t}. Consequently, all conditional densities of one subset of the jump times given another subset can also be expressed as ratios of partition functions. In particular, under the quenched point-to-point measure the jump times τ k form a Markov process with transition densities given by
3)
The proof of Lemma 2.4 is a straightforward exercise using the definition of the partition functions. An equivalent statement is that under Q B (m,s),(n,t) the quenched path process X is a continuous-time Markov chain that starts at X(s) = m and makes jumps of size one, with inhomogeneous space-time rate
until it hits level n. Using these descriptions, the problem of showing the existence of an infinite length O'Connell-Yor polymer reduces to proving that certain ratios of partition functions have limits as n → ∞. For integers m ≤ k 1 < k 2 < . . . < k , we want to show that the law of (τ k 1 , . . . , τ k ) under Q B (m,s),(n,nθ) converges as n → ∞, and does so almost surely with respect to the Brownian motions B. By (2.2), it is sufficient to show existence of the almost sure limit
Z (m,s),(n,nθ) (B) .
Our main theorem proves exactly this.
Theorem 2.5. Fix θ > 0 and x, y ∈ Z × R. Then with probability one there exists a limit of the ratio of point-to-point partition functions starting from x and y, i.e.
exists almost surely and is independent of the choice of the sequence {t n } in R, so long as t n /n → θ. Furthermore, for each fixed (m, s) the limit of Q B (m,s),(n,tn) (in the sense of weak convergence of measures on the Skorohod space D[m, ∞)) exists almost surely as n → ∞. Under the limiting measure the quenched path process X is a continuous-time Markov chain that makes jumps of size one, with inhomogeneous space-time rate
The limit B θ (x, y) is referred to as the Busemann function between x and y, corresponding to the velocity θ. By construction it satisfies the cocycle property
for any z ∈ Z × R.
Remark 2.6. Note that we do not require that x, y are ordered to prove the existence of the limit. However, it is sufficient to show existence of the almost sure limits of the type
This is for two reasons. First, for any choice of x, y at least one of the points can always be translated back to the origin by translating the field of Brownian motions in the same way. Furthermore, by introducing extra terms any ratio can be expressed as a product of a sequence of ratios in which all "starting points" for the Z are vertically or horizontally aligned. Second, the specific choice of t n = nθ is sufficient because once it is proved for constant velocities a comparison principle and a squeeze type theorem can be used to show that it holds for all arbitrary sequences with a fixed asymptotic velocity; this is done in Section 3.3. Finally, proving almost sure convergence of the path measures Q B (m,s),(n,t) requires showing that adjacent jumps do not, with positive probability, merge into a single jump of size larger than one. This is done in Section 3.4, using standard modulus-of-continuity estimates for Brownian motion and a first moment formula for the random partition function.
Remark 2.7. The existence results of Theorem 2.5 can also be cast in a statistical mechanics framework, where the semi-infinite quenched path measures we construct via Busemann functions correspond to semi-infinite Gibbs measures that are consistent with the finite path point-to-point polymer measures Q B (m,s),(n,t) . See [18] for details in the polymer model on Z 2 .
Remark 2.8. A direct differentiation shows that the partition functions Z (0,0),(n,t) (B) solve the infinite system of coupled ordinary differential equations (ODEs)
Here,Ḃ n are i.i.d. one-dimensional standard white noises. Thus, the results of Theorem 2.5 can also be interpreted as results on the existence and uniqueness of global stationary solutions and pull-back attractors of the random dynamical system given by the above system of coupled ODEs. By [23] we know that after an appropriate scaling, {Z (0,0),(n,t) : n ∈ Z, t ∈ R} converges weakly to the solution of the stochastic heat equation (SHE) [5, 7, 19] , for related polymer models.
The Burke Property of the O'Connell-Yor Polymer
Here we recall the results of [24] and use them to define the stationary version of our polymer model. The setup we use is borrowed from [26] , which gives a fuller description of the stationary situation. The stationary model is created by using the initial Brownian motion B 0 in a particular way. One may think of its increments as being the increments of the Busemann functions for polymers coming from infinitely far in the past, but obviously we cannot define it this way without first knowing that Busemann functions exist. Instead we use its exponential as the initial condition for the stochastic heat equation with multiplicative noise, which we define next and from it define the stationary model. Definition 2.9. For N ∈ Z + , T ∈ R, and λ > 0 define the field Z λ (N,T ) by the recursion relation
for N > 0, and for N = 0 use the initial condition
Note this recursion means that Z λ is the Feynman-Kac solution to the stochastic heat equation for a Poisson process interacting with the Brownian motions, in the form of a multiplicative noise.
The ratios of these partition functions play an important role, so we set special notation for the ratios in both the space and time directions.
Note that by taking differences of the function r λ N we are led to the recursion relation
Here g λ 0 (S, T ) = B 0 (S, T ), which is consistent with (2.5) and the definition ofZ λ (0,T ) . Finally, we define a new sequence of fieldsB λ by
The various fields involved here satisfy an important stationarity property: for any down-right path the fields B, r λ , g λ andB λ are all independent within certain regions. The precise statement is given below, see Figure 2 .1 for an illustrative statement.
Figure 1: Independence structure of theB, r, g, and B fields.
Theorem 2.11 (Burke Property of the O'Connell-Yor Stationary Polymer, [24, 26] ). For n ∈ N consider times −∞ < t n ≤ t n−1 ≤ . . . ≤ t 1 < ∞. Then the processes
are mutually independent Brownian motions, and moreover are independent of the random variables r λ i (t i ), 1 ≤ i ≤ n, which are also iid and have distribution e −r λ i (t i ) ∼ Gamma(λ, 1). We take note of several important identities in these definitions that will be useful later on. First, from the definition of r λ N we clearly have
In addition, using Definition 2.9 and the definition of g λ N , we can construct r λ N from the underlying Brownian motion B N and the g λ N −1 variables:
From [26, Lemma 3.2] (which they attribute to [24] ), we also have the following involution-type identity for constructing r λ N fromB λ N −1 and g λ N .
Ratios of Stationary Partition Functions
For our proof, the crucial result needed is that ratios of appropriately defined partition functions using the weightsB λ are independent of the height N . The new partition functions are of point-toline type, meaning the last variable (typically s n ) is free in the integral that defines it, rather than fixed. They also pick up an extra weight on the terminal line, from a different collection of fields. Since we will use these types of partition functions repeatedly we introduce new notation for them.
Definition 2.12. Let B = {B i } i∈Z andB = {B i } i∈Z be independent fields of iid two-sided Brownian motions. For λ > 0, (m, s) ∈ Z × R and n ≥ m define the partition functionsZ λ (m,s),n bȳ
where we recall Π (m,s),n = {s m−1,n : s = s m−1 < s m < . . . < s n }.
Note that theZ λ partition function can be rewritten as
We will use this identity repeatedly. The next lemma says that inputting the fieldsB λ and g λ into this partition function recovers the fields B and r λ .
Lemma 2.13. For N ∈ N the following identities hold:
In particular, the ratios are independent of the choice of N .
Proof. For shorthand write simplyZ λ (m,s),n (B λ , −g λ ) =Z λ (m,s),n and Z (m,s),(n,x) (B λ ) = Z (m,s),(n,x) . By using (2.8) and making repeated use of (2.6) and (2.7) we havē
Thus we see the independence from n immediately. Iterating gives
the last equality again following by (2.6). The first part of the claim is a simple consequence of this last identity and g λ 0 (s) = B λ 0 (s), while the second follows from the above and (2.6):
Busemann Functions and the Existence of Infinite Length Limits
Given Brownian weights B and λ > 0, constructB λ weights as in Section 2.1.
Theorem 3.1. Fix real numbers t > 0, λ > 0 and γ > Ψ 1 (λ) > δ > 0. Then with probability one
Similarly, with probability one
Note that the inequalities in Theorem 3.1 are both almost sure and come from the explicit construction of theB λ weights. Our main theorems are for the partition functions coming from the original Brownian motions B, for which we have no such almost sure inequalities. However, we can easily turn the inequalities above into distributional inequalities for the partition functions derived from weights B, and then these distributional inequalities will allow us to prove Theorem 2.5 in the case t n = nθ. We outline this argument next, assuming Theorem 3.1.
First, recall thatB λ ≡ B for each λ > 0. Therefore, letting denote stochastic domination and inserting B in place ofB λ into the ratios in (3.1), this implies that for any λ, γ, δ > 0 satisfying the conditions of Theorem 3.1 lim sup for all λ such that θ < Ψ 1 (λ). Since the trigamma function is monotonically decreasing, this is equivalent to λ ∈ (0, Ψ −1 1 (θ)). Now recall Theorem 2.11 says e −r λ 1 (0) ∼ Gamma(λ, 1), and since the Gamma(λ, 1) family is stochastically increasing in λ, it follows that e r λ 1 (0) is stochastically decreasing in λ. Thus by letting λ θ = Ψ −1 1 (θ) and taking a limit as λ λ θ , it follows that lim sup
Similarly, the right hand side of (3.3) gives
for all λ ∈ (Ψ −1 (θ), ∞) = (λ θ , ∞). Taking λ λ θ and using the stochastic domination above gives lim sup
But the liminf can stochastically dominate the limsup if and only if the two are in fact equal, and therefore the limit exists. Note that this argument also identifies the distribution of the limit of the ratios. The argument for the horizontal ratios of Theorem 2.5 is identical.
Remark 3.2. The same argument identifies the limits for ratios at finally many space-time points. Combined with the cocycle property of B θ this identifies the finite-dimensional marginals of the process (x, y) → B θ (x, y).
To prove Theorem 3.1 we require an intermediate comparison lemma. The next section sets about proving this lemma. They will also be used to extend the proof of Theorem 2.5 to the case of arbitrary sequences t n with a prescribed asymptotic slope.
Comparison Lemma
The comparison lemma considers the partition functionsZ λ restricted to certain events. For λ > 0 and (m, s) ≤ (n, t) we define
and an analogous partition function with the inequality switched in the indicator function, i.e.
Note that these partition functions use the Brownian motions on both of the terminal lines at heights m and n + 1, respectively. They are not point-to-point polymers as the variable s n is free. However we do have the following comparison lemma with the point-to-point versions of Definition 2.1.
Similarly, let 0 < s < t < T and n ∈ Z + . Then
Remark 3.4. As we will see from the proof, Lemma 3.3 is a deterministic statement that does not rely upon B orB being a field of iid Brownian motions. In fact the result still holds if B andB are replaced by any field of continuous functions. We will use this fact in the application of the lemma. Also note that the middle terms only use the Brownian motions B 0 , . . . , B n (by Definition 2.1 of the point-to-point partition functions) while the outside terms use the Brownian motions B 0 , . . . , B n and B n+1 . Somewhat miraculously the contribution from the extra Brownian motion B n+1 cancels off in the ratios, which is what allows the comparison to hold. Our proof of Lemma 3.3 is a modification of the proof of [26, Lemma 3.8] .
Proof. Throughout we write simplyZ λ (m,s),n and Z (m,s),(n,t) and suppress the dependence on B and B. The proof is by induction. We start with (3.5) and n = 0. In that case the middle term is
Now the left inequality of (3.5) follows from For the right hand side usē
so that in the n = 0 case the right hand side is actually an equality. Now for (3.4) and n = 1 the middle term is
By definition we haveZ
and then combining the last two equations gives
This proves the left hand side of (3.4) in the n = 1 case. For the right hand side we havē
from which it follows that
This proves the right hand side of (3.4), in the case n = 1. Now we complete the induction. Assume that (3.4) holds for some n + 1 and (3.5) holds for n. Then we show (3.5) holds for n + 1 by using the decomposition
which follows by decomposing the integral according to whether t ≤ s 0 < T or s < s 0 < t. Thus
with the last equality following from the analogous decomposition for Z (0,s),(n+1,T ) . This gives the left hand side of (3.5) for n + 1. Now we will show the left hand side of (3.4) for n + 2. Let 0 < s < t, and then by decomposing the partition functionZ (0,0),n+2 (τ n+2 < t) according to whether 0 ≤ s 0 ≤ s or s < s 0 ≤ t we get
Note that in the last inequality we used the left hand side of (3.5) for n + 1, which we just proved. For shorthand let
Then by applying the same decomposition to Z (0,0),(n+2,t) we get
Taking differences gives
This holds for all 0 < s < t and the term on the left is independent of s. The right hand side goes to zero as s t, which proves the left hand side of (3.5) for the n + 2 case. It now remains to prove the right hand inequalities of (3.4) and (3.5), for n + 2 and n + 1, respectively. The arguments are straightforward modifications of those for the left hand inequalities, which we leave for the reader.
Proof of Theorem 3.1
First we prove a lemma that shows that the dominant contribution to the partition functionZ λ (m,s),n comes from paths with asymptotic slope Ψ 1 (λ) (i.e. those for which τ n ∼ nΨ 1 (λ)). This easily follows from Proposition A.1, which is a refinement of the free energy result of [22] for the O'ConnellYor polymer. By Lemma A.2, p is a concave function. Thus sup t>0 {p(t) − λt} is a achieved at the unique point t = Ψ 1 (λ). This means the function p(t) − λt is strictly increasing for t ∈ (0, Ψ 1 (λ)) and strictly decreasing for t ∈ (Ψ 1 (λ), ∞). Consequently, if θ < Ψ 1 (λ), then sup t≤θ {p(t) − λt} is strictly smaller than p(Ψ 1 (λ)) − λΨ 1 (λ). This implies that for θ < Ψ 1 (λ) there is a constant c > 0 such that, with probability one,Z
for all but finitely many n. As a result
which proves the first statement of the lemma. The proof of the second statement is analogous, using the fact that lim
which is strictly smaller than p(
Proof of Theorem 3.1. Fix λ > 0 and 0 < δ < Ψ 1 (λ). The comparison result of Lemma 3.3 applies to any pair of fields of independent Brownian motions, in particular to the fieldsB λ and −g λ . For example, applying it to (3.4) with t = nδ gives
. Now consider the limsup of both sides, and use Lemma 3.5 to replace the right hand side with the unconstrained partition functions:
By Lemma 2.13, the ratio on the right-hand side is independent of n and equals e r λ 1 (0) . This proves the left hand inequality in (3.1) of the statement. The remaining inequalities in (3.1) and (3.2) are handled similarly.
Proof of Theorem 2.5: Convergence along Arbitrary Subsequences
After the statement of Theorem 3.1 we showed how to use it to prove Theorem 2.5 in the case t n = nθ. Finally we show how to use the comparison result of Lemma 3.3 to extend Theorem 3.1 to arbitrary t n with asymptotic speed θ.
Let t n be any sequence such that lim n→∞ tn n = θ. For any > 0, let n be large enough so that n(θ − ) < t n < n(θ + ). This gives the containment of events {τ n > n(θ + )} ⊂ {τ n > t n } ⊂ {τ n > n(θ − )}. The comparison result Lemma 3.3 holds for any endpoint t n and any λ > 0, so
. Now the first equation of Lemma 3.5 can be applied for any λ such that Ψ 1 (λ) > θ + . Since Ψ 1 is monotonically decreasing, this condition is equivalent to λ < Ψ −1 1 (θ + ). As argued after the statement of Theorem 3.1, by first taking the limsup as n → ∞ and then a limit as λ Ψ The remaining inequalities work in the same way, which completes the proof of equation (2.4) of Theorem 2.5.
Proof of Theorem 2.5: Tightness of the Path Measures
To finish the proof that the infinite-length path measure exists, it remains to show that the family of measure Q B (0,0),(n,tn) is almost surely relatively compact. By [12, Lemmas 8.1 and 8.2], this amounts to showing the following. Intuitively, this result says that, as n → ∞, there is no chance that jumps accumulate. Lemma 3.6. Fix T > 0 and θ > 0. Then with probability one, for any sequence t n such that t n /n → θ we have lim
Proof. Fix λ satisfying 0 < ψ 1 (λ) < θ, which we will use later in order to apply Lemma 3.5. We will prove the result for the family of measures QB λ (0,0),(n,tn) instead, which by the Burke property of the O'Connell-Yor polymer has the same law as the family Q B (0,0),(n,tn) . We can use Lemma 2.4 to express the densities of τ k+1 and τ k using ratios of partition functions. Letting E k (T ) be the event
where the Z partition functions are all implicitly using theB λ weights, and A k is the stationary sequence of random variables
Since E[e A k ] is independent of k, and is finite by Gaussian tail bounds, Borel-Cantelli implies the event {e A k ≤ 2 k for all k sufficiently large} has probability one. Similarly, since E[
and therefore by Borel-Cantelli the event { T 0 Z (0,0),(k,x) dx ≤ (6λ) −k for all k sufficiently large} has probability one. Applying this to (3.6) gives that the event
for all n > k > k 0 has probability one. To complete the proof we will show that almost surely
k for all k < n and n sufficiently large, for our choice of λ > 0. Then the above two bounds imply that
for some C = C(ω) < ∞ (almost surely), from which the result follows. For the last part use (3.4) from the comparison lemma to obtain the bound
The above holds for all λ > 0 since it only relies on the comparison lemma. Now we use that λ satisfies Ψ 1 (λ) < θ, so that by Lemma 3.5 the second ratio on the right hand side converges to one almost surely, and therefore the event
for all k < n and n sufficiently large has probability one. Finally, use the Burke property of Lemma 2.13 to obtain
Note that the right hand side is independent of n. Since the e −r λ i (0) are iid Gamma(λ, 1) random variables, which have mean λ, it follows by Borel-Cantelli that the event
k for all k < n and n sufficiently large has probability one.
Limits of Brownian LPP
In this section, we prove the limit result for the Brownian last passage percolation model. As before, let B = (B i (t), t ∈ R) i∈Z be a field of independent two-sided Brownian motions. For spacetime points (m, s) ≤ (n, t) and a sequence of jump times s = s m−1 < s m < · · · < s n = t, we let n k=m B k (s k−1 , s k ) be the "length" of the càdlàg path defined by the jump times in the random environment. Under the polymer measure sets with longer length have larger probability, while the last passage model picks the longest path.
Definition 4.1. Let (m, s), (n, t) ∈ Z × R with (m, s) < (n, t). The last-passage time is defined as
For m = n and s ≤ t we set L (m,s),(m,t) = B m (s, t).
With this definition we get the following result for limits of differences of passage times: Theorem 4.2. Fix x, y ∈ Z × R and θ ∈ R. Then with probability one, the limit
exists almost surely and is independent of the choice of the sequence {t n }, so long as lim n→∞ tn n = θ. Remark 4.3. Clearly the last passage time can be realized as the zero temperature limit of the polymer free energy
Ideas from [6, 7, 18] can be used to show that weak convergence holds at the level of Busemann functions, namely that 1
Since the proofs are analogous to the polymer case, we simply state the necessary lemmas and the main ideas, leaving the full details to the reader.
The Stationary Model
As in the polymer model, the strategy is to define new fields of Brownian motion from the original B which satisfy a Burke property. We can define a version of a point-to-line passage time using the new weights, and due to the recursive construction of the weights, the differences of this passage time are independent of the weight on the terminal line. By [24, Theorem 2] , these fields satisfy a Burke property and are independent similarly to Theorem 2.11. Furthermore, the random variables q λ i (0) have an exponential distribution with mean 1/λ. We now define a point-to-line passage time which uses special weights on the boundary line:
When the weightsB λ and −f λ are used, the differences in the lengths become independent of n, and only depend on differences in the starting points.
Lemma 4.5. For N ∈ N, the following identities hold:
, and
Proof. The proof is inductive in the same way as the proof of Lemma 2.13. The key are the recursions (4.1) and the identity
which follows from [24, Theorem 3] . Thus for n > m,
Note that we used (4.2) to get the q λ n+1 (s n−1 ) term in the third line. Iterating this identity gives
From this and the construction of the f λ , q λ fields, the lemma immediately follows.
Comparison Lemma
As before, we restrict the point-to-line length L λ to the event {τ n < t} or {τ n > t}. For example,
To shorten notation, write J 1,(n,t) (B) = L (0,0),(n,t) (B) − L (1,0),(n,t) (B) for the difference in lengths starting from neighboring levels. For 0 < s < t < T , write
In this case the comparison lemma follows from a now standard paths crossing argument. Lemma 4.6. Fix λ > 0. Let t > 0 and n ∈ N. Then
Proof. We omit B, B, as it is clear from the context which lengths use which fields. The key to the proof of the upper bound of (4.3) is to observe that the two paths which achieve L (0,0),(n,t) and
(1,0),n (τ n > t) must cross at some space-time point. For a fixed realization of Brownian motions B and B, suppose that the first point that the two paths meet is y, where (1, 0) ≤ y ≤ (n, t). This means that the lengths can be decomposed as
Since the path that achieves L (1,0),(n,t) does not necessarily pass through y, we can only say
where the final inequality again comes from the observation that L
For the lower bound in (4.3), use that the paths achieving L (1,0),(n,t) and L λ (0,0),n (τ n < t) must cross at some point, say z. Then,
The bounds in (4.4) are similar, and all that is needed is to determine which two of the four paths involved are forced to cross.
Shape Theorem for the Passage Time
The final ingredient necessary to prove Theorem 4.2 is the analogue of Lemma 3.5, which enables us to remove the restriction to the events {τ n < nt} or {τ n > nt} in the limit as n → ∞. As in the polymer case, this can be done using the shape theorem
almost surely, which was proven in [16] . Analogously to Proposition A.1 one can translate this into an almost sure limit statement about the point-to-line passage time. Indeed, fix s ≤ S < T ≤ ∞. Then, almost surely
Note that 2 √ t − λt is a concave function of t with a unique maximum at t λ := 1/(1 + λ) 2 . The analogue of Lemma 3.5 is the following. 
A Shape Theorem for the Free Energy
In [22] the authors prove that the free energy of the point-to-point O'Connell-Yor polymer is
where Ψ 0 = Γ /Γ is the digamma function. Note that this result holds for each t > 0 and that the limit is in the almost sure sense. The infimum is uniquely achieved at λ * = Ψ −1 1 (t), where Ψ 1 = Ψ 0 is the trigamma function. The next theorem extends this result by showing that the asymptotic free energy behaves locally as predicted by convex duality, when the paths have free endpoints but are restricted to go in certain asymptotic directions. We prove the result for two versions of the free endpoint partition function. First recall the partition functionZ λ (m,s),n (B,B) from Definition 2.12, which for the rest of this section we shorten to simplyZ λ (m,s),n . For s ≤ S < T ≤ ∞ we also letZ
Proposition A.1. Fix s ≤ S < T ≤ ∞. Then almost surely
As the proof will make clear, the extra effect of the termB n+1 is negligible. Thus if we replaced Z λ (m,s),n with the partition function
the same result will hold. To prove Proposition A.1 we will need the following simple fact, which was already used in Lemma 3.5.
Lemma A.2. The function p is strictly concave.
Proof. Define a function f by f (λ) = −Ψ 0 (−λ) for λ < 0, and f (λ) = ∞ for λ ≥ 0. Then by definition p is the convex dual of f . Since f is differentiable it follows that −p is strictly convex, and therefore p is strictly concave.
Proof of Proposition A.1. For shorthand we writeZ λ n =Z λ (m,s),n . We will first prove the lower bound by showing that lim inf
for all t ∈ [S, T ). In the case T < ∞ the extension to all t ∈ [S, T ] then follows by continuity. To prove the above fix > 0 and t ∈ [S, T ). Then for sufficiently large n we have < n(T − t), or equivalently nt + < nT . From this and equation (A.2) defining the partition function we obtain
with the last inequality following from the supermultiplicativity property (2.1) of the partition functions. Now use that Z (n,nt),(n,x) = e Bn(nt,x) and lower bound the last integral by its infimum value over the length of the interval. Then take logarithms to obtain log Z λ n (nS ≤ τ n ≤ nT ) ≥ log + log Z (0,0),(n,nt) − λ(nt + ) + inf nt≤x≤nt+ B n (nt, x) − sup nt≤x≤nt+ B n+1 (x). Now divide both sides by n. Standard Gaussian tail bounds and the scaling property of Brownian motion imply that the last two terms will go to zero as n → ∞, and by (A.1) the second term on the right converges to p(t). This proves (A.3). The proof of the upper bound is a tighter version of the above. We first consider the case T < ∞ and then later extend to the case T = ∞. This follows from the fact that p is strictly concave, and thus p(t) − λt has a unique maximum. Now since the statement of the proposition holds for T < ∞ and We can now argue that L n (ny) and −B n+1 (ny) almost surely grow at most linearly in n. Theorem 2 of [16] proves that with probability one Therefore, on a set of full probability there exists an N 1 = N 1 (ω) < ∞ such that L n (ny) ≤ λ 8 n(1 + y) + 2n √ y for all n ≥ N 1 and all y > 0. Similarly, it is straightforward to show that there exists a set of full probability on which −B n+1 (ny) ≤ λ 8 n(1 + y) for all n ≥ N 2 = N 2 (ω) (with N 2 (ω) < ∞) and all y > 0. Therefore, on a set of full probability 
