We discuss two mechanical systems in which the approximate equations of motion are the same as the rapid adiabatic passage of a two-state quantum-mechanical system, such as that which occurs with quasistatic interactions and from the quasiperiodic action of a chirped-frequency laser pulse. We discuss a pair of masses on springs, weakly coupled by another spring, one of whose spring constants varies slowly, and a pair of coupled pendula, where the length of one pendulum slowly changes. In each example an approximation analogous to the rotating-wave approximation used in the corresponding quantum system brings the second-order macroscopic equations of motion into first-order form, and a slow variation in a system parameter characteristic leads to adiabatic change and rapid adiabatic passage.
I. INTRODUCTION
The behavior of microscopic systems subject to external forces, such as electrons bound in an atom acted on by pulses of laser radiation, is described by quantum mechanics. This description of the dependence of quantum-mechanical systems involving probability amplitudes and Hilbert spaces often seems remote from everyday experience. Mechanical models that follow the same dynamics offer an opportunity for developing a more intuitive understanding of the analogous quantum system.
We will discuss two examples of mechanical systems that can help students develop their understanding of laserinduced changes to atomic-scale systems, specifically rapid adiabatic passage ͑known as RAP͒-a behavior that at first encounter might seem puzzling. In each example we show the analogy between rapid adiabatic passage in the dynamics of a two-state atom and the evolution of two weakly coupled oscillators when the frequency of one varies linearly with time.
In Sec. II we review the relevant quantum theory of a two-state atom. Historically studies of adiabatic passage have emphasized two classes of interactions: Quasistatic and quasiperiodic. We summarize these two seemingly different approaches, both of which lead to rapid adiabatic passage. We review several classes of solutions. One such solution, the Landau-Zener-Stückelberg model is widely used for describing rapid adiabatic passage.
Rapid adiabatic passage is most conveniently treated by introducing the adiabatic states of the time-varying Hamiltonian. We review these constructs and show how they provide a simple picture of the response of a quantum system to slowly varying changes in the external fields; in particular we link these states to the phenomena of rapid adiabatic passage.
We present the two mechanical models in Secs. III and IV. For each model we note how the equations of motion reduce to coupled first-order differential equations, which by suitable definitions are identical to those discussed for the quantum system. We note the purely classical counterparts of the probability densities of the quantum-mechanical system. Through this connection we can identify the mechanical analogs of the quantum motion: The changing excitation probability of the quantum system is analogous to a transfer of energy from one mass to the other.
II. THE TWO-LEVEL ATOM
A model with two quantum states has many applications in part because it has many analytical solutions to the equations of motion. The equations of motion for the two-state model, 1,2 described in Sec. II, have two general classes of solutions, distinguished by the time variation in two quantities: ⍀͑t͒, the Majorana frequency ͑for quasistatic interactions͒ 3, 4 or the Rabi frequency ͑for laser-induced interactions͒, [5] [6] [7] which expresses the ͑cycle averaged͒ interaction energy, and the detuning ⌬͑t͒, which expresses the deviation from energy-matching resonance.
One class of solutions pertains to the sudden presence of an interaction that subsequently remains constant. Under such conditions the two probabilities P 1 ͑t͒ and P 2 ͑t͒ oscillate sinusoidally ͑Majorana or Rabi oscillations 4, 8 ͒. The other class of solutions are for slow ͑quasistatic͒ changes in the interaction, with particular reference to a slowly changing detuning, such as that which occurs with laser interactions when the carrier frequency sweeps slowly through resonance with the Bohr frequency ͑a "chirped"-frequency pulse͒. The solutions then exhibit monotonic change such that the atomic state changes from the ground state to the excited state, or vice versa, a process known as adiabatic passage. Because it takes place during a time interval that is much shorter than the lifetime for spontaneous emission, it is termed rapid adiabatic passage. In this paper we shall be concerned with this second class of atomic response. Originally introduced for two-state systems, 9 rapid adiabatic passage has subsequently been generalized to multistate systems. 10 The behavior of a two-state system undergoing rapid adiabatic passage is, at first glance, somewhat unexpected. All of the population shifts from the initial state to the other state regardless of the sign of the chirp ͑red to blue or blue to red͒ and whether the initial state is the ground state or the excited state. It is instructive to examine some macroscopic systems to gain intuitive understanding of this behavior. We examine two mechanical analogs, in each of which the system dynamics can be made to mimic that of rapid adiabatic passage.
Mechanical analogs to simple few-state quantum systems have often been used for pedagogical purposes. Among those that are particularly relevant for the present article we note the following. Fowler and Story 11 used a mechanical analog, a Maxwell top, to model the behavior of bulk magnetism when a quasistatic magnetic field sweeps slowly through resonance with a quantum transition. It is well known that Rabi oscillations in a two level atom interacting resonantly with a suddenly applied monochromatic laser field has a counterpart in a system of two coupled oscillators with equal eigenfrequencies, 12 and thus any mechanical resonance system offers opportunities for analogies. The present discussion extends the description of constant interactions to situations in which the interaction varies slowly. The energy transfer between macroscopic modes becomes monotonic rather than oscillatory.
An optical analog of two-state quantum behavior has been described in Ref. 13 based on clockwise and counterclockwise single-mode propagations in an optical ring cavity; the two coupled equations exhibit the counterpart of Rabi oscillations and rapid adiabatic passage.
The traditional quantities used to describe the internal structure of an isolated atom and other bound quantum systems are the probabilities P n ͑t͒ that the system will be found in the discrete quantum state identified by the integer n at time t, given that it was known to be in a specific state at the initial time t i . The quantum-mechanical equations of motion are typically presented as a set of coupled ordinary differential equations for the complex-valued probability amplitudes C n ͑t͒,
We are interested in systems for which only two quantum states are needed for a complete description. In the absence of disturbances, the nth quantum state has energy E n . We shall assume that E 2 Ͼ E 1 and will refer to state 1 as the ground state and state 2 as the excited state.
A. The equations of motion
The description of the evolution of a quantum-mechanical system is given by a multidimensional Hilbert-space state vector ⌿͑t͒, with time-dependent components C n ͑t͒ along coordinate axes ͑orthogonal unit vectors n ͒. The evolution of ⌿͑t͒ is governed by the time-dependent Schrödinger equation
where H͑t͒ is the Hamiltonian energy operator. Equation ͑2͒ describes the evolution of the state vector during intervals that are much shorter than the lifetime for spontaneous emission or other times that characterize possible incoherent relaxation processes. That is, we assume that all changes to the atom are coherent.
The Hamiltonian H͑t͒ in Eq. ͑2͒ is the sum of two contributions,
where H 0 denotes the undisturbed Hamiltonian, whose eigenvalues are the energies E n , and the interaction V͑t͒ due to quasistatic fields or laser radiation acting on the atomic electrons. In terms of the probability amplitudes, Eq. ͑2͒ becomes a set of coupled first-order differential equations, which can be expressed in matrix form as
where W͑t͒ is a 2ϫ 2 matrix. Its elements W nm ͑t͒ depend on the details of the interaction and on simplifying assumptions. We shall consider two examples, one in which the interaction V͑t͒ varies slowly, as that which occurs when there are quasistatic fields and the other when V͑t͒ is the quasiperiodic interaction responsible for laser-induced excitation in the rotating-wave approximation ͑RWA͒. 6, 14 These two examples epitomize the most commonly occurring examples of twostate dynamics. In each case we will write the matrix W͑t͒ as
͑5͒
thereby parametrizing W͑t͒ by two real-valued functions of time, ⌬͑t͒ and ⍀͑t͒. Their physical significance and hence their control depend on the particular two-state system.
The solutions to Eq. ͑4͒ are normalized such that
To complete our definition of the dynamics, we must specify initial conditions for the dynamical variables C n ͑t͒. We will assume that at the initial time t = t i , prior to the presence of the interaction V͑t͒, the atom is in state 1 so that
We are interested in the evolution to the final amplitudes for times greater than some time t f after which there is negligible interaction,
Such situations describe complete population transfer.
Quasistatic interactions
The simplest example of rapid adiabatic passage occurs when all the elements of V͑t͒ vary slowly, if at all. We express the state vector in terms of two unit vectors n associated with the two quantum states as
The diagonal element of W͑t͒ in Eq. ͑5͒ quantifies the difference between the two quasistatically shifted energies ͑the diabatic energies͒ E n + V nn ͑t͒,
Here ⌬͑t͒ represents a time-dependent Bohr frequency B ͑t͒. ͑In Sec. II A 2 ⌬͑t͒ will be the difference between the Bohr frequency and the carrier frequency of a laser.͒ The offdiagonal element is parametrized by the Majorana frequency ⍀͑t͒ = 2V 12 ͑t͒/ប ͑11͒ associated with the quasistatic interaction energy V 12 ͑t͒. We shall assume, as is always possible by suitable choice of wave function phases, that ⍀͑t͒ is real.
Quasiperiodic laser interactions
Alternatively, we consider the interaction of electrons with a linearly polarized laser field whose electric vector E at the atomic center of mass is E͑t͒ = êE͑t͒cos͑t͒. ͑12͒
The real-valued function E͑t͒ is the magnitude of the electric field, is the carrier frequency, and the unit vector ê defines the direction of laser polarization. The relevant quasiperiodic interaction energy is that of a dipole moment d in the electric field, V͑t͒ =−d · E͑t͒. We incorporate the carrier frequency into a rotating Hilbert-space coordinate system by expressing the state vector as
The diagonal element of W͑t͒ is now what is commonly termed the detuning, the difference between the Bohr transition frequency and the laser carrier frequency ,
The time dependence of ⌬͑t͒ may come either from alteration of the carrier frequency ͓say, one that changes at a steady rate ͑frequency chirp͒ or from a controlled alteration of the Bohr frequency ͑say, by Zeeman or Stark shifts͔͒, such as is produced by a laser-induced dynamic Stark shift.
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The off-diagonal elements of W͑t͒ obtained with the state vector expansion of Eq. ͑13͒ are
where the strength of the interaction is parametrized by the Rabi frequency
and d 12 is the projection onto the field polarization direction ê of the dipole transition moment. The exponential exp͓−2it͔ in Eq. ͑15͒ involves sinusoidal variation at twice the laser carrier frequency. Our interest is not in these rapid changes but with changes that occur over a longer interval, and thus we desire results that are averaged over many optical cycles. When we carry out this averaging of the probability amplitude for ⍀͑t͒ Ӷ B , the terms that include e −2it average to zero. The result is the RWA. 4 The resulting Hamiltonian is that of Eq. ͑5͒, and the response of the atom to a slowly and monotonically varying detuning is likewise described by rapid adiabatic passage.
Incoherence and loss
All mechanical systems involve some friction, which eventually leads to loss of energy. The Schrödinger equation can describe analogous energy losses in a quantum system. Spontaneous emission causes the ground state to be repopulated from the excited state. This process has no phase coherence and so cannot be treated with probability amplitudes C n ͑t͒ and the time-dependent Schrödinger equation. Instead it is customary to employ a density matrix, 16 whose elements are the ensemble average of bilinear products C n ͑t͒C m ͑t͒ ‫ء‬ , and to describe the dynamics by an equation of motion that incorporates phenomenological processes that introduce coherence loss. 4 The time-dependent Schrödinger equation can treat situations in which probability is lost from the two-state system by incoherent processes such as photoionization, dissociation, or spontaneous emission to states other than the ground state by replacing the undisturbed energy E n by a complex quantity,
The resulting Hamiltonian matrix is no longer Hermitian, and its eigenvalues need not be real. When there is no interaction, the probabilities undergo exponential decay proportional to e −⌫ n t . The mechanical counterparts of incoherent quantum processes are those resulting from mechanical friction.
B. The solutions
Solutions to the time-dependent Schrödinger equation involving the standard mathematical functions still have merit for examining various limiting cases and in evaluating the dependence of the pulse aftermath P n ͑ϱ͒ on various parameters. The widespread availability of software for solving coupled ordinary differential equations makes numerical solutions the current primary procedure. However, it is still useful to utilize approximations such as those based on adiabatic time evolution. We will discuss of the solutions that are relevant for the connection with mechanical analogs.
Analytic solutions
For various choices of W nm ͑t͒, Eq. ͑2͒ has solutions that are expressible in terms of well known special functions. 8, 17, 18 A simple approach to such solutions begins by writing the state vector as
where ͑t͒ is a time-dependent phase. The matrix បW͑t͒ has the diagonal elements
and the off-diagonal elements are បV nm ͑t͒. ͓We have chosen ͑t͒ to make W 11 ͑t͒ = 0 at all times.͔ From the two coupled first-order equations of Eq. ͑4͒, we obtain two uncoupled second-order equations. Because each equation is second order, there are two solutions, and the amplitude C n ͑t͒ is a superposition of these two functions such that the combination satisfies the initial condition, say, C 1 ͑t i ͒ =1. The analytic solutions are most useful when it is possible to associate each C n ͑t i ͒ with one of the special functions, as is done in Eqs. ͑20͒ and ͑26͒. Often that is possible only for idealized limits, such as t → Ϯϱ, and thus the existence of exact analytic solutions may be of less value. Other analytic approaches, such as that of Sec. II C 1, then become useful.
Population oscillations
The simplest applications occur when ⌬͑t͒ = 0 is zero throughout the duration of the interaction, as what occurs when W 11 ͑t͒ = W 22 ͑t͒ for all times. The resulting equations have exact analytic solutions. For the initial conditions of Eq. ͑7͒, the probability amplitude C 2 at time t reads
where A͑t͒ is the integral of the Rabi frequency
The final value of this integral, upon completion of a pulsed interaction, is the temporal pulse area. Complete population transfer from state 1 to state 2 will occur at time t if A͑t͒ is an odd integer multiple of . If ⍀͑t͒ does not depend on time, ⍀͑t͒ = ⍀ 0 , the populations oscillate periodically between zero and unity with frequency ⍀ 0 , and the probability amplitudes oscillate at half this frequency. For quasistatic interactions these are Majorana oscillations; for quasiperiodic interactions they are Rabi oscillations.
The Landau-Zener-Stückelberg model
Another way to produce complete population transfer from the ground to the excited state is to force the detuning ⌬͑t͒ to vary slowly and monotonically with time, passing through zero at time t = 0. The desired time variation can be produced by subjecting the atom to a quasistatic electric field, thereby producing Stark shifts, or to a magnetic field, thereby producing Zeeman shifts. When treating laserinduced excitation, the required change can be produced by altering the carrier frequency of the laser, as in a chirpedfrequency pulse.
Analytic solutions to an idealization of a two-state quantum system subject to varying detuning are well documented. 8, [19] [20] [21] Let the matrix elements of W͑t͒ be
where r denotes the rate of detuning change. We have
A change in variable to z =− ͱ irt leads to a second-order differential equation that is satisfied by the parabolic cylinder ͑or Weber͒ functions D ͑z͒. 8, 18, 19, 21 To identify C n ͑t͒ with a single such function, it is necessary that the initial detuning ͉rt i ͉ be very much larger than the Rabi frequency so that the interaction with the field is negligible. The resulting inequality
is equivalent to requiring that there be a large temporal pulse area ⍀͉t i ͉ prior to the occurrence of zero detuning at t =0. Under these conditions the final value of the probabilities is
It is always possible to obtain numerical solutions to the time-dependent Schrödinger equation for the model defined by Eq. ͑22͒ but only when the initial condition in Eq. ͑24͒ holds does Eq. ͑25͒ apply, and then we have the Landau-Zener-Stückelberg model 20, 22 defined by constant interaction and linearly varying ⌬͑t͒, as in Eq. ͑22͒. When Eq. ͑24͒ applies for the initial time, population transfer becomes increasingly complete as becomes large compared with unity, meaning ⍀ 2 ӷ 2r. The equations of motion for the mechanical models we discuss can be made to fit the form of Eq. ͑2͒ with the matrix elements in Eq. ͑22͒, but the initial time t i is not infinitely remote, and so the application of the Landau-ZenerStückelberg model is only approximate. Vitanov and Garraway 21 discussed the effects of a finite-duration interaction, starting from a finite ⌬͑t i ͒, as is required for the models we discuss.
To illustrate rapid adiabatic passage we show in Fig. 1 the response of a two-state system to chirped detuning ⌬͑t͒ for two examples of a time-varying interaction ⍀͑t͒: A rectangular pulse ͑a constant value for a finite duration͒ and a Gaussian pulse. Figure 1͑a͒ shows the form of ⍀͑t͒ for these two pulses ͓⍀͑t͒ vanishes outside the time window shown͔, of ⍀͑t͒ for a rectangular ͑curve 1͒ and a Gaussian pulse ͑curve 2͒. The curves plot ⍀͑t͒ / ⍀͑0͒. The temporal pulse area for both pulses is 8. ͑b͒ Time dependence of the excitation probability P 2 ͑t͒ obtained from numerical solutions of the time-dependent Schrödinger equation, Eq. ͑4͒, for the rectangular ͑curve 1͒ and Gaussian pulses ͑curve 2͒. The chirp rate is r = 0.2⍀͑0͒
2 . The dashed line shows the time dependence of cos 2 ⌰͑t͒ for the rectangular pulse. ͑c͒ Dependence of the final excitation probability P 2 ͑t f ͒ for a rectangular pulse ͑thin line͒ and P 2 ͑ϱ͒ for a Gaussian pulse ͑solid line͒ pulse on r, both with temporal pulse area 8. The dashed line shows the analytic expression of Eq. ͑25͒ for the Landau-Zener-Stückelberg model. This model fails for small r because the finite duration of the interaction is insufficient to produce the large detuning required by the Landau-ZenerStückelberg model.
and Fig. 1͑b͒ shows the time-varying excitation probability P 2 ͑t͒ obtained by numerical solution of Eq. ͑2͒. The chirp rate is r = 0.2⍀͑0͒ 2 , and the temporal pulse areas are each 8. In these examples the population transfer shown in Fig. 1͑b͒ is nearly complete. The population change produced by the Gaussian pulse is monotonic, and the dynamics associated with the rectangular pulse is marked by oscillations.
C. Adiabatic passage
More generally, rapid adiabatic passage behavior does not require that the interaction strength ⍀͑t͒ be constant, as in the Landau-Zener-Stückelberg model, nor that ⌬͑t͒ vary linearly with time. It is necessary only that ⌬͑t͒ range from very negative to very positive and that changes in W͑t͒ occur sufficiently slowly that the evolution is quasistatic ͑see Sec. II C 4͒. When the initial time t i is sufficiently far in the remote past and the change is sufficiently slow ͑as denoted by the superscript ad͒, the probability amplitude for excitation becomes
where the mixing angle ⌰͑t͒ is defined in Eq. ͑30͒. As ⌬͑t͒ increases from very large negative to very large positive values, the angle ⌰͑t͒ decreases from / 2 to 0 for ⍀͑t͒ Ͼ 0.
Corresponding to this change the population transfers from state 1 to state 2 ͑or from state 2 to state 1͒. In particular, if ⌬͑t͒ varies linearly with time and changes slowly, complete population transfer will occur. Because our use of the Schrödinger equation assumes coherent excitation, the process must be more rapid than spontaneous emission; it is thus an example of rapid adiabatic passage.
Adiabatic states
The essence of rapid adiabatic passage can best be understood with the aid of adiabatic states, which are defined as instantaneous eigenstates of the rotating-wave approximate Hamiltonian associated with eigenvectors of W͑t͒. In our analysis of a two-state system, we take these eigenstates to satisfy the eigenvalue equation
The diagonal elements of បW͑t͒ are known as diabatic energies ͑often termed bare-state energies͒, in contrast to the adiabatic energies ប k ͑t͒ ͑often termed dressed-state energies͒.
To obtain the eigenvectors and eigenvalues, we rewrite the Hamiltonian in Eq. ͑5͒ ͑the explicit time dependence of ⌰͑t͒ is suppressed͒
where the generalized Rabi frequency is
and the mixing angle ⌰͑t͒ is defined by tan͑2⌰͒ = ⍀͑t͒/⌬͑t͒. ͑30͒
From this construction we obtain for the eigenvectors and eigenvalues the expressions
The eigenvalues Ϯ ͑t͒ of W͑t͒ can also be written as
Whenever the excitation is resonant, ⌬͑t͒ = 0, and the Rabi frequency is positive, the mixing angle is / 4, independent of ⍀͑t͒. The mixing angle will maintain this value as long as the excitation is resonant and ⍀͑t͒ Ͼ 0. When the interaction is very weak or ⌬͑t͒ is very large, ͉⍀͑t͉͒ Ӷ ͉⌬͑t͉͒, the physics is that of no interaction, ⍀͑t͒ =0. The eigenvalues of the resulting diagonal matrix, W 0 ͑t͒, are zero and ⌬͑t͒. In this weak interaction limit, each adiabatic state is one of the bare ͑diabatic͒ states ͑see Sec. II C 2͒.
The adiabatic eigenvectors are orthogonal and can serve as independent ͑moving͒ coordinates in the two-dimensional Hilbert space that underlies the state vector ⌿͑t͒. That is, we can write the state vector as the superposition
The equation of motion for the adiabatic-state amplitudes A k ͑t͒ can be found from the connection
The equation of motion becomes
When the mixing angle remains constant, ⌰ = 0, as will occur when the excitation remains resonant or after the pulse is completed at t = t f , the solution to Eq. ͑36͒ is
where
and the state vector is expressible as the superposition
The magnitude of the amplitudes A k ͑t f ͒ remains fixed for t Ͼ t f . Only a phase change occurs.
Chirped excitation
The usefulness of the adiabatic eigenvectors for the description of rapid adiabatic passage follows from the fact that
When ⌬͑t͒ is very large and negative initially so that ⌰ → / 2, then the eigenvectors and eigenvalues are ͑we show the possible time dependence of 2 ͑t͒, as occurs with the rotating coordinates of quasiperiodic excitation͒
Because the state vector ⌿͑t͒ is initially aligned with 1 , it is also aligned with the single adiabatic state ⌽ + ͑t͒,
If the changes are adiabatic, the system will remain in this adiabatic state as ⌬͑t͒ increases. In the limit of very large positive ⌬͑t͒, the mixing angle ⌰͑t͒ approaches zero, and the state will be
In this limit this adiabatic state, and consequently the state vector, is aligned with 2 ͑t͒, and a rapid adiabatic passage transition 1 → 2 has occurred. A similar transition 1 → 2 occurs when ⌬͑t͒ decreases with time, starting from a large positive value. The initial alignment of ⌿͑t͒ in this case is with ⌽ − ͑t͒.
In general, if the initial ratio ⍀͑t͒ / ⌬͑t͒ is nonzero, then the initial mixing angle will differ from / 2 or 0, and the initial state will be a superposition of the two adiabatic states, as set by the value of ⌰͑t i ͒. Then even with adiabatic evolution the final state will also be a superposition of the two bare states, and there will not be complete population transfer. Figure 1 illustrates some examples of rapid adiabatic passage dynamics induced by two choices of the Rabi frequency. Figure 1͑a͒ shows the pulse characteristics: A linearly varying detuning ⌬͑t͒ = 0.2⍀͑0͒ 2 t, a rectangular interaction pulse ͑1͒, and a smoothly varying ͑Gaussian͒ interaction pulse ͑2͒, ⍀͑t͒ = ⍀͑0͒exp͑−t 2 / 2 ͒, where defines the temporal width of the pulse. The temporal pulse area of each pulse is ͱ ⍀͑0͒. Figure 1͑b͒ shows the excited-state population P 2 ͑t͒ that result from these two pulses. For the Gaussian pulse the probability P 2 ͑t͒ obtained from a numerical solution to Eq. ͑4͒ follows closely the analytic expression P 2 ad ͑t͒; the difference is never larger than 0.02 in magnitude and becomes much less then 0.001 for ͉⍀͑0͒t͉ Ͼ 20. Figure 1͑b͒ shows ͑dashed line͒ the expression P 2 ad ͑t͒ for the rectangular pulse. We see that it differs from the corresponding numerical solution of the time-dependent Schrödinger equation; the latter is an example of the Landau-Zener-Stückelberg model with finite-duration interaction. The difference originates with the nonadiabatic initiation of the interaction at t = t i . For the rectangular pulse the initial state vector is a superposition of the two adiabatic states defined in Sec. II C 1, and this superposition continues during the pulse. The resulting excitation exhibits oscillations. In contrast, the Gaussian pulse produces a slowly varying rotating-wave approximate Hamiltonian, one for which adiabatic time evolution applies. The state vector remains aligned with a single adiabatic state, and the resulting excitation probability fits the analytic expression of Eq. ͑20͒. Similar adiabatic evolution occurs for other pulses whose initiation is sufficiently smooth, for example, superGaussian pulses ⍀͑t͒ = ⍀͑0͒exp͑−t 8 / 8 ͒. As the exponent power increases, the pulse area must be increased to ensure that the evolution is adiabatic. Figure 1͑c͒ shows the dependence of the final excitation P 2 ͑t f ͒ on the rate of the detuning chirp r for the rectangular and Gaussian pulses. The dashed lines show the excitation predicted from the Landau-Zener-Stückelberg model. For very small r the dynamics for both pulse shapes becomes that of resonant excitation, and the excitation produced by the pulse is the temporal pulse area. This area is 8 for the present examples, and so complete population returns to the initial state occurred. The Landau-Zener-Stückelberg model is not applicable here because it requires pulses of infinite duration.
Simulation of rapid adiabatic passage
As r increases, ⌬͑t͒ = rt increases for any fixed time, and the state vector becomes more closely aligned with a single adiabatic state. The Landau-Zener-Stückelberg model becomes more applicable, and the oscillations produced by the rectangular pulse become less evident. The excitation probability produced by the Gaussian pulse does not show oscillatory dependence on r. For this pulse the initial state vector was well aligned with a single adiabatic state. The population transfer is more complete than that of the rectangular pulse and is very close to that of the Landau-Zener-Stückelberg model. Excitation probability of 0.99 or greater occurs for r within the range of 0.024 ⍀͑0͒ 2 Յ r Յ 0.35 ⍀͑0͒ 2 .
Adiabatic conditions
The continuing alignment of the state vector with a fixed combination of adiabatic states can be justified by examining the equations of motion for the amplitudes A k ͑t͒ in Eq. ͑34͒. The state vector will remain in a fixed superposition of adiabatic states, that is, the coefficients ͉A k ͑t͉͒ remains constant as long as the off-diagonal terms of the coupling matrix are much smaller than the difference of the diagonal terms,
is the condition for adiabatic time evolution. It corresponds to the adiabatic condition 23 based on the requirement that the maximum rate of change in the adiabatic states ⌽ Ϯ ͑t͒ be much smaller than the minimum difference between the eigenvalues Ϯ ͑t͒.
The time derivative of the mixing angle evaluated from definition ͑30͒ is
Thus condition ͑43͒ that the time evolution be adiabatic can be written as
When this condition is satisfied by suitable construction of the pulses, the evolution will be adiabatic, and a detuning sweep will induce a transition between bare diabatic states.
For the Landau-Zener-Stückelberg model with constant ⍀͑t͒ = ⍀ 0 and linearly varying ⌬͑t͒, the adiabatic condition becomes ͉r͉ Ӷ 2⍀ 0 2 . ͑46͒
III. MECHANICAL SPRING ANALOG OF RAPID ADIABATIC PASSAGE
The connection between the dynamics of coupled fixedlength pendula and adiabatic eigenvalues has been noted, 24 although not with the present terminology. Maris and Xiong 19 discussed the analogy between a two-state quantum system and two pendula coupled by a spring when the length of one pendulum is caused to change slowly. The two-state equations are those of the Landau-Zener-Stückelberg model 22 ͑see Sec. II B 3͒ involving a constant interaction between the two states and a linearly varying energy difference. The coupled equations of motion have exact analytic solutions that describe the adiabatic alteration of probability amplitudes. The resulting motion is the adiabatic passage of interest here, with different mechanical models. We provide here a probabilistic interpretation, which is not discussed in Ref. 19 .
McKibben 25 discussed a model of three pendula coupled by springs as an analog of a three-state quantum system, specifically a filter for separating spin states in an atomic beam. His construction allowed damping of the middle pendulum, thereby mimicking the population loss from the excited state, but he did not treat slow variation in the interaction parameters. Hemmer and Prentiss 26 noted the analogy between the equations of motion for three coupled pendula, linked in a chain by springs, and the equations derived from the time-dependent Schrödinger equation for stimulated Raman transitions. In their mechanical model the middle mass is damped. The equations of these two classical systems are similar to those discussed in the following but with constant spring constants and damping; the authors do not treat adiabatic passage.
We consider two classes of mechanical devices that exhibit a tendency toward simple harmonic motion: A mass drawn by a spring toward an equilibrium position and a pendulum acted on by gravity.
We consider two equal masses ͑m 1 = m 2 ϵ m͒ constrained to move ͑without friction͒ along a one-dimensional axis. Each mass is subject to a linear restoring force exerted by a spring. A similar but very weak spring-driven force draws the masses toward an equilibrium separation from each other. Each mass by itself acts like an harmonic oscillator, and the two oscillators are coupled by an interaction that we assume to be weak. Figure 2 gives a schematic portrayal of the system. This mechanical system, with the addition of a driving force on one mass, has been discussed as an analog of a three-state atom whose properties produce electromagnetically induced transparency. 27 The dynamical variables are the deviations x 1 ͑t͒ and x 2 ͑t͒ of the masses from their equilibrium positions. When the masses are displaced from these positions, they are subject to restoring forces that vary linearly with displacement. The equations of motion given by Newtonian dynamics are
To facilitate the analysis we introduce the parameters k and ␤,
We assume that the spring constant k 12 for coupling between the masses is much less then both k 1 and k 2 ͑t͒. We suppose that k 2 ͑t͒ varies with time so that 2 ͑t͒Ϸ 1 can be approximated by a linear function of time. We assume that at t = t i , when the difference between 2 ͑t͒ and 1 is large enough to make motion of the oscillators practically independent, and the initial conditions are
Figure 2͑a͒ corresponds to the initial conditions. Figure 2͑b͒ corresponds to the final state produced by rapid adiabatic passage, as we will show. With the definitions in Eq. ͑48͒, Eqs. ͑47͒ becomes
Our assumption of weak coupling means that ␤ 2 Ӷ 1 2 and ␤ 2 Ӷ 2 ͑t͒ 2 . We require nonzero coupling only during the time for which 2 ͑t͒Ϸ 1 . We choose t = 0 to be the time when the two frequencies are equal so that 2 ͑0͒ = 1 . During the time interval of interest we suppose ͉ 2 ͑t͒ − 1 ͉ Ӷ 1 . We also assume that 2 ͑t͒ changes slowly so that the characteristic time for significant change is much larger than 1 / 1 . For these conditions we can apply the method of slowly varying amplitudes, discussed in the following to find the solution of Eqs. ͑50͒.
A. Classical analog of the time-dependent Schrödinger equation
In the absence of coupling, ␤ 2 = 0, the displacement x 1 ͑t͒ varies sinusoidally with frequency 1 . We therefore seek a solution to Eqs. ͑50͒ in the form
where N is a normalization constant to be determined. Substitution of Eq. ͑51͒ into Eqs. ͑50͒ leads to Fig. 2 . A mechanical model of two masses coupled by springs. Mass 1 is acted on by fixed force constant k 1 , while the force constant k 2 ͑t͒ acting on mass 2 varies linearly with time, during which k 2 ͑t͒Ϸk 1 . The spring constant k 12 coupling the masses is such that k 12 Ӷ k 1 , k 2 ͑t͒. ͑a͒ Initially only mass 1 oscillates and ⌬͑t͒ is large and negative. ͑b͒ As ⌬͑t͒ sweeps through resonance, ⌬͑t͒ =0 at t = 0, the second mass begins to oscillate. For large positive ⌬͑t͒ mass 1 becomes stationary and only mass 2 oscillates.
Our interest is in behavior close to resonance. We momentarily neglect the term proportional to ͓ 2 2 ͑t͒ − 1 2 ͔ in Eq. ͑52b͒. To obtain first-order equations of motion analogous to Eq. ͑4͒ we first obtain a pair of uncoupled equations by introducing the variables
The equations of motion then become
We next show that for the conditions of interest, the second derivatives C Ϯ ͑t͒ are negligible, which implies that we can neglect the second derivatives of C 1 ͑t͒ and C 2 ͑t͒ in Eqs. ͑52͒.
As a trial, we let C Ϯ ͑t͒ = C exp͑st͒ and find that it satisfies Eq. ͑54͒ if s is a root of the quadratic equation s 2 +2i 1 s ϯ ␤ 2 = 0. For small values of ␤ 2 the two roots are
The root s 1 represents a very rapid variation and is akin to the counter-rotating term that is neglected in the rotating wave approximation for the description of two-state quantum excitation by laser radiation, as discussed in Sec. II A 2. For the mechanical system the root s 2 corresponds to the oscillations that slowly change in magnitude. This motion is not the analog of Majorana or Rabi oscillations. As with the quantum model, we neglect this rapid variation ͑that is, we consider displacements averaged over a few cycles of the dominant frequency 1 ͒ and concentrate on the much smaller root s 2 . This root is responsible for Majorana or Rabi oscillations. We find that the magnitudes of the derivatives are
In keeping with our assumption that the coupling is weak, we consider the regime ␤ 2 Ӷ 1 2 , and hence the second derivative terms in Eqs. ͑52͒ are negligible. We neglect these terms and thereby obtain two coupled first-order equations. With suitable definitions of ⍀͑t͒ and ⌬͑t͒ these are identical to the two-state rotating wave approximation of Eqs. ͑4͒ and ͑5͒. The required definitions are, in addition to the normalization of Eq. ͑6͒,
Negative detuning here means that k 1 Ͻ k 2 ͑t͒. 28 We will require that during the time interval of interest, the inequality ͉ 2 ͑t͒ − 1 ͉ Ӷ 1 holds. This constraint allows us to write ⌬͑t͒ as
in conformity with the Landau-Zener-Stückelberg model of constant ⍀͑t͒ and linearly varying detuning. The condition
is also the condition for applicability of the rotating wave approximation to the quantum system. To make connection with the Landau-Zener-Stückelberg model, we assume that ⌬͑t͒ varies linearly with time, ⌬͑t͒ = rt. For definiteness we assume k 1 Ͻ k 2 ͑t i ͒. Additionally we require t i Ӷ −⍀ / r so that k 2 ͑t i ͒ − k 1 ӷ k 12 . Our initial conditions, Eq. ͑7͒, correspond to initial motion of only the first mass ͓see Fig. 2͑a͔͒ . As time passes and k 2 ͑t͒ approaches k 1 , both masses oscillate. Later, at time t f ӷ⍀/ r, k 2 ͑t͒ becomes less then k 1 . When the inequality k 1 − k 2 ͑t͒ ӷ k 12 is satisfied, only the second mass oscillates ͓see Fig. 2͑b͔͒ .
The connection between a mechanical system of coupled oscillators and a quantum system can be made not only through the time-dependent Schrödinger equation but also through the introduction of normal coordinates to describe the classical system. As discussed in the Appendix, these coordinates are the classical counterparts of the adiabatic states of quantum dynamics, and rapid adiabatic passage can be observed as the maintenance, apart from a phase factor, of a single normal coordinate. That is, the system can at all times be characterized by a single normal coordinate.
B. Probability interpretation
Probabilities are central to quantum mechanics but are less commonly used in classical mechanics. It is therefore useful to know how the classical motion discussed here lends itself to a probability interpretation.
The energy of the nth oscillator is, with the neglect of the very small difference between 2 ͑t͒ and 1 ,
To express E n ͑t͒ in terms of the amplitudes C n ͑t͒ in Eq. ͑51͒, we note that the time variation in x n ͑t͒ comes primarily from e i 1 t , and so we neglect the derivative Ċ n ͑t͒, in keeping with the discussion surrounding Eq. ͑56a͒. The result, after a bit of algebra, is
The total energy
is constant for this system. We now take N to be
so that the energies are E n ͑t͒ = E tot P n ͑t͒, P n ͑t͒ ϵ ͉C n ͑t͉͒ 2 . ͑65͒
Thus, as with the quantum system, C n ͑t͒ serves as a complex-valued probability amplitude. Hence two weakly coupled equal-mass oscillators provide an analogy with the two-state atom: The chirped frequency of the laser that induces atomic population transfer is analogous to a timevarying spring constant for one of the masses.
C. Possible experimental realization
To find a mechanical system that has the desired variability in a spring constant, we consider the arrangement shown in Fig. 3 . The equilibrium positions of the two equal masses are determined by the three horizontal springs. Four auxiliary springs of relaxed length L and spring constants kЈ are mounted on two cross-arms of radius R that pivot around the equilibrium position of the second mass. The vertical and horizontal symmetry of the springs ensures that the net forces, and the mass motion remains horizontal as the angle of the cross-arms varies. The potential energy of the four springs in terms of the displacement x is
Therefore the effective spring constant of the four springs acting on mass 2 is
The mechanical system is equivalent to that displayed in Fig.  2 with
͑68͒
To produce rapid adiabatic passage we begin with k 2 Ͻ k 1 . Then we pivot the two arms symmetrically to decrease ␣ and therefore to increase
This change is possible if kЈ ӷ k 12 . The result will be rapid adiabatic passage.
IV. MECHANICAL PENDULA ANALOG OF RAPID ADIABATIC PASSAGE
As a second example of a classical analog of rapid adiabatic passage, we consider two equal masses ͑m 1 = m 2 ϵ m͒ suspended by two threads from a massless horizontal bar that is suspended by threads from a rigid support, as sketched in Fig. 4 . Each mass acts as a pendulum, and their motion is coupled by motion of the bar. The thread for mass 2 passes through the bar and through the support, thereby allowing alteration of its length.
We consider the motion of the two masses in the plane of the figure. Let the coordinates of pendulum 1 be X 1 , Y 1 and the coordinates of pendulum 2 be X 2 , Y 2 . We neglect the thickness of the bar and express these coordinates in terms of thread lengths and angles as
The dynamics is expressed as the time variation of the angles s , 1 , and 2 shown in Fig. 4 . A force analysis, needed to derive Newton's equations of motion, is quite complicated for this system. It is much simpler to obtain Lagrange's equations. 29, 30 We regard the bar as massless and use the kinetic energies of the two equal masses,
and their potential energies
to define the Lagrangian
The corresponding Euler-Lagrange equations of motion 30 in the small-angle approximations, sin i Ϸ i , cos i Ϸ 1, are
By subtracting Eqs. ͑73b͒ and ͑73c͒ from Eq. ͑73a͒, we find the constraint s = ͑ 1 + 2 ͒ / 2. We use this result to obtain the two equations of motion Fig. 3 . A mechanical device capable of demonstrating rapid adiabatic passage by varying spring constant k 2 in Fig. 2 . The mechanism is an implementation of the mechanical system in Fig. 2 . Four auxiliary springs with equal spring constants kЈ act symmetrically on mass 2. They are fastened in pairs to two arms that pivot about the equilibrium position of mass 2. Their end points are at all times equidistant by R from this position. The angle ␣ increases slowly with time to produce rapid adiabatic passage. 
and take the frequencies of the uncoupled oscillation to be
In the present example the requirement of small coupling and subsequent validity of the analogy with the two-state quantum system are
That is, the length l n of a pendulum from the horizontal bar must be much longer than the length L by which the bar is suspended from the support.
To connect this macroscopic model with the two-state quantum model, we express the dynamical variables as
We substitute these definitions into Eqs. ͑74͒ and neglect the second derivatives of C 1 and C 2 , as was done in the treatment of springs in Sec. III. If the condition of weak coupling, Eq. ͑77͒, is satisfied, the resulting equations are Eqs. ͑4͒ and ͑5͒, with the parameters
Let us consider the time dependence of l 2 in the form l 2 ͑t͒ = l 2 ͑0͒ + vt. We assume vt is a small change, compared with the length l 2 ͑0͒. Then all the time dependence occurs in 2 ,
ͬ ,
͑80͒
and we can approximate 1 as a constant, which leads to a linear time dependence of ⌬͑t͒ as,
in keeping with the Landau-Zener-Stückelberg model. To complete the connection with the time-dependent Schrödinger equation, Eq. ͑4͒, and the interpretation of the variables C n ͑t͒ as probability amplitudes, we must determine the normalization N by considering the energy. In the limit of small angles and a small difference between l 1 and l 2 , the kinetic energy of pendulum n is
and the potential energy is
The lengths l n remain fixed, and thus the variable part of the energy of each oscillator is approximately
We write this energy as in Eq. ͑62͒, with N still to be determined. The total energy of the two pendula is E tot = ͚ n ͑T n ͑t͒ + U n ͑t͒͒ = − mg͑L + l 1 ͒ − mg͑L + l 2 ͒ + E osc ͑t͒, ͑86͒
where E osc ͑t͒ = E 1 ͑t͒ + E 2 ͑t͒ is the angular energy of the oscillating masses and depends on the dynamical variables n and n but not on the lengths of the pendula. In contrast to the spring analog of rapid adiabatic passage, the total energy of the system is not constant. However, when there is only a small variation in the length of pendulum 2,
then E osc ͑t͒ varies only slightly with time. With this constraint in mind we choose the normalization to be
Then the squared amplitude ͉C n ͑t͉͒ 2 is the fraction of oscillation energy associated with pendulum n. This interpretation holds when Eq. ͑87͒ is satisfied. When it does, the equation of motion reduces to Eqs. ͑4͒ and ͑5͒.
To display rapid adiabatic passage in this system we start with only pendulum 1 oscillating and with ⌬Ӷ−⍀. We slowly increase ⌬͑t͒ by altering the pendulum length, which causes pendulum 2 to begin oscillating. When ⌬ӷ⍀, the motion of pendulum 1 has ceased, and only pendulum 2 oscillates.
We have constructed a model of this coupled-pendula system using two masses each of 450 g, suspended d =36 cm apart from a bar of mass approximately 15 g. The distance between the base and the bar is L = 25 cm, and the fixed length of pendulum 1, to the left, is l 1 = 90 cm. We tried both lengthening and shortening the pendulum. We found lengthening to be more convenient because it permitted smoother motion of the pendulum. We slowly varied the length l 2 of pendulum 2 from 40 to 1.5 m through a hole Ϸ2 mm in diameter, with a speed of Ϸ2 cm/s.
Initially only pendulum 1 was moving, with an amplitude of about 25 cm, and pendulum 2 had its shortest length. We slowly lengthened the thread of pendulum 2 and observed it begin to oscillate. When the length of the pendulum 2 became much larger than that of pendulum 1, it began to oscillate with large amplitude ͑Ϸ20 cm͒, while the oscillation amplitude of pendulum 1 substantially decreases ͑to 5 cm or less͒. We found that when the initial motion of the left-hand pendulum was in the plane of the figure, there was no perceptible motion out of this plane.
To estimate the rate of change in pendulum length that allows adiabatic motion, we recognize that energy transfer occurs mostly when the two pendula have similar lengths, l 2 ͑t͒Ϸl 1 . The additional requirement of small coupling between the pendula means that L Ӷ l 1 . We choose the time t = 0 to produce ⌬͑0͒ = 0. As a result, we find from Eqs. ͑25͒, ͑79͒, and ͑82͒ the following expression for the energy transfer: For our experimental device Eq. ͑90͒ gives v Ͻ 7 cm/ s. Incomplete transfer can be attributed to friction and to the inapplicability of the Landau-Zener-Stückelberg model because the experimental duration of the interaction is not infinite.
V. SUMMARY AND CONCLUSIONS
We have presented two examples of coupled mechanical oscillators in which the purely classical motion of two masses obeys, in a suitable approximation, the equations of motion derived for the two-state atom. A suitable slow change in a parameter causes energy flows that are analogous to the interchange of excitation energy in a two-level atom as it undergoes rapid adiabatic passage. The mechanical analogies may be helpful in understanding the phenomena of rapid adiabatic passage either as it is produced in a quasistatic field or by a chirped pulse of laser radiation. In particular, we note how the flow of probability in a two-state quantum system has a counterpart in the irreversible flow of energy between the two masses of the classical system.
The analogy with the two-state system holds when the characteristic time for variation in the interaction parameters is much greater than the period of oscillations. Earlier mechanical models, 25, 26 involving three pendula linked by springs, can serve as a model of adiabatic passage in a threestate system, specifically stimulated Raman adiabatic passage, 4, 31 by allowing one of the pendulum lengths to vary slowly. In that case the state vector adiabatically follows an adiabatic state whose composition involves only two states, just as discussed here.
