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Motivated by recent developments on the fabrication and control of semiconductor-based quan-
tum dot qubits, we theoretically study a finite system of tunnel-coupled quantum dots with the
electrons interacting through the long-range Coulomb interaction. When the inter-electron separa-
tion is large and the quantum dot confinement potential is weak, the system behaves as an effective
Wigner crystal with a period determined by the electron average density with considerable electron
hopping throughout the system. For stronger periodic confinement potentials, however, the system
makes a crossover to a Mott-type strongly correlated ground state where the electrons are completely
localized at the individual dots with little inter-dot tunneling. In between these two phases, the
system is essentially a strongly correlated electron liquid with inter-site electron hopping constrained
by strong Coulomb interaction. We characterize this Wigner-Mott-liquid quantum crossover with
detailed numerical finite size diagonalization calculations of the coupled interacting qubit system,
showing that these phases can be smoothly connected by tuning the system parameters. Experimen-
tal feasibility of observing such a hopping-tuned Wigner-Mott-liquid crossover in currently available
semiconductor quantum dot qubits is discussed. In particular, we connect our theoretical results
to recent quantum-dot-based quantum emulation experiments where collective Coulomb blockade
was demonstrated. One conclusion of our theory is that currently available realistic quantum dot
arrays are unable to explore the low-density Wigner phase with only the Mott-liquid crossover being
accessible experimentally.
I. INTRODUCTION
Wigner pointed out in 19341 that free electrons inter-
acting via the long-range Coulomb interaction (and in the
presence of a compensating positive charge background
to keep the system stable) may condense into a quan-
tum crystal solid phase provided the electron density is
low enough so that the quantum kinetic energy is over-
whelmed by the Coulomb potential energy, leading to a
periodic spatial density modulation instead of a uniform
density distribution preferred by the noninteracting or
the weakly interacting usual electron liquid system. The
Wigner crystal is simply a crystal of electrons just as
ordinary ions form a crystalline solid driven by their po-
tential energy at not too high temperatures. The tricky
issue for a quantum Wigner crystal is that the electron ef-
fective mass being very low compared with ionic masses,
the quantum Wigner crystallization necessitates very low
carrier densities (as well as very low temperatures) in or-
der to overcome quantum fluctuations which prefer the
electron liquid (or gas) phase so as to minimize the ki-
netic energy. In one dimensional systems where elec-
trons interact via a long-range potential, a 1D quantum
Wigner crystal manifesting true long-range order is not
allowed but finite systems still have signatures of short
range order associated with Wigner crystallization2 and
references therein. Indeed, finite size 1D Wigner crystals
have been measured, most recently in Ref.3 in a carbon
nanotube. In addition, a classical 2D Wigner crystal has
been observed in low density electrons confined to the
surface of He-44.
Fifteen years after Wigner’s prediction for quantum
crystallization tuned by Coulomb interaction, Mott in
1949 conjectured a new type of ‘electron solid’, the Mott
insulator, where band electrons could localize at the lat-
tice sites when the hopping or inter-site-tunneling am-
plitude is suppressed strongly by increasing the lattice
period5. The underlying mechanism is that for weak
enough electron hopping (i.e. for large enough lattice pe-
riod) compared to the interaction strength, the metallic
band electrons would simply find it energetically unfa-
vorable to hop between lattice sites and become local-
ized at individual sites to minimize their potential en-
ergy. Although both Wigner and Mott solids are driven
by electron-electron interactions with the itinerant metal-
lic electron liquid phase going over to the localized elec-
tron solid phase6,7, there are significant conceptual differ-
ences between the two localized phases, and the possible
relationships between the two are virtually unexplored.
The existence of the Wigner crystallization depends cru-
cially on the long-range nature of Coulomb interaction
in a free electron type model whereas all modern discus-
sions of the Mott insulator are typically based on the
Hubbard model, which is a tight binding description of a
short-range on-site interaction between electrons of oppo-
site spins. The original 1949 idea of the Mott insulator
did, however, invoke the Coulomb interaction between
the electrons as the driving force for electron localiza-
tion at the lattice sites. Wigner crystallization sponta-
neously breaks the translational invariance whereas the
Mott metal-insulator transition obeys the periodic sym-
metry of the underlying lattice. Another conceptual dif-
ference between the two is that the Wigner solid can, in
principle, conduct since the whole solid can move in the
presence of an external electric field (unless pinned by
impurities or defects) whereas the Mott solid is an in-
sulator by definition (“Mott insulator”) since the exter-
nal lattice obviously pins the system allowing no electric
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2charge conduction. In real life, Wigner crystals are al-
most always pinned since there is always some external
pinning potential, thus typical Wigner crystals are also
insulators although conceptually they do not have to be.
In the current work, the electrons are always subjected to
a background potential (albeit very weak in the Wigner
case), and therefore, the Wigner and Mott solids in the
context of our work are both insulators. In fact, even
the finite-size electron liquid state in our work is strictly
speaking an insulator with a very small energy gap be-
cause of the physics of Coulomb blockade associated with
Coulomb interaction in any finite systems.
In the current work, we theoretically study the
crossover between Mott and Wigner insulators, specifi-
cally in the context of small arrays of coupled quantum
dots in semiconductor structures. Such small analog solid
state quantum emulator systems consisting of a few (2-
9) quantum dots have recently been developed in Delft8,9
and Princeton10. In fact, recent experiments and theory
have emphasized the possibility of studying quantum fer-
romagnetism using quantum dot arrays11–13. In partic-
ular, exquisite quantum control and precise fabrication
enable experimentalists to control the electrostatic envi-
ronments of these coupled quantum dot arrays to such a
degree that both the inter-dot tunneling and the number
of electrons per dot can be tuned at will. We emphasize
that the fabrication and control of these coupled quan-
tum dot arrays serve as the primary motivation of our
work, and we firmly believe that it should be possible
to eventually observe the evolution from a Wigner solid
phase to a Mott insulator phase by appropriately tuning
the electrostatic environment in such quantum dot arrays
although it appears that an observation of the Wigner-
like phase would be a challenge in the currently available
quantum dot arrays where only the Mott and the liquid
phase are accessible right now. Our hope is to motivate
such measurements in the future.
It may be useful for us to recapitulate the elements of
Wigner and Mott physics to motivate our work. Con-
ceptually, it is easier to start by discussing the quantum
Wigner solid although it is much more difficult to achieve
the crystal phase experimentally. We imagine a collec-
tion of N electrons interacting via the Coulomb interac-
tion in a d-dimensional space of linear size L. There must
be some external potential confining the electrons so that
they do not fly apart, and we assume that such a con-
fining potential is present defining the total system size
L. Now, the problem is defined at T = 0 simply by the
dimensionless length rs = 1/(naB), where n = N/L
d is
the effective electron density and ‘aB ’ is a unit of length,
conventionally taken to be the effective Bohr radius of
the system. Here rs, sometimes called the Wigner-Seitz
radius, is the average dimensionless separation between
two electrons. Note that we are skipping over factors
of various powers pi in defining rs for the sake of sim-
plicity in the discussion. The Coulomb interaction be-
tween electrons goes as 1/rs and the quantum kinetic
energy goes as n2 or 1/r2s based on the uncertainty prin-
ciple. This means that for low density or large rs, the
system would crystallize keeping the inter-electron sep-
aration maximal so as to minimize the potential energy
cost whereas for small rs, the system is an electron liquid
to minimize the quantum fluctuations associated with the
kinetic energy. There have been many detailed numeri-
cal calculations evaluating the critical value rc of the rs
parameter separating the Wigner solid phase from the
electron liquid phase, and rc ∼ 30 in d = 2 and rc ∼ 100
in d = 314–16, making Wigner crystallization an extreme
low-density phenomenon not of any relevance to ordinary
metals which have rs ∼ 5. In addition to having a low
critical density, Wigner crystallization also necessitates a
very low temperature ( TF where TF is corresponding
Fermi temperature). Note that Wigner crystallization
automatically comes with a length scale of the Wigner
crystal period, which is commensurate with kF since the
crystal must have a period connected to the correspond-
ing electron density.
While the Wigner physics arises from the competition
between the free electron kinetic energy and the Coulomb
potential energy (in the absence of any background lat-
tice potential), the Mott insulator arises from the physics
of narrow bands in a background periodic lattice where
the quantum kinetic energy is typically the inter-site elec-
tron hopping energy t. When this hopping energy is
much smaller than the typical Coulomb energy between
the electrons on neighboring sites, the system, according
to Mott, will minimize the Coulomb energy by becoming
completely localized on the lattice sites. So the condition
for Mott transition from a band metal to a Mott insula-
tor on a tight binding lattice is that t Ec. Given that
t typically decays exponentially with the lattice spacing
a while Ec ∼ 1/a, dimensional arguments suggest such
a Mott transition at large values of a although such an
argument does not prove that this transition must hap-
pen and does not provide the critical lattice separation
defining the Mott transition. We also note that strictly
speaking a 1D system cannot have a true long-range or-
dered Wigner crystal although the situation would re-
semble a crystal on finite scale17. This distinction would
not be important for our work since we manifestly con-
sider small systems of current experimental interest in
the semiconductor quantum dot qubit community.
Since our motivation is to study coupled quantum dots,
we specifically consider a one-dimensional (1D) array of
Nd dots, which we model by a periodic background po-
tential. (Our system thus has two independent length
scales defined by the lattice period and the average elec-
tron density.) The 1D nature of the system is both
a great simplification and a substantial complication.
Many things are known exactly in 1D (unlike in higher
dimensions) about interacting electron systems, both on
a tight-binding lattice and in the continuum (i.e. free
electron-like). In particular, it is known that there is no
Wigner crystallization phase transition in a Coulomb in-
teracting 1D electron system in the thermodynamic limit
(i.e. there is no unique rc for 1D Wigner crystallization),
3but the system develops strong short-range periodic order
at the length scale of average electron separation which
falls off very slowly (slower than any power law)17–19,
and as such, it appears to be a crystal on finite length
scale (although there is no long range order). By con-
trast, a 1D half-filled periodic system with short-range
interactions is known to be insulating20, which for our
purpose can be construed to be a Mott insulator. Also,
the ‘metallic’ electron liquid phase is a Luttinger liquid in
one dimension in contrast to a normal Fermi liquid as in
higher dimensions although the Luttinger liquid aspects
of the underlying physics do not enter explicitly into our
finite size theory where we use exact diagonalization to
obtain our results.
In our work, we vary the strength of the periodic poten-
tial in a 1D array in the presence of Coulomb interaction
to smoothly interpolate between the strong tight binding
limit, where the periodic potential is very strong, and the
free electron limit, where the periodic potential is vanish-
ingly small. We calculate the electron density in the col-
lective ground state as a function of system parameters to
discern the Wigner and Mott limit in order to understand
the Mott to Wigner crossover in small 1D coupled quan-
tum dot arrays. The electron liquid phase (with a small
but finite Coulomb gap) arises as the generic crossover
phase in our results with Wigner and Mott phases show-
ing up in the limit of very weak and very strong lattice
potentials, respectively.
The rest of the work is organized as follows. In sec. II
we provide our Hamiltonian, explain the various param-
eters controlling the crossover physics and present our
exact diagonalization results. In sec. III we describe the
Mott-Wigner-liquid crossover in the system and provide
an effective phase diagram. We also consider the classi-
cal situation briefly in sec. III. In sec. IV, we connect
our results with a recent experiment reporting the ob-
servation of collective Coulomb blockade in quantum dot
arrays. We conclude in sec. V discussing future experi-
mental implications of our results and summarizing our
main findings. We provide additional detailed results in
the Appendix to complement the results in the main text.
II. GROUND STATE OF A COUPLED
QUANTUM DOT ARRAY
We model the quantum dot array by a 1D cosine po-
tential whose period is the spacing between neighboring
dots. We emphasize that our notations of insulator (con-
ductor) refer to the localized (extended) state of the elec-
tron spatial density profile. The Hamiltonian reads
H =
N∑
i=1
−~2
2m
∂2
∂xi2
± V0 cos
(
2pixi
a
)
+
~2
maB
∑
i<j
1√
(xi − xj)2 + d2
,
(1)
with V0 the period of the background potential a, and
we use open boundary conditions at x = ±Nda/2 where
Nd > N is the number of dots. The plus (minus) sign
is for even (odd) Nd. For GaAs electrons, the effective
electron mass is m ∼ 0.06me and the dielectric constant
is ε ∼ 10; making the Bohr radius aB ∼ 10 nm, which
is 200 times as large as the vacuum value, and the Ry-
berg energy Ry ∼ 5 meV, which is 2000 times less than
the hydrogen atom ionization energy. The cut-off d in
the Coulomb term regulates the short-distance behav-
ior of the interaction potential (and could represent the
lateral confinement size of the system in the direction
transverse to the 1D array). However, as we are inter-
ested in states where the electrons are localized apart
from each other, d is not an important parameter as long
as d a. Throughout this paper, we keep d = 0.05a only
for the sake of numerical computation - varying d does
not change the result as long as d  a. The system is
then controlled by two parameters: the inter-dot spacing
a and the potential height V0. For convenience, we ex-
press a and V0 in terms of aB and Ry respectively. To sim-
ulate the quantum ground state for each pair of (a, V0),
we use the configuration interaction method to diagonal-
ize the Hamiltonian (1) within the basis of single-particle
wavefunctions in the cosine potential. Most of the simu-
lations are performed with spinless electrons (unless ex-
plicitly stated otherwise, e.g. sec IV) as the exchange
energy is exponentially small for highly localized states,
and including spin in the calculations does not change
anything except for a corresponding change in the band
filling factor because of the spin degeneracy. We refer
to the minima of our cosine potentials as ‘quantum dots’
as they define the individual lattice sites in the 1D sys-
tem. Thus, our ‘dots’ are essentially lattice sites. Nomi-
nally, without any interaction, the system is a band metal
when the lowest band is partially-filled (i.e. number of
electrons is less than number of dots or sites) whereas it
is an ordinary band insulator when the number of dots
equals the number of electrons (since we consider spinless
electrons).
A. Spatial density profile
There are now three energy scales in the system: the
kinetic energy that goes as 1/a2, the periodic background
potential V0, and the Coulomb potential that goes as 1/a.
Our continuum Hamiltonian with periodic trapping po-
tential provides a minimal model for controlling the inter-
play among these three energies, thus inducing electron
liquid-Wigner crystal or electron liquid-Mott insulator
crossovers. We consider 4 electrons in 8 dots in Fig. 1,
which is a half-filled system since each dot can be occu-
pied by one spinless electron. Such a half-filled system is
by definition a metal in the noninteracting limit since all
8 dots will have equal amplitudes for electron occupation
if there is no interaction.
In Figs. 1(a)-(c), with increasing V0, the electrons start
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Figure 1. Calculated quantum spatial density profile of 4 spinless electrons in an 8-dot array at T = 0. By increasing V0 at
fixed a (the upper panel) or increasing a at fixed V0 (the middle panel), one can tune the system to Mott phase. The lower
panel is the Wigner crystallization phase with no background potential, the density profile at low a and V0 = 0 is different from
the system with finite background potential, but the profile at high a is qualitatively similar.
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Figure 2. Ground state spatial density profile of 4 spinless electrons in Nd-dot arrays. The parameters are chosen for the system
to be in the Mott insulator phase (a-c) or Wigner crystal phase (d-f). Figures (c) and (f) have the potential on the fourth dot
enhanced by 10%.
to localize on the dots but are still able to hop between
them, thus leaving an effective non-zero charge on all
the dots for V0 not too large. At higher V0, the hop-
ping strength is suppressed below the Coulomb repulsion,
leading to electrons localizing on a subset of the dots so
that they can stay as far away from each other as possible
for the given filling, thus minimizing the potential energy.
Such a localization is the effective Mott insulator state
in contrast to the electron liquid (or the metallic) state
where the electron hopping is equally probable on all the
dots. Figures 1(d)-(f) describe the process of increasing
the dot spacing at fixed V0. The interaction energy de-
creases as 1/a but the hopping strength is suppressed ex-
ponentially with a; therefore the hopping among the dots
is essentially blocked at sufficiently large a, leaving only
4 dots occupied similar to the previous case of increasing
V0. Thus, our model can be tuned to an effective Mott
insulator either by increasing the background potential
V0 or by increasing the inter-dot separation a.
In addition, by tuning to V0 = 0, we can simulate the
Wigner crystal formation (low average density) from an
electron liquid (high average density) in Figs. 1(g)-(i).
The result of increasing the potential energy (either by
increasing a or by increasing V0) is a qualitatively similar
state with 4 distinct localized density peaks, representing
an insulator. Conventionally, the state corresponding to
5Figs. 1(c) and (f) are called Mott insulator while the state
in Fig. 1(i) is the Wigner crystal. We note that there is
no phase transition between these two localized phases,
only a smooth crossover as a function of V0. We also
emphasize that for the noninteracting situation, where
the Coulomb interaction is weak (or absent), the sys-
tem in Fig. 1 is always a half-filled metal with all 8 dots
equally likely to be occupied by electrons - the electron
localization on 4 dots (out of 8 in the system) leading
to the insulating phase is a direct result of Coulomb in-
teraction among the electrons. The metallic liquid state
is clearly visible with all 8 dots partially occupied by
electrons in Figs. 1(a), (d), (g) where interaction effects
are weak compared with the hopping kinetic energy. By
contrast, Figs. 1(c), (f), (i) represent strongly interacting
insulating states in spite of the system being half-filled.
B. Mott-Wigner incommensurability
In the previous example of 4 electrons in an 8-dot array
(Fig. 1), the Mott insulator and Wigner crystal phases
are qualitatively similar with the only difference being
that the Mott state is typically more strongly localized
(although the same would be true to the Wigner phase for
very large dot separations). This is not always the case
and there can in fact be a qualitative difference between
these two phases even within the crossover physics being
studied here. For simplicity, we first study the extreme
Mott insulator, i.e. the hopping strength t → 0. Then,
the ground state energy is mostly the Coulomb potential
energy
E =
N−1∑
i=1
N∑
j=i+1
W (xi, xj), (2)
where W is the interaction potential and {x} ⊂
{a, 2a, ..., Nda}. If the lowest E is non-degenerate, i.e.
there is only one set {x} that gives the minimum energy,
the Mott insulator corresponds to a single occupancy con-
figuration and the number of density peaks is clearly the
number of electrons, similar to a Wigner crystal. Oth-
erwise, the Mott state is a superposition of multiple oc-
cupancy configurations, resulting in a higher number of
density peaks. We call these cases ‘incommensurate’ -
here the incommensuration is with respect to the ratio of
the number of spatial density peaks in the ground state
to the number of electrons (e.g. 4 peaks for 4 electrons
as in Fig. 1 is commensurate). By numerical trials on
Eq. (2) with Coulomb potential W (xi, xj) ∝ 1/|xi − xj |,
we find that N = 4 is incommensurate with Nd = 3m
and N = 3 is incommensurate with Nd = 2m with m
an integer. For larger N , the rule of incommensurabil-
ity is more complex. In Figs. 2(a)-(b) and (d)-(e), we
show the spatial density profiles of 4 spinless electrons
in Nd-dot arrays in the Mott insulator (high V0) and the
Wigner crystal (low V0) phases by varying Nd (> 4, with
the number of electrons fixed at 4). While the Wigner
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Figure 3. The effective exponent of the charge gap ∆E of
a 4-electron-8-dot array with respect to the average density
n = 2/a. This exponent approaches 1 at low density and 2
at high density. The inset shows the charge gap with varying
average density n.
crystal phase always has 4 density peaks regardless of the
number of dots (corresponding to 4 electrons in the sys-
tem - the Wigner phase must always be commensurate
with the electron number), the Mott phase has 4 peaks
for Nd = 7 and 6 peaks for Nd = 6 due to the degener-
acy of the Coulomb potential when Nd is a multiple of
3 (other cases of Nd are shown in the Appendix). We
note that this incommensuration arising from degener-
acy is only possible when all the dots are identical. As
a result, the incommensurate state is fragile and may
not be observed experimentally unless disorder is mini-
mal in the system. Specifically, in Figs. 2(c) and (f), the
fourth dot from the left has a 10% enhanced local trap-
ping potential, thus slightly altering the periodic cosine
potential of the model, leading to the density profile of
the incommensurate Mott phase at Nd = 6 to shift dra-
matically from 6 to 4 density peaks. Additional results
emphasizing the Mott incommensurability and compar-
ing Mott/Wigner phases are provided in the Appendix.
In principle, however, the possibility of a qualitative dis-
tinction between the Mott phase and the Wigner phase
based on commensurability is one important new finding
of our work.
We do believe that the incommensuration physics
shown in Fig. 2 is the most decisive way to distinguish
between the Mott and the Wigner phase with the Wigner
phase always showing the number of density peaks com-
mensurate with the number of electrons whereas the
Mott phase may manifest, depending on the details, an
incommensurate number of peaks compared with the
electron number provided that the disorder effects are
small.
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Figure 4. Charge gap of 4 electrons in an 8-dot array
with long-range and modified short-range interactions (with
a range rm) at V0 = 5 Ry. The gaps of short-range cases first
peak at n ≈ 0.025, 0.04 and 0.1 aB-1 for rm = 40, 25 and 10 aB
respectively.
C. Charge gap
In addition to the nature of the spatial density profiles
(localized or extended) discussed above (Figs. 1 and 2),
insulators can also be differentiated from metals by the
existence of a non-zero charge gap - the energy needed
to add a single electron to the system, analogous to the
Coulomb blockade effect8,21. The charge gap of a system
that already has N electrons with the (N + 1)th electron
added is defined as
∆E(N) = E(N + 1) + E(N − 1)− 2E(N), (3)
where E(N) is the ground state energy of the N -electron
array. In the inset of Fig. 3, we show the charge gap of
an 8-dot array with 4 electrons at fixed V0 = 2 Ry as a
function of the average density n = 2/a. At low average
density, the gap grows linearly with n up to some value
nc; then the slope increases signaling a change in the
exponent of n, corresponding to a switch in the dominant
energy scale. In the main Fig. 3, we compute the effective
exponent d ln(∆E)/d ln(n) for different V0. There is a
universal behavior: at low n (i.e. large a), the exponent
approaches 1 reflecting the dominance of the Coulomb
interaction in the strongly localized insulating regime;
at high n (i.e. small a), the exponent approaches 2 as
the kinetic energy takes over the system in the strong
metallic extended regime. However, the crossover density
nc increases with V0. This is because V0 helps effective
localization compared with the free electron situation by
constraining the kinetic energy of electron motion.
The charge gap increases with the density and grows
linearly at low average density. Then it can be inferred
that the charge gap is always non-zero for any pairs of
(a, V0) defining our model. This is the direct result of the
long-range nature of the interaction. To show the rele-
vance of the interaction range in this context, we repeat
the calculation for a model short-range interaction with
a range rm such that W (x1, x2) ∝ 1/
√
(x1 − x2)2 + d2
for |x1 − x2| ≤ rm and W = 0 otherwise, focusing on
the low-n regime where the charge gap is mostly due to
the interaction. In Fig. 4, contrary to the ever increas-
ing charge gap in the long-range case, short-range inter-
acting systems have a finite region of zero charge gap.
Specifically, the charge gap first peaks at n = 1/rm, cor-
responding to one electron per interaction range. Other
peaks occur at higher electron fillings over the interac-
tion range, i.e. at the average densities of 2/rm and
3/rm. This result is qualitatively consistent with exact
results for the short-range 1D Hubbard model. In the
limit V0 → ∞ and rm → 0, i.e. the zero-range spinful
interacting Hubbard model, the exact solution20 shows
that the charge gap starts to appear when every site is
occupied (half filling) so that the added electron must
occupy a filled site and interact with the electron already
located there. For the finite-range spinless model used for
our results in Fig. 4, we may therefore expect that, the
charge gap should emerge when each interaction range
rm is filled by more than one electron. As a result, in a
system interacting via the infinite-range Coulomb poten-
tial, the charge gap is always non-zero. In the thermody-
namic limit, i.e. N,Nd →∞ but N/Nd and the hopping
strength t staying finite, within the long-range Hubbard
model, the insulator-metal crossover has been hypoth-
esized to happen when the interaction range increases
which is consistent with our finding for the model with
rm
22,23.
We mention that our finding of a small charge gap in
the liquid phase and a large charge gap in the Mott phase
is analogous to what was termed ‘collective Coulomb
blockade’ and ‘Mott gap’ (or just ordinary Coulomb
blockade’) in the context of Hubbard model-based studies
of coupled quantum dots8,21. In particular, strong inter-
dot tunneling in the liquid phase leads to the delocal-
ized behavior that all the dots are undergoing Coulomb
blockade together whereas in the strongly localized Mott
phase, each electron is strictly localized in individual dots
leading to a large charge gap associated with Coulomb
blockade in a single small dot. Thus, Mott to liquid
crossover is also a crossover between individual Coulomb
blockade to collective Coulomb blockade. Interestingly,
the Wigner phase also manifests the collective Coulomb
blockade.
III. MOTT-WIGNER-LIQUID CROSSOVER
A. Localized phase
We now discuss the crossover between the Mott phase,
with a strong lattice potential, and the Wigner phase
where the lattice potential is absent (or very weak).
We emphasize that there is no quantum phase transi-
tion here, and the difference between the two phases is
purely qualitative with the Mott phase being commen-
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Figure 6. Critical rs and V at which the strong localization
starts to happen. The dashed lines are fitted against the
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aid the vision. The strong localization regime is divided into
two parts: Mott insulator for V > 25 and Wigner crystal for
V < 25.
surate (incommensurate) with the lattice (electron den-
sity) and the Wigner phase being the opposite in the
thermodynamic limit. In fact, even the electron liquid
to the Mott (or Wigner) phase in our finite 1D system is
a crossover as a function of the lattice potential (and/or
the inter-particle separation) with no true phase transi-
tion although qualitatively the spatial electron density is
localized (extended) in the Mott/Wigner (liquid) phase
as shown in Figs. 1 and 2.
In the limit of strong lattice trapping potential, we
expect the crossover to depend strongly on V0. In this
regime, the system can be mapped into a tight-binding
model22–24. We note that this approximation already
excludes the Wigner crystal phase, which exists only for
very low V0 where the system is essentially free-electron-
like. Within the tight binding model, by definition, there
can be no Wigner crystal phase, only Mott and liquid
phases. We first discuss the crossover between the liquid
and the Mott phase (e.g. Fig. 1(a) to 1(c) or 1(d) to 1(f))
- here the interacting electron liquid is a Luttinger liquid
because the system is one dimensional, and therefore, the
crossover we are discussing is a Luttinger-Mott crossover
(although this is entirely academic and of no particu-
lar significance to our consideration). Within the on-
site interacting Hubbard model and the thermodynamic
limit N,Nd → ∞, the conditions for a Luttinger-Mott
crossover are as follows: (i) the number of particles is
commensurate with lattice sites n¯ = Nd/N is an integer,
(ii) the Luttinger interaction constant K < 1/n¯225,26.
We have already shown that the commensurability for
finite sizes and long-range interaction is defined by more
complex conditions, and therefore we expect the finite-
size Luttinger-Mott criteria to be modified from these
infinite system conditions. The tight binding model uses
site indices i = 1, ..., Nd instead of the continuum posi-
tion variable, hence we first need to rescale our Hamilto-
nian (1) with respect to the inter-dot spacing in order to
obtain the tight binding limit
H =
~2
ma2
[
N∑
i=1
∂2
2∂Xi
2 ± V cos(2piXi)
+
∑
i<j
rs√
(Xi −Xj)2 + η2
 ; (4)
where X = x/a and the two controlling dimensionless
parameters are
V = ma2V0/~2, rs = a/aB . (5)
If V0 is in Ryberg energy and a is in Bohr radius, the
relation reduces to V = V0a
2/2 and rs = a. The soft
Coulomb constant η = d/a is chosen to be 0.05 as in the
previous section. The corresponding spinless single-band
tight-binding model is then
Htight-binding =
(∑
i
tc†i ci+1 + h.c.
)
+
∑
i<j
rs
|i− j|ninj .
(6)
As the number of electrons is chosen less than the number
of dots and electrons repel each other, double occupancy
is unlikely (we can always impose it as a constraint).
Therefore, we ignore both the spin degree and the on-
site interaction, thus considerably simplifying the prob-
lem. However, electrons at different sites can interact
through the long-range Coulomb interaction described by
the second term in Eq. (6). As we already point out in
subsection IIC, this term qualitatively resembles the on-
site interaction strength U in the Hubbard model. The
hopping strength t can be estimated by the WKB approx-
imation. For large V , the kinetic energy of the particle
inside the dot is k2 ∼ √V  V , so we can estimate
k2 ≈ 0 and classical turning points as X1 ≈ −0.5 and
8X2 ≈ 0.5. The tunneling amplitude is approximately
t ∝ exp
[∫ X2
X1
−
√
2(V (X)− k2)dX
]
≈ exp[−1.27
√
V ].
(7)
To validate Eq.(7), we consider a translationally invari-
ant single-particle 1D Hamiltonian with a cosine poten-
tial H = −∂2X/2+V cos(2piX). This Hamiltonian has ex-
act solutions - the Mathieu function, allowing us to calcu-
late the bandwidth δ = E(k = pi)−E(k = 0). We obtain
the derivatives of d ln δ/d
√
V at V = 25, 100, 400, 600 as
0.92, 1.12, 1.20, 1.22 respectively. Therefore, even though
the correct asymptote is t ∝ e−1.27
√
V , for the range V <
100 used in our simulation, it is reasonable to approxi-
mate t ∝ e−1.0
√
V . Then, by fitting the ground state en-
ergy of the 8 dots - 4 electrons continuum model given in
Eq.(4) to the corresponding tight-binding model for rs =
0, we have the approximate relation t = 24 exp(−1.0√V )
connecting the continuum and the tight-binding model in
the large V limit of interest. Note that the approximate
nature of this free electron to tight binding mapping is
not of much significance since our interest is a general
understanding of the Mott-liquid crossover.
In Fig. 5, we present the simulation results for the
tight-binding model of 4 electrons in 8 sites with different
values of the ratio rs/t (recall that rs = a/aB). For a low
value of rs/t, all the sites are almost equally occupied,
and the system is an effectively ‘metallic’ electron liquid.
As rs/t increases, the occupancies on sites 1-3-6-8 are en-
hanced while other sites are less likely to have electrons
due to the suppressed hopping. Beyond a certain large
critical value of rs/t, we achieve complete localization,
i.e. 4 sites with occupancy close to unity (> 0.99) and
the rest are empty (with occupancy < 0.01). As a result,
we have the following empirical rule for the conductor-
insulator or liquid-Mott transition
t
rs
= const = 24e−C ⇒ ln(rs) = C − 1.0
√
V . (8)
By numerically searching for the lowest rs/t where any
occupied site (or the multiple sites in the incommensu-
rate cases) has occupancy > 0.99 , we obtain the constant
C of Eq. (8) as C = 8.5, 7.5 and 6.7 for different configu-
rations: 4e/8 dots, 3e/8 dots and 3e/6 dots, respectively.
To test this finding, we carry out a simulation for V rang-
ing from 0 to 100 in the continuum model described by
Eq.(4). At each value of V , we obtain the minimum rs
such that the density profile shows 4 distinct peaks with
occupancy larger than 0.99 each for the 4-electrons case;
for the 3-electrons cases, the middle peak is allowed to
split into two sub-peaks because of the incommensura-
bility. The results are shown in Fig. 6. For V > 25,
all the boundaries show similar linear relation between
ln(rs) and
√
V and the fitted coefficients are consistent
quantitatively with the prediction from the tight bind-
ing model. For V < 25, the localization is weakly de-
pendent on V , which suggests that the process is driven
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Figure 7. Average density correlation compared to the av-
erage density (1/a) with respect to distance ∆x at points
along the conductor-insulator phase boundary in Fig 6 for the
4-electron-8-dot array. The correlation essentially vanishes
for V > 25 justifying that being the effective Mott-Wigner
boundary.
mostly by the interaction rather than the underlying lat-
tice potential. We emphasize that this interaction-driven
‘localization-delocalization’ transition is the crux of Mott
physics, which should be observable in all arrays of cou-
pled quantum dots according to our simulations.
We conclude that for low V (V < 25), the delocalized-
to-localized crossover is more related to the Wigner crys-
tallization at V = 0. For high V (V > 25), the crossover
is more like Mott transition (which only needs short-
range interaction) and the long-range nature of the in-
teraction is less important since the required value of rs
decays exponentially with
√
V . Based on these purely
qualitative arguments, we divide the localization regime
into (somewhat arbitrarily) two parts: Mott insulator
for V > 25 where the lattice plays a dominant role and
Wigner crystal for V < 25 where the lattice does not
play a dominant role. Phenomenologically, both Wigner
crystal and Mott insulator look similar with sharply dis-
tinguishable spatial density peaks, and we could very eas-
ily define all non-zero V insulating situation as the Mott
phase calling only the V = 0 localized phase insulator
the Wigner phase. However, as we will show in the next
subsection, there are some key differences between Mott
and Wigner phases in terms of density correlations. We
emphasize that a smooth Mott-Wigner crossover can be
caused by continuously varying the coupling strength rs
relative to V with the large V (rs) phase being compar-
atively more Mott (Wigner)-like. The specific ‘critical’
parameter separating these phases is arbitrary and ill-
defined since the phenomenon is purely crossover physics.
B. Correlated phase
As mentioned above, Wigner crystals and Mott insu-
lators are similar in terms of their density profiles, both
manifesting strongly localized density peaks.. However,
9Mott insulators only need weak interaction when V is
sufficiently large (as can be seen in the exponentially de-
caying rs) while Wigner crystal formation requires large
rs long-range interaction. Therefore, the density correla-
tion function can provide a signature to distinguish the
Wigner phase27–29. The correlation function is defined
as
R(∆x) =
∫
dx 〈ρ(x)ρ(x+ ∆x)〉 − 〈ρ(x)〉 〈ρ(x+ ∆x)〉 .
(9)
In Fig. 7, we show the calculated density correlation
scaled to average density (∼ 1/a) for various (V, rs) val-
ues along the localization phase boundary shown in Fig. 6
for the 4 electrons/8 dots case. For V > 25 where the
localization is mostly aided by the interactions in the
presence of the periodic potential, the correlation is sig-
nificantly suppressed, while for V < 25, the Wigner crys-
tal region, the density correlation is noticeable. In the
Mott insulator phase, the electrons can be considered
as individual oscillators trapped at the sites; whereas in
the Wigner crystal phase the excitation is always col-
lective. This also reinforces the collective (individual)
Coulomb blockade property of the Wigner (Mott) phase.
An equivalent qualitative description is that the Wigner
crystal phase is essentially the ‘correlated’ Mott phase
where lowering the lattice potential and decreasing elec-
tron density enhances the density correlations, inducing
a crossover in the system from individually site-localized
Mott phase to a ‘correlated’ Mott phase, and eventu-
ally, to the Wigner crystal phase with the correlations
being maximum in the crystalline phase. This individ-
ual/collective behavior can be estimated using a classical
model of a system of coupled oscillators27. The poten-
tial energy (including the periodic background and the
Coulomb potential) tensor is given by expanding around
the equilibrium position Xi = n + 1/2 with n being an
integer
Ai,i =
∂2
∂X2i
−V cos(2piXi) +∑
j 6=i
rs
|Xi −Xj |

= 4pi2V + 2rs
∑
j 6=i
1
|Xi −Xj |3 ;
Ai,j =
∂2
∂Xi∂Xj
rs
|Xi −Xj | =
−2rs
|Xi −Xj |3 .
(10)
The maximum correlation is obtained when the off-
diagonal elements are much larger than the diagonal
ones. As a result, the correlation properties of the sys-
tem should depend on the ratio rs/V . Hence, we are able
to tune the system from uncorrelated to correlated Mott
insulator phase by increasing rs at a fixed V or equiva-
lently decreasing V at fixed rs. To study the crossover to
the correlated Mott phase, we increase rs at each value of
V > 25 until the maximum of the correlation function is
0.015/a - the maximum value of the correlation function
at V = 25. The boundary of the completely-correlated
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Figure 8. Phase diagram of 4 electrons in an 8-dot array show-
ing the correlated Wigner crystal (WC) phase, uncorrelated
Mott insulator (MI), correlated Mott insulator (MI+C) and
Luttinger liquid (LL) phases.
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Figure 9. Phase diagram same as Fig. 8 but in physical pa-
rameters: the inter-dot spacing a and the potential barrier
height V0. The black dots represent states in Fig. 1. The
value V0 = 0 in Figs. 1(g)-(i) is approximated as 10
−4 to
display on the logarithmic scale.
Wigner crystal (WC), uncorrelated Mott insulator (MI),
and correlated Mott insulator (MI+C) as well as the ex-
tended metallic Luttinger liquid (LL) phase are shown
together in Fig. 8. From the numerical simulation on the
continuum model with tunable V and rs , the correlation
boundary is best described by rs ∝ V 0.85 which is close
to the crude estimation using coupled oscillators model.
We note that our qualitative phase digram depicted in
Figs. 8 and 9 (to be described and discussed below) is
qualitative since all the phases here are simply crossover
phenomena. In a finite system, we do not expect strict
quantum phases, nevertheless we believe that these three
phases (Wigner, Luttinger, Mott) are meaningful to ex-
plore experimentally. After all it is well-known that 1D
Coulomb systems do not have any long range crystalline
order17, but the recent experimental observation of the
effective 1D Wigner crystal in a finite 1D system is still
a useful advance.3
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C. Correlation physics in the tight binding model
To derive the condition for the delocalized/localized
crossover, we make the connection between the physical
system and the tight-binding model, implying the pos-
sibility of studying the effect in a semiconductor quan-
tum emulator in the laboratory8. The same question
arises with the correlation property: whether it can be
studied by a quantum emulator. Our first task is to un-
derstand how the continuum model in MI+C phase is
mapped into the tight-binding model. The fitted equa-
tion of the correlated phase boundary suggests that the
interaction strength rs is comparable to the band gap
(controlled by V ). Thus, one has to consider multiple
bands in the tight-binding model. In that case, each
dot possesses not only charge but also dipole and multi-
poles. As we are interested only in the region of strong
localization, the wavefunction overlap between different
dots is negligible and the Hamiltonian up to the second
order contains only the following interactions: charge-
charge, charge-dipole, dipole-dipole and charge-second
order pole. Moreover, in the large V regime, we can
approximate the electrons as oscillating inside a har-
monic potential with frequency ω ∝ V 1/2. As a re-
sult, the band gap, dipole and second-order pole go as
∆E ∝ V 1/2, 〈x〉 ∝ V −1/4 and 〈x2〉 ∝ V −1/2. The de-
tailed interactions are
charge-charge: V0(i− j) = rsninj/|i− j|;
charge-dipole: V1(i− j) = rsγα,β
nic
+
j,βcj,αsgn(i− j)
V 1/4|i− j|2 ;
dipole-dipole: V2(i− j) = rsγα,βγδ,σ
c+j,δcj,σc
+
j,βcj,α
V 1/2|i− j|3 ;
charge-2nd order pole: V ′2(i− j) = rsγ′α,β
nic
+
j,βcj,α
V 1/2|i− j|3 ;
where the Greek indices indicate dot energy levels and
coefficients γ, γ′ depend only on the level indices. We
emphasize that all the terms in the Hamiltonian com-
mute with the dot occupancy operator ni =
∑
α c
†
i,αci,α.
Therefore, individual dot occupancies are good quantum
numbers and will not exhibit the correlation. On the
other hand, the Hamiltonian does not commute with level
occupancy operators. Thus, if one can resolve the occu-
pancy of each dot excitation level (e.g. measure the dot
dipole), the correlation physics can be directly seen in a
quantum dot emulator. The ability of inducing inter-dot
correlation depends on the ratio of non-commuting in-
teractions to the band gap, i.e. V1/∆E ∝ rs/V 3/4 and
V2, V
′
2/∆E ∝ rs/V . It should be noted that in a symmet-
ric system, charge-dipole interactions between dots can-
cel each other (in fact in our approximation using coupled
oscillators, we assume that the equilibrium positions of
the Coulomb and trapping potentials coincide, which is a
consequence of symmetry and therefore the total charge-
dipole interaction disappears automatically). For a sys-
tem with only a few dots and electrons, the symmetry is
broken and charge-dipole interaction might be non-zero.
This may explain why the extracted numerical exponent
in Fig. 8 is between 3/4 and 1.
To give more insight into reproducing different collec-
tive ground states in a quantum dot emulator, we convert
the phase diagram expressed (Fig. 8) in dimensionless
parameters rs and V back to the physical parameters
a and V0 (we remind that V depends on both a and
V0) in Fig. 9. Figure 9 using experimental parameters
(average inter-electron distance and the effective lattice
potential) shows that the most accessible phases in the
coupled dot system are Mott insulator and Luttinger liq-
uid. The Wigner crystal phase requires very large a (low
average density) and very small V0, while the correlated
Mott insulator exists at low V0 and even larger a.
The currently available quantum dot arrays are inca-
pable of manifesting the Wigner phase as shown in our
Fig. 9, but improvement in fabrication and control may
led to the observation of the Wigner phase in quantum
dot arrays.
D. Crossover to classical phases
Strictly speaking, our previous results on the collec-
tive quantum ground states are only valid at zero tem-
perature. However, these results are still applicable
when the temperature is much less than the effective
Fermi temperature TF ∼ 1/a2. For example, with an
8-dot array, the expression of the hopping strength t =
24e−1.0
√
V ~2/(ma2) continues down to V = ma2V0/~2 =
25, thus we estimate the quantum-classical crossover tem-
perature as
kBTF =
0.32
a2
, (11)
with a expressed in Bohr radius and kBTF in Rydberg.
When T  TF , the system is simply described by the
classical Boltzmann distribution. The spatial density
profile in this thermodynamic limit is obtained by
ρ(y) ∝
∫
dxNδ(x1 − y) exp
(
−U({xi})
kBT
)
, (12)
where U is the sum of the background potential and the
interaction energy. For high T , the system is a classi-
cal liquid with uniform spatial density distribution. The
spatial density profile in the classical regime for different
sets of a and V0 are shown in Fig. 10.
In the classical limit, the hopping strength as a func-
tion of a and V0 or the non-interacting kinetic energy as
a function of a is replaced by the thermal energy which
only depends on the temperature. As a result, chang-
ing V0 has no effect on the charge distribution. On the
other hand, decreasing a increases the interaction energy
Ec ∼ 1/a while the thermal energy is unchanged, thus ef-
fectively inducing a liquid-to-solid crossover. In the limit
of very low a only one configuration with the lowest in-
teraction energy (for 4 electrons in an 8-dot array, the
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Figure 10. The classical limit of the spatial density profile of 4 electrons in an 8-dot array. The upper panel: kBT = 0.2 Ry
and kBTF = 0.08 Ry for figures (a)-(c). The occupancy pattern stays unchanged despite the increasing V0 at fixed a. The
lower panel: kBT = 1.2 × 10−3 Ry and kBTF = 8.0 × 10−6, 8.9 × 10−5 and 8.0 × 10−4 Ry for figures (d)-(f). The occupancy
pattern shifts from 8 peaks to 4 peaks when decreasing a at fixed V0 but not when increasing V0 at fixed a.
occupied 1-3-6-8 sites) survives. We emphasize that in
the quantum system, such crossover happens for increas-
ing V0 at fixed a, or increasing a at fixed V0. Therefore,
in experiments when the temperature is higher than TF ,
the observed classical thermal states can have completely
different behavior from the true quantum ground states.
Thus, studying temperature dependence could also of-
fer insight into the nature of collective quantum ground
states of coupled quantum dot arrays.
IV. CONNECTION TO THE DELF
EXPERIMENT
In Ref.8, the Delft group experimentally studied 3 gate-
defined quantum dots to observe the inter-dot-tunneling-
induced ‘transition’ from the individual Coulomb block-
ade (CB) behavior to the collective Coulomb blockade
(CCB) behavior. In the current section we consider spin-
ful electrons in 3 coupled quantum dots in order to make
connection between our work and this Delft experiment,
which was interpreted as the solid state quantum sim-
ulation of the Fermi-Hubbard model. We use the full
continuum Coulomb model (our Eq. 1) in contrast to the
original predictions21,30 and of CCB (and the numerics in
the Delft experiment) where the tight binding Hubbard
model was used to predict the CB to CCB crossover with
increasing electron hopping.
In our work, the CB state is the Mott phase at very
weak tunneling and the CCB state is the strong tunnel-
ing induced liquid phase. In Fig. 11 we show our 3-dot
exact diagonalization results for spinful electrons based
on Eq.(1). For completeness, we show in Fig. 11 our
exact 3-dot results for N = 2, 3, 4 spinful electrons as
a function of increasing tunneling, choosing parameters
which correspond approximately to the Delft experiment.
Our Fig. 11 clearly shows the smooth crossover nature of
the hopping-induced transition from the CB (weak hop-
ping) Mott phase to the CCB (strong hopping) liquid
phase. The individual electrons are strongly localized
in the Mott phase leading to individual CB whereas the
electrons are extended throughout all 3 dots in the CCB
liquid phase. It is instructive that the Mott CB to the
liquid CCB phase crossover as a function of tunneling
shows up for N = 2, 3, 4 electrons in the same qualitative
manner.
In Fig. (12) we focus on the half-filled 3-dot and 3-
spinful electron system, showing results for a fixed V0
(corresponding approximately to the Delft experiment),
varying the inter-dot separation a, from very small a cor-
responding to a weakly interacting system to a very large
a corresponding to a strongly interacting system. The
system crosses over from a CCB liquid state for strong
tunneling (i.e. small a) to the CB Mott for larger a.
According to our phase diagram, the Mott CB to the liq-
uid CCB crossover takes place for a ∼ 1 aB in the Delft
experiment where V0 = 10. This is consistent with the
results shown in Fig. (12). Also according to our cal-
culated phase diagram, only Mott CB and liquid CCB
phases are accessible for V0 = 10 Ry, no matter how
large a is. Thus in the Delft experiment and indeed in
all experimental systems fabricated so far, the correlated
Mott phase and the Wigner phase remain inaccessible.
To observe the correlated Mott or the Wigner phase the
strength of V0 must be two or more orders of magnitude
smaller than in the Delft sample.
V. CONCLUSION
In this work, we consider a minimal continuum model
of a finite coupled linear quantum dot array with a few
interacting electrons to ascertain the suitability of such
a semiconductor qubit system being used as a quantum
emulator to study collective quantum ground states of
systems interacting via the Coulomb interaction. The
model has just two parameters, V0 defining the effective
background lattice or trapping confinement potential cre-
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Figure 11. Simulated spinful systems with N = 2, 3 and 4. We fix the Coulomb cut-off at d = 0.05a in all simulations and
provide the ratio t/U ≈ 8e−
√
V /(rsV
1/4) where t is the hopping strength and U is the on-site interaction energy (rs and V are
explained in the main text). At high t/U (a), the system is a liquid, corresponding to the collective Coulomb blockade phase;
while at near zero t/U ((b) and (c)), the system is a Mott insulator, corresponding to the individual Coulomb blockade phase.
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Figure 12. Simulated spatial density profile of 3 spinful electrons at fixed V0 = 10 Ry, d = 0.05a and varying inter-dot spacing
a. The system crossovers from the weakly interacting regime (CCB) at small a to strongly interacting regime (CB) at large a.
Given V0 = 10 Ry, despite the strong localization at large a, the system is still an uncorrelated Mott insulator.
ating the dots which sets the scale for the kinetic energy
through inter-dot electron hopping and the inter-electron
separation a defined by the electron number which sets
the scale for Coulomb interaction. We find that by vary-
ing V0 and a, it is indeed possible to tune the system
through three effective phases: an electron liquid phase
where the occupancy of all dots in the system are approx-
imately equal indicating an extended effective metallic
phase with a small charge gap and two insulating effective
solid phases where the electrons are preferentially sharply
localized at some of the dots leaving the other dots un-
occupied. The two solid phases, Mott and Wigner, oc-
cur at large V0 and small V0 respectively provided that
the Coulomb interaction is strong. The solid phases are
strongly insulating with large charge gaps since electron
hopping through the finite lattice is strongly inhibited
by virtue of certain dots being permanently unoccupied
in order to minimize the Coulomb energy. The main
difference between Wigner and Mott phases, other than
one (Mott) being in the strong lattice potential regime
and the other (Wigner) being in the weak lattice po-
tential regime, is that the Mott phase can in principle
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be incommensurate with the electron number with the
number of sharp density peaks being different from the
number of electrons whereas the Wigner phase is always
commensurate with electron density with the number of
density peaks being exactly equal to the number of elec-
trons. We find this interesting incommensuration to be
rather fragile though with the Mott phase manifesting
the same number of peaks as the electron number when
the background lattice potential has of the order of 10%
inhomogeneity.
The Mott (liquid) phase corresponds to the Coulomb
blockade (collective Coulomb blockade) states with a
large (small) charge gap in the finite array. The crossover
between these effective phases can be controlled by tun-
ing the effective electron hopping. Our work shows that
small 1D arrays of coupled quantum dots can indeed be
used as good solid state quantum emulators provided ex-
cellent electrostatic control is attained.
We also construct an effective quantum phase diagram
for the system in the V0−a space, emphasizing, however,
that the physics here is purely crossover physics with no
true phase transitions. The Mott phase for large V0 and
a goes over smoothly to the Wigner phase for vanishing
V0. We show that density correlations can be used to dis-
tinguish between the Mott and Wigner phases, but this
distinction is more a quantitative distinction rather than
a qualitative difference. We also calculate the charge gap
in the system, commenting on its different behavior in
the kinetic energy versus the potential energy dominated
regimes.
Since the model parameters used for our simulations
loosely correspond to Si and GaAs based quantum dot
systems, we believe that some of our predictions can be
experimentally verified in currently existing quantum dot
arrays where the electrostatic control has now reached
a very impressive level, allowing the degree of control
necessary to observe the delicate interaction physics pre-
dicted in our work.
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Appendix: Additional simulation data
In this Appendix we provide results for additional sim-
ulations of the quantum dot arrays to complement the
results shown in the main text.
In particular, Fig. 13 presents results for 4 spinless elec-
trons in an array of Nd dots, staying in the effective Mott
phase (V0 = 1 Ry and a = 70 aB) where Nd varies from
5 to 13 - note that Nd = 4 is the band insulator limit
for 4 spinless electrons. In each case, we compare the re-
sults with and without Coulomb interactions to show the
clear effect of electron-electron interaction in producing
the collective Mott-like ground state. The incommensu-
ration physics of the Mott phase can be seen in Fig. 13(c)
and (e) where the number of localized density peaks is
more than the number of electrons (as it would be for
the Wigner solid) and less than Nd (as it is for the non-
interacting case or the electron liquid phase).
In Fig. 14, we show details in the Wigner phase, to
be compared with Fig. 13 in the Mott phase, choosing a
small V0 (=0.001 Ry) and a large a = 100 aB, and com-
paring interacting and noninteracting situations. The in-
teracting system in this effective Wigner limit always has
4 peaks as determined by the electron number indepen-
dent of Nd in contrast to the Mott phase in Fig. 13.
Thus, the number of peaks in the interacting system is
capable of clearly distinguishing between Mott an Wigner
phases although the sharply site-localized density profiles
in these two phases are qualitatively similar.
To further emphasize the incommensuration physics in
the Mott phase, we show results for 3 electrons in Nd =
5 and 6 sites in Fig. 15 and comparing Wigner (small
V0) and Mott (large V0) phases– the number of localized
density peaks in the Mott phase for Nd = 6 is 4 (and not
3), indicating incommensuration with electron number.
In this figure, we also show in panels 15(c) and (f), the
effect of a weak disorder in the background potential by
enhancing the potential depth on the 4th site by 10%.
The incommensuration in the Mott phase is suppressed
by disorder in Fig. 15(c) with only 3 peaks appearing
here, but the Wigner result in Fig. 15(f) is hardly affected
by disorder.
In Fig. 16 we provide some additional results for the
calculated charge gap.
In Figs. 17 (b)-(f), we show the calculated effect on
the Mott phase of adding a random disorder potential
to the background lattice confining periodic potential .
The background potential in the presence of the random
potential F (x) is:
V (x) = V0 cos(2pix/a) + F (x), (A.1)
where the disorder F (x) is chosen to have a Gaussian ran-
dom distribution with zero mean and a variance given
by Vrms, which varies between 0 (Fig. 17(a)) and V0
(Figs. 17(f)). Note that we keep the background peri-
odic lattice potential the same as in the rest of this work
with F (x) just randomly modulating the lattice periodic
potential. The simulations are carried out for 4 spin-
less electrons in a 7-dot array with V0 = 15 Ry and
a = 3 aB, corresponding to the typical Coulomb inter-
action e2/a ≈ 0.667 Ry. The quantum dot array pa-
rameters for Fig. 17 (i.e. values of a, V0, the number of
dots, the number of electrons, etc.) have been chosen to
correspond to a realistic GaAs-based experimental qubit
system being studied at Delft University31. For each dis-
tribution of F (x), we perform the simulations 4 times
with 4 random F (x). The results shown in Fig. 17 indi-
cate that disorder only affects the locations of the den-
sity peaks, which could now be randomly shifted from
the dot locations by virtue of the localization induced by
14
ρ
(x
)a
0
3
6
9
12
-2 -1 0 1 2
(a) Nd = 5
0
2
4
6
8
10
-4 -3 -2 -1 0 1 2 3 4
(b) Nd = 8
0
2
4
6
8
10
-4 -3 -2 -1 0 1 2 3 4
(c) Nd = 9
0
4
8
12
-5 -4 -3 -2 -1 0 1 2 3 4 5
(d) Nd = 11
0
2
4
6
8
10
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6
(e) Nd = 12
0
4
8
12
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6
(f) Nd = 13
x/a
Figure 13. Mott phases of 4 electrons at V0 = 1 Ry and a = 70 aB for various number of dots Nd as shown. The solid lines
are the density profiles of Coulomb interacting systems, while the dashed lines represent the corresponding non-interacting
systems. The number of peaks is larger than the number of electrons when Nd is a multiple of 3 such as Nd = 9, 12. This is
the Mott incommensurability discussed in the text
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Figure 14. Wigner phases of 4 electrons at V0 = 0.001 Ry and a = 100 aB. The solid lines are the density profiles of Coulomb
interacting systems, while the dashed lines represent the corresponding non-interacting systems. The number of peaks always
equals the number of electrons since the Wigner phase is determined entirely by the electron density.
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Figure 15. Ground state spatial density profile of 3 spinless electrons in Nd-dot arrays. The solid and dashed lines represent
interacting and non-interacting system’s density profiles. In the Mott insulator phase, the number of density peaks is 3 for
Nd = 5 but 4 for Nd = 6, demonstrating the incommensurability when N = 3 and Nd is an even number. Figures (c) and (f)
have the potential on the fourth dot enhanced by 10% representing disorder effect, which destroys the incommensurate state.
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Figure 16. Charge gap of an 8-dot array at fixed V0 = 5 Ry
with N = 3, 4, and 5 electrons. The solid lines are computed
with Coulomb potential while the dotted lines are computed
without interaction. For Coulomb interacting systems, the
charge gap is always non-zero for any fillings and finite den-
sities.
disorder. But there are still 4 sharply localized density
peaks which, for weak disorder (Vrms < 0.01V0), are un-
affected showing the relative robustness of the localized
Mott phase to small amounts of disorder.
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Figure 17. Mott phases of 4 spinless electrons in a 7-dot array having V0 = 15 Ry, a = 3 aB, and a random modulation
whose mean value is zero and variance is Vrms. For weak modulation (Vrms = 0.01V0), the density profile is identical to the
unmodulated case (Vrms = 0). Stronger modulation causes the peaks to shift, but the pattern of 4 distinct density peaks is
preserved throughout.
