In this paper we contrast the performance of three different parallel dynamic load-balancing algorithms when used in conjunction with a particular parallel, adaptive, time-dependent, 3-d ow solver that has recently been developed at Leeds. An overview of this adaptive solver is given along with a description of a new dynamic loadbalancing algorithm. The e ectiveness of this algorithm is then assessed when it is coupled with the solver to tackle a model 3-d ow problem in parallel. Two alternative parallel dynamic load-balancing algorithms are also described and tested on the same ow problem.
Introduction
The use of distributed memory parallel computers for the solution of large, complex computational mechanics problems has great potential for both signi cant increases in mesh sizes and the signi cant reduction of solution times. For transient problems accuracy and e ciency constraints also require the use of mesh adaptation since solution features on di erent length scales are likely to evolve. Signi cantly, the meshes that are generally used for these problems on parallel machines are typically too large for serial adaptivity to be viable in conjunction with a parallel solver without causing a major serial bottleneck and a large communication overhead. In addition the size of the nal mesh would be arti cially constrained by the amount of memory available to a single processor. There is therefore a clear need for parallel adaptivity procedures to be supplied in addition to the parallel solver itself. This adaptivity should allow both the addition and deletion of degrees of freedom across the solution domain in a distributed manner, without ever requiring the entire mesh to be held on a single processor { see 10] for a discussion of some examples of such techniques.
In order for the parallel solver to perform e ciently however it is necessary that, at each stage of the solution process, the work load of each processor should be about equal (or proportional to its computational power in the case of an heterogeneous system). If this equality of load is initially achieved through appropriately partitioning the original nite element/volume mesh across the processors then it is clear that the use of parallel adaptivity will eventually cause the quality of the partition to deteriorate. For the same reasons that it is undesirable to perform mesh adaptivity on a single processor it is also undesirable to re-partition the mesh using just one processor: it would carry a large communication overhead, become a serial bottleneck and would be constrained by the amount of memory available to just one processor. Hence a parallel load-balancing technique is required which is capable of modifying an existing partition in a distributed manner so as to improve the quality of the partition (see Section 3) whilst keeping the amount of data relocation as small as possible.
In this work we consider the dynamic load balancing problem which arises in the adaptive solution of timedependent partial di erential equations using a particular parallel adaptive algorithm based upon hierarchical mesh re nement. This algorithm is applicable to problems in three space dimensions of the form @u @t (x; t) = L(u(x; t)) for (x; t) 2 (0; T], (1) where 2 < 3 and L is some spatial operator. It is based upon the adaptive re nement of a coarse root mesh, T 0 say, of tetrahedra which covers the spatial domain . The exibility of the data structures held within the adaptivity code (see 2.1 below) means that the exact nature of the parallel solver may vary (e.g. nite element or nite volume) provided it uses a tetrahedral mesh and is able to work with a partition of the elements of this mesh.
In the following section an overview of this parallel adaptive algorithm is given, along with a brief description of a particular parallel solver based upon a cell-centrednite volume scheme. Section 3 then discusses the dynamic load-balancing problem in more detail and introduces two very recent software tools for tackling this distributed problem in parallel. A third dynamic load-balancing algorithm is introduced in Section 4, where its implementation is also outlined. The paper then concludes by reporting the results of a number of numerical tests which are used to contrast the three load-balancing algorithms for this particular adaptive solver.
To conclude this introductory section we observe that the parallel dynamic load-balancing problem addressed in this paper can arise in numerous other contexts in parallel computational mechanics. As well as the use of local h-re nement, other algorithms which permit the distri-bution of the computational load across the domain to vary as the simulation proceeds will require a dynamic load-balancing strategy. This includes algorithms based upon p-re nement (see 3, 4] for example) or those for solving systems, such as those arising in phase-change problems for example (e.g. 1]), in which the computational nature of the solution can change with time at each point in . Another important situation in which dynamic load-balancing is required often arises when a parallel code is executed on an heterogeneous network (such as a cluster of workstations for example), in which the performance of each processor may vary with time as its load increases or decreases. All of these situations may be treated by the algorithms discussed in Sections 3 and 4 below however, for the sake of clarity, we now restrict all further discussion, examples and comparisons to the three-dimensional h-re nement code described in the following section.
2 A Parallel Adaptive Flow Solver
A parallel adaptive algorithm
The software outlined in this subsection is based upon a parallel implementation of a general purpose serial code, TETRAD (TETRahedral ADaptivity), for the adaptation of unstructured tetrahedral meshes 20]. The technique used is that of local re nements/dere nements of the mesh to ensure su cient density of the approximation space throughout the spatial domain, , at all times. A more complete discussion of the parallel algorithms and data structures may be found in 17, 18, 19] .
Data structures
One of the major issues involved in parallelising an adaptive code such as TETRAD is how to treat the existing data-structures. TETRAD utilises a complex tree-based hierarchical mesh structure, with a rich interconnection between mesh objects. Figure 1 indicates the mesh object structures used in TETRAD. In particular, note that the main connectivity information used is`node to element' and that a complete mesh hierarchy is maintained by both element and edge trees. Furthermore, as the meshes are unstructured, there is no way of knowing a-priori how many elements share any given edge or node.
For parallelisation of TETRAD, there are two main data-structure issues. The rst is how to partition a hierarchical mesh, the second is that we require new datastructures to support parallel partitioning of the mesh.
1. There are two main options for partitioning a hierarchical mesh. The rst is to partition the grid at the root or coarsest level, T 0 . This has a number of advantages. The local hierarchy is maintained on a processor and thus all parent/child interactions (such as re nement/dere nement) are local to a processor. The partitioning cost will also be low, as the coarse mesh is generally quite small. The main disadvantage of this approach however is that, for comparatively small coarse meshes with large amounts of re nement, it may be di cult to get a good partitioning, both in terms of load balance and communication requirements. The other main approach is to partition the leaf-level mesh, i.e. the actual computational grid. The pros and cons of this approach are the opposite of those with the coarse level partitioning. In particular, the quality in terms of load balance and cut-weight of the partition is likely to be better, albeit at the expense of a longer partitioning time. However, the data-structures have to be more complicated as hierarchical operations, such as multigrid V-cycles and dere nement for example, are no longer necessarily local to a processor (and are therefore likely to be slower). The approach taken for parallelising TETRAD is that of partitioning the coarse mesh. The only disadvantage of this, that of possible suboptimal partition quality, can be avoided if the initial, coarse mesh is scaled as one adds more processors.
2. Given a partitioned mesh, we also need new datastructures in order to support inter-processor communication and to ensure data consistency. Data consistency is handled by assigning ownership of mesh objects (elements, faces, edges and nodes). As is common in many solvers such as those used by 2] we use halo elements, a copy of inter-processor boundary elements (with their associated data) used to reduce communication overheads. In order to have complete data-structures (e.g. elements have locally held nodes) on each processor, we also have halo copies of edge, node and face objects. If a mesh object shares a boundary with many processors, it may have a halo copy on each of these. All halos have the same owner as the original mesh object. In situations where halos may have di erent data than the original, the original is used to overwrite the halo copies and thus is de nitive. This is used to help prevent inconsistency between the various copies of data held.
Adaptivity algorithms
Both TETRAD ( 20] ) and its parallel implementation, PTETRAD ( 17] ), use a similar strategy to that outlined in 14] to perform adaptivity. Edges are rst marked for re nement/dere nement (or neither) according to some estimate or indicator (provided as part of the parallel solver: see 2.2 below for example). Elements with all edges marked for re nement may then be re ned regularly into eight children. To deal with the remaining elements which have one or more edge to be re ned we use so-called \green" re nement. This places an extra node at the centroid of each element and is used to provide a link between regular elements of di ering levels of re nement. The types of re nement are illustrated in Figures 2 and 3. An important restriction that is made is that green elements may not be further re ned as this may adversely a ect mesh quality ( 16] ). Instead, they are rst removed and then uniform re nement applied to the parent element. Immediately before the re nement of a mesh, the derenement stage occurs. This may only take place when all edges of all children of an element are marked for derenement and when none of the neighbours of an element to be deleted are green elements or have edges which have been marked for re nement. This is to prevent the deleted elements immediately being generated again at the re nement stage which follows. A further necessary constraint is that no edges or elements at the coarsest level, T 0 , may be dere ned.
For further details of the implementation of these adaptive algorithms using MPI ( 15] ) please refer to 17]. This paper discusses important issues such as performing parallel searches in order to allow re nement of edges of green elements (which requires coarsening followed by regular re nement), maintaining mesh consistency and dealing with halo data in parallel.
A parallel nite volume solver
In order to apply the above adaptive algorithm to systems of PDEs of the form (1) a parallel solver is also required. The data structures supported by TETRAD have been used with both nite element and nite volume solvers (cell-centred and cell-vertex), however in this paper we restrict our numerical experiments to a cell-centred nite volume scheme.
The scheme that we use is applicable when (1) represents a system of hyperbolic conservation laws of the form @u
such as the three-dimensional Euler equations for example, and is a parallel version of the algorithm described in detail 20]. This is a conservative cell-centred scheme which is a second-order extension of Gudunov's Riemann problem-based scheme ( 6] ), using MUSCL-type piecewise linear reconstructions of the primitive variables within each element ( 13] ). Although the time-stepping is explicit it is executed in two distinct phases: a nonconservative predictor-type update (referred to in 13] as the \Hancock step") followed by a second half-time-step based upon the application of the underlying conservation law. Implicit in this numerical method is the need to solve a Riemann problem at each element interface at each time-step { although this is only done approximately using a modi ed form of the approximate solver described in 7]. The parallel version of the solver is straightforward to implement due to the face data structure that exists within the adaptivity software (see Figure 1 for example). To avoid any con icts at the boundary between two subdomains a standard \owner computes" rule is used for each of the faces when solving the approximate Riemann problems to determine uxes. The use of halo elements ensures that the owner of each face has a copy of all of the data required to complete these ux calculations provided the halo data is updated twice for each time-step (i.e. immediately before the Hancock step and then again before the second half-time-step).
Dynamic Load-Balancing
As explained in Section 2.1 above parallel solvers such as PTETRAD require the computational domain to be partitioned into subdomains. In the case of parallel TETRAD this partition should be applied to the coarse root mesh T 0 . It is usual to express the requirements of such a partition in terms of the weighted dual graph of this mesh. For each element, i, of the root mesh de ne a corresponding vertex of the dual graph and let this vertex have weight v i , where v i is the number of leaf-level elements of the current mesh which lie within root element i. For each pair of face adjacent elements in the root mesh de ne an edge, j, of the dual graph and let this edge have weight e j , where e j is the number of pairs of leaf-level elements in the current mesh which meet along face j. We may now observe that, for a homogeneous network of processors, we would like to be able to partition this graph so that at all times 1. the total vertex weight in each sub-graph is approximately equal. This will ensure that the computational load will be about the same on each processor when the parallel nite volume solver is applied. In addition to this however, we would like the number of halo elements to be kept to as low as possible so as to minimise the overhead of the halo updates that are required twice per time-step. This means that we also need to partition the weighted dual graph so that at all times 2. the total cut-weight of the partition is kept to a minimum. Here, the term cut-weight is de ned to be the sum of the edge weights of those edges which link two vertices of the dual graph belonging to di erent sub-graphs within the partition. (Note that an alternative requirement could be to minimise the maximumcut-weight for any sub-graph as opposed to the total cut-weight, but we will not consider this problem here.)
Note that both of the above constraints on the partition of T 0 (or its dual graph) should hold at each time-step.
However, when parallel adaptivity occurs it is likely that the weights v i and e j will change. In particular, changes in the vertex weights v i are liable to cause an existing wellbalanced partition of T 0 to become unbalanced. The objective of a dynamic load-balancing algorithm is to modify an existing, inadequate, partition of the dual graph so as to meet objectives 1 and 2 above but in such a way that 3. there is a minimal amount of migration of data between sub-graphs. The motivation behind this requirement is simply that there is a signi cant communication overhead associated with moving data between processors and this overhead should not be allowed to nullify the computational advantages of obtaining an improved partition. A similar argument motivates yet another requirement that:
4. the load-balancing should be completed in parallel. If this were not to be the case then there would be a sequential bottleneck in the whole solution procedure at the load-balancing stage which could seriously reduce the overall e ciency and performance of the adaptive parallel solver.
Before
could be so far from optimal that there is no way that a near-optimal partition (in terms of 1 and 2) can be reached by only migrating a small proportion of the vertex weights. It is perhaps not surprising therefore that the vast majority of published dynamic load-balancing algorithms appear to be based heavily on heuristics. A recent survey of such algorithms may be found in 9] however in this section we will describe just two of these, called \Metis" ( 11] ) and \Jostle" ( 25] ) respectively. These have been selected since, at the time of writing, they are the only two parallel dynamic load-balancing algorithms which have public domain implementations: in both cases using MPI 15] .
Both Metis ( 11] ) and Jostle ( 25] ) are examples of multilevel partitioning algorithms. The general idea behind these techniques is to produce a hierarchy of coarsenings of the original weighted graph (where each level in the hierarchy is produced by merging together groups of neighbouring vertices of the graph (usually from the same subgraph) at the previous level), and then to perform a quite careful re-partition of the coarsest graph. This new partition is then projected onto the graph at the previous level and then modi ed using a local algorithm (such as 5, 12]) in order to improve the partition quality. This step of projection onto the previous level followed by local improvement is repeated until the original graph has been recovered, when the algorithm terminates. Further details of each of these algorithms may be found in the papers cited. 4 An Alternative Dynamic LoadBalancing Algorithm
In this section we introduce a third dynamic loadbalancing algorithm in some detail. This was rst described in 21, 22] although some minor modi cations have since been made for its application to the threedimensional problems considered here. 
Group balancing
We now divide the WPCG into two subgroups denoted by Group1 and Group2. Unlike in 23] however we use a weighted version of the spectral bisection method which results in a partition which is based upon having an approximately equal weight in each group, rather than an equal number of processors. Moreover the spectral algorithm is also designed to keep the weight of those edges of the WPCG which are cut by the partition (the \cut-weight") as low as possible. The cost of implementing this algorithm is not signi cant since the number of processors, p, is always small compared with the size of the coarse mesh.
A full description of the weighted spectral bisection algorithm may be found in 8, 24] . Brie y, a weighted Laplacian matrix, L, for the WPCG is rst formed and then scaled by the diagonal matrix D = diag ). If the latest leaf-level mesh is quite uniformly distributed across the processors then we would expect each group to contain about the same number of processors and an almost identical total weight. If this mesh is the result of heavy local re nement in just some regions of or the partition is not well load-balanced however then the number of processors in each group may be very di erent. In either case the cut-weight resulting from this bisection will generally be small. In the next stage of the algorithm we use the idea of local migration from the \larger" to the \smaller" group so that after migration each group contains approximately the same average weight per processor without there being a signi cant increase in the cut-weight.
Local migration
As mentioned above the subgroups formed in the last subsection may not be ideally balanced. To balance them we now migrate nodes of the weighted dual graph (i.e. elements of the coarse mesh T 0 and their entire sub-mesh hierarchies) from the \larger" to the \smaller" group. There are many ways to do this but, due to the non-linear complexity of the Kernighan and Lin algorithm ( 12] ), we apply the ideas of Fiduccia and Mattheyses ( 5] ) who suggest a similar algorithm but whose complexity is linear.
We rst decide which of the subgroups is to be the Sender and which the Receiver. We then de ne the number Mig tot to equal the total weight of all the nodes which are to be migrated from the Sender to the Receiver. Let N 1 and N 2 be the number of processors in Group1 and Group2 respectively. Also let Ave be the average weight per processor in the WPCG and Ave 1 and Ave 2 be the average weights per processor in Group1 and Group2 respectively. Then the calculation of Sender, Receiver and Mig tot is shown in Figure 4 below (in order to calculate Mig tot one simply multiplies the average excess load per processor by the number of processors in the Sender group). Note that if the combined weight of the nodes transferred between the Sender and the Receiver is nearly or exactly equal to Mig tot then the two groups will be load-balanced upon completion.
if ( Having established the required load to be transferred, the next issue to address is that of how many nodes (i.e. elements of T 0 ) each processor in the Sender group should actually send and which processors in the receiver group they should be sent to. Again we build upon the algorithm of Vidwans et al 23] , by de ning the concept of candidate processors. Processors in each group that are face-adjacent to at least one processor in the other group are called candidate processors. We only allow the candidate processors to be involved in the actual migration of nodes from Sender to Receiver. Let N tot be the total weight on all candidate processors of the Sender group. Then if the i th candidate processor in the Sender group is face adjacent to more than one candidate processor in the Receiver group we migrate nodes to that candidate processor which has the \longest" boundary (by this we mean that the cut-weight between the two processors involved is maximum as compared to other possible pairs). The amount of load shifted from the i th candidate processor in Sender group is denoted by Mig i and is given by,
where N i is the total weight of the i th processor. Finally, it is necessary to decide precisely which nodes in the weighted dual graph of the root mesh T 0 should be transferred. Our aim is to transfer those nodes which result in as low a cut-weight as possible. The fundamental ideas behind this are the concepts of the \gain" and \gain density" associated with moving a node onto a di erent processor. For a node, k say, which is situated on the i th candidate processor in the Sender group, we de ne the gain(k) associated with this node to be the net reduction in the cut-weight that would result if this node were to migrate to the Receiver group (the j th candidate processor in the Receiver group say). The calculation of gain(k) is shown in Figure 5 . The gain density of a node of a weighted graph is dened as the gain of the node divided by the weight of the node. The bulk of the work needed to make a move consists of selecting the base node (a node which is about to be shifted from one processor to another processor is called a base node), moving it, and then updating the gains of its neighbouring nodes. We solve the rst problem, that of selecting a base node, by choosing the node with the largest gain density on the i th processor whose weight is less than or equal to Mig i . We shift the node to the receiving processor and update the gains of its neighbouring nodes (observe that in general the node k will have four neighbours when we are working with tetrahedralisations of three-dimensional domains) using the algorithm outlined in Figure 6 . Observe that, if the gain associated with the base node is positive, then transferring it will not only improve the load-balance but will also reduce the total cut-weight between the two groups.
For each n k which is a neighbour of the node k f Let p k be the processor to which n k belongs; if (p k == j) then decrement gain(n k ) by 2*w En k k ; else if(p k == i) then increment gain(n k ) by 2*w En k k ; g Figure 6 : Updating the gains.
Divide and conquer and parallel implementation
Once we have obtained Sender and Receiver groups with the same average weights, it is possible to recursively apply the above splitting algorithm to each of these two processor groups in parallel: bisecting them and loadbalancing them. The recursion terminates when every group consists of a single processor: each with approximately the same load. This divide and conquer approach naturally permits a certain degree of parallelism in its implementation. Further parallelism is also facilitated by the fact that it is possible for more than one sending processor in a Sender group to migrate data onto its corresponding receiving processor at any given time. In practice the communication of the full coarse element hierarchies is left until the end of the load-balancing process, with much smaller tokens being passed instead at this stage.
The implementation of this load-balancing algorithm that is used for the numerical experiments described in Section 5 was completed using the MPI library ( 15] ). This is ideally suited to the divide and conquer philosophy since it provides explicit mechanisms for the denition and splitting of processor groups. To implement this divide and conquer philosophy we make use of the function MPI Comm split() available in the MPI library. This function takes as input a communicator, a colour, and a key. All processors with the same colour are placed into the same new communicator, which is returned in the fourth argument. The processes are ranked in the new communicator in the order given by the key. In our application we assign the value 1 (value 0) to colour if the processor is in the Sender group (Receiver group) and the key is taken to be the ID (rank) of the processor.
When a coarse element migrates from the Sender group to the Receiver group we have to update numerous data structures (which not only involve the processors on the Receiver and the Sender groups but may also involve processors outside these two groups), so it is necessary to maintain the presence of the initial group. This means that each processor is a member of two groups: the initial group (called the I Group) which consists of all p processors and remains unchanged throughout, and the current group (referred to here as \the Group") which is variable and changes with each application of the Divide and Conquer algorithm. Note that the above Divide and Conquer algorithm is repeated until all Groups contain exactly one processor. If a group consists of a single processor before the algorithm terminates then that processor is not entirely idle since it must still communicate with other processors in case neighbouring coarse elements are migrated between two processors. An overview of the whole algorithm is given in Figure 7 .
Some Computational Comparisons
In this section we contrast the two dynamic loadbalancing algorithms introduced in Section 3 and the new algorithm introduced in Section 4 when used in conjunction with the parallel adaptive ow solver outlined in Section 2. It should be noted that this ow solver requires a partition of the root mesh, T 0 , such that the total number of leaf-level elements on each processor is approximately equal. When there is heavy local re nement in some regions of the spatial domain (as in the examples below) it follows that the dual graph of T 0 will have highly disparate weights. Hence, in this paper we are only testing the performance of the dynamic load-balancing algorithms for one speci c class of problem: the repartitioning of highly non-uniformly weighted graphs.
Examples
For these examples we apply our parallel adaptive Euler solver to model a shock wave di raction around the 3D right-angled corner formed between two cuboid mesh regions (taken from 17, 20] ). The initial condition is of While (Any Groups contain two or more processors)f Find the maximum load Max and the avarege load Ave of the Group; Find the percentage of maximum imbalance max imb in the Group by using the formula; max imb = ( (Max -Ave) / Ave) * 100; If (The Group contains Rankine-Hugoniot shock data at the interface of the two cuboid regions with a shock speed of Mach 1:7. Figures  8 and 9 illustrate how the mesh adapts to the solution as the shock progresses through the domain. It is clear that although a partition of the mesh for the initial condition may be good, it is unlikely to remain so as the solution develops and thus dynamic load-balancing of the distributed data will be required. In the computations whose results are tabulated below the root mesh, T 0 , contained 34; 560 elements (this is a little more than for the illustrative examples shown in Figures 8 and 9 ). Up to two levels of re nement are allowed which leads to an initial ne mesh containing 87; 970 elements with many more elements appearing in this leaf-level mesh at later times (e.g. 106; 772 elements after 60 time-steps). Note that throughout these calculations, the adaptive mesh has resolution equivalent to a mesh of 2:2 million uniform, regular elements. Table 1 presents a comparison of some partition-quality metrics when the three di erent load-balancing algorithms are applied using 4, 8, 16 and 32 processors of a Cray T3D computer. In each case the initial partition has a maximum imbalance of over 20% (this is the percentage by which the total vertex weight of the most heavily-weighted sub-graph exceeds the average weight of the sub-graphs) and the cut-weight is given. The solution times quoted represent the wall-clock time (in seconds) taken by the parallel nite volume solver for the next three time-steps, either using the initial partition or using a new partition after application of one of the loadbalancing algorithms. Finally, when load-balancing has been performed, the total weight of all of the root elements of T 0 that have been migrated from one processor to another is quoted. It should be noted that for these, and all of the other calculations described here, Jostle was used with its graph reduction threshold parameter set to 300. This value appeared to give consistently better results than either of the other values tried: 20 (the default) and 50. All other parameters in both Jostle and Metis were left at their default values.
An alternative form of comparison between the three load-balancing algorithms is provided by Tables 2 and 3 . For these results sequences of thirty time-steps were taken with adaptivity taking place on ten occasions (after every three time-steps). Whenever the maximum imbalance exceeds a prescribed tolerance (2.5% for Table 1 : Some partition-quality metrics immediately before and after a single re-balancing step. Table 2 : Solution times and total migration weights for 30 time-steps using a re-balancing tolerance of 2.5%.
Discussion
The results tabulated above represent a provisional comparison of the three load-balancing algorithms considered. It is clear that the recursive algorithm tends to migrate Table 3 : Solution times and total migration weights for 30 time-steps using a re-balancing tolerance of 10%.
the least amount of data and lead to the best load-balance after re-partitioning, however this is always achieved at the expense of a larger cut-weight. Jostle would appear to provide the best quality partitions after load-balancing, in the sense that both the maximum load imbalance and the cut-weight are always low, however this is at the expense of requiring more data migration. Metis on the other hand requires less data migration than Jostle and also achieves a low cut-weight, but at the expense of a relatively high load imbalance! When contrasting the algorithms over a signi cant number of time-steps and applications of the adaptivity algorithm the results in Tables 2 and 3 appear to be equally inconclusive. Using Jostle generally seems to lead to less time being required by the parallel solver but at the expense of the most data migration. The recursive algorithm on the other hand leads to the least amount of data migration but tends to require more time in the parallel solver { with Metis taking the middle ground. This means that, for a given application (of the form (1)) and computer system, when the time required to take a time-step is quite large compared to the time required to relocate a unit of data Jostle is likely to be the preferred load-balancing tool. On the other hand, if the problem and computer are such that the time required to take a time-step is quite small compared to the cost of moving data, then the recursive algorithm may be best.
It is clear that a much larger number of comparisons on a wide variety of problems and computer architectures will need to be completed if any one algorithm is to emerge as being more robust than the other two. Initial experiments suggest that the recursive algorithm introduced in Section 4 competes well with both Metis and Jostle for the type of load-balancing problem that arises when parallel adaptivity is undertaken. Further work is required however to explore the a ects of di erent parameters, such as the size of the root mesh or the maximum depth of renement, on the performance of these algorithms, and to assess whether any modi cations and improvements can be made to them.
