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ABSTRACT
CHARACTERIZATION OF ELECTRONIC AND IONIC TRANSPORT IN SOFT AND
HARD FUNCTIONAL MATERIALS
MAY 2017
LAWRENCE A. RENNA
B.S., NORTHEASTERN UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor D. Venkataraman

Control over concurrent transport of multiple carrier types is desired in both soft and hard
materials. For both types of materials, I demonstrate ways to characterize and execute
governance over both electronic and ionic transport, and apply these concepts in the fabrication
of devices with applications in conducting composites, photovoltaics, electrochemical energy
storage, and memristors.
In soft materials, such as polymers, the topology of the binary polymer mesoscale morphology
has major implications on the charge/ion transport. Traditional approaches to co-continuous
structures involve either using blends of polymers or diblock copolymers. In polymer blends, the
structures are kinetically trapped and thus have poor long term stability. In diblock polymers,
such morphologies are not universally accessible to non-random coil polymers. I discuss an
approach to binary polymer mesoscale morphologies via the assembly of polymer nanoparticles.
In this strategy, polymers are assembled into spherical nanoparticles, which are then assembled
into hierarchical mesoscale structures. First, I demonstrate, experimentally and computationally,
that the electrical transport in semiconducting/insulating polymer nanoparticle assemblies can be
predictably tuned according to power law percolation scaling. Then I show that nanoparticle
vii

assemblies can be utilized for tunable concurrent transport of electrons and holes for
photovoltaics, and for electronic and ionic charges aimed at applications in electrochemical
energy storage.
For hard materials, I detail the characterization of mixed electronic and ionic transport in
hybrid organic/inorganic lead triiodide perovskites. I used the understanding of mixed electronic
and ionic transport in these materials to explain poorly understood phenomena such as photoinstability and current-voltage hysteresis. Then, I show several examples of interfacial materials,
and the characterization and implications of their respective work functions, as charge transport
materials to control selective charge extraction from perovskites. And finally, I show how
interfacial charge transport materials with ionic functionality can be used to change the
interfacial chemistry at perovskite/charge transport material interfaces to control both electronic
and ionic transport. In this regard, I demonstrate how an adsorbing interface for mobile ions can
be used to control current-voltage hysteresis and state-dependent resistance, introducing a novel
paradigm of interfacial ion adsorption to fabricate novel perovskite-based memristor devices.
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CHAPTER 1
INTRODUCTION
1.1 Concurrent Transport in Soft and Hard Materials
The ability to control and tune transport, whether it be charge, ion, heat, or mass, is
ubiquitously sought after in both hard and soft materials. In materials chemistry, there are a few
general approaches to control transport: 1) the synthesis of materials with atomic to molecular
(<1 nm) level properties, 2) the assembly and subsequent structure of molecules and molecular
aggregates with properties on the nanoscale (1-100 nm) to mesoscale (>100 nm-100 µm), and 3)
the use of interfacial materials to tune the the interfacial and bulk properties of the material. The
natural progression of the problem is how does one execute systematic control of concurrent
transport of multiple carriers, e.g. electronic and ionic, or holes and electrons, in a composite
material. This document has two major thrusts: 1) for soft materials, the fabrication of binary
polymer morphologies for concurrent transport of two types of carriers, and 2) for hard materials,
the use of interfaces to control electronic and ionic conduction in hybrid organic/inorganic lead
triiodide perovskites. This work shows the potential impact of these materials on conducting
composites, photovoltaics, lithium ion batteries, and memristors.
1.1.1 Soft Materials: Polymers
In soft, carbon-based materials, transport properties are dictated by the molecular structure, the
assembly of molecules into nanoscale aggregates, and the assembly of those nanoscale
aggregates into mesoscale structures. A useful example of this concept of hierarchical structure
property correlations is poly(alkylthiophene), a semiconducting polymer composed of
conjugated thiophene rings with solubilizing alkyl substituents. The electronic transport through
materials composed of poly(alkylthiophene) is impacted by its structure on multiple length
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scales. The conduction of electronic charges through a polymer chain occurs through the overlap
of π-molecular orbitals, which is determined by the connectivity of thiophene monomers in the
polymer chain. Polymer chains can assemble into nanoscale aggregates, e.g. nanowires, and the
electronic properties of nanoscale aggregates are highly sensitive to the “order” of polymer chain
packing, this has a measurable impact on the transport of charges between polymer chains.
Lastly, the assembly of nanoscale aggregates, and their connected topologies, affects transport of
charges over larger, device relevant length scales. Thus the structure of poly(alkylthiophene) on
multiple length scales has a profound impact on the charge transport properties. Now if one
wanted to achieve bicontinuous conduction of two different types of charge carriers in binary
polymeric systems, this hierarchical control must be exercised over both polymer types
simultaneously; this has proven difficult to achieve. I will focus on the polymer morphologies on
the nano- and mesoscale.
Particularly for polymers, there is a general problem to assemble two or more polymers into
nanoscale and mesoscale structures with desired structural control, over a broad range of
materials, to execute governance over transport properties. [1-8] The phase behavior of two
polymers* is dictated by the equilibrium thermodynamics, phase separation dynamics, and
crystallization kinetics, in short a myriad complicated and intertwined processes. Polymer blends
can exist in a single phase mixed state, or a phase separated state. In an equilibrium phase
separated state, interfacial energy is reduced by minimizing surface area resulting in large
domains. As the mixing of polymers is rather complex, I’ll discuss the simplest case, the mixing
of two linear homopolymers, polymer architecture, e.g. graft block copolymers, star block

*

This introduction on polymer-polymer phase behavior is a summary of the article: Bates, F.
"Polymer-polymer phase behavior." Science 251.4996 (1991): 898-905.
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copolymers, has a major influence on the mixing thermodynamics. The interaction energy
between polymer segments determines the sign and extent of mixing. Polymer segment-segment
interaction is approximated by the Flory-Huggins parameter (χ): 𝜒 =

:
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where 𝜖CD is the contact energy between i and j polymer segments and 𝑘@ is Boltzmann’s
constant or by: 𝜒 = 𝑎𝑇 H: + 𝛽, where a and 𝛽 are the experimentally measured enthalpy and
excess entropy coefficients respectively. If χ is positive, then the energy of mixing is higher than
the energy of a phase separated state. 𝜖CD can be estimated by the van der Waals forces between
polymer segments: 𝜖CD = −
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where I is the ionization potential, α is polarizability,

and r is the interaction distance. Flory and Huggins determined the change in Gibbs free energy
for polymer mixtures:
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number of segments per polymer chain, and 𝜙? is the volume fraction of polymer A. By
evaluating this equation for equilibrium, stability and criticality, the phase diagram (see Figure 1)
can be calculated. There exists a critical point between one and two phases for polymer blends,
and the critical volume fraction (𝜙] ) and critical Flory-Huggins parameter (χc) are calculated by
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respectively. Thus, the phase behavior can be tuned by

changing NA/NB, or by changing changing structural or chemical aspects of the polymer. The
power of this illustrated in mixtures of protonated and deuterated homopolymers, which can
phase separate at high molecular weights.[9]
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Figure 1: Phase diagram for polymer blends. Adapted with permission form Ref. [9].

The dynamics of phase separation are categorized as nucleation and growth, or spinodal
decomposition, shown in Figure 2. The former occurs by diffusion of polymer chains into
growing beads of the lesser phase, until an equilibrium state is reached, and then growth
proceeds, albeit slowly, via Ostwald ripening and coalescence. If a polymer mixture exists in a
thermodynamically unstable state, it can spontaneously phase separate into metastable random
bicontinuous morphologies, in what is known as spinodal decomposition. The phases grow in
order to reduce interfacial area into larger domains. These metastable bicontinuous morphologies
will coarsen over time,[9] and thus must be kinetically trapped by thermal quenching[10] and
jamming of particles at the interface.[11,12]
Further, when functional semi-crystalline polymers, crystallization kinetics cloud the
understanding of polymer-polymer phase behavior. There exists many local minimum in the free
energy landscape.[13] In many cases desired morphologies, e.g. bicontinuous morphologies, are
unobtainable in desired systems.
4

Figure 2: The dynamics of polymer-polymer phase separation (top) nucleation and growth and
(bottom) spinodal decomposition. Adapted with permission from Ref. [9].

It is important to mention diblock copolymers as an approach to achieve desired morphologies,
particularly bicontinuous morphologies. In the diblock copolymer approach, the two polymer are
covalently bound, thus no matter how much (energetically) the system wants to phase separate, it
can only do so as a far a polymer chains can stretch resulting in microphase not macroscopic
phase separation of polymer constituents.[9] Therefore, the enthalpy of microphase separation H
~ χ, confining the connections between blocks to interfaces. The polymer stretches in order to
form uniform phase density; stretching reduces the configurational entropy of the polymer,
entropy S ~ N-1, (where N is the degree of polymerization). Thus the state of microphase
separation in diblock copolymers is defined by the product: χN. The crossover between
entropically and enthalpically dominated states occurs at χN ≈ 10, the so-called order-disorder
transition. In this first order transition, entropically favored disordered microphase separation
goes to a periodic, ordered microphase separated state. The volume fraction of one block to
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another, f, affects the shape and symmetry of the separated microphases (see Figure 3), and has
little dependence χN, at sufficiently high χ, co-called the strong segregation limit. The phase
diagram, shown in Figure 4 for the well-studied polystyrene-b-polyisoprene, contains bodycentered cubic lattice (f < 0.17), hexagonally packed cylindrical lattice (0.17 < f < 0.28), a
bicontinuous double diamond structure (0.28 < f < 0.34) of the minority phase in a matrix of the
major phase, and lamellar structure (0.34 < f < 0.62). The phase diagram is symmetric for 1-f,
that is, the phase diagram is the same, but the major and minor phase switch.[9]

Figure 3: Ordered phase symmetry of diblock copolymer by varying the volume fraction (f) of
the two blocks. Adapted with permission from Ref. [9].

Figure 4: Diblock copolymer phase diagram. Adapted with permission from Ref. [9].
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Though† an amazing array of useful structures have been created using diblock copolymers,
there are several issues that have prevented diblock copolymers from being ubiquitously used for
the fabrication of desired polymer morphologies. The first is obvious, the synthesis of diblock or
multiblock copolymers adds additional layer of complexity to fabrication process. Secondly, as
noted by F. S. Bates,[9] there is inherent non-universality to the diblock copolymer phase
diagram. At moderate χ, i.e. weak segregation limit, “a unique phase diagram can be associated
with each value of N”. Further, some diblock copolymers have a thermally accessible order-order
transition, while some polymers clearly do not. Lastly, although the bicontinuous structure is
established for coil-coil diblock copolymer,[14] this morphology is atypical in rod-rod and rodcoil block copolymers,[15-20] thus making it difficult to form with rigid conjugated polymers
which are desired for electronic and optoelectronic applications. Additionally, the bicontinuous
morphology will not form if the blocks of the diblock copolymer are miscible. This example
illustrates the need for new strategies to create nanoscale morphologies through self-assembly,
which provides access to structures that are not obtainable using current methods. In Chapter 2.1
NANOPARTICLE ASSEMBLIES AS A MEANS TO REALIZE BINARY POLYMER
MESOSTRUCTURE I discuss a new approach to polymer morphologies via the self-assembly of
polymer nanoparticles, and demonstrate tunable concurrent conduction. In this method, polymers
can be assembled in to nanoparticles with control over the nanoscale packing, and the
nanoparticles can be assembled into mesoscale morphologies with predictable structures and
properties. First, I answer the question: what are the rules for charge percolation in

†

Section is adapted, in parts, with permission from a book chapter: Renna, Lawrence A.,
Timothy S. Gehan, and D. Venkataraman. "Polymer Nanostructures through Packing of
Spheres." Optical Properties of Functional Polymers and Nano Engineering Applications 1
(2014): 227.
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semiconductor/insulator polymer nanoparticle assemblies? I then apply those concepts to
concurrent conduction of holes and electrons for photovoltaics, and for ionic and electronic
charges with applications in electrochemical energy storage. I also address the question
regarding what structures can be obtained in binary nanoparticle assemblies using a combination
of experiment and computation.
1.1.2 Hard Materials: Perovskites
Hard, mixed electronic-ionic conductors (MEICs)‡ are different from binary polymer blends
because they only contain one phase. According to Reiss,[21] transport in MEICs occurs through
defects. In MEICs, there are five types of charged defects that can exist, they are: 1) mobile ionic
defects with static charge, 2) mobile ionic defects with variable charge, 3) immobile ionic defects
with static charge, 4) immobile ionic defects with variable charge, and 5) electrons in the
conduction band and holes in the valence band. Immobile defects are still important to consider
because they are intimately linked to mobile ones, discussed later on. Generally, electron
conduction occurs in solid-state semiconductors when electrons are promoted to the conduction
band, and hole conduction occurs when electrons are removed from the valence band. In
semiconductors, electrons can be promoted across the band gap to the conduction band thermally
or optically; also electrons can be injected into conduction bands from electrodes. Alternatively,
electronic conduction may also occur through a hopping mechanism through dopant/vacancy
defect bands. The electronic charge carrier transport mechanism can be determined
experimentally by the dependence on the ratio of dopant ions. For example, in yttria-stabilized

‡

I would like to acknowledge the use of Riess, Ilan. "Solid State Electrochemistry." Israel
Journal of Chemistry 48.3- 4 (2008): 143-158 as an important source for understanding solid
MEICs.
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zirconia with Mn dopant atoms, electronic conduction is proportional to [Mn(II)]/[Mn(III)],
while hoping conductivity is proportional to [Mn(II)][Mn(III)].[21]
According to Riess ionic conduction occurs in solid MEICs when the bonding is predominantly
ionic. Riess also states that there are two criteria to have ionic conduction: 1) there must be a
vacancy “not far” from an ion, to hop to, and 2) sufficient thermal energy must be applied in
order to overcome the activation energy barrier between the two states. The motion of ion
hopping in a sublattice of ions M, goes like 𝑀 ab + 𝑉d → 𝑉d + 𝑀 ab , where z is the valency, q is
the elementary charge, and VM is a vacancy for ion M. In general, vacancies for ion hoping are
the next nearest neighbor to the hopping ion, see Figure 5. Thus, the energy barrier to hopping is
due to the repulsion of the oppositely charged nearest neighbor which the hopping ion must pass
to occupy a vacancy. It is also important to consider the sublattice that contains hopping ions and
vacancies, because the energy of the left and right state in the above equation for the motion of
ions must be equal or at least similar. If ions occupy two different types of sites, division into
two sublattices is required for hoping.[21]

Figure 5: Oxygen vacancy hopping in ZrO2 doped with CaO. Adapted wither permission from
Ref. [21]

Another ionic transport mechanism in MEICs is through interstitial sites, the natively
unoccupied site between nearest neighbors in a given lattice. In this transport mechanism, ions
can be promoted to an interstitial defect state, and then hop from interstitial site to a nearby
9

interstitial site. When many ions occupy interstitial defect sites the sublattice that it occupied
“quasi-melts”, and ions flow like a fluid around the rigid sublattice of the oppositely charged
ions.[21]
Furthermore, mobile ions in a lattice polarize nearby ions, repelling ions with the same polarity
sign and attracting those with different polarity. This polarization results in a lower energy trap
state for the ion. There is a characteristic relaxation time (τ) for this polarization, thus the
frequency of an applied AC voltage must by large enough, such that the period is shorter than the
trap polarization time τ, where the τ depends on the temperature.[21]
As the ionic transport mechanism in MEICs is hopping from point defects, e.g. vacancies or
interstitial sites, both thermally activated processes, ionic conductivity decreases as the
temperature decreases, however there are still examples of high ion conductivity at low
temperatures, e.g. Ag4RbI5. Point defects for ionic transport can be created, according to Riess,
by thermal excitation, extrinsic doping, or chemical changes such as changes in stoichiometry or
partial pressure.[21]
It was mentioned previously, that immobile and mobile defect sites can be intimately
connected, and in fact, in some MEICs, the ionic and electronic transport can be connected. To
illustrate this, consider the example of Gd0.18Ce0.92O1.95, which contains ~5% oxygen ion
vacancies (immobile ionic defects with fixed charge). Oxygen vacancies act like donors (see
Figure 6), because they leave loosely bound electrons in the inorganic lattice, at energy levels
between the valence and conduction bands. These electrons can be thermally promoted to the
conduction band, i.e. electronic transport. Under certain conditions, O2- can hop though
vacancies, and actually leave the system, effectively doping the solid further by increasing the
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number of oxygen ion vacancies. Thus, in Gd0.18Ce0.92O1.95, the ionic transport affects the
electronic transport.[21]

Figure 6: Oxygen vacancy energy levels in Gd0.18Ce0.92O1.95, and how it behaves as a donor. The
vacancy states from left to fight are, neutral defect with two electrons, defect with 1- charge,
where an electron has been promoted to the conduction band (C.B.), and an oxygen vacancy with
a 2- charge, where both electrons have been promoted to the C.B. Adapted with permission form
Ref. [21].

Interfacial materials also play an important role in the transport of electronic and ionic species.
Intuitively, if an interface is blocking to a particular mobile species, it will tend to accumulate at
the interface (space charge). Therefore, to prevent the buildup of electronic charges at an
interface, the interfacial materials should have appropriate energy levels with respect to the bulk
conductor, and sufficient charge carrier mobility to transport charges.[22] The work function of
interfacial charge transport materials also creates a built in potential across a material, which
affect the charge transport through the bulk.[23,24] In general, interfaces with ionic conductors
can be various degrees of blocking, conducting, adsorbing, or reactive.[25] For ionic conducting
interfaces, interfaces can provide new kinetic pathways to transport, or alter the point defect
concentration at the interface. Ionic conductivity has been shown to dramatically increase in
space charge regions.[26] Furthermore, the lattice structure match or mismatch affects the
transport of ions at an interface. For example, there is a significant energy barrier for Ag+ to
transport across an AgI|Ag interface.[21] As mentioned previously in many MEICs, the
electronic and ionic transport are intimately connected, therefore, the use of an interfacial
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materials that affects the transport of one species could impact the transport of the other. For
example, the accumulation of ions at an interface can create a polarization across the bulk of a
material, which in turn affects the transport of electronic charges,[27,28] even resulting in
ON/OFF current switching.[29]
Though there are many different materials that are MEICs, I will focus on the perovskite
family of structures, with stoichiometry AMX3. Many metal oxide perovskites have been shown
to have concurrent electronic and oxygen ion conduction.[30] Recently, a class of organo-Pb/Sn
trihalide perovskites have garnered attention due to their use as active materials in highly
efficient photovoltaics,[31-34] and other varying applications,[35-40] see Chapter 3.1 . Though
these materials exhibit highly desirable optoelectronic properties, they also display some
undesirable and not fully understood properties, such as: poor stability under ambient
conditions,[31,41] current-voltage hysteresis,[42] switchable photocurrent direction,[29] and
maybe most importantly, they degrade upon prolonged exposure to sunlight.[43] I answer some
of these questions by combinding concepts from mixed conductors to these materials. Though
ionic transport in metal oxide perovskites has been known for decades,[30] but it has largely
been unexplored in organo-Pb/Sn trihalide perovskites. There have been some reports which
have explored ionic drift/transport in the these perovskite materials,[28,29,44-48] though the
cause, impact, and the ability to control ionic transport has not yet been fully understood.
Interestingly, these perovskites are ambipolar (they transport holes and electrons) and ionic
conductors, thus they conduct more than two types of mobile species, depending on how many
types of ions, i.e. organic cation, halide, are also transported.
A main question addressed herein, is how can we control electronic and ionic transport in
perovskite materials. The approach addressed in this document is the use of interfaces to control
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electronic and ionic transport in organo-Pb/Sn trihalide perovskites. For electronic transport, we
study the use of charge transport materials on charge extraction from perovskite layers,
particularly how work function modification at interfaces affects electronic transport. For ionic
transport, we elucidate the contributing factors to ionic transport in perovskite layers, and then
use charge transport materials with different ionic properties, at interfaces with perovskites, in
order to control ionic transport.
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CHAPTER 2
ELECTRONIC AND IONIC TRANSPORT IN BINARY POLYMER NANOPARTICLES
ASSEMBLIES
2.1 Nanoparticle Assemblies as a Means to Realize Binary Polymer Mesostructures
The purpose of this chapter§ is to introduce the need for controlled assembly of materials on
multiple length scales, and how nanoparticles can be used as building blocks to construct
functional materials. Fabricating macromolecular mesoscale assemblies containing disparate
components with targeted molecular order for each of the components on the nanoscale and
targeted assembly of the components in the mesoscale is a challenge. In this chapter, we explore
the self-assembly of polymer nanoparticles as a viable route to obtain tunable mesostructured
materials. We describe the state-of-the-art methods available for and the challenges to obtain
spherical and nonspherical polymer nanoparticles. We discuss the predicted ordered assemblies
and disordered assemblies of nanoparticles and the challenges to obtain these assemblies in
polymer nanoparticles. We also comment on the rich and future opportunities in the burgeoning
field of polymer nanoparticle assemblies.
Macromolecular mesoscale science—the fabrication and study of macroscopic macromolecular
assemblies with molecular packing features in multiple length scales—is an emerging area of
research, rich with exciting scientific and technological challenges and opportunities.[49-51] The
archetypical and often quoted example of a macromolecular mesoscale assembly is the tobacco

§

This chapter was adapted with permission from the Perspective: Renna, Lawrence A., Connor
J. Boyle, Timothy S. Gehan, and D. Venkataraman. "Polymer Nanoparticle Assemblies: A
Versatile Route to Functional Mesostructures." Macromolecules 48, no. 18 (2015): 6353-6368,
Thus, I would like to acknowledge Connor J. Boyle, Timothy S. Gehan, and D. Venkataraman
for their valuable collaboration on this Perspective.
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mosaic virus, wherein the constituent protein assembles into discrete nanoscale assemblies,
which self-assemble into a helical rod around a single-stranded RNA core.[52] Inspired by such
examples from nature, the self-assembly of nanoscale building blocks is emerging as a powerful
approach towards creating mesoscale structures with control of the assembly at multiple length
scales. Representative examples of such building blocks include but are not limited to inorganic
nanoparticles,[53,54] tethered particles,[55-59] macromolecules,[60-63] polymer micelles and
nanoparticles,[64-69] foams and soft colloids,[70-74] and liquid crystals[75] (Figure 7). These
building blocks have provided a fantastic array of structures, morphologies, and materials.[76]
The stage is now set to address the next major challenge in this area—fabrication of
macromolecular mesoscale assemblies containing disparate components with targeted molecular
order for each of the components on the nanoscale, and targeted assembly of the components in
the mesoscale.[49]
There are many existing examples of polymer-based materials and composites that require
integration of two or more disparate components and their assembly into specific hierarchical
structures.[77-89] Many of these materials have competing, but precise requirements of
molecular assembly at the nanoscale and overall macroscopic morphology. Therefore,
fabricating such materials is a challenge. The method of choice for fabricating such materials is
by blending disparate components. But, an inherent limitation of blending is that the morphology
is often dictated by the interplay and delicate balance of multiple kinetic processes.[90] Thus,
achieving targeted molecular order for each of the components at multiple length scales is
difficult and perhaps impossible. The outcome is typically a compromise that sacrifices
performance. Thus, we desperately need a method that allows disparate components to be
individually optimized for molecular order on the nanoscale, and the assembly of these
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components into mesoscale structures. Such a method can serve as a mix-and-match platform
technology enabling systematic and efficient incorporation of a spectrum of functionalities in
materials, thus vastly expanding the scope of polymer-based materials.
In recent years, there is a burgeoning interest in using nanoparticles as building blocks to create
mesoscale assemblies.[53,91-95] Assemblies of nanoparticles are dictated by the principles of
packing of geometric shapes and interparticle interactions. For example, spherical, nanoparticles
can self-assemble into ordered or disordered mesoscale structures, which can be predicted from
the principles of sphere packing.[96-99] Thus, in principle, there are no constraints on the nature
of the nanoparticles and one can mix multiple and disparate components! The promise and
prognosis of nanoparticle assemblies is captured aptly by the following quote in a recent review
article: “The simplicity of supraparticle assemblies, their multifunctionality, structural versatility,
and similarity with viral particles represent interesting directions for future research in
nanostructures”.[100] Most recent studies on nanoparticle assemblies have been dominated by
inorganic nanoparticles, and we direct the reader to key comprehensive reviews that have
appeared on this subject.[53,54,101,102] In this Chapter, we focus on the promise and prognosis
of polymer nanoparticle assemblies.
What can we learn about nanoparticle assemblies if polymer nanoparticles are used instead of
inorganic nanoparticles? The consensus in the field is that we understand ‘ideal’ nanoparticle
assemblies, i.e. nanoparticles that interact with simple interaction potentials.[103,104] Our
understanding of assemblies of anisotropic nanoparticles and of nanoparticles with long-range
and short-range interactions is not fully developed. As we will discuss in this Chapter, because of
the fantastic diversity of polymers and polymer architectures, polymer nanoparticles provide a
versatile platform to tune the interparticle interactions by the choice of the polymers and surface
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functionalization. The polymer architectures and their self-assembling propensities can be
exploited to create an array of anisotropic nanoparticles with chemically distinct patches and
specific interparticle interactions. These opportunities are unique to polymers and cannot be
easily accessed in inorganic nanoparticles.
We turn to another important question: how can polymer nanoparticle assemblies lead to
advances in macromolecular science, the focus of this journal? First, nanoparticle assemblies can
provide easy access to morphologies that are difficult to obtain using existing tools for selfassembly or with desired materials. An illustrative example is the bulk heterojunction structure in
photovoltaics, a bicontinuous percolating structure derived from two semiconductor components
that are miscible.[105-108] There is a strong process dependence of the morphology on
fabrication solvents and additives, their vapor pressures, the ordering and aggregation kinetics of
the polymers, phase separation, and post-processing conditions.[109,110] Balancing these
processes has been more of an art than a science, whether in the laboratory or on the production
line.[111-113] Although bottom-up approaches have been explored,[114,115] controlling the
molecular assembly over multiple length scales to achieve morphology suitable for photovoltaic
applications has so far remains elusive. As we will illustrate in this Chapter, bicontinuous
percolating structures can be obtained in a straightforward manner through binary nanoparticle
assemblies.[116] Second, in polymer nanoparticle assemblies, component polymer nanoparticles
can be separately optimized with the desired internal packing and size at the nanoscale and then
assembled for desired properties. Thus, we can control the molecular assembly in multiple length
scales for each component of a multicomponent assembly. Third, one can fabricate virtually any
polymer into a nanoparticle. Therefore, if one maintains geometry and symmetry of interaction
potential one can assemble any polymer nanoscale building block to obtain desired polymer
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mesoscale morphologies (Figure 8). And one can combine polymer nanoscale building blocks
with any other desired nanoscale building blocks to create composite mesoscale assemblies! The
possibilities are endless.
The use of polymer-based nanoscale building blocks to create mesoscale structures opens up
new and exciting opportunities in the areas of macromolecular self-assembly, supramolecular
chemistry, and mesoscale science—from development of new tools for polymer self-assembly to
expanding the array of hierarchical structures and morphologies to new polymer-based
applications (Figure 7).[49,117]
This Chapter is organized into three sections. The first section focuses on the fabrication of the
building blocks—polymer nanoparticles. These nanoparticles are entirely composed of polymers
and may have surface functionalities for assembly. In this section, we discuss common methods
for the fabrication of nanoparticles, polymer morphologies and assemblies within the
nanoparticles, and fabrication of nanoparticle clusters. The second section focuses on
nanoparticle assemblies. In this section, we discuss the roles of shape of the nanoparticles and
interparticle interactions on the structures of nanoparticle assemblies. The third section focuses
on functional nanoparticle assemblies. In this section, we discuss the use of nanoparticle
assemblies to fabricate active layers of existing and perspective functional materials. In each
section, we provide our perspective of the existing challenges and emerging opportunities. We
use three length scale in this Chapter: molecular (<1 nm), nanoscale (1-100 nm), and mesoscale
(>100 nm-100 µm).[118] The boundaries of these categories are diffuse.
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Figure 7: Building blocks, assembly methods, and potential applications in mesoscale polymer
and macromolecular science.
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Figure 8: Schematic representation of the organization of polymers from the molecular scale,
to the nanoscale, to the mesoscale using conventional polymer assembly techniques, and the new
geometrically dictated assembly of nanoscale building blocks (e.g. spheres and cubes) to achieve
polymer mesostructures.

2.1.1 Fabricating Polymer Nanoparticles
The first step to geometric assembly is the fabrication of polymer nanoparticles of specific
geometric shapes. Two common methods of preparing polymer nanoparticles are: direct
polymerization nanoparticle fabrication, where the nanoparticles are fabricated directly from the
polymerization of the monomers, and by post-polymerization nanoparticle fabrication, where
polymer nanoparticles are prepared from a pre-formed polymer. We direct the reader to an
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excellent review[119] by Rao and Geckeler for the description of various methods for polymer
nanoparticle fabrication.
2.1.1.1 Direct Polymerization Nanoparticle Fabrication
Direct polymerization is typically the polymerization of monomer droplets through emulsion,
micro-emulsion, or mini-emulsion techniques. Direct polymerization typically provides spherical
nanoparticles with low size dispersity (< 10%)[120] and the size of the nanoparticles is easily
controlled by varying the monomer, surfactant, or co-stabilizer concentrations.[121] Direct
polymerization can also be surfactant-free, but the sizes of the nanoparticles obtained by this
method are typically >150 nm.[119] The polymers within the nanoparticles can be cross-linked
with appropriate co-monomers to retain the shape of the nanoparticle and disperse them in
various solvents.[120,122,123] Direct polymerization is well established for obtaining polymer
nanoparticles from styrene-based and acrylate-based monomers.[120,121,124,125] More
recently, this method has been used to fabricate nanoparticles using palladium-mediated crosscoupling reactions,[126-130] and other controlled polymerization techniques,[120,131-134] thus
expanding the scope of the monomers that can be used.
2.1.1.2 Post-Polymerization Nanoparticle Fabrication
Post-polymerization nanoparticle fabrication, as the name indicates, is the fabrication of
nanoparticles using synthesized polymers. Two of the most common post-polymerization
methods are the solvent evaporation method and the reprecipitation method.[119] In the solvent
evaporation method (see Figure 9), the polymer is dissolved in an ‘oil’ phase, typically a ‘good’
solvent for the polymer that is immiscible with water, and the solution is added to an aqueous
surfactant solution.[64,135] Removal of the solvent (‘oil’ phase) at elevated temperature
provides aqueous dispersions of polymer nanoparticles. The miniemulsion method is a type of
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solvent evaporation method wherein an oil-in-water emulsion is subjected to ultrasonication to
create droplets of the ‘oil’ phase stabilized by surfactants.[119,124,136] In principle, this method
can be used with any two or more immiscible solvents. In practice, water is typically the
dispersing solvent, thus the dispersing phase choice is limited. In the reprecipitation method, the
polymer is dissolved in a ‘good’ solvent for the polymer and is quickly added to a ‘poor’ solvent
for the polymer that is miscible with the ‘good’ solvent.[119,137,138] Water and various
alcohols are common ‘poor’ solvents or dispersing solvents for reprecipitated polymer
nanoparticles. Post-polymerization methods typically yield spherical nanoparticles, but the size
dispersity obtained in these methods are larger compared to nanoparticles prepared by direct
polymerization; the underlying reason for this large size dispersity is not well
understood.[139,140] Post-polymerization methods are broader in scope in terms of the polymers
and molecules that can be used. Moreover, the polymer aggregation within the nanoparticle can
be tuned by varying the fabrication conditions. Control of the polymer aggregation during the
reprecipitation method is possible, for example, by varying the temperature of the ‘good’
solvent[141] or by varying the amount of ‘poor’ solvent added and the duration of
aggregation.[142] This is in sharp contrast to the lack of control offered by rapid addition of
polymer solution to a large excess of ‘poor’ solvent. For nanoparticles prepared by the solvent
evaporation method, polymer aggregation can be controlled by the choice of ‘oil’ phase or
solvent mixture.[135] Polymer aggregation may also be adjusted post-fabrication by
hydrothermal annealing of the aqueous nanoparticle dispersion.[138,143]
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Figure 9: Typical post-polymerization miniemulsion fabrication of polymer nanoparticles. (a)
Photograph images of miniemulsion process. (b) Pictorial representation of the packing of
polymers in emulsion droplet as ‘good’ solvent is evaporated to form polymer nanoparticle.

A key disadvantage of the post-polymerization method is that the polymers within the
nanoparticle are typically not cross-linked thus restricting the choice of dispersing phase for the
nanoparticles to poor solvents for the polymer. Thus, there is an opportunity for synthetic
chemists to develop methods efficiently cross-link polymers within the nanoparticles without
substantially affecting the polymer packing.
When to use direct polymerization or post-polymerization methods for nanoparticle
fabrication? The answer depends on the polymer, nature of the desired assembly, and desired
functionality. Both methods can be used to prepare a wide range of nanoparticle sizes. Typically,
nanoparticles obtained using the direct polymerization method have low nanoparticle size
dispersity.[126,139,144] Since most polymerization techniques allow for cross-linking,
nanoparticles obtained by direct polymerization fabrication can easily be cross-linked with the
appropriate co-monomer[120,122,123] providing stable nanoparticles that can be dispersed in a
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wide variety of solvents. However, controlling the intraparticle polymer morphology during
direct polymerization is difficult, since the conditions that influence the morphology must also
facilitate the polymerization. Moreover, since polymer synthesis and nanoparticle fabrication
occurs concurrently, the polymer(s) cannot be purified prior to nanoparticle formation. In postpolymerization methods, since the polymer synthesis and nanoparticle fabrication are decoupled,
if a polymer can be synthesized, one can make nanoparticles. Thus, one can use a large array of
polymers and polymer architectures. Post-polymerization methods also offer greater control over
the intraparticle polymer morphology since the conditions that influence morphology may be
tuned during nanoparticle fabrication. A major difficulty of this technique is the cross-linking of
polymers within the nanoparticle; the functionality has to be built into the polymer in order to
fabricate cross-linked polymer nanoparticles.[145-147] Also, post-polymerization methods may
be impractical used if the desired polymer is insoluble in common solvents. Nonetheless, postpolymerization nanoparticle fabrication is a more versatile method for preparing polymer
nanoparticles with a wide range of polymers. For nanoparticles of polymers with complex
architecture (e.g. block copolymers), post-polymerization methods offer significant advantages
compared to direct polymerization, such as the ability to control the synthesis, purification, and
self-assembly of the complex polymer in a stepwise fashion.
2.1.1.3 Polymer Nanoparticles with Multicompartmentalized Structure.
The polymer architecture serves as an important tool to obtain interesting nanostructures within
polymer nanoparticles, leading to nanoparticles such as Janus particles,[148-150] patchy
particles,[151-154] or particles with soft corona.[65-67,155-157] Such morphologies within the
nanoparticles can be used to direct the interactions between the nanoparticles. A straightforward
way to obtain nanoparticles with complex internal structures is by blending multiple polymers.
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Polymer blend nanoparticles can be prepared by (1) seeded miniemulsion polymerization,[158]
in which the monomer for the desired second polymer is added to a pre-existing dispersion of the
seed polymer and then polymerized, (2) by a miniemulsion method[159] in which multiple
polymers are both dissolved in the ‘oil’ phase of the miniemulsion, or (3) by a reprecipitation
method[152] in which multiple polymers are dissolved in the ‘good’ solvent prior to the addition
of ‘poor’ solvent. The intraparticle morphologies of polymer blend nanoparticles has been
predicted based on the principle of surface energy minimization.[160] The expected
thermodynamic morphology is the one that minimizes the sum of interfacial tension between the
two polymers and between each of the polymers and dispersing phase. For example, one can
expect Janus-type nanoparticles if the interfacial tension between each polymer with the
dispersing phase is comparable. Core-shell nanoparticles can be expected if one polymer has a
greater interfacial tension with the dispersing phase than the other polymer. The type and amount
of surfactant, additives, and choice of dispersing phase can modify these interfacial tensions.
The use of diblock copolymers instead of polymer blends expands the scope of nanostructures
within the particle (Figure 10),[151,152] many of which cannot be obtained from polymer blend
nanoparticles. These morphologies can be predicted by models of diblock copolymers within
confined spaces[161] (Figure 10) based on the ratio of particle diameter (D) to polymer chain
length (L0), and the surface affinity of one of the polymer blocks, α. These predictions have been
validated in polystyrene-b-polyisoprene (PS-b-PI) nanoparticles[151] prepared by a modified
reprecipitation method.
The intraparticle morphologies of polymer nanoparticles can be further complexified by simply
mixing a block copolymer with a homopolymer or another block copolymer. For example,
Janus-type polymer nanoparticles in which each hemisphere contains a different morphology

25

have been obtained using AB/C diblock copolymer/homopolymer blends[150] or AB/AC
diblock copolymer blend nanoparticles.[162] The intraparticle morphologies obtainable by
combining various polymers and/or block copolymers are clearly an opportunity to add
complexity and diversity to the polymer mesostructures from polymer nanoparticle assemblies.
This strategy offers a rational way to impart the desired polymer nanostructure within each
nanoparticle prior to assembly. Moreover, the non-uniform surface of these particles presents the
ability to design anisotropic interactions. For example, Müller and coworkers have demonstrated
the power of this approach[67,163] using linear ABC triblock terpolymer nanoparticles to create
patchy particles assembled in 2D networks; however there still exists a breadth of opportunity in
these systems such as 3D networks of multiblock copolymer nanoparticles.
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Figure 10: Simulated intraparticle morphologies predicted based on pore surface affinity (α)
and ratio of particle diameter to polymer length (D/L0). Dashed lines indicate experimentally
observed morphologies in PS-b-PI nanoparticles, by STEM of OsO4 stained nanoparticles, with
D/L0 inset. The number of lamellae found experimentally sometimes deviates slightly from the
predicted number for a given D/L0. Adapted with permission from references by Yu et al.[161]
and Higuchi et al.[152], [151]

2.1.1.4 Making Non-spherical Polymer Nanoparticles.
Methods for the formation of spherical polymer nanoparticles are abundant, but methods for
the formation of non-spherical polymer nanoparticles are rare. Non-spherical polymer
nanoparticles are desired to expand the breadth of possible self-assembled morphologies, as
different geometries have different assembly motifs. Non-spherical inorganic nanocrystals are
prepared via different crystalline polymorphs or by selective growth of a particular crystalline
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face.[164-166] Compared to inorganic nanoparticles, bottom-up fabrication of non-spherical
polymer nanoparticles has not been well explored for the simple reason that polymers are
typically semicrystalline[167] and therefore it is difficult to crystallize polymers within
nanoparticles with defined crystal faces for shape control. Thus far, the most useful techniques
are top-down, and have been used to control the shape either by mechanically stretching the
polymer particles post-fabrication[168,169] or by fabricating nanoparticles within templates of
the desired shape.[170,171]
In the stretching technique,[168,169] particles are suspended in a polymer matrix such as
poly(vinyl alcohol). The matrix containing the particles is either immersed in a good solvent for
the particles and not for the matrix, or heated above the Tg of the pristine polymer. Then the film
is fixed to a stretching apparatus and pulled, and then cooled. The stretching of polystyrene (PS)
nanoparticles has been documented in several studies. Some of the possible non-spherical
geometries include rectangular disks, rods, and ellipsoids (See Figure 11). They were obtained
from different combinations of heat and solvent annealing and 1D and 2D stretching. Studies are
required to probe how this method can be applied to other polymers.
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Figure 11: Possible polymer particle geometric shapes at different size scales: (a-c) spheres, (df) rods, and (g-i) ellipsoids. Reprinted by CC BY license from work by Mitragotri and
coworkers.[168]

A more recent technique to obtain particles with different shapes is the Particle Replication in
Non-wetting Templates (PRINT™) approach developed by DeSimone and co-workers.[170,171]
In this approach, imprint lithography is used to design a perfluoropolyether (PFPE) template for
the desired shape of nanoparticle prior to nanoparticle fabrication. A solution of the particle
precursor is then spray- or drop-cast onto the template and the precursor is converted to a solid
particle within the cavities through photocuring or by other methods. The particles can be
physically removed from the template due to the low surface energy of the PFPE template, and
redispersed in a solvent. The features of the lithographic mold dictate the size of the particle and
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the prepared polymer particles have a uniform size distribution. Spheres, cylinders, disks,
toroids, and cubes have been prepared by this method using the appropriate imprint lithography
master for the template, each having near uniform size distribution. Mechanical stretching of the
template has also been employed[171] to increase the catalog of shapes available by this method
beyond those possible from the original, un-stretched templates alone. These include high aspect
ratio nanorods, rectangular prisms, and various parallelepipeds. A variety of biologically relevant
polymers—as this method was initially developed for the synthesis of drug delivery vehicles—
have been molded into uniformly sized, shape-controlled polymer nanoparticles by this method.
PRINT™ has yet to be exploited for polymer nanoparticle assemblies for functional polymer
mesostructures, despite its great potential.
Non-spherical polymer particles have also been fabricated in a bottom-up fashion during
seeded miniemulsion polymerization.[123] In this method, seed PS particles, cross-linked with
divinylbenzene and coated on the surface with a hydrophilic polymer, are swelled and subjected
to a second miniemulsion polymerization using fresh styrene monomer. The second
polymerization creates a bulge of PS protruding from the cross-linked seed particle, and results
in anisotropic, dumbbell-type particles. Bottom-up procedures for non-spherical polymer particle
fabrication such as this are important for expanding the library of available shapes, and scaling
up nanoparticle fabrication to industrial scales. In the aforementioned methods, the particles are
typically >200 nm in at least one of the dimensions. The next challenge is to fabricate of polymer
nanoparticles with desired shapes with size features < 100 nm.
2.1.1.5 Non-Spherical Particle Clusters.
Another approach to obtaining non-spherical geometries is to pack spherical polymer
nanoparticles into geometric clusters of particles.[172] These clusters can then be treated as a
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non-spherical moiety for self-assembly. The fabrication of stable colloidal clusters is more
complex as it depends on the properties of the particle and on the properties of the dispersing
solvent. They have been most successfully obtained by trapping multiple particles in an emulsion
droplet (See Figure 12).[173] There have been many computational studies on the assembly of
spheres into clusters.[174-176] These studies have unveiled multiple different geometries and
symmetries that can exist in the clusters. The use of different cluster symmetries as seeds for
crystallization of colloids has also been computationally explored but not experimentally
verified.[177]

Figure 12: Polymer particle clusters obtained by trapping particles in emulsion droplet. (A)
Cluster geometries with defined point groups, and (B) high order structures, along with predicted
structures for particular point group. Reprinted with permission from work by Pine and
coworkers.[173]

Another very interesting method for obtaining colloidal clusters is the combined utilization of
DNA interactions and crystalline templates.[178] This work by Crocker and co-workers tunes

31

DNA interactions in order to obtain face-centered cubic (FCC) and body-centered cubic (BCC)
lattices of fluorescent dye containing PS nanoparticles. ‘Impurity’ particles are incorporated into
the crystalline assemblies and these particles have slightly different DNA sequences that can be
reinforced with small segments of DNA. This reinforcement effectively connects all nearest
neighbors to a single central particle. Then, all other contacts are melted, disassembling the
crystalline assembly and releasing the DNA-reinforced clusters. The clusters released are the
structure of the crystalline template and not the lowest energy configuration, such as
cuboctahedron. When these clusters are fixed to the substrate through DNA interactions, the
coordination and structure are dependent on the face and number of particles that lay on the
glass. This rearrangement with a fixed face even results in ejection of particles in order to obtain
the lowest energy configuration.
The self-assembly of micron-sized Janus charged particles has also been explored for the
formation of well-defined clusters.[179] This approach, if extended to nanoparticles, may be a
convenient method to fabricate well-defined clusters in large scale.
From isotropic nanoparticles to nanoparticles containing complex features, the array of
available building blocks is large and offers exciting possibilities of mesoscale
assemblies.[51,73,74] Yet, the two major challenges in the fabrication of polymer nanoparticles
that need to be addressed are: (1) the lack of a general method to obtain nanoparticles with low
size dispersity (<10%) for a wide variety of polymers in dispersing phase of choice, and (2) the
lack of a bottom-up method to obtain nanoparticles for a wide variety of polymers with desired
non-spherical shape.
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2.1.2 Self-Assembly of Nanoparticles
2.1.2.1 Sphere Packing.
Since a sphere is the most common geometry in polymer nanoparticles, first, we discuss the
packing of spherical nanoparticles into ordered and disordered structures for tunable polymer
morphologies. We will then discuss the predictions for non-spherical shapes. The driving force
for the packing of spheres, typically into ordered crystals, has long been studied by the physics
community. It has been demonstrated that as the particle volume concentration exceeds
~55%,[98] the maximization of free volume entropy can alone drive the crystallization of
spheres.[180] For single-sized spheres the purely entropically driven structure is the FCC
lattice.[99] When different-sized spheres are allowed to assemble, the resulting structure depends
on the radius ratio,[96,97,181] akin to structures of minerals and alloys.[182-184] Natural opals
were one of the early examples studied in terms of mesoscale assemblies of particles[185] and
more recently inorganic nanoparticle assemblies are receiving widespread
attention.[53,92,102,186,187]
The common misconception is that spheres will pack into ordered assemblies all the time;
however, there are routes that lead to kinetically trapped disordered assemblies. The phase
pressure-density diagram for spherical assembly shows two paths for assembly (Figure
13).[188,189] One continuous pathway leads to a metastable ‘disordered’ assembly, so called
random close-packed (RCP), sometimes also referred as maximally randomly jammed (MRJ)
assembly.[188] The other pathway leads to the ordered, close-packed FCC assembly and
involves a first order phase transition.[189] This arises from the difference in volume fraction for
freezing (0.49) and melting (0.55).[188] Though ordered structures are the thermodynamic
global minimum, a metastable local minimum exists for disordered structures. This was shown
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computationally, where significant volume fluctuations are required to go from a disordered to
ordered assembly.[189]

Figure 13: Phase diagram of hard spheres with respect to pressure and volume fraction
showing a discontinuous path to ordered (FCC) structure and a continuous path to MRJ
assemblies.[188]

The volume fraction of the initial dispersion has been shown to have an impact on the nature of
assembly. This was best exemplified by Pusey et al. with mostly non-interacting (hard) PMMA
micron-sized particles.[98] This work shows that homogeneous crystallization occurs at the hardsphere melting volume fraction (found to be ~0.54) until ~0.57, where heterogeneous
crystallization occurs. Glasses form at a hard-sphere volume fraction of ~0.61. Metastable
disordered glasses form at high concentrations because particle diffusion is sufficiently
disrupted, preventing the formation of thermodynamically favorable ordered structures, even
after month long periods.[190] This is consistent with the phase diagram in Figure 13. The threedimensional phase diagram of volume fraction, attraction, and stress for the ‘jamming’ of
particles into disordered structures has been studied.[190] In this phase diagram, dispersed fluids
form jammed assemblies on the three-dimensional plane of increasing volume fraction,
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increasing attraction energy, and decreasing stress. Disordered structures are sometimes referred
as gels or glasses.[191-194]
2.1.2.2 Interparticle Interactions
Interparticle forces are an important tool in engineering the assembly of nanoparticles. The
DLVO (Derjaguin-Landau-Verwey-Overbeek) theory is used to model colloidal interactions in
aqueous media.[104,195] The sum of the van der Waals, electrostatic, and depletion energies is
termed DLVO energy: Φghij = Φklm + Φno + Φlnp . van der Waals energy (Φklm ) is
calculated by the equation in Table 1 and is proportional to the Hamaker constant (A). The
Hamaker constant[104] is a material property that represents the strength of van der Waals
interactions. The non-retarded Hamaker constant can be calculated by considering the refractive
indices (n) and dielectric constant (ε) of two interacting bodies and the medium they are
interacting across. The electrostatic interaction energy (Φno ) is calculated by the equation in
Table 1, and depends on the exponential 𝑒 Hst where κ-1 is the electrostatic screening length
(Debye Length), and δ

is the distance between the interacting bodies. The equation for κ2 is

given in Table 1; the Debye length depends solely on the properties of the solvent.[104] These
interactions are well known and predictable in aqueous solutions, but they are not well
understood in non-aqueous colloidal dispersions.[104,195,196] Much effort has focused on
tuning the particle properties in order to tune the interparticle interactions and thus the
assembly.[195] In comparison, the dispersing phase choice can be simple yet powerful tool to
precisely tune the interactions between nanoparticles, and thus their assembly.
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Table 1: Equations for estimating the interaction energies of colloidal solutions
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van der Waals interactions can be tuned by solvent choice, and even made repulsive in specific
circumstances.[197] For two particles with dielectric constants (over frequencies ξ) ε1 and ε2
interacting in a solvent with dielectric constant εs, the interaction goes as: −(ε1−εs)(ε2−εs). In a
typical colloidal solution, this term is negative, leading to attraction. However, when ε1 > εs > ε2,
the aforementioned term is positive making the van der Waals interaction repulsive. This
phenomenon has been experimentally confirmed by Parsegian and co-workers using force-probe
measurements.[197]
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Further, van der Waals interactions can be tuned using the refractive indices of the interacting
materials. The concept of refractive index “matching” has been demonstrated in polymer
nanoparticle assembly by Bartlett et al.[96] where PMMA spheres were dispersed in
decalin/carbon disulfide and self-assembled into crystal structures: A, AB2, AB13, or B, at a
radius ratio of 0.62 by varying the particle volume fraction. The refractive index-matched solvent
screens attractive van der Waals interactions allowing the entropic maximization of particle free
volume to dictate the assembly.
2.1.2.3 Ordered Assemblies.
Ordered nanoparticle assemblies are particularly attractive for the design of polymeric
mesostructures because many of the predicted morphologies are akin to block co-polymer
morphologies, except with greater versatility in polymer type and available
morphologies.[198,199] There are myriad examples of ordered assemblies—Binary Nanoparticle
Super Lattices (BNSLs)—from two types of inorganic nanoparticles. BNSL structures that have
been realized with inorganic nanoparticles include NaCl, CsCl, NiAs, AlB2, MgZn2, MgNi2,
NaZn13, and ZnS.[92,200-213] It is important to note that although the structures obtained from
inorganic nanoparticle BNSLs are homeotypic with minerals, they often do not match the
structures predicted by radius ratio rules.[92] Often, the obtained structures have packing
densities lower than 0.74, essentially eliminating entropy as the principle driving force for the
assembly of these building blocks. Murray and co-workers show that the Coulombic potential
arising from the charge on the particles stabilizes the formation of BNSLs.[92]
Compared to inorganic nanoparticle BNSLs, examples of BNSL-type assemblies involving
polymer nanoparticles are scant.[214-217] Most studies focus either on micron-sized particles for
photonic crystals[218,219] or on micron-sized particles/nanoparticles where the size of the
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nanoparticles was chosen so that the nanoparticles will not interfere with the assembly of
micron-sized particles; the nanoparticles were designed to be larger than the interstitial voids in
the assembly of micron-sized particle, but not too large (e.g. radius ratio ~ 0.2).[96,220,221]
One aspect of polymer nanoparticles that is important is the presence of surfactants to stabilize
the nanoparticles through repulsive interactions at long distances. At short distances, two
polymer nanoparticles can have strong van der Waals attractions as predicted by the DLVO
theory for colloidal interactions.[104,195] If these van der Waals interactions are not screened,
then strong interparticle interactions can lead to non-equilibrium, disordered, or jammed
assemblies. Thus, we need the ability to disperse polymer nanoparticles in a dispersing phase
with a refractive index that matches the polymers refractive index. As mentioned before, the
challenge is to develop more nanoparticle fabrication methods with the capability to cross-link
the polymer within the nanoparticles and disperse them in solvents of choice.
Ordered assemblies from soft colloidal micro-/nanogels have been explored in order to study
the assembly behavior of soft colloids.[222-230] The most abundantly used polymer for
microgel colloidal crystals is poly(N-isopropylacrylamide) (pNIPAm) and derivatives of
pNIPAm. The size of pNIPAm particles decreases with increasing temperature. pNIPAm
particles made in a typical synthesis have a slightly anionic surface, but their the electrophoretic
mobility is ‘modest’. Therefore, electrostatic repulsion may not be a dominating factor to the pair
potential. Moreover, swollen polymer networks are predicted to have a low Hamaker Constant,
therefore the van der Waals forces will only be a small contributor to pair potential. These two
conditions allow for entropy driven assembly.[227] pNIPAm particles cannot be sedimented by
gravity like latex particles; therefore they are brought into close contact by ‘forced
sedimentation’ via centrifugation. Rapid sedimentation leads to disordered phases because the
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particles do not have time to access thermodynamically favored ordered structures. However,
these disordered assemblies can be warmed up to shrink the size of the particles. Upon warming,
the jammed assembly turns into a dense fluid, which upon cooling has sufficient diffusion in
order to assemble into ordered crystalline assemblies.[227] The crystalline phase diagram for
assemblies of microgels has been explored.[222,224] The phase diagram is different from a hard
sphere diagram and has greater structural diversity.92 It is another example how how polymer
nanoparticles offer unique avenues for research in the area of particle assembly.
2.1.2.4 Directed Assembly.
Directed assembly of nanoparticles can be accomplished via hydrogen bonding,[231]
DNA,[232,233] Coulombic interactions,[234] polymer-polymer interactions,[73,74,235-237]
magnetic interactions,[238] and other supramolecular interactions.[56,239] This directed
assembly is typically accomplished by functionalization of particles to impart chemical moieties
that impose the aforementioned interactions between particles. We will discuss what we consider
a few particularly interesting examples in this Chapter.
Functionalization of the particles with groups that can engage in interparticle interactions such
as hydrogen bonding can help realize ordered polymer nanoparticle assemblies. This can be
simply done by copolymerizing hydrogen bond acceptors on one type of nanoparticle and
hydrogen bond donors on the other.[231] This technique does allow for some controlled
assembly, however, it is quite limited to nanoparticles that are prepared by miniemulsion
polymerization and are compatible with hydrogen bonding co-monomer. Recently DNA strands
have been used to guide inorganic nanoparticle assemblies.[232] Crocker and co-workers have
demonstrated the formation of ordered crystals or disordered assemblies of PS particles, which
can be tuned by modulating the relative strength of the interaction (See Figure 14).[233] The
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authors claim the ability to access morphologies that are kinetically inaccessible by simple
nucleation alone, and can only be formed by controlling interparticle interactions. The authors
provide a phase diagram of morphologies as a function of interaction energies. The use of DNA
to engineer particle assemblies is a blossoming field, and holds much promise to access a wide
variety of structures.

Figure 14: Polymer nanoparticle superlattices homeotypic with (a) CsCl, (b) CuAu-FCC, and
disordered FCC; along with corresponding facet planes schematics, confocal microscopy images
and differential interference contrast micrographs. Structures are made by changing particle
interactions. Reprinted with permission from work by Crocker and coworkers.[233]
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Another interesting way to direct the assembly of nanoscale macromolecular building blocks is
through polymer-polymer interactions; this has been studied both experimentally and
theoretically.[73,74,235-237] Through this method, the interactions between the polymer ‘hairs’
or corona on nanoparticles can direct the assembly of the nanoparticles into a variety of
structures. The mechanism of assembly is akin to the diblock copolymer phase diagram where
polymer interactions direct the assembly of the nanoscale building blocks.
It is important to note that if directional interparticle interactions exist, as in hydrogen bonding
directed assembly, then the resulting structure will not always be the one predicted by the
traditional radius ratio rules. Moreover, in inorganic particle assemblies, it has been shown that
myriad attractive and repulsive forces compete with entropy resulting in structures not predicted
by entropy maximization computations.[92] Thus, this is a rich area of collaboration between
computation and experiments to systematically study how the interparticle interactions affect the
particle assemblies.
2.1.2.5 Disordered Assemblies.
Most studies on particle assemblies have focused on ordered assemblies. Attraction at close
interparticle distances can cause particles to jam together, which would prohibit the formation of
some of the equilibrium, ordered structures mentioned previously. The result of these
collectively jammed assemblies (as in Figure 15) is a disordered assembly.
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Figure 15: Disordered nanoparticle assemblies of different types of nanoparticles. (a) Scanning
electron micrograph of donor and acceptor nanoparticles from work by Venkataraman and
coworkers.[116] (b) Atomic force microscopy image of a disordered assembly of PS and
poly(methyl methacrylate) (PMMA) nanoparticles.

Contrary to common perception, not only do binary disordered assemblies provide a valid
route to functional mesoscale morphologies, but they also provide a surprising amount of
tunability and control over the assembled structure. When considering a binary mixture of
particles, there are two parameters that can be utilized to control its assembly, the number ratio
and the radius ratio of the two types of particles.[240] In fact, ordered assemblies can be tuned
by changing the radius ratio, but are restricted to very specific stoichiometry/number ratios,
giving even more control in disordered assemblies. We recently demonstrated that disordered
nanoparticle assemblies of donor and acceptor materials can be used to design a bicontinuous
structure for photovoltaic applications which is discussed elsewhere.[116]
Thus far, disordered assemblies have remained largely unexplored, especially in the design of
polymer binary mesoscale assembly. One of the possible reasons for this may be due to the
difficulties in structurally characterizing these disordered assemblies. Confocal
42

microscopy[241,242] and electron tomography[243] have been utilized to characterize the
structure of disordered assemblies, however, these techniques are not ideal for analyzing 3D
assemblies of nanometer-sized particles. Moreover, structures derived from micron-sized and
millimeter-sized particle assemblies may not map onto the structures of nanoparticle
assemblies.[241] Electron tomography is emerging as a tool to probe 3D morphologies of thin
films, but it is neither rapid nor routine. Therefore, structural analysis of disordered nanoparticle
particle assemblies has thus far been elusive. We will demonstrate in an upcoming paper that
conducting atomic force microscopy (cAFM) in conjunction with simple computation can be
used to non-destructively probe the structure of disordered assemblies, provided that one of the
particle types is conducting. This technique will be able to provide a morphology map of
disordered assemblies by changing the number ratio and the radius ratio of the two types of
particles.
Disordered nanoparticle assemblies have several advantages over ordered nanoparticle
assemblies. First, they are ubiquitous, and scalable over large areas; secondly, they can be made
using a variety of deposition[117] and roll-to-roll methods[244] and under ambient conditions.
Lastly, they have two parameters (radius and number ratio) that can be independently tuned.
Disordered assemblies—thus far largely unexplored—have potential to be a highly tunable and
applicable method to realize functional polymer mesoscale morphologies.
2.1.2.6 Structures from Non-Spherical Shapes.
The self-assembly of non-spherical inorganic nanoparticles has been extensively
studied.[245,246] Studies on the assembly of non-spherical polymer nanoparticles are limited,
because very few non-spherical polymer nanoparticles have thus far been synthesized.
Simulations of non-spherical, polyhedral structures indicate the presence of a rich diversity of
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structures (See Figure 16).[247,248] Similar to the packing of spheres, the packing of polyhedra
into these structures can be rationalized by the volume excluded from these packings, leading to
entropy maximization by the surroundings.[249] Thus, based on the shape of the polyhedral
structures, disordered, liquid crystalline, and crystalline structures have been predicted.[248]
These predictions do not only outline many ordered assemblies waiting to be verified
experimentally, but they also allow for the prediction of the packing structure for a given
polyhedron based solely on its shape. These computations also illustrate the power of using
geometry to get to various mesostructures. Directional interparticle interactions combined with
shape can lead to exciting structures, but computing such structures will require input from
experimental observations.

Figure 16: Simulation results for the packing of 2048 polyhedra. Simulated assemblies
obtained are (A-D) crystals, (E-I) plastic crystals, and (I-J) liquid crystals. Each simulated
assembly has a corresponding bond order diagram, polyhedron shape, small assembly of
particles, and diffraction pattern. Reprinted with permission from work by Glotzer and
coworkers.[248]
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2.1.3 Impact on Functional Materials
Thus far, the field has focused on the physics of assembly and the resultant structures.
However, we feel that the area of this field that requires further investigation is functional
polymeric material from assembled polymer nanoparticles. The majority of functional materials
from colloidal assembly are photonic or diffractive in nature, which means that their
functionality is derived from the periodicity of the assembled structure and not necessarily from
the materials that make up the structure.[250] We believe that the breadth of applications that can
be accessed by the packing of two different polymer nanoparticles can be great if the right
polymers are selected and the right structures are assembled. We will highlight here three
examples of applications where we see the potential for incorporating function into assemblies of
polymer nanoparticles. However, one can apply to any application that requires the assembly of
multiple components in to hierarchical morphologies.
There are myriad functional materials where two or more polymeric materials (sometimes
disparate) need to be arranged in specific molecular assemblies at the nanoscale and
morphologies in the mesoscale and beyond (Figure 7). One such functional material is the donoracceptor bulk heterojunction for organic photovoltaic (OPV) devices. We and others have
demonstrated that individual organic donor and acceptor materials can be assembled into
nanoparticles and assembled into working devices.[64,116,244,251-254] In these devices,
particle-particle contacts are promoted, since the weakly bound surfactants can be dislodged by
the strong van der Waals interactions between the particles. This leads to jammed, disordered
assemblies with intimate contact between the nanoparticles and efficient charge
transport.[255,256] In comparison, charge transport is unfavorable in inorganic nanoparticle
assemblies due to the barrier created by non-conjugated ligands.[257] This is an important and
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key difference between inorganic and organic nanoparticles. Also, the general expectation is that
ordered structures, such as the bicontinuous AlB2 packing are required for applications such as
OPVs (Figure 17).[198,199] However, we have demonstrated that disordered structures can
provide a bicontinuous structure with donor-acceptor interfaces for exciton splitting and efficient
OPV devices.[116,255]

Figure 17: (top) Illustration of a lamellar structure seen in diblock copolymers and the
alternating layered structure of AlB2-type structures that can be obtained through ordered
assemblies of two polymer nanoparticles and (bottom) illustration of the bulk heterojunction
structure which can be obtained through a disordered assembly of nanoparticles. Reproduced
with permission from Ref. [258].

Thermoelectric materials derived from polymers are another example that requires the
assembly of multiple polymeric materials into specific morphologies. For example, it has been
reported in mixtures of poly(3-butylthiophene)/polystyrene (P3BT/PS) for thermoelectric
devices, that the figure of merit (ZT) is maximum when the two materials exist in an
interpenetrating bicontinuous structure.[259] We believe that assemblies of P3BT and PS
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polymer nanoparticles can provide an ideal platform to systematically tune morphologies and
domain sizes for optimal performance. Nanoparticles also open up possibilities to explore
thermal conductivity in polymer materials.[260,261]
Another potential application is materials for ionic conductivity. Ion transport materials such as
NafionTM contain two domains, a fluorinated hydrocarbon, and an ion transporting hydrated
sulfonic acid domain. The chemistry and the assembly of these two domains define its
functionality. Recently, it has been shown that the bicontinuous gyroidal phase is the optimal
phase for Li+ ion conduction.[262] We envision achieving such bicontinuous structures through
the assembly of polymer nanoparticles. For example, it has been shown that particle films
derived from latex particles containing poly(styrenesulfonic acid) show superior proton
conductivity compared to polymer membranes with similar charge content.[263] Particle
assembly can also provide us straightforward pathways to combine nanoparticles for electronic
transport with nanoparticles for ion transport to achieve structures with separate but continuous
charge transport channels for concurrent electronic and ionic transport for battery and energy
applications.[264]
Using polymer nanoparticles as building blocks is a simple yet powerful method to obtain
mesoscale morphologies. This approach provides us the ability to obtain stable mesoscale
structures in a single step, through self-assembly of two or more nanoscale moieties. We can
independently pre-assemble the polymer domains with the desired packing within the
nanoparticle. As we continue our progress in the fabrication and assembly of polymer
nanoparticles with specific shape, size, and functionality, we will be able to develop a powerful
bottom-up approach that provides control and tunabilty at each step of the self-assembly process
to reliably obtain stable mesoscale (or nanostructured) morphologies. The field of polymer
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nanoparticle assemblies opens up a pathway for the systematic study and tuning of functional
materials with disparate components while exercising control of each of the components
assembly at multiple length scales.
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2.2 SELF-ASSEMBLY OF NANOPARTICLES
This chapter** reviews the various methods and techniques for the self-assembly of
nanoparticles (organic and inorganic). Extending the concept of nanoparticle packing to create
polymer-based nanostructures will allow us to (a) obtain stable nanoscale structures in a single
step, through self-assembly from any two or more spherical moieties; (b) independently preassemble the polymer domains with the required molecular assembly within domain size dictated
by the size of the particle; (c) systematically alter nanoscale morphology through changes in the
size and shape of the nanoparticles or interparticle interactions or both: and (d) the ability to
rationally design nanostructured materials using multiple polymer components in the assembly.
The concept of spherical packing is a powerful bottom-up approach that provides hierarchal
control and tunability in each step of the self-assembly process to reliably obtain stable nanoscale
morphologies.
Inorganic nanoparticles/nanocrystals have been the focus of the assembly of nanoparticles into
specific morphologies. The low size dispersity of inorganic nanoparticle samples is an important
factor to obtaining ordered structures. Thus, a diverse number of techniques to obtain these
structures have been established utilizing inorganic nanoparticles. Therefore, many of the
techniques that will be discussed herein to self-assemble nanoparticles have only been employed
using inorganic nanoparticles. It is the expectation that the same principles can be extended to
organic nanoparticles.

**

This chapter was adapted with permission from a book chapter: Renna, Lawrence A., Timothy
S. Gehan, and D. Venkataraman. "Polymer Nanostructures through Packing of Spheres." Optical
Properties of Functional Polymers and Nano Engineering Applications 1 (2014): 227.
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There are numerous methods for the self-assembly of nanoparticles into colloidal crystals,
glasses, and superlattices.[92,94,186,265,266] The methods in this chapter have been broken
down into the following categories: self-assembly by evaporation, self-assembly at the liquid-air
interface, self-assembly at the liquid-liquid interface, and other types of self-assembly that do not
necessarily fit into the aforementioned classifications.
2.2.1 Self-Assembly by Evaporation
In this method the slow evaporation of the liquid phase of a colloidal dispersion on a substrate
produces a self-assembled structure. Although the technique is relatively simple, there are
myriad attractive, repulsive, and disruptive forces that complicate the self-assembly process. The
solvent evaporation method has been used to obtain ordered arrays of spherical
particles[92,96,267-269], nanorods[270] and nanotriangles.[271] One of the earliest examples
using solvent evaporation to obtain an ordered binary nanoparticle assembly was reported by
Bartlett et al.[96] They utilized the radius ratio of the particles and partial volume fraction to tune
the morphology of the nanoparticle assembly. The authors demonstrated that PMMA
nanospheres (186 nm and 321 nm) dispersed in decalin/carbon disulfide self-assemble into four
different crystal structures: A, AB2, AB13, or B, at a radius ratio of 0.62 and varying the particle
volume fraction. The dispersant was chosen to have the same refractive index as the
nanoparticles, and therefore reduces the van der Waals interactions between nanoparticles. When
such enthalpic forces are screened, as in this case, the system behaves similarly to the age-old
physics problem of assembling hard spheres where the entropy gain in maximizing particle free
volume is the dominant factor. Self-assembly of SiO2 nanoparticles (200 nm – 700 nm) dispersed
in ethanol have also been shown to assemble on a vertically aligned substrate into close-packed
structures. The authors demonstrated that the film’s thickness could be controlled from a single
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monolayer of nanoparticles to hundreds of nanoparticle thick films by tuning the volume fraction
and particle size.[272]
When a colloidal solution is allowed to dry unperturbed on a horizontal substrate, the “coffee
ring effect” is often observed.[273] This effect is due to the non-equilibrium state of a drying
droplet where different evaporation rates throughout the droplet and small temperature
fluctuations result in capillary flows within the droplet. These forces move nanoparticles outward
toward the droplet’s contact line, causing a concentration gradient of nanoparticles in the film
after drying is complete (Figure 18b and c). Recent work has shown that by simply changing the
shape of the nanospheres to nanoellipsoids, the coffee ring effect can be suppressed (Figure 18a).
This is due to the long-range interactions between particles that are generated by the anisotropic
shape of the ellipsoids, resulting in non-close packed structures. Another interesting solution to
avoid the coffee ring effect is to control the evaporation rate by placing the sample in an
environment that contains some degree of saturation of the solvent. The saturation can be
changed to tune the evaporation rate providing an additional tool to self-assemble
nanoparticles.[274-277] By slowing the evaporation rate, the evaporation gradient in the droplet
is reduced and thus the capillary force is reduced. Inorganic nanocubes and nanooctahedra have
also been shown to self-assemble into different structures through controlled evaporation by
placing the substrate with a droplet of colloidal solution in a desiccator at ambient, under
vacuum, or saturated environments.[278]
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Figure 18: Image of film with ellipsoidal nanoparticles (a) and spherical nanoparticles (b),
where the coffee ring effect can be clearly see due to the outward flow in the droplet (c).
Reprinted with permission from Ref. [13].

It has been observed that solvent molecules can get occluded to result in non-close-packed
assemblies.[279] It has also been shown that host-guest chemistry can be used to create nonclose-packed nanostructures.[115] For example, PbSe nanoparticle dispersions mixed with guest
molecules squalane, squalene, or polymers such as polyisoprene, were allowed to evaporate on
substrate resulting in non-close-packed structures such as AB13. Without the inclusion of guest
molecules a close-packed crystal is obtained.
In order to prevent the coffee ring effect, the dispersion can be contained within a cavity and
allowed to evaporate. An example of this procedure is to place a Teflon ring on a substrate, add a
polymer nanoparticle dispersion inside the ring, and allow the solution to evaporate. Often, the
result is a close-packed colloidal crystal.[280] Aside from typical polymer nanoparticles
PS/PMMA, mesoporous silica particles filled with conjugated polymers can also be assembled
via dispersant evaporation. The silica can be etched away leaving a polymeric nanostructured
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material.[281] Using PS nanoparticles self-assembled on a substrate constrained by a ring, the
effect of polydispersity on the order of the assembled colloidal crystals was demonstrated. When
a colloidal solution has wide size dispersity, it was shown that there are “non-uniformities in the
filling fraction.”[282]
Solvent evaporation/capillary flow induced self-assembly of poly(9,9-di-n-octylfluorenyl-2,7diyl) (PFO) and MEH-PPV and a blend of the two polymer nanoparticles has also been
demonstrated in a confined well.[283] This was done in a 600 µm gap between two vertically
aligned ITO substrates. The spacing between the two ITO substrates was filled with the
nanoparticle dispersion (30 nm and 74 nm respectively) in 40% (v/v) ethylene glycol (EG)/H2O.
The surface tension gradient creates a Marangoni flow opposite and parallel to the capillary
forces. The Marangoni force can be tuned by varying amount of EG such that it reduces the
capillary flow, and thus circumvents the nanoparticle concentration gradient in dried films
(Figure 19). The nanoparticles self-assemble due to particle-particle interactions, particle-ITO
interactions, and due to entropic effects.
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Figure 19: The formation of nanoparticle assemblies due to solvent evaporation, Marangoni
and capillary flow in EG/H2O dispersant. Reprinted with permission from Ref. [283].

Ordered structures have also been obtained using binary nanoparticle systems where the size of
the small nanoparticle is less than or close to the size of the void created by the hexagonally
packed large nanoparticles.[216,276] In this example, the horizontal deposition has been shown
to produce large binary colloidal crystals of PS where the small nanoparticles fill in the voids of
the packed large nanoparticles. Similar binary and ternary nanoparticle colloidal crystals have
also been obtained through layer-by-layer assembly. In this method, a single nanoparticle
solution of PS or SiO2 in water was confined on a substrate and allowed to evaporate. Then a
different size nanoparticle dispersion was directly applied onto the aforementioned assembly and
allowed to evaporate.
Assembly of inorganic nanoparticles through solvent evaporation has been demonstrated to
produce a diverse number of ordered structures (Figure 20) with natural analogues including but
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not limited to: NaCl, CsCl, NiAs, CuAu, FeCr alloy, orth-AB, AlB2, MgZn2, MgNi2, Cu3Au,
Fe4C, CaCu5, CaB6, NaZn13, CdSe, cub-AB13, ico-AB13,[92,200-213,284] and A6B19 which
interestingly has no natural analogue.[285] The technique, most notably utilized by Murray,
Talapin and co-workers, is the solvent evaporation of single, binary, or ternary nanoparticle
dispersions on an angled substrate at elevated temperatures and reduced pressure (Figure 21).
Murray and co-workers exemplified the effects of radius ratio, particle volume fractions, and the
particles relative charge on the self-assembly of nanoparticles, by tuning these properties to
obtain a large variety of structures. It was demonstrated that the superlattices formed by a
colloidal dispersion could be changed by adding small amounts of carboxylic acids,
trioctylphosphine oxide (TOPO), or dodecylamine. This result is another example of complexity
of the interplay of various interactions, such as the van der Waals, electrostatic, steric repulsion,
dipolar, and entropic forces that dictate the structure of nanoparticle assemblies.[92,203] Talapin
and co-workers used temperature as a tool to control the ordering of nanoparticles into diverse
structures.[200] This method has been consistently proven to be a versatile technique to selfassemble inorganic nanoparticles into a variety of ordered nanostructures, and has also been
extended to organic nanoparticles.[231] Using this method it has been demonstrated that a binary
dispersion of PS nanoparticles in CHCl3, (radius ratio between 0.52 to 0.85) can self-assemble
into ordered crystals. The charge on the nanoparticles is tuned by incorporating complementary
functional groups during the synthesis of the nanoparticles to increase interparticle attraction.

55

Figure 20: TEM images of binary nanoparticle assemblies, exemplifying the structural
diversity. Reprinted with permission from Ref. [92].

Figure 21: General apparatus setup for inorganic nanoparticle self-assembly. Reprinted with
permission from Ref. [200].
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Solvent composition plays a major role in determining whether nanoparticles self-assemble
into glassy structures or ordered superlattices. The solvent plays an important role in mediating
interparticle interactions.[186,286] Much like small molecule crystallization, the key to obtaining
an ordered crystal is a slow transition to the destabilization of the colloidal dispersion to establish
equilibrium for particles to form a nanocrystal. A common strategy is to use a multi-component
dispersant with a low-boiling good dispersing solvent and a high-boiling bad dispersing solvent.
As the good solvent evaporates, the weak dispersing solvent causes particles to aggregate and
thus nucleate nanocrystal growth. This technique was demonstrated with CdSe nanoparticles,
where 95% hexane and 5% octane mixture produced a glassy crystal, whereas 95% octane and
5% octanol produced ordered superlattices.[186,287,288] Another interesting use of multicomponent dispersant was with PbS, CdSe, and CoPt3 nanoparticles, where the colloidal solution
in hexane was placed in a test tube with a vertically aligned substrate. i-PrOH was added
carefully to prevent mixing. The slow “diffusional intermixing of the solvents” caused the
growth of nanocrystals on the substrate.[289] The multi-component dispersant evaporation is a
versatile technique and provides opportunity to easily tune interparticle interactions during selfassembly.
Another method that has been used to obtain colloidal crystals is the continuous motorized
deposition technique developed by Nagayama and Dimitrov.[290] In this method, nanoparticles
were assembled into hexagonal close-packed arrays by the convective force generated by
dispersant evaporation. Polystyrene nano/sub-micron particles (79 nm to 2106 nm) were
suspended in water with trace amounts of SDS, NaCl, octanol, and milk casein protein to tune
the wetting properties of the dispersion. A glass slide was mechanically lifted with a gearbox
vertically out of the nanoparticle dispersion at the same rate at which the array is formed, so that
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the leading edge of the assembly is at a constant position with respect to the colloidal solution.
The rate of convective assembly is described by the equation: 𝑣] =

‰ŠD• ‹
• :HŒ :H‹

where 𝑣] is the

rate of crystal growth, 𝛽 a constant from 0 to 1 that depends on particle interactions, 𝑗n is the
dispersant evaporation flux, 𝜑 is the product of the number of nanoparticles per volume and the
volume occupied by a single particle, ℎ is the thickness of the assembly or the size of the
nanoparticle in a monolayer, and 𝜖 is the porosity of the packing of the assembly. (Figure 22).
This technique has been used with PS and SiO2 to make colloidal crystals and inverse
structures.[291] This principle of rate of convective assembly was also demonstrated in
experiments where a small volume of PS/Au nanoparticles are dragged horizontally across the
substrate by a “deposition plate” controlled by a motor to create hexagonally packed
lattices,[292] and in binary nanoparticle systems of PS nanoparticles (140 to 300 nm) in a
vertically oriented confined convective assembly apparatus controlled by a motorized dipping
machine (Figure 23). Depending on the radius ratio and particle volume fraction, ordered lattices
of AB, AB2, AB3, AB4, and AB5 were obtained.[293]

Figure 22: Schematic of continuous convective assembly where “vw is the substrate withdrawal
rate, vc is the array growth rate, jw is the water influx, jp is the respective particle influx, je is the
water evaporation flux, and h is the thickness of the array.” Reprinted with permission from Ref.
[290].
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Figure 23: Schematic of confined assembly where a template is formed of larger particles (a)
for the smaller particles to form binary assembly (b). Reprinted with permission from Ref. [293].

2.2.2 Self-Assembly at the Liquid-Air Interface
Self-assembly at the liquid-air interface has been widely used to obtain colloidal crystals and
superlattices. This method circumvents the non-equilibrium droplet and coffee ring effect by
moving nanoparticles to the liquid-air interface where equilibrium can be established.[294] The
following will demonstrate some of the methods that have been utilized to migrate nanoparticles
from solution to the liquid-air interface to self-assemble.
Experiments with Au nanoparticles revealed that by adding dodecanethiol to dispersions, the
nanoparticles migrate to the liquid-air interface where islands self-assemble at the interface,
merge, and form long-range ordered lattices (Figure 24). There are two important elements to
this technique first, “rapid evaporation to segregate particles near the liquid–air interface”, and
second an “attractive interaction between the particles and the liquid–air interface to localize
them on the interface”.[294-296] This was further explored with various “alkanethiol/solvent
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combinations using decanethiol or dodecanethiol as the coating agent and hexane, octane,
decane, or dodecane as the solvent to disperse the nanocrystals” where decahedra, icosahedra,
and cubooctahedra crystals were formed.[297]

Figure 24: Schematic of migration of nanoparticles to the liquid-air interface during drying (a)
and optical images of nanoparticle island growth (b-e). Reprinted with permission from Ref.
[294].

Self-assembly at the liquid-air interface, when the liquid is a “bad” dispersant for the
nanoparticles has proven to be an interesting method for colloidal crystal formation. This
technique was utilized my Murray and co-workers, where Fe3O4 and FePt nanoparticles
dispersed in hexane were applied on top of an immiscible diethylene glycol (DEG) layer. As the
hexane evaporated the nanoparticles self-assembled at the DEG-air interface resulting in a largescale AlB2 superlattice that can be easily transferred from the interface to any substrate (Figure
25).[298] This technique has also been used to create additional binary and ternary
superlattices,[299] binary assemblies of Au nanospheres, rods, wire,[297] CdSe
nanoparticles,[288] and anisotropic nanocrystals.[300] Addition of a miscible solvent that is still
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a bad solvent for the nanoparticles also results in self-assembly at the liquid-air interface.[301303]

Figure 25: Schematic of nanoparticle assembly at the DEG-air interface (a), and AlB2-type
BNSL membranes self-assembled from 15-nm Fe3O4 and 6-nm FePt nanocrystals (b-g).
Reprinted with permission from Ref. [209].

Diverse binary assemblies at the air-dispersant interface have been obtained by Weiping Cai
and co-workers using PS nanoparticles.[217] Convective forces generated by the evaporation of
the ethanol/water dispersant are used to assemble the nanoparticles at the liquid-air interface. In
this method, nanoparticle dispersions of 1:1 ethanol/water containing both the large and small
nanoparticles is injected into a preformed water droplet on the substrate. The volatile alcohol
carries the nanoparticles to the water-air interface where they self-assemble into ordered
structures (AB2, AB6, AB9, AB12, AB17, and hybrid combinations of two structures). The rapid
evaporation of ethanol increases the convective forces in the droplet carrying nanoparticles to the
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interface. The particles are confined to the interface due to hydrophobic effects and the surface
tension of the dispersant (Figure 26 (top)). The structural diversity obtained through this method
can be tuned with radius ratio, volume ratio, and concentration ratio of small to large
nanoparticles (presented in a phase diagram in Figure 26 (bottom)). This is a useful and versatile
technique, however the maximum radius ratio in the phase diagram is 0.2, and has yet to be
validated when the nanoparticles are similar in size.

Figure 26: Scheme of ethanol assisted transfer of nanoparticles to the liquid-air interface (top
left), and SEM image of binary assemblies (top right), and phase diagram of volume ratio vs.
radius ratio cubed. Adapted with permission from Ref. [217].

The self-assembly of nanoparticles at the liquid-air interface is a versatile technique to obtain a
wide-array of morphologies. The most attractive feature of this method is the exit from the nonequilibrium--almost chaotic and uncontrollable--droplet on a substrate, to the interface where
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equilibrium can be established. A major concern is whether this concept can be extended to
large-scale operations.
2.2.3 Self-assembly at Liquid-Liquid Interface
The liquid-liquid interface presents an interesting medium for nanoparticle self-assembly.
Nanoparticles can quickly and easily assemble into the lowest free energy configuration due to
the equilibrium accomplished by the high mobility of nanoparticles at the liquid-liquid interface,
as demonstrated with CdSe nanoparticles at the water-toluene interface.[304,305] Thin films of
Au nanoparticles were self-assembled at the water-toluene interface using this method.[306]
Micelles of nanoparticle heterodimers (Fe3O4, Ag) were self-assembled at the interface between
water and various organic solvents.[307]
Furst and co-workers demonstrated the 2D self-assembly and size-sorting of positively charged
PS nanoparticles near a water-oil interface.[308] The authors reason that: “as the interface
confines colloids dispersed in the aqueous phase against a solid substrate, the disjoining pressure
generated by the electrostatic repulsion with the charged particles causes the interface to deform
locally, in the normal direction. This deformation generates long-range lateral capillary forces
between the particles, which drive their rapid self-assembly.” The resulting structures are “defect
free” and ordered.
2.2.4 Other Types of Self-Assembly
Talapin and co-workers have used a microfluidic method technique to assemble CoFe2O4,
CdSe, PbS, Au, and Pd nanoparticles into single and binary nanoparticle superlattices.[309] In
this technique, the nanoparticle dispersion along with more dispersant (toluene) and a precipitant
(miscible bad solvent, ethanol, i-propanol, n-butanol) are injected into the microfluidic capillary
tubing with an immiscible bad solvent (perfluoro-tri-n-butylamine, perfluoro-di-n-
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butylmethylamine, or perfluoropentylamine) as the carrier fluid at a controlled injection rate.
Nanoliter plugs are created in the tubing, and crystallization occurs either within the nanodroplet,
or at the liquid-liquid interface depending on the system, to create fcc single particle size
crystals, or AlB2 binary crystals. The volumes of all three of the injected components can be
varied to control the size of the plug, the NP concentration, and the amount of precipitant (Figure
27).
Template assisted assembly has also used to obtained ordered nanoparticle assemblies.
Nanoparticle aggregates of PS and SiO2 nanoparticles were made by forcing them into templates
with capillary flow.[310] Also, inkjet printing colloidal poly(para-phenylene) or Au nanoparticle
solutions into templates have been used to create ordered nanostructures.[311] Furthermore,
CdSe and Fe2O3 nanoparticles have been shown to make up to 100 layer thick ordered crystals
using a patterned microfluidic cell.[312,313]

Figure 27: Apparatus for microfluidic self-assembly (a) in nanoliter plugs (b). Crystallization
within the plugs (c) results in ordered assemblies (d and e). Reprinted with permission from Ref.
[309].
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Layer-by-layer spin coating is a simple technique that has been used for creating binary
colloidal crystals. This technique was demonstrated with 222 nm to 891 nm silica nanoparticles
and works by spin coating nanoparticle dispersions in ethanol/ethylene glycol, first the larger
sized nanoparticles, and the then the smaller, and then repeat. This technique has been utilized to
obtain AB2 and AB3 structures.[314] Another interesting nanoparticle self-assembly technique
that also utilizes layer-by-layer is the alternatively dipping of the substrate into a polyelectrolyte,
and then into an oppositely charged colloidal dispersion. This creates a nanoparticle
polyelectrolyte sandwich,[315,316] and has also been conducted with magnetic nanoparticles
with assistance of a magnetic field.[317]
The use of biological molecules covalently or coordinately bound to nanoparticles has also
drawn considerable interest for nanoparticle assembly.[232,318-328] For example, work by
Mirkin and co-workers self-assembled gold nanoparticle containing DNA oligonucleotide
“sticky ends”. Complementary pieces of DNA bind to each other and create nanoparticle
aggregates, which can be reversibly assembled and disassembled with heat by forming and
breaking hydrogen bonds.[232] One can imagine imparting functionality, which need not be
biological, to rationally self-assemble nanoparticles.
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2.3 Tunable Electrical Percolation in Binary Assemblies of Polymer Nanoparticles
This chapter†† details the experimental and theoretical analysis of charge percolation through
random assemblies of nanoparticles, so-called ‘glasses’. Binary polymer nanoparticle glasses
provide opportunities to realize the facile assembly of disparate components, with control over
nanoscale and mesoscale domains, for the development of functional materials. This work
demonstrates that tunable electrical percolation can be achieved through
semiconducting/insulating polymer nanoparticle glasses by varying the relative percentages of
equal-sized nanoparticle constituents of the binary assembly. Using time-of-flight charge carrier
mobility measurements and conducting atomic force microscopy, we show that these systems
exhibit power law scaling percolation behavior with percolation thresholds of ∼24–30%. We
develop a simple resistor network model, which can reproduce the experimental data, and can be
used to predict percolation trends in binary polymer nanoparticle glasses. Finally, we analyze the
cluster statistics of simulated binary nanoparticle glasses, and characterize them according to
their predominant local motifs as (pi, p1-i)-connected networks that can be used as a
supramolecular toolbox for rational material design based on polymer nanoparticles.
The primary experimental tools used were TOF, and conducting atomic force microscopy
(cAFM). Different concepts, across disciplines, were used to analyze the data, such as:

††

This chapter was adapted, with permission, from Renna, Lawrence A., Monojit Bag, Timothy
S. Gehan, Xu Han, Paul M. Lahti, Dimitrios Maroudas, and Dhandapani Venkataraman.
"Tunable Percolation in Semiconducting Binary Polymer Nanoparticle Glasses." The Journal of
Physical Chemistry B 120, no. 9 (2016): 2544-2556. I would like to acknowledge Dr. Xu Han for
her numerical simulations of time-of-flight (TOF) mobility, Dr. Timothy S. Gehan for
synthesizing the nanoparticles, and Prof. Monojit Bag for preparing devices, making TOF
measurements, and many useful discussions.
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percolation theory and network theory. Thus, these topics will be introduced here prior to
presentation of the article.
2.3.1 Background
2.3.1.1 Time-of Flight Charge Carrier Mobility
Electrical conduction through semi-conducting polymers occurs through charge carriers,
positively charged holes and negatively charged electrons. The conductivity (𝜎) of a material is
M

𝜎 = 𝑛 × 𝑒× 𝜇, which is equivalent to , where 𝑛 is the number of charge carriers, 𝑒 is the
”

elementary charge, 𝜇 is the chare carrier mobility, 𝐼 is current, and 𝐸 is the applied field. The
mobility is related to 𝐸, and the drift velocity of charge carriers (𝑣l ) by the equation: 𝜇 =

k—
”

.

Therefore, the charge carrier mobility, 𝜇, is how fast charge individual carriers move through a
material, with respect to 𝐸. On the other hand, conductivity, 𝜎, describes the net speed of all
charges through a material with respect to 𝐸.
To measure the mobility through the bulk of a material, Time-of-Flight (TOF) charge carrier
mobility is employed. The TOF mobility is a good indication of how well a material transports
charge carriers because it is independent of the number of carriers, and it is a bulk measurement,
compared to field effect transistor (FET) mobility measurements which are dominated by
interfacial charge carrier transport. The devices architecture for TOF experiments (Figure 28
left), in general, consists of a sandwich structure of a transparent electrode, the material of
interest, and a top metal electrode. The sample is pulsed with a laser to generate charge carriers,
and the current is measured as a function of time (Figure 28 right). The mobility is then
calculated by 𝜇 = 𝑑 B × 𝜏 H: × 𝐸 H: , where 𝜏 is the transient time, and 𝑑 is the thickness of the
material being measured.
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Figure 28: Depiction of TOF experiment and measurement.

While the charge carrier mobility is useful to describe the speed of charge carrier transport,
there is even more information that can be gleaned from TOF experiments about the nature of
charge carrier transport in the material. The shape of 𝐼 vs 𝑡 curve gives information about how
dispersive the charge carrier transport is. A square curve indicates a uniform distribution of
charge carriers, transporting through the material at similar times. A less square, slopped curve
indicates dispersive charge carrier transport, where carriers are arriving at the top electrode at
quantitatively different times.
2.3.1.2 Conducting Atomic Force Microscopy (cAFM)
Conductive atomic force microscopy (cAFM) is a useful tool to measure current profiles of
films. Although it technically measures surface current, it is actually a bulk measurement
because current has to travel through bulk film to the conductive AFM probe, akin to scanning
tunneling microscopy (STM). In a typical cAFM experiment, the material is coated on top of an
electrode, sometimes a charge selective transport layer is used as an interlayer/charge injection
layer. An AFM probe with a metallic conducting coating is brought into contact with the top of
the material, and raster scanned. Contact, with the same amount of force (controlled by applying
a voltage to a piezoelectric stack)
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cAFM can provide information on bulk morphology of conjugated polymer films. Dark hole
current measurements by cAFM of poly(3-hexylthiophene-2,5-diyl) (P3HT) Phenyl-C61-butyric
acid methyl ester (PCBM) blends show an increase in overall current magnitude but also a
widening current distribution with increased annealing time.[329] The authors attribute this
broadening of current distribution to “heterogeneity of the morphology” in the film.[330] cAFM
has also provided evidence of percolation networks in poly(ethylene oxide)-b-polytriphenylamine (PEO-b-PTPA) within a TiO2 matrix by measuring local conductive domains that
carry current from the electrode.[331] Another investigation has shown the broadening of current
distribution and increase in overall current when the size of P3HT crystallites is increased
through solvent processing.[332] Their model is shown in Figure 29, where the P3HT crystallites
provide the conductive pathway for charge collection at the cAFM probe.

Figure 29: Speculated model of conducting pathways through P3HT crystallites measured by
cAFM. Figure shows the experimentall higher and more heterogeneous surface current images
obtained from o-dichlorobenzene (o-DCB) processed films as compared to chloroform (CF).
Reprinted with permission.[332]

These studies mentioned here do not provide the desired amount of morphological
information that would allow for a predictive model. This is because the systems studied lack the
predefined nano-domains that nanoparticles provide that allow for adequate models of the
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morphology. Therefore, nanoparticles provide a viable nanostructure that can be predicted with
computer simulations and to use cAFM to accurately determine morphology.
2.3.1.3 Percolation Theory‡‡
Percolation theory is a useful tool to describe how the connectivity of a set of constituents
effects its structure, its mechanical properties, and its transport properties. Percolation was first
introduced in 1957 to describe the flow of a fluid through a structure with randomly open and
closed passages, see Figure 30. This type of percolation is called bond-percolation, where the
transport occurs through the connections of occupied sites in the structure. Conversely, sitepercolation occurs through the constituent components of the network. Figure 31 illustrates the
connectivity maps for bond-percolation networks (top) and site-percolation networks
(bottom).[188]

Figure 30: (a) Bond-percolation of a fluid through the open channels of a square lattice. (b)
Connectivity map of percolation in (a). Reprinted with permission from Ref. [188]

‡‡

I would like to acknowledge use of Torquato, Salvatore. Random heterogeneous materials:
microstructure and macroscopic properties. Vol. 16. Springer Science & Business Media, 2013;
which has been invaluable to my understanding of percolation theory, and its subsequent
application to nanoparticle assemblies fabricated in our lab. This book has been the primary
source of knowledge for the introduction to percolation theory provided here.
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Figure 31: (top) Bond-percolation, and (bottom) site-percolation for a square lattice. Reprinted
with permission from Ref. [188].

For any network, the percolation is determined by the number of ‘open’ bonds or sites (p). The
percolation is zero below a percolation threshold (pc), and is non-zero above pc. Bondpercolation and site-percolation have inherently different pc for the same structure. For example,
the bond- pc for a square lattice is pc = 50%, while for site percolation pc ≈ 59% (see Figure 31).
We will focus on site-percolation from this point forward as it is most relevant to transport
through nanoparticle assemblies.[188]
Open bonds or sites connect to create a network; the connectivity of a network is determined
by the coordination number (Z) and the dimensionality (d) of the structure or lattice. This is
shown in Table 2 for selected lattices, along with their respective pc exact or numerical solutions.
Generally, the higher the dimensionality d and coordination Z, the lower the pc due to the higher
connectivity of the network.[188]
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Percolation in infinite ordered lattices is relevant to predicting macroscopic properties of
heterogeneous (open or closed sites) materials. To predict pc, we use the equation 𝑝] =

𝑓]

𝜙,

where 𝜙 is the packing fraction of, and 𝑓] is the critical occupied volume fraction. Scher and
Zallen have found that 𝑓] is an approximate invariant for pc.[333] For d = 2, 𝑓] ~ 45%, and for d
= 3, 𝑓] ~ 16%. Using the above relation, we estimated pc for various lattice types (see Table 2)
with good correlation to exact or numerical solutions. For bicontinuous percolation, generally,
the expression pc < p < 1- pc should be satisfied, and thus pc should be less than or equal to 50%.
However, if a system has phase-inversion asymmetry, or next nearest-neighbor percolation,
bicontinuous percolation can still be achieved when pc > 50%.[188]
Thus far we have only discussed ordered lattices with randomly occupied sites. Random
assemblies of spheres are relevant system to study as they are good models for heterogeneous
materials, and as we have mentioned previously, ubiquitously formed for functional materials.
The number of nearest neighbors, Z is not a discrete number but rather a distribution in these
types of assemblies. Thus, the network of open sites is not as intuitive to picture. The packing
fraction of a random close packed assembly of spheres is 𝜙 = 64%, thus the pc, can be predicted
to be 25%.Continuum models have calculated 29% for maximally jammed random assemblies of
non-overlapping spheres.[188] These results, to the best of our knowledge, have not been
validated for random assemblies of nanometer sized particles until our study.[334]
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Table 2: Dimensionality (d), coordination number (Z) and site-percolation thresholds for
𝑓
selected lattice types from exact results, and using the invariant ] 𝜙. Adapted with permission
from Ref. [188].
Lattice
Name

d

pc
𝝓

Z

exact/numerical
fc/ϕ
solution [188]

Hexagonal (Honeycomb)

2

3

64%

70%

74%

Square

2

4

78%

59%

57%

Triangular

2

6

91%

50%

50%

Diamond

3

4

34%

43%

47%

Simple Cubic

3

6

52%

31%

31%

Body-centered Cubic

3

8

68%

25%

24%

Face-centered Cubic

3

12

74%

20%

22%

Random Close Packed

3

~6

64%

29%

25%

Many bulk properties (i.e. transport) of heterogeneously percolating materials exhibit power
law scaling. For example, the conductivity goes 𝜎 ~ (𝑝 − 𝑝] )Ÿ , for 𝑝 > 𝑝] , where t is the
independent ‘critical exponent’. Numerical simulations yield t = 1.3 and 2 for d = 2 and 3
respectively, although experimentally (for d = 3) t varies from 1.5 to 11.[335,336] One
explanation for this variance invokes charge tunneling. In tunneling-percolation theory
𝜎 ~ (𝑝 − 𝑝] )= , where 𝑇 = 𝑡 + 1 1 − 𝛼, and 𝛼 =

1−𝜉

2(𝑎 − 𝑑), where a is the interparticle

distance, d is the particle diameter, and 𝜉 is a tunneling factor.[336] Thus far, unfortunately to
the detriment of material design and predictability, a rigorous correlation between t and
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geometric exponents does not exist.[188] However, the power-law scaling can be used to predict
bulk properties; which we will demonstrate in this chapter.[334]
2.3.1.4 Network/Graph Theory§§
It is useful to classify chemical/molecular networks by their geometries or topologies.
Examples of describing connected chemical or molecular systems by their network or graph
structure are found for ionic and inorganic lattices,[337,338] covalently bonds in molecules,[339]
coordination networks[340], hydrogen-bond patterns,[341] polymer morphologies,[342] neural
networks,[343] nanoparticle assemblies,[344,345] and more (see Figure 32).
The benefit of this approach is that no matter how complex a system is; it can be reduced to a
system of p-connected points. For simple systems, the p-connectedness is the same for all points
and can thus be described as a p-connected network. I will discuss later how to address more
complex networks with non-discrete p-connectedness. The basic systems of connected points, as
defined by A.F. Wells is: “p = 1: there is only one solution, a pair of connected points. p = 2: the
only possibilities are closed rings or an infinite chain. p ≥ 3 the possible systems now include
finite groups (for example, polyhedral) and arrangements extending indefinitely in one, two or
three dimension (p-connected nets).” Figure 33 illustrates the possible structures for each pconnected network (for p ≥ 3).[337]

§§

I would like to acknowledge use of the book, Wells, Alexander Frank. Structural inorganic
chemistry. Oxford University Press, 1975; which has been invaluable to my understanding of
network theory, and its subsequent application to nanoparticle assemblies fabricated in our lab.
This book has been the primary source of knowledge for the introduction to network theory
provided here.
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Figure 32: Network representations of chemical structures with increasing size scale (from
atoms to molecules, to macromolecules, to nanoscale aggregates. (a) Ge3N4 structure represented
as a (3, 4)-connected network.[337] (b) Chemical structure and network representation (top)
C4H10 isomers, and (bottom) (CH)n annulene isomers.[339] c) 3-connected network of
coordination network Ag[1,3,5(4-ethynylbenzonitrile)benzene)CF3SO3] 2C6H6.[346] d)
Chemical structure and network representation of (top) 2-connected infinite repeating dimer
hydrogen bond pattern of terephthalic acid, (bottom left) 3-connected hydrogen-bonded cyclic
dimers of trimesic acid, and (bottom right) 2-connected cyclic phenol hydrogen bonding
motif.[341] (e) Highly p-connected network representation of polymer Kapton.[342] (f) (left)
elements of a network of nanoparticles (middle) types of nanoparticle interactions, and (right)
maximum flow network.[344]
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Figure 33: Possible structures for p-connected networks (for p ≥ 3). Adapted from Ref. [337].

By applying network theory to real systems such as oxides and oxy-ions (where the tetrahedral
MO4 motif is the constituent component of the network), we can see that the structural rules
illustrated by A.F. Wells for p-connected networks applies (see Figure 34). Thus, the general
rules of a p-network can be used to determine or predict the structure of an assembly.[337]

Figure 34: Chemical formulas of oxides and oxy-ions, their p-connectedness, and network
structure. Adapted with permission from Ref. [337].

As mentioned previously, for p ≥ 3, possible structures are polyhedral, plane nets, and three
dimensional nets, thus it is useful to discuss these structures in more detail. The first class of
polyhedral are called the regular (Platonic) solids, where the vertices are equivalent and the faces
are all the same shape. Using Euler’s relation for the number of vertices, edges, and faces,
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equations can be derived to describe the structure of p-connected polyhedra. If 𝑥ƒ is the number
of faces with n edges, then for p = 3, 3𝑥K + 2𝑥L + 𝑥¦ ± 0𝑥u − 𝑥© − 2𝑥‚ − ⋯ = 12, thus a 3connected regular-polyhedra can only being constructed with triangles, squares, or pentagons,
i.e. the coefficients to 𝑥K , 𝑥L , 𝑥¦ are positive. There are three ‘special’ solutions (for regular
Platonic solids) to the equation to describe the structure of a 3-connected polyhedra, they are 𝑥K
= 4, 𝑥L = 6, and 𝑥¦ = 12, corresponding to tetrahedron, cube, and dodecahedron. For a 4connected polyhedra, the derived equation is, 2𝑥K + 0𝑥L − 2𝑥¦ − 4𝑥u − ⋯ = 16, for a 5connected polyhedra: 𝑥K − 2𝑥L − 5𝑥¦ − 8𝑥u − ⋯ = 20. Therefore, a 4-connected polyhedra will
be composed of 𝑥K = 8 triangles (octahedron), and a 5-connected polyhedra will be constituted of
𝑥K = 20 triangles (icosahedron). Using this relationship, the five Platonic solids are derived. By
truncating the Platonic solids, one can obtain semi-regular solids (Archimedean or Catalan), the
resulting structure still must satisfy the derived equations for p-connected polyhedra derived
above from Euler’s relation. For example, for p = 3, the coefficient to 𝑥u is 0, therefore adding
any number of hexagons will still satisfy the relation. One solution, 𝑥L = 6 and 𝑥u = 8 gives a
truncated octahedron, which is related to Platonic solid, 𝑥L = 6, cube. Another non-trivial
solution is 𝑥K = 2 and 𝑥L = 3, which is a trigonal prism.[337]
The structure of plane nets can be derived in a similar fashion to polyhedra. Where 𝜒ƒ is the
ratio of constituent polygons with n sides, the derived equations for p-connected plane nets is
3𝜒K + 4𝜒L + 5𝜒¦ + 6𝜒u + ⋯ 𝑛𝜒ƒ = 6, 4, 10/3, and 3 for 3-, 4-, 5-, and 6-connected nets
respectively. Special solutions for for p = 3, 4, and 6 are 𝜒u = 1, 𝜒L = 1, and 𝜒K = 1 respectively.
The solutions correspond to the three regular networks, the hexagonal net, square net, and
triangular net (Figure 35a). Of course, there are other solutions, which yield semi-regular nets,
for example a 3-connected network where 𝜒L = 𝜒L = 0.5 is a solution for a plane net containing
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squares and hexagons in equal ratios. Examples of semi-regular plane nets are shown in Figure
35b.[337]

Figure 35: (a) regular plane nets and (b) semi-regular plane nets. Reprinted with permission
from Ref. [337].

Networks can also be composed of multiple pn,pm-connected constituents, e.g. 3,4-connected
network. A more general equation for the structure of pn,pm-connected nets is derived:
𝑛𝜒ƒ =

B(K®PL)
(®PB)

, where R is the ratio of pn to pm. The solutions of this equation range from 4 to 6

as R ranges from zero to infinity. For example, a 3,4-connected network, with a R = 2:1,

𝑛𝜒ƒ =

5, a solution is 𝜒¦ = 5. Thus the network is comprised of 5-sided constituents, containing points
of 3 and 4 connectivity.[337]
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Lastly, three dimensional networks do not have equations to represent their structures that
polyhedra and plane nets have. Therefore, to develop a heuristic for understanding the structure
of three dimensional network, we have to understand that in order to have three dimensional
network, connections must be made in all 6 possible directions in Euclidean space. The simplest
example is a 6-connected network, where each point makes 6 connections. For p < 6, points must
be combined to form constituent repeat units containing N points that can make 6 connections.
Constituent repeat units of a three dimensional net can consist of two p = 4 (N = 2) points, four p
= 3 (N = 4) points, or a combination of two p = 3 and one p = 4 (N = 3) points (i.e. 3,4-connected
net) (see Figure 36). When linkages are identical, the shapes that comprise the network can be
calculated by 2(𝑁 + 1). Thus, a 3-connected net is made of 10 side polygons, a 3,4-connected
net is made of eight sided polygons, a 4-connected network is constructed from 6 sided polygons
(e.g. diamond structure), and a 6-connected network is comprised of 4 sided polygons.[337]

Figure 36: Constituent repeat units of three dimensional networks for (from left to right) p = 3-,
3,4-, 4- and 6-connected networks, consisting of N = 4, 3, 2, and 1 points respectively. Adapted
with permission from Ref. [337].

2.3.2 Tunable Percolation in Semiconducting Binary Polymer Nanoparticle Glasses
Polymeric materials composed of two or more components with percolation pathways within
each component are desired across materials science for numerous applications such as
photovoltaics,[79,116,330,347] thermoelectrics,[259] ion transporting materials,[262,264]
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porous catalysts,[348] membranes,[349] and conducting composites.[350] Percolation —
whether it is for electrical,[264,330] thermal,[260] mass,[351] or ionic[262,264] transport —
through bulk materials is determined by the structure and connectivity of a network comprised of
the constituent polymer meso- or microstructure.[262,351-353] The most common method to
prepare polymeric materials with percolating pathways is by blending two or more polymers in a
common solvent and fabricating films or nanofibers.[79,89,116,259,330,347,354,355] Other
methods employing conducting-fillers have also been explored to create polymer based
percolation networks.[356] However, the morphology within these materials is dictated by
several interdependent kinetic processes that cannot be independently controlled.[89,354-359]
Thus, it is very difficult to control the assembly of each of the components in the nanoscale as
well as the assembly of these nanoscale assemblies into a meso- or microstructure. Designing
large-scale binary polymer blends with tunable percolation behavior is particularly challenging
synthetically due to polymer processing conditions. Further, designing binary polymer
morphologies can be very material specific.
Nanoparticles can assemble into ordered assemblies and disordered glasses.[188] Glasses are
particularly exciting because of they contain much more structural diversity — they exhibit
distributions of connectivity in number and type — than ordered assemblies.[360] Thus, by the
paradigm: structure determines property, unique properties can arise from binary nanoparticle
glasses. An analogy to this is in metallic glasses where it has been demonstrated that there exists
average structural local motifs, despite the overall disorder, and tuning these motifs affects the
properties of the material.[360,361] However, for polymer nanoparticle glasses the local
nanoscale structure-property-relationship has not been extensively studied.
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Forming nanoparticle glasses is quite simple, and occurs when equilibrium processes are
disrupted.[188] This has been demonstrated for one type of polymer nanoparticle by simply
increasing the particle concentration,[98,362] or by rapid film formation.[363] There are
numerous examples of computational studies of binary particle glasses,[188,240,353,364-371]
however very few experimental studies of binary nanoparticle glasses exist, on either structure or
properties; we address both using experiment and computation.
We have been pursuing the use of polymer nanoparticle assemblies as a route to realize
functional materials containing two or more components.[258] In this approach, each component
is fabricated in nanoparticle form and these nanoparticles are assembled to create mesoscale
structures.[258] The assembly of these nanoparticles is predominantly determined by the
nanoparticle geometry and interparticle interactions. Polymer nanoparticle assemblies offer the
ability to control the assembly of each component at the nanoscale as well as their structure at
the mesoscale. Herein, we show that binary nanoparticle assemblies can be used to tune
percolation pathways in polymer materials. As a proof-of-concept demonstration, we show that
tunable electronic conduction in nanoparticle ‘blends’ of a semiconducting polymer, poly(3hexylthiophene) (P3HT), and an insulating polymer, polystyrene (PS), is possible by changing
the relative percentages of equal-sized nanoparticle constituents (η) in the binary blend. We have
measured and modeled[256] the time-of-flight (TOF) charge carrier mobility of P3HT and PS
nanoparticle assemblies[255] to probe bulk charge percolation, and used conducting atomic force
microscopy (cAFM) to probe electrical percolation in the nanoscale. We fit data from TOF and
cAFM experiments at various values of η to a power law scaling relation for percolation
behavior.[240,261,353,372,373] Moreover, we have developed a simple resistor network
model[352,374,375] to reproduce nanoscale percolation measurements by cAFM and make
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further predictions. Using this model, we have analyzed the structure of percolating networks in
binary polymer nanoparticle glasses in terms of their average or predominant local motifs,
describing them as (pi, p1-i)-connected networks. This connectivity map can be used as a
supramolecular toolbox to create polymeric materials with disparate polymers assembled into
functional morphologies with percolating pathways.
2.3.2.1 Experimental Methods
All chemicals were used as received from their suppliers. Nanoparticles were synthesized by
post-polymerization miniemulsion via a known procedure.[116,251] P3HT from Rieke Metals
Inc. with average molecular weight M̄W = 36 kDa, regioregularity = 96%, and polydispersity Ð =
2.3, and PS from Sigma Aldrich with M̄W = 35 kDa, were dissolved in CHCl3 (Alpha Aesar) at
30 mg/mL, and 0.5 mL of the polymer solution was added to 3 mL of 10 mM sodium dodecyl
sulfate (SDS, from Sigma Aldrich) in NanoPure H2O. The resulting mixture was sonicated for 2
minutes at 20% maximum amplitude using a 1/8” probe tip sonicator (Misonix-3000). After
sonication, the emulsion was heated at 70 °C for 40 minutes under constant stirring. Each
nanoparticle solution was raised to 2.5 mL with NanoPure water. The various ratios of P3HT
nanoparticles to PS nanoparticles were prepared by mixing the appropriate volume ratios of each
nanoparticle solution. Excess surfactant was removed by centrifugal 5 times; the final
reconstitution was to 0.5 mL with 20% EtOH and 80% H2O. The molecular weight cut-off
(MWCO) of the filter used was MWCO = 10 kDa; which has pore sizes large enough to allow
surfactant to pass through, but small enough to prevent any nanoparticles from passing through.
Nanoparticle size and size dispersity were determined by Nanoparticle Tracking Analysis (NTA)
using Nano Sight NS500. Small angle X-ray scattering (SAXS) of a binary nanoparticle glass on
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polyimide tape (Kapton®) was measured using Ganesha SAXS-Lab system using Cu K-alpha
radiation (0.154 nm).
Cleaned indium tin oxide (ITO) substrates were treated under UV-O3 prior to film deposition.
For cAFM samples poly(3,4-ethylenedioxythiophene):poly(styrene sulfonate) (PEDOT:PSS)
(Clevios P VP AI 4083) was spin coated on the ITO substrates at 2,500 rpm for 40 s, and then
annealed for 20 min at 150 °C. The PEDOT:PSS layer was exposed to UV-O3 for 3 min to
increase hydrophilicity. Concentrated solutions of nanoparticle dispersions were spin coated at
1,000 rpm for cAFM samples and 600 rpm for TOF measurements on pre-heated ITO substrates;
they were then kept as cast films in a vacuum chamber for 12 h. For TOF measurements, a thin
layer (30 nm) of Al cathode was thermally deposited at a chamber pressure of 1×10-6 mbar with
a deposition rate of 0.5 – 3 Å/s. Typical nanoparticle film thicknesses were ~200 nm for cAFM
samples and 1 - 2 µm for TOF samples, as estimated using an Alpha Step IQ profilometer.
For TOF experiments, a 355 nm (Continuum) laser pulse (10 ns) was used as light source for
photo-carrier generation. The resulting transient photocurrent was then measured under applied
bias voltage (Agilent E3620A/E3612A) across a 500 Ω coupling resistance. A GHz oscilloscope
(Tektronix TDS 3052C) was used to record the transient photocurrent.
cAFM mapping was done simultaneously with topographic height imaging on an Asylum
Research MFP3D stand-alone microscope. The probe (AppNano ANSCM-PT) used was a Pt/Ir
coated (~25 nm) Si probe with a spring constant of 1-5 N/m. Measurements were carried out in
contact mode with constant deflection in order to maintain contact during raster scan. The
obtained scans were 2.5 µm × 2.5 µm (512 pixel × 512 pixel) at a scan speed of 0.3 Hz. A bias of
+2.00 V was applied between the Pt/Ir-coated probe and the ITO electrode; bias conditions were
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such that hole current from the ITO substrate was measured at the probe. AFM measurements
were analyzed with Asylum Research software in Igor Pro.
2.3.2.2 Theoretical Methods
Numerical simulations of TOF experiments were carried out using a previously reported
deterministic drift-diffusion-reaction model that accounts for hole transport as well as trapping
and detrapping kinetics.[256] The model has already been demonstrated to reproduce
experimental TOF measurements of photocurrent evolution in P3HT nanoparticle assemblies.
For more information on numerical simulation of TOF data, readers are directed to Han et
al.[256]
Particle packing simulations were carried out using the algorithm developed by K. W.
Desmond and E. R. Weeks.[364] The algorithm uses an alternating expansion and contraction of
the particles (at an initially low packing fraction, ϕ = 0.25), keeping the radius ratio constant, and
decreasing the rate of expansion/contraction by a factor of two after each iteration. If an
overlapping state occurs (according to the criterion that one minus the center to center distance
divided by the average diameter of the two particles is less than the overlap threshold ϵr = 10-5), a
nonlinear conjugate gradient method is used to adjust the position of the particles until the
average force per particle is less than the threshold value of ϵE = 10-7. The simulation is
terminated when the change in packing fraction (δϕ) is less than a threshold of δϕmin = 10-6. The
alternating expansion and contraction, while minimizing overlap, produces a simulated
assembly. The thresholds ϵr, ϵE, and δϕmin were determined in reference[364] in order to achieve
reproducible results from reasonably fast simulations. Boundary conditions were fixed along x
and y directions, and periodic along z direction, adjusting the surface boundary with each
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iteration in order to keep h constant. Readers are referred to the work by Desmond et al.[364] for
further details on simulated packings of spheres generated in this study.
The resistor network model calculations were carried out in MATLAB R2014a (MathWorks,
Inc.). The details of the model are described later in the manuscript.
2.3.2.3 Nanoparticle Characterization
Semiconducting P3HT and insulating PS nanoparticles were synthesized following a reported
method[116,251] with mode diameters of 85 nm (± ~ 13 nm) for both nanoparticle types as
determined by NTA (see Figure 37a). We estimate that the nanoparticles have a size dispersity of
about 15%. Reducing the dispersity to <10% will eliminate the shoulder in the curves of Fig.
S1a. This dispersity in nanoparticle size may very well aid in the formation of glasses. However,
literature reports[98,353,362] indicate that the processing conditions (concentrated solutions and
spin-coating) provide the main driving force toward glass formation. A tapping mode AFM
image of a nanoparticle assembly is shown in Figure 37b. Dispersions of the nanoparticles were
spin coated on substrates from a solution of 20% ethanol and 80% water to fabricate assemblies.
Spin-coated assemblies provided the optimal film smoothness (root mean square (rms) < 24 nm)
for the best cAFM measurements.
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Figure 37: (a), NTA results showing the concentration (# nanoparticles /mL) vs. diameter (nm)
of separate dispersions of post-polymerization miniemulsion prepared P3HT and PS
nanoparticles. (b), Tapping mode AFM of P3HT and PS nanoparticles. (c) Average SAXS
profile of drop-cast binary P3HT/PS polymer nanoparticle glass (η ~ 60%). The SAXS intensity
pattern is shown in the inset.

2.3.2.4 Time-of-Flight Mobility
The photo-generated charge carrier mobility through binary nanoparticle glasses was measured
by TOF. A graphical depiction of the TOF experimental setup is shown in Figure 38a. In a TOF
experiment, the holes move through an interconnected network of P3HT nanoparticles
(represented as blue spheres). From the TOF transient curves (see Figure 50a-c), we calculated
the hole mobilities, and we found that the hole mobility decreased from ~4×10-4 cm2/Vs to
~8×10-5 cm2/Vs, to ~8×10-6 cm2/Vs as the P3HT nanoparticle percentage (η) decreased from
80% to 60% to 40% (see Figure 38b). No significant hole transport was observed at η = 20%.
This result is consistent with estimates from computation that the percolation threshold
(pc)[352,353] — the percent of ‘connected’ components required for the assembly to exhibit
percolation behavior — is around 25% - 29% for random, glass-like assemblies.[353] In the inset
in Figure 38b, we also show a semi-log plot demonstrating the smooth increase with increasing η
in bulk charge carrier mobility in binary polymer nanoparticle glasses, indicating that the
percolation behavior can be easily tuned by changing η.
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We next used the hole mobility data to experimentally estimate the percolation threshold for
the prepared semiconducting polymer nanoparticle glasses. For films with finite
thickness,[261,372,373] pc was calculated by fitting to the data the power law scaling relation
𝑓 𝜂 = 𝑎(𝜂 − 𝑝] )Ÿ for 𝜂 > 𝑝] ,
where a is a scaling factor and t is the critical exponent. The fit according to the power law
scaling of equation is shown in Figure 38b with a dashed line for five different square root of
applied fields from E½ = 144 V½cm-½ to 322 V½cm-½. The correlation coefficient, R2, from this
least-squares regression fit to the TOF mobility data is R2 = 0.98 to 0.99, yielding as fitting
parameters a = 1.7 × 10-3 to 3.1 × 10-3, pc = 30% ± 0.4%, and t = 2.99 to 3.02. Figure 38c shows
the virtually constant pc with respect to the applied field.

Figure 38: (a) Schematic representation of TOF charge carrier mobility experiment where
holes travel through the network of P3HT spheres (blue). (b) Mobility as a function of η with
power law scaling fit (dashed line), for five different applied fields, showing the ability to tune
charge carrier mobility. Semi-log plot in the inset shows mobility in log scale to demonstrate
tunability of hole mobility with η. (c) Percolation threshold (pc) as a function of the square root
of the applied field (E½) in TOF experiment, showing virtually no dependence of pc on E½.
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2.3.2.5 Conducting Atomic Force Microscopy
We then characterized nanoparticle films by cAFM in order to probe the electrical percolation
behavior of the binary nanoparticle glasses on the nanoscale. A schematic depiction of the cAFM
experimental setup is shown in Figure 39.

Figure 39: Schematic depiction of the cAFM experimental setup for investigation of electrical
percolation in binary nanoparticle glasses, where holes travel from the PEDOT:PSS injection
layer through a pathway of P3HT (blue) spheres to the conducting AFM probe.

It should be mentioned that cAFM is a widely available technique that has been used recently
to probe percolation pathways in thin films containing semiconducting[116] or conducting
spherical components.[376] In binary nanoparticle assemblies, where only one of the constituent
particles is conducting, this path is composed of an interconnected network of conducting or
semiconducting nanoparticles. The fact that the thin-film assemblies can be deconstructed into an
interconnected network of spheres allows for a deeper, more detailed analysis of the underlying
topology than in previous studies.[332,377-379] In our cAFM experiments, the sample was
biased (+ 2.00 V) such that hole current flowed through the hole conducting P3HT polymer
nanoparticle network from the hole injection PEDOT:PSS layer coated ITO electrode to the Pt/Ir

88

conducting probe. A single-pass scan provides information regarding the interconnected
conducting particle network along which holes can travel through the film.

Figure 40: Height and current maps respectively for (a),(b), η = 20% (c),(d), η = 40% (e),(f), η
= 60% (g),(h), η = 70% (i),(j), and η = 80%.
89

In Figure 41a-e, we show the cAFM maps of binary nanoparticle glasses with η = 20%, 40%,
60%, 70%, and 80%, respectively. The corresponding AFM height and current maps are shown
in Figure 40a-j. The various samples had comparable topography. The measured rms roughness,
from contact mode AFM, for the assemblies with η = 20%, 40%, 60%, 70%, and 80% were 23.4
nm, 14.8 nm, 23.2 nm, 23.5 nm, and 18.45 nm, respectively. From these maps, we generated
histograms of pixel counts vs. current distributions (see Figure 41f). The plot of Figure 41f has
two key characteristics. As η increases, (1) the overall current increases, and (2) the width of the
current distribution also increases. We associate these characteristics with the decrease in the
total resistance of the path measured at a particular point as the fraction of P3HT nanoparticles
increases. An increase in conductance measured at a single nanoparticle at the surface of a film
can be the result of the decrease in the path length or the increase in the number of paths or both.
A plot of the mode current obtained from the distributions shown in Figure 41f as a function of η
is shown in Figure 41g as closed circle symbols. There is little to no observed current for η =
20% (average current is zero), which is consistent with the predicted pc of 25% - 29% (vide
supra). The inherent randomness of these assemblies leads to reproducibility. To further
highlight this, we show in Figure 41g, in open triangle symbols, the mode current of ten
randomly sampled sub-selections of each cAFM map. Due to the randomness of the assemblies,
there is little fluctuation in current for randomly sampled areas, and the averages are identical to
the overall average current in full cAFM map.
Next, we used the cAFM current data to experimentally estimate the pc for the prepared
semiconducting polymer nanoparticles glasses. We calculated pc by using the same power law
scaling relation as we did to fit the TOF mobility data, and the resulting power law fit is shown
in Figure 41g as a black dashed line. The R2 coefficient for the fit to the cAFM current data is R2
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= 0.98, and gave the fitting parameters a = 3.2 × 10-10, pc = 24%, and t = 1.89. The pc value
obtained from the fit matches with the computed threshold for nanoparticle random, glass-like
assemblies.[353] Further, the conductivity exponent t obtained from the fit closely matches the
universal value of t = 1.9 predicted for a three-dimensional percolation when the “local
microstructure is isotropic and contains only short-range correlations.”[372] This indicates that
the assembly is indeed random or a glass and has percolation pathways in three dimensions. A
SAXS intensity pattern and average profile of drop-cast binary P3HT/PS polymer nanoparticle
assembly at η ~ 60% (Figure 37c) shows a very broad peak over the scattering vector range q =
0.005 Å-1 to 0.03 Å-1 (the corresponding d-spacing ranges from 125.7 nm to 20.9 nm), and no
defined peaks, which is also consistent with our conclusion that the assembly is a random glass.

Figure 41: Conductive AFM maps of binary P3HT/PS nanoparticle films at values of η equal
to (a) 20%, (b) 40%, (c) 60%, (d) 70%, and (e) 80%. (f) Pixel current histogram plots for the
previous five cAFM maps. (g) Mode current from current distributions as a function of η (dashed
line) for ten randomly sampled sub-selections of each cAFM map, in open triangle symbols, and
the average in closed circle symbols. The semi-log plot in the inset shows log mode current as a
function of η. The error bars from the fitting distributions are small and not visible on the plot.
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For ordered spherical lattices (lattice percolation) and through ‘off-lattice’ heterogeneous
packings of spheres (glasses), pc has been computed numerically, and can be simply estimated
by[353]
𝑝] =

𝑓]

𝜙,

where the critical occupied volume fraction (fc) is approximately 0.16 in 3-D.[333] Using the
above equation, and a packing fraction ϕ = 0.644, we can estimate that pc ≈ 25% in nanoparticle
glasses, which matches well with the pc value of 24% that we obtained from fitting the power
law scaling relation to the cAFM data. More detailed continuum models that provide better
numerical estimates of pc have found pc ≈ 29% for identical overlapping spheres.[353,365] When
we fit the TOF mobility data with the power law scaling relation, we obtained pc = 30%, which
matches well with the theoretical estimates. The films used in the TOF experiments are
considerably thicker (1-2 µm) than those used in the cAFM experiments (200 nm). We attribute
the difference of 6% in the pc according to the two methods to the difference in the sample
thickness used in the two experimental procedures. To our knowledge, our study provides the
first experimental validation of percolation behavior in polymer nanoparticle glasses.
2.3.2.6 Resistor Network Model
We next developed a resistor network model to analyze the conductivity behavior observed in
cAFM. We hypothesized that if we consider each nanoparticle (and its interfaces/contacts with
other nanoparticles) as a composite resistor then the nanoparticle assembly can be modeled as a
system of resistors. The current at a particular point on the surface can then be calculated from
the path length, or simply the number of interconnected nanoparticles along a particular path, and
the number of continuous paths from the bottom electrode to the individual particle that meets
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the cAFM probe. As shown in detail below, in spite of its simplicity, this model does reproduce
the observed characteristics of the data presented in Figure 41f-g.
We first simulated disordered assemblies of spherical particles using an established
algorithm[364] with particle interaction potentials described as ‘soft repulsive linear
springs’.[366] The radius ratio (ψ) of the two types of particles in the binary system was kept at
ψ = 1 in all the simulations. The simulations were performed using simulation cells containing
5000, 10000, and 15000 particles. In order to avoid edge effects, the lateral dimensions of the
simulation cell were chosen to be much larger than its vertical dimension. The height of the
simulation box (film thickness) normalized by the diameter of the nanoparticle was equal to only
a few nanoparticle diameters (h = 2.5, 3.0, 6.0, and 12.0) to best correlate with the
experimentally measured thicknesses of the nanoparticle films. The final packing fraction (φ) of
the simulated assemblies was 0.63 - 0.64, i.e., approximately equal to the maximum φ for
maximally random jammed assemblies of hard spheres.[353,380] In the final configuration, the
particles were labeled randomly as conducting or insulating. The percentage (η) of the
conducting particles was varied from 10% to 90% in increments of 10%, and three
configurations were generated for each value of η. Three-dimensional representations of the
simulated particle assemblies for h = 2.5 at η

= 40% and 60% of conducting nanoparticles

(blue spheres) are shown in Figure 42a-b. Measuring the packing fraction φ

of P3HT/PS

nanoparticle glasses accurately has been challenging because of the difficulty in measuring the
nanoparticle densities. An approximate measurement of φ in P3HT nanoparticle assemblies
found φ ~ 0.57 ± 10%, close to the expected value of 0.63 - 0.64.[381]
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Figure 42: Configurations from simulations with 5,000 nanoparticles for films of thickness h =
2.5 nanoparticle diameters at values of η equal to (a) 40% and (b) 60%. (c) A representative
connected network of nanoparticles and the adjacency matrix A with elements Aij for the
connected network of conducting particles; blue and grey spheres are used to denote conducting
and insulating particles, respectively. Bottom/electrode particles, surface particles, and internal
film particles are labeled with green, red, and black letters, respectively. (d) Schematic depiction
of the resistor model proposed in this paper for predicting the way current flows through
nanoparticle assemblies on an electrode as probed by cAFM. (e) Key indicating the chemical
identity of the blue and grey spheres (P3HT and PS particles, respectively).

Using the simulated assemblies, we then calculated the center-to-center Euclidean distances
between pairs of particles for all conducting particles in the simulation box. Two particles were
considered to be in contact if the distance between their centers was less than the diameter (d)
plus δ where δ = 0.045 × d). The value of d + δ was determined to only consider first neighbor
contacts by using the pair correlation function (see Figure 44a). Using this information, a n × n
adjacency matrix A with elements Αij, is constructed, where i, j ϵ {1, …, n} and n is the number
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of conducting nanoparticles in the simulation box. In this matrix, Αij = 1 if conducting particles i
and j are in contact, and Αij = 0 otherwise (see Figure 42c). From the adjacency matrix, the
shortest path from a bottom particle to a top particle in the simulation box is determined using
Dijkstra’s algorithm;[382] for initial simplicity, the edge weights for all nodes in A are set to
unity. Using this algorithm, all shortest paths from each particle on a plane (the ITO electrode)
through conducting particles to a single point at the surface (nanoparticle in contact with AFM
probe) are evaluated. If each nanoparticle in the path is considered a resistor with the same
resistance or edge weight (as a first-order approximation) for all paths, then the current at each
particle can be calculated by treating the nanoparticle connections as resistors in series, and
multiple paths as serial resistors in parallel (see Figure 42d). Therefore, the current at each
surface nanoparticle is then calculated by
𝐼=𝑉

𝑅𝑁;

H:

,

where I is the current, V is the voltage (taken equal to unity for this study), R is the resistance
of a single particle set to unity, Nk is the number of particles of the shortest kth unique path, and
the sum is taken over all paths. This path analysis was done for three configurations at each value
of η considered (from 10% to 90% conducting particles), at h = 2.5, 3.0, and 6.0. The
distributions for their average binned effective simulated surface current with a Lorentzian fit for
the h = 2.5 nanoparticles thick assembly is shown in Figure 43a; the current distributions for
other thicknesses are shown in Figure 44g-i.
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Figure 43: (a) Simulated average effective surface current from three independent computer
simulations at h = 2.5 and increasing percentage η (from 10% to 90%) of conducting particles,
with the corresponding Lorentzian fits (solid lines). Surface representation (map) of simulated
effective current from simulations at values of η equal to (b) 20%, (c) 40%, (d) 60%, and (e)
80%.

The simulated effective surface current distributions in Figure 43a exhibit several interesting
features: (1) as the percentage of conducting particles increases, the distribution shifts to higher
effective current; (2) as the percentage of conducting particles increases, the Lorentzian
distribution becomes broader; and (3) at low percentages of conducting particles, there is a
significant zero-current contribution to the distribution. These are the same trends observed in
the cAFM surface current distributions (as seen in Figure 41f). The fractions of conducting
surface particles that have a continuous pathway to the bottom substrate are shown in Table 3.
The number of conducting pathways increases in a sigmoidal fashion with increasing η (as seen
in Figure 44b). The spatial distribution of the effective surface current for η = 20%, 40%, 60%,
and 80% can be seen in the surface representation plots in Figure 43b-e. These observations are
consistent with the increase in the number of conducting pathways from an individual particle on
the ITO electrode to a surface particle.
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To compare the cAFM distributions to the simulated ones (h = 2.5, to best correlate with
experimental thicknesses as measured by profilometry) shown in Figure 45, common statistical
analysis methods were used.[383] The distributions were fit according to the Lorentzian function
𝑓 𝜂 =

?
²H³‡ _ P@

where x0 represents the mode current of the distribution, A is the scaling parameter, and B is the
width parameter. We then calculated the correlation coefficient (R2), which determines how well
the model represents the data. As R2 approaches 1 the statistical model (distribution of above
Lorentzian fit) provides an excellent representation of the data. Also, the Fisher correlation
statistic (P-value) was determined with an a priori P ≤ 0.05 to determine statistical significance;
the P-value is a measure of the statistical significance against the null hypothesis or no
correlation. As the P-value approaches 0, there is significant evidence against the null
hypothesis.
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Table 3: Fraction of particles on the surface of a simulated assembly that have at least one
percolation pathway to the bottom planar electrode for h = 2.5, 3.0 and 6.0 with respect to η.
η

h = 2.5

h = 3.0

h = 6.0

10 %

0.027 +/- 0.053

0.004 +/- 0.050

0.000 +/-0.048

20 %

0.206 +/- 0.046

0.121 +/- 0.062

0.000 +/- 0.026

30 %

0.402 +/- 0.051

0.281 +/- 0.035

0.037 +/- 0.041

40 %

0.666 +/- 0.048

0.607 +/- 0.042

0.380 +/- 0.018

50 %

0.846 +/- 0.013

0.822 +/- 0.011

0.738 +/- 0.029

60 %

0.941 +/- 0.003

0.938 +/- 0.011

0.914 +/- 0.019

70 %

0.982 +/- 0.003

0.980 +/- 0.005

0.971 +/- 0.001

80 %

0.995 +/- 0.000

0.993 +/- 0.002

0.989 +/- 0.003

90 %

0.999 +/- 0.000

0.998 +/- 0.001

0.999 +/- 0.000

98

Figure 44: (a) Pair correlation function for simulated disordered nanoparticle network
assemblies. The green dashed line marks d + δ. (b) fraction of particles on the surface of a
simulated assembly that have at least one percolation pathway to the planar electrode for h = 2.5,
3.0 and 6.0 with respect to η (c), common distribution for coordination angle between any three
connected particles in a simulated nanoparticle network, the most common coordination angle is
60°, result is reproduced for all h and η. Distributions for number of contacts for (d) h = 2.5 , (e)
h = 3.0, (f) h = 6.0 for η = 10% - 90%. Simulated average effective surface current distributions
for (g) h = 6.0 , (h) h = 2.5, (i) h = 3.0 for η = 10% - 90%.
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The Lorentzian fits of the simulated data had correlation coefficients R2 > 0.97, and a Fisher
correlation P-value of < 1×10-5. Lorentzian fits for cAFM current pixel maps had R2 > 0.88, and
the P-values were < 1×10-5. To examine whether there is an agreement between the average
current measured in the cAFM experiments and that predicted in the simulations, the x0 fitting
parameters for both simulations and experiments were normalized by their respective x0 counts at
η = 60% for direct comparison. The data was normalized using η = 60% because it is the median
η measured, and normalizing by extremes (min. or max. η) can be unstable. For all distributions,
x0 was set to be equal or greater than 0. The normalized fitting parameter x0 from both cAFM and
simulation distribution fits was determined with R2 = 0.98 and a P-value of 5.16×10-4. This
indicates that the model is accurate at predicting the mode current differences between different
samples (see inset in Figure 45), and at predicting the mode current of different samples given
one known distribution fit, i.e., that at η = 60% in this study. Also, the simulated x0 value follows
the same power law scaling behavior (in pc and t) as the cAFM current seen in the inset in Figure
45 inset represented with the black dashed line.
For direct comparisons of the entire current distributions from cAFM measurements with those
from simulations, the distribution fits were normalized by the maximum number of counts at
60% and the x0 value for η = 60% P3HT particles. Points were generated using the Lorentzian
function with the fitting parameters ranging from 0 to x0 + 4B at 80% P3HT particles; 40 points
were generated for all distribution fits. The generated points on the distribution fits for cAFM
data were compared with those from simulation. The R2 coefficients for η = 20%, 40%, 60%,
70%, and 80% were equal to 0.93, 0.92, 0.98, 0.84, and 0.96, respectively, indicating that the
model can account for at minimum 84% of the variance in the cAFM distribution. The P-value is
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< 1×10-5 for all samples; this indicates that there is a strong correlation between the experimental
data and the simulation predictions.

Figure 45: (a) Surface current distributions from simulation predictions (dashed black lines)
and cAFM measurements (solid red lines) for η = 20%, 40%, 60%, 70%, and 80% P3HT
nanoparticles. The inset shows the η dependence of the fitting parameter x0 normalized by the
value of x0 at 60% P3HT particles for both simulation predictions and cAFM data. The dashed
black lines represent power law scaling fits. All x0 < 0 are set to 0 so that negative current is not
allowed.

2.3.2.7 Substructure Analysis
Having verified that the model predictions match well with the cAFM measurements, we used
cluster statistics to analyze the substructures present within the simulated assemblies. Ordered
nanoparticle assemblies can be described as discrete p-connected networks, where each point
(corresponding to a given particle center) is connected to p other points.[337,340] For disordered
nanoparticles glasses, however, a discrete ‘p’ is not valid but a mode p-connected network is
valid. The distributions for the number of connections for conducting particles in assemblies with
h = 2.5, 3.0, and 6.0 at conducting η = 10% - 90% are shown in Figure 44d-f. The mode of the
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distributions was used to describe the connectedness of each assembly at a particular η.
Consistent with our expectations, the results indicate that as η increases the degree of
connectedness in each network also increases. The maximum connectedness for any single
particle was found to be 12, which is consistent[337] with the closest-packing of hard spheres.
Using the number of connections or degree of coordination information, we then determined
the coordination geometry of the assemblies by finding the most common coordination
angle[338] (θ) between three connected particles. We found that, in all of the simulated
disordered assemblies of equal-sized spheres, the most common coordination angle is θ = 60°,
followed by 120°, and 90° regardless of composition (see Figure 44c). A maximum distribution
density at θ = 60° has been reported previously.[384] For p = 6, the two possible common
coordination geometries are an octahedron and a trigonal prism. The prominence of θ = 60° and
120° suggest that the most likely structure that would corroborate our finding is a distorted
trigonal prism. We, therefore, conclude that assemblies with p < 6 are predominantly defective
trigonal prismatic substructures with approximately 6-p defects.
The dependence of the mode connections (‘p-connected’) on η for different thicknesses (h) is
plotted in Figure 46. All of the mode connections found for all h examined can be found listed in
Table 4. Also, for each ‘p’ the most-likely predicted substructures are isolated particles for p = 0,
isolated dimers of particles for p = 1, 1-D chains for p = 2, chains with ~60° branch points
(branched chains) for p = 3, trigonal prismatic structures with two missing points or defects for p
= 4, trigonal prismatic structures with one defect for p = 5, and trigonal prismatic structures for p
= 6. The mode connectedness of the assemblies never reaches p ≥ 7; so, higher coordination
substructures are not needed to define the morphologies in these disordered glasses. The degrees
of connectedness of particles in disordered glasses are in fact distributions, and contain
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combinations of the aforementioned substructure geometries; however, the predominant
morphology can be defined by the mode p-connected substructure. Figure 46 shows that these
substructures, and thus, the overall morphology can be easily tuned by simply changing the value
of η

in the equal-sized binary nanoparticle glasses. The structure of the disordered binary

nanoparticle glassess can be simply described as a (pi, p1-i)-connected network, where i = η ÷
100% is the fraction of a certain particle type in the assembly. For example, using Figure 46, the
morphology of a disordered nanoparticle assembly containing 60% of one particle type and 40%
of the other can be described as a mode (3, 2)-connected network for h = 2.5. The predominant
substructure of the 60% phase will be a branched chain, and the predominant substructure of the
40% phase will be a 1-D chain.

Figure 46: Predicted predominant substructures in disordered assemblies of binary
nanoparticles. Mode number of connections (p) as a function of η for assemblies of thickness h =
2.5, 3.0, 6.0, and 12.0 nanoparticle diameters. Representations of the predominant nanoparticle
substructure of one type of nanoparticle (denoted as a blue sphere) also are shown for different
degrees of connectedness (p values).
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Table 4: Mode number of connections of simulated disordered nanoparticle networks for
nanoparticles for h = 2.5, 3.0 and 6.0 for η from 10% to 90%.
η

h = 2.5

h = 3.0

h = 6.0

10 %

0.0

0.0

0.0

20 %

0.909 +/- 0.07

0.984 +/- 0.16

1.073 +/- 0.11

30 %

1.606 +/- 0.10

1.833 +/- 0.04

1.910 +/- 0.03

40 %

2.256 +/- 0.08

2.489 +/- 0.04

2.651 +/- 0.04

50 %

2.921 +/- 0.01

3.293 +/- 0.01

3.411 +/- 0.03

60 %

3.513 +/- 0.14

3.846 +/- 0.09

4.168 +/- 0.05

70 %

3.974 +/- 0.05

4.33 +/- 0.08

4.891 +/- 0.06

80 %

4.510 +/- 0.14

4.727 +/- 0.05

5.615 +/- 0.07

90 %

5.012 +/- 0.04

5.170 +/- 0.01

6.426 +/- 0.06

We have developed a definition of disordered binary polymer nanoparticle glass networks as
(pi, p1-i)-connected networks; but it bears further explanation of what this definition really means,
as the networks of nanoparticles are disordered. Simulated disordered networks of particles do
not give positional information of particles in experimental films. However, they do give
information on the statistical structure of the network, and how such a network will perform.
This is akin to neural networks,[385] where two unique brains of the same species will not have
the exact same network of neurons, but the network structure (e.g., neural connectivity) and the
way it communicates via electrical charge will be comparable.
2.3.2.8 Robustness Analysis of Random Nanoparticle Assemblies
After evaluating the connectedness, we analyzed the robustness of these networks using a
modified network analysis toolbox.[386] Network robustness in general, is how well networks
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“hold-up” or perform their desired task when a node (or several nodes) are removed, or the edge
between two nodes is removed either randomly or through targeted attack. The robustness of
physical networks such as nanoparticle networks is significant, particularly where mass or charge
transfer is desired. It is important to know if the materials will remain functional despite failure
at a particular point in the network. The robustness of a network is dependent on the structure of
the network, i.e. a highly interconnected network will be robust.
To analyze network robustness for disordered films of assembled nanoparticles, we
successively removed at random one node from the conducting particle network and monitored
the size of the largest cluster in the network, as cluster size is a good indicator of a network that
would allow for charge transport. A graph of the size of the largest cluster vs. the fraction of
nodes/particles removed can be found in the Figure 47a-c for h = 2.5, 3.0 and 6.0. Networks
containing η = 50% to 90% of the conducting particle were quite robust, with largest cluster
sizes containing at least ~30% of the total number of particles in the simulation box up until a
phase change, which occurs when ~35% to ~50% of the particles in the network were removed.
When η = 40%, the network is still moderately robust having a gradual slope in the decrease in
largest cluster size as particles are removed. Below η= 40% the size of the largest cluster is small
before random removal, and shows only minor changes as removal progresses. Thicker films (h
= 3.0 and 6.0) are even more robust, requiring a lower percentage of conducting particles, and
having a phase change at a greater fraction of particles removed from the assembly. The
robustness combined with the predicted predominant substructure provides useful design rules
for disordered nanoparticle assemblies.
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Figure 47: Robustness graphs of simulated disordered nanoparticle networks. The size (in
number of nanoparticles connected by some pathway) of the largest interconnected cluster as a
function of fraction of particles randomly removed successively for (a) h = 2.5, (b) h =3.0, and
(c) h = 6.0. at η = 10% - 90%. The graphs show a phase shift at a greater fraction of particles
removed as h increases.

2.3.2.9 Reproducibility in cAFM and Resistor Network Model
To illustrate this point, we show in Figure 48a-c three different cAFM area scans of a η = 70%
sample. A cursory look at these images indicates that there is no pixel-to-pixel, or nanoparticle
positional, correspondence. However, a current vs. pixel count histogram (Figure 48d) shows
that the mode currents and the current distribution are similar.

Figure 48: (a-c) cAFM maps at three different locations for η = 70%. (d) Current vs. pixel
count histograms for (a-c), showing comparable current distributions and mode current
Histograms are stacked for clarity.
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We also simulated three different nanoparticle networks (h = 3 and η = 50%), by changing the
particle position initialization for generating random configurations.[364] The assemblies are
shown in Figure 49a, and there is no particle-to-particle correspondence. However, the pconnectedness (Figure 49b) and coordination angle (Figure 49c) distribution were found to be
similar for the three simulated assemblies. Thus, we can conclude that these three different
simulated disordered particle networks have comparable structure based on their connectedness
and coordination angle. As done before, we calculated the effective surface current for these
three different assemblies and plotted a histogram for each of the counts vs. effective surface
current and Lorentzian fits in Figure 49d. The modes of the simulated effective surface currents
are shown as vertical dashed lines in Figure 49d and they are comparable for all the distributions;
the widths of the current distributions also are similar.

Figure 49: (a) Three different simulated disordered nanoparticle glasses at h = 3.0 nanoparticle
diameters and η = 50%; different assemblies were obtained by using a different seed for the
Mersenne Twister random number generator. Number of counts as a function of (b) pconnections, (c) coordination angle, and (d) effective surface current in histogram form with
Lorentzian fits for the three different assemblies in (a). Histograms are stacked for clarity.
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These two experiments demonstrate that though two disordered nanoparticle glass networks are
not exactly the same, but for a given h, θ, and η, the network structures are comparable and the
network functions are also comparable. Therefore, the simulated assembly is not the unique
structure of the experimentally derived assembly with one-to-one particle correspondence, but it
is a statistical representation of the structure that describes particle-to-particle connectedness and
network connectivity. Further, since different binary nanoparticle glass networks have
comparable average structure it is appropriate to define them as such, i.e., as (pi, p1-i)-connected
networks.
2.3.2.10 Numerical Simulations and Analysis of TOF Data
Having defined the particle networks in nanoparticle assemblies, we return to the TOF mobility
data to understand the impact of network connectivity on the charge carrier mobility. Numerical
simulations of the TOF experiments of hole transport through P3HT/PS nanoparticle assemblies
were conducted (see Figure 50d-f) using a previously reported method.[256] Numerical
simulations for η = 40%, 60%, and 80% were conducted at applied biases of 2 V and 3 V. Hole
transport coefficients, kinetic parameters, and material properties derived from fitting modeling
predictions to the TOF experimental data for transient photocurrents can be found in Figure 50g.
The detrapping kinetic rate coefficient (Cdt) increases from 1.0 × 104 s-1 to 1.5 × 104 s-1 to 3.0 ×
104 s-1 as the percentage of conducting particles η increases from 40% to 60% to 80%,
respectively. The variation of Cdt with increasing η has certain implications for the structure of
the assembly. The rate of positional detrapping increases as η increases because the pconnectedness of the network increases with increasing η and, thus, the number of available
pathways that can be accessed for charge transport increases. This is represented graphically in
Figure 51a, where for linear or less p-connected networks the probability of hopping (Ph)
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between particles is low or zero in the presence of a positional trap state. On the other hand, for
higher p-connected networks, the probability of finding an alternative path for the charge carrier
to be detrapped is higher, and Ph is greater than zero. Combining our numerical simulations for
charge transport and nanoparticle assembly structure indicates that highly p-connected networks
provide alternate pathways for hole detrapping.

Figure 50: TOF transients and results from numerical simulations of TOF data. TOF transients
measured at 2V, 3V, 5V, 7V, and 10V for nanoparticle films with (a) η = 40%, (b) η = 60%, and
(c) η = 80%. Numerical simulations (red dashed lines) of TOF transients (black markers) from
deterministic hole transport model at 2V and 3V for (d) η = 40%, (e) η = 60%, and (f) η = 80%.
(g) Table of hole transport coefficients, kinetic parameters, and material properties derived from
fitting modeling predictions. Where Cdt = C0 exp(-Etn/kBT) and Etn is the trap energy depth.
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In TOF experiments, a negative field dependence coefficient for non-zero-field charge carrier
mobility is associated with positional disorder in the sample; when higher voltages are applied,
paths that are not perfectly aligned with the external field become more difficult to
travel.[387,388] This scenario is similar to the alternative pathway detrapping mechanism that
we propose here from the Cdt calculations and, thus, we would expect to see the negative electric
field dependence on the hole mobility in the TOF experiments. Indeed, in the field dependent
TOF mobility data shown in Figure 51b we observe a negative field dependence on the measured
charge mobility for all values of η examined, consistent with our hypothesis that as the degree of
network connectedness increases, the probability of charge carrier detrapping will increase.

Figure 51: (a) Schematic depiction of positional trap states in low p-connected nanoparticle
networks where the rate of hopping (Ph) is very low, implying that the predicted detrapping rate
coefficient (Cdt) from numerical simulations of hole transport in these nanoparticle assemblies
will be low. On the contrary, highly p-connected branched nanoparticle networks have
alternative paths for detrapping available to access, thus Ph and Cdt in these assemblies will be
higher with Ph being proportional to the degree of p-connectedness of the network. (b) Hole
mobility for assemblies with η = 40%, 60%, and 80% P3HT nanoparticles as a function of the
square root of the applied field, showing an increase in the mobility with an increase in the
percentage η of P3HT nanoparticles, and a negative field dependence for all η values examined.
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2.3.2.11 Conducting AFM of Polymer Blends
Finally, we compare the trends in our results from P3HT/PS nanoparticle assemblies with
reported results for P3HT/polymer blends and P3HT nanofibers in a polymer matrix. In both, a
low percolation threshold of ~1 wt.% was observed when the mobility was measured in a fieldeffect transistor (FET) configuration.[89,354,355,358,359,389] However, the mobility reached a
maximum with ~3 wt.% of P3HT (~ 10-3 cm2V-1s-1) and a mobility plateau was exhibited for a
P3HT concentration higher than 3 wt.%. This is an indication that the path length and the number
of paths of P3HT domains that charges travel through remain fairly constant, and is therefore not
tunable, after the P3HT concentration reaches a level of ~3 wt.%. The morphologies in many
polymer blends were found to be ‘vertically stratified’ with large, micron-sized features.[389]
Vertically stratified structures are not characterized by bulk percolation pathways throughout the
entire thickness of the film and, therefore, they cannot be studied using techniques such as TOF.
It is also important to note that the mobility measured in a FET configuration can be different
from mobility measured in a TOF configuration. In contrast, the nanoparticle assemblies that we
focused on are characterized by formation of percolation pathways in the bulk and the charge
carrier mobility change as a function of P3HT concentration (wt.%) follows a power law scaling
relation. We conclude that using nanoparticle assemblies enables tunable and predictable
percolation. Specifically, the nanoparticle assemblies afford the capability to tune the number of
paths and the path lengths of connected conducting P3HT nanoparticles in the binary assembly
that is not possible in polymer blends. Moreover, using nanoparticle assemblies allow us to
control the domain sizes at the nanoscale for each of the components in the binary assembly.
To further validate this point, we fabricated P3HT/PS blends at 20, 40, 60, and 80 wt.% P3HT
and analyzed them by cAFM. The resulting 15 µm × 15 µm cAFM maps are shown in Figure
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52a-d. The maps are binarized in Figure 52e, in order to demonstrate the large-size features. In
this experiment, we demonstrate that, in binary polymer blends, both the mesoscale morphology
and the domain size change with increasing wt.% P3HT. However, in the nanoparticle
approach, i.e., the use of binary nanoparticle assemblies (see Figure 53) instead of binary
polymer blends, the mesoscale morphology can be independently tuned without changing the
nanoscale domain size; this is the power of the nanoparticle approach.

Figure 52: (a-d) 15 µm × 15 µm cAFM maps for P3HT:PS blends at weight ratios of 20:80,
40:60, 60:40, and 80:20 spin coated from chloroform. (e) Binarized cAFM map depicting P3HT
(blue) and PS (grey) blend morphology; the scale bars are 2.5 µm.
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Figure 53: A visual representation of the tunability of percolation in binary polymer
nanoparticle glasses. Top: Simulated assemblies of binary nanoparticle glasses at η = 20%, 60%,
and 80%. Bottom: The insulating nanoparticles, colored grey on top, are removed to reveal the
percolation network of conducting nanoparticles colored blue on top and bottom. This
demonstrates how the structure of a polymer percolation network can be tuned by simply varying
η

We have demonstrated tunable electronic transport in binary polymer nanoparticle glasses
composed of nanoparticles of poly(3-hexylthiophene), a semiconducting polymer, and
polystyrene, an insulating polymer. Using TOF mobility and cAFM current maps, we have also
revealed that percolation in these systems follows a power law scaling behavior, with percolation
thresholds of ~ 24% - 30%. A simple resistor network model was developed that accurately
predicts current trends from cAFM maps, enabling the predictability of percolation behavior in
these systems. We also performed cluster statistical analysis on simulated configurations of such
binary nanoparticle glasses and developed a definition of the morphologies as (pi, p1-i)-connected
networks. We have shown that specific substructures in these morphologies can be predicted
based on coordination, and be tuned by changing the percentage of one type of particle in the
binary assembly, thus providing a design strategy for equal-sized binary particles at different η.
The connectivity map can be used to create polymeric materials from disparate polymers
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assembled into functional morphologies with desired percolation pathways. We conclude that
using disordered nanoparticle assemblies provides a versatile and scalable approach toward
tunable morphologies for a variety of functional materials. Our studies establish a new platform
for creating mesoscale structures using disordered nanoparticle assemblies.
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2.4 Resistor Network Model of Percolation in Randomly Conducting Disordered and
Ordered Binary Nanoparticle Assemblies
In this section I present a resistor network model that incorporates the unique individual
pathways for charge percolation in randomly conducting 1) equal-sized random assemblies of
nanoparticles, 2) unequal-sized random assemblies of nanoparticles, and 3) binary nanoparticle
super lattices. We next apply percolation theory to the resistor network results to calculate bulk
percolation properties.
The concept of building electronic devices from nanomaterials such as nanoparticles, is
increasingly being explored.[116,209,258,334,390,391] Nanomaterials allow for the assembly of
disparate components with individually tailored properties on multiple length scales for the
crucial control over device morphology. In order to understand how these materials will work as
functional materials, it is important to first understand their percolation behavior, and how
structure can be used to change percolation properties. In particular, binary assemblies of
spherical nanoparticles where one type of particle form percolation pathways is of
interest.[258,334] Herein, we introduce a resistor network model of percolation applied to
several different models of randomly conducting binary assemblies of spheres. The results of the
model are related to classical percolation theory[353] of random heterogeneous materials to
describe percolation properties.
Binary nanoparticle assemblies can be generally characterized into two types: ordered
assemblies, and disordered assemblies. Ordered assemblies can be classified by their ionic
structural analogs, and are commonly referred to as binary nanoparticle superlattices
(BNSLs).[92,198,209,233] Disordered assemblies can be classified by the size and number ratio
of the two types of particles, as well as the volume packing fraction.[364,380,392] Disordered
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assemblies can be loosely packed or maximally jammed (so called nanoparticle glass) and
anything in between.
We have developed a resistor network[352,374,375] algorithm to compute the charge
percolation through binary nanoparticle assemblies. The algorithm predicts the individual
particle currents for assemblies lying on planar electrodes. The model is applicable to any
assembly of spherical particles where the x, y, and z position and the size and identity of every
particle are known. Here we explore three different types of assemblies using this algorithm.
First, we show the effect of the percent of conducting particles to non-conducting particles (η), in
equal-sized, binary nanoparticle glasses, on charge percolation. Next we demonstrate how the
size ratio of conducting particles to non-conducting particles (γ) in random assemblies affects the
charge percolation properties. And finally, we explore the effect of η on ten BNSL with different
ionic crystal analogues. These examples demonstrate the power of nanoparticle assemblies to
obtain tunable percolation behavior.
2.4.1 Resistor Network Model
The resistor network model to calculate charge percolation in binary assemblies of
nanoparticles was first reported in Ref. [334]. Herein, we expand the use of the model to other
systems. In our simulation device, the binary nanoparticle active layer is composed of either an
insulating or conducting nanoparticle. This nanoparticle assembly can be random or ordered. The
assembly is placed on a planar electrode where charges are injected into the assembly and then
detected on an individual nanoparticle basis at the surface. In this model each nanoparticle in a
particular path is considered a composite resistor, thus, a chain of nanoparticles is just a chain of
serial resistors. Multiple unique paths are treated as parallel serial resistors. Therefore, the
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current at a particular surface particle can be calculated by summation of Ohm’s law using the
equation:
𝐼´ = 𝑉

(𝑅𝑁; )H:

where IS is the simulated current, V is the applied field, R is the resistance of one nanoparticle,
and N is the number of particles of the kth path. For simplicity, all simulations were run at V = 1
V and R = 1 Ω.
To simulate current through a nanoparticle assembly, first, using the information of the
assembly — x, y, and z position of every nanoparticle, and whether or not the particle is
conducting — all of the non-conducting particles are removed from the assembly. Next, a n × n
adjacency matrix A with elements Aij, is composed, where i, j ϵ {1, ..., n} and n is the number of
particles in the assembly. In the matrix A, Aij = 1 if particles i and j are in contact (the distance
between i and j is less than the diameter of i plus the diameter of j plus δ) and zj is greater than or
equal to zi, and if particles are not in contact Aij = 0. Using A, and Dijkstra’s algorithm,[382]
each unique shortest path is solved for all bottom particles to each top particles. Essentially each
particle at the surface has a a unique network of pathways extending to the bottom planar
electrode. Then, using the Ohm’s Law summation equation above, the current at every surface
particle is calculated. For each assembly the current is binned (bin size = 0.1 A)
2.4.2 Percolation Through Equal-Sized Random Assemblies
The first type of assembly that we used to simulate charge percolation was a binary
nanoparticle glass of equal-sized particles. These assemblies were simulated by an algorithm
reported by Desmond and Weeks.[364] Assemblies contained a total of 5,000 particles, the
simulated assemblies were 12 times larger in the x and y direction than in the z direction (~ 3
particles). Then, particles were randomly identified as conducting or not from η = 10% to 90% in
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increments of 10%, where η is the percent conducting particles in the assembly. The assemblies
are randomly identified in triplicate. The results of the resistor network model for the equal-sized
binary nanoparticle glasses are shown in Figure 54 in open symbols. The data is fit with the
following Lorentzian equation, shown in solid lines:
𝑓 𝜂 =

𝐴
(𝜂 − 𝑥y )B + 𝐵

where A is a scaling parameter, x0 is the mode current, and B is a width parameter. The inset of
Figure 54 shows the plot of x0 versus η. The plot shows the ability to tune current through the
nanoparticle percolation network by changing η. The black dashed line is the fit to the data using
typical power law scaling percolation[240,261,353,372,373] equation.
𝑓 𝜂 = 𝑎(𝜂 − 𝑝] )Ÿ for 𝜂 > 𝑝]
where a is a scaling parameter, pc is the percolation threshold, and t is the critical exponent. The
critical exponent is a universal descriptor of the fractal properties of the assembly. pc represents
the critical concentration of conducting particles (η) required for the binary assembly to be
conducting. The corresponding fitting parameters are a = 15.78, pc = 24%, and t = 2.08, with a
correlation coefficient to the fitting of R2 = 0.99. We would like to note here that t ~ 2 is
consistent with the critical exponent for 3D percolation, where the local structure is isotropic and
has only short range correlations. Because pc and t arise from a particular fractal structure,
experimental properties can be measured, and parameters can be matched with computation, in
order to understand the structure of real systems that have previously been too small to see.[334]
However, unfortunately, a rigorous correlation between t and geometric scaling exponents has
yet to be developed, thus a physical picture is hard to describe, particularly for truly non-random
systems.[353]
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Figure 54: Counts vs calculated current for random assemblies of equal-sized spheres with
increasing percentage of conducting spheres η; solid lines are Lorentzian distribution fits to the
data. Inset shows the mode current from the Lorentzian fit vs. η, the black dashed line is the
power law scaling percolation fit to the data.

2.4.3 Percolation Through Unequal-Sized Random Assemblies
We next explored the effect of radius ratio (γ = rsmall/rlarge) in random binary nanoparticle
glasses on electrical percolation. Simulated nanoparticle glasses were again made using the
algorithm reported by Desmond and Weeks.[364] We simulated assemblies at γ = 1.0, 0.8, 0.66,
and 0.57 (where the larger particle is the conducting one), at η = 10%, 30%, 50%, 70%, and
90%; all assemblies were simulated in triplicate by changing the Mersenne Twister seed number
for random particle identification. We next simulated current profiles using the Ohm’s Law
equation for all simulated assemblies.[364] The current profiles are fit with the Lorentzian
distribution to extract the mode calculate current parameter x0. Figure 55a shows the plot of x0
versus η for all γ in closed symbols. The dashed lines are the corresponding power law scaling
percolation fits using the previous equation. The corresponding fitting parameters and correlation
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coefficients of the fits are shown in Table 5. A plot of pc versus γ is shown in Figure 55b,
demonstrating the exponential decline in pc as you decrease γ. This result shows that if you
increase the size of the conducting particle, the amount of it required for fabricating a percolating
composite device drops off exponentially.
We can look at the pair correlation function (g(r)) of these assemblies to see how the
connectedness of their percolation pathways changes with η. In Figure 56, we show a plot of pair
correlation functions, where r = rlarge, of assemblies with γ = 0.66 at η = 10%, 30%, 50%, 70%,
and 90%.The peak at low r correspond to small-small particle correlations, the peak at
intermediate r correspond to small-large particle correlations, and the peak at high r (i.e. r = 1)
correspond to large-large particle correlations. As a reminder, η corresponds to the percentage of
the larger conducting spheres in the assembly, while 1- η corresponds to the percentage of
smaller insulating spheres. At low η, there is predominantly correlation between small-small
insulating particles. As η increases, both small-large, and large-large particle correlations
increase, but small-large correlations do not result in percolation pathways. At high η, there is
predominantly large-large conducting particle correlations in the assembly. At smaller γ, largelarge correlations increase at lower η, thus the lower pc.
We wish to note the decrease in the critical exponent t as γ decreases. As stated previously t is
a value that describes the fractal properties of the assembly. Therefore, we can assume that the
fractal properties in random binary assemblies change with radius ratio. It is generally accepted
that t = 1 to 2 in three dimensions, we find t = 0.91 to 2.08. Others have attempted to connect t to
geometric parameters, however a rigorous definition has yet to be developed.[353] Here, we do
not connect physical structure with t but show that it can in fact be tuned by using radius ratio γ.
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Figure 55: a) Mode calculated current vs η at different γ, dashed lines correspond to power law
scaling percolation theory fits. b) Plot of pc vs γ, showing exponential dependence in black
dashed line.

Table 5: Percolation power law scaling fit parameters for different values of γ.
γ

1.0

0.8

0.66

0.57

a

15.78

12.12

10.59

10.44

pc

24%

18%

15%

12%

t

2.08

1.56

1.12

0.91

R2

0.996

0.999

0.996

0.993
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Figure 56: Pair correlation functions of assemblies with γ = 0.66 at η = 10%, 30%, 50%, 70%,
and 90%.

2.4.4 Percolation Through Randomly Conducting Ordered Assemblies
We next used 25 × 25 × 1 super cells of crystalline structures in order to probe the resistor
network model on BNSLs. In this simulation, any particle (big or small) was randomly identified
as conducting or not at η = 10%, 30%, 50%, 70%, and 90% in triplicate, and then the percolation
model was run on those assemblies. The structures used for this experiment and their
corresponding γ, space groups, and crystal systems are shown in Table 6. The results of the
simulations are shown in Figure 57 as counts versus calculated current plots, where the counts
have been normalized by the total number of particles in the assembly. Also, the plots are
stacked for clarity.
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Table 6: Description of BNSLs used in this study.
Structure

γ

Space Group

Crystal System

Ref.

ZnS (Wurzite)

0.836

P63mc

Hexagonal

[393]

FeS2

0.671

Pnnm

Orthorhombic

[394]

HgS

0.773

P3221

Trigonal

[395]

AlB2

0.686

P6/mmm

Hexagonal

[396]

CsCl

0.406

Pm-3m

Cubic

[397]

AuCu

0.971

P4/mmm

Tetragonal

[398]

NiAs

0.976

P63/mmc

Hexagonal

[399]

CaCu5

0.750

P6/mmm

Hexagonal

[400]

AuCu3

0.971

Pm-3m

Cubic

[397]

There are several observations about charge percolation in BNSLs that can be made. First,
there is a clear discreteness in currents paths that are available for charge percolation; this is
evident by the peaks, or the complete absence of peaks at particular current values for virtually
all structures. ZnS-type structures show the emergence of peaks at calculated currents 0.3 A and
0.7 A with increasing η. FeS2-type structures show peaks at calculated currents 0.5 A. 1.0 A, and
1.5 A. HgS-type structures show the appearance of a peak at calculated current 0.2 A. AlB2-type
structures shows calculated current peaks at 0.5 A, 0.7 A, a major peak at 1.0 A, and then a peaks
at 1.3 A, 1.5 A, 1.7 A. 2.0 A, 2.3 A, 2.5 A, and 2.7 A. At high η, a peak at 0.2 A starts to
dominate, when η = 90% the current extends from 0.2 A down to 3.4 A. NaCl-type structure
have major peaks that increase with increasing η at 0.5 A, 1 A, 1.5 A, 2.0 A, and 2.5 A. Minor
peaks at 0.8 A, 1.3 A, 1.8 A, 2.3 A, 2.8 and so on are also present. The CsCl-type structure has
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peaks at 1.0 A, 1.5 A, 2.0 A, 2.5 A, 3.0 A, and 3.5 A. At higher η, there are more percolation
pathways which are shown as distributions of current which have x0 = 3.7 A, 6.8 A, and 15.8 A
for η = 50%, 70% and 90% respectively. AuCu-type structures shows low counts of current from
0.2 A to 1 A at η = 10%, with no identifiable x0. From η = 30%, 50%, and 70% x0 = 0.24 A, 1.0
A, and 5.3 A respectively. Interestingly, when η = 90% the calculated current becomes bimodal,
with individual x0 = 6.1 A and 8.9 A, indicating two unique paths. NiAs-type structure has peaks
at 0.3 A, 0.5 A, 0.7 A, 0.8 A, 1.0 A, 1.2 A, 1.4 A and so on. The peaks form current distributions
with x0 = 0.5 A, 0.89 A, 1.9 A, and 3.5 A for η = 30%, 50%, 70%, 90% respectively. CaCu5-type
structure has peaks at 0.5 A, 1.0 A, 1.5 A, 3.0 A, 2.5 A, and 3.0 A; forming current distributions
with x0 = 2.8 A, 5.8 A, and >30 A for η = 50%, 70%, and 90% respectively. Lastly, AuCu3-type
structure has a major peak at 0.3 A for η = 10% and 30% respectively; and current distributions
of 0.92 A 4.1 A, 15.5 A, and >30 A for η = 30%, 50%, 70%, and 90% respectively.
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Figure 57: Surface current profiles of selected BNSL at η = 10% (red), 30% (yellow), 50%
(green), 70% (blue), and 90% (purple).
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To analyze the percolation, BNSLs do not have current distribution as in random assemblies,
therefore we cannot use the Lorentzian distribution equation to find the mode current, rather we
use a weighted average. Plot of weighted average current vs η is shown is Figure 58 for all
BNSLs. The fit parameters for power law percolation fits are shown in Table 7. ZnS-type
structure was calculated to have a pc = 17.3%, and t = 1.97. The FeS2-type structure had a pc =
13.9% and t = 0.84. HgS-type structure had a pc = 21.0% and t = 1.77. AlB2-type structure had a
pc = 28.6%, and t = 2.99. NaCl-type structure had pc = 23.5% and t = 1.18. CsCl-type structure
had a pc > 0% and t = 2.68. AuCu-type strucute had a pc =14.2% and t = 1.74. NiAs-type
structure has a pc = 3.4% and t = 2.13. CaCu5-type structure had a pc >0% and t = 2.93. Lastly,
AuCu3-type structure had a pc >0% and t =3.74. Percolation thresholds of pc >0% are likely a
result of the BNSL only being one unit cell in the z-direction.
Table 7: Power law scaling fit parameters for different BNSL structures.
Structure

a

pc

t

R2

ZnS (Wurzite)

0.49

17.3 %

1.97

0.989

FeS2

0.91

13.9 %

0.84

0.997

HgS

0.03

21.0 %

1.77

0.991

AlB2

1.34

28.6 %

2.99

0.982

NaCl

1.85

23.5%

1.18

0.982

CsCl

21.26

>0%

2.68

0.995

AuCu

11.69

14.2 %

1.74

0.999

NiAs

4.48

3.4 %

2.13

0.999

CaCu5

22.09

>0%

2.93

0.994

AuCu3

59.0

>0%

3.74

0.999
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Figure 58: Weighted avg. current vs η for different BNSL structures with power law scaling
percolation fits in black dashed lines.
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To conclude, we have demonstrated a resistor network model utilizing a summation of Ohm’s
law percolation pathways in series and in parallel, for percolation through randomly conducting
1) equal-sized random assemblies of nanoparticles, 2) unequal-sized random assemblies of
nanoparticles, and 3) binary nanoparticle super lattices. We demonstrate that for most
assemblies, percolation (i.e. current) exhibits power law scaling with respect to the percentage of
the conducting nanoparticle η. Further, we show that the 3 dimensional structure has implication
on both the percolation threshold and the critical exponent. This model can be employed to
predict percolation properties and utilized for rational material design of particular properties
(e.g. charge percolation) where nanoparticles are the constituent building blocks.
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2.5 Nanoparticle Assemblies for Organic Photovoltaics
This chapter*** focuses on the use of binary nanoparticle assemblies to realize organic
photovoltaics. I would particularly like to highlight the use of cAFM to probe charge transport
through nanoparticle assemblies, and at charge selective transport layer interface. Herein, we
address here the need for a general strategy to control molecular assembly over multiple length
scales. Efficient organic photovoltaics require an active layer comprised of a mesoscale
interconnected networks of nanoscale aggregates of semiconductors. We demonstrate a method,
using principles of molecular self-assembly and geometric packing, for controlled assembly of
semiconductors at the nanoscale and mesoscale. Nanoparticles of poly(3-hexylthiophene) (P3HT)
or [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) were fabricated with targeted sizes.
Nanoparticles containing a blend of both P3HT and PCBM were also fabricated. The active layer
morphology was tuned by the changing particle composition, particle radii, and the ratios of
P3HT:PCBM particles. Photovoltaic devices were fabricated from these aqueous nanoparticle
dispersions with comparable device performance to typical bulk-heterojunction devices. Our
strategy opens a revolutionary pathway to study and tune the active layer morphology
systematically while exercising control of the component assembly at multiple length scales.
There is a need for a general strategy to control molecular assembly over multiple length scales.
This need is most evident in the area of organic photovoltaics (OPVs) wherein active layers

***

This chapter is adapted from Gehan, Timothy S., Monojit Bag, Lawrence A. Renna, Xiaobo
Shen, Dana D. Algaier, Paul M. Lahti, Thomas P. Russell, and Dhandapani Venkataraman.
"Multiscale active layer morphologies for organic photovoltaics through self-assembly of
nanospheres." Nano Letters 14, no. 9 (2014): 5238-5243. I would like to acknowledge Dr.
Timothy S. Gehan for synthesizing the nanoparticles and preparing ‘inks’ for devices, Dr. Dana
D. Algaier and Dr. Xiaobo Shen for SEM, and Prof. Monojit Bag for making TOF and solar-cell
measurements.
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comprise mesoscale interconnected networks of nanoscale aggregates of semiconductors.[401404] Consistently achieving and tuning this structure has been challenging due to the interplay of
multiple kinetic processes during fabrication.[109,110] Herein we show that the fundamental
concept of sphere packing[96,198] can be exploited to fabricate multi-scale hierarchical structures
reliably through self-assembly. We fabricated efficient OPVs through the self-assembly of
separate spherical nanoparticles (NPs) comprised of either poly(3-hexylthiophene) (P3HT) or
[6,6]-phenyl-C61-butyric acid methyl ester (PCBM). Devices of blend nanospheres comprised of
both P3HT and PCBM were also fabricated. We demonstrate multi-scale control over morphology
(Figure 59) by changing the particle size, ratio, and composition.

Figure 59: Schematic comparison of morphology control with the conventional method and the
nanoparticle assembly method for the fabrication of organic photovoltaic active layers.
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Spheres can assemble into ordered or randomly packed assemblies, depending on sphere-sphere
interactions, size dispersity, and size ratios.[92,198,405] Both assemblies can provide
morphologies with interfaces for charge transfer and continuous pathways for charge transport—
two key requirements for organic photovoltaic devices—when sphere-to-sphere contacts are
present. In inorganic nanoparticle assemblies, particle-particle contacts are actually prevented by
the ligands strongly bound to the surface of the nanoparticles, leading to poor charge
transport.[406] We found that in organic nanoparticle assemblies, particle-particle contacts are
easily established because the weakly bound surfactants can be dislodged by strong van der Waals
interactions between the nanoparticles, leading to jammed disordered assemblies with intimate
nanoparticle contacts and efficient charge transport.[255,256] Computations indicate that jammed
co-assemblies, like ordered binary superlattices, can also provide co-continuous structures where
the morphology is dictated by the ratio of the sphere radii.[240] Thus, jammed assembly of single
and binary conjugated polymer nanospheres provides a new strategy to achieve and tune
morphologies required for effective active layer charge transport in organic photovoltaic devices.
Conjugated polymer nanoparticles have been investigated as active layer materials in OPVs,
albeit with limited success.[64,407,408] We show that efficient OPVs can be fabricated with blend
nanoparticles and with separate nanoparticles using P3HT and PCBM, the archetypical active layer
materials in OPVs,[409] by combining the principles of sphere packing with improved fabrication
methods. Blend nanoparticles have electron- and hole transporters in the same nanoparticle,
offering a unique pathway to create bulk heterojunction (BHJ) structures within a single
nanoparticle,[408,410,411] and to propagate this structure to the mesoscale through self-assembly.
On the other hand, formulating active layer materials into separate nanoparticles prior to their coassembly allows the control of their size, their internal structure and ordering, and their surface
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properties. These attributes enable the formation of domains having pre-defined sizes,
independently tailored ordering, and well-defined contacts (interfaces) between the electron and
hole conducting domains.
2.5.1 Nanoparticle Synthesis and Characterization
The blend nanoparticles and separate nanoparticles were fabricated using a modified miniemulsion method.[135,412] The diameter of the blend nanoparticles was determined to be 80±9
nm using nanoparticle-tracking analysis. The diameter of P3HT nanoparticles was 79±20 nm and
PCBM nanoparticles was 71±24 nm. The diameter of a 1:1 mixture of P3HT and PCBM
nanoparticles was 74±11 nm indicating that there is no aggregation of the nanoparticles in the
dispersion. The molecular packing of P3HT in aqueous nanoparticle suspensions was probed using
electronic spectroscopy. The UV-vis spectrum of P3HT can be deconvoluted into absorption
arising from aggregate P3HT and from amorphous P3HT.[135] Using this method, we estimated
that in P3HT:PCBM blend and in separate P3HT nanoparticles, the ratio of aggregate to
amorphous P3HT was 70:30 (Figure 60). We attribute the amorphous component to P3HT within
the nanoparticle and not to free P3HT, because P3HT is insoluble in water. As blend and separate
nanoparticles show similar ratios of aggregate to amorphous P3HT, we conclude that PCBM does
not significantly affect P3HT aggregation in the blend nanoparticles. As in BHJ, the PCBM is
expected to concentrate in the amorphous or non-aggregated domains of P3HT or to phase separate
from P3HT.[107,401] The UV-vis spectra of both blend nanoparticle and separate nanoparticle
dispersions having similar particle sizes and concentrations show features similar to those of
annealed thin films of P3HT and PCBM cast from chlorobenzene, indicating that the same
aggregation features desired in thin films can be captured in the nanoparticles. X-ray diffraction
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(XRD) of blend and separate nanoparticle assemblies show similar results indicating crystalline
P3HT within the nanoparticles (Figure 61).
a

b

Figure 60: (a) P3HT:PCBM blend nanoparticles. PCBM nanoparticles absorption was
subtracted from the blend absorption spectrum to estimate P3HT (amorphous and aggregate)
absorption. P3HT aggregate in the blend nanoparticles is 70.22%. (b) P3HT nanoparticles. P3HT
aggregate in the nanoparticles is estimated to be 71.25%.

Figure 61: X-ray diffraction data for P3HT and PCBM blend and separate nanoparticles film
drop casted under infrared lamp. Enhanced PCBM peak is observed after ramp heating
(annealing) from 30°C to 150°C temperature under nitrogen environment. A strong 100 P3HT
peak is observed in all samples.
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Scanning electron microscopy (SEM) images of spin-coated assemblies of blend nanoparticles
and co-assemblies of separate P3HT and PCBM nanoparticles (1:1) on silicon substrates show that
the nanoparticles form jammed assemblies with particle-particle contacts (Figure 62c and Figure
63). A simulation[364] of a random close packed co-assembly of two types of hard spheres (Figure
62a) having the same radii in a 1:1 number ratio shows interconnected pathways for both types of
particles. These interconnected pathways are clearly seen in Figure 62b where all the spheres of
one type from Figure 62a are omitted. To differentiate experimentally between P3HT and PCBM
nanoparticles, the same film from Figure 62c was dipped into dichloromethane for 15 min to
remove the PCBM selectively; SEM of the resultant film is shown in Figure 62d. The binary
images in Figure 62e-f of Figure 62c-d, respectively, show removal of approximately half of the
nanoparticles. After the removal of PCBM, the void spaces in the film are visible, demonstrating
that the films are a jammed co-assembly of P3HT and PCBM nanoparticles. Cross sectional SEM
of a thin film of P3HT:PCBM blend nanoparticles confirms that the nanoparticles are closely
packed throughout the film. Similar results were also observed for separate nanoparticle coassembled active layers.
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Figure 62: (a) Simulated packing of a 1:1 number ratio of two types of particles showing
random, jammed assembly. (b) Simulated packing of a 1:1 number ratio of two types of particles
showing conducting pathways for one set of particles (other type is omitted). (c) Top view SEM
of P3HT and PCBM separate nanoparticles. (d) Top view SEM of P3HT and PCBM separate
nanoparticles after being dipped in DCM for 15 min. (e) A binary scale image of the SEM image
in c. (f) A binary scale image of the SEM image in d.
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a

b

Figure 63: (a) TOP SEM image of P3HT and PCBM blend nanoparticle sample spin coated on
PEDOT:PSS coated Si substrate. (b) Cross sectional SEM image of P3HT and PCBM blend (1:1)
nanoparticle sample spin coated on Si substrate.

2.5.2 cAFM of Nanoparticle Assemblies
Conducting AFM (cAFM) was used to probe the conducting pathways in the active layer. cAFM
images of assemblies of blend nanoparticles and co-assemblies of separate nanoparticles (~240 nm
thick films) on ITO/PEDOT:PSS are shown in Figure 64, and with corresponding height images
in Figure 65. Based on the applied bias conditions, the measured current is a result of the movement
of holes to the platinum probe. The dark red regions in the images are areas of high hole
conductivity and the blue regions are areas of low conductivity. Both Figure 64a (blend
nanoparticles) and Figure 64b (separate nanoparticles) show the presence of conductive pathways
for hole transport through the nanoparticle films to the platinum probe. In control testing, cAFM
of films composed only of P3HT nanoparticles or PCBM nanoparticles show uniformly high
conductivity throughout the film for the former, and uniformly low conductivity for the latter; this
corresponds to high and low hole transport in the respective films (Figure 66). Therefore, we

136

conclude that the areas of low current are regions with either a high concentration of PCBM or
regions surrounded by PCBM. All of these results show that there are continuous pathways for
hole transport in random assemblies of both blend and separate nanoparticles.

Figure 64: (a) cAFM image of P3HT and PCBM blend nanoparticles (1:1 by wt. ratio.) without
a PCBM top layer. (b) cAFM image of separate P3HT nanoparticles and PCBM nanoparticles
(1:1 by No. ratio) without a PCBM top layer. (c) Histogram plot depicting normalized pixel
count with associated currents measured for blend nanoparticles, and separate nanoparticles.
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a

b

c

d

Figure 65: (a) Topological image and (b) c-AFM of P3HT and PCBM blend NPs film of 250
nm thickness. Bias voltage of 2 V was applied between ITO electrode and conducting AFM tip.
(c) topological image and (d) c-AFM image of P3HT and PCBM separate NPs film of 225 nm
thickness. 2V bias voltage was applied between ITO substrate and conducting AFM tip. xy
scale bar is in µm, z-scale bar is in nm for topological image and nA for c-AFM image.

Figure 66: (a) Height AFM image of only P3HT nanoparticle film (b) corresponding c-AFM
image of a P3HT only nanoparticle film in image a. (c) c-AFM image of a PCBM only
nanoparticle film. 2V bias voltage was applied between ITO substrate and conducting AFM tip.
(d) Current mapping histogram of the c-AFM images in a and b.
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Figure 67: (a) AFM height image of a 1:1 P3HT to PCBM BHJ device spin coated from
chlorobenzene and annealed. (b) Corresponding height count histogram of a. (c) cAFM image of
the surface of the BHJ device described in a. (d) Corresponding current mapping histogram for
the image in c. (e) AFM height image of a 1:1 P3HT to PCBM BHJ device spin coated from
chlorobenzene, annealed and dipped in DCM to remove PCBM from the surface. (f)
Corresponding height count histogram of e. (g) cAFM image of the surface of the DCM dipped
BHJ device described in e. (h) Corresponding current mapping histogram for the image in g. (i)
AFM height image of a 1:1 P3HT to PCBM blend nanoparticle device. (j) Corresponding height
count histogram of i. (k) cAFM image of the surface of the DCM dipped BHJ device described
in i. (l) Corresponding current mapping histogram for the image in k.

Histograms of the current mapping provide clues to the underlying device morphology; the
number of counts is directly proportional to the number of available paths in the film for hole
conduction, and the current is related to path length from a given particle to the ground electrode.
The histogram analysis (Figure 64c) of Figure 64a-b show the morphological difference between
the blend and separate nanoparticle films. They also show that the separate nanoparticle film has
a slightly larger average normalized current than the blend nanoparticle film. The current
distribution peak width is larger for separate nanoparticles than it is for blend nanoparticles,
indicating a wider distribution of pathways including more short pathways having low resistance.
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The cAFM results show that (a) there are conductive pathways for holes through the bulk of both
blend and separate nanoparticle films, and (b) there are morphological differences between active
layers derived from blend and from separate nanoparticles. A comparison of cAFM for BHJ and
nanoparticle films is shown in Figure 67.
2.5.3 Time-of-Flight Mobility
Time of Flight (TOF) mobility measurements of P3HT, P3HT:PCBM blend, and P3HT and
PCBM separate nanoparticle films were carried out to determine the effectiveness of their charge
conduction pathways. P3HT nanoparticle films have a hole mobility ~2×10-4 cm2V-1s-1, the same
order of magnitude as seen for pristine P3HT films. A 1:1 mixture of separate P3HT
nanoparticles and PCBM nanoparticles shows a hole mobility of ~8×10-5 cm2V-1s-1. In both
cases, the mobility has only a weak field dependence. Blend nanoparticles comprised of 1:1
weight ratio of P3HT to PCBM has a hole mobility comparable to a P3HT-only nanoparticle film
at a low-field regime, but the mobility decreases with increasing field. This behavior is attributed
to positional disorder in the Bässler model for charge transport in disordered solids.[413] The
cAFM and TOF data indicate fundamental differences in the conductive pathways between blend
and separate nanoparticle films.
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Figure 68: (a) Electric field dependent TOF mobility of P3HT nanoparticles, P3HT and PCBM
blend nanoparticles and P3HT and PCBM separate nanoparticles film. (b) schematic diagram of
P3HT and PCBM separate nanoparticles film showing hole conduction pathway. (c) schematic
diagram of P3HT and PCBM blend nanoparticle film showing hole conduction pathway.

2.5.4 Photovoltaics
2.5.4.1 Device Fabrication
For fabricating OPV devices, aqueous dispersions of blend nanoparticles or separate
nanoparticles were spin coated onto ITO substrates coated with PEDOT:PSS, which acts as a hole
transporting layer. Except for electrode deposition, all the fabrication steps were done in ambient
atmosphere. The PEDOT:PSS layer was treated with UV-O3 for 3 min to increase surface
hydrophilicity, which was found to be critical for achieving uniform films of nanoparticle
assemblies as seen in optical microscopy images. AFM analysis of surface roughness of
nanoparticle films with a typical thickness of ~240 nm decreased from ~70 nm to ~10 nm upon
UV-O3 treatment. Immediately after treatment, an aqueous dispersion of blend nanoparticles or
separate nanoparticles was spin coated on top, under illumination by a commercial infrared (IR)
lamp. After drying at room temperature in a vacuum chamber for 12 h, a thin layer of PCBM as
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an electron transporting layer (ETL) was spin coated from an orthogonal solvent on top of the
nanoparticle film, followed by vapor deposition of cathode (Ca/Al).
2.5.4.2 cAFM of Electron Transport Layer
Use of the ETL was critical for achieving a high fill factor. cAFM images of a thin film of
P3HT:PCBM blend nanoparticles with a thin coating of PCBM on top is shown in Figure 69. The
corresponding height image indicates that the PCBM top layer reduces surface roughness of the
nanoparticle film, and Figure 69 indicates the PCBM top layer blocks many pathways for holes to
reach the top electrode thus reducing leakage current. We found similar results for a thin film of
co-assembled separate nanoparticles with a PCBM top layer.

Figure 69: cAFM image of P3HT:PCBM blend nanoparticle-OPV devices with PCBM buffer
layer.

2.5.4.3 Photovoltaic Performance
The highest efficiency was achieved when the nanoparticle dispersion solvent was changed to
20% ethanol by volume in water. These dispersions led to the highest device performance for both
blend (2.15%) and separate (1.84%) nanoparticles; the current-voltage device performance is
shown in Figure 70a.
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Figure 70: (a) nanoparticle OPV device performance of P3HT:PCBM blend (1:1 by wt. ratio)
nanoparticles and P3HT and PCBM separate (2:1 by No. ratio) nanoparticles. (b) P3HT and
PCBM separate (1:1 by No. ratio) nanoparticles size dependent PCE, and P3HT:PCBM blend
(1:1 by wt. ratio) nanoparticles size dependent PCE. (c) Device performance of P3HT and
PCBM blend and separate nanoparticles devices at different ratio of P3HT nanoparticle to
PCBM nanoparticle. All particles are ~ 80 nm (mode diameter).

2.5.5 Tunable Morphologies Through Nanoparticle Assemblies
The power of using sphere packing for OPV applications is the ability to independently tune the
domain size while keeping the morphology constant and vice versa, which thus far has been
elusive. To probe the effect of domain size on OPV performance, devices from separate and blend
nanoparticles were prepared using nominal particle mode diameters of 115 nm, 90 nm, 80 nm, and
70 nm. The concentration of P3HT to PCBM was held constant (1:1 weight ratio) for the devices
prepared with either blend or separate nanoparticles. The expectation for blend nanoparticles is
that the domain size for each component is similar for all particle sizes; therefore particle size
should have a minimal impact on efficiency. The expectation for separate nanoparticles is that the
efficiency will increase with decreasing particle size until the size approaches the exciton diffusion
length. Four sets of devices were prepared using each particle size, keeping the sizes of P3HT and
PCBM separate nanoparticles the same within each set. The impact of particle size on power
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conversion efficiency (PCE) for blend and separate nanoparticles is shown in Figure 70b. Contrary
to expectation, both blend and separate nanoparticle devices showed an optimal domain size at 80
nm. This supports the increasing belief that optimal domain size can be larger than 10 nm.[414]
To probe the impact of morphology with constant domain size, OPV devices were fabricated by
changing the ratio of the number of p-type (P3HT) domains to the number of n-type (PCBM)
domains (Figure 71). Upon increasing the ratio of P3HT nanoparticles to PCBM nanoparticles
from 1:1 to 4:1 the PCE drops from 1.78% to 1.38%, as seen in Figure 70c. The most efficient
ratio of P3HT to PCBM nanoparticles was 2:1 with a maximum efficiency of 1.84%. By
controlling the relative ratio of separate nanoparticles, we can control the morphology of the active
layer. The cAFM images of 1:1 and 2:1 P3HT nanoparticles to PCBM nanoparticles (Figure 72ab respectively) indicates that the morphologies are different. As the ratio of P3HT nanoparticles to
PCBM nanoparticles increases (from 1:1 to 2:1 to 1:0, Figure 72a-c), the number of hole
conducting pathways also increases leading to increased current. This increase in current is clearly
seen in in Figure 72d. This method provides a general approach that now enables the independent
optimization of the domain size and morphology for enhanced device performance.

Figure 71: Simulated random packing of two types of particles with 1:1, 2:1, and 4:1 number
ratio of blue particles to orange particles.
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Figure 72: (a) cAFM image of a 1:1 number ratio of P3HT nanoparticles to PCBM nanoparticles
without a PCBM top layer. (b) cAFM image of a 2:1 number ratio of P3HT nanoparticles to PCBM
nanoparticles without a PCBM top layer. (c) cAFM image of only P3HT nanoparticles (1:0 number
ratio) without a PCBM top layer. (d) Histogram plot depicting the pixel count with associated
currents measured for the cAFM images in a, b, and c.

We have used the concept of sphere packing to control the hierarchical active layer
morphology of OPV cells by pre-formed each active layer component as nanospheres and
fabricating uniform nanosphere assemblies. In contrast to conventional methods of controlling
active layer morphologies, this approach affords the ability to (a) pre-tailor the semiconductor
domains with the required internal packing and size; (b) obtain stable co-continuous structures
that are controlled from the nanoscale to mesoscale, through self-assembly into equilibrium or
kinetically-trapped morphologies in a single step; (c) use multiple hole conductors to broaden the
absorption spectrum; (d) systematically elucidate the optimal structure for an efficient OPVs and
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(e) use environmentally benign solvents such as water for device fabrication. Controlling each
active layer component at multiple length scales using sphere packing not only offers a method
for developing next generation OPVs, but also opens a revolutionary pathway for the systematic
study and tuning of functional materials while exercising control of the component assembly at
multiple length scales
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2.6 Tunable Concurrent Electronic and Ionic Transport in Binary Polymer Nanoparticle
Assemblies
This chapter††† details a route to binary polymer morphologies with co-continuous pathways
for simultaneous electronic and ionic transport by the assembly of poly(3-hexylthiphene) and
lithium ion-doped poly(vinylpyridine) nanoparticles. By using AC impedance spectroscopy and
DC steady-state conductivity measurements, we demonstrate that binary nanoparticle assemblies
provide concurrent electronic and ionic conduction. By changing the percentage of one type of
particle to the other, we exhibit excellent tunability of both the electronic and ionic
conductivities. The simplicity of fabrication combined with the versatility in obtainable
properties illustrate the power of using nanoparticle assemblies as a means to realize functional
polymer mesoscale morphologies.
Co-continuous binary polymer morphologies with percolation pathways that pervade in three
dimensions for two types of charge carriers is desired for many applications such as
photovoltaics,[116,347,415] and electrochemical energy storage, i.e. batteries.[264,416] Cocontinuous morphologies are observed as metastable phases during the spinodal decomposition
in polymer blends.[9] Therefore, various strategies such as thermal quenching[10] and jamming
of particles at the interface[11,12] have been studied to kinetically trap these morphologies in
polymer blends. Co-continuous morphologies can also be realized in thin films through the selfassembly of diblock copolymers[14,417] but requires the chemical synthesis of the polymers,
and the well-known phase diagram is valid only for random coil-coil diblock copolymers.[14]

†††

This chapter was adapted, with permission, from Renna, Lawrence A., Julia D. Lenef,
Monojit Bag, and D. Venkataraman. “Tunable Concurrent Electronic and Ionic Conductivity in
Binary Polymer Nanoparticle Assemblies”. Under Review (2016). I would like to acknowledge
Julia D. Lenef for FTIR, and Nanoparticle Tracking Analysis.
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Inorganic solid state materials with conducting pathways for ionic and electronic transport are
well-established.[30,418] Yet, achieving such concurrent percolation pathways in polymer films
have not been straightforward. Some examples include imbibing ionic fluids in polymer
films,[419] incorporating ion conducting side chains on conjugated polymers,[420-422] and iondoped[423-426]/oxidized[427] conjugated polymers. However, these methods do not afford
separate and systematic control over the morphology and properties of the electronic and ionic
conducting phases. More recently, Balsara and co-workers have utilized the lamellar and
nanowire morphologies of a diblock copolymers, i.e. poly(3-hexylthiophene)-b-poly(ethylene
oxide) (P3HT-b-PEO), to realize concurrent electronic and lithium ion conduction.[264,416]
We have been pursuing the strategy of using binary polymer nanoparticle assemblies to create
hierarchical mesoscale structures with control of molecular assembly over multiple length
scales.[116,258,334] In this strategy, polymer components are first assembled as nanoparticles
that are then used as building blocks for further assembly to create mesoscale structures.
Nanoparticle assemblies provides a unique and modular pathway to generate complex structures
and co-assemblies under non-equilibrium processing conditions with macroscopic homogeneity
and compositional flexibility. In earlier work, we have shown tunable percolation in binary
nanoparticles assemblies composed of a semiconductor nanoparticle and an insulating
nanoparticles.[334] We have also demonstrated that co-continuous percolating pathways can be
obtained for binary nanoparticles assemblies composed of electron transporting nanoparticles
and hole transporting nanoparticles.[116] In this Letter, we demonstrate the fabrication of binary
nanoparticle assemblies composed of electronically conducting and ionically conducting
nanoparticles (see Figure 73a). We also show that the electronic conduction and ionic conduction
can be tuned by mixing the nanoparticles at various ratios.
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2.6.1 Nanoparticle Synthesis and Device Fabrication
Since we have already established the use of P3HT (Rieke Metals, M̅ W = 36 kDa,
regioregularity = 96%, and polydispersity Đ = 2.3 ) nanoparticles for electronic
conduction,[116,334] we sought to fabricate polymer nanoparticles that could conduct Li ions.
We explored this by using four different poly(vinylpyridine)-based (PVP) polymers, which has
been shown to be a good solid-state Li ion conductor.[428-431] Copolymers containing styrene
units were used to decrease the solubility in water and increase the solubility of the polymer in
chloroform for the synthesis of stable dispersions. We observed that polymer nanoparticle
dispersions of poly(4-vinylpyridine) were not as stable as nanoparticles of copolymers
containing styrene units. We used the following commercially available polymers, poly(2vinylpyridine-co-styrene) with 30% styrene content [P(2VP0.7-co-S0.3), Scientific Polymer
Products, M̅ W = 200 kDa], poly(4-vinylpyridine-co-styrene), with 10% and 50% styrene content
[P(4VP0.9-co-S0.1), M̅ v = 140,000 kDa and P(4VP0.5-co-S0.5), M̅ W = 400 kDa, Scientific Polymer
Products], and poly(2-vinylpyridine-b-styrene), 50% styrene content [P(4VP0.5-b-S0.5), Polymer
Source, M̅ W = 8.2 kDa-b-8.3 kDa]. All polymer structures are shown in Figure 73b.

149

Figure 73: a) Scheme depicting the co-continuous electronic and ionic transport in binary
assemblies of P3HT and PVP-based polymer nanoparticles. This scheme also represents the
device configuration used in this study for electronic measurements, not drawn to scale. b)
Chemical structure of polymers used in this study; from top left to right, P(2VP-co-S), P(4VPco-S), from bottom left to right, P(2VP-b-S), and P3HT. c) FTIR of Li ion doped (solid line) and
undoped (dashed line) PVP-based nanoparticles. The shift in the pyridine ring stretching mode at
~1600 cm-1 due to Li ion coordination is indicated with an arrow. d) Nyquist plots of unary
polymer nanoparticle assemblies in Au|nanoparticle|Au architecture.

Polymer nanoparticles were fabricated via a previously reported method of postpolymerization miniemulsion.[116,334] Briefly, a 0.5 mL of a 30 mg/mL solution of polymer in
chloroform was added to 3 mL of 10 mM sodium dodecyl sulfate (SDS) in NanoPure water.
Then a miniemulsion was formed by sonication for 2 min at 20% maximum amplitude using a
probe-tip ultrasonicator. Next, chloroform is removed by stirring in an open vessel at 75 °C for
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40 min. To dope PVP-based polymers with Li ions, 2.5 mg/mL (50% wt. to polymer) of lithium
trifluoromethane sulfonate (LiOTf) was included in the aqueous solution prior to sonication.
Particle size was determined using Nanoparticle Tracking Analysis (NTA, see Figure 74 and
Table 8 for results). Particle diameters were 73 nm – 128 nm. Fourier Transform infrared
spectroscopy (ATR-FTIR) showed a shift in the pyridine ring stretching mode at ~1600 cm-1,
consistent with the coordination of pyridine with Li ions,[432] see Figure 73c. Devices for
electronic and ionic transport measurements (see Figure 73a) of solid nanoparticle assemblies
were fabricated by repeated drop-casting of nanoparticle dispersions on to heated glass
substrates, which were maintained at 75 °C, with thermally evaporated gold electrodes, (100 nm
high) separated by a 165 µm gap. Thus, all electronic measurements made on polymer
nanoparticle assemblies throughout this study were performed across this 165 µm gap between
gold electrodes.
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Figure 74: Average concentration vs particle size from NTA of a) P(2VP0.7-co-S0.3), b) P(2VP0.7co-S0.3) + LiOTf, c) P(4VP0.5-co-S0.5), d) P(4VP0.5-co-S0.5) + LiOTf, e) P(4VP0.9-co-S0.1), f)
P(4VP0.9-co-S0.1) + LiOTf, g) P(2VP0.5-b-S0.5), h) P(2VP0.5-b-S0.5)+ LiOTf, i) P3HT, and j) 50%
P3HT + 50% P(4VP0.9-co-S0.1) + LiOTf. Red bars represent one standard deviation from three
measurements. Summarized in Table 8.
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Table 8: Average mode diameter of nanoparticles from NTA.
Nanoparticle

Avg. Mode Diameter

P(2VP0.7-co-S0.3)

116 nm ± 1.7 nm

P(2VP0.7-co-S0.3) + LiOTf

121 nm ± 4.3 nm

P(4VP0.5-co-S0.5)

103 nm ± 0.3 nm

P(4VP0.5-co-S0.5)+ LiOTf

128 nm ± 0.7 nm

P(4VP0.9-co-S0.1)

103 nm ± 2.9 nm

P(4VP0.9-co-S0.1) + LiOTf

73 nm ± 0.7 nm

P(2VP0.5-b-S0.5)

113 nm ± 2.2 nm

P(2VP0.5-b-S0.5) + LiOTf

199 nm ± 31.3 nm

P3HT

115 nm ± 1.7 nm

50% P3HT + 50% P(4VP0.9-co-S0.1) + LiOTf

126 nm ± 4.6 nm

2.6.2 Probing Lithium Ion Conduction in Nanoparticles by EIS
We next turned to AC electrochemical impedance spectroscopy (EIS) to probe the Li ion
conduction in unary polymer nanoparticle assemblies, and the results are shown as Nyquist plots
in Figure 73d. Impedance was measured from 1×106 Hz to 0.1 Hz (VAC = 1.0 V, VDC = 0 V) at
ambient conditions. All PVP-based polymer nanoparticles displayed Nyquist plots with an initial
high frequency semicircle, which is attributed to conduction of Li ions, followed by a low
frequency ‘linear’ part of the spectra due the blocking nature of the gold electrodes for Li ions.
On the other hand, the Nyquist plot for P3HT nanoparticles displayed a single semicircle,
indicative of electronic transport. For unary nanoparticle assemblies, the intersection of the
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semicircle with the real axis (x-axis) can be taken as the resistance to ionic transport for PVPbased polymers, or the resistance to electronic transport for P3HT nanoparticles. We find that
P(2VP0.7-co-S0.3) had the highest ionic resistance of 1.17 MΩ, P(4VP0.5-b-S0.5) had a resistance
of 0.50 MΩ, P(4VP0.5-co-S0.5) had a resistance of 0.49 MΩ, and P(4VP0.9-co-S0.1) had the lowest
ionic resistance of 0.15 MΩ. For comparison, sodium polystyrene sulfonate has an ionic
resistance of 0.42 MΩ.‡‡‡[433] We concluded that polymer nanoparticles with 4-vinylpyridine
groups have a lower ionic resistance than polymer nanoparticles with 2-vinylpyridine groups.
We also found that increasing the ratio of pyridine to styrene units decreased the ionic resistance.
Unary P3HT nanoparticle assemblies had an electronic resistance of 2.04 MΩ. Based on these
results we used P3HT and P(4VP0.9-co-S0.1) nanoparticles to fabricate binary assemblies for
concurrent electronic and ionic conduction.
2.6.3 Binary Assemblies: Steady-State Current Measurements
To realize co-continuous electronic and ionic conduction pathways we mixed P3HT
nanoparticles with P(4VP0.9-co-S0.1) nanoparticles and fabricated films by drop-casting as before.
We fabricated binary nanoparticle assemblies with 80%, 75%, 66%, 50%, 33%, and 25% P3HT
to P(4VP0.9-co-S0.1), by weight percent of polymer. We first determined the electronic resistance
of these mixed assemblies by steady-state DC measurements.[416] A small DC bias (E) was
applied, and the current was measured for ~180 s, collecting 2,500 data points. An applied bias
of E = -50 mV bias was applied, followed by -30 mV, -20 mV, 20 mV, 30 mV, and finally 50
mV. When only P3HT nanoparticles were used, see Figure 75a, steady-state current was
obtained within 1 sec. For mixed conductor assemblies, the steady-state current was obtained

‡‡‡

Data extracted from Figure 5b in G. Casalbore-Miceli, M. Yang, N. Camaioni, C.-M. Mari,
Y. Li, H. Sun, and M. Ling, Solid State Ion. 131, 311 (2000) using WebPlotDigitizer.
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after ~ 100 sec. The initial current is high due to combined electronic and ionic current, however,
over time, the Li ions stop moving and the steady-state electronic current is measured.
Representative current vs time plots for binary assemblies of P3HT and P(4VP0.9-co-S0.1)
nanoparticles are shown in Figure 75b-d. We calculated the steady-state current by taking the
average current in the last ~ 14 s, 200 data points. An Ohm’s Law fit of E vs I gives the
electronic resistance of the assembly (see Figure 75e); electronic resistances ranged from ~ 2
MΩ to ~ 260 MΩ. In general, we observe an increase in conductance (G) with an increase in the
percentage of P3HT to P(4VP0.9-co-S0.1) nanoparticles, see Figure 75f. This finding is consistent
with our previous results on tunable electronic transport in binary conducting/insulating polymer
nanoparticle assemblies.[334]

Figure 75: Current vs. time, in Au|nanoparticle|Au architecture, for a)100%, b) 75%, c) 50%, and
d) 33% P3HT to P(4VP0.9-co-S0.1) nanoparticles. e) Plot of E vs I and Ohm’s law fit of steadystate current values. F) Plot of electronic G vs percentage of P3HT to P(4VP0.9-co-S0.1)
nanoparticles.
155

2.6.4 Binary Assemblies: EIS Measurements
We next did EIS of the binary nanoparticle assemblies, shown in Figure 76a-f. The Nyquist
plots (black markers) show a semicircle followed by a linear component, followed by more
interfacial capacitance. The resistance associated with the semicircle decreases with increasing
humidity and temperature (see Figure 78and Figure 79), which indicates that resistance is
predominantly from ionic conduction. From the steady-state electronic current measurements, we
measured large resistances in the mixed assemblies compared to the ionic resistance. To extract
ionic resistance, we used an equivalent circuit modeling of the data using the circuit shown in
Figure 76g. The circuit model contains a geometric capacitance element (C ), in parallel with an
µ

electronic resistance (Relec.), also in parallel with a serial ionic resistance (Rion.) and Warburg ion
diffusion element (W).
The parallel circuit was used to model the semicircle and the initial linear part of the Nyquist
plots, because attempts at modeling very low frequencies reveals it is not simple Debye layer
capacitance. However, the low frequency data is not needed to calculate the ion transport
resistance in these systems. Modeling was done in an iterative fashion, and Relec. was fixed to the
value obtained from steady-state measurements. The results of the modeling are shown in Table
9, and as solid lines overlaid on impedance spectra in Figure 76a-f. Similar to the electronic
conductance, the ionic conductance (G) increased as the percentage of P(4VP0.9-co-S0.1)
nanoparticles to P3HT nanoparticles increased, as seen in Figure 76h. The dependence of ionic
conductance on the percentage of P(4VP0.9-co-S0.1) nanoparticles confirms that ionic transport
indeed moves through the PVP-based nanoparticles, and not within the voids of the nanoparticle
assembly. This result shows that the ionic transport can be tuned by changing the relative
percentages of the two types of nanoparticles in the assembly.
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Figure 76: EIS of Au|nanoparticle|Au architecture, data is presented in Nyquist plots (data in
black markers) of a) 25%, b) 33%, c) 50%, d) 66%, e) 75%, and f) 80% P3HT to P(4VP0.9-coS0.1) nanoparticles, with corresponding equivalent circuit model fits in solid lines. g) Equivalent
circuit model containing parallel electronic and ionic conduction pathways used in this study. h)
Plot of ionic G vs percentage of P3HT to P(4VP0.9-co-S0.1) nanoparticles.
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Table 9: Results from equivalent circuit modeling of EIS measurements of binary mixed P3HT
and P(4VP0.9-co-S0.1) nanoparticle assemblies. *Indicates the resistance was determined from
steady-state current measurements, and fixed during the modeling procedure. The Warburg
model of interfacial ionic diffusion is calculated by the equation: 𝑊 = 𝐴·

¸¹º » D¼=½ ¾
D¼=½ ¾

where AW

is the Warburg impedance, j is −1, TW is the Warburg time constant, and P is the power, which
is equivalent to P = 0.5 for perfect 1-D diffusion.
P3HT:
Relec.*

Rion.

AW

TW

P

χ2

26.6 pF

57.05 MΩ

2.78 MΩ

7.4 MΩ

10.36 s

0.28

0.004

75%

25.9 pF

37.1 MΩ

1.19 MΩ

5.2 MΩ

6.69 s

0.17

0.006

66%

25.1 pF

57.7 MΩ

1.11 MΩ

5.37 MΩ

6.89 s

0.33

0.002

50%

25.3 pF

113.0 MΩ

0.58 MΩ

5.25 MΩ

6.90 s

0.36

0.002

33%

25.9 pF

162.2 MΩ

0.33 MΩ

3.02 MΩ

4.32 s

0.35

0.001

25%

26.2 pF

267.6 MΩ

0.27 MΩ

3.5 MΩ

3.44 s

0.45

0.004

P(4VP0.9-co-S0.1)

C

80%

µ

2.6.5 Binary Assemblies: Concurrent Conductivity
We calculated electronic and ionic conductivities (σelec. and σion.) of the mixed conductor
binary nanoparticle assemblies from EIS and steady-state DC resistances. We measured the film
thickness by profilometry, and the film width by optical microscopy, the channel length was
taken as the 165 µm gap between the gold electrodes. The conductivities, σelec. and σion are
plotted in Figure 77a. For mixed conductor binary nanoparticle assemblies we found σelec. = 6.2
× 10-7 S/cm to 1.0 × 10-6 S/cm, and σion. = 2.1 × 10-5 S/cm to 6.1 × 10-4 S/cm by varying the
nanoparticle ratios. These values, obtained at ambient temperatures, are comparable to those
obtained at 90 °C in the diblock copolymer work.[264,416] We also found that the ratio,
σelec./σion vs percentage of P3HT to P(4VP0.9-co-S0.1) nanoparticles follows a predictable trend,
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which was not observed in diblock copolymer work, see Figure 77b. Thus, nanoparticle
assemblies can be used to fabricate materials with predictable electronic and ionic transport
properties.

Figure 77: a) Plot of σelec. and σion. vs percentage of P3HT to P(4VP0.9-co-S0.1) nanoparticles,
dashed lines are guides for the eye. b) Plot of σelec./σion. vs percentage of P3HT to P(4VP0.9-coS0.1) nanoparticles, the dashed line is a power-law fit to the data.

2.6.6 Binary Assemblies: Humidity and Temperature Dependent EIS
Lastly, we performed humidity and temperature dependent EIS studies on a binary assembly of
80% P3HT to P(4VP0.9-co-S0.1) nanoparticles (Figure 78 and Figure 79 respectively), the data is
summarized in Table 10. Humidity dependent measurements were made at 60 °C, by varying the
relative humidity from RH = 35% to 95% in steps of 10%. The Nyquist plots can be seen in
Figure 78. We assume again, that the resistance of the semicircle arises predominantly from ionic
conduction. As the humidity was increased from RH = 35% to 95% the conductivity increased
from σion. = 5.33 × 10-5 S/cm to 6.42 × 10-2 S/cm. Temperature dependent EIS measurements
were made at 40 °C, 50 °C, 60 °C, and 80 °C at RH = 60%, and are shown in Figure 79a,b. As
the temperature is increased, the ionic conductivity increased from σion. = 3.85 × 10-6 S/cm to
7.74 × 10-4 S/cm. An Arrhenius analysis (see Figure 79c) yields an activation energy Ea ≈ 0.1 eV,
assuming the resistance observed is predominantly from ionic transport. This value is
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comparable to Ea measured for ionic conduction in P4VP complexed with Li salts of Ea = 0.10
eV to 0.16 eV.[428] In comparison, P3HT-b-PEO polymers were shown to have an Ea = 0.03 eV
to 0.07 eV for Li ion transport.[416]

Figure 78: Humidity dependent EIS for 80% P3HT to P(4VP0.9-co-S0.1) nanoparticles.

Figure 79: (a,b) Temperature dependent EIS for 80% P3HT to P(4VP0.9-co-S0.1) nanoparticles.
(c) Arrhenius plot of ln(conductivity) vs 1000/T, with linear fit (red dashed line). Activation
energy extracted from fit is Ea = 0.1 eV.
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Table 10: Humidity and temperature dependent conductivity for an assembly of 80% P3HT to
P(4VP0.9-co-S0.1) nanoparticles.
RH (%)

T (°C)

σion. (S/cm)

35

60

5.33×10-5

45

60

8.06×10-5

55

60

1.53×10-4

65

60

1.02×10-3

75

60

3.58×10-3

85

60

1.96×10-2

95

60

6.42×10-2

60

40

3.85×10-6

60

50

5.38×10-5

60

60

1.36×10-4

60

80

7.74×10-4

In this chapter, we have demonstrated that binary polymer nanoparticle assemblies can be used
to fabricate tunable co-continuous polymer morphologies for concurrent electronic and ionic
transport. We demonstrate that PVP-based polymer nanoparticles can be used for solid-state Li
ion conduction, with high ionic conductivities reaching σion = 6.42 × 10-2 S/cm in mixed
assemblies. We also show that by varying the percentage of electronic conducting (P3HT) and
ionic conducting [P(4VP0.9-co-S0.1)] polymer nanoparticles we can tune both the σelec. and σion, in
a predictable manner. Our work opens the pathway to fabricate and optimize polymer-based
materials for battery applications.
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CHAPTER 3
ELECTRONIC AND IONIC TRANSPORT IN HYBRID ORGANIC/INORGANIC
PEROVSKITES
3.1 Introduction to Hybrid Organic/Inorganic Lead Triiodide Perovskites
Hybrid organic/inorganic lead triiodide perovskites, simply called perovskites in the field, are a
class of materials with the chemical formula AMX3, where A is typically an organic cation
methylammonium (MA+) or formamidinium (FA+) or alkali metal Cs+; M is Pb(II) or Sn(II); and
X is I-, Br-, or Cl-. The structure of these materials, in general, consists of metal-halide octahedral
with the organic cation occupying the octahedral void, but will be discussed in more detail later
on. These materials have surged through the photovoltaic community in recent years due to its
ease of fabrication (i.e. solution possessed) and high photovoltaic power conversion efficiencies
(PCE);[31-34] however, they have also been demonstrated to have application in field effect
transistors,[35] thermoelectrics,[36] piezoelectrics,[37] lasing,[38] LEDs,[39] memory
storage,[40] and more.
For photovoltaics, the current certified maximum PCE is an impressive 22.1%.[440]
Perovskites have actually surpassed PCEs in just a few years that it took other technologies
decades of research to obtain, see Figure 80. A unique combination of material properties makes
this class of materials highly suitable to photovoltaic applications. The band gap and energy
levels of perovskites can be easily tuned by changing the A, M, or X (see Figure 81).[32,441]
MAPbI3, for example, has a direct band gap of ~ 1.55 eV, and adsorbs over most of the visible
spectrum. Further, the exciton binding energy is remarkably low, 0.030 eV, allowing holes and
electrons tor readily dissociate.[31] They also demonstrate relatively high charge carrier mobility
for both charge carriers, and very long carrier diffusion lengths (100 nm to 1 µm).[31,34]
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Although perovskites have displayed remarkable photovoltaic performance, there are, of course,
issues that need to be addressed before commercialization can be possible. The most striking is
their inherent instability under ambient conditions[31,41] and their degradation upon prolonged
exposure to heat and sunlight.[43]

Figure 80: Power conversion efficiencies of photovoltaic technologies over time. Adapted from
Ossila.com.

Figure 81: Band gap and energy level tuning by changing chemical composition of AMX3
perovskites. (a) adapted from from Ref. [32]. (b) adapted from Ref. [441]
3.1.1 Structure of Perovskites
Although there is a high degree of structural and chemical diversity in “perovskite”
structures,[442] including three dimensional and lower dimensional structures,[442] double
163

perovskites (A2MM’X6) containing Bi and Ag,[443] and Ruddleson-Popper-type layered
perovskites;[444] I will focus on the structure of MA/FAPbI3, as it is one of the most research
and best performing perovskites.[31,33,445] The ions that make up the perovskite structure are
dictated by radius ratio rules established by Linus Pauling which dictates the stability of possible
structures with N-coordination based on the ratio of the ionic radii.[182] For perovskites, the
structure can be predicted based on the Goldchmidt tolerance factor (t)[446,447]:
𝑡=

𝑟? + 𝑟³
2 𝑟@ + 𝑟³

This number (t) could be used to determine if a particular ion would form a stable perovskite,
and what the structure would be. When t is between 0.8 and 1, a cubic or pseudo-cubic structure
tends to form, when t is less than 0.8 the orthorhombic phase predominates, and when t is greater
than 1the layered hexagonal phase forms.[447] Figure 82 shows the dependence of the tolerance
factor on the ionic radii of the A ion in AMX3 perovskite alloys, and how the crystal structure
changes from orthorhombic to cubic to hexagonal. It should be noted that only the cubic phase
shows good photovoltaic performance.[447]

Figure 82: Tolerance factor vs. effective radius of A ion in AMX3 perovskite, showing
dependence of crystal structure on ionic radii. Used with permission from Ref. [447].
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The structure of perovskites is temperature dependent. For example, MAPbI3 goes from
orthorhombic (Pnma) to tetragonal (I4cm or I4/mcm, pseudo-cubic) at ~-112 °C, followed by a
discontinuous (see Figure 83 for change in lattice parameters vs temperature)[448] phase change
to cubic (Pm-3m) at ~ 45 °C.[445] This second phase transition can be hard to detect due to
many overlapping peaks in x-ray diffraction (XRD, see Figure 84), however the peak attributed
to the tetragonal (211) plane can be used to track the phase change.[445] This readily accessible
tetragonal to cubic phase change has implications on the electronic[445] and ionic properties of
the material that will be discussed in the following chapter.

Figure 83 Discontinuous temperature dependence of lattice parameters in MAPbI3 during phase
change. Phase change occurs at ~45 °C (318.15 K). From Ref. [448]
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Figure 84 Calculated XRD pattern for cubic and tetragonal phases of MAPbI3. From Ref. [445]

3.1.2 Electronic and Ionic Transport at Perovskite Interfaces
The following chapters deal with electronic and ionic transport in perovskite materials,
specifically, how interfacial materials can be used to characterize these materials. First, I detail
the discovery of mixed electronic and ionic transport in perovskite, some of the contributing
factors that affect ionic transport, and its implications on device stability. Next, I discuss the use
of a functionalized fullerene as a work function modifier to improve perovskite-based device
photovoltaic efficiency. Then I will talk about the use of a hole-transport layer which has a lower
work function than traditionally used polymer hole transport layers, resulting in a higher built in
potential in the device; the material also has the added benefit of being water-processable.
Subsequently, I will discuss the use of a three material graded work function recombination layer
for connection perovskite-based and polymer-based solar cells in a tandem-cell configuration.
Next, I will discuss the use of KFPM to probe the photo-generated-charge extraction and
polarization in perovskite charge transport material bilayers. Then, I will detail the use of carbon
nanotubes as charge extractors from perovskite layers, resulting in lower recombination losses.
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And finally, I will talk about the use of hole transport polymers with ionic functionality, and how
the ionic groups play a role in photovoltaic performance, and how they can be used to arise
interesting properties for memristors.
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3.2 Mixed Electronic and Ionic Transport in Hybrid Organic/Inorganic Perovskites
This chapter§§§ focuses on the peculiar behaviour observed in perovskite solar cells where the
degrade why operated under solar simulator irradiation. Solar cells fabricated using alkyl
ammonium metal halides as light absorbers have the right combination of high power conversion
efficiency and ease of fabrication to realize inexpensive but efficient thin film solar cells.
However, they degrade under prolonged exposure to sunlight. Herein, we show that this
degradation is quasi-reversible, and that it can be greatly lessened by simple modifications of the
solar cell operating conditions. We studied perovskite devices using electrochemical impedance
spectroscopy (EIS) with methylammonium (MA)-, formamidinium (FA)-, and MAxFA1–x lead
triiodide as active layers. From variable temperature EIS studies, we found that the diffusion
coefficient using MA ions was greater than when using FA ions. Structural studies using powder
X-ray diffraction (PXRD) show that for MAPbI3 a structural change and lattice expansion
occurs at device operating temperatures. On the basis of EIS and PXRD studies, we postulate
that in MAPbI3 the predominant mechanism of accelerated device degradation under sunlight
involves thermally activated fast ion transport coupled with a lattice-expanding phase transition,
both of which are facilitated by absorption of the infrared component of the solar spectrum.
Using these findings, we show that the devices show greatly improved operation lifetimes and
stability under white-light emitting diodes, or under a solar simulator with an infrared cutoff
filter or with cooling.[449]

§§§

This chapter is adapted, with permission, from Bag, Monojit, Lawrence A. Renna, Ramesh Y.
Adhikari, Supravat Karak, Feng Liu, Paul M. Lahti, Thomas P. Russell, Mark T. Tuominen, and
Dhandapani Venkataraman. "Kinetics of ion transport in perovskite active layers and its
implications for active layer stability." Journal of the American Chemical Society 137, no. 40
(2015): 13130-13137. I would like to acknowledge Prof. Monojit Bag for device
characterization, and Prof. Ramesh Y. Adhikari for discussions on EIS.
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Lead halide-based perovskite solar cells[34,450-458] have drawn considerable interest because
of their high efficiency and low temperature solution processability.[459] But, a major practical
limitation of these systems is their poor stability under ambient conditions[31,41] and their
degradation upon prolonged exposure to heat and sunlight.[43] Previous reports have focused on
degradation pathways attributed to moisture and temperature effects.[43,460,461] But thus far,
the origin and nature of photo-induced degradation is largely unexplored.
In inorganic-organic hybrid lead iodide perovskites an organic counterion — typically alkyl
ammonium — occupies voids within a 3D framework created by vertex-shared PbI6 octahedra.
Migration of ions within the 3D framework has been speculated to be an important factor leading
to device instability and hysteresis in device current-voltage (J-V) profiles.[42] Some reports
have explored ionic drift/transport in the perovskite active layer.[28,29,44-48] But, there is no
clear understanding of the factors that facilitate undesired ion transport in the materials. Toward
clarifying the possible role of ion transport in the degradation of perovskite solar cells, we
studied them in operando, by electrochemical impedance spectroscopy (EIS)[462-464] combined
with structural analysis of active layers by powder x-ray diffraction (PXRD), using varied
illumination and temperature conditions.
3.2.1 Material/Device Fabrication
Methyl ammonium iodide (MAI) was synthesized by the following procediure. Methylamine
(24 mL, 33%) was dissolved in EtOH (100mL) under Ar(g). HI (5 mL, 55%) was added dropwise to stirred methylamine solution. After ca. 15 minutes, the solution was concentrated in
vacuo. The yellow solid was washed several times with diethyl ether, recrystallized from diethyl
ether/EtOH to form a white solid and then dried in vacuo at 70 °C.
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Formamidinium iodide (FAI) was synthesized by the following procedure. Formamidine
acetate (2.5g) was dissolved in EtOH (100 mL) under Ar(g). HI (10.77 mL, 57%) was added
drop-wise to stirred formamidine acetate solution. After ca. 2 h at ~50 °C, the solution was
concentrated in vacuo. The yellow solid was washed several times with diethyl ether,
recrystallized from diethyl ether/EtOH to form a white solid and then dried in vacuo at 70 °C.
Devices were fabricated as follows. ITO substrates (~20 Ω·sq-1) were cleaned by
ultrasonication of the substrates submerged in soap solution, then acetone, and then isopropyl
alcohol followed by drying in a hot air oven at 140 °C for 2 h. poly(3,4-ethylenedioxythiophene)
polystyrene sulfonate (PEDOT:PSS) (Clevios PVP AI 4083) was filtered through a 0.45 micron
polyvinylidene fluoride (PVDF) filter (Wilkem Scientific), then spin coated onto the substrates at
3000 rpm for 30 s The PEDOT:PSS coated ITO substrates were then annealed at 140 °C for 20
min in a hot air oven. PbI2 (40 wt. %) was dissolved in dry N,N-dimethylformamide (DMF) and
filtered through a 0.45 micron polytetrafluoroethylene (PTFE) (Wilkem Scientific) filter. The hot
solution (~80 °C) was then spin coated at 6000 rpm onto a hot substrate (~80 °C) for 60 s The
PbI2 coated film was then kept on a hot plate (90 °C) to dry for 1 h. MAI, FAI and mixtures of
MAI and FAI (1:1 by wt.) were dissolved in isopropyl alcohol (40 mg·mL-1) and spin coated on
the PbI2 coated substrates at 6000 rpm for 60 s at room temperature. MAPbI3 and MAxFA1-xPbI3
samples were annealed on a hot plate (85 °C) for 1 h. FAPbI3 samples were annealed at 160 °C
for 10 min. The devices were then kept in the dark for over 12 h. [6,6]-phenyl-C61-butyric acid
methyl ester (PCBM) in chlorobenzene (20 mg mL-1) as an electron-transporting layer was then
spin coated atop the devices at 1000 rpm for 60 s inside a glove box. Next, a 15 nm thick Ca
electrode was thermally deposited at a rate of 0.5 Å·s-1 followed by 100 nm of Al electrode
deposited at a rate of 1 – 3 Å·s-1, all at a chamber pressure of 1×10-6 mbar.
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3.2.2 Current-Voltage and EIS Measurements
Current-voltage (J-V) curves of the perovskite solar cells were tested under an AM 1.5G solar
simulator at 100 mV·cm-2 light intensity inside a N2 filled glove box, at time intervals over 70 h.
Impedance was measured using an Agilent 4294A Precision Impedance Analyzer at different
bias voltages after each efficiency measurement, using a frequency analyzer under AM 1.5G
simulated illumination, as well as under dark condition. Temperature dependent study was
conducted using a thermoelectric heater/cooler with a thermocouple attached to measure in-situ
temperature. J-V measurements were made without a photomask to compare with EIS
experiments were a photomask cannot be used. Device stability experiments were performed
using a cool white-LED array (12V, 10 W) light source and an AM 1.5G solar simulator at 100
mWcm-2 light intensity and the same solar simulator with an infrared cut off, Newport-Oriel
KG5 filter.
J-V curves of planar heterostructure (Figure 85a inset) perovskite solar cells shown in Figure
85a were measured under inert atmosphere inside a glove box by scanning the voltage from the
short circuit current (JSC) to the open circuit voltage (VOC) at a scan rate of 250 mV·s-1. We
obtained an average power conversion efficiency (PCE) of 10.3% over 32 MAPbI3 devices with
a maximum PCE of 13.6% (without using a photo-mask) under an AM 1.5G solar simulator at
100 mW·cm-2 light intensity. The average over 32 devices and maximum efficiency obtained
using perovskite having both counterions (MAxFA1-xPbI3) were 11.6% and 13.3%, respectively.
By comparison, the maximum efficiency obtained from FAPbI3 devices was 8.9%. Low PCE in
FAPbI3 devices has been attributed to their weak near-IR absorption.[465] The J-V
characteristics, reproducibility, and device crystallinity of these devices are given in Figure 86.
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For the main discussion below, we focus on results from MAPbI3 and MAxFA1-xPbI3 devices
because of their high PCEs and reproducibility compared to FAPbI3 devices.

Figure 85: (a) MAPbI3 perovskite solar cell light J-V characteristics for best cell without
photomask. Inset: Device architecture. (b) Device efficiency as a function of light exposure time.
EIS was carried out at each points represented as red circle. Black circle represents the efficiency
just after the device was kept in dark for 15 min during dark impedance measurement.

Figure 86: (a) J-V characteristics of MAPbI3, FAPbI3 and MAxFA1-xPbI3 samples (best device
efficiency). Statistical distribution on the reproducibility of (b) MAPbI3 (c) MAxFA1-xPbI3
perovskite solar cells. AFM height image of (d) MAPbI3 (e) MAxFA1-xPbI3 (f) FAPbI3 perovskite
solar cell. Scale bar is 2 µm. Inset: magnified image of perovskite nano-crystal.
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Under prolonged illumination, the overall PCE of the devices decreased over time (Figure
85b), with the MAPbI3 devices degrading faster than MAxFA1-xPbI3 devices. In 20 h, MAPbI3
device PCEs dropped by 40%, whereas the MAxFA1-xPbI3 device PCEs dropped only by 15%
(see Figure 87). Surprisingly, when a previously illuminated MAPbI3 device was kept in the dark
for ~15 min and then re-illuminated, much of the lost PCE was recovered, indicating that the
device degradation was quasi-reversible (Figure 85b). After being kept in the dark under inert
atmosphere inside a glove box for 70 h, the PCE of MAPbI3 devices dropped only marginally.
Much more impressively, from a similar dark-storage test for 30 days, MAxFA1-xPbI3 device
shows no appreciable loss in PCE (Figure 88). MAPbI3 devices did show degradation (see Figure
88), which can be attributed to the exposure to light and applied bias when making J-V
measurements. Compared to MAPbI3 devices, we also observed a reduced J-V hysteresis in
MAxFA1-xPbI3 devices (Figure 89). Based on these data, we conclude that (a) the device
degradation is accelerated by the AM1.5G illumination of the device and not by trace oxygen or
moisture inside the glove box (Table 11), and (b) the mixed counterion MAxFA1-xPbI3 devices
exhibit greatly improved stability under dark and under illumination conditions, compared to the
corresponding single-counterion devices.
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Figure 87: Photo-stability of MAPbI3 and MAxFA1-xPbI3 perovskite solar cells under AM1.5G
solar simulator 100 mWcm-2 light intensity and under white-LED (20 mWcm-2). Devices were
continuously kept under light at 0 applied bias. 3% Error bar represents measurement variability
(multiple measurement) due to hysteresis. Device efficiency was normalized with respect to the
initial (at t = 0 h) efficiency of the device.

Figure 88: Device stability of three types of solar cells in dark under N2 atmosphere inside
glove box. Error bar represents 5% tolerance level accounted for the measurement error on each
day. However, devices were exposed to AM1.5G solar simulator at 100 mW.cm-2 optical power
during J-V measurement under applied bias which could also promote the photo-degradation of
MAPbI3.
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Figure 89: Typical device J-V characteristics under AM1.5G solar simulator at 100 mWcm-2
optical power with forward and reverse voltage-scan direction at a scan rate of 250 mV.s-1
showing hysteresis in measurement. (a) MAPbI3 samples (b) MAxFA1-xPbI3 samples. Average
device efficiency was 10% – 11%.

Table 11: MAPbI3 perovskite solar cell metrics.
Device

JSC

VOC

FF

η

Rs

Rsh

Condition

(mA·cm-2)

(V)

(%)

(%)

(Ω·cm2)

(kΩ·cm2)

Sample 1, as prepared

18.85

0.865

70.2

11.45

5.8

0.857

After 70 h in light

8.66

0.929

58.1

4.68

11.8

0.328

After 15 min in dark

12.67

0.851

62.8

6.78

9.2

0.330

Sample 2, as prepared

17.57

0.983

66.4

11.47

7.5

0.896

After 5 days

17.55

0.970

61.5

10.48

10.6

0.686

To understand the origin of photo-induced, yet quasi-reversible degradation in the perovskite
films, we carried out EIS measurements on devices under dark conditions as well as under
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AM1.5G illumination in a nitrogen-filled glove box. In these EIS measurements, the device
impedance was measured by applying 20 mV
AC voltage whose frequency (ω) is swept from 100 Hz to 1 MHz in 100 equal steps on a
logarithmic scale. EIS results are conventionally presented as a Nyquist plot, with the real
component of the impedance (Z’) as the abscissa and the imaginary part (Z’’) as the
ordinate.[466] Nyquist plots of a MAPbI3 sample under dark conditions (Figure 90a) versus AM
1.5G solar simulator conditions at 100 mWcm-2 light intensity (Figure 90b) show different
characteristics. The plots under dark conditions showed a single charge transport regime[466] at
low forward bias voltages (Vapp) with an estimated transit time (τd) of ~90 µs (Figure 90a). When
Vapp was increased, a single recombination semicircle was observed, indicating only one type of
charge transport (electronic) is predominant under dark conditions. The Nyquist plot from a
device under illumination shows two distinct charge transport regimes, with two semicircles
associated with different time constants (τ). The semicircle closest to the origin is associated with
the higher frequency spectrum and is attributed predominantly to impedance arising from the
electronic transport. The second semicircle is associated with the low frequency spectrum and is
attributed to the impedance arising either from charge or mass transfer at the interface or
Warburg ion diffusion.[467] Additional data, including light intensity dependence and dark
measurements, are shown in Figure 91. As a control experiment, we measured the EIS of a bulk
heterojunction organic solar cell having no ions in the active layer, a cell fabricated from poly(3hexylthiophene) and PCBM. The EIS of this system — as expected — shows only one
semicircle in the high frequency regime, under both dark and illuminated conditions (Figure 92c
& d). Based on these results, and literature precedent describing the impedance spectroscopy of
systems with two types of charge carriers,[264,468,469] we assert that the low frequency EIS
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component arising only in the illuminated perovskite is predominately associated with the
diffusion of ions.

Figure 90: (a) Nyquist plot of MAPbI3 samples under dark. Data was taken from 100 Hz to 1
MHz oscillation frequency at 20 mV AC amplitude and 0 V DC bias. Inset: High frequency
component showing transport regime. (b) EIS plot of MAPbI3 sample at 45 °C at 100 mW·cm-2
light intensity and 0 V applied bias. (c) Warburg impedance plot of same data. (d) Equivalent
circuit diagram of perovskite solar cells showing combined charge and ion transport impedance.
(e) Typical Nyquist plot for mixed conductor system with double-layer capacitance showing
semi-circular feature in low frequency regime. (f) Typical Nyquist plot for mixed conductor
system with Warburg diffusion as evidence by the linear portion of the low frequency regime.
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Figure 91: Light intensity dependent impedance measurements. (a) Nyquist plot of MAPbI3
perovskite sample under different light intensity at 0 V bias. (b) Carrier lifetime (τe) calculated
from the high frequency component of the Nyquist plot as a function of light intensity.

Figure 92: (a) Nyquist plot of perovskite solar cells under dark at different bias voltages. (b)
Nyquist plot of perovskite solar cells under AM1.5G solar simulator at different bias voltages.
(c) Nyquist plot of P3HT:PCBM bulk heterojunction (BHJ) solar cells under dark. (d) Nyquist
plot of BHJ solar cells under AM1.5G solar simulator.
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3.2.3 EIS Analysis
Prior EIS studies of perovskite-based solar cells attribute the low frequency component to
double layer capacitance due to charge accumulation at the interface, not to ion
migration.[44,470-476] To account for charge accumulation at the interface in these studies, ion
migration to the interface can be invoked. But, this low frequency component can also arise from
ion diffusion or Warburg diffusion. The tell-tale signature of ion/Warburg diffusion is the
presence of a linear region as in Figure 90f in the Nyquist plot instead of just a semicircle as in
Figure 90e that indicates double-layer capacitance. A close examination of the published EIS
spectra from which charge accumulation effects were concluded, shows the presence of a linear
component in low frequency Nyquist plot region.**** This feature is just what we obtained in our
in operando EIS measurements.
To support our ion diffusion degradation mechanism hypothesis further, we modelled the ionic
diffusion in the low frequency regime as a Warburg element (WS),[477] whose impedance is
represented by the equation:
WS = AW

tanh ( jωTW )

( jωTW )

P

P

where AW is the Warburg impedance, TW is the Warburg time constant and exponent P is
~0.5.[469,478] A detailed explanation of the model derivation is given in the Supporting
Information. Plots of |Z’| and |Z”| as functions of ω-1/2 show linear behavior in the low frequency

****

For example in Figure 3b,c of Ref. [470] A. R. Pascoe, N. W. Duffy, A. D. Scully, F. Huang,
and Y.-B. Cheng, Insights into Planar CH3NH3PbI3Perovskite Solar Cells Using Impedance
Spectroscopy, J. Phys. Chem. C 119, 4444 (2015)., we can see Warburg-like linear component in
the low frequency regime. However, the equivalent circuit shown in Figure 3a of this reference
does not include Warburg component.
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regime, with the slope of both lines being equal to AW (Figure 90c). The imaginary component
line intersects the ordinate at zero. This observation is unequivocal proof that this sort of low
frequency component arises from Warburg ion diffusion.[477]
To evaluate the kinetics of the photo-induced ion transport, the Nyquist plots were modelled as
mixed conductor systems based on the equivalent circuit model in Figure 90d, which contains
both high frequency electronic elements and low frequency ionic elements.[467,468] In the
model circuit, the high frequency component consists of charge and ion transport resistance (Rtr)
coupled with interfacial charge transfer resistance (RCT). Any ion accumulation at the interface is
modelled as an interfacial Debye-layer capacitance (Cdl), while chemical capacitance (Cµ)
represents the stored charge in the bulk perovskite layer. Free carrier recombination/transport
(electrons and holes both) is modelled using another resistance term (Relectr) in parallel with the
ion diffusion term. Series resistance (Rs) represents contact resistance arising from the electron
and hole transport layers, as well as contributions from the measurement apparatus itself. The
details of the modelling are provided in the supporting information.
Using ZView version 3.4c (Scribner Associates Inc.), we fit the impedance spectra in Figure
90b and all other Nyquist plots to the circuit model shown in Figure 90d, and obtained Rtr, RCT,
Cdl, Cµ, Relectr, Rs, Aw, Tw, and P. From the value of TW, we calculated the effective chemical
diffusion coefficient (D) using the equation:

D=

L2D
TW

where LD is the effective ion diffusion length. In our study, a maximum diffusion length was
assumed to be equal to the perovskite film thickness (~300 nm) measured by profilometry. At the
45 °C (318 K) operating temperature of the device, under AM1.5G illumination, D was
calculated to be ~3.6×10-12 cm2·s-1 for MAPbI3, ~2×10-12 cm2·s-1 for MAxFA1-xPbI3, and ~3×10180
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cm2·s-1 for FAPbI3. The ionic diffusion coefficient follows the order MA>MAxFA1-x>>FA,

decreasing with increasing size of the ions and being about an order of magnitude higher for the
increased stability MA and mixed counterion materials. While some recently reported studies on
MAPbI3 perovskite solar cells conclude that iodide[46,47] anion may be the mobile ion other
studies indicate that alkyl ammonium counterion[28,29,48] is mobile. Recent first principles,
state-of-the-art computational analysis indicated that the time scale associated with iodide ion
mobility is < 1µs, but for methyl ammonium ions to be tens of ms.[28] Given the fast time scale
predicted for iodide transport, evidence of iodide transport in EIS would be hidden under the first
semicircle, which is dominated by electronic processes. From our EIS measurements, the time
constant associated with the Nyquist semicircle that only appears during illumination is on the
order of tens of ms. Moreover, we find that diffusion coefficient obtained in MAPbI3 devices
ions is greater than that in FAPbI3 devices. Both these observations are consistent with the
computational studies reported by De Angelis and co-workers,[28] with all of these results
supporting our hypothesis that the mobile ion in illuminated perovskite solar cells of this type is
the alkyl ammonium counterion.
3.2.4 Arrhenius-type Analysis of Ionic Transport
The activation energy (Ea) for ionic diffusion can be calculated by its relationship to Tw shown
in the equation:

" −E %
1 kT a 2α
=
exp $ a '
2
# kT &
TW
h LD
where a is the lattice parameter for the perovskite, α (alpha) is the coordination factor, h is
Planck’s constant and Ea is the activation energy.[469] By measuring impedance spectra at
various temperatures (Figure 93) and plotting ln[1/(T·TW)] vs. T-1 as shown in Figure 94, we
calculated for MAPbI3 that Ea = ~56 kJ·mol-1 (~0.58 eV) in the low temperature regime (<320
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K). Interestingly, De Angelis and co-workers calculated Ea = ~0.5 eV[28] and Tateyama and coworkers calculated Ea = 0.57 eV[48] for MA+ ion migration in a tetragonal MAPbI3 supercell. In
the high temperature regime (>320 K), we calculate that Ea drops significantly to ~22 kJ·mol-1.
We speculate this discontinuity in Arrhenius-like behavior of ionic transport in MAPbI3 arises
from a discontinuous volume change induced by a phase transition,[445] as is discussed below.
For MAxFA1-xPbI3 the Ea = ~61 kJ·mol-1 was obtained at all temperatures. MAxFA1-xPbI3
exhibits continuous Arrhenius-like ionic transport because a phase transition does not occur as in
MAPbI3, again as shown below. The Ea = ~21 kJ·mol-1 for FAPbI3 samples at operating
temperatures, rising to ~76 kJ·mol-1 at higher temperature. These combined results show that
under device operating conditions, the activation energy for ion diffusion is higher for MAxFA1x,

consistent with our observation that devices with mixed ions have a higher stability than those

with MA ions alone. FAPbI3 devices also shows improved stability (see Figure 88) compared to
compared to MAPbI3 devices despite a low Ea; however the D is also very low, which can
explain the enhanced stability.
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Figure 93: Temperature dependent impedance of perovskite solar cells. Impedance plot of
perovskite sample under 100 mW.cm-2 light intensity and at different temperature at 0 V applied
bias for (a) MAPbI3 (b) FAPbI3 (c) MAxFA1-xPbI3. (d) Temperature dependent dark impedance
plot of MAxFA1-xPbI3 at 800 mV bias. Inset: Dark impedance at 0 V DC bias.

Figure 94: Arrhenius-like plot of 1/(T·TW) vs T-1 for MAPbI3, FAPbI3 and MAxFA1-xPbI3.
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Activation energy barrier, Ea, is also related to the ionic conductivity (σion) through the
equation:
𝜎CÀƒ = 𝑛

𝑒 B 𝑎B 𝛼
−𝐸Ã
exp (
)
ℎ
𝑘𝑇

where n is the number of ions and e is the ionic charge. The temperature dependent ionic
conductivity (σion) is independently obtained from the Warburg impedance (AW). A plot of
ln(σion) vs. 1/T is linear as seen in Figure 95, the plot shows decreasing conductivity with
increasing temperature for MAPbI3. However from the diffusion coefficient measurement, we
have observed Ea ~56 kJ.mol-1. This may be due to the trapping of ions at interfaces or loss of
ions through chemical degradation. From the conductivity measurements, we estimate the ratio
of charge carriers present at 306 K and at 318 K to be (n306:n318) ~4:1.The temperature dependent
ionic conductivity (σion) can also be independently obtained from the Warburg impedance (AW).
A plot of ln(𝜎CÀƒ ) vs. 1/T and its derivation are shown in Figure 95. Despite varying temperatures
from 301K to 353K, Nyquist plots of devices under dark conditions showed only high frequency
charge transport regime behavior (Figure 93d), consistent with electronic-only transport. No
measurable dark performance ion transport regime was observed, unlike for devices under
illumination (Figure 93a-c), indicating that the ion transport is indeed induced by light.
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Figure 95: Temperature dependent conductivity of MAPbI3 sample at 0 V applied bias under
AM1.5G solar simulator at 100 mW cm-2 light intensity.

3.2.5 Irradiation Source Effect
In order to identify the regions in the AM 1.5G solar simulator spectrum that induce the
destabilizing ion transport, we first measured EIS for devices operating under a commercial
white-LED that does not emit IR or UV components (Figure 96). The EIS Nyquist plots for
MAPbI3 devices comparing white-LED versus AM1.5G illuminated performance at 79 mW·cm-2
light intensity, show significant decrease in the low frequency ion-transport regime under whiteLED illumination, indicating slower ion transport compared to the device illuminated by the
solar simulator (Figure 97). The ion diffusion coefficient under white-LED was 1.4×10-12 cm2·s1

, compared to 3×10-12 cm2·s-1 under AM1.5G solar simulation. This difference in the diffusion

coefficient is consistent with differences in the operating temperatures of the devices, 301 K
under LED and 320 K under AM1.5G solar simulator. It further indicates that the ion transport is
induced and accelerated by visible light: the IR illumination component seems to contribute only
to thermal activation of the visible-light induced ion transport.
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Figure 96: White-LED, solar simulator, and AM1.5G solar spectrum. Solar simulator and
AM1.5G spectra data were adopted from the Newport and NREL website.

Figure 97: (a) Device stability under commercial white-LED array of 20 mWcm-2 light
intensity and under AM1.5G solar simulator at 79 mWcm-2 light intensity. (b) EIS plot of
MAPbI3 perovskite solar cells under white-LED (red circle) and under AM1.5G solar simulator
(black square). Symbols represent impedance at 0 mV applied.
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3.2.6 Structural Analysis
We examined perovskite samples (glass/PEDOT:PSS/perovskite/PCBM) by powder X-ray
diffraction (PXRD) under different light and temperature conditions, to gauge the effects of
visible versus IR illumination components. The PXRD of MAPbI3 device after solar simulator
illumination for 15 min showed an increase in lattice dimensions (Figure 98). No such structural
lattice change was observed when the sample was exposed to white-LED light alone at a
measured operating temperature of 28 °C (301 K). A similar lattice expansion to that induced
under AM1.5G solar simulator illumination, was also observed for illumination with an IR-only
source (150 W commercial IR lamp), as shown in Figure 99a. The tetragonal (I4cm) MAPbI3
perovskite (211) PXRD peak[445] at 2θ = 23.48° actually disappears as the temperature rises
above 45 °C (see Figure 100), while peaks showing a transition to cubic perovskite (Pm3m) are
observed. However, this transition reverses when the IR lamp is switched off. PXRD of both
MAxFA1-xPbI3 and FAPbI3 show the PXRD peaks of a trigonal (P3m1) structure at 45 °C,
consistent with the literature.[479] These show no phase transitions, but they do show an
increase in lattice parameters with IR illumination, similar to MAPbI3.

Figure 98: (a) PXRD of MAPbI3 sample at room temperature (~25 °C) and after 15 min in
AM1.5G solar simulator. Substrate temperature is ~45 °C.
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Figure 99: (a) PXRD of MAPbI3 sample at room temperature (28 °C) and after heating with
infrared lamp (~45 °C) in dark. The process is reversible once the device gets cooled. (b) PXRD
pattern of perovskite sample after prolonged heating in presence of visible light, showing
degradation of perovskite to PbI2 structure.

Figure 100: XRD of MAPbI3 sample at room temperature (~25 °C) and after heating (~45 °C
substrate temperature measured by a thermocouple). Perovskite peak at 2θ = 23.48° is marked
with the asterisk (*) and indicates a tetragonal phase.

To extract lattice parameters and unit cell volumes before and after heating, the PXRD data
was refined using the Rietveld method using known structures[448,480] as starting points. Upon
188

heating with the IR lamp (~45 °C, 318 K), the volume change observed in MAPbI3 was 9.1 Å3
per unit cell, a 3.66% relative expansion. These observations indicate reversible perovskite
lattice expansion under IR heating that correlates with the quasi-reversible thermal/IR PCE
cycling that we observed in these solar cells (Figure 85b). The volume increase that accompanies
the tetragonal to cubic structural phase change in MAPbI3, has been reported to occur
discontinuously,[445] which also correlates with the ion transport activation energy barrier
discontinuity from 56 kJ·mol-1 to 22 kJ·mol-1 that we find at ~320 K. The PXRD analyses for
MAxFA1-xPbI3 and FAPbI3 indicate 4.6 Å3 and 2.2 Å3 per unit cell volume increases upon
heating, which are relative expansions of 0.63% and 0.23%, respectively (Figure 101). MAxFA1xPbI3

does not undergo a structural phase transition, and its thermal expansion is quite low

compared to that of MAPbI3: thus, ionic diffusion in this mixed system follows continuous
Arrhenius behavior. There was no observed phase change for FAPbI3, nor is there any literature
evidence of structural changes at high temperatures, so the increase in Ea observed for FAPbI3
samples requires further investigation
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Figure 101: (a) Cubic (Pm3m) perovskite structure showing disorder in the MA counterion. (b)
Tetragonal (I4cm) perovskite structure. (c) Trigonal (P3m1) perovskite structure showing
disorder in FA. (d-f) PXRD of 3 perovskite samples fabricated from sequential deposition of
MAI, FAI and mixture of MAI and FAI (1:1 by wt.) on PbI2 film. FAI sample was annealed at
160 °C for 10 min and other two samples were annealed at 85 °C for 30 min. Some of the
perovskite peaks are highlighted with the asterisk (*) symbol to distinguish from PbI2 peaks. (g)
Crystallographic data for perovskite samples from Reitveld refinement of PXRD spectra to
known structures.
The EIS and PXRD results correlated with device performance in this study provide a
comprehensive and revised picture of the origin of the photo-induced degradation of perovskites.
The EIS studies show that that ion diffusion is associated with the degradation, and that the
diffusion is light induced and thermally activated, and that the alkyl ammonium-type counterions
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are the diffusion ions. PXRD proves that the perovskite lattices expand on heating, but that this
process is reversible. There is a strong correlation between the ionic diffusion coefficient and the
activation energy barrier for ion transport with device stability. In MAPbI3, lower activation
energy barrier coupled with a higher diffusion coefficient of ions leads to poor device stability
under light and dark. Moreover, the MAPbI3 activation energy decreases at high temperature,
further promoting ion transport. By contrast, in mixed MAxFA1-xPbI3 devices, a higher activation
energy barrier coupled with the lower diffusion coefficient of ions leads to a better stability
under light and dark. This last finding has important practical consequences in the search for
more stable perovskite solar cell formulations.
3.2.7 Improving Device Stability
Since the ion diffusion is light induced but thermally activated, we hypothesized that the device
stability would be further increased if the devices were operated under conditions that do not
increase the device temperature. Indeed, with MAxFA1-xPbI3, the PCE under white-LED light
(sans IR component) illumination was stable over the full 20 h duration of an experiment, as
shown in Figure 87. The device stability was also vastly improved when a KG5 filter was used to
block the near-IR component of the AM1.5G illuminator. Finally, the device was also stable
under standard AM 1.5G illumination when the device was air-cooled with a fan (Figure 103).
Devices kept at 45 °C for 17 h under dark showed a 5% decrease in PCE when re-illuminated
with an AM 1.5G illuminator. After 17 h at 45 °C, PCE of devices showed a 19% decrease under
white-LED light and a 23% decrease with AM1.5G solar simulator (Figure 102a). All the device
J-V characteristics were averaged over 4 samples and are shown in Figure 102b-d. These results
conclusively show that a combination of heat and light facilitates rapid ion diffusion and device
degradation. The enhanced stability under white LED along with the decrease in ion diffusion
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coefficient (vide supra) indicates that perovskite active layer degradation is indeed correlated
with alkyl ammonium transport. This may be due to accumulation of vacancies, which may
destabilize the lattice, and causes collapse to PbI2.

Figure 102: (a) Mixed counterions perovskite solar cell stability after 17 h continually under
dark at 45 °C, white-LED light at 45 °C, and AM1.5G solar simulator at 100 mW·cm-2 light
intensity. J-V curves averaged over 4 devices before and after (b) heating in dark at 45 °C, (c)
heating at 45 °C under white-LED, and (d) AM1.5G solar simulator.
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Figure 103: MAPbI3 perovskite device stability (normalized PCE) under AM1.5G solar
simulator at 79 mW·cm-2 and under AM1.5G solar simulator at 100 mW·cm-2 light intensity with
a KG5 IR cut off filter, AM1.5G solar simulator with a fan cooler, and white-LED at 20 mW·cm2
. 3% error is accounted for J-V measurement hysteresis and lamp power fluctuation.

If perovskite-based photovoltaics are truly the future of cheap and efficient solar energy, they
cannot degrade under sunlight. It is therefore imperative to develop a fundamental understanding
of the light induced degradation pathways in perovskite active layers so that this problem can be
solved. In this communication we have clarified the degradation mechanism of alkyl ammonium
lead triiodide-based perovskite solar cells under continuous photo-illumination. We find that the
degradation of perovskite solar cells under sunlight requires both an IR and a visible component
of the solar spectrum. Further, the quasi-reversibility of the photo-induced degradation
phenomenon is observed for the first time in these systems. EIS measurements provide evidence
of fast ion transport of the ammonium counterions in the perovskite thin film, which for MAPbI3
can be facilitated by lattice expansion accompanied with a phase transition under simulated solar
spectrum containing infrared component. Thus, the photo-stability can be improved by reducing
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the infrared component incident on the perovskite solar cells. Mixing a larger counterion (FA)
with MA provides the right balance between device performance and stability by circumventing
the phase change and increasing the activation energy barrier for ion transport.
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3.3 Work Function Modification Using Functionalized Fullerenes for Enhanced
Photovoltaic Performance
This chapter†††† described the use of a functionalized fullerene molecule as an interlayer in
perovskite-based solar cells between the electron transport layer and the anode. Interface
engineering is critical for achieving efficient solar cells, yet a comprehensive understanding of the
interface between a metal electrode and electron transport layer (ETL) is lacking. Here, a
significant power conversion efficiency (PCE) improvement of fullerene/perovskite planar
heterojunction solar cells from 7.5% to 15.5% is shown by inserting a fulleropyrrolidine interlayer
between the silver electrode and ETL. The interface between the metal electrode and ETL is
carefully examined using a variety of electrical and surface potential techniques. Electrochemical
impedance spectroscopy (EIS) measurements demonstrate that the interlayer enhances
recombination resistance, increases electron extraction rate, and prolongs free carrier lifetime.
Kelvin probe force microscopy (KPFM) is used to map the surface potential of the metal electrode
and it indicates a uniform and continuous work function decrease in the presence of the
fulleropyrrolidine interlayer. Additionally, the planar heterojunction fullerene/perovskite solar
cells are shown to have good stability under ambient conditions.
Perovskite solar cells have attracted extensive attention since the breakthrough in late
2012.[453,454,481-485] This emerging photovoltaic technology has been regarded as a promising
path to cost-effective solar cells.[32,34,450,455,486-493] Typically, perovskite solar cells are

††††

This chapter was adapted, with permission, from Liu, Yao, Monojit Bag, Lawrence A.
Renna, Zachariah A. Page, Paul Kim, Todd Emrick, D. Venkataraman, and Thomas P. Russell.
"Understanding Interface Engineering for High- Performance Fullerene/Perovskite Planar
Heterojunction Solar Cells." Advanced Energy Materials 6, no. 2 (2016). I would like to
acknowledge Dr. Yao Liu and Prof . Monojit Bag for device preparation and characterization,
Dr. Zachariah page for material synthesis, and Paul Kim for electron microscopy.
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fabricated with a mesoscopic or planar heterojunction active layer. In mesoscopic devices,
perovskite is deposited onto a microporous scaffold (e.g. titanium dioxide (TiO2), zinc oxide
(ZnO), aluminum oxide (Al2O3)).[457] Planar heterojunctions have perovskite active layer
sandwiched between charge selective transport layers.[457] Due to the high absorption
coefficient,[480]

low

exciton

binding

energy[457,480]

and

long

carrier-diffusion

length,[480,494,495] metal halide perovskites with organic counterions have enabled both
mesoscopic and planar solar cells to achieve power conversion efficiencies (PCEs) >
18%,[458,496-500] with state-of-the-art mesocopic devices reaching certified PCE of 20.1%.[498]
To date, perovskite solar cells with planar heterojunction structures are slightly less efficient than
their mesoscopic counterparts, but their fabrication is straightforward and compatible with wellestablished solution-based low temperature fabrication roll-to-roll procedures used for the
production of polymer solar cells.[458,496-498]
The incorporation of charge selective transport layers at the electrode/active layer junctions has
often been regarded as a prerequisite to realize efficient charge extraction in planar perovskite
solar cells.[501] Thus, great effort has been focused on the development and understanding of
interfacial engineering between perovskite and electron transport layers (ETLs) or hole transport
layers (HTLs) for effective charge carrier separation.[23,502-505] In perovskite solar cells, the
diffusion length of electrons is shorter than holes and it is regarded as a major limitation
associated with these devices.[506,507] To address this limitation, compact semiconducting
metal oxide (e.g., ZnO, TiO2) ETLs have been used to facilitate electron transport in planar
heterojunction devices.[452,454,489,508] In addition to the use of metal oxide layers, electrode
work function modification by an interlayer can further improve the performance of perovskite
solar cells.[458,509-516] For example, Yang et al. incorporated polyethyleneimine ethoxylated
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(PEIE) between indium tin oxide (ITO) electrode and TiO2 to significantly increase the PCE of
planar heterojunction perovskite solar cells, identifying that reduction of ITO's work function (Φ)
by PEIE, due to the presence of a negative interfacial dipole, was a leading contributor to the
observed device performance improvement.[458] Phenyl-C61-butyric acid methyl ester
(PC61BM) has been used as an alternative ETL to metal oxide layers in planar heterojunction
devices, providing more efficient charge injection from perovskite,[497] while allowing for lowtemperature solution processing that precludes ITO's use as an electron-extracting
electrode.[497,517,518] In addition, the deposition of PC61BM on perovskite film[473] or
making perovskite-PC61BM hybrid active layer[519] is effective to passivate charge trap states
and defects on the surface and grain boundaries of the perovskite materials, which is beneficial
for electron extraction from the perovskite active layer and eliminating the notorious
photocurrent hysteresis. It is also found that the electron transfer from perovskite to TiO2 can be
promoted by modification of the TiO2 contact layer using a C60 self-assembled monolayer and
consequently the adverse effect of photocurrent hysteresis can be addressed.[520] Utilizing ITO
as a hole-extracting electrode in perovskite-based solar cells (described in the literature as
inverted devices) has only been studied since 2013.[517] However, there is almost equal
evidence to support that both high work function metal cathode[497,521] and low work function
meal cathode[496,518] and metal cathode with surface modification[510-516] can be used to
achieve excellent device performance. Hence, the interface between cathode and PCBM has not
been fully understood in inverted perovskite solar cells. For example, several groups have
reported fullerenes,[510,512,516,522] other small molecules[513,517,523] or polymers[514] as
interfacial modifiers of high work function metal cathode (e.g., Ag) in inverted perovskite solar
cells. A noteworthy example was recently reported by Azimi et al.[512] where perovskite solar

197

cell efficiency was improved from 9.4% to 13.4% upon reducing the work function of silver
electrode due to the interfacial dipoles produced by a fullerene interlayer.
Interface modification layers can lower the electrode Φ due to the presence of a negative
interfacial dipole, causing an increase in the electrostatic potential across the device.[524] The
strengthened electric field increases free charge generation and extraction efficiency to enhance
the short-circuit current density (JSC) and fill factor (FF). The interfacial dipole moreover increases
the Φ offset between the two electrodes of the device, thus maximizing open-circuit voltage
(VOC).[525,526] However, the influence of interface modification on electronic transport and
recombination kinetics in perovskite solar cells has not been fully investigated, though it is critical
to understand interface engineering to further enhance device performance. We recently developed
a fulleropyrrolidine based interface modification layer (C60-N, Figure 104) that forms a large
negative interfacial dipole (-0.8 eV) on Ag electrodes as measured by ultraviolet photoelectron
spectroscopy (UPS).[525] Therefore, C60-N is an ideal interfacial modification material for the
investigation of interface engineering in inverted perovskite solar cells. Herein, we show that high
performance and air stable fullerene/perovskite planar heterojunction solar cells can be fabricated
with C60-N as an interlayer between PC61BM and silver (Ag) electrode, achieving a maximum
PCE of 15.48%. Electrochemical impedance spectroscopy (EIS) and Kelvin probe force
microscopy (KPFM) measurements were utilized to fully understand how the interface between
metal electrode and ETL influence device performance.
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Figure 104: a) Device architecture and the molecular structure of C60-N; b) energy level diagram
of the device (interfacial dipole value is obtained by UPS measurement[525]); c) cross-sectional
SEM image of the device.

3.3.1 Photovoltaic Performance
Fullerene/perovskite planar heterojunction solar cells shown in Figure 104were fabricated by a
sequential deposition process starting from ITO (hole extracting electrode).[450] The conducing
polymer poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS), which is
widely applied in polymer solar cells as a HTL, was coated onto ITO to provide a high Φ electrode
(Figure 104). The PbI2 solution was then spin coated onto PEDOT: PSS modified ITO substrates,
followed by thermal annealing, which is critical to promote the crystallization of the as-spun PbI2
film. A mixture of MAI and FAI (1:1 by wt.) was drop coated from isopropanol onto the
crystallized PbI2 film, followed by spin coating to remove excess solution. Thermal annealing was
used to promote the reaction of MAI and FAI with PbI2 to form perovskite crystals (Figure 105).
Shown in Figure 104c, the uniform perovskite crystals (~150 nm) form condensed packing with a
film thickness of ~300 nm. PC61BM (ETL) was then spin coated onto the perovskite active layer
from chlorobenzene, followed by C60-N (interface modification layer) from 2,2,2-trifluoroethanol
(TFE) and finally Ag electrode (100 nm) was deposited by thermal evaporation.
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Figure 105: XRD of mixed counterion perovskite crystals formed by combining MAI and FAI
with PbI2.

As shown in Figure 106a, the devices without C60-N interlayers gave maximum PCEs of 7.50%,
noting the presence of an S-shaped J-V curve, which arises from carrier accumulation inside of the
device.[527] The insertion of C60-N interlayers led to good rectification with a maximum PCE of
15.48%, indicating enhanced carrier extraction from the active layer after surface modification
with interlayer. PCE histogram shown in Figure 106b indicates that the average efficiency is ~13%,
which is calculated from 85 devices (Table 12, Figure 104). Additionally, no J-V hysteresis was
observed upon forward and reverse device sweeping, suggesting that the perovskite active layer
and interfaces have a negligible number of defects (Figure 106c).[528] The lack of hysteresis is
important from a device characterization standpoint, since it removes variability arising from
active layer imperfections, allowing emphasis to be given to the effects of interfacial engineering
on device performance. External quantum efficiency (EQE) profile shown in Figure 106d
demonstrates a broad photo-response extending to ~ 800 nm with a peak EQE value of ~ 91 %.
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Figure 106: a) J-V curve of the devices with and without a C60-N modification layer; b) PCE
histogram of 85 devices containing C60-N interlayers; c) hysteresis investigation of the device with
C60-N interlayer and d) it is corresponding EQE profile.

Table 12: Device Performance
Device Structure

Device

VOC (V)

Ag/C60-N
cathode

12

85

FF (%)

PCE (%)

(mA/cm2)

Amount
Bare Ag cathode

JSC

0.87 ±

15.93 ±

52.2 ±

7.17 ±

0.01

0.82

4.1

0.27

0.98 ±

18.95 ±

70.4 ±

0.03

1.06

3.1
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13.00 ±
1.04

Figure 107: VOC, JSC, FF and PCE histogram of 85 devices containing a C60-N interlayer.

3.3.2 Electrochemical Impedance Spectroscopy (EIS) Characterization
We carried out EIS characterization to understand the recombination losses and charge transport
properties upon introducing a C60-N interlayer between the ETL and Ag electrode. In the EIS
measurement, a small AC voltage of 20 mV is applied under constant illumination to measure
device impedance as a function of frequency (ω), sweeping from 100 Hz to 1 MHz. The Nyquist
plot shown in Figure 108a has two distinct charge transport regimes; a low frequency component
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(<2.5 kHz) that arises predominantly from the slow relaxation/diffusion of ions, and a high
frequency component (> 2.5 kHz), originating from the electronic transport and recombination
kinetics. At 0 V applied DC bias the high frequency impedance is associated with the
recombination resistance (Rrec). We observed that the Rrec increased (shown as dotted lines in
Figure 108a) for devices containing a C60-N interlayer compared to bare Ag devices, which leads
to reduced recombination losses.[471] Additionally, the lifetime (τn) of free carriers increased from
12 µs to 16 µs for bare Ag to C60-N/Ag devices, as calculated from the Nyquist plot. EIS
measurements were also used to generate Mott-Schottky (MS) plots for bare Ag and C60-N/Ag
devices, where the interfacial charge density is inversely proportional to the slope of the MS plot,
assuming an equivalent dielectric constant for both devices. The slope of the C60-N/Ag devices is
two orders of magnitude higher than bare Ag devices, indicating low interfacial charge density and
thus excellent charge extraction at the metal electrode interface for the devices containing C60-N.
Additionally, the high charge accumulation at the PC61BM/Ag interface for devices without an
interlayer helps to explain the observed S-shaped J-V curve and low VOC for the bare Ag device.
These EIS measurements demonstrate the importance of an interlayer at the electron extracting
electrode/ETL interface in planar heterojunction perovskite solar cells to reduce recombination
losses and prevent interfacial charge build-up by assisting electron transport.
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Figure 108: a) Nyquist plot of planar heterojunction perovskite solar cells. Dashed lines represent
the recombination semicircle. Characteristic frequencies are highlighted with solid symbols; b)
Mott-Schottky plot of two perovskite samples measured at 10 kHz probe frequency.

3.3.3 Kelvin Probe Force Microscopy (KPFM) Measurements
KPFM is an effective technique to understand the working mechanism of perovskite solar
cells.[529,530] To further understand the interface modification in our devices, we carried out
KPFM measurements to determine the contact potential differences (VCPD) between the atomic
force microscopy (AFM) probe and bare Ag electrode, Ag/PC61BM, or Ag/C60-N. In a typical
KPFM experiment, a first pass scan is done in mechanically driven tapping mode to measure
topography, and then a second pass scan is done — so called nap mode — at Δz above the surface,
where the cantilever is driven at its AC voltage resonant frequency to determine VCPD. Potential
differences between the Pt/Ir probe and the sample cause mechanical oscillations in the probe and
are offset by an applied voltage (VDC) via a potential feedback loop; therefore VDC = VCPD.[531]
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The samples for KPFM were prepared by evaporating Ag (70 nm) onto a clean Si wafer, followed
by spin coating PC61BM from chlorobenzene or C60-N from TFE. Potential maps (Figure 109a-c,
Figure 110) were measured at three different locations on the sample, and the Si wafer was kept
grounded throughout all measurements. Potential histograms were made and fit with Gaussian
curves to find the mean VCPD for the sample. Representative VCPD histograms for Ag electrode,
Ag/ PC61BM, and Ag/C60-N are shown in Figure 109d, where the VCPD of bare silver is offset to 0
V in order to represent the change in VCPD for PC61BM and C60-N coated samples. By this method
we found ΔVCPD between bare Ag and Ag/PC61BM to be 0.14 ± 0.01V, and between bare Ag and
Ag/C60-N to be 0.62 ± 0.03V. By the equation:[531] VCPD ≈ (Φprobe – Φsample)/-e we estimated a
0.62 eV Φ decrease when C60-N is coated on Ag relative to bare Ag and 0.47 eV Φ decrease for
C60-N/Ag relative to PC61BM/Ag. This apparent decrease in Ag Φ arises from the presence of a
negative interfacial dipole between Ag and C60-N, and explains the improved VOC and rectification
for devices containing C60-N interlayers. Additionally we measured ΔVCPD of as-prepared devices
by peeling off the silver electrodes of the devices using Scotch® tape and making KPFM
measurements on the underside of the electrodes for solar cells with and without C60-N interlayers
(Figure 111). VCPD histograms of potential maps at three different locations are shown in Figure
109e for samples with and without C60-N interlayer, showing a ΔVCPD = 0.27 ± 0.01 V (decreasing
Φ) for devices with C60-N interlayers relative to those without (PC61BM/Ag). Although a
discrepancy exists between ΔVCPD measured for freshly cast (0.47 V) vs. peeled (0.27 V) Ag
substrates, the overall result (decreased Ag Φ) correlates well with the observed gain in VOC for
perovskite solar cells that have C60-N interlayers.
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Figure 109: Surface potential maps from KPFM measurements for a) bare Ag, b) PCBM/Ag, and
c) Ag/C60-N. d) Representative VCPD histograms of surface potential maps offset to put VCPD of
Ag at 0 V to better show ΔVCPD with PCBM and C60-N. e) VCPD histograms of surface potential
maps of Ag electrodes peeled from as-prepared devices with and without C60-N interlayer at
three different locations each.

Figure 110: Topographic AFM and KPFM surface potential maps for (a,b) Ag, (c,d) Ag/PCBM,
and (e,f) Ag/C60-N respectively.
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Figure 111: (a,b) Optical micrographs with AFM probe for scale of the underside of Ag
electrodes peeled off of devices without and with C60-N interlayers respectively. Topographic
AFM and KPFM surface potential maps for (c,d) Ag electrodes from devices without C60-N
interlayers and (e,f) with C60-N interlayers respectively.

3.3.4 Device Stability Investigation
It has been shown that the half-life time of some perovskite solar cells with planar heterojunction
architecture cannot surpass 2 days under ambient atmosphere.[458,532] We are also interested in
the ambient stability of our devices (Figure 112). We found that the PCEs of these devices drop
rapidly in the initial ~30 hours, ~ 12% decrease on average. However, after storing for ~30 hours
in air, the PCEs of these devices remained relatively stable even up to ~80 hours. After 2 months
of storage in air it was found that these devices still maintained an average PCE of 6.50%. Though
the reason for the stability of these devices is not clear, we speculate that the cover layer (C60-N
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and PC61BM) is more hydrophobic than perovskite layer (Figure 113) and works like an
encapsulation layer that blocks the penetration of humidity.[497]

Figure 112: Stability investigation performed by storing 6 unencapsulated devices in air and in
the absence of light.

Figure 113: Contact angle measurement of (a) perovskite film; (b) C60-N thin film and (c) PC61BM
thin film (the water droplet is 100 µL).
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We have demonstrated a significant improvement in PCEs of fullerene/perovskite inverted
planar heterojunction solar cells from 7.50% to 15.48% by inserting C60-N as interlayer between
metal electrode and ETL. A variety of electrical and surface potential characterization techniques
were used to understand the interface between metal electrode and ETL. With the aid of these
measurements, we answer three basic questions about the role of interface engineering in inverted
perovskite solar cells: first, optimizing interface between metal electrode and ETL can enhance
recombination resistance and reduce recombination loss; second, lowering work function of
electron extracting electrode can increase electron extraction rate at perovskite/ETL interface;
finally, a longer lifetime of the free careers can be achieved by modification of this interface.
KPFM characterization successfully mapped the surface potential of Ag electrode with and
without surface modification, indicating a uniform and continuous work function decrease after
surface modification. The mapping results of the Ag electrode surface directly contacted with ETL
in real devices show an apparent work function decrease after the insertion of C60-N interlayer,
which correlates well with the VOC gain seen in actual devices. Besides clarifying these important
issues, the stability investigation of these devices indicates that interface engineering is a
promising method for achieving high performance and air stable inverted perovskite solar cells.
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3.4 An Aqueous Processed Polymer Hole Extraction Layer with Increased Work Function
Compared to PEDOT:PSS
This chapter‡‡‡‡ discusses the use of hole transport material for perovskite-based solar cells
which can be processed from water. We show that this material improves device performance
compared to the standard transport material, as a result of the increased built in field through the
device. The increased built in field manifests due to the higher work function of the polymer as
measured by KPFM.
Inverted planar perovskite solar cells are of considerable
interest[33,41,485,491,497,500,522,533-536] since the discovery of bipolar transport properties
in perovskites[451,455] and the report on the perovskite/fullerene planar heterojunction structure
in 2013.[517] Compared to titanium dioxide (TiO2) based planar perovskite solar cells that
usually require high-temperature (>450 °C) treatment,[33,498-500,537-542] inverted perovskite
solar cells are more compatible with facile solution processing techniques used for producing
organic solar cells.[29,33,500,543-545] Optimization of perovskite film morphology on
poly(3,4-ethylenedioxythiophene):poly(styrenesulfonic acid) (PEDOT:PSS) coated substrates
has enabled inverted perovskite solar cells to achieve power conversion efficiencies
(PCEs)[496,497] approaching the record values obtained by their TiO2-based counterparts.[498]

‡‡‡‡

This chapter was adapted, with permission, from Liu, Yao, Lawrence A. Renna, Zachariah
A. Page, Hilary B. Thompson, Paul Y. Kim, Michael D. Barnes, Todd Emrick, Dhandapani
Venkataraman, and Thomas P. Russell. "A Polymer Hole Extraction Layer for Inverted
Perovskite Solar Cells from Aqueous Solutions." Advanced Energy Materials 6, no. 20 (2016). I
would like to acknowledge Dr. Yao Liu for device preparation, Dr. Zachariah A. Page for
material synthesis, Hilary B. Thompson for photoluminescence measurements, and Paul Y. Kim
for electron microscopy.
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Particularly, inverted perovskite/fullerene planar heterojunction solar cells effectively eliminate
or suppress photocurrent hysteresis associated with perovskites.[473,519]
In an inverted architecture, the perovskite film is deposited on top of a hole extraction layer
(HEL), typically PEDOT:PSS.[33] However, the acidity of PEDOT:PSS is often detrimental to
device performance and stability.[357,546] Several solution processable inorganic substitutes for
PEDOT:PSS, such as vanadium oxide (V2O5),[543] nickel oxide (NiOX),[35,547,548] and
copper iodide (CuI),[549] have been examined as HELs in inverted perovskite solar cells;
unfortunately, their processing methods are more complicated and less environmentally friendly
than PEDOT:PSS cast from aqueous solutions. To maximize device efficiency, high-temperature
annealing is required for V2O5 (500 °C)[543] and NiOX (300 °C),[502,550] and CuI is cast from
volatile organic solvents (e.g., acetonitrile).[549] Hence, novel organic HELs have emerged as
promising alternatives to PEDOT:PSS,[551-554] in particular polyelectrolytes due to their
wettability by the perovskite precursor solution.[555] For example, Choi et al. reported a
water/methanol-processed polyelectrolyte as a hole extraction material in inverted perovskite
solar cells, affording a maximum PCE of 12.5%,[555] while Li et al. developed a water soluble
polyelectrolyte for inverted perovskite solar cells that required thermal annealing at 140 °C for
30 min to achieve a maximum PCE of 16.6%.[556]
To efficiently extract holes from perovskite active layer and generate large built-in potential (Vbi)
across the devices, we sought a material that possesses relatively high work function (W) and
simplifies the preparation of high-quality perovskite layers. Recently, we found that
poly(arylene-vinylene) (PAVs) with polar side chains can be synthesized by the Horner–
Wadsworth–Emmons coupling/polymerization in water without using toxic
reagents/catalysts.[557] This method provides an avenue to produce PAVs with a broad
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backbone modification, especially to facilitate the introduction of electron-deficient monomers
into the polymer backbone, which lowers the highest occupied molecular orbital (HOMO)
energy level of the resulting conjugated polymer and thus increases the work function of the
material.[557] Also, this new method provides a route to fabricate PAVs with reasonably high
molecular weight and a high degree of trans-vinylene linkages that promote planarization of the
polymer backbone by removing torsional interactions between aryl-rings, thus extending
conjugation. Here, we show that a PAV-based conjugated polyelectrolyte (PVBT-SO3)
developed through this polymerization strategy can be used as a hole extraction material for
efficient inverted perovskite solar cells that can be cast from aqueous solutions and used without
thermal annealing.

Figure 114: a) Device architecture and molecular structure for PVBT-SO3; scanning electron
microscopy (SEM) images of perovskite film on b) ITO/PEDOT:PSS substrate and c)
ITO/PVBT-SO3 substrate.
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3.4.1 Device Structure and Characterization
Fullerene/perovskite planar heterojunction solar cells, shown in Figure 114a, were fabricated
by a one-step deposition process starting from indium tin oxide (ITO) substrates (hole extracting
electrode). Aqueous solutions of PEDOT:PSS or PVBT-SO3 were spin-coated onto ITO
substrates to serve as the HEL. PVBT-SO3 formed uniform films on ITO substrates, even for
films 5 nm in thickness, with no aggregation observable by optical microscopy (Figure 115). The
perovskite precursor solution (Pb(OAc)2 and methylammonium iodide (MAI)) was spin-coated
onto an ITO/HEL substrate, followed by mild thermal annealing (at 90 °C for 5 min) to form the
photoactive layer. As shown in Figure 114b-c, uniform and continuous perovskite films formed
on the ITO/HEL substrates. Notably, perovskite films on ITO/PVBT-SO3 substrate had larger
crystallites (crystal size ≤200 nm) and were free of pinholes when compared to films on
ITO/PEDOT:PSS substrates. Powder X-ray diffraction (Figure 116) showed peaks attributable to
(100), (111), (200), and (220) planes of the tetragonal phase of the perovskite on both
glass/PEDOT:PSS and glass/PVBT-SO3 substrates. To facilitate selective electron extraction
from the perovskite, phenyl-C61-butyric acid methyl ester (PC61BM) was spin-coated onto the
perovskite layer from chlorobenzene. This was followed by spin-coating an interface
modification layer of C60-N[525] (Figure 117) from 2,2,2-trifluoroethanol (TFE). Silver
electrodes were then thermally evaporated onto the C60-N layer for electron extraction as shown
in Figure 114a.

Figure 115: Optical microscopy images of PVBT-SO3 thin film (5 nm) on ITO/Glass substrates.
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Figure 116: X-ray diffraction of the perovskite films on PVBT-SO3/glass and PEDOT:PSS/glass
substrates. Spectra are normalized by their respective PbI2 (001) peaks.

Figure 117: Molecular structure of C60-N

3.4.2 Photovoltaic Performance
As shown in Figure 118a, devices utilizing the conventional PEDOT:PSS HEL gave a
maximum PCE of 12.6% with an open circuit voltage (VOC) of 0.89 V, a short circuit current
density (JSC) of 19.6 mA cm−2, and a fill factor (FF) of 72.0%. This PCE is comparable to that
reported by Bolink and co-workers using the same perovskite precursor and mild thermal
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treatment (90 °C for 5 min).[558] For devices with a PVBT-SO3 HEL, the influence of the HEL
thickness was probed. Devices with a thin HEL (5 nm) show a slightly higher JSC, but a
relatively lower FF, while with a thickness of 20 nm, both the JSC and FF of the devices decease
(see Figure 119 and Table 13). Space charge limited current measurements yielded a hole
mobility of 2.67 × 10−3cm2 V−1 s−1 for PVBT-SO3 (Figure 120), which may not provide
sufficient hole transport for the thicker films (20 nm). Hence, we found 10 nm to be an optimum
thickness for the PVBT-SO3 HEL. The use of PVBT-SO3 as the HEL (10 nm) afforded a
maximum PCE of 15.9% with a VOC of 0.97 V, a JSC of 21.2 mA cm−2, and a FF of 77.4%. Thus,
PCEs achieved by the as-spun PVBT-SO3 layer are 26% higher than the device based on
PEDOT:PSS (where the HEL required more extensive thermal annealing). Notably, the PVBTSO3 containing devices show significantly less hysteresis than devices with PEDOT:PSS layers.

215

Figure 118: a) Current density (J)-voltage (V) curves of devices based on PEDOT:PSS and
PVBT-SO3 HELs; b) EQE profiles of the devices based on PEDOT:PSS and PVBT-SO3; c)
steady-state measurement of the encapsulated devices held at the maximum power point (the
PEDOT: PSS device was biased at 0.7 V and the PVBT-SO3 device was biased at 0.8 V); d) long
term stability measurement of the unencapsulated devices (5 devices of each type) stored under
ambient atmosphere at 20-30% relative humidity; PCE histograms generated from 80 device
measurements for e) PEDOT:PSS and f) PVBT-SO3 containing devices.
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Figure 119: J-V curves of perovskite solar cells containg PVBT-SO3 HEL with different
thickness (5nm, 10 nm, and 20 nm).

Table 13: Device parameters of perovskite solar cells containg PVBT-SO3 HEL with different
thickness (Standard deviation for averages obtained from six devices and all the devices are
fabricated using the same batch precursor).
HEL

VOC (V)

JSC (mA/cm2)

FF (%)

PCE (%)

0.97 ± 0.02

21.00 ± 1.70

67.2 ±

13.60 ± 1.11

Thickness
5 nm

4.8
10 nm

0.98 ± 0.01

20.84 ± 1.08

73.6 ±

14.94 ± 0.52

2.1
20 nm

0.93 ± 0.01

16.97 ± 0.62
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62.0 ± 2.8

9.82 ± 0.74
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Figure 120: Hole-only diodes were fabricated using the architectures: ITO/ PVBT-SO3 (120
nm)/Au. Hole mobility was extracted by fitting the current density–voltage curves using the
Mott–Gurney relationship (space charge limited current).

External quantum efficiency (EQE) measurements shown in Figure 118b confirm the
improved JSC of the devices employing PVBT-SO3 as the HEL. We performed steady-state
measurements for the two best performing devices containing either PEDOT:PSSS or PVBTSO3 (Figure 118c). Under simulated AM1.5G radiation (100 mW cm−2) and bias voltage at the
maximum power point, the PVBT-SO3 based device produced a more stable output current than
the PEDOT:PSS based device, with the latter showing a diminished current over time. Longterm air stability was tested by storing five separate devices of each type (PEDOT:PSS and
PVBT-SO3) in the absence of light (Figure 118d), then returning the devices to the glovebox for
testing. Over 10 h storage, the PVBT-SO3 devices showed no degradation, while the average
PCE of PEDOT:PSS devices decreased by ≈20%. During the first ≈40 h, the PEDOT:PSS
devices degraded slightly faster than PVBT-SO3 devices. However, after ≈40 h, the PEDOT:PSS
devices degraded rapidly, with the average PCE decreasing by 70% after ≈90 h of storage. In
contrast, the average PCE for the PVBT-SO3 devices decreased by only ≈20% during the same
218

timeframe. Since the acidity of PEDOT:PSS is detrimental to long-term device performance and
stability,[555] the pH neutrality (Figure 121) of PVBT-SO3 may assist with the improved device
stability. To test the reproducibility, 80 devices of each type were fabricated and tested, as shown
in Figure 118e-f. The PEDOT:PSS devices afforded an average PCE of ≈11%, while PVBTSO3 based devices gave an average PCE of ≈14%, attesting to the reliable and reproducible
device performance improvement when using PVBT-SO3 as the HEL.

Figure 121: A comparison of PH value between PVBT-SO3 and PEDOT:PSS

3.4.3 EIS Measurements
Electrochemical impedance spectroscopy (EIS) measurements were performed to understand
the recombination losses and charge transport properties in devices with different HELs. In the
EIS measurement, a small applied AC voltage (20 mV) measures device impedance as a function
of frequency (ω), sweeping from 100 Hz to 1 MHz under simulated AM1.5G irradiation (100
mW cm−2) inside an N2-filled glovebox. As shown in Figure 122a, the Nyquist plot for each
device type shows two semicircles associated with different time constants (τ), representing two
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distinct charge transport regimes. The semicircle closest to the origin, associated with the higher
frequency spectrum, is attributed to impedance arising predominantly from the electronic
transport and recombination kinetics. The second semicircle, associated with the low frequency
regime, is attributed to the impedance from slow relaxation/diffusion of ions.[449,559] At 0 V
applied DC bias, the first semicircle (high-frequency region) of the Nyquist plot is associated
with the recombination resistance (Rrec).[559] The PVBT-SO3 containing devices show
higher Rrecvalues compared to PEDOT:PSS containing devices, as shown in Figure 122a, which
corresponds to a reduced recombination loss and correlates with the superior device performance
observed when using PVBT-SO3. Shown in Figure 122b are Mott–Schottky (MS) plots for each
type of devices obtained by EIS characterization. The interfacial charge density is inversely
proportional to the slope of the MS plot assuming an equivalent dielectric constant for both
devices.[559] A steeper slope was found for PVBT-SO3 containing devices (−1.0 × 1013) relative
to PEDOT:PSS containing devices (−9.4 × 1010), indicating a lower interfacial charge density for
the PVBT-SO3 case by over two orders of magnitude, and thus more efficient charge extraction
for PVBT-SO3. Therefore, PVBT-SO3 acts as a more efficient HEL relative to PEDOT:PSS, due
to reduced recombination losses and interfacial charge density within the devices.
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Figure 122: a) Nyquist plot of the device with PEDOT:PSS or PVBT-SO3 (Dashed lines represent
the recombination semicircle); b) Mott-Schottky plot of the device measured at 10 kHz probe
frequency.

3.4.4 Photoluminescence Measurements
Time-resolved photoluminescence (TRPL) measurements were performed on perovskite/HEL
samples to assess the efficiency of charge separation in the PVBT-SO3 versus PEDOT:PSS
samples. Figure 123a–c shows PL images obtained from identically prepared perovskite films on
a) clean glass, b) glass/PEDOT:PSS, and c) glass/PVBT-SO3. The three images show a similar
polycrystalline structure of the luminescent perovskite film, but the PL is strongly quenched in
the presence of the PVBT-SO3 HEL. This effect is seen clearly in Figure 123d, showing that the
perovskite spectra are similar for the different samples but generate only ≈1/20 the PL intensity.
Figure 123e shows representative PL decay traces from the three different perovskite samples.
Interestingly, the presence of the HEL perturbs the fluorescence decay rate only slightly; singleexponential fits to the PL decay provide decay constants of 0.034 and 0.029 ns−1 for the
PEDOT:PSS and PVBT-SO3 interlayers, respectively. This counterintuitive result can be
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understood by considering that the PL emission in perovskites does not typically arise from a
simple radiative decay of optically generated excitons. Kamat and co-workers[560] showed that
excitons in perovskites undergo dissociation into free carriers on a time scale of a few
picoseconds; the PL emission on longer timescales arises from exciton regeneration from mobile
carriers. The HEL decreases local hole concentration by extraction, thus decreasing PL intensity
without significantly affecting PL decay rate. Thus the combined wavelength and time-resolved
PL measurements support the EIS and other measurements that the PVBT-SO3 interlayer acts as
an efficient charge extractor, reducing the perovskite PL intensity by efficient extraction of holes
into the interlayer.

Figure 123: Photoluminescence (PL) and time-resolved photoluminescence (TRPL) for a)
glass/perovskite, b) glass/PEDOT:PSS/perovskite, and c) glass/PVBT-SO3/perovskite; scale bar
represents 300 nm. d) PL spectra showing quenching effects for the three films e) TRPL decay
lifetimes.
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3.4.5 KPFM Measurements
Kelvin probe force microscopy (KPFM) was used to evaluate the work function (W) of
different architectures with PEDOT:PSS or PVBT-SO3 (Figure 124). We use the
relationship: q·VCPD = (Wprobe − Wsample) to calculate W from measured contact potential
differences between the sample and the probe (VCPD). HELs were introduced by spin-coating
onto Au-coated Si substrates, and KPFM measurements were conducted. Tapping mode atomic
force microscopy (AFM) images for PEDOT:PSS and PVBT-SO3 are shown in Figure 124a-b,
respectively. Color maps of work function, overlaid on height images, for PEDOT:PSS and
PVBT-SO3 are shown in Figure 124c. Figure 124d shows the corresponding counts versus work
function distributions for the two HELs. The measured Wfor PEDOT:PSS was 4.99 eV ± 13.28
meV, while for PVBT-SO3 it was 5.09 eV ± 6.51 meV. PEDOT:PSS and PVBT-SO3 films have
a comparable roughness, as indicated by tapping mode AFM. Consequently, the difference
in W is attributed to the electronic properties of the polymer. Ultraviolet photoelectron
spectroscopy was used to determine the ionization potential (IP) from the low-binding energy
onset. The IP of PVBT-SO3 was found to be 5.19 eV, which corresponds to the HOMO level of
the polymer.[557] Since the HOMO level of PEDOT:PSS is ≈5.0 eV,[561,562] the deeper
HOMO level of PVBT-SO3 (5.19 eV) contributes to the higher work function of the bulk film.
Since all devices contain exactly the same electron transport layer (ETL), the work function
offset of the HEL and ETL determines the magnitude of the built-in-potential (Vbi) across the
active layer. This ≈0.1 eV increase in W of PVBT-SO3 film affords devices with a larger Vbi,
which is crucial for solar cell devices with a higher Voc, Jsc, and FF.[23] The deeper HOMO level
of PVBT-SO3 HEL may contribute to the improved Voc of the device.[561-563]
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Figure 124: Tapping mode AFM height images for a) PEDOT:PSS and b) PVBT-SO3 on Au
substrates. c) Color work function maps overlaid on height AFM images, and d) counts vs work
function distributions.

In summary, a water-processable HEL that requires no thermal annealing was developed as an
alternative to the widely used PEDOT:PSS for the fabrication of high performance inverted
perovskite solar cells. A maximum PCE of 15.9% was achieved by using PVBT-SO3 as the HEL,
representing an ≈26% improvement over the PEDOT:PSS containing devices. PVBT-SO3 based
devices also showed substantially improved stability and long-term air stability. EIS
measurements suggest that PVBT-SO3 containing devices have larger recombination resistance
and more efficient charge extraction relative to those with PEDOT:PSS. KPFM characterization
confirms that PVBT-SO3 films show higher work function than that of PEDOT:PSS, which
provides a larger Vbi in devices containing PVBT-SO3 and thus a better performance, while timeresolved PL measurements further confirmed an efficient charge extraction of PVBTSO3 interlayers from perovskite. The results presented here for PVBT-SO3 as a new hole
extraction material to improve solution processed perovskite solar cells indicates conjugated
polyelectrolytes may possess superior charge extraction properties and their modification on
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electrodes is an additional advantage for generating large Vbi across the devices, which will
encourage the design and utility of new polymers that advance photovoltaic technology.
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3.5 Tandem Thin-Perovskite/Polymer Solar Cells with Graded Recombination Layer
This chapter§§§§ discusses the fabrication and analysis of a tandem solar cell, containing a
perovskite front subcell and a polymer:fullerene bulk heterojunction back subcell connected by a
graded recombination layer. Perovskite-containing tandem solar cells are attracting attention for
their potential to achieve high efficiencies. We demonstrate a series connection of a ∼90 nm thick
perovskite front subcell and a ∼100 nm thick polymer:fullerene blend back subcell that benefits
from an efficient graded recombination layer containing a zwitterionic fullerene, silver (Ag), and
molybdenum trioxide (MoO3). This methodology eliminates the adverse effects of thermal
annealing or chemical treatment that occurs during perovskite fabrication on polymer-based front
subcells. The record tandem perovskite/polymer solar cell efficiency of 16.0%, with low
hysteresis, is 75% greater than that of the corresponding ∼90 nm thick perovskite single-junction
device and 65% greater than that of the polymer single-junction device. The high efficiency of this
hybrid tandem device, achieved using only a ∼90 nm thick perovskite layer, provides an
opportunity to substantially reduce the lead content in the device, while maintaining the high
performance derived from perovskites.
Perovskite solar cells have recently emerged as a promising photovoltaic
technology[34,450,454,455,481-483,489,496,499,516,522,537,538,564-567] with reported
power conversion efficiencies (PCEs) approaching crystalline silicon solar cells.[440,498] In

§§§§

This chapter was adapted, with permission, from Liu, Yao, Lawrence A. Renna, Monojit
Bag, Zachariah A. Page, Paul Kim, Jaewon Choi, Todd Emrick, Dhandapani Venkataraman, and
Thomas P. Russell. "High Efficiency Tandem Thin-Perovskite/Polymer Solar Cells with a
Graded Recombination Layer." ACS applied materials & interfaces 8, no. 11 (2016): 7070-7076.
I would like to acknowledge Dr. Yao Liu and Prof. Monojit Bag for device fabricvation and
characterization, and Dr. Zachariah A. Page for material synthesis.
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pursuit of optimal efficiency, perovskite-containing tandem solar cells are especially
attractive.[568-575] However, the overwhelming majority of research has been focused on
combining perovskite solar cells with copper indium gallium diselenide (CIGS) or silicon based
devices.[569-571,573,574] Polymer-based solar cells, which share similar processing and
architecture characteristics, are promising candidates for integration with perovskite solar cells to
form hybrid tandem devices.[572] Such devices would have enhanced mechanical flexibility,
while maintaining solution processability.[572,576] Moreover, recently developed perovskite
solar cells with planar heterojunction structures are compatible with well-established solutionbased, low temperature, roll-to-roll fabrication procedures used for the production of polymerbased solar cells.[453,484,485,491,492,497,500,534,565,577]
The one reported polymer/perovskite hybrid tandem solar cell gave a maximum PCE of 10.2%,
consisting of a polymer front sub-cell and a perovskite back sub-cell.[572] The preparation of
perovskite/polymer tandem solar cells faces two primary limitations: 1) if the perovskite was
prepared as back sub-cell on top of the polymer front sub-cell in the layer-by-layer deposition
procedures, the thermal/chemical treatment typically used during perovskite fabrication is not
compatible with polymer-based sub-cell, and 2) conversely, if the perovskite was prepared as
front sub-cell, the thick perovskite active layer (hundreds of nanometers) generally used to
capture incident light prevents light from reaching the back sub-cell. Recently, ultrathin[578] or
semitransparent[567,579] perovskite films were utilized in devices showing high efficiency and a
perovskite thickness of 80 nm can afford a PCE of 10.1%,[580] which represents an avenue
towards tandem solar cells with a thin perovskite active layer comprising the front sub-cell.
While there is currently no environmentally friendly alternative for lead in perovskite
devices,[581] thinner active layer can reduce the amount of lead within a perovskite-containing
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solar cell. However, reducing the thickness of the perovskite active layer comes at the cost of
reduced light absorption, resulting in an overall lower efficiency than their thicker counterparts.
We mitigate this issue by implementing a new design strategy that combines a thin perovskite
layer with a low band gap conjugated polymer showing a similar optical absorption to
supplement light absorption and boost efficiency. We specifically demonstrate the facile
solution-based fabrication of high performance tandem perovskite/polymer solar cells containing
a ~90 nm thick perovskite front sub-cell and a ~100 nm thick polymer-based back sub-cell
connected with a graded recombination layer. A record maximum PCE of 16.0% was achieved
for these tandem perovskite/polymer solar cells with low hysteresis, demonstrating excellent
synergy between the perovskite and polymer components. These hybrid tandem devices show
impressive device metrics, including a maximum open circuit voltage (VOC) of 1.80 V and a
maximum fill factor (FF) of 77%.
3.5.1 Solar Cell Fabrication
The indium tin oxide (ITO)-coated glass substrates (20 ± 5 ohms/square) were obtained from
Thin Film Devices Inc., and were cleaned through ultrasonic treatment in detergent, deionized
water, acetone, and isopropyl alcohol and then dried in an oven (100 °C) for 6 hours. Poly(3,4ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS) as hole transport layer was spin
coated on pre-cleaned ITO substrates at 2500 rpm for 40 s and annealed at 150 for 30 min. The
perovskite layer was formed by spin-coating a solution of lead acetate (Pb(OAc)2) and
methylammonium iodide (MAI) (1:3 molar ratio) in N,N-dimethylformamide (DMF) onto the
hot PEDOT: PSS/ ITO substrates (~ 100 °C) at a spin-speed of 6000 rpm for 60 s inside a glove
box (N2 atmosphere, < 1 ppm O2, <1 ppm H2O). As-cast films were then annealed in dark at 100
°C for 2 min in glove box. To achieve perovskite with different film thickness, we prepared
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perovskite precursor solution with a concentration of 600 mg/mL, 450 mg/mL, 300 mg/mL and
200 mg/mL, respectively. The corresponding perovskite film thickness is ~ 160 nm, ~ 110 nm, ~
90 nm, ~ 70 nm as determined by profilometry. For perovskite single junction devices, after the
preparation of perovskite film, a thin layer of phenyl-C61-butyric acid methyl ester (PC61BM)
(60-70 nm) was then spin coated inside a glove box (N2 atmosphere, < 1 ppm O2, <1 ppm H2O)
from a solution in chlorobenzene (20 mg/mL) at 1000 rpm for 60 s. Then fulleropyrrolidine with
tertiary amine (C60-N) in 2,2,2-trifluoroethanol (TFE) (3 mg/mL) was spin coated onto PC61BM
surface with a thickness of ~10 nm. Finally, 100 nm Ag cathode was deposited (area 6 mm2
defined by metal shadow mask) on the active layer under high vacuum (1×10-6 mbar) using a
thermal evaporator. For polymer single junction devices, a mixture of a low energy gap polymer
(PCE-10): [6,6]-phenyl C71-butyric acid methyl ester (PC71BM) (1:1.8 weight ratio, molecular
structures are shown in Figure 126) in chlorobenzene:1,8-diiodoocatane (3 v% DIO) was stirred
at 55 °C for ~1 day. The photoactive layers were deposited by spin-coating the solution onto the
PEDOT:PSS/ ITO substrates. The thickness of the active layer film was ~100 nm (determined by
profilometry). DIO was removed under vacuum, followed by spin-coating of C60-N (15 nm). 100
nm Ag cathode was deposited (area 6 mm2 defined by metal shadow mask) on the active layer
under high vacuum (1×10-6 mbar) using a thermal evaporator. For tandem perovskite/polymer
devices, after the preparation of perovskite film, a thin layer of PC61BM (60 nm-70 nm) was then
spin coated from chlorobenzene. Then tris(sulfobetaine)-substituted fulleropyrrolidine (C60-SB)
in TFE (6 mg/mL) was spin coated onto PC61BM surface with a thickness of ~30 nm. 10 nm
silver and 10 nm molybdenum trioxide (MoO3) were deposited onto C60-SB film sequentially by
thermal evaporation. The polymer bulk heterojunction (BHJ) layer (~100 nm) were spin-coated
onto the bottom layer. DIO was removed under vacuum, followed by spin-coating of C60-N (15
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nm). 100 nm Ag cathode was deposited (area 6 mm2 defined by metal shadow mask) on the
active layer under high vacuum (1×10-6 mbar) using a thermal evaporator.

Figure 125: Molecular structure of PCE-10 and PC71BM.

3.5.2 Solar Cell Characterization
The current-voltage (I-V) characteristics of the devices were measured under simulated
AM1.5G irradiation (100 mWcm-2) using a Xe lamp-based Newport 91160 300-W Solar
Simulator. A Xe lamp equipped with an AM1.5G filter was used as the white light source. The
light intensity was adjusted with an NREL-calibrated Si solar cell with a KG-5 filter. The QEPV-SI Measurement Kit (Newport/Oriel Instruments) with 150 W Xe arc lamp, monochromator,
and calibrated silicon reference cell with power meter, are used for Quantum efficiency
(QE)/Incident Photon to Charge Carrier Efficiency (IPCE) measurement for solar cells over a
400–1100 nm spectral range. To avoid overestimating the photocurrent, we isolated each device
completely by scratching the surrounding films around the device using steel blade carefully and
a metal photo mask with an aperture area of 5.5 mm2 was used during device measurement.
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The preparation of thin and high quality perovskite films hinges on rapid crystal growth, as
recently reported by Snaith et al. for lead acetate (Pb(OAc)2) on mesoporous titanium dioxidecoated substrates.[542] To use this procedure to fabricate thin perovskite films (< 200 nm) on
ITO/PEDOT:PSS substrates, it was necessary to increase the rate of crystal growth further and
decrease crystal size, which is crucial for obtaining tightly packed, continuous, and pinhole-free
perovskite layers. Thus, the substrates were pre-heated to 100 °C immediately prior to spincoating, and during the coating process films darkened, indicating the formation of perovskite
crystals. Additionally, a fast spin-coating speed (6000 rpm) produced high quality uniform
perovskite films with excellent reproducibility. By using spin-coating at high temperature and
varying the concentration of the perovskite precursor solution, the layer thickness was tuned
from ~70 nm to ~160 nm. Thinner perovskite films (~70 nm, ~90 nm and ~110 nm) had a
transmittance exceeding 50% for wavelengths larger than 600 nm (Figure 126a), while thicker
films (~160 nm) had lower transmittance (< 40%) from 500 nm to 740 nm (Figure 126a),
indicating that perovskite film thicknesses of ~100 nm are suitable for use as front sub-cells in
tandem photovoltaic devices. Power X-ray diffraction (PXRD) (Figure 126b) demonstrates the
efficient conversion of Pb(OAc)2/MAI mixtures into polycrystalline methylammonium lead
triiodide (MAPbI3) perovskite using spin-coating at high temperature. The red dashed-lines
(from left to right) in the PXRD pattern indicate the tetragonal perovskite peaks attributable to
(100), (111), (200), and (220).[480] Scanning electron microscopy (SEM) and atomic force
microscopy (AFM) revealed the surface profiles of the perovskite films as a function of
thickness. The SEM images (Figure 126c and Figure 127) show homogeneous and pinhole-free
films, with grain sizes of approximately 100 nm irrespective of the perovskite film thickness
(Figure 127). Additionally, AFM (Figure 126d and Figure 128) confirms the homogeneity of the
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surface and reveals a smooth, (root mean square (RMS) roughness: Rq < 10 nm) tightly packed
surface across the film. These results demonstrate that MAPbI3 can be fabricated through a single
step solution deposition approach to provide thin perovskite films with continuous coverage on
ITO/PEDOT:PSS substrates. In addition, the tunability of the perovskite film thickness from ~70
nm - ~160 nm allows for a precise adjustment of transmission and ensures that photons are
absorbed by the back sub-cell.

Figure 126: (a) Transmittance measurement of the perovskite films with different thicknesses
(inset: the film thickness increases from left to right); (b) PXRD for precursors and perovskite,
where red lines show perovskite only peaks; Representative SEM image (c) of a perovskite film
(MAPbI3) with a thickness of ~ 90 nm and (d) its corresponding AFM image.
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Figure 127: SEM images of perovskite films on ITO/PEDOT:PSS substrates with different film
thickness. (a) ~ 70 nm. (b) ~ 90 nm. (c) ~ 110 nm. (d) ~ 160 nm.

Figure 128: AFM images of perovskite films on ITO/PEDOT:PSS substrates with different film
thickness. (a) ~ 70 nm. (b) ~ 90 nm. (c) ~ 110 nm. (d) ~ 160 nm.

The photovoltaic properties of the perovskite thin films were first investigated using a single
junction device architecture of ITO/PEDOT:PSS/perovskite/PC61BM/C60-N/Ag. The thickness of
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the perovskite layer significantly influenced the VOC and short-circuit current density (JSC), as
shown in Figure 129a. Increasing the perovskite layer thickness from 70 nm to 160 nm raised the
VOC from 0.82 V to 1.03 V, and JSC from 10.6 mA/cm2 to 15.6 mA/cm2 (Figure 129a, Table 14).
Correspondingly, the maximum PCEs of these single junction perovskite devices were improved
from 6.1% to 11.4%. Single junction polymer-based solar cells were also fabricated using a
PCE-10:PC71BM BHJ active layer, where the optimal layer thickness was ~100 nm.[525,582]
Figure 129b shows the J-V curve for champion single junction devices with an architecture of
ITO/PEDOT:PSS/PCE-10:PC71BM/C60-N/Ag, resulting in a VOC of 0.77 V, JSC of 17.8 mA/cm2,
fill factor (FF) of 70.9%, and a maximum PCE of 9.7%. The strong UV-visible attenuation
coefficients (α, cm-1) (Figure 129c) for perovskite and polymer BHJ films are complementary
and afford excellent absorption over 400 nm - 800 nm. External quantum efficiency (EQE)
profiles of single junction devices (Figure 129d) show that below ~600 nm the perovskite single
junction devices have a strong photo-response, while above ~600 nm the photo-response of the
polymer single junction device dominates, which corresponds well with the UV-visible
absorption spectra.
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Figure 129: (a) J-V curves of perovskite single junction solar cells
(ITO/PEDOT:PSS/Perovskite/PC61BM/C60-N/Ag) with different perovskite layer thickness. (b)
J-V curve of a polymer single junction solar cell (ITO/PEDOT:PSS/Polymer BHJ/C60 N/Ag)
with a BHJ layer thickness of ~100 nm. (c) UV-visible absorption of perovskite and polymer
BHJ films. (d) EQE profiles of the optimal perovskite and polymer single junction solar cells in
this work.

Table 14: Photovoltaic performance of the optimal perovskite single junction devices with
variable perovskite thickness.
Perovskite thickness

Efficiency (%)

VOC (V)

JSC (mA/cm2)

FF (%)

~70 nm

6.1

0.82

10.6

70.8

~90 nm

9.1

0.89

14.3

71.6

~110 nm

10.8

1.02

14.9

71.3

~160 nm

11.4

1.03

15.6

70.6
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The solar cell device architecture and composition used in this work are provided in Figure
130a. The front sub-cell consists of a PC61BM/perovskite planar heterojunction solar cell
fabricated on an ITO/PEDOT:PSS substrate. The perovskite layer was prepared as for the single
junction devices. The recombination layer in this sub-cell was a 30 nm film of C60-SB as an
electron transport layer (ETL), 10 nm silver as a recombination center, and 10 nm molybdenum
trioxide (MoO3) as a hole transport layer (HTL). The back sub-cell is comprised of a BHJ active
layer (~100 nm) containing a blend of PCE-10:PC71BM. This layer was coated onto the
recombination layer, followed by C60-N (15 nm) as an ETL and silver (100 nm) as metal
cathode. C60-SB was cast from TFE, while common solvents for polymer solar cell fabrication
(chloroform, toluene, chlorobenzene and dichlorobenzene) neither removed the films nor
modified their electronic signature.[526] The orthogonal solubility of C60-SB relative to PC61BM
makes it suitable for sequential solution processing, while providing robust protection for the
front sub-cell, and an ideal platform for solution deposition of the polymer BHJ back sub-cell
that is cast from chlorobenzene. Cross-sectional SEM (Figure 130b and Figure 131) distinguish
each layer of the device, with little-to-no observable interdiffusion between layers. SEM
provides evidence that the three-component recombination layer (C60-SB/ultrathin Ag/MoO3)
effectively protects the perovskite front sub-cell and provides good contact between the two sub
cells. Figure 130c shows the energy band diagram of each material utilized in the device,
highlighting the ability of both C60-SB and C60-N to generate large negative interfacial dipoles
(Δ) on silver, as determined by ultraviolet photoelectron spectroscopy (UPS).[525]
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Figure 130: (a) Device structure of tandem perovskite/polymer solar cells, and the fullerene
interlayer materials (C60-N, C60-SB). (b) False-color cross-sectional SEM image of a tandem
device with a perovskite layer thickness of ~90 nm. (c) Energy level diagram of the device
(interfacial dipole values obtained by UPS). [525]
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Figure 131: Cross-sectional SEM images of the tandem devices with different perovskite layer
thickness. (a) ~ 70 nm. (b) ~ 90 nm. (c) ~ 110 nm and (d) ~ 160 nm (The scale bar is 500 nm).

Given the demonstrated effect of perovskite thickness on VOC, JSC, and FF of single junction
devices, it was of interest to investigate how the thickness of a perovskite front sub-cell
influenced the performance of tandem perovskite/polymer solar cells (Table 15and Figure 132a).
For each device, the polymer-based BHJ layer thickness was kept constant, ~100 nm, which was
the optimized film thickness for single junction devices. Thinner perovskite layers (< ~100 nm)
afford a higher JSC relative to thicker layers, which is attributed to an enhanced transmittance
(Figure 126a), allowing for improved absorption of the polymer back sub-cell. EQE
measurements confirmed an increased photo-response in the range where PCE-10 absorbs most
strongly (600 nm - 740 nm) (Figure 1325b) when thinner perovskite layers (< ~100 nm) were
used in the tandem devices. Increasing the perovskite thickness beyond 100 nm results in a
decrease in JSC of the tandem devices, in contradiction to that observed for single-junction
perovskite solar cells. Figure 133a shows the current density-voltage (J-V) curve of the
champion tandem device with low hysteresis. The corresponding EQE profile shown in Figure
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133b gives a broad photo-response extending to 800 nm. A maximum PCE of 16.0% was
achieved, representing a ~75% improvement over the corresponding single junction ~90 nm
thick perovskite (PCE = 9.1%) and a 65% improvement over the single junction polymer (PCE =
9.7%) solar cells. To confirm the viability of this protocol, 63 independent hybrid tandem
devices were fabricated using ~90 nm thick perovskite front sub-cells, with the majority of
devices showing PCE values between 13% and 16% (Figure 134). The presented methodology
for the fabrication of tandem perovskite/polymer solar cells provides a platform to integrate
state-of-the-art polymer BHJs with perovskite devices, since the pre-annealed perovskite front
sub-cell has no influence on the polymer back sub-cell during the fabrication process. The high
VOC (maximum of 1.80 V) and FF (maximum of 77%) values achieved by these hybrid tandem
solar cells (Figure 132and Figure 134) are comparable to, or exceed, current perovskite/silicon
hybrid systems,[570,574,583] indicating an efficient union of the two sub cells by the threecomponent recombination layer.

Table 15: Optimal photovoltaic performance of tandem perovskite/polymer devices with
different perovskite layer thickness fabricated in the same batch.
Perovskite thickness

Efficiency (%)

VOC (V)

JSC (mA/cm2)

FF (%)

~70 nm

10.3

1.55

9.7

68.9

~90 nm

15.9

1.62

12.9

76.1

~110 nm

14.1

1.76

11.0

72.9

~160 nm

12.1

1.77

9.9

69.1
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Figure 132: Device performance of perovskite/polymer tandem solar cells. (a) J-V curves of
polymer/ perovskite hybrid tandem solar cells with different perovskite layer thickness. (b) EQE
profiles of polymer/ perovskite hybrid tandem solar cells with different perovskite layer
thickness. (c) J-V curve of polymer/ perovskite hybrid tandem solar cells with the best FF value.
(d) J-V curve of polymer/ perovskite hybrid tandem solar cells with the best VOC value.

Figure 133: (a) J-V curves and device metrics of the optimal polymer/perovskite hybrid tandem
solar cell (ITO/PEDOT:PSS/Perovskite/PC61BM/C60-SB/Ag/MoO3/Polymer BHJ/C60-N/Ag)
under both forward and reverse scans and corresponding (b) EQE profile.
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Figure 134: Histograms of PCE, FF, JSC and VOC based on 63 independent tandem devices.

3.5.3 KPFM Measurements
Kelvin probe force microscopy (KPFM) measurements were performed to analyze the C60SB/Ag/MoO3 recombination layer (Figure 135). We designed the recombination layer to
efficiently extract electrons from the perovskite front sub-cell, and holes from the polymer-based
back sub-cell. In KPFM, we measure the contact potential difference (VCPD) between the sample
and the Pt/Ir coated Si atomic force microscopy (AFM) probe.[531] Two types of surface
potential measurements were made by KPFM: 1) on top of layers in a standard architecture, and
2) under the layers by peeling off the Ag layer using Scotch® tape, and measuring the underside.
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The surface potential at the top of the recombination layer, where the surface is composed of
MoO3, was VCPD ~ -100 meV, as shown in Figure 135 sample A. Without MoO3, the Ag surface
showed a VCPD ~ -16 meV, as shown in Figure 135 sample B. These results show that MoO3
increases the work function toward the polymer back sub-cell by ~ 84 meV. When the Ag layer
is peeled off of a C60-SB layer (there is still C60-SB left on the Ag film as evidenced by the X-ray
photoelectron spectroscopy (XPS) data shown in Figure 136), the measured surface potential is
VCPD ~ +151 meV, as seen in Figure 135 sample C. This result shows that the C60-SB layer
decreases the work function of silver by ~ 167 meV at the perovskite front sub-cell, and is
consistent with UPS results.46 There is a total difference of ~ 251 meV between the top and the
bottom of our recombination architecture. This asymmetric work-function throughout the
recombination layer, as measured by KPFM, is evidence of a graded architecture with a low
work-function toward the perovskite front sub-cell for efficient electron extraction, and an
increased work-function toward the polymer-based back sub-cell for efficient hole extraction.
We also measured the surface potential in the opposite direction, as shown in Figure 137.
Surface potential measurements were made on MoO3, then Ag on MoO3, and then C60-SB on Ag
on MoO3; all on grounded Au substrates as done previously. Here, we also show the same graded
potential difference through the recombination architecture as in Figure 135. In this
configuration we measured an even larger total difference of ~ 671 meV across the three layers.
This difference is attributed to the lessened handling time of MoO3 in air.
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Figure 135: Surface potential (VCPD) of the recombination layers (C60-SB (30 nm)/Ultrathin Ag
(10 nm)/MoO3 (10 nm)).

Figure 136: XPS of the Ag film surface peeled from the C60-SB layer. The angle dependent
measurements show the signals of nitrogen, sulfur and oxygen coming from C60-SB. Confirming
ist presence on the peeled Ag electrode.
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Figure 137: Surface potentials (VCPD) from MoO3, Ag, to C60-SB of the graded recombination
layer on gold substrates. The surface potential difference from MoO3, Ag, to C60-SB (here) is
even larger than that from C60-SB, Ag, to MoO3 as shown in the main text, which further
confirmed the graded potential property of the recombination layer.

In summary, this contribution established a record efficiency to date for a tandem
perovskite/polymer solar cell fabricated by a facile solution deposition approach. The maximum
efficiency of 16.0% achieved by this hybrid tandem device is 75% higher than the corresponding
~90 nm thick perovskite single junction device and 65% higher than the polymer single junction
device. An efficient graded recombination layer, as confirmed by KPFM measurement, was
developed for the series connection of the two sub-cells to achieve a very high VOC of 1.80 V and
a high FF of 77%. AFM and SEM characterization confirm smooth and continuous thin
perovskite layers, making the presented methodology an excellent platform for the preparation of
tandem perovskite/polymer solar cells by solution deposition. Our design demonstrates the
synergistic benefit of combining these two previously competing materials, paving the way for
ultrathin perovskite films to achieve high efficiency. Additionally, the presented methodology
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provides an alternative to substantially reduce the amount of toxic lead within a high
performance perovskite-containing solar cell.
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3.6 Observation of Large-Scale and Charge Transport Material Dependent Light-Induced
Polarization of Perovskite Layers
This chapter***** details the use of Photo-Kelvin Probe Force Microscopy (photo-KPFM) to
observe light-induced polarization across 200 nm thick polycrystalline methylammonium lead
triiodide (MAPbI3) perovskite films in MAPbI3/charge transport material (CTM) bilayers.
Polarization of up to ~600 mV was observed for some MAPbI3/CTM bilayers. We discern that
the sign of polarization is dependent on the predominate charge carrier properties of the CTM
used. Thus, the observed effect is due selective extraction of either holes or electrons from the
MAPbI3 layer, leaving behind an excess of charge of the opposite sign. Surprisingly, the reported
extremely high dielectric phenomenon in perovskites does not screen these excess charges, as the
polarization is measured through the entire perovskite layer. We also propose this experiment as
a method to evaluate the efficacy of CTMs, revealing the effect of interfacial work function
modification
Hybrid organic-inorganic perovskite-based devices are increasingly being explored for a
variety of advanced electronic materials, particularly as active layers in solar
cells.[31,33,34,454,481,584-586] This class of materials has achieved record power conversion
efficiencies due to its unique set of properties, such as ambipolar transport,[587] µm-scale free
carrier diffusion lengths,[588] and spontaneous polarizability.[589]
In this work we fabricated methylammonium lead triiodide (MAPbI3) perovskite/CTM bilayers
on ITO electrodes. We report here, the direct observation of large-scale ambipolar transport, and
spontaneous polarization using Photo-Kelvin Probe Force Microscopy (photo-

*****

I would like to acknowledge Dr. Yao Liu for device fabrication, and Dr. Zachariah A. Page
for materials synthesis.
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KPFM).[29,530,590,591] We find that charge extraction of photo-generated free charge carriers
by the CTM/electrode interface causes fast polarization of the 200 nm thick polycrystalline
perovskite film. The polarization is directly detected by measuring the surface potential of the
MAPbI3/air interface opposite the MAPbI3/CTM interface under illumination at increasing
photon flux. Moreover, we find that the sign of polarization is CTM-dependent. CTMs that
extract holes leave an excess of negative charges, which accumulate at the opposite interface.
Oppositely, CTMs that extract electrons from the MAPbI3 layer show an accumulation of
positive charges at the MAPbI3/air interface.
3.6.1 Device Fabrication
We chose several CTMs to investigate how the surface potential of perovskite layers is affected
by illumination. They are poly(3,4-ethylenedioxythiophene): polystyrene sulfonate
(PEDOT:PSS), [6,6]-phenyl-C61-butyric acid methyl ester (PC61BM), polyethylenimine,
ethoxylated (PEIE), poly(benzothiadiazole vinylene-alt-2,5-bis(4-sodium sulfonate)butoxy)-1,4phenylenevinylene) (PVBT-SO3),[24,557] 2,3,4-tris(3(dimethylamino)propoxy)fulleropyrrolidine (C60-N),[559] 2,3,4-tris(3(sulfobetaine)propoxy)fulleropyrrolidine (C60-SB),[525] and PSS; see Figure 138 for structures.
CTMs were chosen based on if they were hole or electron transporters, or insulators, and if they
are known to form interfacial dipoles at electrode interfaces.
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Figure 138: Chemical structure of charge transport materials. a) PEDOT:PSS, b) PVBT-SO3, c)
PEIE, d) PC61BM, e) C60-N, and f) C60-SB.

Indium tin oxide (ITO)-coated glass substrates, 20 ± 5 ohms/sq, were cleaned by ultrasonic
treatment in detergent, deionized water, acetone, and isopropyl alcohol, and then dried in an oven
for 6 hours. Then CTM were spin coated onto ITO substrates. PEDOT:PSS, PVBT-SO3 and PSS
were spin coat from water. PC61BM was spin coat from chlorobenzene. C60-N and C60-SB were
spin coat from trifluoroethanol. MAPbI3 was prepared on top of CTM by spin-coating a solution
of lead acetate (Pb(OAc)2) and methylammonium iodide (MAI), 1:3 molar ratio, in N,Ndimethylformamide on to heated substrates.
3.6.2 photo-KPFM
KPFM measurements were made using an Asylum Research MFP3D stand-alone instrument
with a Pt/Ir coated silicon AFM probe (used as received from AppNano ANSCM-PT).
Measurements were made in a two-pass approach; the first pass measures topography and the
probe is mechanically driven, and in the second pass the surface potential is measured while the
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probe is driven at its AC voltage resonant frequency at height of ΔH = 30 nm above the surface.
Potential differences between the probe and the sample cause mechanical oscillations of the
AFM probe, which are cancelled by an applied DC bias by a feedback loop. The applied bias is
thus equal to the potential difference between sample and probe. Three scans of 5 µm × 1.25 µm
(512 pixel × 128 pixel) at 0.5 Hz. Histogram plots of counts vs. potential are made for each scan,
and fit with a Gaussian distribution to obtain the average and standard deviation of the potential
for a particular scan.
We measured the change in surface potential of photo-excited MAPbI3 perovskite/CTM
bilayers on ITO/glass using photo-KPFM. The experiment is depicted in Figure 139, where the
perovskite-interlayer bilayer is on top of a grounded ITO/glass substrate. A 532 nm pulse-diode
laser is used to illuminate the sample, with a spot size of ~ 40 um. A neutral density filter is used
tune the intensity of illumination. The photon flux (φ, 1021/m-2s-1) is calculated using the 40 µm
illumination spot. A range of photon flux from 1.66 × 1021/m-2s1 to 3260.77 × 1021/m-2s-1 is used.

Figure 139: Depiction of photo-KPFM experiment. Device architecture is
glass/ITO/CTM/MAPbI3.
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Tapping mode AFM images revealed < 100 nm MAPbI3 grains. A representative height plot
for MAPbI3 on PEDOT:PSS is shown in Figure 140a. In Figure 140b-d we show surface
potential plots for MAPbI3 on PEDOT:PSS at φ = 0/m-2s-1, 867.41 × 1021/m-2s-1, and 3260.77 ×
1021/m-2s-1 respectively. When the sample contained PEDOT:PSS, we observed a rapid decrease
in surface potential with respect to photon flux from +206.79 mV ± 1207 mV to -18.75 mV ±
8.64 mV.
PEDOT:PSS is commonly used as a hole transporter, therefore we expect that photo-generated
holes will be almost exclusively extracted from the perovskite layer. As positively charged holes
are extracted from the bottom of the perovskite layer through the CTM to the ITO electrode, an
excess of negatively charged electrons. We posit that the ability for MAPbI3 to spontaneously
polarize cause an accumulation of negative charges at the top perovskite interface. This sea of
electrons is easily detected by KPFM. As we increase the photon flux, more excitons are formed
and subsequently separated, and thus holes extracted, leaving behind even more negatively
charged electrons.
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Figure 140: AFM and KPFM of MAPbI3 on PEDOT:PSS. a) tapping mode height image.
Surface potential maps in a) dark, b) illumination of φ =867.41 × 1021/m-2s-1, and φ =3260.77 ×
1021/m-2s-1. Surface potential scale is the same for b-d.

To further test the photo-induced polarization due to specific charge extraction we conducted
photo-KPFM on MAPbI3 samples on a variety of CTMs. To directly compare measurements, we
report the change in surface potential during illumination compared to dark, Vill – Vdark (mV). A
plot of Vill – Vdark (mV) vs φ for samples containing different CTMs are shown in Figure 141.
The hole transporters PEDOT:PSS and PVBT-SO3 both showed a decrease in potential with φ,
indicating an excess of negatively charged electrons are being detected. PEIE is an insulator, but
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is also a known electrode work function modifier.[592] Previous studies have found that PEIE
reduces the work function of ITO by ~ 1eV. The relatively low work function electrode should
selectively extract electrons; however, we observe that the sign of polarization at the MAPbI3/air
interface is negative. In fact, the work function modification of ITO performed as well as holt
transporter PVBT-SO3.

Figure 141: Plot of change in surface potential, Vill – Vdark (mV) vs photon flux (φ, 1021/m-2s-1)
for MAPbI3/CTM bilayers on grounded ITO electrodes.

We next tested MAPbI3/CTM bilayers using electron transporting materials. Using PC61BM an
increase in surface potential was observed with increasing φ, opposite of what was observed for
hole CTM. As with PEDOT:PSS, however in an opposite fashion, negatively charged electrons
are primarily extracted from the perovskite by PC61BM, leaving an excess of positively charged
holes. The MAPbI3 layer is quickly polarized, leaving a positively polarized interface measured
by KPFM.
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C60-N and C60-SB are electron CTMs, but are also known to form interfacial dipoles with Ag
electrodes of 0.8 eV and 0.6 eV respectively,[525,545,559,592] effectively lowering the work
function of the electrode. C60-N was also demonstrated to pin the work function of ITO to a very
low 3.65 eV,[525] essentially making hole transport impossible. We observe that the sign of
polarization of the MAPbI3/air interface is positive upon irradiation, indicating that electrons are
indeed extracted by C60-N and C60-SB to the ITO electrode. C60-SB contains a dipole in its
sulfobetaine groups, which form an interfacial dipole with ITO; this results in a large
polarization of the perovskite/air interface of ~ 600 mV at illumination of 3260.77 × 1021/m-2s-1.
Finally, we used insulating PSS as a CTM. Polystyrene has been demonstrated to be a tunneling
contact for hole transport to Spiro-OMeTAD/Au in perovskite-based solar cells.[593] When PSS
is used a contact with ITO, we observe a slight positive polarization, although significantly less
than other electron transport materials PC61BM, C60-N, and C60-SB. Thus, we observe that in the
MAPbI3/PSS/ITO architecture, PSS acts as an electron tunneling layer, albeit a relatively
ineffective one. The results are summarized in Figure 142, displaying the approximate energy
levels of the device architectures used in this study, and which charge carrier is extracted and
which one is accumulated in the perovskite layer and detected by KPFM.
Polarization in perovskite layers has been ascribed to electronic and/or ionic processes.
However, the spontaneous polarization under light in combination with the unbalanced
architecture used lend its self to a predominantly electronic mechanism. Further, the observation
of the effect of hole or electron transport properties of the CTM on the sign of polarization also
suggest a principally electronic phenomenon.
As charges are extracted through the CTM interface, it may be expected that opposite charges
will either quickly recombine, or be screened by the reportedly high dielectric[594] perovskite.
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However, we observe that the perovskite layer is highly polarizable, as excess charges
accumulate at the interface opposite the CTM as detected by surface potential measurements.
We also report two surprising results, the first that low work function PEIE/ITO extracted holes.
This suggests that the processing conditions of PEIE used were not sufficient to lower the ITO
work function to conduct electrons. The second is that insulating PSS/ITO provides a tunneling
contact for electrons, however not as good as other electron transporters.
Finally, we suggest that this method of measuring the magnitude and sign of polarization of
perovskite layers can be utilized to analyze the efficacy of CTM/electrode interfaces. The sign of
polarization is related to the type of charge carrier (hole or electron) extracted, while the
magnitude is related to the number of charges extracted. For example, this work suggests that
C60-SB/ITO may be a good electron transport interface, with a highest surface potential of ~600
mV measured in these experiments

Figure 142: Energy diagrams for perovskite/CTM/ITO architectures, demonstrating the
accumulation of specific charge carriers, from KPFM, depending on the CTM.
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3.7 Reduced Charge Recombination in Carbon Nanotube/Perovskite Active Layers
In this chapter††††† we discuss the use of carbon nanotubes, incorporated into the bulk
perovskite active layer, as a means to enhance charge extraction and reduce charge
recombination. Using impedance spectroscopy and computation, we show that incorporation of
multi-walled carbon nanotubes (MWCNTs) in the bulk of the active layer of perovskite-based
solar cells reduces charge recombination and increases the open circuit voltage. An ∼87%
reduction in recombination was achieved when MWCNTs were introduced in the planarheterostructure perovskite solar cell containing mixed counterions. The open circuit voltage (Voc)
of perovskite/MWCNTs devices was increased by 70 mV, while the short circuit current density
(Jsc) and fill factor (FF) remained unchanged.
Lead halide-based perovskite solar cells[33,34,451-456,595] have garnered widespread
attention because of their high efficiency[458,496] and low-temperature solution
processing.[459] Over the past few years there have been numerous reports on perovskite solar
cells, especially on materials processing[450,453] and interface engineering[458,515], to
enhance device efficiency. A key feature of lead tri-halide-based perovskites is that they are
ambipolar charge transporters.[454,596] Upon photo-illumination, photo-generated carriers, i.e.,
electrons and holes, get transported through the same active layer. Thus, although the mobilities
of the charge carriers are high in the perovskite layer, inefficient charge extraction out of the

†††††

This chapter was adapted, with permission, from Bag, Monojit, Lawrence A. Renna, Seung
Pyo Jeong, Xu Han, Christie L. Cutting, Dimitrios Maroudas, and D. Venkataraman. "Evidence
for reduced charge recombination in carbon nanotube/perovskite-based active layers." Chemical
Physics Letters 662 (2016): 35-41. I would like to acknowledge Prof. Monojit Bag and Christie
L. Cutting for device fabrication, Seung Pyo Jeong for synthesizing polymer material for
dispersing carbon nanotubes, and Dr. Xu Han for current voltage simulations using driftdiffusion model.
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active layer leads to charge recombination[597,598] in the bulk, which lowers the open circuit
voltage (Voc). Theoretical calculations predict that the open circuit voltage can be increased by
60 mV if the charge recombination losses are reduced by an order of magnitude[599] Thus,
perovskite solar cells require either an electron- or a hole-transporting layer or both for selective
charge extraction at the perovskite/electrode interfaces.[471] In a conventional device, a compact
or a nanostructured/mesoporous TiO2 layer is used as the electron transporting material (ETM),
which extracts the electrons from the perovskite layer and reduces the charge
recombination.[591,597,600] 2,2′,7,7′-tetrakis(N,N-di-p-methoxyphenylamine)-9,9′spirobifluorene (spiro-OMeTAD) is commonly used as the hole transporting material
(HTM).[482] In an inverted device architecture, a thin layer of poly(3,4-ethylenedioxythiophene)
polystyrene sulfonate (PEDOT:PSS) is placed between the ITO electrode and the active layers to
extract the holes. A [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) layer is placed between
the metal electrode and the perovskite layer to extract the electrons.[459,496] Except for
mesoporous TiO2, all other methods focus on the extraction of charges at the interface and not in
the bulk. Moreover, the electron and hole mobilities in PCBM and PEDOT:PSS, respectively,
are very low compared to those in the perovskite active layer. Modifications to PCBM[518] or
PEDOT:PSS layers[601] are necessary to increase the electron or hole extraction rate.
Nanostructured carbon,[602] including CNTs and graphene based systems, has been used for a
variety of energy applications particularly transparent electrodes and charge transport
layers.[603] CNTs have been used in composite materials as electrodes for perovskite
devices.[34,604] Also, CNTs have been incorporated at the perovskite-electrode
interface,[504,605-609] which helps with hole extraction at the interface. In principle, one can
extend this concept to extract holes from the bulk also if CNTs are incorporated with the active
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layer. However, this has been a challenge because in has been difficult to obtain stable CNT
dispersions in solvents that are compatible with perovskite active layer fabrication. Herein, we
show the facile incorporation of MWCNTs in the bulk of the perovskite layer and the reduction
in recombination losses by 87%. We also demonstrate that the introduction of MWCNTs in the
bulk of the perovskite layer reduces the charge accumulation at the perovskite/ PEDOT:PSS
interface and leads to improved Voc and thus higher power conversion efficiency (PCE).
3.7.1 Fabrication of MWCNT/Perovskite Active Layers
Stable dispersions of MWCNTs were prepared in DMF as shown in Figure 143. For this study,
we used MWCNTs that have outer diameters of 40-60 nm and lengths of 1-2 µm. First,
MWCNTs were added to DMF (0.1 mg·mL-1) along with poly(methyl methacrylate) (PMMA)functionalized hexabenzocoronene (HBC). The HBC moiety was placed specifically at the
PMMA chain-end such that the polymer chain-end can interact with the MWCNT through strong
π-π interactions.[610] The dispersion was then ultrasonicated for a few minutes and was allowed
to settle for 24 h before use. MWCNTs that were not attached to the polymer settled at the
bottom of the vial and were separated from the dispersion by decantation. The dispersion is
stable over 30 days under ambient conditions (see Figure 144).

Figure 143: Schematic representation of HBC-PMMA-grafted MWCNT.
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Figure 144: Dispersion test of (a) MWCNTs (0.1 mg/mL) in toluene, (b) MWCNTs (0.1mg/mL)
with PMMA only (1 mg/mL) in toluene, and (c) MWCNTs (0.1 mg/mL) with HBC
functionalized with PMMA (0.1 mg/mL) in toluene.

Planar heterojunction perovskite solar cells were fabricated in air by sequential deposition[450]
of organic counterions onto the PbI2 thin film. 50 µL of hot solution (400 mg·mL-1) of lead
iodide in DMF was spin coated on a pre-heated (85 °C) PEDOT:PSS-coated ITO substrate at
6000 rpm for 35 s. PbI2-coated substrates were then annealed at 85 °C for 45 min. Mixed
counterions (1:1 by wt. ratio) of methylammonium iodide (MAI) and formamidinium iodide
(FAI) were dissolved in isopropanol (40 mg·mL-1). 50 µL of this solution was spin coated on top
of PbI2 films at 6000 rpm for 35 s at room temperature. Devices were then annealed at 85 °C for
45 min in the dark. MWCNT/perovskite composite devices were prepared from the PbI2 solution
containing 0.005% and 0.01% of MWCNTs (by wt. to PbI2) in DMF keeping the PbI2
concentration approximately 400 mg·mL-1. Powder x-ray diffraction (PXRD) revealed (see
Figure 145) complete conversion to a trigonal (P3m1) perovskite phase for films fabricate with
or without MWCNTs. A thin layer of PCBM was spin coated from a solution in chlorobenzene
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(20 mg·mL-1) at room temperature at 1000 rpm for 60 s inside a N2-filled glove box. Finally, 15
nm of Ca at a deposition rate of 0.5 Å·s-1 followed by 100 nm of Al electrode at a deposition rate
of 1-3 Å·s-1 were thermally deposited using a shadow mask of 6 mm2 active area at 1×10-6 mbar.

Figure 145: Background subtracted and intensity normalized PXRD of perovskite films
fabricated with and without MWCNTs. Both films showed complete conversion to the trigonal
(P3m1) perovskite phase with peaks attributed to the (101), (2001)/(003), (202), and (311)
planes.

CNT bundles are often dispersed in a solvent using covalent chemical modification of the
surface, conjugated polymers, or polymeric surfactants.[611,612] Perovskite active layers are
fabricated from solutions of lead and organic ammonium halide salts in polar solvents such as
isopropanol or N,N-dimethylformamide (DMF). Thus, to incorporate MWCNTs in the bulk of
the active layers, we needed MWCNT dispersions in polar solvents that are compatible with the
active layer fabrication conditions. Moreover, the MWCNTs should preserve their electronic
properties, and the interface between the MWCNT/perovskite should facilitate charge transfer.
We recently reported a supramolecular strategy that uses π-π interactions to non-covalently
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attach the chain end of a polymer to MWCNT.[610] Using this method, we were able to
incorporate 0.005% and 0.01% of MWCNTs in the bulk of the perovskite layer. We chose
MWCNTs because they are predominantly metallic and have high electrical conductivity
compared to single-wall CNTs.[613,614] We verified the presence of MWCNTs in the PbI2 film
using scanning electron microscopy (SEM) and conducting atomic force microscopy (cAFM)
(see Figure 146). Most of the MWCNTs were expected to be in the bulk with no preferential
orientation and only a few of them were expected to be oriented perpendicular to the film, thus
spanning the entire film thickness. The presence of conducting MWCNTs in the film was
detected by bright contrast due to charging in SEM. In cAFM, we observed higher current
regions in the non-conducting PbI2 matrix indicating the presence of percolating pathways from
the bottom electrode to the cAFM probe. Both observations are consistent with presence of
MWCNTs in the PbI2 matrix. Further, the presence of MWCNTs in the films after conversion
was confirmed with SEM. Figure 147 shows MWCNTs are in the grain boundaries of large
perovskite grains, which are on the order of 1 µm.
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Figure 146: (a) AFM topographic image of PbI2/MWCNT composite film on PEDOT:PSScoated ITO substrate. (b) cAFM image of the same area. (c) Topographic image superimposed
onto current mapping from cAFM. High current regions are from MWCNTs. (d) SEM image of
PbI2/MWCNTs composite film on Si substrate. A MWCNT is highlighted with a circle.

Figure 147: SEM of perovskite films fabricated (a-b) without MWCNTs and (c-f) with
MWCNTs. SEM reveals large grains, on the order of 1 µm, with MWCNTs in the grain
boundaries.
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3.7.2 MWCNT/Perovskite Current-Voltage Measurements
Current density-voltage (J-V) measurements (Figure 148) were carried out in the dark as well
as under AM1.5G solar simulator at 100 mW·cm-2 intensity of light in a N2-filled glove box.
Dark J-V measurements were carried out at a scan rate of 50 mV·s-1 from reverse to forward bias
as well as forward to reverse bias. No hysteresis was observed for devices containing 0.005%
and 0.01% MWCNTs. However, perovskite solar cells containing no MWCNTs showed a small
hysteresis in dark measurements (see Figure 149). J-V measurements under light were conducted
by scanning the voltage from the forward bias to the reverse bias direction at a scan rate of 250
mV·s-1. J-V curves under light were averaged over 9 devices containing MWCNTs at
concentrations of 0%, 0.005% and 0.01%, the averaged measurements are shown in Figure 148a.
We focused on mixed counterions of MAI and FAI instead of MAPbI3 because they are reported
to have superior photovoltaic performance.[615] Average and best device parameters are given
in Table 16 for all three samples. The Voc (~0.95 V) was higher in devices containing MWCNTs
compared to the reference (0% MWCNTs) solar cell Voc (0.88 V). The maximum PCE of 12.9%
was obtained from devices containing 0.005% MWCNTs. Further increase in MWCNTs in the
perovskite matrix led to reduced current density and fill factor. Device performance histograms
for 22 devices containing 0.005% MWCNT are shown in Figure 148c.
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Figure 148: (a) J-V curves from steady exposure to light of three lead tri-iodide-based perovskite
photovoltaic devices with active layers containing 0%, 0.005% and 0.01% MWCNTs (by wt. to
PbI2) averaged over 9 samples from different substrates of the same batch of experiments. Inset:
Top SEM image of perovskite sample containing no CNTs. (b) Dark J-V characteristics of
perovskite photovoltaic devices with active layers containing 0% (red triangles), 0.005% (black
squares) and 0.01% (blue circles) of MWCNTs. The inset shows a log-log plot of the dark J-V
curves. (c) Device performance histograms for 22 devices containing 0.005% MWCNT.
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Figure 149: (a) Dark J-V curve for a perovskite device containing no MWCNTs in the active
layer. Inset: log-log plot of the same J-V curve in the low-field regime. (b) Dark J-V curve for a
perovskite device containing MWCNTs in the active layer at a concentration of 0.005% (by wt.
to PbI2). Inset: log-log plot of the same J-V curve in the low-field regime.

Table 16: Performance of lead tri-iodide-based perovskite solar cells containing 0%, 0.005% and
0.01% MWCNTs in the active layer. Average values are reported from 9 best devices of multiple
substrates.
Device condition
0.0% CNT (Avg.)
Best cell
0.005 % CNT (Avg.)
Best cell
0.01% CNT (Avg.)
Best cell

Jsc
(mA-cm-2)
18.15 ± 0.5
18.66
18.27 ± 0.2
18.28
16.82 ±0.3
16.84

Voc
(V)
0.885 ± 0.005
0.883
0.95 ± 0.02
0.97
0.92 ± 0.02
0.934

FF
(%)
72.6 ± 1
73.3
73.0 ± 2
72.8
69.0 ± 2
69.6

η
(%)
11.7 ± 0.4
12.09
12.7 ± 0.4
12.91
10.7 ± 0.2
10.96

2.6.3 MWCNT/Perovskite EIS Measurements
We first investigated the recombination losses in the perovskite films using electrochemical
impedance spectroscopy (EIS).[616,617] Figure 150 shows the Nyquist plot for samples
containing 0%, 0.005%, and 0.01% MWCNTs at applied bias voltages (Vapp) of 0 mV and 900
mV under AM1.5G solar simulator at 100 mW·cm-2 light intensity. Nyquist plots in the dark are
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shown in Figure 151. The Nyquist plots were analyzed using an equivalent electronic circuit
model (Figure 150c).[616,617] To separate the ionic component from the electronic component,
we introduced a Warburg diffusion element along with a charge transfer resistance (RCT) and a
Debye layer capacitance (Cdl) to the circuit model (Figure 150c).[449] The electronic component
is represented by resistive (Relect) and chemical capacitance (Cµ) elements. Three distinct regimes
are observed in the Nyquist plots under light: (1) a high-frequency regime related to the
interfacial resistance and capacitance, (2) an intermediate-frequency regime related to charge
transport and recombination, and (3) and a low-frequency regime related to charge accumulation
and/or ion diffusion.[29,449,616,618] To analyze the recombination and charge transport, we
focused our analysis on the intermediate frequency regime of the Nyquist plots. When Vapp = 0
V, the built-in internal electric field is high because it is not compensated by an applied
voltage.[619] Under this condition, the dominant charge transport mode is drift and the measured
resistance, Relect, is dominated by charge recombination resistance (Rrec).[620] As seen in Figure
150a, as the concentration of MWCNTs increase, Rrec also increases consistent with reduced
recombination and efficient charge collection.[470] At Vapp = 900 mV, the applied voltage is
close to the Voc. Under this condition, the internal electric field decreases and the charge
transport is dominated by diffusion. The measured resistance, Relect is dominated by charge
transport resistance (Rtr) as shown in Figure 150b. Rtr decreases as the percentage of MWCNTs
is increased in the perovskite matrix, indicating better charge transport (Figure 150b). In active
layer containing 0.01% MWCNTs, the hole mobility is expected to be higher than the electron
mobility due to the high hole mobility in MWCNTs.[621] These experimental results are also
consistent with our simulation results that predict high hole mobility in devices containing 0.01%
MWCNTs.
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Figure 150: EIS plot of perovskite solar cells under AM1.5G solar simulator at 100 mW·cm-2
light intensity at a bias voltage of (a) 0 V and (b) 900 mV. The frequency range is from 100 Hz
to 1 MHz at 20 mV AC amplitude. (c) Equivalent circuit diagram for the perovskite solar cell.
Relect represents the electronic transport component and WS represents the Warburg diffusion
element. The shaded area represents the intermediate-frequency component of the Nyquist plot.
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Figure 151: Dark impedance measurement of perovskite solar cells containing MWCNTs in the
active layer at concentrations of 0%, 0.005% and 0.01% (by wt. to PbI2) at an applied DC bias of
(a) 0 V and (b) 0.8 V. By applying a DC bias, we show that devices containing 0.005%wt.
MWCNTs have the largest recombination resistance in the dark, and thus the most efficient
charge extraction.

2.6.4 MWCNT/Perovskite Mott-Schottkey Analysis
We then examined the charge carrier concentration of the three samples at the perovskite/HTM
interface from the slope of the Mott-Schottky (M-S) plot as shown in Figure 152 under AM1.5G
solar simulator at 100 mW·cm-2 light intensity. The photo-generated charge carrier concentration
at the perovskite/HTM interface is inversely proportional to the slope of the linear regime of the
M-S plot assuming the dielectric constant is the same for all three samples. The ratio of the
slopes of the linear regime of the M-S plot was 1:1.8:2.3 for 0%, 0.005% and 0.01% MWCNTs
respectively indicating that the photo-generated charge accumulation is reduced by a factor of
two at the perovskite/HTM interface when the MWCNT content was increased to 0.005%. These
results are consistent with the EIS results and the simulation that showed that charge extraction
rate at the perovskite/PEDOT:PSS interface was improved upon introduction of MWCNTs.
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Figure 152: Mott-Schottky plot of lead tri-halide perovskite solar cells containing MWCNTs at
concentrations of 0%, 0.005% and 0.01% (by wt. to PbI2) in the bulk of the perovskite films at
100 mW·cm-2 light intensity. Capacitance was measured at a 10 kHz oscillation frequency with
20 mV AC amplitude.

2.6.5 MWCNT/Perovskite Current-Voltage Simulations Using Drift-Diffusion Model
To understand the origin of the increase in Voc in the presence of MWCNTs in perovskite solar
cells, we first carried out charge transport simulations in the devices examined by implementing
a drift-diffusion-reaction model that is detailed in SI of Ref.[622] The parameter values obtained
in the simulations are given in Table 17and discussed in SI of Ref.;[622] the simulation results
are compared with the experimental J-V measurements in Figure 153. We assumed a comparable
electron and hole mobility (~ 1×10-4 m2V-1s-1) in perovskite solar cells without any MWCNTs
introduced in the active layer,[588,623] whereas the mobility of electrons and holes in
PCBM[473] and PEDOT:PSS,[624] respectively, were taken to be at least four orders of
magnitude lower than in the perovskite active layer. We observed a significant reduction (at least
87%) in recombination loss in active layers containing MWCNTs. The simulation indicated that
the hole mobility was four times higher than the electron mobility for devices containing 0.01%
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MWCNTs whereas the mobilities are comparable in devices containing 0% and 0.005%
MWCNTs. Moreover, the bulk defect density was calculated to be about 9 times higher in
devices containing 0.01% MWCNTs compared to devices with 0% MWCNTs. Our simulations
also indicated that the charge extraction rate at the perovskite/PEDOT:PSS interface was
improved upon introduction of MWCNTs in the active layer.

Figure 153: (a) Best fitting of simulation predictions according to the drift-diffusion-reaction
model (solid lines) to the experimentally measured J-V characteristics (open symbols) in
perovskite photovoltaic devices for 0%, 0.005% and 0.01% (by wt. to PbI2) concentration of
MWCNTs in the active layer.
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Table 17: Optimal parameter values obtained from fitting the simulation predictions according to
the drift-diffusion-reaction model to the experimental J-V data for perovskite samples containing
0%, 0.005% and 0.01% MWCNTs in the active layer. All of the parameters are defined in SI of
Ref. [622], where the drift-diffusion-reaction model is described in detail.
Parameters
Charge generation
Perovskite relative
permittivity
Electron mobility in PCBM
Hole mobility in PEDOT:PSS
Electron mobility in
perovskite
Hole mobility in perovskite
Intrinsic carrier density
Recombination coefficient
at PCBM/perovskite interface
Recombination coefficient
at PEDOT:PSS/perovskite
interface
Bulk recombination
coefficient
in perovskite layer
Bulk defect density

0%

0.005%

0.01%

G0 (×1027 m-3s-1 )

3.8

3.8

3.53

εperovskite

6.5

6.5

6.5

µn ( ×10-8 m2V-1s-1 )

2.4

2.4

2.4

µp ( ×10-8 m2V-1s-1 )

2.4

2.4

2.4

µn ( ×10-4 m2V-1s-1 )

1.0

1.0

1.0

µp ( ×10-4 m2V-1s-1 )

1.0

1.0

4.0

ni (×1015 m-3 )

6.5

6.5

6.5

CPCBM/Perovskite

1.0

1.0

1.0

CPEDOT:PSS/Perovskite

1.0

0.5

0.2

Cperovskite (×10-8 )

4.5

0.57

0.5

Nt (×1024 m-3 )

0.14

1.05

1.28

2.6.6 MWCNT/Perovskite Defect/Trap Density Analysis
Next, we probed the impact of MWCNTs on defect or trap state densities by analyzing the J-V
device characteristics under dark. The dark J-V device characteristics for the three samples
containing 0%, 0.005% and 0.01% MWCNTs are shown in Figure 148b. We found that the dark
current in the reverse voltage bias regime increased with MWCNT concentration and is
consistent with increasing leakage current. A fit of the dark J-V curves to a diode equation
indicates all samples show a non-ideal behavior (ideality factor, n > 1) (see Figure 154 and Table
18). The ideality factor was calculated to be 1.71, 1.73 and 5.32 for samples containing 0%,
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0.005% and 0.01% MWCNTs respectively. Both the increase in the leakage current and the
ideality factor result from the increase of trap states introduced by the incorporation of
MWCNTs. In the high forward voltage regime, the current densities for the three samples are
comparable, indicating that the serial resistances of these devices are comparable and are not
affected by the incorporation of the MWCNTs into the perovskite bulk.

Figure 154: Dark J-V curve and fits with general diode equation for (a) 0.0%, (b) 0.005%, and
(c) 0.01% MWCNT; measured J-V data points are shown with blue diamonds and fits with red
line. J-V curves were fit from -1 V to 1 V (space-charge-limited regime) using the equation:
𝐽 𝑉 = 𝑎∙ 𝑒

Hb∙i

;< ∙=∙ƒ

− 1 . Where a is a prefactor, q is the elementary charge (1.6 × 10-19 C),

kB is Boltzmann’s constant (1.38 × 10-23 m2·kg·s-2·K-1), T is 298.15 K, and n is the ideality
factor; where n = 1 is ideal diode behavior. a and n were refined using non-linear least squares
regression analysis in the MATLAB curve fitting toolbox. Fit results are shown in Table 18.

Table 18: Summary of dark J-V fit parameters with diode equation.

Our simulations and experiments indicate that introduction of MWCNTs in the bulk of
perovskite active layers leads to (1) reduction in charge recombination, (2) improved charge
extraction at the electrode/HTL interface, and (3) increase in the trap states leading to increased
leakage current and ideality factor. We also find that that the presence of 0.005% MWCNTs
271

provided the best overall device performance. The device performance improves with reduced
charge recombination and improved charge extraction, but may diminish with increase in the trap
states. For example, an increase in trap states leads to increase in both JSC and n. Increase in n
will lead to higher Voc whereas increase in JSC will lead to lower Voc.[625] Therefore, we
conclude that a MWCNT concentration of 0.005% by wt. is a reasonable estimate of the optimal
MWCNT concentration for a planar inverted perovskite device architecture that provides a
balanced hole and electron transport with reduced bulk recombination loss and minimal
introduction of trap states. Only a low concentration (0.005%) of MWCNTs is required to reduce
the recombination rate as the hole diffusion length is significantly high in perovskite
materials.[588] Efficient charge collection at the interface and reduced recombination loss
increases Voc and the overall PCE.[598] Our results are also consistent with a recent observation
that the incorporation of CNTs in the active layers improves photoluminescence lifetime and
thus device performance.[626]
In this chapter, we have demonstrated a facile route for the synthesis of perovskite/MWCNT
materials for high efficiency photovoltaics. MWCNTs introduced into the perovskite active layer
not only facilitate charge transport, but also reduce charge carrier recombination losses by >87%
in the bulk due to separation of charges at the perovskite/MWCNT interfaces. The reduction in
recombination losses due to selective charge transport in the bulk generates opportunities for
further material engineering towards higher PCE. This approach of CNT incorporation into the
perovskite matrix is compatible to both conventional and inverted device geometries. It also
opens up future directions to tune electron and hole mobility in CNT/perovskite composite
nanomaterials.
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3.8 Role of Interfacial Ionic Functional Groups on Ionic Transport in Perovskite Solar
Cells, and its Application Towards Memristors
This chapter‡‡‡‡‡ details the role that ionic functional groups on hole transporting layers plays
on the ionic transport at perovskite interfaces. Many perovskite solar cells show an undesirable
current-voltage (I-V) hysteresis in their forward and reverse voltage scans, to the detriment of
device characterization and performance. This hysteresis is likely due to slow ion migration in
the bulk of perovskite active layer. We show the interfacial chemistry between the perovskite
and charge transport layer plays a critical role on the ion transport and subsequent I-V hysteresis
in perovskite based devices. Three phenylene vinylene polymers containing cationic,
zwitterionic, and anionic pendent groups were utilized to fabricate charge transport layers with
diverse interfacial ionic functionalities. The interfacial-adsorbing boundary induced by the
polymer zwitterion at the interface traps mobile ions, responsible for the I-V hysteresis in these
perovskite-based devices. Further, we exploit the ion adsorbing nature of the interface to
fabricate perovskite-based memristors. Here, we examine a new chemical mechanism
fundamental to I-V hysteresis in perovskite-based devices and introduces a novel paradigm of
interfacial ion adsorption to induce memristive behavior.
Hybrid lead halide perovskite solar cells are rapidly advancing the pace of photovoltaic
research.[33,34,454,481,530,584-586] Over the past several years, the power conversion
efficiencies (PCEs) of perovskite solar cells increased from 3.8% to a certified value of

‡‡‡‡‡

This chapter was adapted, with permission, from Liu, Yao, Lawrence A. Renna, Hilary B.
Thomson, Zachariah A. Page, Todd Emrick, Michael D. Barnes, Monojit Bag, Dhandapani
Venkataraman, and Thomas P. Russell. "Role of Ionic Functional Groups on Ion Transport at
Perovskite Interfaces." Under Review (2016). I would like to acknowledge Dr. Yao Liu for
fabricating devices, Hilary B. Thomson for photoluminescence measurements, and Dr. Zachariah
A. Page for synthesizing materials.
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22.1%.[450,455,458,482,491,496,516,538,627-629] However, for these materials to be
incorporated into commercial devices, lingering questions must be
addressed.[28,29,46,48,616,630,631] One critical issue pertains to the origin of current density
(J)-voltage (V) hysteresis often encountered in perovskite solar cell measurements that makes
device characterization difficult.[42,44,45,501,528,632-635] The prevailing hypothesis on the
origin of J-V hysteresis is the relatively slow vacancy aided migration of ions through perovskite
films during device operation.[27,449,528,636-638] Thus, two approaches aim to eradicate J-V
hysteresis in perovskite solar cell: 1) to reduce/eliminate ion migration by grain boundary
passivation or chemical means,[449,473,519,639,640] and 2) to accelerate ion migration to timescale corresponding to device measurements.[42,45,641]
Most studies addressing the influence of ion migration on J-V hysteresis of perovskite solar
cells focus on the active layer (perovskite),[27,47,449,636,642] with little consideration about
ion migration at the interface between the charge selective transport layer and perovskite. Cahen
and co-workers recently showed that ion migration is affected by interfacial dependent
polarization through the device,[643] while Correa-Baena et al. demonstrated a reduction in J-V
hysteresis using mesoporous titanium dioxide (TiO2) as an interfacial layer to increase perovskite
crystallite size and thus accelerate ion (MA+) migration.[641] Moreover, it has been shown that
different charge selective transport layers lead to various levels of J-V hysteresis, which suggests
that interface engineering as a suitable avenue to suppress this unfavorable
effect.[42,528,559,644-647] However, since ion migration appears to occur throughout
perovskite devices, it is challenging to identify its influence at a particular interface on J-V
hysteresis. Recently, Shao et al.[473] and Xu et al.[519] reported a trap-passivation effect of
fullerene on perovskite bulk films, which affords the fullerene/perovskite heterojunction solar
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cells with little-to-no J-V hysteresis. Perovskite trap-passivation with fullerene thus provides a
channel to selectively investigate the influence of ion migration at the interface on J-V hysteresis
in perovskite solar cells, simply by sequentially coating a fullerene electron transport layer (ETL)
onto perovskite bulk film.[33,485,497,640,648]
In this chapter, we fabricated fullerene/methylammonium lead triiodide (MAPbI3) perovskite
planar heterojunction solar cells on a series of substituted poly(phenylene vinylene) (PPVs,
Figure 155)[557] including the cationic poly(benzothiadiazole vinylene-alt-2,5-bis(5-(N,N,Ntrimethylammonium bromide)hexyloxy)-1,4-phenylenevinylene) (PVBT-TMA), anionic
poly(benzothiadiazole vinylene-alt- 2,5-bis(4-sodium sulfonate)butoxy)-1,4-phenylenevinylene)
(PVBT-SO3), and zwitterionic poly(benzothiadiazole vinylene-alt-2,5-bis((N-(3-sulfonato-1propyl)-N,N-dimethylammonium)hexyloxy)-1,4-phenylenevinylene) (PVBT-SB). These
polymers possess identical phenylene vinylene backbones, but have different hydrophilic
pendent groups. By utilizing these polymers as hole transport layers (HTLs), intermediate
between MAPbI3 and indium-tin oxide (ITO), we were able to vary the intrinsic bulk and surface
ionic species, and thus interactions. The diverse functionalities of these PPVs impacted the
electronic and ionic properties of the perovskite-based devices. Most strikingly, we observed
comparable ion diffusion when any of the three PPVs were used, but J-V hysteresis was found
only in the fullerene/perovskite planar heterojunction devices using the zwitterionic PPV
(PVBT-SB) as the HTL. Electrochemical impedance spectroscopy (EIS) and conductive atomic
force microscopy (cAFM) characterization showed that PVBT-SB provides an adsorbing
boundary for mobile MA+ that migrate to the interface during device operation. MA+ adsorbs
onto the PVBT-SB interface under forward bias conditions, and, therefore, causes hysteresis
when the reverse bias conditions are applied. Kelvin probe force microscopy (KPFM) showed
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that the ion adsorbing nature of PVBT-SB arises from the zwitterionic side chains, which form
an electric double layer. These studies uncover the origin of J-V hysteresis at the interface in
perovskite solar cells. The ion adsorbing PVBT-SB interface is also shown to introduce
memristive behavior in perovskite-based devices.

Figure 155: A schematic of the device architecture: ITO/HTL/MAPbI3/PC61BM/C60-N/Ag. The
PPV HTL are shown on the right.

3.8.1 Device Fabrication
C60-N (molecular structure in Figure 156) is prepared according to previous procedures.[525]
Methylammonium iodide (MAI) was purchased from 1-Material. Phenyl-C61-butyric acid methyl
ester (PC61BM) was purchased from Nano-C. All the solvents and Lead acetate used in this
research were purchased from Sigma Aldrich and used without further purification.
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Figure 156: Molecular structure of C60-N.

The indium tin oxide (ITO)-coated glass substrates (20 ± 5 ohms/square) were obtained from
Thin Film Devices Inc., and were cleaned through ultrasonic treatment in detergent, deionized
water, acetone, and isopropyl alcohol and then dried in an oven for 6 hours. HTLs (PVBT-TMA,
PVBT-SO3, and PVBT-SB) were spin coated onto pre-cleaned ITO substrates. For control
devices with double-lay HTL, the PVBT-SB solution in 2,2,2-trifluoroethanol (TFE) was first
spin-coated onto ITO, then PVBT-SO3 solution in water was spin coated onto PVBT-SB/ITO
substrate. The perovskites were prepared by spin-coating a perovskite precursor in N,Ndimethylformamide (DMF) onto the HTL/ITO substrates inside a glove box (N2 atmosphere, < 1
ppm O2, <1 ppm H2O). As-cast films were then annealed in dark at 90 °C for 5 min in glove box.
For perovskite solar cells, a thin layer of PC61BM (60-70 nm) as ETL was then spin coated inside
a glove box (N2 atmosphere, < 1 ppm O2, <1 ppm H2O) from a solution in chlorobenzene (20
mg/mL) at 1000 rpm for 60 s. Then C60-N in TFE (3 mg/mL) was spin coated onto PC61BM
surface with a thickness of ~10 nm. Finally, 100 nm Ag cathode was deposited (area 6 mm2
defined by metal shadow mask) on the active layer under high vacuum (1×10-6 mbar) using a
thermal evaporator. For perovskite memristors, 100 nm Au electrode was deposited (area 6 mm2
defined by metal shadow mask) on the perovskite layer directly.
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3.8.2 Device characterization
The J-V characteristics of the devices were measured under simulated AM1.5G irradiation (100
mWcm-2) using a Xe lamp-based Newport 91160 300-W Solar Simulator. A Xe lamp equipped
with an AM1.5G filter was used as the white light source. The light intensity was adjusted with
an NREL-calibrated Si solar cell with a KG-5 filter. A metal photo mask with an aperture area of
5.5 mm2 was used during device measurement.
Topographic image contrast was enhanced using Contrast Limited Adaptive Histogram
Equalization[649] in ImageJ, then marker-based watershed segmentation[650,651] was
performed in MATLAB R2015B to identify individual grains, and then grain perimeters were
calculated by a Region Morphometry analysis in ImageJ.[652]
PL spectra were obtained using 405 nm pulsed excitation and collection through a 1.4 N.A. oil
objective and long pass filter (405 nm), and focusing the PL on the entrance slit of an ACTON
3160a imaging spectrograph. TRPL was taken with 405 nm pulsed excitation, and imaging onto
an avalanche photodiode (ID Quantique ID100) and routed into a PicoQuant TimeHarp 300
time-to-digital converter (~ 50 ps full width at half max (FWHM) instrument response function).
Samples were prepared on clean glass or ITO/glass coverslips for optical interrogation, with
careful attention to uniform film thickness between the different samples. The thicknesses of
HTLs is ~10 nm and the perovskite layer thickness is ~ 300 nm.
EIS was measured using an Agilent 4294A Precision Impedance Analyzer under 100 mWcm-2
light intensity at 20 mV applied AC amplitude. DC bias voltage was kept at 0 V. Frequency was
swept from 40 Hz to 1 MHz.
Measurements were made in air using Asylum Research MFPD-SA instrument and Pt/Ir coated
silicon probe, used as receive from AppNano (ANSCM-PT). Tapping mode scans were 2 µm × 2
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µm (512 pixel × 512 pixel) at 1.0 Hz. cAFM measurements were made at selected MAPbI3
grains in the topographic AFM image. The probe was brought into contact with the surface with
a set point = 0.2 V for all measurements. A three-cycle triangle bias wave was applied between
the conducting probe and the ITO electrode with amplitude of 4.0 V, at a rate of 0.4 Hz.
KPFM was measured in air using Asylum Research MFPD-SA instrument and Pt/Ir coated
silicon probe, used as receive from AppNano (ANSCM-PT). Measurements were carried out in a
two-pass manner; the first pass measures topography and the probe is mechanically driven, in the
second pass surface potential is measured and the probe is driven at its AC voltage resonant
frequency at height of 30 nm above the surface. Potential differences between the probe and the
sample induce mechanical oscillations of the probe, which are nulled by an applied DC bias by a
feedback loop. The applied bias is thus equal to the potential difference between sample and
probe. Three scans of 5 µm × 1.25 µm (512 pixel × 128 pixel) at 0.5 Hz, at different locations,
were made for each sample. Histogram plots of counts vs. potential are made for each scan, and
fit with a Gaussian distribution to obtain the average and standard deviation of the potential for a
particular scan. The potentials reported in the text are the averages and standard deviations of the
three independent scan averages.
3.8.3 The Influence of PPVs on Device Performance
Fullerene/MAPbI3 perovskite planar heterojunction solar cells, shown in Figure 155, were
fabricated on ITO substrates.[559] Solutions of PVBT-SO3 in water, PVBT-SB in TFE and
PVBT-TMA in TFE[557] were spin-coated onto ITO substrates to serve as the HTLs (~10 nm).
The MAPbI3 precursor solution (Pb(OAc)2 and MAI in DMF was spin-coated onto an ITO/HTL
substrate, followed by mild thermal annealing (90 ºC for 5 min) to form the perovskite layer.
PC61BM was spin-coated onto the perovskite layer from chlorobenzene and the samples were
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stored in a sealed petri dish for 6 hours. This was followed by spin-coating an interfacial
modification layer of C60-N from TFE. Silver (Ag) electrodes were thermally evaporated onto
the C60-N layer for electron extraction. Figure 157 shows J-V characteristics of devices
containing different PPV HTLs (corresponding device parameters in Table 19). The devices
containing cationic or anionic PPVs showed negligible J-V hysteresis during forward and reverse
scans even at different scanning speeds (142 – 258 mV/s), whereas the devices with zwitterionic
PPV exhibited serious J-V hysteresis under identical conditions.

Figure 157: Typical J-V curves of the perovskite solar cells containing a HTL of (a) PVBTTMA, (b) PVBT-SO3, and (c) PVBT-SB.

280

Table 19: Device parameters of J-V curves in main text Figure 2
HTL

Scan Conditions
(mV/s)

PVBT-TMA

142

200

258

PVBT-SO3

142

200

258

PVBT-SB

142

200

258

Efficiency

VOC

JSC
(mA/cm2)

FF

(%)

(V)

Forward

15.6

0.94

22.3

74.5

Reverse

15.8

0.93

22.5

75.3

Forward

15.7

0.93

22.8

73.7

Reverse

16.0

0.93

22.9

74.9

Forward

15.5

0.94

22.0

74.7

Reverse

15.8

0.94

22.2

76.0

Forward

14.9

0.98

20.6

74.0

Reverse

15.2

0.97

20.9

74.6

Forward

15.3

0.97

21.6

73.1

Reverse

15.7

0.96

21.9

74.5

Forward

15.1

0.97

21.1

73.6

Reverse

15.4

0.97

21.4

74.5

Forward

8.7

0.89

17.7

55.5

Reverse

10.8

0.90

17.9

66.8

Forward

8.3

0.88

18.7

50.4

Reverse

10.7

0.91

18.4

64.2

Forward

9.2

0.89

17.6

59.0

Reverse

11.0

0.90

17.5

69.6
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(%)

Surface and cross-sectional scanning electron microscopy (SEM) images show a similar
morphology of MAPbI3 films on different HTLs (Figure 158), while powder X-ray diffraction
(PXRD) (Figure 159) has the same peaks attributable to the (002), (100), (112), and (200) planes
of the perovskite tetragonal phase on all glass/HTL substrates. To confirm the similar MAPbI3
morphologies on all HTLs, we performed a marker-based watershed segmentation[650,651]
grain analysis of tapping-mode atomic force microscopy (AFM) images. The segmentation
overlays on AFM images are shown in Figure 160a-c along with grain perimeter histograms
(Figure 160d). We found that for PVBT-TMA, the average grain perimeter (pgrain) was pgrain =
231 ± 79 nm, for PVBT-SO3, pgrain = 233 ± 80 nm, and for PVBT-SB, pgrain = 250 ± 90 nm.
Therefore, we can conclude that the grain structure is generally unaltered regardless of the HTLs
used, and is unlikely to contribute to the J-V hysteresis in the devices containing PVBT-SB.

Figure 158: SEM images of perovskite films on different HTLs. (a, b) PVBT-TMA. (c, d)
PVBT-SO3. (e, f) PVBT-SB. Scale bar in a, c, and e is 1 µm; Scale bar in b, d, and f is 500 nm.
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Figure 159: PXRD of perovskite films on different HTLs. Normalized PXRD spectra for
MAPbI3 on PVBT-TMA, PVBT-SO3, and PVBT-SB showing the same crystal structure
regardless of HTLs.

Figure 160: AFM topographic image of perovskite film on (a) PVBT-TMA/ITO substrate, (b)
PVBT-SO3/ITO substrate, and (c) PVBT-SB/ITO substrate. (d) Grain perimeter histograms with
Gaussian fits, plots are stacked for clarity.
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To identify the origin of J-V hysteresis for zwitterion containing devices, we did a control
experiment, as shown in Figure 161. The solar cell devices were fabricated on ITO/PVBT-SB
and ITO/PVBT-SB:PVBT-SO3 substrates, separately. The J-V hysteresis was significantly
suppressed by decoupling the PVBT-SB film from the MAPbI3 layer. Since all the HTLs share
the same backbone compositions, we conclude that the zwitterionic side chains should induce
this J-V hysteresis. Previously we found that conjugated polymer zwitterions as cathode
interlayers in polymer solar cells do not cause J-V hysteresis. Thus, it is unlikely that the
zwitterions trap charges or the J-V hysteresis comes from the electronic process of the
devices.[653] Hence, another mobile component (e.g. ion migration) at the perovskite/PVBT-SB
interface contributes to this substantial difference in J-V characteristics.

Figure 161: The left shows a typical device architecture containing zwiterionic PVBT-SB as the
HTL with its J-V curve displaying hysteresis. When the interface is decoupled by PVBT-SO3,
right, the device J-V curve hysteresis is significantly reduced.
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3.8.4 Photoluminescence (PL) measurements
Figure 162 shows typical wavelength and time-resolved photoluminescence (TRPL)
measurements designed to compare charge extraction efficiency of HTLs from perovskite.
Figure 162a-b shows the TRPL decay traces and PL spectra of the three HTLs spin-coated on
glass with perovskite films spin-coated on top, prepared with identical perovskite film thickness
as the working solar cell devices. The perovskite/interlayer samples were assayed over multiple
regions of the film with identical exposure time and laser excitation power. PL measurements on
similar perovskite/PVBT-SB interlayer samples were also made by coating on ITO substrates
(Figure 163), which showed no significant changes in PL characteristics in comparison to the
glass-only substrates. Both the PVBT-TMA and PVBT-SO3 showed single exponential decay
(Figure 162a), characteristics of MAPbI3 films, with lifetimes of τ = 47 ns and τ = 34 ns,
respectively, whereas the PVBT-SB interlayer displayed a pronounced power law decay ( µ = 3.55), indicative of a two-body recombination of dilute polaron pairs.[654,655] The PVBT-SB
interlayer also showed strongly quenched PL (Figure 162b), suggesting efficient charge
extraction. The improved charge extraction arises from interfacial polarization, which is
discussed later in this manuscript.

Figure 162: Time-resolved photoluminescence (TRPL) and photoluminescence (PL)
characterizations of perovskite films with different HTLs. TRPL (a) and PL (b) of
glass/HTL/perovskite films.
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Figure 163: Time-resolved photoluminescence (TRPL) characterization of perovskite films with
PVBT-SB HTLs on ITO versus glass. Both ITO and glass showed power law decays (µ = -5.04
and µ = -4.39, respectively), which is characteristic of two-body recombination of dilute polaron
pairs.

3.8.5 Electrochemical impedance spectroscopy (EIS) measurements
We used EIS to analyze the different processes (and their respective time scales) that occur in
devices containing different HTLs. Impedance was measured by applying a 20 mV AC voltage
and scanning a frequency range of 1 MHz to 40 Hz under illumination from an AM1.5G solar
simulator. The EIS Nyquist plots are shown in Figure 164a-d, where the real component of the
impedance (Z’) is the abscissa and the imaginary part (Z”) is the ordinate. The Nyquist plots are
fit with equivalent circuit models (Figure 164e-f) as discussed below. The Nyquist plots can be
divided into the high frequency semicircle (closest to the origin) that represents predominately
electronic transport, and the low frequency regime which arises from MA+ ion transport.[449]
All devices showed an initial semicircular behavior at high frequency. At low frequency, for
devices with cationic PVBT-TMA and anionic PVBT-SO3 HTLs (Figure 164a-b), impedance is
represented by linear semi-infinite ion diffusion.[25,477] We have modeled these impedance
spectra with the equivalent circuit, model A (Figure 164e),[449] which combines high frequency
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charge and low frequency ionic transport. The impedance is modeled with a charge
transport/recombination resistance (Rtr) in series with an interfacial charge transfer resistance
(RCT). The ion diffusion is modeled with a constant phase Warburg element (Ws). Charge
accumulation at the interface is modeled with a Debye-layer capacitance (CDL), while charge
stored in the perovskite is modeled as chemical capacitance (Cµ). Contact resistance between
layers and in the contacts is modeled with a series resistance (Rs). All calculated fit parameters
are shown in Table 20.
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Table 20: EIS model fit parameters
PVBTPVBT-SO3

PVBT-SB/

PVBT-SB/

PVBT-SO3

PVBT-SO3

PVBT-SB

TMA
Model

Fit Model A

Fit Model A

Fit Model B

Fit Model A

Fit Model B

χ2

0.0136

0.0134

0.0133

0.0158

0.0158

Rs (Ω)

67.43

65.44

69.65

70.31

70.19

Rtr (Ω)

567.9

661.3

771.6

587.2

582.4

RCT (Ω)

35.36

183.8

61.06

130.9

115.2

AW (Ω)

4259

2791

763.5

1387

2686

TW (s)

0.037

0.022

0.030

0.023

0.055

PW

0.66

0.56

0.74

0.51

0.61

0.719

0.137

0.109

0.063

0.062

Cµ (nF)

2.83

3.24

2.76

3.46

3.45

Rint (Ω)

N/A

N/A

547.2

N/A

54.42

N/A

N/A

1.26×10-5

N/A

7.44×10-6

CDL
(µs/ Ω)

CPEint
0.8

(s /Ω)

For devices containing zwitterionic PVBT-SB, there is a clear linear part of the spectra
followed by a semicircle bending towards the real axis (Figure 164c). In mass transport, there are
two scenarios where this type of behavior arises.[25] First, the ions diffuse to a reflecting but
reactive boundary where the resistance for reaction is several orders of magnitude less than
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resistance to ion diffusion. In this case the ions react much more rapidly than they diffuse to the
interface and effectively do not experience the boundary, due to rapid decay in ion concentration
near the interface. The second scenario is that the ions diffuse to an adsorbing boundary, in
which the Nyquist plot will appear as a linear component followed by a semicircular approach to
the real axis irrespective of whether the boundary is reactive. A reversible electrochemical
reaction at the perovskite/PVT-SB interface is not expected nor would this account for the semireversible device J-V hysteresis. Therefore, the results suggest that the PVBT-SB provides an
adsorbing boundary for mobile MA+ to diffuse through the MAPbI3 active layer. To test this
hypothesis, we decoupled the MAPbI3/PVBT-SB interface with an additional layer of PVBTSO3. The EIS spectrum of this device is shown in Figure 164d as the control sample, which
appears to behave similarly to the PVBT-SO3-only device, with a linear Warburg component at
low frequencies representative of semi-infinite diffusion. In addition, we fit the EIS spectra of
the devices containing PVBT-SB with model B (Figure 164f). This model is model A with an
additional RC component to represent the electric double layer formed by the combination of the
zwitterionic dipole with the formation of an inner Helmholtz layer from adsorbed ions, which are
represented as Rint and CPEint , respectively. Due to the heterogeneity of the interface, we use an
imperfect capacitor CPE (constant phase element)[25] with an exponent ~ 0.8, where an
exponent of 1.0 is characteristic of a perfect capacitor.
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Figure 164: Nyquist plots for devices with HTLs of (a) PVBT-TMA, (b) PVBT-SO3, (c) PVBTSB, and (d) PVBT-SB covered with PVBT-SO3 (open symbols are EIS data, colored symbols
designate specific frequencies, and solid lines are equivalent circuit fit models.) model A (e) was
used to fit Nyquist plots in a, b and d, while model B (f) was used to fit Nyquist plot in c.

We calculated Rtr for these devices, which represents charge recombination resistance.[559]
For devices containing PVBT-TMA, Rtr ~ 578 Ω, PVBT-SO3, Rtr ~ 661 Ω, and PVBT-SB, Rtr ~
772 Ω. These results agree with the outcome of PL quenching experiments. Therefore, PVBT-SB
should theoretically function optimally as an HTL, if the high frequency electronic components
of the impedance spectra were the only factors influencing device performance. It is now evident
that the slow low frequency processes occurring at the interface in the perovskite solar cells are
crucial and this understanding provides valuable insight into device performance.
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The low frequency normalized Bode imaginary plot for all three devices is shown in Figure
166a, where the peak position, in Hz, is characteristic of the timescale of ionic photo-response
due to an applied AC bias. Here, we show that devices containing PVBT-SB HTL have the
slowest response due to ions. Recent work by Correa-Baena et al.[641] has shown that increasing
the ionic response time by increasing crystal size reduces device J-V hysteresis. However, in that
work, the increase in response time was approximately two orders of magnitude. Conversely, in
this study, the response due to ions is of the same order of magnitude and the MAPbI3 grains are
all of comparable sizes, suggesting that the response time alone cannot account for the hysteresis,
further substantiating that interfacial phenomena plays a critical role.
The low frequency Warburg ion transport impedance element is calculated by the
equation:[449,469]
tanh (𝑗𝜔𝑇· )Æ
𝑊o = 𝐴·
(𝑗𝜔𝑇· )Æ
Where AW is the Warburg resistance, TW is Warburg time constant, and P is the exponent which
is ~0.5 for perfect Warburg mass diffusion. Using the fit models we calculate AW for devices
containing different HTLs. For devices containing PVBT-TMA, AW ~ 4259 Ω, PVBT-SO3, AW ~
2791 Ω, and PVBT-SB, AW ~ 764 Ω. A confirmation of Warburg-like ion diffusion is a plot of
|Z'| and |Z''| versus ω-1/2, where in the low frequency regime the slope for both is ~ AW, the lines
are parallel, and the imaginary component intersects the ordinate at ~ 0 Ω.[477] These are shown
for all three HTLs containing devices in Figure 165, confirming Warburg ion diffusion in the
devices. We show that the Warburg ion transport resistance (AW) is the lowest for devices
containing PVBT-SB. It has been reported in CeOx ionic conductors, that as AW approaches
infinity the boundary is fully blocking, and as AW approaches 0 Ω, the boundary is ideally
adsorbing.[469]
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Figure 165: Warburg impedance plots. A plot of |Z'| (closed symbols) and |Z''| (open symbols)
versus ω-1/2, for perovskite devices containing (a) PVBT-TMA, (b) PVBT-SO3, and (c) PVBTSB. Dashed lines show linear fits with slope = AW. The fit of the imaginary component intersects
the ordinate at ~0 Ω.

To probe the effect of AW on these systems, we conducted an impedance spectra simulation
experiment[469] using model B. In the simulation all parameters are held constant, and, relevant
to the experimental systems studied above, except for AW that was varied from 0 Ω to 1×1020 Ω.
In the simulation, the initial (high frequency) semicircle attributed to predominantly electronic
processes is, as expected, unchanged by AW. However, AW heavily influences the second
component of the simulated Nyquist plot, which in the model is attributable to slower ionic
transport. The relationship between AW and the behavior at the boundary can be seen in the
simulated impedance spectra in Figure 166b. When AW = 0 Ω, the boundary is perfectly
adsorbing, as evidenced by the semicircle dropping toward the real axis. When AW = 1×1020 Ω,
the boundary is perfectly blocking, which is shown in the simulated Nyquist plot as a capacitive
(phase = 90°) line. For AW ≈ 100 - 1000 Ω, the boundary is partially adsorbing, where the second
(low frequency) semicircle bends towards the real axis. When AW ≈ 3000 - 10000 Ω, the
simulated Nyquist plots show semi-infinite Warburg diffusion. The experimental values of AW
for devices with PVBT-TMA and PVBT-SO3 fall within the simulated range for a semi-infinite
diffusion model, which is indeed observed in the experimental impedance spectra. The
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experimental AW derived for PVBT-SB devices falls within the range for an adsorbing boundary,
and is observed experimentally. These studies thus show how AW can be used as a metric to
describe the adsorbing or blocking nature of the boundary.

Figure 166: Ionic response analysis and the simulated Nyquist plot. (a) Normalized imaginary
Bode plots, in the low-frequency ionic response regime, for devices containing all three HTLs.
(b) Simulated Nyquist impedance spectra plots using fit model B shown in Figure 164f,
modulating AW and keeping all other fit parameters constant.

We also estimate the diffusion coefficient D for ion migration in these samples using the
equation:[469]
𝐷≈

𝐿Bg
𝑇·

Where LD is the maximum diffusion length, taken to be the perovskite thickness (~300 nm).
For devices containing PVBT-TMA, D ~ 2.43 × 10-8 cm2 s-1, PVBT-SO3, D ~ 4.08 × 10-8 cm2 s-1,
and for PVBT-SB, D ~ 2.98 × 10-8 cm2 s-1. For our control device containing PVBT-SO3 between
perovskite and PVBT-SB, we obtained D ~ 3.98× 10-8 cm2 s-1. These differences in D are
inconsequential, thus the rate of ion diffusion is not a contributing factor to J-V hysteresis in
PVBT-SB containing devices, and more likely due to effects of the ion adsorbing boundary.
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3.8.6 Kelvin Probe Force Microscopy (KPFM) Measurements
We hypothesized that the zwitterionic PVBT-SB induces an adsorbing boundary for moving
ions in MAPbI3 based solar cells. The hydrophilic DMF solvent used for perovskite fabrication
selectively dissolves zwitterionic pendent groups at the HTL surface, holding the potential to
facilitate the orientation of zwitterionic dipoles at the interface with MAPbI3 upon deposition
from DMF. To experimentally probe this hypothesis, we turned to KPFM, which has the
capability to sensitively detect changes in surface potential as a result of permanent electrostatic
dipole orientation.[656,657] Figure 167a-b show representative AFM topographic and KPFM
surface potential maps, respectively, for PVBT-SB spin coated on ITO/glass substrates. We
performed three independent scans and calculated an average potential of 684.09 ± 40.05 mV.
We next took a similarly prepared PVBT-SB film on ITO/glass, spin coated DMF on top, and
removed residual solvent in vacuum. Figure 167c-d show representative topographic and surface
potential maps for this DMF-washed sample, respectively. The results show that, despite similar
topographies, there is a drastically different surface potential. The average potential measured,
over three scans, for the DMF-washed PVBT-SB film was 465.71± 2.50 mV. This large decrease
in surface potential suggests a greater percentage of sulfonate groups orienting outward the
polymer film surface. Further, there is a ~93% decrease in the error over multiple measurements
for samples after DMF washing, suggesting a more ordered surface. Based on the KPFM results,
we propose the model shown in Figure 167e, where DMF aligns the zwitterionic side chains of
PVBT-SB toward the MAPbI3. This orientation creates an effective double layer capacitance that
can trap mobile MA+ migrating to the interface.[658]
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Figure 167: AFM and KPFM characterization of PVBT-SB thin films. Topographic AFM (a)
and KPFM surface potential (b) maps for PVBT-SB on ITO/glass. Topographic AFM (c) and
KPFM surface potential (d) maps for DMF-washed PVBT-SB on ITO/glass. Scale bar is 250
nm. (e) Proposed model of zwitterion orientation at interface between perovskite and HTL.

3.8.7 Conductive Atomic Force Microscopy (cAFM) Measurements
We next used cAFM to analyze the dark current-voltage (I-V) characteristics of individual
MAPbI3 grains on the three different HTLs. In this experiment, MAPbI3 polycrystalline films
were deposited on HTL/ITO/glass substrates as in device fabrication. Using ITO as the bottom
electrode and a Pt/Ir coated AFM probe as the top electrode, a bias voltage was applied and the
current measured. To study the time and bias direction dependent I-V dynamics, a triangle bias
wave was applied at a rate of 0.4 Hz, with a maximum bias of +4.0 V and a minimum of -4.0 V.
We analyzed the I-V characteristics from 0 V to +4.0 V since this produced more consistent
results than the negative applied fields.
The topographic AFM image of MAPbI3 on PVBT-TMA is shown in Figure 168a, and the
three selected grains for current-voltage analysis are expanded next to the image. Semi-log I-V
plots for the three individual grains are shown in Figure 169a-c. ‘Grain 1’ shows I-V hysteresis
on all three forward and reverse biases. However, after three cycles the current measured at the
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maximum voltage was still comparable. ‘Grain 2’ shows slight I-V hysteresis on the first two
cycles, thereafter, the current decreased on the last cycle. ‘Grain 3’ shows limited hysteresis over
all three cycles and maintained comparable current throughout the cycling. Figure 168d shows a
plot of current and bias triangle wave vs. time for ‘Grains 1-3’.
The topographic AFM image and zoomed areas of interest of MAPbI3 on PVBT-SO3 are
shown in Figure 168b. Semi-log I-V plots for the three individual grains are shown in Figure
169d-f. ‘Grain 4’ shows minimal I-V hysteresis, and maintains a maximum current throughout
the three bias voltage cycles. ‘Grain 5’ shows minimal I-V hysteresis in the first cycle, significant
I-V hysteresis in the second cycles, followed by a loss of current in the third cycle. ‘Grain 6’
shows I-V hysteresis in all three voltage cycles with incremental decrease in current over those
cycles. Figure 168e shows a plot of current and bias as a function of time for ‘Grains 4-6’.
Figure 168c shows the topographic AFM image as well as zoomed-in areas for MAPbI3 on
PVBT-SB. Semi-log I-V plots for the three individual grains are shown in Figure 169g-i.
Interestingly, all three analyzed grains on PVBT-SB showed significantly higher current than
PVBT-TMA and PVBT-SO3 on the first cycle, albeit with significant I-V hysteresis. This higher
current is presumably due to the current associated with ion movement and the formation of a pi-n polarity. Further, all three grains showed a dramatic decrease in current upon further I-V
cycles. We hypothesize that this is due to the trapping of mobile ions in the PVBT-SB layer.
Figure 168f shows a decrease in current for ‘Grains 7-9’ over time as the triangle bias wave is
applied.
To conclude the cAFM studies, individual MAPbI3 grains on different HTLs demonstrated
heterogeneous I-V characteristics. Grains on PVBT-TMA and PVBT-SO3 did however
demonstrate markedly less I-V hysteresis than grains on PVBT-SB. Furthermore, the slight I-V
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hysteresis observed for PVBT-TMA and PVBT-SO3 can be attributed to lack of passivation by
PC61BM ETL, which is present in devices. Grains on PVBT-TMA and PVBT-SO3 showed
consistent currents over multiple I-V cycles compared to PVBT-SB, which decreased over
cycling, this is due to the adsorbing nature of PVBT-SB on MA+ vacancies. Moreover, the I-V
hysteresis for grains on PVBT-TMA and PVBT-SO3 is quite different from the hysteresis for
grains on PVBT-SB. Upon close examination of the first I-V cycle, in the reverse bias direction,
grains on PVBT-TMA and PVBT-SO3 showed an initial increase in current compared to the
forward bias direction, while grains on PVBT-SB all demonstrated a decrease in current. We
speculate that the slow, yet reversible, dynamics of ion transport in MAPbI3 grains on PVBTTMA and PVBT-SO3 are the cause of this increasing current in I-V hysteresis. On the other hand,
PVBT-SB interface provides a more irreversible trapping of ions, therefore the current decreases
in the reverse bias direction.
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Figure 168: cAFM characterizations of perovskite films on different HTLs. Tapping mode AFM
images of MAPbI3 on (a) PVBT-TMA, (b) PVBT-SO3, and (c) PVBT-SB. Expanded AFM
images are shown for each for the specific grains where I-V measurements were made. Current
vs time graphs for (d) PVBT-TMA, (e) PVBT-SO3, and (f) PVBT-SB, showing current response
to triangle bias wave.
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Figure 169: Semi-log I-V curves over three forward/reverse bias cycles for individual MAPbI3 on
(a-c) ‘Grains 1-3’ PVBT-TMA, (d-f) ‘Grains 4 -6’ PVBT-SO3, and (g-i) ‘Grains 7- 9’ PVBTSB.

3.8.8 Memristic Characterization
Memristors are circuit elements in which the resistance is not constant but depends on
“memory” of prior I-V scanning cycles. The device memory is realized by gradual tuning of
resistance in consecutive voltage sweeps. Memristor research has focused primarily on metaloxide-semiconductors containing regions with a high percentage of dopants and coupled
electronic and ionic transport.[659] An applied electric field shifts the edge between doped and
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undoped regions in the bulk, altering the composite resistance.[660] While ion migrationgenerated I-V hysteresis is undesirable for photovoltaics, it is of use in memristors. In a recent
research on perovskite-based memristors, memristic properties were obtained by changing the
“speed” of ion migration through the bulk grain boundaries.[642,661] Here, we introduce a new
concept to obtain memristic properties by trapping ions at the interface. Two-terminal devices
were fabricated with an architecture of ITO/ PVBT-SO3 or PVBT-SB/MAPbI3/Au (Figure 170a
an d). In the dark, consecutive positive and negative voltage sweeps, 0 V to 1.5 V, and 0 V to 1.5 V or 0 V to -1.9 V, respectively, were performed at a constant scanning speed of 140 mV/s.
Here, we again demonstrate the role of interfacial ionic functionalities on ion transport. Devices
containing PVBT-SO3 showed negligible I-V hysteresis (Figure 170b-c). Devices containing
PVBT-SB showed characteristic memristor behavior: I-V hysteresis accompanied with the tuning
of the dark current under consecutive bias sweeps (Figure 170e-f). Under the voltage sweeps
from 0 V to 1.5 V, the holes injected from ITO/PVBT-SB into the devices and the MA+ ions
trapped at the PVBT-SB layer should be continually pushed out, inducing the gradually
increased current (Figure 170e). Under the voltage sweeps from 0 V to -1.5 V, the moving MA+
ions were trapped by PVBT-SB and accumulated at the interface between perovskite and PVBTSB, which generated a reverse electric field and impeded the further injection of holes from Au.
Thus, a decrease of the current was found in the continually negative voltage scans.
We utilized the ion adsorption/desorption, arising from chemical functionality at the interface,
to demonstrate memory write, read, and erase capabilities. As shown in Figure 171a, we can use
a positive voltage scan as the writing process. A small constant voltage of 0.5 V was then applied
as the reading voltage and the output current (high level) can be defined as the ON state. After
that, the negative voltage scan was used as the erasing process and the same reading voltage (0.5
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V) only gave a low level output current, which can be defined as the OFF state. Another writingreading-erasing-reading cycle was shown in Figure 171b, where the constant writing (3 V) and
erasing (-3 V) voltages were applied. We still found after the writing process by positive voltage,
the 0.5 V reading voltage gave a high level output current (ON state). Then constant negative
voltage scan was applied as erasing process, inducing a low level output current (OFF state)
under the small reading voltage of 0.5 V. Thus, we can realize the simplest case of 0-1storage
(two states) in perovskite devices. As the current can be tuned with successive voltage sweeps,
higher order computing logic could be implemented with these types of devices. This is, to the
best of our knowledge, the first example of using interfacial chemistry to obtain memristic
behavior in perovskite-based devices, and opens new avenues to future non-volatile memory
applications.

Figure 170: Characterizations of perovskite memristors. Perovskite diode device containing
PVBT-SO3 and its typical I-V curves (a-c). Perovskite diode device containing PVBT-SB and its
typical I-V curves (d-f).
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Figure 171: Perovskite devices containing PVBT-SB HTL showing non-volatile memory write,
read, and erase capabilities. (a) The writing and erasing process were realized by continuously
increased bias voltage; (b) the writing and erasing process were realized by constant bias voltage.
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We have demonstrated the significant impact that ionic processes, influenced by interface
engineering, can have on the J-V hysteresis in inverted planar heterojunction perovskite solar
cells and how this can be used for perovskite-based memristors. By varying the surface
properties of HTLs with different ionic characteristics (anionic, zwitterionic and cationic), we
addressed a critical question concerning ion migration at the interface in perovskite solar cells
and the impact on J-V hysteresis. For anionic and cationic HTLs, ions are able to move freely to
and from the interface, resulting in only minor J-V hysteresis. For a zwitterionic HTL, EIS and
cAFM characterization confirmed that the zwitterionic pendent groups interacted with the
moving ions during device operation, inducing a serious J-V hysteresis. Hence, we confirmed
that one of the origins of J-V hysteresis in perovskite solar cells is the trapping of ions at the
interface between the perovskite layer and charge selective transport layer. We also proposed a
model, based on KPFM measurements, to explain how oriented zwitterionic pendent groups trap
ions at the interface via an effective electric double layer. The concept of ion trapping at the
interface was also used to develop perovskite-based memristors, taking advantage of ionic
process in perovskites. This research clarifies the influence of ion migration on interface
engineering in perovskite solar cells, provides guidelines on performing perovskite device
optimization at the interface, and provides an avenue for developing multifunctional perovskite
devices through interface engineering.
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APPENDICES
APPENDIX A
CONDUCTING ATOMIC FORCE MICROSCOPY (cAFM) – DETAILED
EXPERIMENTAL PROCEDURE
cAFM was performed in Orca mode on the Oxford Instruments Asylum Research MFP3d
stand-alone instrument. Probes used were either a Cr/Pt coated Si probe (Budget Sensors ContEG, Force Constant = 0.2 N/m) or an Ir/Pt coated Si probe (AppNano ANSCM-PT, Force
Constant = 1-5 N/m)
1. Samples for cAFM are prepared on some electrode, generally ITO.
2. The sample is fixed to the ORCA sample holder using double sided tape.
3. Using a razor blade, a small section, in the corner of the substrate, is scraped away to expose
electrode.
4. Contact is made to the electrode using the provided clip on the ORCA sample holder.
5. The conducting AFM probe is loaded into the ORCA cantilever holder, and a small wire is
connected to the POGO Out on the holder.
6. The cantilever holder is connected to the scanning head, and the sample holder is affixed to
the stage magnetically. Also, the POGO Out wire is connected to the ORCA sample stage.
7. The LED is turned on and aligned on the cantilever (maximum sum), centered horizontally,
and towards the end of the cantilever vertically.
8. The deflection of the LED light off the cantilever is adjusted so that it is centered on the
photodiode.
9. Using the autotune protocol, the resonant oscillation frequency is found. In general, a target
amplitude of 1 V, and target percent of -5% (repulsive regime) are used
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10. Click Engage, the piezo is fully extended, and the feedback set point is set (generally to
0.05 V), then the AFM head is manually lowered towards the sample using the scroll wheels
which lower the legs on the head.
11. By monitoring the z-voltage applied to the piezo, the height is manually set at where the
piezo is retracted halfway. A bubble level is used to ensure that the AFM head is level.
12. To make a current map of the sample, set the imaging mode to contact.
13. set the desired scan size, rate, angle and resolution. I find that scan sizes of 2.5 µm -5 µm at
a rate of 0.3 Hz produce the best scans.
14. In the AR do IV panel check ‘Use’ sample voltage, and set the voltage. Engage the probe to
the sample and zero the current sensor. Then click ‘Do Scan’.
15. To do current-voltage measurements, (cAFM spectroscopy). First, set the imaging mode to
AC mode, set the desired scan size, rate, angle and resolution.
16. Click ‘Do Scan’ and make a topographic map in tapping mode.
17. In the AR do IV panel check click DoIV pick point, and pick spot on AFM map, then click
DoIV go there.
18. Set the IV amplitude, frequency, function (wave shape), number of cycles, average (or not),
and whether to apply bias to probe or electrode (‘drives what?’). The make measurement by
clicking ‘Do it’.
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Figure 172: cAFM setup, from Ref. [662].

Figure 173: cAFM software panels.
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APPENDIX B
KELVIN PROBE FORCE MICROSCOPY (KPFM) – DETAILED EXPERIMENTAL
PROCEDURE
KPFM was performed on the Oxford Instuments Asylum Research MFP3d stand-alone
instrument. Probes used were Ir/Pt coated Si probe (AppNano ANSCM-PT, Force Constant = 15 N/m).
1. Samples for KPFM are prepared on some electrode, generally ITO.
2. The sample is fixed to the ORCA sample holder using double sided tape.
3. Using a razor blade, a small section, in the corner of the substrate, is scraped away to expose
electrode.
4. Contact is made to the electrode using the provided clip on the ORCA sample holder.
5. The conducting AFM probe is loaded into the standard cantilever holder.
6. The cantilever holder is connected to the scanning head, and the sample holder is affixed to
the stage magnetically.
7. A BNC cable is connected to any port on the BNC panel on the ARC2 Controller The outer
shell of the BNC cable (ground) is connected to the the sample to ground the
substratre/electrode.
8. The LED is turned on and aligned on the cantilever (maximum sum), centered horizontally,
and towards the end of the cantilever vertically.
9. The deflection of the LED light off the cantilever is adjusted so that it is centered on the
photodiode.
10. Using the autotune protocol, the resonant oscillation frequency is found. In general, a target
amplitude of 1 V, and target percent of -5% (repulsive regime) are used
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11. Click Engage, the piezo is fully extended, and the feedback set point is set (generally to
0.05 V), then the AFM head is manually lowered towards the sample using the scroll wheels
which lower the legs on the head.
12. By monitoring the z-voltage applied to the piezo, the height is manually set at where the
piezo is retracted halfway. A bubble level is used to ensure that the AFM head is level.
13. Engage the piezo, and in the Electric Tune Panel do single force measurement.
14. Click the arrow between normal tune and electric tune.
15. Click electric tune.
16. In the electric tune panel, you can also set a bias to be applied to the sample, to do this
experiment, instead of grounding the substrate to the outer shell of the BNC cable, run a wire
from the POGO out on the cantilever holder to the electrode.
17. In the Nap Panel, set the Nap height, I generally use 30 nm.
18. Click ‘Do Scan’ and make a topographic map in tapping mode and a surface potential map
in Nap mode.
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Figure 174: KPFM software panels.

Figure 175: Typical force curve
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APPENDIX C
MATLAB – RESISTOR NETWORK ALGORITHM
%%% Lawrence A. Renna %%%
%%% University of Massachusetts Amherst %%%
%%% lrenna.com %%%
%%% larryrenna@gmail.com %%%
%%% Last Edit 03/31/2016 09:23 %%%
%%% Please Cite LA Renna et al J. Phys. Chem. B, 2016, 120 (9), pp 2544ñ2556 DOI:
10.1021/acs.jpcb.5b11716
%%
number=1;
Data=FinalConfig;
if number==1;
VarR=system(5,1);
else
VarR=system(6,1);
end
promptA = 'Fraction Conducting Particle 1?:';
percentparticle = input(promptA);
percentotherparticle= 1-percentparticle;
VarR2=system(6,1);
%Delta
LittleDelta=0.09*VarR;
Zmax=system(7,6);
% Input Constants
tic
%% Add Radius and Delta to Data
for i=1:length(Data)
if Data(i,4)==2;
Data(i,5)=VarR2;
else Data(i,5)=VarR;
end
end
for i=1:length(Data)
Data(i,6)= Data(i,5)*LittleDelta;
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end
%% Random ID
numElements = length(Data);
letters2use = {1 2};
percentages = [percentparticle percentotherparticle];
numEach = round(percentages*numElements);
while sum(numEach) < numElements
[~,idx] = max(mod(percentages*numElements,1));
numEach(idx) = numEach(idx) + 1;
end
while sum(numEach) > numElements
[~,idx] = min(mod(percentages*numElements,1));
numEach(idx) = numEach(idx) - 1;
end
indices = randperm(numElements);
output = cell(size(indices));
lower = [0,cumsum(numEach(1:end-1))]+1;
upper = cumsum(numEach);
for i = 1:numel(lower)
[output{indices(lower(i):upper(i))}] = deal(letters2use{i});
end
o=cell2mat(output');
%% Separate Raw Data
RawX = Data(:, 1) ;
RawY = Data(:, 2) ;
RawZ = Data(:, 3) ;
RawRad = Data(:,5);
RawDelta = Data (:,6);
DataNew=[RawX, RawY, RawZ, o, RawRad, RawDelta];
%% Remove Data (ID = 2)
DataN=NaN*zeros*Data;
for n=1:length(Data);
if DataNew(n,4)==number;
DataN(n,1)=DataNew(n,1);
DataN(n,2)=DataNew(n,2);
DataN(n,3)=DataNew(n,3);
DataN(n,4)=DataNew(n,4);
DataN(n,5)=DataNew(n,5);
DataN(n,6)=DataNew(n,6);
end
end
% Remove data of other particle type
%% Sort and Extract Data
SortedData = sortrows(DataN,3);
% This sorts the data in Data by the third column/z value
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BigX = SortedData(:, 1) ;
BigY = SortedData(:, 2) ;
BigZ = SortedData(:, 3) ;
BigR = SortedData(:,5) ;
BigDelta = SortedData(:,6);
% This extracts the X, Y, and Z values from the sorted data.
%% Distance Matrix
DistanceMatrix=NaN*zeros(length(BigX), length(BigX));
for i=1:length(BigX);
for j=0:length(BigX);
if i+j<=length(BigX)
DistanceX=(BigX(i)-BigX(i+j))^2;
DistanceY=(BigY(i)-BigY(i+j))^2;
DistanceZ=(BigZ(i)-BigZ(i+j))^2;
DistanceMatrix(i,j+1)=sqrt(DistanceX+DistanceY+DistanceZ);
end
end
end
% This generates the distance matrix for each point to every other point
%% Path Matrix (1 = connected, 0 = not)
PathMatrix=NaN*zeros(length(BigX), length(BigX));
for x=1:length(BigX);
for y=1:length(BigX);
if DistanceMatrix(x,y)<(2*((BigR(x)+BigR(y))/2))+((BigDelta(x)+BigDelta(y))/2);
PathMatrix(x,y)=1;
else PathMatrix(x,y)=0;
end
end
end
% This find all the path distances that are considered connected and
% assigns it a 1, all non-connected points are assigned a 0
%% Assemble Connected Pts
[Row,Column]=find(PathMatrix==1);
PathCoordinates=horzcat(Row, Column +Row-1);
PathCoordinatesSort=sortrows(PathCoordinates);
% This finds all the 1's and assembles them into an x,y matrix for each two
% point connections; and then sorts them by first point in a connection
%% Sparse Matrix
column1 = PathCoordinatesSort(:, 1) ;
column2 = PathCoordinatesSort(:, 2) ;
% These make the coordinate matrix into two columns
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DG = sparse(column1,column2,1);
% This makes an array of connected pairs all with same path length of 1
%% Start and End Pts
StartPts=NaN*zeros(length(BigZ));
for z=1:length(BigZ);
if BigZ(z)-BigR(z) <=0 ;
StartPts(z) = BigZ(z);
else StartPts(z) =NaN ;
end
end
% This finds the starting points
EndPts=NaN*zeros(length(BigZ));
for z=1:length(BigZ);
if Zmax -BigZ(z) <BigR(z) ;
EndPts(z) = BigZ(z);
else EndPts(z) =NaN ;
end
end
% This Finds the end points.
[startz]=find(StartPts>=0);
[endz]=find(EndPts>=0);
STARTz=startz';
ENDz=endz';
% This gives the point ID for start and end points,then flips rows to columns
%% Shortest Path
ConnectedPathsMatrix=NaN*zeros(length(STARTz), length(ENDz));
for i=1 : length(STARTz);
for j=1 : length(ENDz);
ConnectedPathsMatrix(i,j)= graphshortestpath(DG, STARTz(i), ENDz(j));
end
end
% This finds the shortest path from each starting point to each end point
ConnectedPathsMatrixInverse=NaN*zeros(length(STARTz), length(ENDz));
for i=1 : length(STARTz);
for j=1 : length(ENDz);
if ConnectedPathsMatrix(i,j)>length(DataN);
ConnectedPathsMatrixInverse(i,j)=0;
else ConnectedPathsMatrixInverse(i,j)= inv(ConnectedPathsMatrix(i,j));
end
end
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end
% This takes the inverse of each path distance
S=sum(ConnectedPathsMatrixInverse,1);
% This sums the inverse distances to get the effective current
%% Surface Current
SurfaceCurrent=[endz,S'];
% This combines the end pt ID and the effective current, to give the
% effective current for each surface pt.
SC1=SurfaceCurrent';
% Transposes the surface current matrix
toc
%% Histogram
binsize=0.1;
hlength=50;
xsize=0:binsize:hlength;
hist(S,xsize);
H=hist(S,xsize);
HT1=[xsize',H'];
sc1=SC1';
% number of bins in histogram of current vs. counts, and plots.
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APPENDIX D
MATLAB – CONNECTIVITY ANALYSIS
%%% Lawrence A. Renna %%%
%%% University of Massachusetts Amherst %%%
%%% lrenna.com %%%
%%% lrenna@umass.edu %%%
%%% Last Edit 11/04/2014 9:06 %%%
%%% Number of connections and angle analysis %%%
%%
Data=FinalConfig;
prompt1 = 'Particle 1 or 2?:';
number=input(prompt1);
%
%prompt2 = 'Radius?:';
if number==1;
VarR=system(5,1);
else
VarR=system(6,1);
end
%prompt3 = 'Delta?:';
LittleDelta=0.09*VarR;
%prompt4 = 'Zmax?:';
Zmax=system(7,6);
% Input Constants
tic
%%
DataN=NaN*zeros*Data;
for n=1:length(Data);
if Data(n,4)==number;
DataN(n,1)=Data(n,1);
DataN(n,2)=Data(n,2);
DataN(n,3)=Data(n,3);
DataN(n,4)=Data(n,4);
end
end
% Remove data of other particle type
%%
SortedData = sortrows(DataN,3);
% This sorts the data in Data by the third column/z value
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BigX = SortedData(:, 1) ;
BigY = SortedData(:, 2) ;
BigZ = SortedData(:, 3) ;
% This extracts the X, Y, and Z values from the sorted data.
%%
DistanceMatrix=NaN*zeros(length(BigX), length(BigX));
for i=1:length(BigX);
for j=0:(length(BigX)-1);
if i+j<=length(BigX)
DistanceX=(BigX(i)-BigX(j+1))^2;
DistanceY=(BigY(i)-BigY(j+1))^2;
DistanceZ=(BigZ(i)-BigZ(j+1))^2;
DistanceMatrix(i,j+1)=sqrt(DistanceX+DistanceY+DistanceZ);
end
end
end
% This generates the distance matrix for each point to every other point
%%
PathMatrix=NaN*zeros(length(BigX), length(BigX));
for x=1:length(BigX);
for y=1:length(BigX);
if DistanceMatrix(x,y)<(2*VarR)+LittleDelta;
PathMatrix(x,y)=1;
else PathMatrix(x,y)=0;
end
end
end
% This find all the path distances that are considered connected and
% assigns it a 1, all non-connected points are assigned a 0
%%
[Row,Column]=find(PathMatrix==1);
HH=hist(Column,max(Column));
%%
NUMBCONNECT=NaN*zeros(1,length(HH));
for i=1 : length(HH);
NUMBCONNECT(i)= HH(i)-1;
end
%%
NCHist=hist(NUMBCONNECT,0:1:25);
hist(NUMBCONNECT,0:1:25)
connections = NCHist';
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%%
%%
mm=horzcat(Column,Row);
X = SortedData(:, 1) ;
Y = SortedData(:, 2) ;
Z = SortedData(:, 3) ;
%%
XDist=NaN*zeros*length(Column);
YDist=NaN*zeros*length(Column);
ZDist=NaN*zeros*length(Column);
for i=1:length(Column);
XDist(i)= X(Row(i))-X(Column(i));
YDist(i)= Y(Row(i))-Y(Column(i));
ZDist(i)= Z(Row(i))-Z(Column(i));
end
XD=XDist';
YD=YDist';
ZD=ZDist';
%%
aa=[Column,XD(:),YD(:),ZD(:)];
theta=NaN*zeros*length(XD);
CosTheta=NaN*zeros*length(XD);
for i=1:length(XD);
for j=1:25;
if i+j<= length(XD);
if aa(i,1)==aa(i+j,1);
u=[aa(i,2) aa(i,3) aa(i,4)];
v=[aa(i+j,2) aa(i+j,3) aa(i+j,4)];
CosTheta(i) = dot(u,v)/(norm(u)*norm(v));
theta(i) = acos(CosTheta(i))*180/pi;
end
end
end
end
Angle=theta';
%%
flipColumn=flipud(Column);
flipRow=flipud(Row);
mm2=horzcat(flipColumn,flipRow);
XDist2=NaN*zeros*length(flipColumn);
YDist2=NaN*zeros*length(flipColumn);
ZDist2=NaN*zeros*length(flipColumn);
for i=1:length(flipColumn);
XDist2(i)= X(flipRow(i))-X(flipColumn(i));
YDist2(i)= Y(flipRow(i))-Y(flipColumn(i));
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ZDist2(i)= Z(flipRow(i))-Z(flipColumn(i));
end
XD2=XDist2';
YD2=YDist2';
ZD2=ZDist2';
%%
aa2=[flipColumn,XD2(:),YD2(:),ZD2(:)];
theta2=NaN*zeros*length(XD2);
CosTheta2=NaN*zeros*length(XD2);
for i=1:length(XD2);
for j=1:25;
if i+j<= length(XD2);
if aa2(i,1)==aa2(i+j,1);
u2=[aa2(i,2) aa2(i,3) aa2(i,4)];
v2=[aa2(i+j,2) aa2(i+j,3) aa2(i+j,4)];
CosTheta2(i) = dot(u2,v2)/(norm(u2)*norm(v2));
theta2(i) = acos(CosTheta2(i))*180/pi;
end
end
end
end
Angle2=theta2';
%%
angles=hist(Angle,0:1:180);
angles2=hist(Angle2,0:1:180);
anglescombo=angles+angles2;
bar(0:1:180,anglescombo)
degrees=0:1:180;
CoordinationAngle=[degrees' anglescombo'];
%%
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APPENDIX E
MATLAB – WATERSHED ALGORITHM
%%% Lawrence A. Renna %%%
%%% University of Massachusetts Amherst %%%
%%% lrenna.com %%%
%%% larryrenna@gmail.com %%%
%%% Last Edit 11/21/2016 15:37 %%%
%%% Adapted from S. Eddins, Cell Segmentation, The MathWorks, Inc., 2006.
%%% Watershed algorithm for segmentation of grains in AFM image
%%
figure
imshow(orig)
figure
imshow(test)
% Original image (orig) and contrast enhanced image (test)
%%
I_eq = adapthisteq(test);
figure
imshow(I_eq)
% Further Contrast enhancement
%%
bw = im2bw(I_eq, graythresh(I_eq));
figure
imshow(bw)
% Apply Threshold
%%
bw2 = imfill(bw,'holes');
bw3 = imopen(bw2, ones(5,5));
bw4 = bwareaopen(bw3, 40);
bw4_perim = bwperim(bw4);
overlay = imoverlay(I_eq, bw4_perim, [.3 1 .3]);
figure
imshow(overlay)
% Clean image and overlay perim.
%%
mask_em = imextendedmax(I_eq, 30);
figure
imshow(mask_em)
% ID maxima
%%
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mask_em = imclose(mask_em, ones(5,5));
mask_em = imfill(mask_em, 'holes');
mask_em = bwareaopen(mask_em, 40);
overlay2 = imoverlay(I_eq, bw4_perim | mask_em, [.3 1 .3]);
figure
imshow(overlay2)
% Clean and overlay
%%
I_eq_c = imcomplement(I_eq);
I_mod = imimposemin(I_eq_c, ~bw4 | mask_em);
L = watershed(I_mod);
figure
imshow(label2rgb(L))
LL= label2rgb(L, 'jet', 'w', 'shuffle');
figure
imshow(LL)
figure
imshow(orig)
hold on
himage = imshow(LL);
himage.AlphaData = 0.3;
% Watershed and final image
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