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Abstract—Using convolutional neural networks we extend the
work by Dugdale’s group on socially relevant multi-agent sys-
tems in crisis and emergency situations by giving the artificial
agent the ability to precisely recognize escape signs, doors
and stairs for escape route planning. We build an efficient
recognition module consisting of three blocks of a depth-wise
separable convolutional layer, a max-pooling layer, and a batch-
normalization layer before dense, dropout and classifying the
image. A rigorous evaluation based on the MCIndoor20000
dataset shows excellent performance values (e.g. over 99.81
percent accuracy). In addition, our module architecture is 78
times smaller than the MCIndoor20000 benchmark – making
it suitable for embedding in operational drones and robots.
1. Introduction
While socially relevant multi-agent systems for crisis
and emergency management received widespread attention
from various research domains including computer science
[1]–[3], civil engineering [4,5], electrical engineering [6],
or aerospace engineering [7], a missing piece of applica-
ble software agents is related to its ability to recognize
situations and conclude action plans. An important step
towards applicable agents was carried out by Bratman [8,9]
who proposed the Belief-Desire-Intention (BDI) architecture
[1,3]. BDI agents provide artificial agents with human-like
decision making strategies, based upon their own sets of
beliefs about their environments [10]–[12]. In this view an
artificial agent needs to be aware of its environment [13].
Figure 1: Dugdale et al. combined agent architecture
Another important step was taken by Dugdale’s group
which proposed combining the BDI architecture and the
Situational Awareness [14] theory by Endsley (Fig. 1). End-
sley’s theory of Situational Awareness [14] explains human
decision making in complex environments. According to this
theory, ”[s]ituation awareness is the perception of the ele-
ments in the environment within a volume of time and space,
the comprehension of their meaning, and the projection of
their status in the near future.” (p. 36). The combination
of BDI architecture and Situational Awareness theory by
Dugdale’s group leads to better agent decisions [15,16].
Research has shown that the implementation of sophisticated
behavioral models (BDI, Situational Awareness theory, etc.)
in software agents is necessary for real-world multi-agent
systems [17]–[20].
The important missing piece for applicable software
agents comprises the recognition of the environment as a
precondition for understanding the current situation and to
plan sophisticated actions. More precisely, the missing piece
is related to level 1 of the Situational Awareness theory [14]
– which consists of three consecutive levels:
Level 1 Perception of elements in current situation:
All relevant elements and conditions of the environment
are recognized – building the basis for all further
levels of situational awareness.
Level 2 Comprehension of current situation: The
elements which have been perceived in level 1 are
now processed to understand the current situation in
the context of the agents’ goals.
Level 3 Projection of future status: Based on the levels
1 and 2 possible future action of the elements are
projected (action planning).
A significant practical weakness of most software agents
is that they lack level 1 capabilities, so that they are not
aware or only partially aware of their environment. However,
these level 1 capabilities are necessary for sophisticated
artificial agents’ decision making [13,16].
That is why by following the work by Dugdale’s group
on socially relevant multi-agent systems we propose a high-
class recognition module which substantially enhances level
1 capabilities. The module is based on convolutional neural
networks [21]. Classical machine learning approaches for
image recognition consist of two separate steps. In the first
step, the so-called feature engineering stage, raw data is
manually reduced to relevant representations. In the second
step, the so-called classification stage, an algorithm tries to
learn a mapping between these a priori generated features
and an output variable (a target). The idea behind the convo-
lutional neural networks is to combine these two steps into
one, where the classification automatically shapes the feature
engineering to extract more meaningful features with respect
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to the classification results. Therefore these networks are
capable of transforming raw data like pixel data from images
into more meaningful forms of representation, so-called
feature maps, to support the final decision on classification
[21]. These feature maps represent characteristic regions of
images, such as a nose in facial detection. Our recognition
module makes use of the most current deep learning devel-
opments (e.g. convolutional neural networks [21], inception
modules [22,23]), depth-wise-separable convolutions [24]).
Since one of the most challenging tasks of level 1 perception
is the visual recognition of objects and recognizing objects
is also one of the most difficult problems in computer vision
[24], we focus on object recognition in order to substantially
contribute to making multi-agent systems practically much
more relevant. We aim to develop a recognition module
with high performance which is suitable for embedding into
operational robots and drones.
The most important contributions are:
1) We build a highly effective recognition module with
an accuracy of over 99.81 percent which significantly
outperforms the current MCIndoor20000 benchmark
[25].
2) Our module architecture is 78 times smaller than the
MCIndoor20000 benchmark model and needs a signif-
icantly smaller amount of computational power [25],
making it suitable for embedding in artificial drones
and robots [26].
3) We extend the work by Dugdale’s group on socially
relevant multi-agent systems in crisis and emergency
situations by giving the artificial agent the ability to
precisely recognize objects [16].
4) We enhance the level 1 capabilities of Endsley’s Situ-
ational Awareness theory [14].
5) Our approach closes the gap in visual level 1 Situa-
tional Awareness capabilities for multi-agent systems,
showing the potential of artificial intelligence in crisis
and emergency management [16].
The paper is organized as follows: Next we present
an overview of related work before providing the research
methodology, including the applied deep learning methods
and the data used for evaluation. After that we show the
machine learning results concerning the performance eval-
uation and analysis of the architecture. We then discuss the
results and include theoretical and practical implications, be-
fore concluding with limitations and suggestions for future
research.
2. Related Work
Within the last two years object recognition has sub-
stantially improved due to the very recent advancements in
artificial neural networks, i.e. convolutional neural networks,
transfer learning, VGG16, AlexNet, GoogLeNet, cf. table 1.
In particular, Ding et al. [27] proposed a deep convolu-
tional neural network architecture with data augmentation
for object recognition in synthetic aperture radar images
(russian tanks, crashed planes, etc.). Their object recogni-
tion classifier achieved accuracies between 82.40 to 93.16
percent. Lagerstrom et al. [28] proposed using convolutional
neural networks for feature extraction and Random Forests
for classification to detect bushfires on CCTV images (86.60
percent accuracy). Arnold and Yamazaki [29] used con-
volutional neural networks (three layers) for their object
classifier. Based on an own collected dataset from collapsed
buildings they achieved accuracies from 76.17 to 83.64 per-
cent. Bashiri et al. [25] – who collected the MCIndoor20000
dataset which we also use in our work here – applied transfer
learning (AlexNet) and achieved 90.40 percent accuracy on
the original non-redundant part of their dataset. Giannakeris
et al. [30] presented a detection approach for classifying
objects (e.g. flood, fire) in disaster scenarios. They used
transfer learning based on VGG16 and achieved a very good
accuracy of 97.5 percent. Muhammad et al. [31,32] used
transfer learning based on AlexNet [31] and GoogLeNet
(Inception-V3) [32] for fire detection on CCTV images –
which raised accuracies to 94.39 and 94.43 percent.
However, our object recognition module will scrape on
the 100 percent line and will substantially outperform all
pre-existing classifiers (99.81 versus 82.40 to 97.50 percent
accuracies).
3. Methodology
In order to substantially contribute to artificial intelli-
gence research for crisis and emergency management and
ensure strong methodological rigor, we followed the spe-
cific machine learning guidelines [21]–[24] and conducted
a comprehensive literature review [33]–[35].
3.1. Convolutional Neural Networks (ConvNets)
Convolutional Neural Networks (ConvNets) consists of
an input and an output layer, as well as multiple hidden lay-
ers (Fig. 2. The hidden ConvNets layers typically consist of
convolutional layers, pooling layers, fully connected layers
and normalization layers [21].
In recent years convolutional neural networks (Con-
vNets) have shown huge advancements in computer vision,
establishing ConvNets as one of the prime algorithms for
machine learning in computer vision [21]. Competing in the
ImageNet competition – one of the most interesting com-
puter vision challenges – ConvNets have shown remarkable
performance enhancement in object recognition, segmenta-
tion and detection – outmatching human performance in
object detection [22]. Mainly driven by the yearly ImageNet
competition, ConvNets evolved from being deep stacks of
classical convolutional layers (AlexNet, VGG) [36,37] to
much more sophisticated architectures such as ResNet [38],
Inception-V3 [22] and Xception [24].
Most major ConvNet architectures need high amounts of
training data typically above 100,000 images. However in
most real-world scenarios acquiring 100,000 or more images
is very time consuming and therefore not applicable. A way
to avoid the usage of very large datasets is the application
of a transfer learning approach. This approach uses a pre-
trained ConvNet, to 1) extract useful features from the
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Author Year Method Accuracy [percent] Reference
Ding et al. 2016 Deep ConvNets with data augmentation 82.40 to 93.16 [27]
Lagerstrom et al. 2016 ConvNet + Random forest 86.60 [28]
Arnold and Yamazaki 2017 Small ConvNet for embedded systems 76.17 to 83.64 [29]
Bashiri et al. 2018 Transfer learning (AlexNet) 90.40 [25]
Giannakeris et al. 2018 Transfer learning (VGG16) 97.50 [30]
Muhammad et al. 2018 Transfer learning (AlexNet) 94.39 [31]
Muhammad et al. 2018 Transfer learning (GoogLeNet) 94.43 [32]
Table 1: Machine learning based object recognition models for crisis and disaster management.
Figure 2: Example of a ConvNet ar-
chitecture with 2 convolutional layer.
images or 2) extract features and fine-tune some of the
weights to improve feature extraction. The transfer learning
approach typically uses pre-trained ImageNet networks such
as VGG or ResNet and their learned general representations
of objects. The convolutional layers of the pre-trained net-
works provide features for fine tuning the final classifier
based on the new domain-specific dataset [23,39].
3.2. General ConvNet architecture
Typically ConvNets consist of multiple convolutional
layers. A convolutional layer for image data processes 3D
arrays, with width, height and color channels. Images are
processed by applying small filter-kernels on each image
array, transforming the original input into feature maps.
Common filter size include 3x3 and 5x5 patches, which are
applied to every patch of the input data [21]. By applying the
filters to every patch of the input data, spatial information
is preserved. The result of every filter is passed through a
non-linearty function like ReLU (rectified linear unit) and
then passed to a pooling layer. These layers reduce the
image size making the ConvNets more invariant to location.
By combining multiple convolutional and pooling layers,
ConvNets transform the image into more abstract feature
representations [21,24].
While showing very good performance, current state-
of-the-art ConvNets do require a reasonable amount of
hardware resources. Especially classical architectures like
AlexNet or VGG do have a higher amount of network
weights, consuming more system memory and requiring
more operations to compute. This makes them harder to
implement into embedded system, especially into battery-
powered devices like drones [23].
3.3. Inception modules
Classical ConvNet architectures for deep learning have
a typical standard architecture consisting of multiple stacks
of convolutional, max-pooling and normalization layers fol-
lowed by fully-connected layers and dropout. Until the
development of the inception module, ConvNets grew larger
and larger, in order to learn more complex feature represen-
tations and gain greater classification performance [36,37].
The drawback of increasing the network size in depth and
width is the heavy rise in network parameters and compu-
tational resources needed.
In normal convolutional layers the kernel is tasked with
learning spatial feature representations and cross-channel
representations at the same time. The inception module
splits this combined operation into separate operations,
where cross-channel correlations and spatial correlations
are looked at independently. A standard inception module
first covers the cross-channel correlations via a 1x1 con-
volution, mapping the input space into a smaller space,
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Figure 3: Simplified version of
inception module from [24].
before handling spatial-correlations with a standard 3x3 or
5x5 convolution [22]. A simplified version of an inception
module can be seen in Fig. 3. Inception modules have shown
a great improvement in classification performance, while
also decreasing the amount of model parameters [22,23].
The depth-wise separable convolution used in our ar-
chitecture is based on inception modules. The depth-wise
separable convolution implemented in many popular deep
learning frameworks such as TensorFlow performs a spatial
convolution over each input channel before doing a point-
wise convolution to build a new channel space. So in the
depth-wise separable convolution the order of operations is
inverted from inception modules [24].
3.4. Evaluation data and data pre-processing
We evaluated our recognition module on the MCIn-
door20000 dataset [25] consisting of 20,000 digital RGB im-
ages of hospital doors, signs and stairs. The dataset consists
of two parts: the original dataset including 2,000 images
and an extended dataset. The extended dataset consists
of different variations of the original dataset modified by
random rotations and four different types of artificial image
noise. However these variations are copies of the original
dataset, not containing any new images. Examples of each
class are given in Fig. 4.
To exclude redundant images in training and avert a
potential data leakage from training to testing data, we only
used the original non-redundant and non-permutated images
[40]. The total dataset size was 2,055 images. The images
where resized to 224x224 pixels before [0,1]-normalizing.
To rigorously evaluate the performance of the predictor
we carried out a hold-out cross validation, a widely used
performance evaluation approach. Hold-out cross validation
splits the dataset into two separate parts: a training set solely
used for training the model and an evaluation set which must
not be shown to the model during training. The evaluation is
only done on the evaluation data. Since the data is new to the
Figure 4: Example of each image class from [25].
model, potential overfitting of the model could be identified
[40]. We used 1,541 images for training (75 percent) and
514 images for evaluation (25 percent).
4. Results
For training of the convolutional neural network we used
Keras 2.1.5 package [41] with TensorFlow 1.8 as backend
[42], running on a Nvidia GeForce GTX 1080 Ti. The
training ran in a k-fold cross validation style on the training
data, with 10 iterations [40]. Each iteration had 20 training
epochs. The evaluation data has not been shown to the model
during training.
4.1. Our recognition module architecture
The model we used to distinguish between the MCIn-
door20000 classes consists of three blocks of depth-wise
separable convolutions combined with a max-pooling layer
and a batch-normalization layer. Our final model has
three depth-wise separable convolutional layers, three max-
pooling layers, three batch-normalization layers and two
fully connected layers. The model received RGB colored
images of shape 224x224x3. As shown in Fig. 5 the model
transforms the images into high-level abstractions of size
7x7x32. In particular, the depth-wise separable convolu-
tions help to reduce the amount of channels after each
convolutional layer, making the model more light-weight
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and computationally less expensive and thus applicable in
artificial drones and robots [26].
Figure 5: Our recognition module architecture.
4.2. Performance evaluation
We evaluated the recognition module in terms of class-
averaged sensitivity (true positive rate), precision (positive
predictive value), Cohen’s Kappa score and accuracy. As
shown in table 2 the classifier achieved excellent perfor-
mance values.
The results show that the proposed convolution neural
network has an accuracy of 99.805 percent in identify-
ing doors, signs or stairs. Cohen’s-Kappa score is 99.707
Performance indicator Value [percent]
Accuracy 99.805
True positive rate 99.805
True negative rate 99.899
Positive predictive value 99.807
Negative predictive value 99.701
Prevalence 33.334
Balanced accuracy 99.818
Kappa 99.707
Table 2: Evaluation indicators of
our object recognition module.
percent. Prevalence is 33.334 percent. Positive predictive
value is at 99.807 percent while negative predictive value is
at 99.701 percent, underpinning the very good results and
performance of our recognition module. Table 3 shows the
confusion matrix of the evaluation dataset.
Predicted
Door Sign Stair
A
ct
ua
l Door 182 1 0
Sign 0 179 0
Stair 0 0 152
Table 3: Confusion matrix of our classifier
based on the original image test dataset
As shown in table 3 only one object (i.e. a door) was
misclassified as a sign. The classification of all 514 images
took 2 seconds in total. The misclassified door is shown in
Fig. 6. While the door image was falsely classified as a sign,
the image also contains a small door sign which explains
the misclassification.
To calculate the difference in size between AlexNet
and our ConvNet architecture, we divided the amount of
weights in the convolutional layers of AlexNet with the
amount of weights in our architecture. According to Han
et al. [43], AlexNet has a total of 62M parameters whereof
59M parameters belong to non-convolutional layers, while
the remaining 3M weights reside in the convolutional layers.
In comparison to AlexNet, our ConvNet architecture is 78
times smaller.
5. Discussion
As demonstrated in table 2 our recognition module
performs very well and achieves a very good classification
performance. In addition, with an accuracy of 99.805 percent
and a Kappa of 99.707 percent using the original dataset our
module significantly outperforms the current benchmark by
Bashiri et al. [25] by 9.4 percent. In addition, our recognition
module outperforms all existing classifiers in terms of clas-
sification accuracy (cf. table 1). Put simply, our recognition
module correctly classified every stair, every sign, and every
door – with only a single exception. As shown in table 3 one
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Figure 6: Sole misclassification within the evaluation
set. While the door was falsely classified as a
sign, the image also contains a small door sign.
door was misclassified as a sign. However, this misclassified
door actually also contains a sign as shown in Fig. 6.
Since the benchmark by Bashiri et al. [25] also includes
a prediction on the extended dataset including redundant im-
ages, we also tested our model on the extended dataset. This
additional evaluation yielded very good results of 99.280
percent accuracy, also showing the model’s resilience against
artificial image noise and rotation.
5.1. Theoretical implications
Our recognition module allows the study of Endsley’s
situational awareness theory [14] in more detail. To empiri-
cally evaluate hypotheses from Endley’s theory, information
systems scholars can systematically vary Endsley’s proposed
design features to study the effects on mental workload,
stress and situational awareness.
In addition, we explicitly enhance the level 1 capabilities
of Endsley’s situational awareness theory. Our approach
closes the gap in visual level 1 situational awareness ca-
pabilities in multi-agent systems, showing the potential of
artificial intelligence in crisis and emergency management.
Finally, we extended the theoretical work by Dugdale’s
group on combining BDI-architecture and situational aware-
ness by using the proposed recognition module.
5.2. Practical implications
We built an high-performance visual recognition module
with an accuracy of over 99.81 percent which can be im-
plemented in socially relevant software agents. The imple-
mentation of such level 1 situational awareness capabilities
in software agents is an important precondition for further
improvements on operable multi-agents systems as well
as agent-based modeling and analyses in human decision
making [13,16]. In addition, multi-agent based simulations
for crisis disaster management can be coupled with our
recognition module, providing a more comprehensive and
holistic way of information presentation to crisis managers.
Such an implementation most likely reduces mental work-
load, stress and human mistakes [14].
Since the recognition module is highly-efficient (78
times smaller than the MCIndoor20000 benchmark model),
it can be implemented into robots or drones, providing a safe
means of automatic information acquisition in dangerous
emergency scenarios.
6. Conclusion
We built an efficient recognition module for object
detection in emergency situations, to augment the visual
recognition abilities of socially relevant multi-agent sys-
tems. Based on the most current deep learning develop-
ments (convolutional neural networks [21], inception mod-
ules [22,23]), depth-wise-separable convolutions [24]), we
built a very effective and light-weight recognition module.
The performance evaluation based on the MCIndoor20000
dataset showed that our model outperforms the benchmark
by Bashiri et al. [25] in terms of all performance indicators
and network size. As demonstrated in table 2 our model is
capable of recognizing objects with a very good accuracy
of 99.805 percent, only making one misclassification. Also
the model shows good adoption to image noise. We found
an architecture based on depth-wise separable convolutional
layers, max-pooling layers and batch-normalization layers
for efficient object recognition, outperforming the bench-
mark transfer learning approach [25]. In addition our net-
work size is 78 times smaller than the benchmark model,
making it also suitable for embedding into artificial drones
and robots [26].
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The recognition module enhances the level 1 capabil-
ities which is necessary for sophisticated artificial agents’
decision making [13,15,16].
6.1. Limitations
While the k-fold cross validation and the hold-out cross
validation provide high internal validity, the external validity
of our recognition module is not yet tested. Re-tests using
another dataset as well as the implementation and evaluation
in multi-agent systems is necessary to evaluate external va-
lidity. Another limitation is related to the current state of the
MCIndoor20000 dataset. It provides labels for three classes:
doors, signs and stairs but does not provide information
about the subtypes of each class, like elevator doors or
emergency staircases. Therefore the model cannot distin-
guish between subclasses of each object, which would be
necessary in a real-world emergency scenario. Furthermore
the model’s resilience against image noise could only be
tested using the artificial noise models provided by Bashiri
et al. [25]. In real life emergency scenarios images can show
additional noise coming from smoke, dust, fire, motion blur
or bad lighting [29].
6.2. Future work
In future work a) we will show re-evaluation results of
our recognition module based on another very large dataset
which increases external validity and b) we will present the
results of the implementation of our recognition module into
an artificial drone which demonstrates the high performance
in a real-world scenario (Fig. 7).
Figure 7: Implementation of
recognition module in a drone.
In addition, we will extend our work by evaluating
various agent coordination mechanisms (auctions [44]–[46]
versus negotiation [47]–[50]) within real-world routing and
escape scenarios [51].
Another future research line which we follow is related
to the non-invasive evaluation of the reduction of a user’s
cognitive workload [52]–[56] during crisis and escape sce-
narios by autonomous escape agents.
Furthermore, to improve our recognition module, in
future work we will include sub-class labelling in the MCIn-
door20000 dataset. This enables a distinction to be made
between sub-classes of doors, signs and stairs and to re-
fine escape route recognition and subsequently escape route
planning. In addition, we improve our model architecture
concerning the implementation of residual connections, cf.
[38]. We will also benchmark our module to other existing
approaches by runtime. Along with these refinements in data
labeling we will also thoroughly test the model’s resilience
against other types of image noise such as dust or smoke.
Beyond improvements of the model’s performance and ex-
ternal validity, scholars could implement the recognition
module into a multi-agent based simulation for emergency
situations, such as that proposed by Mancheva et al. [16].
The operational capability of the recognition module could
be further enhanced by scene recognition [57].
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