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Introduction
Detecting, encoding, and synthesizing relationships between objects is critical for many shape analysis and scene synthesis tasks. Handling even simple relations like 'on top of,' 'is next to,' or 'is touching' has been shown to be very useful for scene understanding [Liu et al. 2014] , structuring raw RGBD images [Shao et al. 2014] , realistic scene synthesis [Fisher et al. 2012; Chen et al. 2014 ], object retrieval [Fisher et al. 2011] , etc. Recently, more advanced relationship descriptors like IBS [Zhao et al. 2014] and ICON [Hu et al. 2015] have demonstrated the value of capturing Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for thirdparty components of this work must be honored. For all other uses, contact the owner/author(s). c 2016 Copyright held by the owner/author(s). SIGGRAPH '16 Technical Paper, July 24-28, 2016 , Anaheim, CA, ISBN: 978-1-4503-4279-7/16/07 DOI: http://dx.doi.org/10.1145 intricate relations via proxy objects , or with human agents Fisher et al. 2015] .
We present RAID, a relation-augmented image descriptor, to encode relationships between two regions in space. To be successful, a relationship descriptor should meet several expectations. Most importantly, a successful relationship descriptor should be discriminative enough to distinguish between simple relationships like 'on top of,' but also between complex relationships not treated by previous work, e.g., 'is enclosed by,' or 'is leaning on.' Additionally, the descriptor should be compact, enable fast comparisons between two relationships, and be robust to noise in the segmentation.
There are two strategies to obtain such a descriptor. First, a descriptor can be automatically learned, e.g., using convolutional neural networks. However, this requires a large amount of training data, possibly several thousands of labeled images. While millions of labeled images exist, some with object segmentations or object class labels, rarely do they come with relationship labels. Since obtaining such large quantities of data from scratch seemed impractical we opted against this approach. Second, a descriptor can be designed. Based on our experiments, Shape Contexts [Belongie et al. 2002] are the best available relationship descriptors for two-dimensional regions that describe simple point-to-region relationships such as 'below' or 'adjacent.' However, in a complex relationship between two regions, these simple point-to-region relationships usually vary over a region. For example, in Figure 3 , the head of the man is above the bench, while his feet are below. The key idea behind RAID is to capture the spatial distribution of such simple pointto-region relationships to describe more complex relationships between two image regions. Capturing the relationship distribution over the whole region, not just over separating surfaces like the IBS descriptor, makes our descriptor robust to topological noise and increases its discriminative power. Figure 2 We show three example queries where IBS is indicated with red curves. Since our descriptor uses information from the entire source region (orange), our results are different from IBS. For queries (a) and (b), we show results that are similar in RAID, but different in IBS, mainly due to topological differences. Query (c) shows a result where the separating surfaces are similar, but the remainder of the regions is different. Note that (a) and (b) are false negative IBS results, whereas (c) is a false positive result for IBS.
Such a tool immediately allows an artist to search for a particular scene configuration for inspiration, or a media creator to seek images with a particular assembly of objects. For example, the artist may ask for content with 'man riding a horse,' or 'man standing next to a horse,' or more generally 'man riding any object.' In a way, RAID enables querying by verbs relating image segment names by associating a particular descriptor with each such verb. The retrieved images can then be used to guide edit propagation [Berthouzoz et al. 2011; Yücer et al. 2012 ] by constraining edits to have a given relationship to the edited region, improve librarydriven image synthesis ] by returning more relevant regions from the library, or enhance image completion [Hays and Efros 2007; Huang et al. 2013] in context-dependent image regions.
We evaluate query performance as well as classification rates for RAID and compare against Shape Contexts as a baseline. We quantitatively measure performance as the precision of query results in a large dataset consisting of 10000+ images. Classification performance is tested on two smaller datasets, a synthetic dataset containing 164 images and a set of 75 images collected from the web. Additionally, we evaluate the robustness of our method to noisy inputs and compare the performance on manually segmented images versus automatically segmented images via two user studies. Results show that our method is able to successfully describe complex relationships with a clear improvement over Shape Contexts, is robust to boundary noise with average displacements up to 20% of the largest image dimension, and also performs well on automatically segmented regions, with a better performance than Shape Contexts applied to manually segmented regions.
To summarize, our main contribution is a method to encode complex relationships between 2D image regions in a simple descriptor that can be used to query large databases efficiently and does not need large volumes of training data. Further, RAID provides valuable insights for extensions to directly capture relationships in 3D.
Related Work
Most research on spatial relationships between image regions has been done in the field of content-based image retrieval. These methods usually focus on describing the composition of all regions in an image and use relatively simple models for pair-wise relationships.
The survey of Bloch [2005] gives a good overview of early methods that include statistics over distances or directions (although not both) between points in both regions. These methods do not attempt to describe complex relationships or capture a spatial distribution of relationships. More recent approaches can be classified by the type of models they employ, as outlined in the following paragraphs.
Shape descriptors. Several shape descriptors have been proposed over the last two decades. Surveys can be found in [Zhang and Lu 2004; Kazmi et al. 2013] . Some region-based shape descriptors can be adapted to describe the simple relationship between a point and an image region. These include polar and square shape matrices [Goshtasby 1985; Flusser 1992] , moment-based shape descriptors [Teague 1980; Celebi and Aslandogan 2005] and Shape Contexts [Belongie et al. 2002] . In this work, we describe a novel descriptor for complex relationship between two image regions. We use Shape Contexts [Belongie et al. 2002 ] as a baseline shape descriptor in our performance evaluations. Recently, two descriptors for geometric interactions of 3D objects have been proposed, IBS [Zhao et al. 2014] and ICON [Hu et al. 2015] . IBS characterizes the negative space between the objects as a subset of the Voronoi diagram defined between the objects. This has been used successfully to characterize the interaction between 3D objects. However, there are three main differences between IBS and our descriptor. First, the subset of the Voronoi diagram used in IBS can be sensitive to topology changes and topological noise. Image regions are prone to topological noise and similar interactions between image regions often exhibit different topology (see Figure 2 ), making such a descriptor less suitable. Second, only the separating surfaces (i.e., medial surfaces) are captured; the remainder of the interacting regions is not represented. Third, the histogram binning used for IBS features does not preserve information about the spatial distribution of these features. In contrast, RAID is robust to topological variations and captures the spatial distribution of features over the entire shape of image regions, increasing its discriminative power. We provide a quantiative comparison to IBS in Section 6. ICON, which generalizes IBS, suffers from the same limitations.
Sketch-based retrieval. One application of our method shown in Figure 1 is sketch-based image retrieval. Several methods have been proposed [Eitz et al. 2009b; Eitz et al. 2011; Eitz et al. 2012 ] that either retrieve 3D objects or images based on sketches. However these methods search for properties of a single object shown in the sketch. In our system, two regions are sketched and we search for regions with similar relationships. In Sketch2Photo [Chen et al. 2009 ] and Sketch2Scene [Xu et al. 2013 ] compositions of objects are sketched, but objects are retrieved individually, or based only on simple relationships that describe the context of the sketched object, e.g., the relative bounding box position and vertical supports.
Scene understanding and machine learning. An important part of scene understanding is to accurately identify the relationship between scene objects. Several methods tackle this challenge by creating models of region relationships. Malisiewicz and Efros [2009] encode the spatial context of image regions in a graph. Features used in the spatial context are the amount of overlap, relative displacement, relative scale and relative height between two regions. Kulkarni et al. [2013] use one specialized detector for each of their 16 simple relationship classes, such as 'above', 'on', and 'near'. Adding an additional class requires implementing an additional detector. Our approach describes more complex relationships and provides a single data-driven descriptor for all relationship classes.
source region target region below between above below between above crossing Figure 3 : Simple and complex relationships between the man and the bench shown on the left. We can identify several simple relationships between points in the source region (man) and the target region (bench). The relationships of each point are described by a polar histogram, with each bin colored according to the percentage of overlap with the target region. Some points are above the bench, some are below, and some are in between the bench segments. When looking at the spatial distribution of these simple relationships, we can infer the more complex 'crossing' relationship between source and target region.
Data-driven methods have recently gained popularity in research on scene understanding, mainly using deep neural networks trained either directly on images [Karpathy and Li 2015] or on features extracted from images [Jansen et al. 2015] . These methods achieve impressive results, but they require extremely large training datasets and would not produce reasonable results with a single example relationship. Additionally, given a set of labeled training data, only a fixed set of categories can be learned and training would need to be repeated with a new set of annotations for additional categories. Manually annotating relationships in image databases is more difficult than annotating objects, due to the quadratic number of relationships in an image, the fact that many object pairs might need multiple labels, and the difficulty of finding a useful and unambiguous set of categories for relationships. Some recent databases contain region relationships [Chao et al. 2015; Krishna et al. 2016 ] that could be used as training data. However, significant effort is involved in creating these databases and due to the number of examples needed for each relationship category, only a fixed number of categories can be learned from these datasets. Krishna et al. [2016] also reported some difficulties in generating an unambiguous set of relationship categories. Additionally, these databases capture semantic relationships, which are less suitable for learning the geometric relationships captured by RAID. Our method does not need to be trained on large datasets, enabling example-based queries for arbitrary relationships. We believe that our contribution is orthogonal to learning in general and that RAID could be useful for supervised and unsupervised learning, either as a method to augment training data by automatically annotating region relationships, or directly as a feature vector.
String-based relationship models. A different line of research uses strings to describe the spatial layout of regions in an image [Wang 2003; Hsieh and Hsu 2008] . These methods project the image regions to the x-and y-axes of the image and record the starting point and end point of each projected region in two strings: one for the x-axis and one for the y-axis. This provides a compact representation of the region layout. However, a lot of information is lost during the projection to the image axes, resulting in a less discriminative description of relationships (for example, 'surrounded' cannot be distinguished from 'in a concave').
Point-based relationship models. One class of methods represent each image region as a single point, usually the centroid or bounding box center. As a consequence, only simple relationships, such as the distance [Ko and Byun 2002] or the direction [Lee and Hwang 2002; Lan et al. 2012; Huang et al. 2014 ] between the representative points, are captured (including relationships like 'below' and 'above'). A richer description of region relationships is presented by Zhou et al. [2001] , based on the directional interval subtended by one region relative to the centroid of the other region. Complex relationships between two regions, however, can not be captured since one of the regions is still represented as a point.
Adjacency-based relationship models. Several methods [Chandran and Kiran 2003; Badadapure 2013] describe the layout of image regions as a graph, where nodes correspond to regions and edges connect adjacent regions. Region layouts can be compared efficiently using techniques from graph theory. Again, no attempt is made to describe complex relationships or the spatial distribution of relationships over a region. Similar to our paper, Hu et al. [2013] try to find matching regions in a large image library based on interregion relationships. Relationships between adjacent image regions are described by a histogram of the relative locations between border pixels in a small two-pixel neighborhood. This allows capturing simple relationships between adjacent regions like 'above' or 'below'. In contrast, our approach describes a spatial distribution of relationships, enabling us to capture more complex relationships between image regions that do not need to be adjacent.
Image search methods using spatial distribution of different attributes have also been proposed. Such attributes include different encoding of spatial color distribution [Chua et al. 1997; Smith and Chang 1996; Ooi et al. 1998; Wang and Hua 2011] , spatial distribution of text labels [Xu et al. 2010 ] (called context map), visual composites [Sadeghi and Farhadi 2011; Lan et al. 2013] , spatial relationships among people [Choi et al. 2009 ], or self-similarity in regions [Shechtman and Irani 2007] etc. However, these methods do not support complex relationships between regions in the image or the spatial distribution of such relationships.
Relationships Between Image Regions
Here, we provide a definition of spatial relationships between two image regions and give several examples of such relationships. While most images that we consider are two-dimensional projections of three-dimensional scenes, our goal is to describe the twodimensional composition of image regions rather than inferring a three-dimensional layout of the scene and then analyzing relationships in three dimensions. The advantage of this design choice is that the approach is a lot more robust, because inferring threedimensional layouts from a single image is a challenging and underdetermined problem.
We can identify several classes of relationships that are commonly encountered in images. Examples are 'between', 'bridging', 'arching', 'crossing', as shown in Figure 4 . We can observe, that most of the relationships are asymmetrical. For example, if region A is to the left of region B, then region B is to the right of region A. It is therefore necessary to distinguish between the two regions involved in a relationship. We call the first region in a relationship the source region, and the second region the target region.
For the purpose of this paper, we use a simple categorization to distinguish between simple and complex relationships. A simple relationship is one that exists for source points as well as source While there are several well-established methods to describe simple relationships, most importantly Shape Contexts [Belongie et al. 2002] , in this paper we set out to design a descriptor to describe complex relationships as well as simple ones.
We use the following definitions:
The domain I of an image is a rectangular subset of R 2 . An image region A is defined as a subset of I. A labeling of an image region is a function l : A → L, where A is the set of all image regions and L is a label set.
A relationship class is a function that assigns a binary class membership to a pair of regions:
Note that the same pair of regions can be members of multiple relationship classes. Further, in some datasets, labeled regions are disjunct (e.g., the COCO dataset) while some other data sets allow for overlaps between labeled regions (e.g. the synthetic and web datasets). In the next section, we propose a novel descriptor that is able to encode complex relationships.
The RAID Descriptor
The aim of our descriptor is to provide a numerical description of the relationship between a given source region S and a given target region T . We build on the fundamental observation that a complex relationship between S and T can be characterized by the relationship of each point in S to each point in T . Our approach to build the descriptor was therefore to first describe the relationship of each point in S to the region T separately. Afterwards, the problem becomes finding a suitable way to aggregate all individual point to region descriptors. In the following, we describe our solution to encode the distribution of point relationships over S. 
where Φi and Rj are respectively the angular and radial intervals of bin (i, j), and 1 is the indicator function. Each bin is normalized by the bin area aij. We call this histogram the point histogram.
The center image in Figure 5 , shows an example of two regions in the bridging relationship for points s1, s2 and s3. Basically, a histogram bin will contain a value Hij corresponding to the fraction of its area covered by region T .
The distribution of point relationships over the source region is then encoded by a second histogramĤ S over the individual point histograms, resulting in a four-dimensional histogram:
where c is the centroid of the source region. The rightmost image in Figure 5 shows an illustration of the 4D histogram. The denominator normalizes each bin by the intersection of the bin area with the source region. Bins with zero intersection (bins outside the source region) are assigned the value of the point histogram at the closest point of the source region. This gives a distribution of point histogram values over the source region that is not biased by bin areas or their coverage of the source region and effectively factors out the dependence of the histogram on the exact shape of the source region. The result is a spatial distribution of relative point positions between source and target regions. Finally, we perform a histogram normalization:
We call this histogram the RAID descriptor. Similar to the SIFT descriptor [Lowe 2004 ], the RAID descriptor is a histogram of histograms, but RAID encodes directions and distances to a target region while SIFT encodes gradient orientations. in concave from below in concave from above between bridging Figure 5 : The RAID descriptor of the relationship between two image regions S and T . In this example, region S 'bridges' region T vertically. Simple relationships between individual points s in S and region T are described by histograms of relative distance and direction from s to points in T : s 1 and s 2 are in a concave of T , while s 3 is between T . More complex relationships between regions S and T are characterized by the distribution of simple relationships over S, which we capture in a histogram of simple relationships (rightmost image). In the 'bridging' relationship shown here, points like s 3 that are between T are added to bins closer to the centroid c, while points like s 1 and s 2 that are in a concave part of T contribute to bins further above and below. Note that the histograms in each bin on the right are scaled down for illustration only; they have the same size as the histograms shown in the center images.
Implementation
In our implementation, we assume that image regions are given as polygons. The integral for the point histogram in Equation 1 can then be computed accurately and efficiently by constructing the Boolean intersection between the target region polygons and a set of polygons representing each bin of the point histograms. An efficient and robust implementation of this operation is available in the Boost polygon library [ Boo 2015] .
The integral in Equation 2 involves finding a point histogram for each source point. An analytical solution is not feasible, we therefore resort to an approximation. First, point histograms are computed at a regular grid of samples s inside the source region, by solving Equation 1 analytically as described above. As a good tradeoff between performance and accuracy, the density is chosen to be approximately 10000/aI , where aI is the image area. Due to the limited sample density, directly accumulating these point histograms in the bins of the RAID descriptor would result in considerable aliasing, especially for smaller bins. Instead, we approximate the integral over a bin with a sum over all samples, weighted by a Gaussian kernel centered inside the bin:
where S is the set of samples inside the source region, b kl is the centroid of bin (k, l) relative to the histogram center and G(x|µ, σ 2 ) is an isotropic two-dimensional Gaussian with mean µ and variance σ 2 . The variance of the Gaussian is chosen so that the volume under the function equals the volume under the characteristic function of the bin. Note that this is a relatively coarse approximation, but it is efficient and works well as long as the shape of the bins is not too thin and elongated. As in Equation 3, the final discretized descriptor is then obtained through histogram normalization:
In all our experiments, we set the maximum distance rmax for the outermost bin in the RAID descriptor to the maximum distance between the source region centroid and any other point in the source region. This ensures that the RAID descriptor covers the entire source region and effectively makes the descriptor scale-invariant. The maximum distance for the point histograms is set to the same value, meaning that an offset of rmax around the source region is captured by our descriptor. Our implementation uses 8 bins for both angular dimensions and 2 bins for both radial dimensions, giving a total of 256 bins. The descriptor geometry is shown in Figure 5 . Images in the center show the size of bins (i, j) relative to the source region, the rightmost image shows the size of bins (k, l) (note that the histograms shown inside each bin (k, l) are scaled down for illustration only). Rotational invariance could be achieved by aligning the descriptor to the first principal component of the points in the source region. However, on many types of images, rotational invariance is not desirable (e.g. 'bridging horizontally' is different from 'bridging vertically'). We therefore keep the descriptor aligned to the x-axis of the image.
Evaluation and Applications
To evaluate the performance of our descriptor, we performed experiments on 10000 images of the Microsoft COCO dataset [Lin et al. 2014 ], a smaller synthetic dataset, and a small dataset of images collected from the web. The COCO subset contains a large variety of photographs that are suitable to evaluate the real-world performance of our method. However due to its large size, annotating every relationship to measure classification performance is not feasible. Instead, we perform image retrieval on this dataset and annotate the n best results of each query. This ground truth is used to evaluate the precision of our method. The synthetic dataset contains several abstract shapes and is small enough to exhaustively annotate all relationships. We evaluate precision as well as recall on this dataset. To measure classification performance on real images, we could take a small subsample of the COCO dataset. This would result in severe undersampling of the more uncommon relationship classes, however. Considering this, we collected a set of 69 images containing a balanced mix of relationship classes from the web. All datasets were finalized before starting our experiments. To the best of our knowledge, there currently exists no descriptor that explicitly attempts to describe complex relationships between image regions. Most methods only describe simple relationships; that is, they describe relationships that can also be found between a point and a region. In the following evaluations, we compare our method to Shape Contexts [Belongie et al. 2002] and IBS [Zhao et al. 2014] adapted to 2D shapes. Shape Contexts are computed over the target region, are placed at the same center point as RAID and have a radius comparable to RAID. Since our descriptor uses histograms similar to Shape Contexts to describe simple relationships, this comparison also demonstrates how adding information about the distribution of simple relationships results in a description that is better suited for complex relationships.
Computational Complexity and Performance. Computing our descriptor has a complexity of O(NsN b ), where Ns is the number of sample points in the source region and N b the number of bins in the point histogram. Since the number of bins is constant, the complexity is linear in the area of the source region. Our simple, single-threaded Matlab implementation requires approximately 0.13 seconds per descriptor on average. The COCO subset contains roughly 236000 relationships (24 relationships per image on average), which gives a total time of 8.5 hours for an exhaustive query on the entire dataset. However, specifying a label for the source or target region lowers the number of relationships by a factor of typically 4-5. Additionally, we can precompute the descriptors for the entire dataset, which requires about 510 MB of space. Querying the dataset then only requires computing the L1 distances between the query descriptor feature vector and the feature vectors of the precomputed descriptors, which requires roughly 0.46 seconds in our Matlab implementation.
Image
Retrieval. An interesting area of application for the RAID descriptor is image retrieval from large databases. Our method can extend the search capability of a system by enabling queries for given relationships, such as 'riding' or 'standing on'. In the following, we describe experiments we performed with different relationship queries on a dataset of 10000 images from the Microsoft COCO dataset [Lin et al. 2014] . In this dataset, image regions are annotated by labeled polygons. The set of labels is consistent throughout the dataset and the annotation quality is relatively high, which makes it a good choice for our experiments.
To specify a relationship query, we can either mark a pair of regions in an existing image, or create a pair of regions synthetically, for example by drawing two simple polygons. Given the pair of regions, we compare their RAID descriptor with the descriptors of the region pairs in all dataset images. We treat the descriptor values as feature vectors and compare them using the L1 distance, which does not overly penalize single bins that have a high mismatch.
In our experiments, we treat all target regions with the same label in an image as a single region. This also improves the robustness of the query, since the segmentation of an image into regions is often ambiguous (e.g., sometimes books in a shelf are annotated individually; sometimes a whole row of books is annotated as a single region) and regions might be subdivided by occluding objects. We can optionally filter a query by the label of the source or target region. For example, we can query for relationships where the source region has the label 'person'. The descriptor for a pair of query regions can also be stored and associated with a specific verb such as 'riding' or 'surrounding'. This allows future queries to be formulated as sentences consisting of a subject (the label of the source region), a verb (the stored descriptor) and an object (the label of the target region), such as 'chairs surrounding table' or 'person riding X', where X stands for any label. Since RAID is scale-invariant, results may contain relationships between small regions in the background. To filter out these less salient results, we remove source regions with an area below 1% of the image area from the result.
The ground truth for all retrieval results was created in several user studies. One study was conducted for each retrieval experiment described below. As a reference, we compare the results of each experiment with the result of RAID applied to noiseless, manually segmented regions. In each study, users were asked to compare the relationships of several region pairs returned by a query to the corresponding example region pair and rate them as 'different', 'similar', or 'somewhat similar'. Images of the two datasets being compared were displayed in randomized order and users did not have knowledge of which of the two methods generated each result. A total of 12 subjects participated in one or several of the studies and each result relationship was rated by at least three subjects. Since different methods have overlapping results, relationships often have more than three ratings. To get the ground truth score of a relationship in a given query, we average all ratings given by subjects.
Results of six queries are shown in Figures 6 and 7 . The queries in Figure 6 , as well as the first query in Figure 7 use images from the dataset as query regions. In these queries, we only search for source regions with the label 'person'. The remaining two queries use synthetic query regions and search for source and target regions of any label. In the bottom row of each figure, we provide the precision of the first n results of the query as a function of n. In the 'riding' query ( Figure 6 , first row), the source region contains an interesting distribution of simple relationships, including source points above and source points in between the target region. Our descriptor successfully finds regions with a similar distribution of simple relationships, while Shape Contexts and IBS also return many false positives that have a different distribution of simple relationships. Similar results can be observed on the 'carrying', 'standing on' and 'holding' relationships. Note how a similar distribution of simple relationships also corresponds to regions that are intuitively similar to the query. For the two synthetic queries, our method also returns more relevant results. In the 'surrounding' query, for example, our descriptor successfully reproduces the gap between source and target region, while Shape Contexts ignore the gap. IBS descriptors focus on the interacting borders of image regions, but they are sensitive to noise and slight variations of these borders and ignore the spatial distribution of feature values, resulting in a performance similar to Shape Contexts.
Classification Performance on the Synthetic Dataset. We performed additional evaluation on a small synthetic dataset containing 164 manually created images. Each image shows a single sourceand a single target region. These region pairs were labeled manually with zero, one, or multiple labels from among the seven complex relationship classes shown in Figure 4 plus the 'surrounded' relationship. Of the 164 relationships, 97 are labeled with one or more relationship classes; the remaining relationships do not correspond to any of the classes. Since relationships can be part of multiple classes (e.g. a bridge may be arching between and bridging two shores), we use multi-label classification. More specifically, we split the multi-label classification into several independent binary classifications, one for each relationship class. Each binary classification is performed by a k-NN classifier based on the L1 distance of the RAID descriptors. We set k = 5, so that the five closest relationships are used to determine the labels of a given relationship.
Results of a leave-one-out cross-validation of the classifier and a comparison to IBS and Shape Contexts are shown in Figure 8 .
Since Shape Contexts only capture simple relationships between a point and a region, they perform poorly with more complex relationships. Note, for example, the large number of relationships that were incorrectly classified as not corresponding to any class, shown in the last column of the confusion matrix. IBS performs better than Shape Contexts on synthetic data, but still misses relationships due to differences in the geometry of interacting surfaces. The lack of spatial information makes it difficult to discriminate In the first query, source regions are set to be persons, while target regions may have any label. The second and third query were specified with a synthetic source and target region and relationships with any source and target labels were searched. RAID precision RAID recall SC precision SC recall IBS precision IBS recall Figure 9 : Classification performance on the web image dataset and comparison to IBS and Shape Contexts. Four images of the dataset are shown on the left, each contains at least one of the relationship classes. In the center we show various performance measures at different class membership probability thresholds of the binary k-NN classifiers. On the right, the confusion matrices are shown for each descriptor (rows correspond to actual classes, columns to predicted classes, colors are normalized by class size, while numbers show absolute values). As expected, IBS performs worse on non-synthetic data and the misclassification rate for both SC and IBS is substantially higher than for RAID. between some relationships (e.g., surrounded versus surrounding). The RAID descriptor captures the spatial distribution of simple relationships over a region, resulting in a more discriminative classifier.
Classification Performance on the Web Dataset. The web dataset consists of 69 images containing a total of 121 manually labeled relationships. These relationships represent a reasonably balanced mix of the complex relationship classes shown in Figure 4 . Since good examples of the 'leaning' relationship are quite uncommon, we used the 'rising' relationship ('hanging' mirrored horizontally) instead. Similar to the synthetic dataset, we used one binary k-NN classifier with k = 5 for each relationship class to perform the classification.
Results of a leave-one-out cross-validation and a comparison to IBS and Shape Contexts are shown in Figure 9 . The results for Shape Contexts are similar to those of the synthetic dataset. Some classes like 'hanging' and 'arching over' cannot be detected and many relationships were incorrectly classified as not belonging to any class (last column of the confusion matrix). Since IBS is sensitive to noise and geometric variations of the interacting surfaces, it performs worse on this non-synthetic dataset, with a high misclassification rate. Our RAID descriptor achieves roughly a 40% increase in the F1 score compared to Shape Contexts, 55% compared to IBS, and can successfully classify most of the regions.
Automatically Segmented Regions. Recent methods for semantic image segmentation [Zheng et al. 2015; Long et al. 2015; Chen et al. 2015] can find and label image regions with sufficient quality to use as input for methods that analyze higher-level properties of images. We use the method by Zheng et al. [2015] to demonstrate the performance of our descriptor on automatically segmented regions. Currently, 20 types of objects can be detected, including persons, horses, bottles and motorbikes. To provide a fair comparison with manual labeling, we only use queries in which the subjects and objects most frequently encountered in the queried relationship are part of these 20 object types. This is the case in the 'riding,' 'leaning,' 'crossing,' and 'holding' relationships. Results are shown in Figure 10 . As expected, the performance is lower than for manually segmented regions, primarily due to incorrectly merged regions and misclassifications. It is, however, clearly above the performance of both Shape Contexts and IBS, even when applied to manually segmented regions. Using automatic segmentation, our descriptor can be applied directly to image databases without the need for manually annotated regions.
Noisy Data. To evaluate the robustness of our descriptor to noisy image regions, we created several noisy versions of our datasets. Boundary noise was added to the image regions by re-sampling the boundary and adding a normally distributed offset to all vertices with variance of s times the largest image dimension. We varied s from 0.005 to 0.379, nearly two orders of magnitude. Classification and retrieval performance of our descriptor on the noisy datasets are shown in Figure 11 . The performance is relatively stable up to a noise strength of approximately 0.07, where the performance be- gions, using the method of Zheng et al. [2015] . On the top, we show the average performance over the four queries shown at the bottom. RAID's performance is better than the performance IBS and Shape Contexts when applied to manually segmented regions in all four queries.
gins to drop off. Note that at these noise levels, the regions become too distorted to be discernible even for a human observer. Note that this robustness quality also ensures we can use RAID for relationdriven, sketch-based retrieval (see also supplementary video).
Limitations. Since we do not have depth data available, our descriptor is limited to relations between 2D regions, not 3D objects.
In future work we would like to explore possibilities to extend our descriptor to annotated RGBD images.
Due to the limited number of bins of our descriptor (256 in our experiments), there is a limit to the complexity of the relationships that can be described. An 'interleaved' relationship, for example, might be difficult to describe. Figure 12 presents an example. Here, the interleaved rings of the center regions cannot be distinguished properly from rings of the query, since the detail is too fine to be captured by the descriptor bins. Increasing the resolution of the descriptor relieves the problem but also makes the descriptor less tolerant to geometric differences in the relationships. In future work, we would like to experiment with different distance measures, such as the Earth-Movers distance [Rubner et al. 1998 ], which might help to increase the resolution of the descriptor without decreasing the tolerance.
Conclusion
We have presented RAID, a descriptor for complex relationships between image regions. The key idea of the descriptor is to capture the spatial distribution of simple point-to-region relationship to describe more complex relationships between a pair of regions. To the best of our knowledge, there is currently no descriptor that attempts to capture complex relationships between image regions. Our descriptor is conceptually simple, easy to implement and experiments have shown that it can be employed successfully for relationship- Figure 11 : Performance on datasets with different levels of noise. On the top, we show classification performance on both the web-and the synthetic datasets over increasing levels of noise. In the center, we show retrieval performance for the first 20 images returned from the COCO dataset. Performance with manually segmented regions is shown as dotted lines for reference. Examples of regions at different noise levels are shown at the bottom. RAID's performance is relatively stable for a wide range of noise levels.
based image retrieval in large databases and for relationship classification, with a clear advantage over Shape Contexts, a descriptor for simple point-to-region relationships, and IBS, a state-of-the-art descriptor for shape relationships.
Continuing this line of research, we would like to extend RAID to describe relationships between 3D models (either given as voxels or polygon meshes), use our descriptor in more advanced machine learning techniques, for instance to refine a query by interactively marking good and bad results, and use RAID as a basis to describe the composition of an image, for example by constructing a graph of pair-wise region relationships.
