With the increased availability of computational resources, the past decade has seen a rise in the use of computational fluid dynamics (CFD) for medical applications. There has been an increase in the application of CFD to attempt to predict the rupture of intracranial aneurysms, however, while many hemodynamic parameters can be obtained from these computations, to date, no consistent methodology for the prediction of the rupture has been identified. One particular challenge to CFD is that many factors contribute to its accuracy; the mesh resolution and spatial/temporal discretization can alone contribute to a variation in accuracy. This failure to identify the importance of these factors and identify a methodology for the prediction of ruptures has limited the acceptance of CFD among physicians for rupture prediction. The International CFD Rupture Challenge 2013 seeks to comment on the sensitivity of these various CFD assumptions to predict the rupture by undertaking a comparison of the rupture and blood-flow predictions from a wide range of independent participants utilizing a range of CFD approaches. Twenty-six groups from 15 countries took part in the challenge. Participants were provided with surface models of two intracranial aneurysms and asked to carry out the corresponding hemodynamics simulations, free to choose their own mesh, solver, and temporal discretization. They were requested to submit velocity and pressure predictions along the centerline and on specified planes. The first phase of the challenge, described in a separate paper, was aimed at predicting which of the two aneurysms had previously ruptured and where the rupture site was located. The second phase, described in this paper, aims to assess the variability of the solutions and the sensitivity to the modeling assumptions. Participants were free to choose boundary conditions in the first phase, whereas they were prescribed in the second phase but all other CFD modeling parameters were not prescribed. In order to compare the computational results of one representative group with experimental results, steady-flow measurements using particle image velocimetry (PIV) were carried out in a silicone model of one of the provided aneurysms. Approximately 80% of the participating groups generated similar results. Both velocity and pressure computations were in good agreement with each other for cycle-averaged and peaksystolic predictions. Most apparent "outliers" (results that stand out of the collective) were observed to have underestimated velocity levels compared to the majority of solutions, but nevertheless identified comparable flow structures. In only two cases, the results deviate by over 35% from the mean solution of all the participants. Results of steady CFD simulations of the representative group and PIV experiments were in good agreement. The study demonstrated that while a range of numerical schemes, mesh resolution, and solvers was used, similar flow predictions were observed in the majority of cases. To further validate the computational results, it is suggested that time-dependent measurements should be conducted in the future. However, it is recognized that this study does not include the biological aspects of the aneurysm, which needs to be considered to be able to more precisely identify the specific rupture risk of an intracranial aneurysm.
Introduction
Intracranial aneurysms are severe vascular diseases which can rupture and lead to a subarachnoid hemorrhage. Possible consequences are irreversible disabilities or, in 40% of cases, sudden death can occur unless fast treatment is available. However, the number of reported annual ruptures, which is estimated to be approximately 1% of the existing aneurysms, is considerably smaller compared to the number of aneurysms itself (2-5% of the Western population) [1] [2] [3] [4] [5] . Since complications can occur with both open-skull surgery and endovascular procedures, such as coiling or deployment of a flow diverter, treatment planning would significantly benefit from the development of a reliable rupture risk assessment. Image-based CFD is thought to hold promise for revealing aneurysm pathophysiology and for assessing rupture risk. Although the modeling only accounts for the physics of flow and not the biology and biochemistry, there is circumstantial evidence that the physics of flow may serve as a practical surrogate for the biological processes underlying wall degradation [6] [7] [8] . Furthermore, it is important to note that the physics of the flow only serve as a boundary condition to the biology as stated by Sadasivan et al. [9] .
Multiple studies have attempted to correlate the event of an aneurysm rupture with hemodynamic parameters, e.g., see Ref. [10] [11] [12] [13] . Xiang et al. published a review of all works since 2004 that used numerical methods to investigate rupture [14] . Since most of the CFD approaches proposed in the literature have 2 Present address: P.O. Box 33 (Yliopistonkatu 4), 00014 University of Helsinki, Finland. been based on very different methods and parameters, and no consensus has been reached regarding the predictive power of CFD, the medical community remains unconvinced that CFD can generate reliable results in order to support the treatment planning [15, 16] . It has thus become clear that the CFD community should work together to address inconsistencies in modeling approaches, sensitivity of simulation, and conflicting predictions [17] .
One popular approach toward this end is to challenge various groups involved in CFD research with the same predefined problem. For example, the Interdisciplinary Cerebrovascular Symposium (ICS) series hosted the virtual intracranial stenting challenge several times (Kyoto, Japan, 2007; Ankara, Turkey, 2008 ; Sendai, Japan, 2009; Houston, TX, 2010; and Shanghai, China, 2011). The objective in these challenges was to perform CFD simulations for virtually stented patient-specific intracranial aneurysms. However, the number of participants was limited-never more than six groups participated-and only a few publications reported the results of these activities [18] [19] [20] [21] .
The U.S. Food and Drug Administration (FDA) has also led a CFD validation study using a benchmark case consisting of a pipe section with a nozzle and a sudden expansion [22] . The goal was to check the variability of computational results from various groups for a simple model representative of many medical devices and compare these results against experimental measurements. Despite the relatively simple computational geometry or perhaps because of the artificially imposed axial symmetry, the agreement between computational results and the comparison with experimental results measured using PIV was unsatisfactory.
In 2012, Steinman and Loth announced another aneurysm American Society of Mechanical Engineers (ASME) CFDChallenge, in which the aim was to investigate the variability of the various CFD results provided by different engineering groups [23] . The controversial pressure prediction published by Cebral et al. served as the basis for this challenge [24] . Participants were asked to perform CFD simulations in the patient-specific case provided by Cebral. The boundary conditions were prescribed according to Cebral's simulations. Twenty-five groups from around the world accepted this challenge, providing 27 different solutions. The submitted results demonstrated broad consistency in the velocity and pressure prediction, but peak-systolic velocity patterns were more variable owing to the detection of flow instabilities by some groups using high temporal resolutions.
In order to further compare different computational approaches related to CFD simulations in intracranial aneurysms, a new computational challenge was proposed to address two main questions: (1) can the event of an aneurysm rupture be predicted using CFD? and (2) along the lines of the ASME CFD-Challenge, how broad is the variability of the different solution strategies used for the computations?
In Phase I, the first question was addressed, in which participants were asked to predict which of the two aneurysms provided was ruptured and specifically, where the rupture site was located [25] . Only the fact that one case was ruptured was announced; the rest of the study was blind. None of the 26 participants had specific information about the cases and the source of the data was not communicated. Each group decided individually how to setup and run the hemodynamic simulation and which parameters to use to identify the ruptured case and location. As expected, a broad range of results was submitted from a variety of solvers. Eighty-one percent of the participants correctly identified the ruptured case but six different possible rupture sites were predicted. Although low-wall shear stress as well as high oscillatory shear could be associated with the actual rupture site, none of the groups predicted the precise rupture site; however, two of the groups predicted a rupture site close to the actual site of rupture. Overall, the results of Phase I led to the conclusion that the precise rupture site prediction for intracranial aneurysm remains challenging for CFD users, who do not consider the biological/biochemical process of the vessel wall degradation. Indeed also for clinicians, the prediction of the actual rupture site remains difficult since they similarly reported different rupture sites in a companion clinician challenge. As a consequence, more reliable measurements of vessel wall properties (e.g., thickness and distension) are likely to be needed to improve the quality and usability of computational and experimental methods. This might support the better understanding of aneurysm growth and remodeling, considering the wall mechanics and mechanobiology within the aneurysmal wall [26] [27] [28] .
The second phase of our challenge, described in the present work, concentrates on the second question; namely, to test the variability within the large number of participants and to further strengthen the findings of the previous ASME CFD-Challenge. In contrast to Phase I, where groups chose their own flow rates, whether steady or pulsatile, in Phase II all groups were provided with the same pulsatile flow boundary conditions, i.e., similar to the ASME CFD-Challenge. Velocity as well as pressure data along the vessel centerline were requested from all participants. In addition, velocities from selected cut planes enabled more comprehensive comparisons of the blood-flow predictions. In order to provide a reality check of the computed velocity results for one representative group, optical flow measurements were carried out in a silicone phantom model under steady-flow conditions.
Methods
2.1 Case Details. Two intracranial aneurysms were chosen for this rupture challenge: one ruptured and one unruptured. The two cases were roughly matched for sex (both female), age (83 versus 63 years), location (left hemisphere middle cerebral artery (MCA)), size (11.7 versus 9.6 mm max diameter), and shape. Further information regarding the patients' histories is available in Ref. [25] .
Vascular Reconstruction.
The image acquisition was carried out using a 3D digital subtraction angiography. Due to the high spatial resolution, the intracranial vasculature can be resolved with relatively high accuracy. The segmentation of the aneurysm geometries was performed using MEVISLAB 2.3 (MeVis Medical Solutions AG, Bremen, Germany). A seeded region-growth algorithm was applied to obtain a three-dimensional surface model. Visually obvious artifacts occurring during the imaging process were manually corrected in all cases (BLENDER 2.68A, Amsterdam, The Netherlands). To achieve a high surface quality, the segmentation results were transformed into discrete triangular meshes (approximately 0.1 mm resolution) and smoothed afterward using a Taubin smoothing algorithm [29, 30] . A neuroradiologist reviewed the modified geometries afterward to check the plausibility of the reconstructed shapes. Figure 1 shows both investigated cases.
2.3 Participating Groups. As in the previous ASME CFDChallenge [23] , one of the primary objectives was to compare various numerical results applied to a clinical problem. This resulted Fig. 1 Representation of the investigated MCA aneurysms that were provided to all participating groups in order to select the ruptured case and to predict the rupture site-case 1 (left) and case 2 (right) in a broad response, with over 30 groups requesting the reconstructed surface geometries. After expiration of Phase II period, which lasted from August 24th until September 20th 2013, 26 groups from academia and industry submitted the requested results. Table 1 summarizes the participating groups in alphabetical order.
Hemodynamic Simulations.
Patient-specific blood-flow velocity measurements at the parent artery were provided by Dr. Shin-Ichiro Sugiyama, Kohnan Hospital, Sendai, Japan. For the first case, 2D phase contrast magnetic resonance imaging (PC-MRI) was carried out on a 3 T whole-body MRI scanner (Signa HDxt; GE Healthcare Japan, Tokyo, Japan). The measurement was ECG-triggered and the standard 2D cine PC-MRI sequence was carried out with 0.3 mm in-plane resolution and 30 phases in order to have sufficient resolution for the time-dependent velocities. Patient-specific velocities for case 2 were measured using Doppler ultrasound (LOGIQ P5, GE Healthcare Japan, Tokyo, Japan) 2 weeks after aneurysm rupture.
The period of each cardiac cycle was 0.925 s for the first case and 0.81 s for the second case, with corresponding waveforms presented in Fig. 2 . Cycle-averaged cross section-mean velocities (and Reynolds numbers) for case 1 and case 2 were 0.47 m/s (Re ¼ 267) and 0.48 m/s (Re ¼ 305), respectively. The measured velocity waveforms were interpolated with splines and discretized with 100 time steps for each case. This led to the condition that all groups had to consider the flow to be pulsatile (ten groups had carried out steady simulations in Phase I). However, it was up to each group whether they apply plug, parabolic, or Womersley velocity profiles at the inlets.
No group considered fluid-structure interactions in the first phase, so rigid walls in combination with no-slip boundary conditions were assumed in all cases. Since not every solver used in the challenge allowed explicit prescription of flow division, a zero relative pressure outlet (0 Pa) condition was requested at each outflow section. Finally, blood was treated as an incompressible, Newtonian fluid (q ¼ 1055 kg/m 3 and l ¼ 0.004 PaÁs), and at least three cardiac cycles needed to be simulated in order to eliminate initial transients. Reflecting current practice in aneurysm CFD, which has few if any guidelines, all groups had the freedom (and responsibility) to choose an appropriate volume mesh type and resolution, solver, and time step for the two unsteady blood-flow simulations. Hence, the existing grids from Phase I were available again as a basis for Phase II. In addition to the prescribed boundaries, Table 2 summarizes the numerical details of each participant, with further information regarding the settings of Phase I provided in Ref. [25] . To compare the hemodynamic predictions, the submitted results were anonymized using letters from the alphabet. Each group was informed which letter corresponded to their own results and was therefore able to reflect on their own computations after the ICS Meeting in 2013.
2.5 Data Analysis and Visualization. Centerlines were extracted for both cases using the vascular modeling toolkit (VMTK) [31] . Participants were asked to interpolate their velocity and pressure results on these centerline curves and provide their cycle-averaged and peak-systolic values (case 1: t syst1 ¼ 0.275 s and case 2: t syst2 ¼ 0.095 s). Furthermore, two perpendicular cut planes were extracted in order to compare the velocity values in the aneurysms. The cut planes were aligned to one of the coordinate axes. More than 15,000 points were provided for each of these planes, and participants were requested to interpolate their computed velocities onto these points, i.e., independent of their computational mesh resolution. In addition to the qualitative comparison, mean planes were generated for each case by averaging all solutions in every point. This allows the computation of the standard deviation (SD) for the individual groups and quantify their variability. Both the centerlines as well as the planes are illustrated in Fig. 3 .
Experimental Comparison
. In order to demonstrate that the numerical simulations lead to realistic flow predictions, an in vitro setup involving a phantom model of case 1 aneurysm and a PIV system were prepared by the organizing group in Magdeburg. Optical measurement methods like laser Doppler velocimetry (see, e.g., Refs. [32] [33] [34] ), particle image, or particle tracking velocimetry (PIV/PTV, see, e.g., Refs. [35] [36] [37] / [38] [39] [40] [41] ) are particularly suited for these comparative investigations as they do not impose additional errors on the system due to their nonintrusive character. Nevertheless, measurements in liquids are affected by refractive index changes in the different media involved and therefore require additional care.
The principal measurement setup is illustrated in Fig. 4 . A silicone block (1; size: 56 Â 67 Â 40 mm 3 ) incorporating the real size phantom model of case 1 aneurysm was acquired (ac.biomed, Aachen, Germany) and placed onto a microtraversing mount (2). The model was manufactured using a lost core technique, where the rapid prototyped vessel geometry was mechanically removed from the hardened silicone cast. A stationary flow was realized by a continuously overflowing head tank (9) fed by a peristaltic pump. The flow rate was monitored during the measurements by an ultrasonic flow meter (6) (Sonotec, Halle, Germany) and controlled by a single precision flow rate valve (7) after the phantom (both outflows were combined to a single tube). The entrance to the phantom model was equipped with a straight pipe of about 50-diameter length to ensure a fully developed laminar flow profile. The non-Newtonian synthetic blood fluid was a mixture of distilled water, glycerin, sodium chloride, and xanthan gum and ensured refractive index matching with the silicone block (n ¼ 1.41), a density of 1130 kg/m 3 , and a viscosity of l ¼ 4.95 mPa s at infinite shear rate (see Ref. [38] for details). Prior to the measurements, the ultrasonic flow meter was calibrated for the synthetic blood fluid in order to ensure accurate measurements.
Melamine resin particles featuring a diameter of 10.46 6 0.18 lm and labeled with a fluorescent dye (Rhodamine B, max. emission at 584 nm) were used as tracer particles. The macrolens of the double shutter PIV camera (Imager Intense, LaVision, G€ ottingen, Germany) was equipped with a 540 nm optical high-pass filter to solely record the particles' fluorescence light and to suppress unwanted laser light reflections. The laser beam from a frequency-doubled Nd:YAG Laser (532 nm wavelength, 170 mJ pulse energy, Spectra Physics, Santa Clara, CA) formed a light sheet of approximately 500 lm by appropriate lens combinations (4) and provided the two illumination pulses for the PIV recordings. Traversing of the silicone model and camera allowed for a precise variation of the illumination plane depth while keeping the optical path of the laser itself untouched. Table 2 Overview of the numerical setup each participant used to predict the hemodynamics in both intracranial aneurysms. Each group was associated to a letter in order to ensure anonymity. If only one value of elements or time steps is provided, it counts for both cases. FE indicates the use of a finite-element approach. 
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Plug a Second-order elements are used and the equivalent number of linear elements is reported. The measurements in each plane were conducted at steady state at three different flow rates, which were set to the minimum (119.1 mL/min) and maximum (289.6 mL/min) inflow as well as the cycle-averaged flow rate (176.0 mL/min) derived from the original patient data. Steady conditions could be ensured during each measurement sequence, and the flow rate showed only minor variations, with a maximum SD of 2.0 mL/min. To improve the accuracy of PIV processing, the time delay between both PIV frames was adapted to the velocities varying with flow rate variation as well as plane position inside the aneurysm sac, between 100 and 500 ls. Each measurement sequence contained 1000 image pairs, recorded at a frequency of 3 Hz to ensure statistical independence.
The organizing group repeated three steady-state simulations based on the measured flow rates. Since the unsteady CFD results of this group were comparable to the majority of contributed solutions, their solution strategy was chosen as representative. To approximate the non-Newtonian flow properties of the blood mimic, the Carreau-Yasuda model was selected. The corresponding model parameters were measured in advance with a rotational viscometer (Rotovisko RV20, Haake Messtechnik) and the Searle method. Due to spatial differences between the virtual model that was used in the challenge and the one used for the experiments, the volume of the silicone phantom model was captured using a micro-CT scan (voxel size 55 lm). Therefore, these additional steady-flow CFD simulations were based on the new reconstruction ensuring a proper comparison between numerical and experimental flows.
For the PIV processing queue DAVIS 8.16 (LaVision, G€ ottingen, Germany) was used. Preprocessing involved the computation of a
2 and 50% overlap. With the given magnification of the camera system, this leads to a velocity vector approximately every 155 lm in real world scales. From the time series of the PIV results, an average vector field for each sequence was computed and is presented in Sec. 3.1. A detailed presentation of the entire experimental investigation of both cases, intended to provide a ground truth database for the community, will be provided in a future publication.
Results
The results of Phase I rupture challenge were first presented during the WFITN/ICS Meeting in Buenos Aires in November 2013. Over 80% of the participating groups correctly predicted the rupture case based on their hemodynamic simulations. However, none of the participating groups identified the precise rupture site. Although velocity as well as pressure data for four centerlines were requested from the participants, only the results for one line per case are presented here since no additional conclusions can be derived from the other lines.
The cycle-averaged as well as peak-systolic velocity values are provided in Fig. 5 for centerline A of case 1 and centerline B of case 2. In addition to the individual curves, the SD as well as the mean values along the centerline (solid red, see online version for color) are presented. Six groups (B, D, M, Q, U, and Z) were defined as solutions with a clear visual deviation from the major trends and an obvious difference from the rest of the groups. In the following, those groups are declared as outliers (results that stand out from the collective) are shown as gray-colored dashed lines for the sake of clarity. These apparent outliers were excluded from the computation of the remaining group mean centerline and SD.
The majority of the solid curves indicated a strong agreement over most of the domain, with the exception of the regions nearest to the inlet part of the domain, on the left-hand side of the plot. As discussed previously, various inlet profiles were employed by the different groups, with the average velocity being the only imposed parameter. Thus, the specification of the inlet velocity profile is likely to account for this variation. Assuming that all the mean velocities were exactly the same, parabolic or uniform (plug) profiles could yield different maximum values in the center region where the centerline is located. Consequently, a simulation performed using a uniform profile would produce lower values along the centerline close to the inlet since it would need to develop into the parent artery. Encouragingly, despite the variation of the inlet velocity profiles employed, it can be observed that the velocity curves were not further influenced by the inlet at around the level of the ostium of the aneurysms. A green probe indicates these locations within both the aneurysm models and the diagrams. From that point, the curves ran almost parallel to each other in the distal part approaching the outlet of the domain. As it can be noticed in Fig. 5 , the agreement in cycle-averaged (and peak-systolic) velocity prediction in the distal vessel section is excellent with a mean SD downstream the ostium of 4.6% (6.2%) for case 1 and 7.6% (12.2%) for case 2, respectively. This confirms previous findings stating that the choice of the inlet velocity profile has only a small influence on the local hemodynamics compared to the reconstructed geometry [42, 43] .
Furthermore, the pressure values along the centerlines were found to be in good agreement among the groups, as depicted in Fig. 6 . The effect of the inlet condition is again observed up to the marked location, after which a high similarity is achieved. Hence, besides the same outlying results the pressure drop along the vessel centerline was reproduced quite independently of the chosen solver. A quantitative analysis revealed again that the highest SD appears close to the parent inflow vessel and is caused by the different inflow profiles. With increasing distance from the inlet, the centerlines of the considered groups are almost identical to the mean curve. This leads to a mean SD behind the ostium of 8.9% for case 1 and 6.9% for case 2, respectively. Thus, when certain conditions regarding spatial and temporal discretization are respected within the numerical simulations, open-source as well as commercial software packages are able to predict comparable pressure drops. Figure 7 compares the velocity magnitudes of 26 groups on the two selected planes for case 1 aneurysm. As indicated in the upper part of the illustration, the inflow jet containing the highest velocity crosses the corresponding plane A. On the other side, the flow that is directed by the aneurysm shape recrosses the plane but with significantly decreased magnitude. The remaining areas contain rather low velocities with a clear definition of a stagnation zone. The comparison demonstrates that 20 groups predicted similar flow fields. As presented in Fig. 8 , a quantitative comparison shows for these groups that the SD lies below 20%. Other four groups (G, J, U, and Z) slightly underestimated the magnitude, but the global flow patterns can be recognized. Only two groups (M and Q) provided data that significantly disagreed with the majority's solution and their SD from the mean cut-plane velocities exceeded 35% and 45%, respectively. The influence of spatial discretization is particularly evident for group T. Especially in regions with high velocity gradients, abrupt changes of the values can be observed, evidently making it difficult to capture the existing flow patterns.
The perpendicular plane B confirms the good agreement among most of the groups regarding the global flow characteristics, with again only two groups (M and Q) submitting clearly outlying results. Since flow structures appear to be more complex compared to plane A, differences between the groups become more visible. The SD to the mean plane was calculated to be 38% for group M and even 53% for group Q. Figure 9 illustrates that, as in case 1, the highest velocities for case 2 aneurysms were present close to the arterial wall, leading to slow flow exchange within the center of the sac. As for case 1, groups M and Q appeared to be outliers (SD: 31.3% and 43.4%), but now with the additional of group N and V (SD: 30% and 39.5%). One possible explanation for this is a scaling problem of the boundary conditions, since the global flow features were still detected; although for group Q, clearly unphysical velocity and pressure solutions are observed throughout the cardiac cycle. However, approximately 80% of the participants were again able to predict almost identical results, demonstrating good agreement of hemodynamic CFD solutions despite the different numerical approaches chosen. This is proven again by the quantitative analysis illustrated in Fig. 8 and the majority possessed an SD below 20% compared to the mean solution. In Fig. 10 , the results of steady simulations are illustrated at flow rates corresponding to minimum, cycle-averaged and maximum inflow velocities, for both the CFD calculation and the PIV experiment. It can be observed that the main flow structures were detected to be notably similar and were comparable to those of the pulsatile CFD simulations. Areas of elevated velocities, which can be associated with the inflow jet that crosses the planes, were depicted at approximately the same locations. In both planes, the highest velocities occurred closest to the sides, revealing that the jet aligns to the aneurysm wall. However, minor differences between CFD and PIV data are visible for the perpendicular planes. Notably, the CFD results predict more detailed flow structures compared to the PIV results, which is caused by the finer spatial resolution of the computation. In addition, the second plane exhibits small deviations in velocity magnitude. For all inflow configurations, the numerically achieved velocities are higher compared to those from the experiments with a mean deviation of 12%.
Experimental Comparison.
Discussion
Various CFD challenges for biomedical applications have been carried out, mainly addressed to the engineering community. In this challenge, we considered the computational hemodynamics of cerebral aneurysms. The first phase focused on the rupture prediction in two intracranial aneurysms [25] , whereas the second phase, described in this paper, tested the variability of the predictions among various groups. The previous ASME CFD-Challenge already revealed a remarkable consistency, with less than 10% difference in predicted pressure drop among the participating groups [23] . However, a clear discrepancy between simulation and experimental data was shown for the pressure drop, and significant deviations compared to the computational results were present, attributed to scaling errors of the manufactured phantom model. In order to further strengthen the conclusions of the ASME CFD-Challenge toward increasing the trust of physicians regarding CFD reproducibility, direct comparisons of 26 participating groups have been repeated, this time for two terminal MCA aneurysms (as opposed to a single lateral giant aneurysm of the internal carotid artery considered in the ASME CFD-Challenge).
The numerically acquired velocity and pressure fields were in excellent agreement for the majority of the groups. Approximately 80% of the generated results were close to the mean solution with a deviation below 9% for the averaged velocity and pressure centerline (Figs. 5 and 6 ) and below 20% for the velocity cut-planes (Fig. 8) . Since all groups were included in the latter analysis, the mean solution and consequently the SD were influenced by the outliers groups. Exclusion of the outlying submissions would even further increase the agreement among the majority of the participants.
It is important to mention that not all groups were experienced with biomechanics-related CFD or especially numerical blood- Transactions of the ASME flow prediction in intracranial aneurysms. However, a decision was taken not to exclude any group from the challenge after Phase I, since each participant should have had the same chances to repeat the simulations under prescribed conditions. From the two groups, which were declared as outliers (up to 53% deviation from the mean), one came from a hospital and one from a technical university. However, the first group is well experienced in the field of aneurysm research, while the latter group had no experience in simulations related to the hemodynamics in intracranial aneurysm at all. Overall, the second phase of the rupture challenge showed that, in both intracranial aneurysms, similar blood-flow predictions were obtained; demonstrating that most of the groups were capable of applying engineering methodologies to a medically related topic. It also demonstrates that although a wide range of meshes, solvers, and temporal discretizations were used, comparable numerical results could be obtained by most of the groups. The few groups that could be declared as outliers showed no obvious commonality or error based on the description of their approaches. They used both commercial codes as well as IN-HOUSE solvers. Except for two groups, mesh generation was described properly in the first phase of the challenge indicating no obvious incorrectness. Also, the temporal discretization chosen by all groups was appropriate for this type of simulation.
The largest deviations from the mean solution were present for two groups with a commercial and an IN-HOUSE solver. Therefore, for the latter group further validations of the specific code might be necessary, since other IN-HOUSE solvers used for this challenge were evidently verified and validated properly in advance. Underestimated velocity values that were revealed by the plane analysis were partly associated with coarse mesh resolutions. Groups G, V, and Z discretized the domains with only a few hundred thousand elements. Hence, the generated meshes might not have been suitable for these types of hemodynamic simulations. Previous studies which investigated, inter alia, the dependency of mesh resolution on characteristic hemodynamics parameters concluded that for unstructured grids, a spatial resolution of at least 0.17 mm as well as suitable prism layers at the arterial walls are necessary in order to achieve mesh-independent solutions [44] . The results also indicate that groups using block-structured meshes or high-order elements received solutions, which were in good agreement with very fine linear, unstructured grids. Additionally, it needs to be pointed out that group A (low-spatial resolution) as well as group I (highest spatial resolution) achieved nearly identical results. As the cut-planes comparison indicates (see Figs. 7 and 9 ), group U underestimates the velocity magnitude. This is confirmed by the centerline analysis especially in the first section of the geometry. Regarding the temporal resolution, group U defined a time step of 5 Â 10 À3 s (the second coarsest) and used a first-order upwind scheme. Hence, one could surmise that only the first cycle was simulated, although three cardiac cycles were requested by the organizers. Furthermore, the numerical setup seems to have a crucial effect on the subsequent velocity predictions.
Interestingly, not all outliers provided results that differed from the majority for centerlines as well as the planes and vice versa. It is therefore possible that these groups were able to simulate with equivalent accuracy as other participants, but postprocessing difficulties occurred. Also, an incorrect implementation of the prescribed inflow conditions could be a reason for the outlying results, since equal flow structures were detected but differently scaled. However, the organizers did not allow a repetition and possible correction of the deviating simulations after the submission deadline in order to guarantee equivalent chances for all participants. Certainly, user error is not an insignificant factor in CFD, and one would expect the mitigation of these factors to strengthen even further the conclusion that numerical methods can realistically describe the flow physics in intracranial aneurysms.
The comparison of numerically achieved results with flow measurements in a silicone phantom model demonstrated that these independent methods of flow predictions show similar flow structures. Although in the corresponding scenarios, only steadyflow conditions were considered, the results are also relevant for pulsatile flow simulations, whose time-averaged flow fields have been shown to be almost equal to the steady-flow field at timeaveraged flow rate [45] . Additional features of the pulsatile flow field, such as the maximum velocity at peak systole or the flow behavior during the deceleration phase of the cardiac cycle, require comparison with experimental measurements under pulsatile flow conditions. This will be addressed in future studies.
Limitations and Perspectives.
Although the comparison between the presented results shows good agreement among most of the groups, it cannot necessarily be stated that the actual hemodynamic situation within the two intracranial aneurysms is reproduced. The patient-specific inflow conditions may be compulsory to achieve realistic results, and especially in case of bifurcations with two or more outflow sections the corresponding specifications are difficult to choose. Due to the lack of knowledge regarding the time-dependent pressure variation, it can often be observed in the literature that explicitly specified flow division (e.g., 50-50% or cross section-dependent) or lumped parameter models are usually applied to the outlet regions. Due to the fact that not all participants were able to implement advanced outlet conditions (especially IN-HOUSE codes), a constant zero pressure condition was demanded here; although this may be somewhat nonphysiological, it enables a more robust comparison to be made. Future challenges should consider the impact of outflow conditions on the accuracy and precision of aneurysm CFD investigations.
Another concern is related to the vessel wall treatment. The computations assume a rigid wall with infinite resistance. Since the silicone phantom model that was used for the PIV measurements had a relatively low compliance as well, an error due to wall movement can be neglected for the comparison. However, in reality aneurysms possess wall sections with significantly different thicknesses and strength properties, e.g., atherosclerotic (white) versus thin (transparent) walls. Therefore, these sections may respond very differently to the pulsatile blood flow. None of these phenomena were considered within the usually applied numerical models and should be included in future studies as well.
Differences in flow structures and velocity magnitudes between the PIV and CFD results could be due to a number of circumstances. Although the manufacturing of the life-sized silicone phantom was based on a highly resolved surface model of the aneurysm and the adjacent healthy vessel parts, inaccuracies may have occurred due to production tolerances. Since the geometry has a major impact of the consequent flow field, minor deviations between the virtual surface model and the actual phantom could lead to significant differences [46] and may be considered as major error source in this investigation. Also, slight expansions of the flexible silicone model are possible due to the internal pressure. However, this effect is expected to be stronger for unsteady flow conditions. Further, but certainly less significant, sources of error may be related to intrinsic effects of the PIV measurement. Due to the thickness of the laser light sheet, a velocity value from a PIV window correlation is actually an average of tracer particle velocities found inside a three-dimensional cube. Hence, a comparison with a purely two-dimensional plane from CFD is expected to result in small differences. A slight mismatch between the analyzed plane locations might also introduce small differences. Furthermore, the projective mapping of the three-dimensional flow onto a two-dimensional camera sensor by the optical lens is known to produce slightly biased velocity results particularly in regions of dominant out of plane motion (so called perspective error [47] ). Finally, since optical flow measurements imply certain error bars, a repetition of the measurements under the same conditions can lead to slightly different results. However, in practice the experiments are much more tedious to repeat compared to the CFD computations. In order to compare the numerical results of all groups instead of just the one representative, repeated simulations would be necessary considering the reconstructed silicone model. This would exceed the focus of this work, namely, the numerical variability among different groups, and might be the subject of future studies.
Finally, the two cases harbor stable flow due to their relatively noncomplex flow phenotype. Since Valen-Sendstad et al. reported unstable flow in several bifurcation aneurysms, recent approaches assuming pure laminar flow conditions may damp out existing fluctuations and prescribe the hemodynamics inaccurately [48] . Hence, the very good agreement among the numerical solutions for these two intracranial aneurysms cannot necessarily be extrapolated to the blood-flow predictions in aneurysms in general.
Conclusions
In Phase I of the rupture challenge, where participants were free to choose their own flow boundary conditions, significant differences appeared regarding the wall shear stress prediction [25] . However, in Phase II it was shown that, in the case of consistent boundary conditions, comparable blood-flow computations could be carried out. The comparison of 26 independent CFD computations revealed that although different resolutions and solvers were used to predict the blood flow in two intracranial aneurysms, a good agreement among the groups was achieved. Additionally, steady-state CFD results in the same aneurysms could be successfully validated in a phantom model experiment. Both IN-HOUSE and commercial solvers produced the few outliers, suggesting that verification procedures, solver settings, or a combination of both, rather than the solver itself, were to blame.
The presented results suggest that it may be essential to use patient-specific boundary conditions in order to generate realistic flow predictions in intracranial aneurysms [49] , despite the fact that the vessel and aneurysm geometry are considered to have the strongest influence on the existing hemodynamics [50] . These findings represent a snapshot of the current simulation capabilities of engineering groups applying computational methods to the vascular disease of an intracranial aneurysm. For a better understanding of ongoing remodeling processes within the aneurysm wall, present numerical models need to be further improved.
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