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Povzetek
V cˇasu stagnacije trzˇiˇscˇa je postalo za ponudnike telekomunikacijskih stori-
tev ohranjanje narocˇnikov bistvenega pomena. Da lahko ponudnik storitev
pravocˇasno preprecˇi osip, to je prenos narocˇniˇskega razmerja h konkurencˇnemu
ponudniku, mora ugotoviti, kateri uporabniki bodo to storili, in pravocˇasno ukre-
pati.
Obstojecˇi modeli za napovedovanje osipa obravnavajo uporabnike kot posa-
meznike, oziroma dodatno uposˇtevajo podatke, ki se navezujejo na medsebojne
povezave med uporabniki. V raziskavi nas je zanimalo, kako na osip vpliva soci-
alno omrezˇje. S tem namenom smo na podlagi spremenljivk, ki opisujejo opazo-
vane uporabnike v kontekstu socialnega omrezˇja zgradili model za napovedovanje
osipa in relevantnost izbranih spremenljivk potrdili z uspesˇnostjo napovedi.
Zaradi velike kolicˇine podatkov o telefonskih povezavah zahteve sˇtevilnih
doslej predlaganih modelov za prakticˇno delovanje presegajo razpolozˇljivost
racˇunalniˇskih virov, ki bi jih lahko ponudnik storitev dodelil za napovedovanje
osipa. Vsakrsˇna redukcija kompleksnosti napovednega modela tako v primeru
analize celotne populacije v praksi predstavlja nizˇje zahteve za racˇunalniˇske zmo-
gljivosti in s tem neposredno nizˇje strosˇke. S tem namenom smo predlagali model,
ki osip napoveduje na podlagi izbranih spremenljivk, in je bolj preprost od doslej
predlaganih modelov.
Jedro disertacije je predlog preprostega modela za napovedovanje osipa na
podlagi telefonskih povezav in predhodnih prekinitev narocˇniˇskih razmerij med
sosedi posameznega opazovanega uporabnika. Za tak model smo se odlocˇili zato,
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da jasno potrdimo predpostavko, da socialno omrezˇje vpliva na osip in je le-
tega mogocˇe napovedati izkljucˇno na podlagi opazovanja parametrov socialnega
omrezˇja. Preprostost utemeljimo tako, da uspesˇnost predlaganega modela primer-
jamo s kompleksnejˇsimi modeli. Primerjava pokazˇe, da predlagan model dosega
primerljive oziroma boljˇse rezultate od kompleksnejˇsih modelov.
Za namene prakticˇne uporabe za sprotno napovedovanje osipa v realnem cˇasu
predlagamo model, ki temelji na ugotovitvah o pomembnosti socialnega omrezˇja.
Rezultati modela nakazujejo, da je ob sprotni izbiri uporabnikov na dnevni ali
tedenski bazi v primeru uporabe predlaganega modela med izbranimi delezˇ ta-
kih, ki bi v blizˇnji prihodnosti prekinili narocˇniˇsko razmerje bistveno vecˇji kot v
primeru nakljucˇne izbire.
Abstract
As the telecommunications market has reached the stagnation phase, it has be-
come cruicial for service providers to retain the existing subscribers. In order to
prevent the existing subscribers to switch their subscription to competition, i.e.
perform churn, the provider has to determine which subscribers will churn in the
near future and take appropriate action in order to prevent it.
The existing churn prediction models either consider subscribers as individu-
als or additionaly take into account the data, related to users’ interconnections.
In this research we have investigated the relevance of social network to churn.
Accordingly, based on variables that describe the subscribers in the context of
social network, we have built a churn prediction model and confirmed the rele-
vance of social network with prediction results.
Due to large ammount of call connections data, the requirements of existing
prediction models surpass the available computer resources that service provider
would have to allocate to make predictions on real data. Therefore, due to large
ammount of data, the reduction of model complexity represents lower require-
ments for computer resources which directly reflects in lower financial expenses.
Due to these facts, we have proposed a model for churn prediction which is simpler
than the models proposed up to date.
The core of the thesis is a proposal of a simple model which predicts churn
upon taking into account previous churn among neighbors and their phone call
connections to the observed user. We have decided for such model in order to
clearly confirm the assumption that the social network is highly relevant to churn
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and it is possible to predict churn solely by observing social network parameters.
The simplycity is justified with the comparison of the proposed models with
existing, more complex models. The comparison reveals that the proposed models
achieves comparable or better results than the existing, more complex models.
With purpose to make prediction in real time, we propose a model which is
based on findings related to the importance of social network. The results of the
model reveal that in case of using the proposed model to make churn predictions
on regular, daily or weekly basis, it is possible to capture considerable higher
percentage of subscribers who are going to cancel the subscription plan, compared
to random selection.
Prispevki k znanosti
• Empiricˇna potrditev socialnega vpliva na prekinitve narocˇniˇskih razmerij
Za napovedovanje prekinitev narocˇniˇskih razmerij smo zasnovali mo-
del, ki za posameznega narocˇnika poda oceno verjetnosti prekinitve
razmerja ob uposˇtevanju zgolj sˇtevila in trajanja klicev ter predhodnih
prekinitev narocˇniˇskih razmerij med osebami, s katerimi je posamezni
narocˇnik v opazovanem obdobju pogosto vzpostavil telefonski klic. Re-
zultat modela na realnih podatkih ponudnika telekomunikacijskih storitev
potrjuje pomembnost socialnega vpliva okolice na odlocˇitve posameznikov
v socialnem omrezˇju. Iz rezultatov je tudi razvidno, da ima od social-
nih parametrov na prekinitev razmerja najvecˇji vpliv sˇtevilo klicev do
uporabnikov, ki so pred kratkim zamenjali ponudnika.
• Zasnova modela za izbiro kriticˇnih uporabnikov v realnem cˇasu
Zasnovali smo preprost, racˇunsko ucˇinkovit in skalabilen model, ki v realnem
cˇasu izbira ciljni segment narocˇnikov za izvajanje ukrepov za preprecˇevanje
prekinitev narocˇniˇskih razmerij. V zajetem segmentu je delezˇ narocˇnikov, ki
prekine narocˇniˇsko razmerje, vecˇji od delezˇa prekinitev narocˇniˇskih razmerij
v celotni populaciji. Tak model omogocˇa ponudniku telekomunikacijskih
storitev izbiro kriticˇnih uporabnikov na dnevni oziroma poljubni cˇasovni
bazi glede na spremembe narocˇniˇskih razmerij med stiki.
11
12 Vsebina
1 Uvod
V razvitih drzˇavah je trg telekomunikacijskih storitev dosegel stopnjo stagna-
cije. Telekomunikacijske storitve uporablja zˇe vecˇina prebivalstva, zaradi cˇesar
imajo ponudniki storitev omejene mozˇnosti za pridobivanje novih narocˇnikov. Po
podatkih Agencije za posˇto in elektronske komunikacije, je Slovenija v drugem
cˇetrtletju leta 2010 belezˇila 102,6% penetracijo mobilne telefonije [1].
Ponudniki storitev, ki so bili v cˇasu rasti trga osredotocˇeni na pridobivanje
novih narocˇnikov, so primorani v cˇasu stagnacije trga posvetiti pozornost pro-
blemu osipa oziroma prenosa narocˇniˇskih razmerij h konkurencˇnim ponudnikom.
Narocˇnik se za prenos razmerja k drugemu ponudniku pogosto odlocˇi zaradi neza-
dovoljstva s trenutnim ponudnikom. Zadovoljstvo narocˇnika je lahko pogojeno s
ceno storitev, odnosom ponudnika, kvaliteto storitev in sˇtevilnimi drugimi razlogi.
Splosˇno povecˇanje zadovoljstva narocˇnikov lahko ponudnik dosezˇe na razlicˇne
nacˇine, med katerimi so najpogostejˇsi nizˇanje cen storitev, izboljˇsave obstojecˇih
in ponudba novih storitev ter ponudba priljubljene terminalne opreme. Glede na
to, da nasˇteti ukrepi ponudniku povzrocˇajo dodatne strosˇke, predstavlja socˇasno
ohranjanje zadovoljstva uporabnikov in konkurencˇnih cen ponudniku velik izziv.
Zaradi omenjene dileme lahko ponudnik obenem ohrani konkurencˇne cene in za-
dovoljstvo uporabnikov zgolj tako, da izvede dolocˇene ukrepe le na nezadovoljnih
narocˇnikih.
Medtem, ko je v anglesˇkem jeziku izraz za prenos narocˇniˇskega razmerja h
konkurencˇnemu ponudniku storitev (ang. churn) splosˇno dolocˇen, v slovenskem
jeziku ni enotnega prevoda. Izrazi, uporabljeni v literaturi, ki oznacˇujejo anglesˇki
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pojem ’churn’ so prehod, odliv, prenos razmerja in osip.
Razloge za nezadovoljstvo uporabnikov je do dolocˇene mere mozˇno dolocˇiti
z opazovanjem razpolozˇljivih podatkov. Ob predpostavki, da je osip posledica
nezadovoljstva, lahko z uporabo metod strojnega ucˇenja (ang. machine learning)
dolocˇimo kriticˇno kombinacijo lastnosti opazovanih narocˇnikov oziroma dogod-
kov, ki je skupna vecˇjemu delezˇu narocˇnikov, ki so prenesli razmerje drugemu
ponudniku. S poznavanjem kriticˇnih vzorcev lastnosti ali obnasˇanja uporabni-
kov, lahko ponudnik izvajanje ukrepov za povecˇanje zadovoljstva oziroma pre-
precˇevanje osipa omeji na mnozˇico uporabnikov, pri katerih so ti vzorci opazni.
Za dolocˇanje kriticˇnih vzorcev lahko narocˇnike opazujemo bodisi kot posa-
meznike, bodisi kot pripadnike socialnega omrezˇja. Kadar opazujemo narocˇnike
kot posameznike, predpostavimo, da je mozˇno osip napovedati na osnovi lastno-
sti, ki se nanasˇajo na narocˇnika kot posameznika, denimo demografske lastnosti,
mesecˇna poraba storitev in ugovori. Te smo v nadaljevanju oznacˇili kot osebne
lastnosti. Kadar opazujemo narocˇnike kot pripadnike socialnega omrezˇja, predpo-
stavimo, da je osip pogojen s socialnimi vplivi. Socialno omrezˇje je v osnovi graf,
definiran z medsebojno povezanimi vozliˇscˇi. Za opazovanje narocˇnikov v konte-
kstu socialnega omrezˇja, lahko ponudnik dolocˇi graf z vozliˇscˇi, ki predstavljajo
narocˇnike in so medsebojno povezani s telefonskimi klici. Na tak nacˇin je mozˇno
vsakega narocˇnika opazovati skupaj z neposredno povezanimi narocˇniki, tako ime-
novanimi sosedi ali kot pripadnika socialne skupine, dolocˇene s podmnozˇico vozliˇscˇ
in povezav. Lastnosti, ki opisujejo opazovanega narocˇnika v kontekstu socialnega
omrezˇja smo v nadaljevanju oznacˇili kot omrezˇne lastnosti.
Za napovedovanje osipa so bili doslej predlagani razlicˇni modeli, ki uposˇtevajo
zgolj osebne lastnosti ali kombinacijo osebnih in omrezˇnih lastnosti. Cˇeprav
sˇtevilni modeli na preizkusˇenih podatkih dosegajo dobre napovedi, je treba v pri-
meru namena uporabe modela v praksi uposˇtevati veliko kolicˇino podatkov. Ob
preverjanju delovanja napovednih modelov na manjˇsih podatkovnih mnozˇicah,
je mozˇno brez posledic zanemariti problem velike kolicˇine podatkov. Kadar je
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model namenjen uporabi v realnem okolju, treba tega nacˇrtovati tako, da lahko
podatke obdela v doglednem cˇasu z uporabo razpolozˇljivih racˇunalniˇskih virov.
Ponudniki telekomunikacijskih storitev imajo obicˇajno vecˇ-sto-tisocˇ ali vecˇ
milijonov uporabnikov in omejena financˇna sredstva za preprecˇevanje osipa. Za-
radi tega smo se pri raziskavah omejili na podatke o klicih (ang. Call Detail
Records - CDR) z namenom zasnove preprostega modela, ki omogocˇa ponudniku
mozˇnost rednega ocenjevanja tveganja osipa posameznih uporabnikov zaradi so-
cialnih vplivov. Po pregledu obstojecˇih predlaganih modelov smo namrecˇ ugoto-
vili, da je vecˇina modelov kompleksnih oziroma iz njih ni jasno razviden socialni
vpliv. Zaradi obsega podatkov o klicih, predstavlja vecˇanje kompleksnosti modela
v splosˇnem vecˇanje zahtev racˇunalniˇskih virov, v nekaterih primerih pa je komple-
ksen teoreticˇni model na realnih podatkih celo nemogocˇe uporabiti za obdelavo
podatkov v doglednem cˇasovnem in financˇnem okviru.
1.1 Opis problema in cilji raziskave
Osnovni namen doktorskega dela je zasnova modela za napovedovanje prekinitev
narocˇniˇskih razmerij uporabnikov mobilnega ponudnika. Pri tem smo napovedni
model zasnovali tako, da dolocˇa prekinitve razmerij izkljucˇno na podlagi podat-
kov o telefonskih klicih. Rezultati raziskovalnega dela, predstavljeni v doktorski
disertaciji, vkljucˇujejo:
1. predstavitev procesa odkrivanja znanja v podatkih, ki prikazuje zaporedje
vseh korakov, ki so potrebni za izgradnjo in uporabo napovednega modela,
od zbiranja podatkov, do gradnje modela in preverjanja rezultatov,
2. predstavitev podatkov mobilnega operaterja, pri cˇemer je opisana oblika
podatkov v izvorni obliki in preoblikovanje podatkov v graf, ki predstavlja
socialno omrezˇje,
3. opis gradnje razlicˇnih napovednih modelov in primerjavo uspesˇnosti delo-
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vanja in
4. zasnovo modela za napovedovanje v realnem cˇasu.
1.2 Sorodne raziskave
Za preprecˇevanje prekinitev narocˇniˇskih razmerij so bili doslej predlagani razlicˇni
modeli za napovedovanje osipa. V splosˇnem se modeli med seboj razlikujejo po
kompleksnosti in vhodnih spremenljivkah, na podlagi katerih napovedujejo vre-
dnost ciljne spremenljivke. Pri napovedovanju osipa govori ciljna spremenljivka
o tem, ali je opazovan uporabnik prekinil narocˇniˇsko razmerje. Doslej predlagani
modeli za opazovane uporabnike dolocˇajo, ali bodo prekinili narocˇniˇsko razmerje,
na podlagi zgolj osebnih ali na podlagi kombinacije osebnih in omrezˇnih lastnosti.
V cˇlankih [2–9] so predlagani razlicˇni postopki, ki pri napovedovanju osipa
uposˇtevajo omrezˇne lastnosti opazovanih uporabnikov. Za napovedovanje v
predstavljenih raziskavah avtorji predlagajo uporabo razlicˇnih modelov strojnega
ucˇenja.
Izmed doslej predlaganih modelov so sˇtevilni zasnovani na umetnih nevron-
skih mrezˇah. V cˇlanku [2] avtorji predlagajo model za odkrivanje uporabnikov, ki
so prekinili narocˇniˇsko razmerje na podlagi mnozˇice cˇasovno spremenljivih podat-
kov in mnozˇice staticˇnih podatkov. V mnozˇico cˇasovno spremenljivih podatkov so
vkljucˇili podatke o trajanju vseh klicev, sˇtevilu poslanih sporocˇil in sˇtevilu ljudi, s
katerimi je opazovan uporabnik komuniciral na dnevni bazi, v cˇasovnem obdobju
sˇtirih mesecev. Cˇasovne podatke so najprej pretvorili s Fourierovim transfor-
mom in nato so na vhod nevronske mrezˇe povezali izbrano sˇtevilo ortogonalnih
baznih funkcij. V mnozˇico staticˇnih podatkov so vkljucˇili podatke o spolu in sta-
rosti opazovanega uporabnika. Za gradnjo modela so uporabili podatke 220000
razlicˇnih uporabnikov, za preverjanje natancˇnosti pa 10000 uporabnikov. S pre-
dlaganim modelom so na testni mnozˇici dosegli 87% natancˇnost, vendar iz cˇlanka
ni razvidno, koliksˇen je delezˇ uporabnikov, ki so prekinili narocˇniˇsko razmerje,
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kar neposredno vpliva na natancˇnost.
V cˇlanku [3] avtorji predlagajo izboljˇsanje modela nevronskih mrezˇ s hibridnim
modelom za napovedovanje prekinitev narocˇniˇskih razmerij. V raziskavi avtorji
primerjajo natancˇnost modela nevronskih mrezˇ z dvema razlicˇnima hibridnima
modeloma. V obeh primerih gre pri hibridnih modelih za kaskadno vezavo dveh
modelov. V prvem primeru gre za dve nevronski mrezˇi, pri cˇemer prva nevronska
mrezˇa vhodne podatke filtrira in posreduje drugi nevronski mrezˇi, ki na podlagi
prejetih podatkov dolocˇa vrednost izhodnih spremenljivk. V drugem primeru
gre za vezavo modela samoorganizirajocˇih map (ang. Self-Organizing Maps -
SOM) [10] z nevronskimi mrezˇami. Prvi model, podobno kot v prejˇsnjem primeru,
vhodne podatke filtrira in posreduje nevronski mrezˇi, ki dolocˇa vrednost izhodnih
spremenljivk. Za gradnjo in preverjanje delovanja so avtorji uporabili podatkovno
mnozˇico, ki zajema 51306 uporabnikov, izmed katerih je 16545 v opazovanem
obdobju sˇestih mesecev prekinilo narocˇniˇsko razmerje. Podrobnosti o izbranih
parametrih in velikosti segmenta testne mnozˇice za preverjanje natancˇnosti v
cˇlanku niso podane. V primeru napovedovanja z uporabo nevronskih mrezˇ je
model dosegel 92,80% natancˇnost, v primeru uporabe hibridnih modelov pa je
v primeru dvojne nevronske mrezˇe dosegel model najboljˇso natancˇnost, 94,32%,
vendar je tu dobitek v primerjavi z nakljucˇno izbiro uporabnikov zaradi velikega
delezˇa uporabnikov, ki so odsˇli, relativno nizek in znasˇa 2,9.
V cˇlanku [4] avtorji primerjajo rezultate razlicˇnih modelov za napovedovanje
prekinitev narocˇniˇskih razmerij pri kitajskemu mobilnem operaterju. Predsta-
vljeni napovedni modeli so zasnovani na nevronskih mrezˇah, logisticˇni regresiji in
odlocˇitvenih drevesih. Na podlagi razlicˇnih vrst podatkov so zgradili modele, ki
uposˇtevajo podatke, ki se navezujejo izkljucˇno na uporabnike kot posameznike,
izkljucˇno na omrezˇne lastnosti uporabnikov in kombinacijo obeh vrst podatkov.
V primeru opazovanja omrezˇnih podatkov so uposˇtevali sˇtevilo stikov opazova-
nega uporabnika v drugih mobilnih omrezˇjih, sˇtevilo klicev v druga omrezˇja,
sˇtevilo sosedov, ki so prenesli narocˇniˇsko razmerje k drugemu operaterju, med-
sebojno povezanost sosedov in koeficient grucˇenja. Za gradnjo in preverjanje
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uspesˇnosti modelov so uporabili podatke iz obdobja sˇestih mesecev za milijon
uporabnikov, izmed katerih je 4% takih, ki so prekinili narocˇniˇsko razmerje. V
primeru uposˇtevanja zgolj omrezˇnih podatkov je avtorjem uspelo z logisticˇno re-
gresijo in nevronskimi mrezˇami dosecˇi priblizˇno enake rezultate, opazno boljˇse od
odlocˇitvenih dreves. V segmentu 10% uporabnikov so zajeli 54% od vseh uporab-
nikov, ki so prekinili narocˇniˇsko razmerje. Ob uposˇtevanju obeh vrst podatkov
so rezultat sˇe izboljˇsali, in sicer so v tem primeru v 10% uporabnikov zajeli vecˇ
kot 70% od vseh uporabnikov, ki so prekinili narocˇniˇsko razmerje.
Na uspesˇnost napovedi ne vpliva le model, pacˇ pa predvsem izbrani podatki,
na podlagi katerih model podaja napovedi. V cˇlanku [5] avtorji predlagajo izbor
mnozˇice parametrov, s katero je mozˇno izboljˇsati natancˇnost dolocˇanja uporab-
nikov, ki bodo prekinili narocˇniˇsko razmerje. Za parametre so izbrali demograf-
ske podatke in prometne podatke. Izmed slednjih so izbrali podatke o sˇtevilu
in dolzˇini dohodnih in odhodnih klicev v omrezˇja konkurencˇnih operaterjev, sˇt.
sporocˇil SMS, poslanih v omrezˇja konkurencˇnih operaterjev, podatke o klicih v
mednarodna omrezˇja, sˇtevilo oseb, s katerimi je opazovan uporabnik vzpostavil
stik, podatke o klicih znotraj domacˇega omrezˇja, podatke o uporabi storitev z
dodano vrednostjo (ang. Value Added Services - VAS). Podatkovno mnozˇico, ki
so jo uporabili za gradnjo modelov, so pridobili pri evropskemu ponudniku mo-
bilnih storitev, obsegala pa je podatke o aktivnih uporabnikih in njihovi uporabi
storitev za trimesecˇno obdobje iz leta 1997. Izmed vseh opazovanih uporabnikov
je bilo 5,6% takih, ki so v opazovanem obdobju prekinili narocˇniˇsko razmerje. Iz
opisane podatkovne mnozˇice so izlusˇcˇili nasˇtete parametre in jih uporabili za gra-
dnjo odlocˇitvenih dreves C4.5 [11], Bayesovih mrezˇ [12] in naivnega Bayesovega
klasifikatorja [13]. Z uporabo izbranih parametrov sta najvecˇjo natancˇnost na-
povedi dosegla slednja modela. V primerjavi z modeli, predstavljenimi v cˇlanku,
smo z rezultati predlaganega modela podobno pokazali relevantnost izbranih spre-
menljivk, vendar smo to dosegli z bistveno manj kompleksnim modelom.
Relevantnost socialnih lastnosti za napovedovanje osipa potrjujejo sˇtevilne do-
sedanje raziskave. V cˇlanku [6] avtorji predlagajo model za napovedovanje pre-
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kinitev narocˇniˇskih razmerij, ki uposˇteva socialni vpliv. Model uposˇteva sˇtevilo
medsebojnih klicev med uporabniki, sesˇtevek dolzˇin vseh klicev in sˇtevilo sku-
pnih sosedov povezanih parov uporabnikov. Za preizkusˇanje modela so uporabili
podatke o narocˇniˇskih razmerjih pol milijona uporabnikov in podatke o klicih za
obdobje dveh mesecev. Za segment 1% najbolj kriticˇnih uporabnikov je model
dosegel faktor dviga 3,3. Ob primerjavi vpliva uporabljenih vhodnih parametrov
avtorji ugotavljajo, da je socialni vpliv, za veljavnim aneksom in cˇasom sklenje-
nega narocˇniˇskega razmerja, tretji najbolj vpliven faktor na odlocˇitev o prekinitvi
narocˇniˇskega razmerja.
V cˇlanku [7] avtorji analizirajo vpliv narocˇnikov, ki so prekinili narocˇniˇsko
razmerje na sosede z uporabo tehnike razsˇirjanja aktivacije (ang. spreading ac-
tivation technique) [14]. Z uporabo podatkov o telefonskih povezavah, so avtorji
pokazali, da se prekinitve sˇirijo po socialnem grafu, ki je predstavljen z narocˇniki
in medsebojnimi telefonskimi povezavami. Analiza je pokazala, da je verjetnost
prekinitve narocˇniˇskega razmerja vsakega narocˇnika sorazmerna sˇtevilu sosedov,
ki so predhodno prekinili narocˇniˇsko razmerje.
V cˇlanku [8] avtorji preverjajo, koliksˇna je dodana vrednost kombiniranja po-
datkov o posameznikih s podatki o scialnih stikih za napovedovanje osipa. Z upo-
rabo podatkov o uporabnikih predplacˇljivih storitev in zapisi telefonskih klicev
za obdobje enega meseca so avtorji zgradili razlicˇne propagacijske in tabelaricˇne
modele, ki napovedujejo osip na podlagi podatkov o posameznih uporabnikih,
podatkov o telefonskih povezavah ali kombinacijo obojih. V raziskavi avtorji
ugotavljajo, da izmed preizkusˇenih dosezˇe najvecˇji uspeh tabelaricˇni model, ki
napoveduje osip na podlagi kombinacije podatkov o posameznikih in podatkov o
socialnih povezavah, predstavljenih z dolzˇino klicev in sˇtevilom poslanih sporocˇil
SMS. Med zajetimi uporabniki v segmentu velikosti 30% je priblizˇno 50% ta-
kih, ki prekine narocˇniˇsko razmerje. V primeru izbire uporabnikov z uporabo
propagacijskega modela, na podlagi enake kombinacije podatkov izberejo v se-
gmentu enake velikosti priblizˇno 45% vseh uporabnikov, ki prekine narocˇniˇsko
razmerje. Ker so pri analizi uporabili podatke o uporabnikih predplacˇljivih sto-
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ritev, ki narocˇniˇskih razmerij ne prekinejo eksplicitno s pisno ali ustno zahtevo,
so prekinitve oznacˇili pri vseh tistih uporabnikih, ki so bili neaktivni naslednjih
sˇest mesecev po obdobju zajema podatkov o telefonskih povezavah.
V cˇlanku [9] avtorji predlagajo model za odkrivanja skupin uporabnikov, ki
bodo prekinile narocˇniˇsko razmerje. Za napovedovanje model uposˇteva zgolj po-
datke o telefonskih klicih, brez podatkov o prekinitvah narocˇniˇskih razmerij v
preteklosti. Izhodiˇscˇna hipoteza raziskave je namrecˇ prisotnost socialnega vpliva
v skupinah medsebojno tesno povezanih uporabnikov. Model vkljucˇuje proces, ki
najprej celotno omrezˇje uporabnikov, medsebojno povezanih s telefonskimi klici
razdeli na gosto povezane skupine in nato dolocˇi verjetnost prekinitev narocˇnin
celotne skupine in posameznih uporabnikov v posamezni skupini. Za preizkusˇanje
modela so avtorji uporabili podatke mobilnega operaterja za obdobje 28 dni, v
katerem so bili zajeti klici 16 milijonov uporabnikov. Izmed teh je bilo 800000
takih, ki so po opazovanem obdobju prekinili narocˇniˇsko razmerje. Model je v
segmentu 10% najbolj kriticˇnih uporabnikov dosegel faktor dviga 5.
Vsi zgoraj opisani modeli so bodisi racˇunsko bistveno zahtevnejˇsi od modela,
ki ga predlagamo v tej disertaciji, zato je vprasˇljiva njihova skalabilnost, njihov
dobitek glede na nakljucˇno izbiro pa je primerljiv z dobitkom nasˇega modela ali
pa precej nizˇji, kar je razvidno iz primerjave nasˇega modela z najuspesˇnejˇsimi, ki
je podana v cˇetrtem poglavju. Po nasˇem najboljˇsem vedenju pa doslej sˇe nihcˇe
ni predlagal modela, ki bi omogocˇal napovedovanje osipa na dnevni bazi.
1.3 Struktura doktorskega dela
Doktorsko delo je razdeljeno na tri dele. V prvem delu je splosˇno predstavljen
proces odkrivanja znanja in podatki, ki smo jih uporabili pri raziskavi. Opis
procesa odkrivanja znanja je dodan za jasnejˇso opredelitev podrobnosti, opisanih
v nadaljevanju in predstavitev relacije med teoreticˇnim in prakticˇnim delom.
V drugem delu je predstavljena izbira in preoblikovanje podatkov ter gradnja
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razlicˇnih modelov za napovedovanje osipa na podlagi vpliva socialnega omrezˇja.
Ugotovitve, predstavljene v tem delu so tudi temelj za zasnovo prakticˇno upo-
rabnega modela.
V tretjem delu je predstavljena zasnova modela za izbiro narocˇnikov za pre-
precˇevanje osipa. Model je nacˇrtovan tako, da lahko obdeluje velike kolicˇine
podatkov v realnem cˇasu.
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2 Proces odkrivanja znanja v podatkih
V zadnjih letih je postalo zbiranje in analiza podatkov splosˇen trend v razlicˇnih
panogah. Poleg hranjenja podatkov za osnovne poslovne procese, podjetja zbi-
rajo dodatne podatke o svojih uporabnikih in njihovih aktivnostih z namenom
odkrivanja splosˇno veljavnih, potencialno uporabnih vzorcev. S poznavanjem
teh vzorcev lahko podjetja do dolocˇene mere prilagodijo svoje storitve in nacˇin
poslovanja z namenom izboljˇsanja poslovnega uspeha.
Kadar zˇelimo iz podatkov izlusˇcˇiti znanje o dolocˇenem vzorcu, je zelo koristno
dolocˇiti proces odkrivanja znanja, ki vkljucˇuje opis vseh korakov, od hranjenja
podatkov, do prikaza vzorcev in njihove interpretacije, ki vodi do znanja, na
podlagi katerega je mozˇno izboljˇsati poslovanje.
Predstavljeno delo obravnava odkrivanje vzorcev, ki so tipicˇni za narocˇnike,
ki prekinejo narocˇniˇsko razmerje (NR). S poznavanjem vzorcev lahko ponudnik
storitev izvede dolocˇeno akcijo nad narocˇniki, pri katerih zazna vzorce, ki so
tipicˇni za prekinitev NR in s tem preprecˇi izgubo narocˇnikov.
Za dolocˇitev procesa odkrivanja znanja moramo predhodno poznati domeno,
ki ji je proces namenjen in dolocˇiti jasen cilj uporabe le-tega. Glede na dolocˇen cilj
iz vseh razpolozˇljivih podatkov najprej izberemo tiste, ki so relevantni. Izbrana
mnozˇica podatkov v splosˇnem vkljucˇuje vecˇ razlicˇnih seznamov zapisov oziroma
tabel z razlicˇnimi parametri. V posamezni tabeli je vecˇ zapisov, pri cˇemer je
vsak zapis definiran z dolocˇenimi vrednostmi parametrov. Po izboru podatke
pretvorimo tako, da zapise iz razlicˇnih tabel zdruzˇimo v enoten seznam. Pri tem
po potrebi odstranimo redundantne parametre in dolocˇimo pravila za ravnanje z
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zapisi, katerih vrednosti so osamele (ang. outliers) ali pomanjkljivo opisane. v na-
slednjem koraku zapise s seznama pripravimo v obliko, ki je primerna za racˇunski
proces odkrivanja vzorcev v velikih kolicˇinah podatkov, imenovan rudarjenje po-
datkov. Ta zdruzˇuje metode strojnega ucˇenja, umetne inteligence, statistike in
podatkovnih baz. Z rudarjenjem preoblikovanih podatkov odkrijemo potencialno
koristne vzorce oziroma pravila, ki jih je mozˇno izkoristiti za doseganje dolocˇenega
cilja.
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Slika 2.1: Splosˇen proces odkrivanja znanja
Splosˇen proces odkrivanja znanja je prikazan na sliki 2.1. Za uporabo v
industrijskem in akademskem okolju so predlagani razlicˇni modeli [15–19]. V
cˇlankih [20, 21] avtorji predlagajo sistem za odkrivanje konceptov v podatkov-
nih bazah in predstavijo uporabo na podatkih o klicih pri mobilnem operaterju.
Proces, ki smo ga uporabili za napovedovanje prekinitev narocˇniˇskih razmerij in
podatki so podrobneje opisani v nadaljevanju
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2.1 Odkrivanje znanja za napovedovanje osipa
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Slika 2.2: Struktura procesa odkrivanja znanja v socialnem omrezˇju mobilnega
operaterja
Proces odkrivanja znanja v podatkih sodelujocˇega mobilnega operaterja z na-
menom napovedovanja osipa je prikazan na sliki 2.2. Za zasnovo modela smo
izbrali podatke o telefonskih klicih in podatke o spremembah NR. Iz izbranih
podatkov smo sestavili seznam telefonskih povezav s podatki o osipu klicocˇega in
klicanega udelezˇenca, v nadaljevanju izvora in ponora. Podatki v taki obliki pred-
stavljajo graf medsebojno povezanih narocˇnikov oziroma splosˇneje uporabnikov,
ki imajo sklenjeno narocˇniˇsko razmerje s sodelujocˇim ali konkurencˇnim ponudni-
kom. Pri opazovanju dolocˇenega uporabnika v nadaljevanju vse uporabnike, ki
so z njim neposredno povezani, oznacˇujemo kot njegove sosede.
Po predstavitvi podatkov v obliki grafa, smo vpliv sosedov opazovali na dva
nacˇina. Pri prvem smo z metodami strojnega ucˇenja ugotavljali, kako delezˇ sose-
dov, ki so prekinili narocˇniˇsko razmerje in klici proti njim vplivajo na odlocˇitev o
prekinitvi NR opazovanega uporabnika. Pri drugem smo podrobneje opazovali,
kako osip posameznih sosedov skozi cˇas vpliva na prekinitev oziroma ohranitev
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NR opazovanega uporabnika.
2.2 Podatki
Ponudniki telekomunikacijskih storitev morajo za izvajanje osnovnih poslov-
nih procesov hraniti podatke delovanju omrezˇja in uporabi storitev za namene
zaracˇunavanja. Poleg tega morajo voditi tudi evidenco razpolozˇljivih telefonskih
sˇtevilk in sprememb oziroma prekinitev narocˇniˇskih razmerij. Obicˇajno ponudniki
storitev evidentirajo tudi aktivnosti klicnega centra oziroma pritozˇbe narocˇnikov
ter hranijo dodatne informacije za podporo pravne sluzˇbe, prodaje in oglasˇevanja.
Zaradi mnozˇicˇne uporabe storitev mora ponudnik telekomunikacijskih storitev
hraniti velike kolicˇine podatkov. Za predstavo o kolicˇini podatkov velja omeniti,
da je bilo v 3. cˇetrtletju 2013 v Sloveniji poslanih vecˇ kot 479 milijonov sporocˇil
SMS in skoraj 10 milijonov sporocˇil MMS ter zabelezˇno vecˇ kot 944 milijonov
minut odhodnega prometa iz mobilnih omrezˇij [22].
Pri izbiri podatkov za napovedovanje osipa smo se omejili le na tiste, ki so
relevantni za opazovanje uporabnikov v kontekstu socialnega omrezˇja. Za pred-
stavitev opazovanih uporabnikov smo anonimizirali oznake MSISDN mobilnih
uporabnikov in dodali pripadajocˇe podatke o spremembah NR, za tvorjenje po-
vezav pa smo uporabili podatke iz podrobnosti o telefonskih klicih (ang. Call
Detail Record - CDR)(Slika 2.3).
Iz zapisov CDR smo izbrali oznaki MSISDN izvora in ponora ter podatke
o cˇasu in trajanju telefonske povezave. Podatke v taki obliki smo opazovali v
obliki grafa, ki predstavlja socialno omrezˇje. Primer soseske nakljucˇno izbranega
uporabnika je prikazan na sliki (2.4). Po opazovanju vecˇ nakljucˇno izbranih upo-
rabnikov in njihovih sosesk smo sklepali, da predhoden osip med sosedi vpliva
na odlocˇitev opazovanega uporabnika o prekinitvi NR. Zaradi tega smo zasnovali
model, ki za posameznega narocˇnika podaja oceno verjetnosti za prekinitev NR
na podlagi predhodnih prekinitev in telefonskih povezav s sosedi.
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Slika 2.3: Izbira in preoblikovanje surovih podatkov.
2.2.1 Varovanje zasebnosti
Zaradi obcˇutljivosti podatkov, ki so bili pri raziskavi uporabljeni, poudarjamo, da
so bili vsi uporabniki predhodno anonimizirani. Za zagotovitev anonimnosti, so
bile pri branju zgoraj opisanih podatkov iz izvornih tabel, vse oznake MSISDN z
enosmerno kriptografsko zgosˇcˇevalno funkcijo SHA-1 [23] pretvorjene v 40-mestni
znakovni niz, ki ga v obratni smeri ni mogocˇe pretvoriti v izvorno oznako MSI-
SDN. Zaradi tega se avtorji niso mogli seznaniti z identiteto narocˇnikov, ki pa
tudi ni relevantna za raziskave predstavljene v nasˇem delu.
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Naključno izbran uporabnik
Slika 2.4: Soseska nakljucˇno izbranega narocˇnika. Razlicˇno obarvana vozliˇscˇa
oznacˇujejo uporabnike, ki imajo sklenjena narocˇniˇska razmerja pri razlicˇnih po-
nudnikih storitev. Na sliki so prikazani uporabniki do razdalje dveh korakov od
izbranega uporabnika
3 Vpliv socialnega omrezˇja na osip
V cˇasu stagnacije trzˇiˇscˇa telekomunikacijskih storitev vecˇina operaterjev namenja
veliko pozornost problemu osipa. Da lahko operater osip zmanjˇsa, mora odkriti
razloge za nezadovoljstvo uporabnikov. Razlogi za nezadovoljstvo in modeli za
napovedovanje osipa so bili predmet obravnave v sˇtevilnih preteklih raziskavah.
Zanimalo nas je, ali je pri osipu razviden vpliv socialnega omrezˇja. S tem
namenom smo zasnovali in preverili uspesˇnost modelov, ki osip napovedujejo iz-
kljucˇno na podlagi omrezˇnih lastnosti. Po predhodnem preoblikovanju podatkov,
predstavljenih v prejˇsnjem poglavju, smo za napovedovanje osipa uporabili me-
tode strojnega ucˇenja.
Podrocˇje strojnega ucˇenja v splosˇnem obsega sˇtudije algoritmov, ki se ucˇijo iz
podatkov [24]. Ti algoritmi gradijo modele za razlicˇne namene oziroma napovedi.
V primeru nenadzorovanega ucˇenja je namen v podatkih poiskati prikrite vzorce
oziroma pravila kot glavni cilj ali kot podporne ugotovitve na poti proti glavnemu
cilju. V primeru nadzorovanega ucˇenja je namen na podlagi vhodnih podat-
kov oziroma parametrov napovedati vrednost ciljnega parametra. Za obravnavo
vpliva socialnega omrezˇja na osip smo uporabili nadzorovano ucˇenje, pri cˇemer
smo kot ciljni parameter izbrali podatek o tem, ali so opazovani uporabniki pre-
kinili NR, kot vhodne parametre pa smo izbrali podatke iz zapisov CDR, preko
katerih smo opazovali medsebojni socialni vpliv opazovanih uporabnikov.
V primeru napovedovanja osipa zˇelimo zgraditi model, ki na podlagi izbranih
vhodnih parametrov, ki predstavljajo lastnosti uporabnika, dolocˇijo verjetnost
prekinitve NR. Doslej so bili za napovedovanje osipa predlagani razlicˇni modeli
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[2–6,10–13,25]. V nasˇtetih raziskavah napovedni modeli uporabnika obravnavajo
zgolj kot posameznika oziroma dodatno vkljucˇujejo parametre, ki se nanasˇajo na
socialno omrezˇje.
Pri napovedovanju osipa so rezultati vseh preteklih raziskav enotno potrdili,
da so napovedi ob uposˇtevanju socialnega vpliva bistveno uspesˇnejˇse v primerjavi
z napovedmi, ki obravnavajo uporabnike zgolj kot posameznike. Po opazovanju
uporabnikov in osipa v obliki grafa (Slika 2.4), smo predvidevali, da je mozˇno
model za napovedovanje osipa zasnovati zgolj na parametrih socialnega omrezˇja.
Kot cilj raziskave smo tako postavili hipotezo, da je osip mogocˇe napovedati zgolj
na podlagi zapisov CDR, brez dodatnih demografskih podatkov ali drugih po-
datkov, ki se nanasˇajo na opis uporabnikov kot posameznikov. Z opazovanjem
parametrov, ki se nanasˇajo izkljucˇno na socialno omrezˇje in doseganjem rezulta-
tov, primerljivih z obstojecˇimi, kompleksnejˇsimi modeli, ki dodatno uposˇtevajo
podatke o posameznikih, je pomembnost socialnega vpliva nedvoumno potrjena.
3.1 Podatki
Za raziskavo smo uporabili podatke o telefonskih povezavah za dvomesecˇno obdo-
bje, od septembra do oktobra 2010, v katerem je bilo aktivnih 866.655 uporabni-
kov. Podatke smo najprej preoblikovali, tako da smo pripravili seznam telefonskih
klicev, pri cˇemer je vsak zapis poleg podatkov o klicih vseboval tudi podatke da-
tumu spremembe veljavnosti narocˇniˇskega razmerja izvora in ponora (Slika 2.3).
Podatke o telefonskih povezavah smo nato zdruzˇili tako, da smo za vse pare (iz-
vor, ponor) za vsak dan v opazovanem obdobju presˇteli klice in sesˇteli trajanja.
Po takem preoblikovanju smo dobili seznam priblizˇno 42 milijonov zapisov z na-
slednjimi parametri: izvor, ponor, klicano omrezˇje, datum, sˇtevilo klicev, dolzˇina
klicev, datum veljavnosti razmerja izvora, datum veljavnosti razmerja ponora.
Izmed vseh uporabnikov, ki so bili v opazovanem obdobju aktivni (t.j. vzposta-
vili vsaj eno telefonsko povezavo in tako nastopili na seznamu v vlogi izvora),
jih je 0,31% prekinilo narocˇniˇsko razmerje v septembru in 0,32% v oktobru. Za
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gradnjo napovednega modela smo podatke s seznama preoblikovali na naslednji
nacˇin:
1. Za posameznega uporabnika v vlogi izvora, ki ni prekinil narocˇniˇskega raz-
merja v prvem mesecu opazovanja, smo presˇteli vse klice in sesˇteli trajanje
vseh klicev.
2. Za opazovanje osipa med sosedi posameznega opazovanega uporabnika smo
dolocˇili obdobje dolzˇine 60 dni.
3. Za posameznega opazovanega uporabnika smo presˇteli, koliko sosedov je
NR prekinilo v dolocˇenem obdobju, 60 dni, ter presˇteli vse klice in sesˇteli
trajanja klicev proti le-tem.
4. Za vsakega uporabnika smo presˇteli in sesˇteli dolzˇine klicev v druga omrezˇja.
3.1.1 Predstavitev zapisov v vektorski obliki
Za nadzorovano ucˇenje smo posamezne zapise razdelili na vhodne spremenljivke
in ciljno spremenljivko. Za vhodne spremenljivke smo izbrali relativne vrednosti
sˇtevila sosedov, ki so prekinili narocˇniˇsko razmerje, skupne dolzˇine in sˇtevila
klicev proti le-tem ter sˇtevila in dolzˇine klicev v druga omrezˇja. Za skrajˇsan opis
smo izbranim spremenljivkam dolocˇili oznake xc, yc, zc, xn, yn in zn. Vhodne
spremenljivke zapiˇsemo v obliki vektorja X:
X =

xc
yc
zc
xn
yn
zn

(3.1)
ciljna spremenljivka pa je skalar:
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y =
 1; Je prekinil NR0; Ni prekinil NR (3.2)
Spremenljivka Opis
xc Relativno sˇtevilo sosedov, ki je prekinilo NR
yc Relativna dolzˇina klicev proti sosedom, ki so prekinili NR
zc Relativno sˇtevilo klicev proti sosedom, ki so prekinili NR
xn Relativno sˇtevilo sosedov v drugih omrezˇjih
yn Relativna dolzˇina klicev v druga omrezˇja
zn Relativno sˇtevilo klicev v druga omrezˇja
Tabela 3.1: Opis uporabljenih spremenljivk
3.1.2 Graficˇna predstavitev izbranih podatkov
Pri uporabi metod strojnega ucˇenja je zelo pomembno intuitivno razumevanje
delovanja napovednega modela. Za oceno relevantnosti izbranih vhodnih spre-
menljivk, na podlagi katerih zˇelimo napovedati vrednost ciljne spremenljivke, je
v veliko pomocˇ predstavitev podatkov v graficˇno predstavljivem prostoru.
Cˇe je sˇtevilo dimenzij vhodnega vektorja manjˇse ali enako 3, lahko podatke ne-
posredno prikazˇemo v prostoru kot tocˇke, oznacˇene glede na pripadnost razlicˇnim
razredom. Cˇe je sˇtevilo dimenzij vhodnega vektorja vecˇje od 3, lahko tocˇke
graficˇno prikazˇemo v prostoru s predhodno redukcijo dimenzij. Sliki 3.1 in
3.2 prikazujeta uporabnike po redukciji sˇestih dimenzij z uporabo metode glav-
nih komponent (ang. Principal Component Analysis - PCA), in t-stohasticˇnega
zdruzˇevanja sosedov (ang. t-Stochastic Neighbor Embedding - t-SNE).
Metoda PCA je linearna transformacija, katere osnovna zamisel je opisati
razprsˇenost zapisov z mnozˇico nekoreliranih spremenljivk, ki so linearne kombi-
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Slika 3.1: Prikaz uporabnikov po redukciji na dve dimenziji z uporabo metode
PCA
nacije izvirnih spremenljivk [26]. Metoda t-SNE je nelinearen postopek za reduk-
cijo dimenzij, primeren za transformacijo vecˇdimenzionalnih podatkov v prostor
z dvema ali tremi dimenzijami. Vsak zapis iz izvirnega, vecˇdimenzionalnega pro-
stora je prikazan kot tocˇka v dvodimenzionalnem ali tridimenzionalnem prostoru,
pri cˇemer je razdalja med podobnimi zapisi majhna, med razlicˇnimi pa velika [27].
Po graficˇni predstavitvi podatkov v prostoru, lahko intuitivno ocenimo, ali je
vhodni vektor dovolj opisen za locˇevanje podatkov po razredih. V primerih, kjer
so razlicˇno oznacˇene tocˇke locˇljive s prostim ocˇesom, mora obstajati model, ki
bo podatke locˇil po razredih najmanj tako dobro kot vizualno locˇevanje glede na
polozˇaj v prostoru.
Podatke o prekinitvah narocˇniˇskih razmerij uporabnikov v odvisnosti od sˇestih
razpolozˇljivih parametrov vhodnega vektorja X smo po redukciji dimenzij opazo-
vali v dvodimenzionalnem prostoru. Medtem ko s pomocˇjo metode PCA opazo-
vanih podatkov ni mozˇno jasno locˇiti po razredih (slika 3.1), je pri predstavitivi
podatkov z uporabo metode t-SNE (slika 3.2) mozˇno opaziti vecˇ jasno prostorsko
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Slika 3.2: Prikaz uporabnikov po redukciji na dve dimenziji z uporabo metode
t-SNE
locˇljivih skupin.
3.2 Napovedovanje osipa z nadzorovanim ucˇenjem
Nadzorovano ucˇenje je proces strojnega ucˇenja, kjer je cilj dolocˇiti funkcijo pre-
slikave h : X → y, ki za dane podatkovne pare (X(i), y(i)) na podlagi vhodnega
vektorja X(i) ∈ Rn cˇim bolje napove vrednost ciljne spremenljivke y(i) ∈ R. Funk-
cijo preslikave, obicˇajno pri usmerjenem ucˇenju imenovane hipoteza, s pomocˇjo
znanih relacij med vhodnimi spremenljivkami in ciljno spremenljivko dolocˇimo
tako, da na splosˇno napoveduje neznane vrednost ciljne spremenljivke y v odvi-
snosti od vrednosti vhodnega vektorja X s cˇim vecˇjo uspesˇnostjo.
Za izgradnjo hipoteze oziroma napovednega modela locˇimo celotno mnozˇico
podatkov na ucˇno in testno mnozˇico, ki ju uporabimo v dveh locˇenih korakih. V
prvem koraku uporabimo zapise iz ucˇne mnozˇice za dolocˇanje parametrov modela,
s katerimi je definirana funkcija preslikave h (X) vhodnega vektorja X v ciljno
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Slika 3.3: Prikaz procesa dolocˇanja hipoteze. Ucˇni algoritem na podlagi ucˇne
mnozˇice dolocˇi hipotezo h.
spremenljivko y (Slika 3.3). V drugem koraku preverimo uspesˇnost naucˇenega
modela tako, da uporabimo zapise iz testne mnozˇice in napovedane vrednosti X
primerjamo z dejanskimi vrednostmi ciljne spremenljivke. Na tak nacˇin preve-
rimo, ali je model dovolj splosˇen oziroma ni specificˇno prilagojen zgolj znanim
podatkom iz ucˇne mnozˇice. Cˇe bi vse podatke uporabili za ucˇenje, bi namrecˇ
lahko dolocˇili model, ki deluje na znanih podatkih zelo dobro, vendar ni koristen
za splosˇno uporabo. Za splosˇno uporabnost je potrebno torej s pomocˇjo ucˇne
mnozˇice dolocˇiti model, ki se prilega podatkom iz ucˇne mnozˇice in je obenem do-
volj splosˇen za napovedovanje neznanih vrednosti. Za oceno splosˇne uporabnosti
modela na novih vrednostih se uporabi podatke iz testne mnozˇice.
Pri gradnji modela iˇscˇemo pravi kompromis med splosˇnostjo oziroma prepro-
stostjo in specificˇnostjo oziroma kompleksnostjo. Cˇe je model prevecˇ preprost, je
podobno kot pri ucˇni mnozˇici, napaka pri preverjanju na testni mnozˇici velika. V
tem primeru gre za problem pomanjkanja informacije; ne glede na kolicˇino podat-
kov v ucˇni mnozˇici je vhodni vektor pomanjkljivo opisen za natancˇnejˇse dolocˇanje
vrednosti ciljne spremenljivke. Cˇe je model prevecˇ kompleksen, je lahko prevecˇ
specificˇno prilagojen podatkom iz ucˇne mnozˇice. V tem primeru je napaka pri
napovedih vrednosti iz ucˇne mnozˇice majhna, pri napovedih podatkov iz testne
mnozˇice pa je napaka velika [28]. Cˇe je model prevecˇ kompleksen, lahko uspesˇnost
splosˇnega napovedovanja izboljˇsamo z uvedbo regularizacije [29] ali z vecˇanjem
ucˇne mnozˇice. Z vecˇanjem ucˇne mnozˇice je namrecˇ vzorec podatkov bolj razno-
lik in s tem je tudi dolocˇen model bolj splosˇen. V nadaljevanju je podrobnejˇsi
opis regularizacije izpusˇcˇen, saj so bili uporabljeni modeli dovolj preprosti, da
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regularizacije ni bilo potrebno uvesti.
3.2.1 Oblikovanje ucˇne in testne mnozˇice
V primeru opazovanja osipa je takih uporabnikov, ki prekine NR bistveno manj
kot takih, ki NR v cˇasu opazovanja ohrani. Kot zˇe omenjeno, je bilo med opa-
zovanimi uporabniki v nasˇi raziskavi skupno le 0,63% takih, ki so prekinili NR.
Zaradi take neuravnovesˇenosti, je treba za gradnjo uspesˇnega napovednega mo-
dela ucˇno in testno mnozˇico ustrezno oblikovati [30–32]. Cˇe bi vse uporabnike, ki
so prekinili NR obravnavali kot da NR niso prekinili, bi bila natancˇnost napove-
dnega modela enaka 99,37%. Tak model bi bil kljub veliki natancˇnosti popolnoma
neuporaben. Cˇe bi po drugi strani vse uporabnike obravnavali kot da so prekinili
NR, bi bila natancˇnost enaka 0,63%, vendar bi bila ucˇinkovitost 100%. Podobno
kot v prejˇsnjem primeru, bi bil tak model popolnoma neuporaben.
Da bi zgradili smiseln model, smo ucˇno mnozˇico sestavili iz enakega sˇtevila
takih uporabnikov, ki so prekinili NR in takih, ki niso. Skupno smo v ucˇni
mnozˇici zajeli 7065 uporabnikov. Preostale uporabnike, ki so NR prekinili, smo
uporabili v testni mnozˇici in dodali sˇe ustrezno sˇtevilo takih uporabnikov, ki NR
niso prekinili, tako da je bil delezˇ prekinitev enak delezˇu v celotni mnozˇici, 0,63%.
3.2.2 Merila za vrednotenje napovednega modela
Pri klasifikaciji se za vrednotenje modela obicˇajno uporabljata parametra na-
tancˇnost P (ang. precision) in preklic R (ang. recall) [33,34]. Natancˇnost govori
o delezˇu pravilno klasificiranih zapisov v zajetem segmentu, preklic pa govori o
delezˇu zajetih relevantnih zapisov. Konkretneje, v primeru opazovanja prekinitev
NR, je natancˇnost enaka delezˇu uporabnikov v zajetem segmentu, ki so prekinili
NR, preklic pa je enaka delezˇu uporabnikov, ki so prekinili NR in so zajeti v
opazovanem segmentu. Za relativno vrednotenje delovanja modela v primerjavi
z nakljucˇno izbiro smo dodatno definirali sˇe parameter dobitek G (ang. gain).
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Ta podaja razmerje med sˇtevilom uporabnikov, ki so prekinili NR in so zajeti
(ang. captured churners - cc) v dolocˇenem segmentu (ang. captured users - cu)
ob uporabi klasifikacijskega modela ter istim sˇtevilom uporabnikov v nakljucˇno
izbrani mnozˇici enake velikosti (ang. random users - ru). Oznake in opisi kolicˇin
za izracˇun preklica, preciznosti in dobitka so podani v tabeli 3.2.
P (Ncu) =
Ncc
Ncu
(3.3)
R (Ncu) =
Ncc
Nc
(3.4)
G (Ncu) =
Nru
Ncu
(3.5)
Oznaka Opis
N Sˇt. vseh uporabnikov
Nc Sˇt. vseh uporabnikov, ki so prekinili NR
Ncu Sˇt. vseh uporabnikov v zajetem segmentu
Ncc Sˇt. uporabnikov v zajetem segmentu, ki so prekinili NR
Nru Sˇt. uporabnikov, ki so prekinili NR v nakljucˇno izbrani
mnozˇici velikosti Ncc
Tabela 3.2: Kolicˇine za izracˇun natancˇnosti, uspesˇnosti in dobitka.
3.3 Iskanje optimalne kombinacije vhodnih podatkov in
modela za napovedovanje osipa
Za oceno relevantnosti razpolozˇljivih podatkov smo najprej uporabili model lo-
gisticˇne regresije z razlicˇnimi kombinacijami vhodnih spremenljivk. Glede na
uspesˇnost napovedi smo nato izbrali dolocˇene kombinacije spremenljivk in jih na-
dalje uporabili za zasnovo in preizkusˇanje sfericˇnega modela. Rezultate sfericˇnega
modela smo nato primerjali sˇe z rezultati umetnih nevronskih mrezˇ (ang. Artifi-
cial Neural Networks - ANN) ob uporabi istih kombinacij vhodnih spremenljivk.
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3.3.1 Napovedovanje osipa z logisticˇno regresijo
Za oceno relevantnosti izbranih spremenljivk (3.1) za napovedovanje osipa, smo
na podlagi izbora razlicˇnih kombinacij le-teh zgradili in preverili uspesˇnost logi-
sticˇne regresije. Izmed vseh smo najprej izbrali spremenljivke, ki se nanasˇajo na
prekinitve NR med sosedi: xc, yc in zc. V naslednjem koraku smo izbrali spre-
menljivke, ki se nanasˇajo na klice v druga omrezˇja: xn, yn in zn. Po locˇenem
opazovanju smo preverili sˇe uspesˇnost modela, ki uposˇteva vse spremenljivke ter
izmed vseh preizkusˇenih modelov izbrali tistega, ki je optimalen glede na racˇunsko
zahtevnost in uspesˇnost.
3.3.2 Gradnja modela in preverjanje uspesˇnosti
V primeru napovedovanja prekinitev NR ocenjujemo, kateri izmed dveh dogodkov
je bolj verjeten - prekinitev ali ohranitev NR (3.2). Ko sta mozˇna dva razlicˇna
dogodka, govorimo o binarni klasifikaciji in v tem primeru je za statisticˇni opis
ciljne spremenljivke najprimernejˇsa Bernoullijeva distribucija (3.6) za dolocˇitev
vrednosti ciljne spremenljivke pa je najnaravnejˇsa izbira sigmoidna funkcija (3.7).
Uporabo sigmoidne funkcije lahko utemeljimo na naslednji nacˇin. Bernoulli-
jeva distribucija pripada eksponentni druzˇini verjetnostnih distribucij, ki jih lahko
zapiˇsemo v obliki (3.8), kjer b (y), T (y) in a (η) predstavljajo funkcije, η pa je
parameter druzˇine [35]. Bernoullijevo distribucijo lahko torej zapiˇsemo v obliki
funkcije eksponentne druzˇine s pripadajocˇimi funkcijami b (y), T (y) in a (η) in
parametrom η (3.9). Z zapisom v taki obliki dobimo pripadajocˇe funkcije (3.10)
in parameter η, ki ga lahko izrazimo v obliki sigmoidne funkcije (3.11).
P (y|p) =
 p; y = 11− p; y = 0
P (y|p) = py(1− p)1−y
(3.6)
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f (z) =
1
1 + e−z
(3.7)
P (y|η) = b (y) eηT (y)−a(η) (3.8)
P (y|p) = ey log p+(1−y) log(1−p)
= ey log
p
1−p+log(1−p)
(3.9)
b (y) = 1
T (y) = y
a (η) = − log (1− p)
η = log p
1−p
(3.10)
p = f (η) =
1
1 + e−η
(3.11)
Funkcijo, ki dolocˇa vrednost ciljne spremenljivke y v odvisnosti od vhodnega
vektorja X, imenujemo regresijska hipoteza. V primeru napovedovanja prekinitev
narocˇniˇskih razmerij regresijska hipoteza dolocˇa, koliksˇna je verjetnost, da bo
opazovan uporabnik i prekinil narocˇniˇsko razmerje glede na vrednost vektorja
opazovanih podatkov X(i):
hθ
(
θ0, θ,X
(i)
)
= P
(
y(i) = 1|X(i), θ0, θ
)
=
1
1 + e−(θ0+θ
TX(i))
(3.12)
Regresijska hipoteza (3.12) poleg vhodnega vektorja X(i) ∈ Rn opazovanega
uporabnika i napoveduje vrednost ciljne spremenljivke v odvisnosti od utezˇi θ0
in θ ∈ Rn. Vrednosti θ predstavljajo koeficiente utezˇenosti spremenljivk X, θ0 pa
predstavlja pristranost (ang. bias).
Za dolocˇitev optimalnih vrednosti utezˇi je treba predhodno izvesti ucˇni po-
stopek. Pri tem se s pomocˇjo optimizacije dolocˇa vrednosti utezˇi θ0,opt in θopt, pri
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katerih je odstopanje med dejanskimi vrednostmi y(i) in napovedanimi vrednostmi
hθ
(
θ0,opt, θopt,X
(i)
)
iz ucˇne mnozˇice cˇim manjˇse.
3.3.2.1 Ucˇni postopek za iskanje optimalnih vrednosti utezˇi
Za dolocˇanje optimalnih vrednosti utezˇi je smiselno najprej definirati funkcijo,
ki dolocˇa ceno napake. Vrednost hipoteze hθ0,θ (X) za vhodne vrednosti X pri
izbranih utezˇeh θ0 in θ mora biti cˇim blizˇe dejanski vrednosti ciljne spremenljivke
y. V primeru, ko je ta enaka 1, se cena napake vecˇa z manjˇsanjem vrednosti
hipoteze. V nasprotnem primeru, ko je vrednost ciljne spremenljivke enaka 0,
pa se napaka vecˇa z manjˇsanjem vrednosti hipoteze. Funkcija za izracˇun cene
napake v primerih, ko je denajska vrednost ciljne spremenljivke enaka 0 oziroma
1 je podana z naslednjim izrazom:
cena (hθ0,θ (X) , y) =
 − log (hθ0,θ (X)) ; y = 1− log (1− hθ0,θ (X)) ; y = 0 (3.13)
Skupno ceno napake za vse napovedi iz ucˇne mnozˇice pri izbranih utezˇeh θ0
in θ lahko torej zapiˇsemo kot vsoto napak posameznih napovedi:
J (θ0, θ) =
1
m
m∑
i=1
y(i) log hθ
(
X(i)
)
+
(
1− y(i)) log (1− hθ (X(i))) (3.14)
Optimalne vrednosti utezˇi so tiste, pri katerih skupna cena napake (3.14)
dosezˇe minimum:
∂J (θ0, θ)
∂θ0, ∂θ
= 0 (3.15)
Za iskanje minimuma (3.15) smo uporabili gradientno metodo [36].
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Velikost segmenta 5% uporabnikov 10% uporabnikov
Vhodne spremenljivke P R G P R G
xc, yc, zc, xn, yn, zn 0,0281 0,3970 7,9400 0,0173 0,4899 4,8990
xc, yc, zc, xn, yn 0,0285 0,4024 8,048 0,0170 0,4805 4,8050
yc, zc 0,0443 0,3486 7,268 0,0443 0,3486 3,486
zc, xn, zn 0,0276 0,3903 7,806 0,0177 0,4993 4,993
Tabela 3.3: Natancˇnost, uspesˇnost in dobitek logisticˇne regresije ob uposˇtevanju
vseh spremenljivk, najboljˇsi kombinaciji in pri uposˇtevanju ene spremenljivke za
segmenta velikosti 5% in 10%.
3.3.2.2 Preverjanje uspesˇnosti modela
Po dolocˇitvi optimalnih utezˇi z ucˇnim postopkom, smo izracˇunali verjetnost osipa
(3.16) za uporabnike iz testne mnozˇice.
h (X) = hθ (θ0,opt, θopt,X) (3.16)
Ponudniki storitev za preprecˇevanje osipa obicˇajno izmed vseh uporabnikov
izberejo manjˇsi delezˇ tistih, za katere ocenjujejo, da bodo NR najverjetneje pre-
kinili. Po dolocˇitvi utezˇi za razlicˇne kombinacije vhodnih spremenljivk smo za
uporabnike iz testne mnozˇice izracˇunali verjetnost osipa in jih razvrstili po verje-
tnosti od najvecˇje vrednosti padajocˇe. Po razvrstitvi smo zajeli segmenta prvih
5% ter 10% in glede na sˇtevilo uporabnikov, ki so prekinili NR med zajetimi upo-
rabniki izracˇunali preklic in dobitek. Rezultati za razlicˇne kombinacije vhodnih
spremenljivk so prikazani v tabeli 3.3.
Pri primerjavi preklica in dobitka ob uposˇtevanju razlicˇnih vhodnih spremen-
ljivk, smo ugotovili, da je model najbolj uspesˇen v primeru napovedovanja osipa
na podlagi sˇtevila klicev proti sosedom, ki so prekinili NR (zc) in sˇtevila klicev
v druga omrezˇja (zn). V tem primeru v segmentu zajetih uporabnikov, velikosti
5% zajamemo 39,4% vseh uporabnikov, ki so prekinili NR. Da bi z nakljucˇno iz-
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Je prekinil NR
Ni prekinil NR
Slika 3.4: Prikaz uravnovesˇene mnozˇice uporabnikov v prostoru glede na vrednosti
spremenljivk xc, yc in zc. Na sliki je razvidno, da se z vecˇanjem razdalje od
koordinatnega izhodiˇscˇa vecˇa delezˇ uporabnikov, ki so prekinili NR.
biro zajeli enak odstotek uporabnikov, ki so prekinili NR, bi morali izbrati delezˇ
uporabnikov, ki bi bil od 5% vecˇji za faktor 7,886.
3.4 Napovedovanje osipa s sfericˇnim modelom
Po preverjanju rezultatov logisticˇne regresije, nas je zanimala razporeditev upo-
rabnikov v 3-dimenzionalnem prostoru glede na opazovane spremenljivke. Raz-
poreditev uporabnikov v prostoru, glede na vrednosti opazovanih spremenljivk
xc, yc in zc je prikazana na sliki 3.4. Na podlagi opazovane slike smo preizkusili
poenostaviti logisticˇno regresijo v sfericˇni model.
Vektor utezˇi θ in utezˇ θ0, katerih vrednosti se izracˇuna z ucˇnim postop-
kov, dolocˇajo meje odlocˇitvenega telesa v hiperprostoru. Hipotezo (3.12) lahko
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zapiˇsemo kot funkcijo, katere vrednost je odvisna od telesa, definiranega z utezˇmi
θ in θ0:
hθ (θ0, θ,X) = g
(
θ0 + θ
TX
)
(3.17)
V primeru, da zˇelimo dolocˇiti, ali se tocˇka nahaja izven kroga z radijem r,
uporabimo pri regresiji funkcijo kroga (3.18):
x21 + x
2
2 ≥ r2
−r2 + x21 + x22 ≥ 0
(3.18)
V tem primeru so utezˇi θ in θ0 znane, vektor vhodnih spremenljivk X pa je
dolocˇen s koordinatami opazovane tocˇke v prostoru:
θ0 = −r2, θ =
 1
1
 ,X =
 x21
x22
 (3.19)
Klasifikacijsko hipotezo v tem primeru zapiˇsemo kot:
hθ (θ0, θ,X) = g
(
θ0 + θ
TX
)
= g (−r2 + x21 + x22)
hθ (θ0, θ,X) =
1
1+e
−(−r2+r21+r22)
(3.20)
V primeru, da tocˇke klasificiramo glede na to, ali se nahajajo znotraj kroga
z radijem r, izracˇunamo vrednost hipoteze v odvisnosti od koordinat opazovanih
tocˇk:
hθ (θ0, θ,X) = h (r,X) =
1
1 + e−(−r
2+x21+x
2
2)
(3.21)
Izracˇunana vrednost predstavlja verjetnost, da se opazovana tocˇka nahaja
izven kroga. V primeru izracˇuna hipoteze za tocˇko krozˇnici, je vrednost enaka
0,5, z vecˇanjem oddaljenosti proti neskoncˇnosti pa se vrednost hipoteze priblizˇuje
vrednosti 1 (3.22).
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d =
√
x21 + x
2
2
lim
d→∞
h (1,X) = 1
(3.22)
Podobno, kot je ponazorjena uporaba regresije za primer kroga, je mozˇno
uporabo posplosˇiti za primer n-sfere za klasifikacijo na podlagi vektorja vhodnih
spremenljivk dimenzije X ∈ Rn.
Splosˇno hipotezo sfericˇnega modela za lahko zapiˇsemo v naslednji obliki:
h(X) = g
(−r2 + XTX) = 1
1 + e−(−r2+XTX)
, (3.23)
kjer predstavlja r razdaljo od koordinatnega izhodiˇscˇa, ki je izbrano tudi kot
srediˇscˇe krogle, X pa vektor vrednosti izbranih vhodnih spremenljivk, dimenzije
n.
Bistvena razlika med logisticˇno regresijo in sfericˇnim modelom je v tem, da
ucˇnega procesa ni treba izvesti, saj so vrednosti vseh komponent vektorja utezˇi
θ enake 1. S tem v primeru velikih kolicˇin podatkov bistveno zreduciramo upo-
rabo racˇunalniˇskih virov, potrebnih za celoten postopek, od priprave podatkov
do klasifikacije.
3.4.1 Uporaba sfericˇnega modela za izbiro najbolj kriticˇnih uporab-
nikov
Glede na namen uporabe modela, lahko tega sˇe nadalje poenostavimo [37, 38].
V primeru izbire uporabnikov, za katere je izracˇunana verjetnost osipa najvecˇja,
nas pravzaprav ne zanima dejanska verjetnost. Ponudnik storitev obicˇajno na-
mrecˇ nacˇrtuje obseg oglasˇevalskih oziroma splosˇnih ciljnih kampanij glede na raz-
polozˇljiva financˇna sredstva. Zaradi tega je tudi v primeru preprecˇevanje osipa
bistveno le razvrsˇcˇanje uporabnikov po kriticˇnosti.
Ker je hipoteza (3.23) monotona funkcija, razvrstimo uporabnike po enakem
vrstem redu, cˇe uposˇtevamo zgolj razdaljo d opazovanih uporabnikov v prostoru
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Velikost segmenta 5% uporabnikov 10% uporabnikov
Vhodne spremenljivke P R G P R G
xc, yc, zc, xn, yn, zn 0,0125 0,1763 3,5260 0,0107 0,3028 3,0280
xc, zc 0,0265 0,3742 7,4840 0,0146 0,4118 4,1180
zc 0,0263 0,3715 7,4300 0,0146 0,4118 4,1180
Tabela 3.4: Natancˇnost, uspesˇnost in dobitek sfericˇnega modela ob uposˇtevanju
vseh spremenljivk, najboljˇsi kombinaciji in pri uposˇtevanju ene spremenljivke za
segmenta velikosti 5% in 10%.
od koordinatnega izhodiˇscˇa:
d = ‖X‖ (3.24)
3.4.2 Uspesˇnost izbire uporabnikov ob uposˇtevanju razlicˇnih spre-
menljivk
Za primerjavo z rezultati logisticˇne regresije smo opazovane uporabnike v testni
mnozˇici razvrsˇcˇali po razdaljah od izhodiˇscˇa ob uposˇtevanju spremenljivk xc, yc,
zc, xn, yn in zn. Rezultati za primer uposˇtevanja vseh spremenljivk, kombinacije
z najboljˇsim rezultatom in ene spremenljivke so podani v tabeli 3.4
Iz primerjave rezultatov logisticˇne regresije (Tabela 3.3) in sfericˇnega mo-
dela (Tabela 3.4) je razvidno, da s poenostavitvijo modela rezultatov bistveno
ne poslabsˇamo. Uporaba sfericˇnega modela torej omogocˇa doseganje podobnih
rezultatov z bistveno manjˇso rabo racˇunalniˇskih virov.
Uspesˇnost sfericˇnega modela za razlicˇne kombinacije vhodnih spremenljivk v
odvisnosti od velikosti segmenta zajetih uporabnikov prikazuje slika 3.5. Iz slike je
razvidno, da je model predvsem uporaben za izbiro majhnega delezˇa uporabnikov
kjer se uspesˇnost priblizˇa idealnemu delovanju.
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Slika 3.5: Prikaz krivulj uspesˇnosti za sfericˇni model z razlicˇnimi vhodnimi spre-
menljivkami. Iz slike je razvidno, da so zˇe napovedi na podlagi ene same spremen-
ljivke zc dovolj dobre oziroma primerljive z napovedmi, pri katerih je uposˇtevanih
vecˇ spremenljivk.
3.5 Napovedovanje osipa z umetnimi nevronskimi
mrezˇami
Po preverjanju uspesˇnosti logisticˇne regresije in sfericˇnega modela, smo osip po-
skusili napovedati sˇe z umetnimi nevronskimi mrezˇami (ang. Artificial Neural
Networks - ANN). Za razliko od logisticˇne regresije, ki podaja enacˇbo odlocˇitvene
hiperravnine, je intuitivna predstava odlocˇitvene meje ANN veliko zahtevnejˇsa.
ANN se pogosto uporablja kot nelinearen model za klasifikacijo v primerih, kjer
je sˇtevilo vhodnih spremenljivk veliko, npr. za klasifikacijo slik na podlagi po-
sameznih pikslov ali klasifikacijo signalov na podlagi cˇasovnega poteka. Z vidika
racˇunske kompleksnosti je ANN veliko zahtevnejˇsi od logisticˇne regresije, zato je
njegova uporaba upravicˇena le v primerih, ko doprinese pri napovedih bistveno
izboljˇsanje [39–41].
Model ANN je bil razvit kot simulator nevronskih povezav v mozˇganih. Po-
samezen nevron ima vecˇ vhodnih in izhodnih povezav, preko katerih je povezan z
drugimi nevroni. V odvisnosti od signalov, ki jih prejme po vhodnih povezavah,
generira in posˇlje signal po vseh izhodnih povezavah. Podobno kot v mozˇganih
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Oznaka Opis
sj Sˇtevilo nevronov v sloju j
a
(j)
i nevron i v sloju j
θ0
(j) vektor pristranosti v sloju j + 1
θ(j)
matrika mapiranja povezav nevronov a(j)
iz sloja j na vhode nevronov v sloju j + 1
Tabela 3.5: Oznake nevronov in povezav v modelu ANN
nevroni prejemajo, oblikujejo in posˇiljajo majhne elektricˇne pulze, v ANN posa-
mezen nevron po vhodnih povezavah prejme sˇtevilske vrednosti, jih preoblikuje
in posreduje vrednost vsem povezanim nevronom. Pri modelu ANN predstavlja
posamezen nevron logisticˇno enoto, ki enako kot pri logisticˇni regresiji na podlagi
vhodnih spremenljivk ter parametrov θ in θ0 izracˇuna izhodno vrednost.
Model ANN je dolocˇen z matrikami θ(j) in vektorji θ
(j)
0 . Matrike θ
(j) pred-
stavljajo utezˇene povezave med izhodi nevronov v sloju j in vhodi nevronov v
sloju j+1, vektorji θ
(j)
0 pa predstavljajo pristranost posameznega nevrona v sloju
j. Oznake, ki smo jih uporabili pri izracˇunih, predstavljenih v nadaljevanju, so
podane v tabeli 3.5.
Dimenzija vektorja pristranosti je enaka sˇtevilu nevronov v sloju j + 1 (θ
(j)
0 ∈
Rsj+1). Sˇtevilo vrstic v matriki θ(j) je enaka sˇtevilu nevronov v sloju j+1, sˇtevilo
stolpcev pa je enako sˇtevilu nevronov v sloju j (θ(j) ∈ Rsj+1×sj)( 3.25).
θ(j) =

θ
(j)
1,1 θ
(j)
1,2 · · · θ(j)1,n
θ
(j)
2,1 θ
(j)
2,2 · · · θ(j)2,n
· · · · · · · · · · · ·
θ
(j)
sj+1,1
· · · · · · θ(j)sj+1,sj
 , θ(j)0 =

θ
(j)
1,0
θ
(j)
2,0
...
θ
(j)
sj+1,0
 (3.25)
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a(j) =

a
(j)
1
a
(j)
2
...
a
(j)
sj
 (3.26)
a(1) = X (3.27)
Vhodni sloj a(1) je predstavljen z vhodnim vektorjem (3.27), izhodni sloj a(L)
pa predstavlja vrednost klasifikacijske hipoteze. Med vhodnim in izhodnim slojem
je obicˇajno eden, ponekod pa tudi vecˇ prikritih slojev [42]. Sˇtevilo nevronov v
prikritih slojih se dolocˇa empiricˇno na podlagi opazovanja napake ob uporabi
podatkov iz ucˇne in testne mnozˇice [39, 40].
V primerjavi z logisticˇno regresijo je nevronska mrezˇa racˇunsko zahtevnejˇsa,
saj pri napovedovanju posamezen nevron opravlja racˇunske operacije logisticˇne
regresije. Poleg racˇunske zahtevnosti napovedovanja je zateven tudi ucˇni proces,
pri katerem se na podlagi ucˇne mnozˇice dolocˇi vrednosti elementov matrik θ(j)
in vektorjev θ
(j)
0 za posamezne sloje (j = {1, 2, . . . , L− 1}). Cenovna funkcija
za izracˇun napake je podana z enacˇbo (3.28), vendar je treba pri iskanju utezˇi
v ucˇnem procesu uposˇtevati vecˇslojno strukturo nevronske mrezˇe, zaradi cˇesar
na napako ne vpliva zgolj izhodni nevron. Vrednost izhodnega nevrona je od-
visna od vseh nevronov s predhodnega sloja in ti so prav tako odvisni od vseh
predhodnih nevronov na poti od vhodnega sloja a(1). Zaradi take medsebojne od-
visnosti se vrednosti utezˇi dolocˇa s povratnim propagacijskim algoritmom (ang.
Backpropagation Algorithm) [43].
J (θ) = − 1
m
[
m∑
i=1
y(i) log hθ
(
x(i)
)
+
(
1− y(i)) log (1− hθ (x(i)))] (3.28)
Pri napovedovanju osipa smo za razlicˇne kombinacije vhodnih spremenljivk
uporabili trislojni model ANN (L = 3) z razlicˇnim sˇtevilom nevronov v prikritem
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sloju in enim nevronom v izhodnem sloju (s3 = 1). Na sliki 3.6 je prikazan
primer uporabe vseh razpolozˇljivih spremenljivk in treh nevronov v prikritem
sloju (s2 = 3). Vsak izmed nevronov a
(2)
i v prikritem sloju na podlagi lastnih
parametrov θ
(1)
0 , θ
(1) in vrednosti vhodnega vektorja X = a(1) izracˇuna sˇtevilsko
vrednost (3.29) in jo posreduje nevronu v izhodnem sloju a
(2)
1 .
a
(2)
i = h
(
θ
(1)
0 , θ
(1)
i , a
(1)
)
=
1
1 + e
−
(
θ
(1)
0 +θ
(1)
i a
(1)
) (3.29)
P
(
y = 1|a(2)) = a(3)1 = 1
1 + e
−
(
θ
(2)
0 +θ
(2)
11 a1+θ
(2)
12 a2+θ
(2)
13 a3
) (3.30)
Na podlagi vseh vhodnih vrednosti, prejetih od nevronov iz prikritega sloja
in lastnih utezˇi, izracˇuna izhodni nevron vrednost hipoteze, na podlagi katere
klasificiramo opazovane uporabnike (3.30).
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Slika 3.6: Nevronska mrezˇa za klasifikacijo uporabnikov na podlagi parametrov
xc, yc, zc, xn, yn in zn.
Rezultati za razlicˇne kombinacije vhodnih spremenljivk so podani v tabeli
3.6. V primerjavi z logisticˇno regresijo in sfericˇnim modelom, model ANN do-
sega nekoliko boljˇse rezultate od sfericˇnega modela, vendar slabsˇe od logisticˇne
regresije.
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Velikost segmenta 5% uporabnikov 10% uporabnikov
Vhodne spremenljivke P R G P R G
xc, yc, zc, xn, yn, zn 0,0279 0,3943 7,8860 0,0173 0,4899 4,8990
zc, xn, zn 0,0283 0,3997 7,9940 0,0174 0,4913 4,9130
Tabela 3.6: Natancˇnost, uspesˇnost in dobitek modelov ANN ob uposˇtevanju vseh
spremenljivk in najboljˇsi kombinaciji spremenljivk za segmenta velikosti 5% in
10%.
3.6 Primerjava rezultatov
V poglavju so predstavljeni trije razlicˇno kompleksni modeli za napovedovanje
osipa. Za oceno relevantnosti opazovanih spremenljivk za napovedovanje osipa
smo najprej uporabili logisticˇno regresijo. Te za posameznega opazovanega upo-
rabnika odrazˇajo delezˇ sosedov, ki so prekinili narocˇniˇsko razmerje, delezˇ sosedov
v drugih omrezˇjih in sˇtevilo ter trajanje klicev proti tem. Z uporabo nasˇtetih
spremenljivk, ki predstavljajo povezave med opazovanimi uporabniki in njiho-
vimi sosedi, smo pri napovedovanju osipa v izbranem segmentu, velikosti 5%
zajeli vecˇ kot 40% uporabnikov, ki so dejansko prekinili NR.
Da bi bilo napovedovanje mogocˇe v realnem okolju, smo po prvotni ugotovitvi,
da je izkljucˇno na podlagi socialnih povezav mozˇno ucˇinkovito napovedati osip,
poskusili zasnovati sˇe preprostejˇsi napovedni model. Zaradi velike kolicˇine po-
datkov o telefonskih povezavah so namrecˇ sˇtevilni predhodno predlagani modeli
racˇunsko prevecˇ kompleksni, da bi lahko v doglednem cˇasu glede na verjetnost
osipa razvrsˇcˇali vse uporabnike. Iz omenjenih razlogov smo zasnovali sfericˇni mo-
del, ki predstavlja poenostavitev logisticˇne regresije. V primerjavi s slednjo, pri
sfericˇnem modelu ni potrebna predhodna izvedba ucˇnega procesa, saj so pri tem
vse opazovane spremenljivke enako utezˇene. Ker nas pri izbiri uporabnikov ne
zanima izracˇunana verjetnost prekinitve narocˇniˇskega razmerja, temvecˇ relativna
ocena verjetnosti glede na celotno populacijo, smo model sˇe nadalje poenosta-
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vili, tako da smo relativno verjetnost dolocˇali glede na oddaljenost opazovanega
uporabnika od koordinatnega izhodiˇscˇa.
Ob primerjavi uspesˇnosti napovedi se izkazˇe, da so te bolj uspesˇne v primerih,
ko uposˇtevamo le spremenljivke, ki se nanasˇajo na povezave s sosedi, ki so predho-
dno prekinili NR, kot v primerih uposˇtevanja spremenljivk, ki odrazˇajo povezave
s sosedi, ki so zˇe dlje ali ves cˇas v drugih omrezˇjih. Zaradi visoke medsebojne
korelacije spremenljivk se izkazˇe, da napovedi ob uporabi zgolj ene spremenljivke
dosegajo uspesˇnost, ki je primerljiva z najboljˇso kombinacijo.
Po zasnovi sfericˇnega modela smo za referencˇno primerjavo izbrali sˇe model
ANN. Izmed vseh opazovanih modelov je kompleksnost slednjega najvecˇja, vendar
je uspesˇnost napovedi nekoliko slabsˇa od logisticˇne regresije. Uspesˇnost napovedi
ob uporabi razlicˇnih modelov v odvisnosti od velikosti zajetega segmenta upo-
rabnikov je prikazana na sliki 3.7. Ponudniki storitev v praksi izvajajo ukrepe
za preprecˇevanje osipa na majhnem delezˇu populacije, zaradi cˇesar je tudi pri-
merjava rezultatov smiselna za majhne segmente izbranih uporabnikov. Iz slike
je razvidno, da model ANN ob uposˇtevanju dveh vhodnih spremenljivk dosega
priblizˇno enake vrednosti preklica in dobitka kot sfericˇni model. V primeru izbire
segmenta do velikosti priblizˇno 4% uporabnikov dosegata ta dva modela boljˇse
rezultate od logisticˇne regresije. Zaradi tega je v primeru izbire segmenta upo-
rabnikov, manjˇsega od 4% glede na uspesˇnost in racˇunsko zahtevnost najbolj
smiselno izmed opazovanih modelov za napovedovanje osipa uporabiti sfericˇni
model.
Po preizkusˇanju delovanja opisanih modelov, smo na sfericˇnem modelu zasno-
vali resˇitev za napovedovanje osipa v realnem cˇasu.
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Slika 3.7: Primerjava preklica in dobitka razlicˇnih modelov v odvisnosti od veli-
kosti segmenta zajetih uporabnikov.
4 Spremljanje vpliva socialnih povezav
na osip v realnem cˇasu
Po dolocˇitvi relevantnih parametrov, smo ugotovitve iz prejˇsnjega poglavja upora-
bili kot izhodiˇscˇe za zasnovo modela, ki osip napoveduje v realnem cˇasu na podlagi
opazovanja socialnih povezav skozi cˇas. Medtem ko smo pri izbiri parametrov v
prejˇsnjem poglavju opazovali kumulativne vrednosti na dan prekinitve NR, smo
pri modelu, predstavljenem v tem poglavju, povprecˇja klicev spremljali sproti
in ciljne uporabnike za preprecˇevanje osipa izbirali vsak dan sproti. Parametre
za sprotno izbiro uporabnikov smo nacˇrtovali tako, da pri izbiri posameznega
uporabnika niso uposˇtevane le kumulativne vrednosti vseh povezav, temvecˇ je
obravnavan vpliv vsakega soseda posebej.
Zaradi velike kolicˇine podatkov prakticˇna implementacija modela za napo-
vedovanje v realnem cˇasu oziroma na dnevni bazi ni trivialna. Da je model
zmozˇen sproti obdelati velike kolicˇine podatkov, smo pri implementaciji uporabili
programsko ogrodje, ki omogocˇa porazdeljeno izvajanje na poljubno zmogljivem
racˇunalniˇskem grozdu, brez prilagajanja logike napovednega modela.
V poglavju je naprej predstavljena primerjava vzorcev povezav uporabnikov,
ki so prekinili NR z uporabniki, ki NR niso prekinili. Ugotovitve sluzˇijo kot
iztocˇnica za izbiro podatkov, na podlagi katerih dolocˇamo mocˇ posamezne po-
vezave opazovanega uporabnika skozi cˇas. Na podlagi mocˇi posameznih povezav
vsakega opazovanega uporabnika posebej nato vsak dan sproti ocenimo relativni
rizik prekinitve narocˇniˇskega razmerja. Z oceno rizika sproti vsak dan oziroma na
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poljubni cˇasovni bazi izberemo segment najbolj rizicˇnih uporabnikov. Rezultate,
ki smo jih dobili pri izbiri uporabnikov s pomocˇjo uporabe predlaganega modela
smo na koncu primerjali s predhodno predlaganimi modeli, ki napovedujejo osip
na podlagi podobnih podatkov.
4.1 Opazovanje dnevnih povprecˇij klicev
Za izbiro ciljnih uporabnikov smo uporabili podatke o telefonskih povezavah,
predstavljene v razdelku 3.1. Zaradi predhodnih ugotovitev, da je osip mogocˇe
napovedati na podlagi telefonskih povezav proti sosedom, ki so predhodno pre-
kinili NR, nas je dodatno zanimalo, ali je pri opazovanju povezav skozi cˇas mocˇ
opaziti kakrsˇen koli vzorec, ki je tipicˇen za uporabnike, ki prekinejo NR. S tem
namenom smo opazovali dnevno povprecˇje sˇtevila klicev proti sosedom, ki so
prekinili NR (ang. Daily Average Number of calls toward Churners - DAN-C),
dnevno povprecˇje dolzˇine klicev proti sosedom, ki so prekinili NR (ang. Daily
Average Duration of calls toward Churners - DAD-C), dnevno povprecˇje sˇtevila
klicev v druga omrezˇja (ang. Daily Average Number of calls to other Networks -
DAN-N) in dnevno povprecˇje dolzˇine klicev v druga omrezˇja (ang. Daily Average
Duration of Calls to other Networks - DAD-N). Za uporabnike, ki so prekinili NR,
smo locˇeno opazovali dnevna povprecˇja zadnjih 15 dni pred prekinitvijo NR in
vrednosti primerjali z dnevnim povprecˇjem klicev uporabnikov, ki NR niso pre-
kinili. Primerjavi povprecˇij klicev proti sosedom, ki so prekinili NR in klicev v
druga omrezˇja sta prikazani na slikah 4.1 in 4.2
Iz primerjave vzorcev vrednosti DAN-C in DAD-C je razvidno, da so pov-
precˇja tistih uporabnikov, ki prekinejo NR vecˇja od tistih, ki NR ne prekinejo. Z
blizˇanjem dneva prekinitve NR je viden tudi trend porasta klicev proti sosedom,
ki so NR predhodno prekinili.
Podobno kot v primeru klicev proti sosedom, ki so prekinili NR, je vidna
razlika tudi pri primerjavi klicev v druga omrezˇja. Uporabniki, ki prekinejo NR,
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Slika 4.1: Povprecˇno sˇtevilo klicev (DAN-C) in dolzˇina klicev (DAD-C) proti
sosedom, ki so predhodno prekinili narocˇniˇsko razmerje.
opravijo v povprecˇju opazno vecˇ klicev v druga omrezˇja kot uporabniki, ki NR
ne prekinejo. Pri klicih v druga omrezˇja za razliko od klicev proti sosedom, ki
so prekinili NR, z blizˇanjem dneva prekinitve NR ni vidnega razlocˇnega trenda
porasta klicev.
Na podlagi opazovanj slik 4.1 in 4.2 smo sklepali, da lahko vrednosti DAN-C
in DAD-C sluzˇita kot indikator osipa, saj obstaja med vzorcem uporabnikov, ki
so prekinili NR in povprecˇjem klicev uporabnikov, ki NR niso prekinili, bistvena
razlika. Med vzorci klicev v druga omrezˇja razen razlike v vrednosti ni vidnega
trenda, po katerem bi bilo mogocˇe jasno locˇiti uporabnike, ki bodo v kratkem
prekinili NR.
Glede na ugotovitve smo zasnovali model, ki obravnava sˇtevilo odhodnih klicev
vsakega uporabnika na dnevni osnovi. Ker lahko sˇtevilo klicev med opazovanima
osebama dnevno niha, smo za indikator mocˇi socialne povezave na dan opazovanja
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izbrali povprecˇje sˇtevila klicev v preteklih dneh. Zaradi tega je za uporabo modela
treba predhodno izracˇunati drsecˇa povprecˇja (ang. Moving Average - MA). Zaradi
racˇunske ucˇinkovitosti smo se odlocˇili za uporabo vrednosti eksponentnih drsecˇih
povprecˇij (ang. Exponential Moving Average - EMA).
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Slika 4.2: Povprecˇno sˇtevilo klicev (DAN-N) in dolzˇina klicev (DAD-N) proti
sosedom v drugih omrezˇjih.
4.2 Predstavitev mocˇi socialnih povezav z eksponentnimi
drsecˇimi povprecˇji
Kot merilo mocˇi socialnega vpliva soseda j na opazovanega uporabnika i na dan
opazovanja d, smo izracˇunali vrednost EMA za sˇtevilo Ci,j,d ( 4.1) in dolzˇino Di,j,d
( 4.2) klicev od uporabnika i proti sosedu j:
EMACi,j,d = αCi,j,d + (1− α)EMACi,j,d−1, (4.1)
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EMADi,j,d = αDi,j,d + (1− α)EMADi,j,d−1 (4.2)
kjer α predstavlja stopnjo utezˇenosti nove vrednosti Ci,j,d, za katero smo iz-
brali vrednost 0.05.
Razlog za izracˇun vrednosti EMA je predpostavka, da mocˇ socialnega vpliva
s cˇasom vpada; cˇim vecˇ cˇasa pretecˇe med dolocˇenim pogovorom in trenutkom
opazovanja, tem manj je pogovor pomemben v trenutku opazovanja. Poleg tega je
racˇunanje EMA racˇunsko nezahtevno in ga lahko pri velikem ponudniku storitev
izvajajo sproti, na dnevni bazi, brez pretiranih zahtev po racˇunalniˇski mocˇi.
4.2.1 Izracˇun skupnega vpliva osipa med sosedi
Glede na izracˇunane vrednosti EMA za povezave vseh uporabnikov i z njihovimi
sosedi j, najprej na opazovan dan d za vse uporabnike i izracˇunamo kumula-
tivno vrednost EMA za povezave s sosedi, ki so predhodno prekinili narocˇniˇsko
razmerje:
EMAi,d = kCC
∑
j∈PNR
EMACi,j,d + kCD
∑
j∈PNR
EMADi,j,d (4.3)
Pri izracˇunu kumulativne vrednosti EMA za uporabnika i v enacˇbi 4.3 so
uposˇtevane vse povezave proti sosedom j, ki so v mnozˇici uporabnikov, ki so pred
opazovanim dnem d prekinili narocˇniˇsko razmerje (PNR). Vsoti povprecˇij sˇtevila
in dolzˇine klicev sta utezˇeni s parametroma kCC in kCD. Po izracˇunu vrednosti
EMAi,d za vse uporabnike i na dan opazovanja d, jih razvrstimo po izracˇunani
vrednosti padajocˇe in izberemo dolocˇeno sˇtevilo uporabnikov Ns (ang. Number of
subscribers) z najviˇsjimi vrednostmi za izvajanje ukrepov za preprecˇevanje osipa.
Sˇtevilo uporabnikov Ns na dan izbire predstavlja zelo majhen odstotek celotne
populacije.
V primeru, da zˇelimo izvajati ukrepe za preprecˇevanje osipa dnevno oziroma
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na poljubno kratki cˇasovni osnovi, moramo imeti za izracˇun vrednosti EMA po
opisanem postopku na razpolago dovolj zmogljivo racˇunalniˇsko infrastrukturo.
Obdelava podatkov o telefonskih povezavah namrecˇ zaradi kolicˇine presega zmo-
gljivosti obicˇajnega osebnega racˇunalnika, zaradi cˇesar je treba logiko izvajanja
izracˇunov ustrezno prilagoditi. Za demonstracijo prakticˇne uporabnosti pred-
stavljenega modela smo izracˇun povprecˇij opravili na racˇunalniˇskem grozdu s
programskim ogrodjem za porazdeljeno procesiranje Hadoop [44].
4.3 Implementacija mehanizma za izracˇun eksponentnih
povprecˇij
Ko imamo opravka s podatki, katerih kolicˇina presega velikost pomnilnika, je
problem mozˇno resˇiti po principu delitve in osvojitve (ang. divide and conquer).
Osnovna ideja pri tem je razdelitev velikega problema na mansˇe podprobleme.
cˇe so posamezni podproblemi med seboj neodvisni, jih je mozˇno resˇevati locˇeno z
vecˇ delavci (programske niti v procesorskem jedru, jedra v vecˇjedrnem procesorju
ali racˇunalniki v grozdu). Vmesni rezultati posameznih delavcev se nato zdruzˇijo
v koncˇno izhodno vrednost.
Osnovni principi algoritmov delitve in osvojitve so uporabni na razlicˇnih
problemih, vendar je pri vsakem problemu posebej izvedbo treba prilagoditi
dolocˇenim specifikam. Pri konkretnem problemu je treba namrecˇ dolocˇiti, kako
razdeliti celoten problem na manjˇse, med seboj neodvisne probleme, kako koor-
dinirati sinhronizacijo med vsemi delavci in kako razposˇiljati delne rezultate med
poasmeznimi delavci. V tradicionalnem paralelnem ali porazdeljenem program-
skem okolju mora programer eksplicitno nasloviti vse omenjene zahteve. Ker je bil
glavni cilj raziskave zasnova napovednega modela na funkcionalnem nivoju, smo
za prakticˇno izvedbo uporabili programski model, ki ob uposˇtevanju dolocˇenih
programskih okvirjev omogocˇa porazdeljeno resˇevanje problema brez prilagaja-
nja podrobnosti na sistemskem nivoju [45].
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Programski model MapReduce [46] ponuja abstrakcijo, ki razvijalca oddalji od
podrobnosti na sistemskem nivoju. Ob uposˇtevanju predpisanega programskega
vmesnika se lahko razvijalec osredotocˇi na sam algoritem, programsko ogrodje
za porazdeljeno procesiranje pa zagotavlja porazdeljeno izvajanje algoritma brez
sistemskih napak.
Osnovne podatkovne strukture programskega modela MapReduce so pari
(kljucˇ, vrednost). Kljucˇi in vrednosti so lahko primitivi (sˇtevilske vrednosti ali
znakovni nizi) ali strukture poljubne kompleksnosti (razredi, seznami ipd.).
Del nacˇrtovanja algoritmov MapReduce vkljucˇuje definiranje strukture parov
(kljucˇ, vrednost) za uporabljene podatke. V programskem modelu za opravljanje
poslov MapReduce (ang. MapReduce job) mora nato razvijalec definirati funkciji
map in reduce z naslednjimi podpisi:
map : (k1, v1)→ [(k2, v2)]
reduce : (k2, [v2])→ [(k3, v3)]
(4.4)
V zapisu 4.4 in nadaljevanju konvencija [. . .] oznacˇuje seznam. Posel MapReduce
se pricˇne s preoblikovanjem izvirnih podatkov v obliko parov (k1, v1). Nad vsemi
podatkovnimi pari se izvrsˇijo operacije, definirane s funkcijo map, ki generira
vmesni seznam parov [(k2, v2)]. V funkciji reduce so definirane operacije, ki vme-
sni seznam parov preoblikujejo tako, da obravnavajo skupaj vse vrednosti [v2], ki
pripadajo istemu kljucˇu k2. Rezultat operacij funkcije reduce so pari (k3, v3) in
predstavljajo koncˇni rezultat posla MapReduce. Funkcije map in reduce se repli-
cirano izvajajo na vecˇ racˇunalnikih v dveh fazah. V prvi fazi se morajo do konca
izvesti vse funkcije map. Po zakljucˇku izvajanja funkcij map se vmesne vrednosti
v2 zdruzˇijo v sezname po pripadajocˇih kljucˇih k2. V drugi fazi se seznami dodelijo
funkcijam reduce, ki se prav tako izvajajo replicirano na vecˇ racˇunalnikih.
Za izracˇun eksponentnih povprecˇij smo morali izvirne podatke najprej preo-
blikovati v ustrezno obliko za porazdeljeno obdelavo. V izvorni obliki so podatki
podani v obliki seznama, na katerem posamezen zapis vklucˇuje, oznako izvora
(ang. source - S), oznako ponora (ang. destination - D), podatek o dnevu opa-
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zovanja d, sˇtevilu (ang. calls count - cc) in skupnem trajanju klicev (ang. calls
duration - cd) na opazovan dan. Ker potrebujemo za izracˇun eksponentnega pov-
precˇja za posamezen par vrednosti sˇtevila in skupnega trajanja klicev po dneh v
urejenem zaporedju, smo pripravili algoritem, ki za vse pare povezav podatke iz
seznama preoblikuje v polji sˇtevila CC in skupne dolzˇine klicev CD za opazovane
dni v urejenem zaporedju:
(S,D, d, cc, cd)→ (S,D, [0, . . . , CC, 0, . . . 0] , [0, . . . , CD, 0, . . . 0]) (4.5)
CCi =
 cc; i = d0; i 6= d (4.6)
CDi =
 cd; i = d0; i 6= d (4.7)
Pretvorba iz seznama v polja (4.5) se opravi v funkciji map. Ta na svojem
izhodu vrne podatkovni par (kljucˇ, vrednost), kjer je kljucˇ predstavljen s parom
izvor-ponor (S,D), vrednost pa s polji sˇtevila CC in dolzˇine klicev CD.
Po zakljucˇku izvajanja funkcij map na vseh instancah, se pricˇne izvajanje
druge faze, v kateri funkcije reduce zdruzˇijo delne rezultate. Pri zdruzˇevanju
rezultatov se za posamezne pare stolpicˇno sesˇtejejo vsa polja CC in CD. Kot
koncˇni rezultat prvega posla MapReduce tako dobimo za vsak par (S,D) po-
lja sˇtevila CC1 in dolzˇine klicev CD1, ki predstavljajo vrednosti za opazovano
obdobje v urejenem cˇasovnem zaporedju.
Prikaz preoblikovanja podatkov iz vrsticˇne oblike v polja je prikazan na sliki
4.3. Po preoblikovanju podatkov v urejeno cˇasovno zaporedje lahko vrednosti
eksponentnih povprecˇij izracˇunamo neposredno z uporabo enacˇbe 4.1.
Kljub temu, da izracˇun eksponentnega povprecˇja ne predstavlja velike
racˇunske zahtevnosti, bi bil izracˇun za vse pare (S,D) zaradi velikega sˇtevila
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Slika 4.3: Preoblikovanje podatkov o klicih v polja.
parov v primeru uporabe enega racˇunalnika dolgotrajen. Zaradi tega lahko za
izracˇun eksponentnih povprecˇij in v nadaljevanju skupnega vpliva osipa med so-
sedi ponovno uporabimo programski model MapReduce.
Pri poslu MapReduce za izracˇunavanje kumulativne vrednosti EMA za po-
vezave, ki so predhodno prekinili narocˇniˇsko razmerje (4.3) na vhod funkcije
map pripeljemo podatkovne pare ((S,D), (CC1, CD1)) (rezultat prvega posla
MapReduce). Funkcija map vhodne podatke preoblikuje tako, da za kljucˇ upo-
rabi oznako izvora S, za CC1 in CD1 pa izracˇuna eksponentna povprecˇja in
ta vrne kot vrednost (4.8). Pri izracˇunu vrednosti EMA preveri, ali je sosed D
prekinil narocˇniˇsko razmerje in ustrezno pripravi izhodne vrednosti EMAc (4.9),
EMAd (4.10), EMAcc (4.11) in EMAcd (4.12). Oznake EMAc, EMAd, EMAcc,
EMAcd predstavljajo polja eksponentnih povprecˇij skupnega sˇtevila klicev (ang.
count), dolzˇine (ang. duration) ter sˇtevila (ang. churners count) in dolzˇine klicev
(ang. churners duration) proti sosedom, ki so prekinili NR. Vrednost EMAc,d in
EMAc,d za dan d se izracˇuna kot utezˇeno vsoto sˇtevila CC1,d in skupne dolzˇine
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klicev CC1,d na opazovan dan in vrednosti EMA preteklega dne za sˇtevilo oziroma
dolzˇino klicev. V primeru, da je sosed D prekinil NR, se izracˇunane vrednosti
EMAcc enake EMAc, vrednosti EMAcd pa so enake EMAd. V primeru, da sosed
D NR ni prekinil, so vrednosti vseh elementov polj EMAcc in EMAcd enake 0.
((S,D) , (CC1, CD1))→ (S, (EMAc, EMAd, EMAcc, EMAcd)) (4.8)
EMAc,d = αCC1,d + (1− α)EMAc,d−1 (4.9)
EMAd,d = αCD1,d + (1− α)EMAd,d−1 (4.10)
EMAcc =
 [0] ; uporabnik D ni prekinil NREMAc; uporabnik D je prekinil NR (4.11)
EMAcd =
 [0] ; uporabnik D ni prekinil NREMAd; uporabnik D je prekinil NR (4.12)
Po zakljucˇku izvajanja funkcij map in agregaciji izhodnih vrednosti po kljucˇu,
se pricˇne izvajanje funkcij reduce. Te na vhodu prejmejo kljucˇ, ki predstavlja
opazovanega uporabnika S in vecˇdimenzionalna polja vrednosti EMA za skupno
sˇtevilo in trajanje klicev ter dolzˇino in trajanje klicev proti sosedom, ki so pre-
kinili NR. Stolpicˇna vsota istoimenskih polj na izhodu funkcije reduce je tudi
koncˇni rezultat, ki za posameznega uporabnika podaja vrednosti EMA za opazo-
vano obdobje za vse klice in klice proti sosedom, ki so prekinili NR. Potek posla
MapReduce za izracˇun skupnega vpliva sosedov je prikazan na sliki 4.4.
Racˇunalniˇski grozd, na katerem se je izvedel izracˇun vrednosti EMA, je bil
sestavljen iz devetih racˇunalnikov s procesorji Intel Xeon 2,13 GHz, pomnilnikom
1,7 GiB RAM in diskom 350 GB. Izracˇun vrednosti CCi,d za posamezen dan d
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reduce reduce reduce
S , Di j Cc1, CD1
map
Si EMA , EMA ,c d
EMA , EMAcc cd
S , Di j Cc1, CD1
map
Si EMA , EMA ,c d
EMA , EMAcc cd
S , Di j Cc1, CD1
map
Si EMA , EMA ,c d
EMA , EMAcc cd
Si EMA , EMA ,c d
EMA , EMAcc cd
Si EMA , EMA ,c d
EMA , EMAcc cd
Si EMA , EMA ,c d
EMA , EMAcc cd
Si
EMA EMAcf df, ,
,EMA EMAccf cdf Si Si
EMA EMAcf df, ,
,EMA EMAccf cdf
EMA EMAcf df, ,
,EMA EMAccf cdf
Slika 4.4: Potek izracˇuna eksponentnih povprecˇij in socialnega vpliva na opazo-
vane uporabnike.
je bil opravljen v cˇasu, krajˇsem od sˇestih minut. V primeru analize veliko vecˇje
kolicˇine podatkov je izracˇun prav tako mozˇen na dnevni bazi.
4.4 Model za dnevno izbiro uporabnikov
Na podlagi dnevnih povprecˇij smo zasnovali model, ki za vsakega opazovanega
uporabnika izracˇuna vrednost, ki je sorazmerna verjetnosti, da bo ta prekinil
NR. Podobno kot pri sfericˇnem modelu tudi pri tem ni bistvena ocena verjetnosti
prekinitve NR za posameznega uporabnika, temvecˇ razvrsˇcˇanje uporabnikov.
Za izbiro segmenta najbolj kriticˇnih uporabnikov dnevno oziroma na poljubni
cˇasovni bazi smo preverili uspesˇnost modelov, ki pri razvrsˇcˇanju uporabnikov
na dan izbire d uposˇtevajo vsote razlicˇno utezˇenih cˇasovnih povprecˇij sˇtevila in
dolzˇine klicev proti sosedom, ki so nedavno prekinili NR ( 4.3). Pri preverjanju
uspesˇnosti se je izkazalo, da je najbolj uspesˇen model, ki pri razvrsˇcˇanju upo-
rabnikov uposˇteva samo vsoto EMA sˇtevil klicev proti sosedom, ki so prekinili
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NR:
EMACCi,d =
∑
j∈PNR
EMACi,j,d (4.13)
Omeniti velja, da smo pri preverili tudi modele, ki poleg klicev proti sosedom,
ki so prekinili NR uposˇtevajo tudi klice proti sosedom v drugih omrezˇjih, vendar
je bila uspesˇnost v primerjavi z modelom ( 4.13) slabsˇa.
4.5 Ocena uspesˇnosti modela
Za oceno uspesˇnosti modela smo uporabili testno mnozˇico. Po izracˇunu vrednosti
EMACi,j,d za vse dni in vse pare uporabnikov in njihovih sosedov, smo iz opazova-
nja izkljucˇili prvih sˇtirinajst dni. Razlog za izkljucˇitev je izracˇun vrednosti EMA;
ker so vse vrednosti povezav v enacˇbi (4.1) pred pricˇetkom opazovanja enake 0,
izracˇunane vrednosti EMA niso reprezentativne pred pretekom dolocˇenega sˇtevila
dnevov. S tako omejitvijo je bilo opazovanje omejeno na obdobje 47 dni (od 15.
septembra do 31. oktobra 2010).
Uspesˇnost modela smo preizkusˇali za razlicˇna sˇtevila izbranih uporabnikov na
dnevni in tedenski bazi. Za vsak primer izbire smo izracˇunali preciznost modela
Pm:
Pm =
Ncc
Nsu
, (4.14)
kjer Ncc predstavlja sˇtevilo zajetih uporabnikov, ki so prekinili NR med
sˇtevilom vseh zajetih uporabnikov Nsu. Na vsak dan izbire smo kot uspesˇno
zajete uporabnike, ki so prekinili NR, obravnavali le tiste, ki so NR dejansko
prekinili najmanj sˇtiri dni po dnevu zajetja. Obdobje sˇtirih dni smo predposta-
vili kot minimalen cˇas, ki pretecˇe do izvedbe dolocˇenega ukrepa, preden lahko
ponudnik izvede dolocˇene ukrepe, da bi obdrzˇal uporabnika.
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Ker je preciznost Pm pogojena z delezˇem uporabnikov, ki so prekinili NR v
celotni populaciji, smo za vrednotenje uspesˇnosti izbrali dobitek G:
G =
Pm
Pr
, (4.15)
kjer je Pr preciznost v primeru zajema enakega sˇtevila nakljucˇno izbranih
uporabnikov vsak dan ali teden:
Pr =
1
D
D∑
d=1
Nc,d
Nu,d
, (4.16)
kjer je Nc,d sˇtevilo uporabnikov, ki je prekinilo NR vsaj sˇtiri dni po dnevu
zajema d in Nu,d sˇtevilo vseh uporabnikov, ki narocˇniˇskega razmerja do dneva
d ni prekinilo, v opazovanem obdobju od prvega do zadnjega dne D (v primeru
predstavljene testne mnozˇice je D = 47).
Dobitek G ponazarja, koliko vecˇ uporabnikov mora za preprecˇevanje osipa
nakljucˇno izbrati ponudnik storitev, da bi dosegel enak ucˇinek kot v primeru
uporabe modela.
4.6 Rezultati
Model smo preverili na realnih podatkih za primere ko za preprecˇevanje osipa
v dolocˇenih cˇasovnih intervalih (enkrat na dan ali enkrat na teden) izberemo
Ns uporabnikov z najviˇsjimi vrednostmi EMACC, to je Ns uporabnikov, ki bi
po predvidevanju modela, najverjetneje menjali ponudnika storitev v blizˇnji pri-
hodnosti, cˇe ponudnik storitev ne bi izvedel ustreznih ukrepov, da to preprecˇi.
Rezultati za primere izbire razlicˇnega sˇtevila uporabnikov Ns za preprecˇevanje
osipa dnevno so prikazani v tabeli 4.1. Sˇtevilo dnevno izbranih uporabnikov je
izracˇunano glede na velikost ciljnega delezˇa uporabnikov Ppy med vsemi uporab-
niki Nu, ki ga ponudnik storitev izbere na letni ravni:
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Ppy (%) Ns/dan Pm (%) G
1,0 8 3,5 15,4
2,0 15 2,6 11,4
3,0 23 2,6 11,4
4,0 31 2,2 9,6
5,0 38 1,9 8,3
Tabela 4.1: Delezˇ uporabnikov Ppy izbranih na letni ravni v primeru izbire Ns
uporabnikov vsak dan. Uspesˇnost modela je ocenjena glede na preciznost Pm in
dobitek G.
Ns/dan =
PpyNu
365
(4.17)
Rezultati za primer tedenske izbire so predstavljeni v tabeli 4.2. V primeru
tedenske izbire za enak odstotek uporabnikov na letni ravni, kot v primeru dnevne
izbire, zajamemo vsak teden sedemkrat vecˇ uporabnikov kot pri dnevni izbiri.
Omeniti velja, da so rezultati glede na izracˇunane dobitke pri tedenski izbiri vecˇji
kot v primeru dnevne izbire in obenem je za ponudnika storitev uporabnike lazˇje
izbirati na tedenski ravni.
Za predstavitev uspesˇnosti modela na prakticˇnem primeru, predpostavimo, da
zˇeli ponudnik storitev na letni ravni izvajati ukrepe za preprecˇevanje osipa na 1%
uporabnikov. V tem primeru bi na tedenski ravni z uporabo modela zajel 16,7
krat vecˇ uporabnikov, ki bi sicer dejansko prekinili NR kot v primeru nakljucˇne
izbire.
4.7 Primerjava z obstojecˇimi modeli
Za primerjavo z ostalimi modeli, pri katerih je bila uspesˇnost ocenjena na podlagi
drugacˇnih podatkovnih mnozˇic, je zaradi razlik v podatkih tezˇko postaviti splosˇna
objektivna merila. Vrednosti preciznost Pm in dobitek G modelov, preizkusˇenih
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Ppy (%) Ns/teden Pm (%) G
1,0 56 3,8 16,7
2,0 105 3,6 15,9
3,0 161 3,5 15,1
4,0 217 3,4 13,6
5,0 266 3,6 12,4
Tabela 4.2: Delezˇ uporabnikov Ppy izbranih na letni ravni v primeru izbire Ns
uporabnikov vsak teden. Uspesˇnost modela je ocenjena glede na preciznost Pm
in dobitek G.
na razlicˇnih mnozˇicah podatkov niso neposredno primerljive, saj so odvisne od
stopnje osipa Rc uporabljene mnozˇice podatkov. Vrednost Pm namrecˇ z vecˇanjem
Rc narasˇcˇa, medtem ko G z vecˇanjem Rc vpada. Da bi lahko primerjali rezultate
predlaganega modela z obstojecˇimi, smo priredili stopnjo osipa v razpolozˇljivi
mnozˇici podatkov, tako, da je bila ta enaka kot pri preizkusˇanju drugih modelov.
Stopnjo osipa smo priredili tako, da smo nakljucˇno izbrali in izkljucˇili iz opazo-
vanja toliko uporabnikov, ki niso prekinili NR, da je bilo razmerje enako kot pri
preizkusˇanju obstojecˇih modelov. Po izkljucˇitvi ustreznega delezˇa uporabnikov,
smo za stopnjo osipa Rc, enako primerjajocˇim modelom, izracˇunali preciznost Pm.
uporabnike smo pri tem izbirali na tedenski bazi, sˇtevilo izbranih uporabnikov
pa smo izbrali tako, da bi na letni ravni zajeli 1% celotne populacije. Rezultati
primerjave so podani v tabeli 4.3
V smislu skalabilnosti, je izmed primerjanih modelov v tabeli 4.3 na skala-
bilni arhitekturi zasnovan le model za izbiro skupin [9] in tako edini primeren
za izvajanje napovedi na podatkovni mnozˇici poljubne velikosti, vendar je tudi
ta model racˇunsko precej zahtevnejˇsi od predlaganega modela. Preostali modeli
so bili namenjeni zgolj preverjanju hipoteze na manjˇsih podatkovnih mnozˇicah
oziroma mozˇnosti prakticˇne uporabe v realnem okolju niso opisane.
Ob primerjavi rezultatov velja izpostaviti dejstvo, da kljub temu, da predla-
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Avtorji/ime modela Rc (%) P (%) Pm (%)
Dierkes et. al. [47]/Markove logicˇne mrezˇe 24,38 75,3 77,78
Dierkes et. al. [47]/Propositionalization 24,38 79,1 77,78
Xiaohang et. al. [4] 4,00 30,6 34,72
Richter et. al. [9]/Izbira skupin 5,00 40,0 38,33
Tabela 4.3: Primerjava uspesˇnosti predlaganega modela po preciznosti z ostalimi
modeli, ki so za napovedi uporabili podatke, ki se navezujejo na socialne povezave
in opazovane posameznike ali izkljucˇno socialne povezave. Preciznost nasˇega
modela Pm smo za primerjavo s preciznostjo predlaganih modelov P izracˇunali
tako, da smo predhodno izmed vseh opazovanih uporabnikov izlocˇili ustrezen
delezˇ takih, ki niso prekinili NR in s tem primerjali preciznosti pri enaki stopnji
osipa.
gani model izvaja napovedi zgolj na podlagi ene spremenljivke, dosega primerljive
oziroma boljˇse rezultate od ostalih, do sedaj predlaganih modelov.
5 Zakljucˇek
V doktorski disertaciji smo se ukvarjali z gradnjo preprostega modela za napo-
vedovanje osipa izkljucˇno na podlagi socialnega vpliva. Z uposˇtevanjem zgolj
povezav med uporabniki, brez dodatnih demografskih podatkov ali drugih po-
datkov, ki se nanasˇajo na uporabnike kot posameznike, smo zˇeleli jasno potrditi
pomen socialnega vpliva. Pri zasnovi modela smo k preprostosti tezˇili zaradi ve-
like kolicˇine podatkov o telefonskih povezavah. Vsakrsˇna redukcija kompleksnosti
v primeru obdelave podatkov v takem obsegu zmanjˇsa porabo racˇunalniˇskih vi-
rov, kar predstavlja ponudniku telekomunikacijskih storitev neposredno znizˇanje
strosˇkov.
Da bi ocenili relevantnost spremenljivk, ki se nanasˇajo na medsebojne po-
vezave med uporabniki in smo jih oblikovali z namenom napovedovanja osipa,
smo naprej uporabnike vizualno opazovali v prostoru, kjer je bilo vidnih vecˇ ja-
sno locˇljivih skupin. Po opazovanju v prostoru, smo za napovedovanje osipa
uporabili metode nadzorovanega ucˇenja. Izmed obstojecˇih metod smo najprej
preizkusili logisticˇno regresijo z razlicˇnimi kombinacijami vhodnih spremenljivk.
Pri tem se je izkazalo, da je na podlagi vrednosti izbranih spremenljivk mogocˇe
v zelo majhnem segmentu izbranih uporabnikov zajeti vecˇ kot 30% takih, ki so
prekinili NR.
Po preverjanju uspesˇnosti napovedi logisticˇne regresije, smo z namenom po-
enostavitve zasnovali sfericˇni model. Razloga za tako poenostavitev sta kore-
liranost uporabljenih spremenljivk in dejstvo, da pri izbiri uporabnikov za pre-
precˇevanje osipa ponudnika storitev ne zanima dejanska verjetnost prekinitve NR
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za posameznega uporabnika. Pri izvajanju ukrepov za preprecˇevanje osipa po-
nudnik storitev namrecˇ ne dolocˇi velikost ciljnega segmenta glede na dejansko
verjetnost, temvecˇ glede na razpolozˇljiva financˇna sredstva. Z uporabo sfericˇnega
modela smo pri razvrstitvi uporabnikov glede na razdaljo od koordinatnega iz-
hodiˇscˇa ohranili isti vrstni red kot v primeru razvrstitve po verjetnosti, vendar
smo s tem racˇunsko kompleksnost zmanjˇsali. Razlika med uspesˇnostjo prej pre-
izkusˇene logisticˇne regresije in sfericˇnega modela je kljub preprostosti slednjega
minimalna. V primeru napovedavanja osipa zgolj na podlagi sˇtevila klicev proti
sosedom, ki so prekinili NR, je mogocˇe s sfericˇnim modelom izbrati segment upo-
rabnikov, manjˇsi od 5%, v katerem je zajeta tretjina vseh uporabnikov, ki prekine
NR. Uspesˇnost nedvoumno potrjuje, da ima pri odlocˇanju o prekinitvi oziroma
ohranitvi NR na uporabnika socialno omrezˇje velik vpliv.
Po preizkusˇanju sfericˇnega modela, smo na podlagi istih spremenljivk po-
skusili osip napovedati z uporabo ANN. Rezultati so pokazali, da kljub bistveno
vecˇji kompleksnosti slednji model ne dosega opazno vecˇje uspesˇnosti od sfericˇnega
modela. Primerjava rezultatov pokazˇe, da uspesˇnost modela ni odvisna od kom-
pleksnosti temvecˇ od izbranih spremenljivk.
Po ugotovitvi, da je na podlagi sˇtevila klicev proti sosedom, ki so prekinili
NR, mogocˇe uspesˇno napovedati osip, smo to uporabili kot iztocˇnico za zasnovo
prakticˇno uporabnega modela za izbiro uporabnikov v realnem cˇasu. Za razliko
od prej predstavljenega sfericˇnega modela, kjer smo osip napovedovali na podlagi
mesecˇnega sesˇtevka opazovanih kolicˇin, smo pri tem opazovali dnevno dinamiko
klicev. Model smo zasnovali tako, da na podlagi sˇtevila klicev proti sosedom,
ki so prekinili NR sproti, na dnevni, tedenski ali poljubni cˇasovni bazi izbira
uporabnike za preprecˇevanje osipa. Model sproti izracˇunava vrednosti EMA za
sˇtevilo klicev med vsemi uporabniki in na podlagi teh vrednosti in sprememb
narocˇniˇskih razmerij med sosedi za posameznega uporabnika vse uporabnike raz-
vrsti po ocenjeni verjetnosti prekinitve narocˇniˇskega razmerja. Na tak nacˇin lahko
ponudnik storitev vsak dan sproti, tedensko ali ob poljubnih cˇasovnih trenutkih
izbere segment ciljnih uporabnikov poljubne velikosti. V primeru, da zˇeli ponu-
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dnik storitev na letni ravni izvajati ukrepe za preprecˇevanje osipa na segmentu,
velikosti 1%, dosezˇe s tedenskim izvajanjem ukrepov dobitek, vecˇji od 16. Rezul-
tati torej kazˇejo, da je z uporabo predlaganega modela delezˇ zajetih uporabnikov,
ki bi sicer prekinili NR, vecˇji od delezˇa takih uporabnikov v primeru nakljucˇne
izbire segmenta enake velikosti, vecˇji za priblizˇno faktor 16.
Rezultati potrjujejo pomembnost socialnega vpliva, preprostost zasnovanih
modelov pa ponudnikom storitev omogocˇajo prakticˇno uporabo in s tem iz-
boljˇsanje poslovnega uspeha.
V nadaljnih raziskavah je smiselno preizkusiti sˇe mozˇnosti hibridnega modela,
kjer bi iz omejene mnozˇice uporabnikov, ki jih izberemo s predlaganim modelom,
na osnovi osebnih parametrov izbrali dolocˇen procent. Ker je delezˇ izbranih
uporabnikov majhen, tu racˇunska kompleksnost zaradi velikega sˇtevila vhodnih
spremenljivk namrecˇ ni vecˇ tako velik problem.
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Seznam uporabljenih kratic
ANN Artificial Neural Networks Umetne nevronske mrezˇe
CDR Call Detail Record Podrobni zapis o klicu
G Gain Dobitek
EMA Exponential Moving Average Eksponentno drsecˇe povprecˇje
MA Moving Average Drsecˇe povprecˇje
MSISDN Mobile Station International
Subscriber Directory Number
ISDN-ˇstevilka mobilnega upo-
rabnika
NR Narocˇniˇsko Razmerje
PCA Principal Component Ana-
lysis
Analiza glavnih komponent
P Precision Natancˇnost
R Recall Preklic
t-SNE t-Stochastic Neighbor Em-
bedding
t-Stohasticˇno zdruzˇevanje so-
sedov
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