Abstract -The application of Hilberman's theorem to construct a simple proof of a theorem on semi-indefinite networks is discussed.
In [1] , the concept of nullator and norator was used to arrive at the result. No mention was made in [1] of the important work of Hilberman [2] . The purpose of this letter is to show that the above theorem is a simple consequence of Hilberman's theorem.
II. NEW PROOF
In Fig. 1 , identifying all the current branches emanating from 1, we find for the current i x a relation of the type y m ,(e 1 -e m .). (3) Now, in view of Hilberman's theorem [2] , Adding the relations in (6) clearly implies the first equation in (2) . In a manner identical to the above, one arrives at the remaining equations in (2).
I. INTRODUCTION
Study of the conditions under which nonlinear networks have a unique solution is an important problem. Many results are available on this in the literature [l]- [6] . However, most of them are either for a general equation of the form f(x) = y [3]- [6] or applicable to a special class of two terminal nonlinear resistors [1] , [2] . In this letter, we derive new conditions for the homeomorphism of piecewise-linear (PL) resistive networks for a more general case when the PL resistors are multitenninal. Further, these results are applicable to equations of the form f(x) = y using suitable modifications. IEEE Log Number 8717624. 'For an appraisal of how the theorem is useful in the area of floating immittance simulation, the reader is referred to [1] . Consider a network containing voltage/current controlled PL multiport resistors, positive linear resistors and independent voltage and/or current sources. Extract all nonlinear resistors as ports. Let H be a hybrid representation of the linear multiport thus formed. Then the equation of the overall network is of the form f(x)=g(x) (1) where g(x): R" -» R" is a continuous PL function and H is an n X n real matrix. It is well known that H is positive definite or positive semi-definite [7] . It is also well known that most of the practical devices are eventually passive [7] . We take advantage of these two properties, to derive new conditions on homeomorphism in the next section. We prove that the condition that the Jacobian determinant is nonzero and has the same sign in all the regions is necessary as well as sufficient from a practical point of view. The reader is referred to [3] , [7] for notations and definitions not given here. Proof: Consider /(x) = 0 and the following homotopy [7] A(
Consider a ball 5(0, r) of an arbitrary large radius r and let 35(0, r) be its boundary. Consider a point x e 35(0, r)h(x,l) = f(x). f(x) is norm coercive from the condition (iii) [1] . Therefore, A(x,l) * 0 Vx e 35(0, r). Consider 0 < X < 1 and the following equation:
The first two terms are > 0 from assumptions (i) and (ii), respectively, and (1 -X)||x|| 2 > 0 for X * 1, Vx <= 35(0, r). Hence, *(x,X)=*0, Vxe35(0, r). Therefore, from degree theory [7] , deg(/, 5(0, r),0) =1. Since the Jacobian determinant is nonzero and has the same sign in all the regions, / is one-one. (For a proof of this see literature, for example, [5] ). The necessity of the condition (iii) follows from the work of Fujisawa and Kuh [1] .
III. REMARKS AND EXAMPLES (i)
Fujisawa and Kuh [1] showed through an example that the condition (iii) of this theorem is not sufficient to ensure homeomorphism of general PL functions. But, this theorem shows that, this in fact is not so for most of the practical circuits. [2] and improvements of their results by Chien [4] are not satisfied. Our theorem is applicable to arbitrary PL functions of the form: /(x) = y, as long as we are able to decompose it as /(*) = g(*)+ Hx. In view of this, the following observations are made. is not positive semidefinite. However, the conditions of the theorem are satisfied and the function is a homeomorphism. Since / (;) = JW + H is not positive definite in all the regions, the conditions of Prasad and Prem Prakash [5] and hence those of Ohtsuki et ah [3] are violated. In this letter it was assumed that f(x) = 0 does not have a solution on boundary hyperplanes, as degree is not well defined for such points. This problem can be taken care of by suitable modification. This and other related matters are discussed elsewhere [6] . 
Very Fast Method for the Design of FIR

I. INTRODUCTION
The most popular method now being used for the design of linear phase FIR digital filters is the one based on Remez exchange algorithm and proposed by McClellan et al. [1] . In this letter we propose a simpler but faster method for the design of linear phase FIR digital filters.
II. THEORY
Consider the magnitude response characteristic of a narrow band FIR digital filter of zero transition width which is shown in Fig. 1 . The center frequency is oi a and the desired values in the pass band (u a -8u>/2 to w a + Sw/2) and the stopbands are D and zero, respectively. The phase characteristic is assumed to be linear given by ku radians where k is a constant and o> is the digital frequency variable. When 8 to is very small, it can be shown that the filter coefficients h a (n) are given by
Equation (1) represents a noncausal IIR filter which is of no practical use. However, using (1), the filter coefficients of the causal FIR filter of length N approximating the ideal response of Fig. 1 can be obtained as where n = 0,1,2, • • •,(TV -1), N= any odd integer > 1 and
The phase delay for such a filter is {(N -l)/2)w radians. Due to the finite filter length, the zero transition width of the ideal bandpass filter is realized as a finite value TW, given by the empirical relationship
The above principle of approximating narrow-band FIR filters can fruitfully be employed for the design of linear phase FIR digital filters with arbitrary magnitude response characteristics. The design process can be best explained by considering the example of a bandpass filter with lower and upper bandedges at u L and oifj, respectively. Let TW be the transition width at lower and upper bandedges and D and zero respectively be the desired values in the passband and the stopbands. The magnitude response characteristic of such a filter can be split up into a finite number (say J) of individual responses, as shown in Fig. 2 . Each of these responses can be approximated by narrow-band filters as explained above, with center frequencies at w 1( w 2 >"" •> <°y-Th e value of / can be calculated as (refer to 
For the specified transition width, the filter length N is calculated using (4) . The coefficients h m {n) (m =1 to J and n = 0 to
