With a decade of γ-ray data from the Fermi-LAT telescope, we can now hope to answer how well we know the local Universe at γ-ray frequencies. On the other hand, with γ-ray data alone it is not possible to directly access the distance of the emission and to point out the origin of unresolved sources. This obstacle can be overcome by cross-correlating the γ-ray data with catalogs of objects with well-determined redshifts and positions. In this work, we cross-correlate Fermi-LAT skymaps with the 2MPZ catalog to study the local z < 0.2 γ-ray Universe, where about 10% of the total unresolved γ-ray background is produced. We find the signal to be dominated by AGN emissions, while star forming galaxies provide a subdominant contribution. Possible hints for a particle DM signal are discussed.
I. INTRODUCTION
The extragalactic γ-ray background (EGB) is defined as the the γ-ray emission remaining after the subtraction of all Galactic sources from the γ-ray sky. It should be sourced by various classes of extragalactic γ-ray emitters, including the common star-forming galaxies, Active Galactic Nuclei such as blazars, and cascades of high-energy particle propagation (for a recent review, see Ref. [1] ). Exotic sources, such as dark matter annihilation or decay, can also contribute to this signal. In the era of the Fermi-LAT satellite, much has been revealed about the origins of the EGB. Some ∼3,000 extragalactic γ-ray sources, dominantly blazars, have been resolved [2] , which explain up to half of the EGB [3] , and the number will almost double with the upcoming FL8Y point source catalog. Removing these extragalactic point sources from the EGB leaves a residual, the so-called unresolved (or isotropic) γ-ray background (UGRB) [4] , whose origins remain debated and is the focus of this analysis.
The large numbers of EGB point sources detected have enabled increasingly sophisticated predictions for their contributions to the UGRB [5] [6] [7] [8] [9] . Often, these utilize extrapolations of multi-wavelength observations to predict the source behaviors in the faint unresolved end. In parallel, a number of new and complementary techniques have been developed to study the UGRB in a more direct way. These uniquely exploit the sub-threshold information in the spatial distribution of γ-ray photons, and include the techniques of anisotropy [10] [11] [12] [13] [14] [15] [16] [17] [18] , pixel statistics [19] [20] [21] [22] [23] [24] , and spatial cross-correlation with tracers of large-scale structure [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] .
Galaxies provide abundant opportunities that allow powerful probes of the local large-scale structure of the Universe. In recent works, Fermi-LAT data were crosscorrelated with a variety of galaxy catalogs, including * ammazzalorso@to.infn.it, fornengo@to.infn.it, horiuchi@vt.edu, regis@to.infn.it the SDSS-DR6 quasars, SDSS-DR8 main galaxies, SDSS-DR8 luminous red galaxies, SDSS-DR12 photo-z galaxies, NVSS radiogalaxies, WI×SC galaxies, the 2MASS galaxies, and the 2MPZ subsample of 2MASS galaxies. Positive correlations (at the level of 3-5σ) were detected on angular scales of 1
• with all but the luminous red galaxy catalogs [32] [33] [34] [35] , providing valuable information on the sources behind the UGRB and constraints on dark matter contributions. Tomographic analyses, whereby depth (redshift) information is also utilized in unraveling the sources of the correlation signals [31] , have been successful in increasing the significance of the measured correlations with some galaxy catalogs to ∼ 10σ [40] .
In this work, we perform new analyses of the crosscorrelation that focus on disentangling the astrophysical and exotic contributions to the UGRB at low redshift. Galaxy observables, e.g., in the B-and K-bands, provide proxies for the amount of astrophysical activity and dark matter, respectively. Thus they can be used to predict astrophysical background and dark matter signal strengths. In order to capture this information, we exploit the plethora of multi-wavelength data available on galaxies and perform new position cross-correlation analyses using galaxies divided into multiple quadrants of astrophysical and dark matter signal expectations. We work with the 2MASS Photometric Redshift catalog (2MPZ), which consists of cross-matching 2MASS XSC, WISE and SuperCOSMOS all-sky samples, which provide multi-wavelength data in 8 wavelengths (B, R, I, J, H, Ks, W1, W2) for over a million galaxies with distribution peaked at z = 0.07. Simply put, one expects dark matter to correlate most cleanly with massive yet astrophysically inactive targets, and also in nearby galaxies since competing astrophysical processes peak at higher redshifts.
This paper is organized as followed. In Section II, we describe the γ-ray data and galaxy catalogs used. In Section III, we describe our analysis procedure. In Section IV we present our results. We provide discussions for the origins of the UGRB in Section V, and conclude in Section VI. We provide details of our various validation checks in Appendix A, and treatment of source modeling in Appendices B and C. Throughout, we adopt the Planck cosmology with parameters from Ref. [43] .
II. DATA
The datasets that we employ in our cross-correlation analyses are (i) the first 9-years data release of γ-rays from Fermi-LAT, for which we consider a broad energy range running from 630 MeV to 1 TeV, and (ii) the 2MPZ galaxy catalog. The data sets and data selection are described in the next subsections.
A. Fermi-LAT
Fermi-LAT is a γ-ray pair-conversion telescope launched in June 2008. It offers excellent capabilities to investigate the nature of the extra-galactic γ-ray background, covering an energy range between 20 MeV and 1 TeV with remarkable angular resolution (∼ 0.1
• above 10 GeV) and rejection of charged particles background.
In this work, we use 108 months of data from August 4th 2008 to July 13th 2017 (Fermi Mission Elapsed Time: 239557417 s -521597050 s). The photon counts and exposure maps are produced with the LAT Science Tools version v10r0p5 [44] . We select the Pass 8[45] ULTRACLEANVETO event class (corresponding to the P8R2_ULTRACLEANVETO_V6 instrument response functions (IRFs)), which is recommended for diffuse emission analysis since it has the lowest cosmic-ray contamination.
We use both back-and front-converting events. For photon energies below 1.2 GeV, where photon statistics is significantly larger than at higher energies but direction reconstruction is worse, we use photons belonging to the event class PSF3, which refers to the best-quality quartile in the reconstructed photon direction (technically, this corresponds to event type 32). At higher energies, for which the direction reconstruction is inherently better but photon statistics declines, we extend the selection to the three best quality quartiles PSF1 + PSF2 + PSF3 (event type 56). This choice allows us to have at the same time a very good angular resolution and a good photon statistics in the whole energy range of our analysis.
The analyses are performed on photon intensity maps, obtained by dividing the count maps by the exposure maps and the pixel area Ω pix = 4π/N pix . We adopt a HEALPix pixelation format with resolution parameter N side = 1024, which corresponds to N pix = 12, 582, 912 and a mean spacing of ∼ 0.06
• , similar to the best angular resolution of the gamma-ray data. Intensity maps are produced in 100 energy bins, evenly spaced in logarithmic scale between 100 MeV and 1 TeV. The resulting intensity maps are then re-binned in larger energy bins for the cross-correlation studies. After various tests, we decided to limit the lowest photon energy to 630 MeV, largely determined by the poorer angular resolution below this scale. We perform all cross-correlation analyses in 11 energy bins, evenly spaced in logarithmic scale between 630 MeV and 1 TeV, and projected in HEALPix maps with N side = 1024.
An example of γ-ray map obtained by including all photons above 1 GeV is shown in the Fig. 1 (left) .
Masking intensity maps
Although we do not expect a correlation between the Galactic γ-ray diffuse emission and the extra-galactic matter distribution traced by the galaxy catalogs, we nevertheless need to exclude the very bright Galactic emission, especially along the Galactic plane (in order to reduce the noise). We therefore perform a Galactic plane cut by masking galactic latitudes |b| < 30
• and, in addition, we further subtract the Galactic foreground emission from the data maps. Resolved point sources are also masked, in order to leave in the intensity maps only the components contributing to the UGRB.
The point source masks are based on Fermi-LAT catalogs of resolved sources. For energies above 10 GeV, we use the 3FHL [46] catalog, which contains 1556 objects characterized in the 10 GeV -2 TeV energy range. For energies below 10 GeV, we select the sources from the FL8Y catalog: this is a preliminary source list released by the Fermi-LAT Collaboration which contains almost all the pre-identified sources of the 3FGL catalog augmented by new ones. It includes 5523 sources in the 100 MeV -1 TeV energy range [47] . The mask is built by taking into account both the angular resolution of the detector in each specific energy bin and the brightness of the source to be masked. Specifically, for each source we mask the pixels inside a circle of radius R around its position defined through the following condition:
where F γ ∆E is integral flux of the source in a given energy bin ∆E, F γ ∆E,faintest is the flux of the faintest source in the same energy bin, and θ ∆E is the 68% containment angle in that energy bin, as provided by the Fermi-LAT point-spread-function (PSF) analysis. The threshold condition based on 1/5 of the flux of the faintest source corresponds approximately to the rms in the specific energy bin (sources are detected with TS ≥ 25). It guarantees to properly mask the resolved sources and reduce the chance to have artifacts in the angular power spectrum (APS) due to leakage of the source outside the mask. At the same time, the improvement of the Fermi-LAT PSF with increasing energy allows to set energydependent masks which improve (i.e., become progressively less constraining) as energy grows, which is important since it coincides with where photon statistics • for illustration purposes. Right: Galaxy counts map of the full 2MPZ catalog, in Mollweide projection (the map has been downsized to N side = 128 for illustration purposes).
become reduced. An example of the mask is shown in Fig. 2 (left) for the energy bin (1.2, 2.3) GeV.
Foreground removal is done by using the Galactic emission model gll iem v06.fits of the Fermi-LAT Collaboration [48] . Foreground template maps are produced in the same 100 energy bins, evenly spaced in logarithmic scale between 100 MeV and 1 TeV, and projected in HEALPix maps with N side = 1024 as introduced for the intensity maps. Each template map is assigned a free normalization (and added to a free constant, representing the UGRB and cosmic-ray contamination) and a Poissonian likelihood fit is performed globally on all the masked intensity maps. Through this procedure, we obtained that all the best-fit normalization parameters are of the order of unity, supporting a successful description of the foreground emission. The normalized foreground templates are then re-binned into the 11 energy bins used for the cross-correlation analyses, and subtracted from the corresponding intensity maps.
The masked intensity map in the energy bin (1.2 − 2.3) GeV, after subtraction of the Galactic foreground emission, is shown in the right panel of Fig. 2 .
B. Galaxy catalogs
For our analysis we employ the 2MPZ catalog [49] , which has been built by cross-matching 2MASS XSC, WISE and SuperCOSMOS all-sky samples. The catalog contains ∼ 10 6 galaxies and their photometric redshifts have been reconstructed via an artificial neural network approach. All the 8 magnitudes (B, R, I, J, H, Ks, W1, and W2) measured in SuperCOSMOS, 2MASS and WISE are present. In order to perform our measurement we use the mask described in Ref. [50] , which avoids systematics due to Galactic dust contamination or misidentification that derives from high stellar number densities.
Our goal is to decipher the composition of the UGRB at low-z. The different γ-ray emitters considered in this work-dark matter (DM), star forming galaxies (SFG), blazars (BLZ) and misaligned active galactic nuclei (mAGN)-can show different levels of correlations with different sub-samples of the 2MPZ catalog that trace different properties of galaxies. In fact, different γ-ray sources can have different redshift behaviors and can be hosted by different types of galaxies. Therefore, in an attempt to enhance the sensitivity of the cross-correlation analysis to the different γ-ray type of sources, in some of our analyses we subdivide the galaxy catalog in several subsamples, as described in the following subsection.
Galaxy subsets
The full 2MPZ represents our reference catalog, shown in Fig. 1 (right) . In addition, we consider the following subsamples:
• 2MRS -The 2MASS Redshift Survey (2MRS, [51] ) contains all the 2MASS sources for which a spectroscopic redshift is available. The catalog counts 50k objects with a mean redshift of z = 0.03, thus representing a low-z sub-sample of 2MPZ.
Since the DM signal is peaked at low redshift, the 2MPZ has the potential to be more sensitive to the DM γ-ray emission.
• Redshift bins -We perform a redshift slicing of 2MPZ subdividing the catalog into three samples (z < 0.07, 0.07 < z < 0.11, z > 0.11). Each subcatalog contains approximately one third of the total number of galaxies.
• B-luminosity bins -The B-band luminosity is a reasonable tracer of star formation activity (see, e.g., Ref. [52] ), and thus, would be expected to correlate also with cosmic-ray induced astrophysical γ-ray emission [53] . We thus split the full 2MPZ catalog into three bins of absolute B-luminosity, with each sub-catalog containing again one third of the total number of galaxies.
• K-luminosity bins -The K-band luminosity of galaxies are correlated with the stellar mass of the galaxy which can be correlated with the halo mass by, e.g., abundance matching [54] . Therefore, we consider it a tracer of the object mass and we define three sub-catalogs by slicing the full 2MPZ catalog into three bins of absolute K-luminosity again each one containing one third of the total number of galaxies.
• High K-Low B -Objects with high-K and low-B luminosities should have high mass and low level of star formation activity. Therefore they can be considered as ideal targets for DM searches, since they might have a reduced correlation with astrophysical γ-ray sources (having the emission driven by star formation activity), whilst an enhanced correlation with γ-ray emission induced by DM (which is related to the mass). In order to perform this investigation, we select 10k objects in the corner of the plane of K vs B absolute luminosity in the 2MRS catalog (since the DM signal is peaked at low-z). We will report the results about this sample only when focusing on the DM interpretation in Section V. Fig. 3 shows the redshift distributions of the full 2MPZ compared to those of the subsample catalogs.
In addition to the subsamples listed above, we further define two selections of sources that aim at identifying specifically mAGN and BLZ in the 2MPZ catalog. This identification will be useful to model the cross-correlation angular power spectrum of mAGN and BLZ, as described in Section IV.
Blazars are identified by cross-matching 2MPZ with the WIBRALS catalog [55] . The latter is composed of radio-loud WISE sources detected in all four WISE filters, whose mid-infrared colors match typical colors of confirmed γ-ray emitting blazars. We select mAGNs by cross-matching 2MPZ with the AGN sample found in Ref. [56] . The authors considered WISE and 2MASS data and defined a statistical discriminator by comparing the measured infrared colors, producing a complete sample of AGNs. This subset contains ∼ 10 4 objects and we remove blazars obtained from the WIBRALS catalog.
III. MEASUREMENTS
The cross-correlation APS is defined as:
where:
are the coefficients of the expansion of the fluctuations δI i ( n) of the field I i ( n) in terms of spherical harmonics Y m ( n). In our case i and j correspond to the γ-ray and galaxy map fields. We determine the APS with PolSpice[57], a public code that computes both the twopoint angular cross-correlation function in real space and the APS. PolSpice is based on the fast spherical harmonic transforms allowed by isolatitude pixelisations and it corrects for the effects introduced by masking following the approach of Ref. [58] . PolSpice also provides an estimate for the covariance matrix of the measurement, that will be used for the statistical analysis discussed in the following Sections.
FIG. 3.
Redshift distributions of the different galaxy subsamples used in the cross-correlation analyses. Each distribution is normalized to the total number of galaxies of its corresponding subsample. Low/Mid/High-B (K) refers to galaxies selected according to their B (or K) luminosity.
Before computing the APS, we remove the monopole and dipole contributions from the input maps by applying the HEALPix routine remove dipole, in order to mitigate a possible leakage of these (large) terms to higher multipoles (an effect due to multipole-mixing introduced by the masks).
The finite angular resolution of the Fermi-LAT instrument suppresses the angular power spectrum at high multipoles (the angular resolution of the galaxy surveys is significantly better than the Fermi-LAT one and the associated suppression would show up only at higher multipoles, in a range not considered in our analysis). In order to take this suppression into account, we correct the C with the beam window function:
where P are the Legendre polynomials and PSF(θ, E) denotes the Fermi-LAT point spread function for the specific IRF and energy, as provided by the Fermi Science Tools. The energy-dependent beam window function is averaged in each energy bin in accordance to the UGRB energy spectrum E −α , where the spectral index is taken at α = 2.3 [4] :
The measured APS in the k-th energy bin is then defined as:
where C k ,raw is the raw APS obtained from PolSpice in the k-th energy bin and W pix is the pixel window function associated to the HEALPix pixeling.
For the analyses discussed in the next Section, we rebin the measured APS in 15 evenly-spaced logarithmic multipole bins from 10 to 1000. Since the low multipoles C k can be affected by large-scale effects due to an imperfect Galactic foreground removal and at large multipoles C k by an imperfect PSF correction, especially when the beam window function starts deviating significantly from 1, we must identify a suitable multipole range over which we perform our analyses: the lower limit is conservatively set to min = 40; the upper limit max is defined from the condition that the beam window function does not drop below a threshold corresponding approximately to the 68% containment of the PSF in the specific k-th energy bin:
or l max = 1000, whichever is smaller. This condition makes max dependent on energy. The lower and upper bound of the multipole bins for each energy bin are shown in Table I . Fig. 4 shows an example of the measured APS, in the (1.2, 2.3) GeV energy bin, for the cross-correlation with the whole 2MPZ catalogue. The plot also shows the multipole range (l min , l max ) for this energy bin. All the measured APS can be retrieved at this link [59] .
A. Amplitude and significance of the correlation
In order to provide a model-independent estimate of the amplitude and significance of the measured crosscorrelations, we fit the APS in each energy bin with a term which is multipole-independent (i.e., a constant) that we call C k p . This can be considered as the simplest model (i.e. a Poisson noise term) and provides an estimate of the amplitude which is similar to performing the average of the APS over the multipole range of interest. A more refined treatment, which involves modeling of the γ-ray components in the unresolved sky, is presented in the next section. Fig. 5 shows C k p as a function of the energy bin for the cross-correlation of the γ-ray flux maps with each of our galaxy subsamples. The plot indicates the presence of a correlation signal between the galaxy distribution and γ-rays for all subsamples. In fact, the C k p are systematically positive (i.e., they do not fluctuate around zero) and deviate from a null signal. To assess the significance of the measurements, we compare the χ 2 of a null signal with the χ 2 obtained from the C k p fit. We adopt a χ 2 estimator defined as:
is the measured APS in the energy bin k and multipole bin ∆ , C k,mod ∆ is the APS model and Γ ∆ ,∆ ,k is the covariance matrix, obtained from the PolSpice covariance through multipole re-binning. We neglect the covariance between different energy bins since the main source of error comes from the Poisson noise of the γ-ray maps, something which exhibits no correlation among different energy bins. Eq. 8 will be adopted throughout the paper for model comparison, including the analysis in terms of γ-ray modeling as discussed in the next sections.
We define a χ 2 difference ∆χ 2 = χ 10 -11 10 -11 constant APS model adopted for this part of the analysis may be more suited for some subsamples than for others. More physically motivated models and their significances will be discussed in the next section. We simply note here that Table II shows a general significant deviation from the null hypothesis.
Since in our correlation measurement we employ maps of the integrated γ-ray flux, we expect the energy spectrum to follow the integrated energy spectrum of the UGRB, namely I UGRB = ∆E dE dI UGRB /dE. By multiplying the vertical axis in Fig. 5 by E 2 /∆E, we show (approximately) the differential energy spectrum of the γ-ray emission responsible for the correlation signal, rescaled by E −2 . The statistical significance is not enough to derive firm conclusions on the energy dependence, but different subsets seem to indicate a γ-ray population with a spectral index close to −2 (so with a flat spectrum in Fig. 5 ) at high energy, while a source with a softer spectrum at low energy.
IV. RESULTS
We model the clustering of galaxies in the samples presented in Sec. II B 1 and of γ-ray emitters mentioned in the introduction by making use of the halo model approach. Galaxies are assumed to follow the matter power spectrum with matter distributed in halos, and with the number of galaxies per halo defined by the so-called halo occupation distribution (HOD). The latter has been derived by fitting the auto-correlation APS of galaxies, as described in the Appendix.
The cross-correlation APS with γ-ray sources is computed as in Ref. [60] with two differences. The first involves the combination of flat spectrum radio quasars and BL Lacs into a single (effective) blazar class, as done in Ref. [61] . The contribution to the UGRB of the γ-ray emitters considered in this work is shown in Fig. 6 . Note that we expect the γ-ray emission we analyze in this paper (which is produced at z < 0.2) to amount to a small fraction of the total UGRB, roughly around 10% at low energy. The second difference is related to the modeling of the shot-noise term. This contribution to the APS is the part at zero angular separation (i.e., -independent) of the 1-halo term. As recognized in Ref. [60] , its modeling can be very delicate. Here, we do not attempt to include it in our halo-modeling, whilst we follow two data-driven approaches. In the simplest approach, we just fit the shot-noise contribution (which is a constant term for each APS) by assuming a power-law energy dependence:
where the index j labels the galaxy sample. In this way, we introduce 2 parameters (normalization and power-law index) for each galaxy sample. This approach will be called the "free C p " fit. The second approach, which is our reference one (called reference), uses the fact that the shot-noise is given by the average of the γ-ray flux of all the galaxies N gal of a given sample j (let us remember that index k denotes the energy bin):
We adopt some empirical relations to predict F γ ∆E k ,j from the optical/infrared magnitude of the each galaxy in the catalog, as described in the Appendix. Furthermore, we need to identify blazars and misaligned AGNs in the 2MPZ catalog, for which we use the procedure outlined in Sec. II B 1. With these two ingredients, we are able to estimate the shot-noise contribution.
The signal associated to annihilating DM is computed, again following the halo model approach, as described in Ref. [33] . The contribution depends on two parameters, the particle DM mass M χ and the annihilation cross section σv. We will consider four different DM models, referring to four specific annihilation final states endowed with different spectra and representative for a typical WIMP DM: bb, τ + τ − , W + W − , and µ + µ − . Summarizing, we fit the cross-correlation APS of the galaxy samples presented in Sec. II B 1 and the Fermi-LAT γ-rays intensity maps with two approaches:
• Reference model:
In this approach, the total number of free parameters is 5, i.e., 3 normalizations (N SFG , N BLZ and N mAGN ) for the astrophysical contributions and 2 terms for the annihilating DM contribution (M χ and σv). The annihilation rate will be expressed in terms of the "thermal" (or "natural scale") value σv th = 3 × 10 −26 cm 3 /s by trading it for a dimensionless parameter N DM = σv/ σ a v th .
• Free C p model:
being the energy boundaries of the k-th energy bin. With respect to the previous case, this model adds 2 parameters for each sample j, associated with the C p term (see Eq. 9).
Our fit is performed with the Monte Carlo parameter estimation code CosmoSIS [62] . Since the order of magnitude of each parameter is unknown, we use a MetropolisHastings sampler with a flat prior in log-scale for each parameter.
The galaxy subsamples listed in Sec. II B 1 are analyzed separately. For the cases involving three bins (redshift, B-luminosity and K-luminosity), we fit simultaneously the APS of the different bins, which are independent from each other (since the galaxy subsamples are not overlapping). For these samples, the number of parameters in the fit is 5 (11) in the reference (free C p ) model. For all the other samples the number of parameter is 5 (7) in the reference (free C p ) model.
As an example of the outcome, in Fig. 7 , we show the triangular plot obtained by fitting the 2MPZ split into redshift bins. The vertical dashed and solid red (green) lines denote the 68% and the 95% CL upper (lower) limits found with the profile likelihood, respectively. In the 2D panels, the 68% regions are identified in cyan while the 95% regions are in dark blue. All the triangular plots for the various cases are available at this link [59] . In the following, for the sake of brevity, we will focus our discussion on the 1D profile likelihood distributions, except in the case of the DM parameters, for which we will discuss also the 2D plane showing the bounds on the particle DM parameters in the canonical annihilation rate vs DM mass space. Fig. 8 summarizes the results on the normalization parameters of the astrophysical γ-ray sources for the reference analysis. The upper three panels shows the 1D likelihood distributions for SFG, BLZ and mAGN obtained by organizing the galaxy data into the three different subsamples that differentiate the galaxies in terms of redshift, K luminosity and B luminosity. The lower three panels show the results for SFG, BLZ and mAGN when the full 2MPZ catalog (blue) or the low-redshift 2MRS catalog (yellow) are used.
The corresponding DM results for the reference analysis are shown in Fig. 9 , for DM annihilating in the bb channel. The upper panels show the likelihood distributions for the annihilation rate for the different galaxy subsamples, while the lower panels show the corresponding 95% CL bounds on the annihilation rate as a function of the DM mass for the same annihilation channel. The bounds for all the four annihilation channels considered in this work (bb, τ + τ − , W + W − , and µ + µ − ) and for the analysis of the full 2MRS sample are shown in Fig. 10 . As a further investigation of the DM case, Fig. 11 considers galaxy samples for which the cross-correlation with γ-rays is expected to be enhanced, i.e., the low-redshift 2MRS sample and its combination wit the High K-Low B subsample of the 2MPZ catalog. Again, the left and right panels show the likelihood distribution for the annihilation rate and the 95% CL bounds in the annihilation rate vs mass plane. Table III reports the best-fit values and the 68% upper and lower bounds (whenever present) for the astrophysical and DM parameters, for the different galaxy samples. Discussion and interpretation of the results are presented in the next section.
For the free C p analysis, the results are shown in Figs. 12 and 13 , that mirror the information in Figs. 8  and 9 , respectively. Table IV lists the best-fit values and the 68% upper and lower bounds (whenever present) for the astrophysical and DM parameters, for the different galaxy samples. In Table V we show the best fit results for the C p normalizations and power-law indexes.
Finally, the statistical significance of the reference and free C p models as compared to the null hypothesis of absence of signal are shown in Table VI in terms of the χ 2 differences.
V. DISCUSSION AND INTERPRETATION
In this Section we discuss the interpretations of the results presented in the previous section and conclude the consequences for the extragalactic γ-ray populations considered in our modeling.
A. Star forming galaxies
Star-forming galaxies are poorly constrained by our analysis. We find no relevant peak in the 1D likelihood distributions (i.e., in the left panels of Figs. 8 and 12 ) and upper bounds on its normalization are around 2-3 times the reference model. This implies that in order to provide a significant contribution to the cross correlation APS measurements derived in this work, SFG would overshoot the total UGRB intensity level shown in Fig. 6 . In other words, we found that SFG are a subdominant component of the UGRB at low redshift.
B. Misaligned AGNs
Misaligned AGNs appear to be the population which can explain the bulk of the measured signal. They are the only population that is singled out with statistical confidence in several datasets. It is interesting to note the power of the "tomographic" approach. As shown in the bottom right panel of Fig. 8 , when considering the full 2MPZ sample, no peak is present in the likelihood distribution. However, the evidence appears when considering the z and K-luminosity bins (top right panel). A preference for mAGNs is also found in the free C p case, as shown in Fig. 12 . Note that in this case, the mAGN FIG. 7. Fit results for the 2MPZ redshift slicing subset for the reference analysis. All parameters are shown in log-scale. The vertical dashed and solid red (green) lines denote the 68% and the 95% CL upper (lower) limits obtained from the profile likelihood, respectively. In the 2D plots, the 68% regions are identified in cyan while the 95% regions are in dark blue. The 1D profile likelihood distributions on the diagonal are individually normalized to unity. normalization exhibits a lower limit already in the full 2MPZ sample.
We see that the 2MRS catalog seems to set an upper bound for the mAGN normalization that excludes the best-fits obtained with all the other samples (see bottom right panel of Fig. 8 ). On the other hand, this does not happen in the free C p case (bottom right panel of Fig. 12 ), where instead the upper limit is consistent with the normalizations estimated from other galaxy samples. We remind that in the latter case, the C p are allowed to vary and are determined by the fit. These facts point toward a possible overestimate of the mAGN shot-noise at very low-z (i.e., in the range covered by 2MRS ) in the reference model. In fact, in this case the shot noise has been derived from relations which show significant scatter (see Appendix): when applied to a very small volume like in the case of 2MRS, the shot-noise estimate might be not very accurate. A dedicated analysis focusing on the low-redshift 2MRS catalog will be the subject of future work. 
C. Blazars
In the analysis of blazars, we can appreciate again how the tomographic approach tightens the bounds in Fig. 8 , pushing the normalization to lower values when going from the lower to the upper panel. Taken at face value, the results of the reference case (reported also in Table III) would indicate that BLZ are constrained to be a subdominant component of the total UGRB (see Fig. 6 where the BLZ component should be rescaled by a factor N BLZ ). Blazars are so constrained essentially because of their large shot-noise term that contributes in a nonnegligible way to the cross APS signal we measure.
On the other hand, in the free C p model, the bounds become weaker, actually suggesting the opposite picture, namely that BLZ are a subdominant component of the cross-correlation we measure and of the UGRB at low redshift. Indeed, they need N BLZ to be quite larger than 1 to become a relevant component in our measurement. With such values of N BLZ , blazars can provide the bulk of the total UGRB emission (a picture similar to the SFG case).
It is clear that to distinguish between the two inter-σv/ σv th pretations, the model of the shot-noise term is crucial. Physically, this is because we have already observed and cataloged a significant fraction of the closest γ-ray emitting blazars, and thus the possible cross-correlation signal for the unresolved part is generated by a relatively small number of sources, providing a large shot-noise term. As mentioned above, the model of the latter depends on predicting the γ-ray luminosity of blazars from their IR luminosity. If the relation obtained in Ref. [63] extends to the unresolved regime, the conclusion of the reference case is likely to hold. On the other hand, a lower γ-ray luminosity for the corresponding IR luminosity would point towards the outcome of the free C p model. A future dedicated cross-matching analysis of the Fermi-LAT FL8Y source list with multi-wavelength data could help in clarifying the picture. 
D. Dark Matter
We now discuss the implications for particle DM. Figs. 9 and 13 show the results for the reference and free C p methods, respectively, for the b −b annihilation channel. The different samples and methods provide compatible constraints, all excluding annihilation rates higher than (about) the "thermal" rate for DM mass of 10 GeV and then increasing with a nearly linear trend for higher masses. The cases of τ + τ − and W + W − final states lead to similar results, whilst constraints for DM annihilating into µ + µ − are about one order of magnitude weaker, as can be seen in Fig. 10 .
The 1D distributions of the annihilation rate reported in Figs. 9 and 13 show a small peak (in all samples). The peak becomes enhanced and shifts to lower annihilation rates when the low-redshift 2MRS catalog is used, both in the reference and free C p analyses. In order to understand if it just a statistical fluctuation or it might be rather a hint for a DM contribution, we deepen the investigation by considering a further subsamples, tailored to the expected behavior of a DM signal. Ideally, in order to emphasize the DM γ-ray contribution over the astrophysical ones, we need to focus the cross-correlation analysis on a catalog with galaxies at low-z [64] , for galaxies with high-mass and with the lowest possible level of star formation and AGN activity. To these ends, we select 10k galaxies from the 2MRS catalog (low-z), in the corner of high K-luminosity (which corresponds to high mass) and low B-luminosity (which corresponds to low star formation rate). The results are shown in Fig. 11 , where we focus on the bb case and the reference analysis, for the sake of brevity.
Interestingly, the peak in the likelihood distribution of the annihilation rate slightly increases in height and moves its position towards lower values of the normalization parameter. Note that it is the most pronounced peak in the likelihoods of the DM annihilation rate among the different samples. Even though the statistical signifi- cance is too low to speculate on the possible presence of a DM contribution, we highlight that in Figs. 9, 11 and 13 the significance tends to increase when considering samples with objects at lower redshift and with higher halo masses, just as expected for a dark matter origin. This stimulates to further pursue the particle DM quest exploiting the cross-correlation approach with future data and dedicated studies.
The best-fit for the 2MRS/High-K/Low-B analysis occurs at M χ = 37 GeV and σv = 4 × σv th , therefore in slight excess over the "natural" scale. However, as widely discussed in the literature (see, e.g., Ref. [33] ), the normalization of the DM signal can significantly vary depending on the modeling of the so-called "boost-factor" provided by the substructure contribution (because of unknowns in the definition of the minimum halo mass, subhalo mass function and subhalo concentration parameter). Therefore, the normalization of the DM signal can be easily modified by a factor of a few by introducing a substructure modeling different from the one considered here.
VI. CONCLUSIONS
In this work, we have made an attempt to characterize the unresolved γ-ray emission of the Local Universe. To this aim, we employed Fermi-LAT skymaps with detected sources being masked and performed the measurement of their angular cross-correlation with the 2MPZ catalog. The latter contains about one million of galaxies with a median redshift of 0.07. The cosmological volume probed by 2MPZ powers only about 10% of the total unresolved γ-ray background. Despite this small fraction, the technique adopted here enables us to study the composition of such emissions.
The null hypothesis, i.e., the absence of correlation between the two datasets, is excluded at a statistical confidence larger than 99.99%.
To understand the origin of this correlation, we consid- 2 free Cp ) and the relative differences of the two latter with the no-signal case.
ered a few different subsamples of the 2MPZ catalog by splitting it into redshift, K-band luminosity (taken as a tracer of the object mass) and B-band luminosity (taken as a tracer of the star formation rate of the object) bins. We found misaligned AGNs to be the most likely contributor of the bulk of the signal. The normalization of this contribution is such that the extrapolation to higher redshift makes mAGN emission compatible with explaining the majority of the UGRB at GeV energies. On the other hand, star forming galaxies appear to be a subdominant component in our measurement. Nevertheless, the derived bounds allow them to still be a significant component of the UGRB at higher redshift.
The energy spectrum of the APS somewhat favors the presence of a blazar-like component at high-energies. On the other hand, the contribution is rather featureless, being driven by the shot-noise term. In order to fully establish the fraction of their contribution, an improvement in the link between IR and γ-ray luminosity for faint blazars is crucial. Finally, we evaluated the possible contribution of a particle DM signal. The 95% C.L. bounds on the DM annihilation rates reach close to the "thermal" rate for DM mass of 10 GeV for bb, τ + τ − and W + W − annihilation channels (while an order of magnitude weaker bound is found for µ + µ − ) and then increasing with a nearly linear trend for higher masses. Interestingly, when considering samples where the DM evidence is expected to increase (namely, correlation with objects at low-z, with highmass, and low level of star formation), we see a slightly more pronounced peak in the DM likelihood for the DM contribution. Currently, the statistical significance of this effect is low, and it prevents us from deriving any firm conclusions on the presence of a DM signal. Nevertheless, this result motivates to deepen the investigation of cross-correlations between suitable galaxy catalogs (especially low redshift ones, like 2MRS) and multiwavelength observations, to probe the potential contribution of DM. In this appendix, we present a series of tests performed in order to validate our analysis.
Theoretical estimation of the error
It is possible to provide a theoretical estimation of the error δC l associated to the cross-correlation in each multipole bin, assuming gaussian statistics:
where f sky is the fraction of unmasked sky, ∆l is the multipole bin size, and C
and C (gal,gal) l are the cross-correlation, auto-correlation (including noise) of the γ-ray data and auto-correlation (including noise) of the galaxies, respectively. In the top left panel of Fig. 14 we show the errors on the cross-correlation of the γ-ray data in the energy interval from 1 to 10 GeV with the whole 2MPZ catalog. We find that the theoretical error of Eq. A1 is similar to and typically slightly smaller than the one estimated by PolSpice, which we then use throughout our analyses.
Foreground dependence
In order to assess the independence of our analysis from Galactic γ-ray foreground subtraction, we perform a cross-correlation analysis of the combined energy bins from 1 to 10 GeV (which contains about 60% of the total photon counts) using γ-ray data that have been cleaned up by the diffuse Galactic emission (as explained in section II A) and compare those results with a corresponding analysis performed on the same data without foreground removal. The top-right panel of Fig. 14 shows that the APS derived with and without foreground removal are in excellent agreement, which confirms the hypothesis that the cross-correlation of the γ-ray flux with extragalactic tracers of the γ-rays emitters is not affected by the Galactic γ-rays foreground. This suggests that the crosscorrelation results are not strongly dependent on the specific foreground model used in foreground removal. Note that the presence of an un-subtracted foreground emission results in a noisier dataset that is reflected in larger uncertainties, especially at lower multipoles.
Lower multipoles removal
While in a full-sky APS analysis the different multipoles are independent, the presence of masks results in couplings between different multipoles. PolSpice corrects for this effect, but a residual contamination is still potentially present. Moreover, with the monopole being largely dominant (e.g., for γ-rays the total average intensity is much larger than its fluctuations), even a small residual coupling can bias the measurement at higher multipoles. In our analysis we remove the monopole and the dipole before performing the APS measurement, and we consider the APS only for multipoles larger than 40, as discusses in section III. We nevertheless performed a check to verify that our measurement is not affected by lower multipoles, by comparing the APS results in the multipole window ≥ 40 when we removed from the map the contribution of multipoles up to ≤ 5 ( ≤ 10). This is realized with the following procedure: i) compute the spherical harmonic decomposition coefficients a lm of the maps with the HEALPix routine anafast; ii) produce the corresponding skymaps containing only the structure relative to multipoles up to = 5 ( = 10): this is obtained as a constrained realization by feeding the HEALPix routine alm2map with the a lm 's obtained in point i) only up to = 5 ( = 10); iii) subtract the maps derived in point ii) from the original maps. This is an approximate way to subtract lower multipoles, because the effect of the mask is not included in i) but it is useful to test the impact of possible leakages from low to high multipoles. From these maps we then derive the cross-correlation APS and compare it with the APS determined with only the monopole or monopole and dipole subtracted (the latter is what we do in our baseline analysis). The results are shown in the bottom left panel of Fig. 14, which shows that all results are perfectly compatible with each other and therefore there is no leakage of power from lower multipoles to the multipole window of interest.
Correlation in real space
In order to test the robustness of our measurement, we also compute the cross-correlation function in real space ξ(θ), which can then be transformed to the APS with the usual relation:
where P l (cos θ) are the Legendre polynomials and θ is the physical angular scale. The correlation function ξ(θ) is determined by means of the following estimator:
where (n γ −n γ ) and (n gal −n gal ) represent the fluctuations of the γ-ray intensity flux and of the galaxy number counts in every unmasked a-th and b-th pixel and the function f ab (θ) assumes the value 1 when the angular separation of the two pixels is θ and 0 otherwise. We compare the correlation function we measure by means of Eq. A3 with the corresponding ξ(θ) provided by PolSpice. The error associated to our estimator is computed with a jackknife re-sampling approach, dividing the sky into 20 distinct patches and estimating the relative covariance. The bottom right panel in Fig. 14 shows the comparison of the two methods: they nicely agree, with the jackknife method possibly underestimating the errors.
Comparison with previous measurement
Finally we compare our measurement with the results obtained in a previous analysis of cross-correlation between γ-rays and the 2MPZ catalog, with a smaller photon statistics [40] . The comparison is shown in Fig. 15 and refers to the determination of the Poisson noise terms C 2MPZ sample. We see that our results and the results of Ref. [40] are in good agreement, and we can appreciate the improvement in the statistical determination of the signal with our new analysis.
Appendix B: Halo occupation distribution of galaxies
In this work, we adopt the halo model to describe the clustering of structures. In order to estimate the angular cross-correlation of the unresolved γ-ray sky with samples of galaxies, we need to describe how galaxies populate halos. To this end, we employ the halo occupation distribution (HOD) formalism.
We follow the approach described in Ref. [65] (for review on HOD, see also Refs. [66, 67] ), where the HOD is parameterized by distinguishing the contributions of central and satellite galaxies: N = N cen + N sat , since different formation histories typically imply different properties for galaxies residing at the centers of halos with respect to satellite galaxies. These can be modeled with the following functional form for the central galaxies:
and with the following form for the satellite galaxies:
With this formalism, we need four parameters for each galaxy population: M cut denotes the approximate halo mass required to populate the halo with the considered type of galaxy, with the transition from 0 to 1 central galaxy modeled by means of Eq. (B1), and set by the width σ LogM . The satellite occupation is described by a power law (with index α and normalization set by the mass parameter M 1 .
Eqs. (B1) and (B2) provide the number of galaxies in a halo of mass M . Concerning the spatial distribution, we treat central and satellite galaxies separately. The former is taken as a point-source located at the center of the halo (the point-source approximation is expected to break down only for 10 3 ). Satellite galaxies are instead described in an effective way with a spatial distribution following the host-halo profile. In other words, we express the density field of galaxies with:
Note that:
The value of the four HOD parameters of each sample is derived by fitting the auto-correlation of the specific catalog. We perform the measurement of the autocorrelation by employing the PolSpice tool, in the same way as described in the main text for the cross correlation. The noise term is estimated with C gg N = 4 π f sky /N , where N is the total number of galaxies outside the mask, and is subtracted from the measurement.
The theoretical prediction for the 3D power spectrum is computed with the halo model approach (and assuming Poisson statistics) as: The product N g ṽ g (k|M ) is the Fourier transform of N cen (M ) δ 3 (x) + N sat (M ) ρ h (x|M )/M . Note that N g ṽ g (k = 0|M ) = N g . The average number of galaxies at a given redshift is given byn g (z) = dM dn/dM N g . Note that in Eq. B1, we do not include the shot-noise term ∝ N 2 since it has been subtracted from the data.
The best-fit HOD parameters are reported in Table VII. Two examples of the comparison between theoretical model and measured APS are shown in Fig. 16 . It is clear from the plot that the models are strongly constrained by the measurements. Therefore, the uncertainty on the HOD parameters has negligible impact on the cross-correlation observables and can be neglected in our analysis, where we consider only the best-fit values.
Appendix C: Estimate of gamma-ray luminosity from other wavelengths
As mentioned in the main text, the Poisson noise term of the cross-correlation signal is given by the average gamma-ray flux of objects in the catalogs. The computation is performed in two steps. First, we derive a relation for the (diffuse) gamma-ray production of all galaxies given some tracer of the star formation rate. Then we add up emissions from blazars and misaligned AGN if the object has been classified as an host of these emitters.
Here we describe how we derive the gamma-ray emission of AGNs and star-forming galaxies starting from a given magnitude in the optical/infrared. Note that such relations suffer from significant uncertainty. If the latter is due just to random scatter around the reported relations, the impact of these uncertainty in our analysis is subdominant. In fact, in order to compute the Poisson noise term, we add up the flux of a very large number of objects. On the other hand, if the adopted relations are biased, this could in principle affect our conclusion. To overcome this issue, we introduce also a model in which the Poisson noise term is not modeled but left free and fitted.
Blazars
The gamma-ray flux of blazars is computed using the relation between the infrared magnitude at 12 µm and the energy flux between 0.1 GeV and 100 GeV found in Ref. [63] . From their Fig. 2 −β with A = 10 −14.05±0.39 erg cm −2 s −1 and β = 4.94 ± 0.17. We employ the W3 magnitude measured by the WISE survey and provided in the catalog.
Misaligned AGNs
Predictions for the gamma-ray flux of misaligned AGNs are typically derived from their radio emission [16, 68] , with the best-fit relation found to be: L γ = 10 −4.044 (L RC /erg s) 1.156 , where L γ is the luminosity between 0.1 GeV and 100 GeV and L RC is the 5GHz radio core luminosity. Ref. [69] shows a correlation between 1.4 GHz luminosity and the 12 µm luminosity of WISE AGNs (see their Fig. 13 ). These two relations allow us to predict the Poisson noise term of mAGNs starting from the W3 magnitude of the 2MPZ catalog. The predicted av-erage gamma-ray flux agrees well with a more direct estimate we obtained on a smaller sample obtained by crossmatching the 2MPZ sources with the FIRST catalog [70] , to directly extract radio fluxes (then linked to gamma-ray fluxes using again the relation of Refs. [16, 68] ).
Star-forming galaxies
Star formation is expected to trigger gamma-ray production in galaxies. Indeed, galaxies detected in γ-rays show a tight correlation between the luminosity in the range (0.1−100) GeV and the star formation rate (SFR): L γ = (1.3 ± 0.3) × 10 39 (SFR/M yr) 1.16±0.07 erg/s [11] . In turn, the star formation rate is correlated with the B-band magnitude (see, e.g., Fig. 5 in Ref. [52] ). In Ref. [52] , they found L B = 13.7 × 10 9 SFR/M yr with a scatter within one dex. We estimate the average gammaray flux of star forming galaxies starting from the B-band magnitude reported in the 2MPZ catalog and using the above two relations.
