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We consider scalar dark matter models where the theory has a shift symmetry only broken by the
scalar mass term. We restrict ourselves to K-essence kinetic terms where the shift symmetric part
of the Lagrangian is a function of the first derivatives of the scalar field only. When the scalar mass
is much larger than the inverse of the astrophysical time and length scales of interest, these models
provide a description of dark matter equivalent to the one given by theories with only polynomial
interactions, in the low-amplitude regime where the self-interactions are small contributions to the
Lagrangian. In this regime and in the nonrelativistic limit, which apply on large galactic scales,
scalar clouds form solitons with a finite core. This provides an adequate model for dark matter
halos with no singular behavior. Close to the center of galaxies, where a supermassive Black Hole
(BH) resides, we analyze the scalar field distribution and the fate of the dark matter soliton when
subject to the BH gravitational attraction. We show that the scalar field profile around such a
central BH can be described by new oscillatory solutions of a modified Klein-Gordon equation,
which generalize the harmonic oscillations of free scalar dark matter in a flat environment and the
Jacobi elliptic functions of the φ4 model. Moreover, we find that, depending on the form of the
K-essence kinetic term, regular solutions can be constructed or not, which connect the relativistic
ingoing wavelike profile of the scalar field at the BH horizon to the nearly static nonrelativistic
soliton at large distance. These profiles have a constant flux and represent the slow infall of scalar
matter into the BH. We show that this regular behavior is only possible for K-essence functions
that satisfy the usual conditions for the absence of ghosts and gradient instabilities, together with
a new restriction on the growth of the kinetic function K(X) for large argument. It turns out that
the same conditions of stability guarantee that quantum corrections are tamed, provided that the
mass of the scalar field is less than 10−3 eV and the strong coupling scale of the model Λ is much
larger than the scalar mass.
PACS numbers:
I. INTRODUCTION
Conventional descriptions of dark matter involving
heavy particles with weak interactions (WIMPs) have
failed to show up so far in all experiments tracking them
from astrophysical scales, i.e. indirect detection, to the
laboratory, i.e. direct detection and production at accel-
erators. Moreover, the confrontation between the predic-
tions of such Cold Dark Matter (CDM) scenarios using
large-scale computer simulations or analytical estimates
are in tension with astrophysical observations [1–3]. The
so called ‘core-cusp’ [4], ‘missing satellites ’ [5] or ‘too big
to fail ’ [6] problems are well known examples of these
open questions, that do not have a definitive answer.
This has prompted the search for alternatives to the stan-
dard scenario. Axions [7–9] and ALPs (Axion-Like Par-
ticles) [10] have been suggested and have particular fea-
tures which are well-documented. More generally, scalar
fields, either fundamental or as an effective low energy
description of underlying theories, have been extensively
studied in the last decade. Particular emphasis has been
put on Fuzzy Dark Matter models (FDM) [11, 12], where
a very light scalar field could form a condensate whose
average properties would coincide with the ones expected
from dark matter for the formation of large scale struc-
tures [13–18], but present distinctive features for the be-
havior at small scales [1–6, 16, 19–25]. Indeed, one of
the salient features of these models is the wavelike be-
havior of dark matter on galactic scales, following from
the non-negligible role played by the so called “quantum
pressure”. Such models require masses typically less than
10−21 eV and could be in conflict with a host of astro-
physical observations [26], such as the spectrum of the
Lyman-α forest.
In this paper, we focus on scalar dark matter mod-
els where the scalar field has a much larger mass [27].
In this regime, the quantum pressure can be neglected
on galactic scales and the scalar self-interactions play a
dominant role [17, 24, 28–32]. In particular, they can
provide the repulsive pressure which balances the gravi-
tational attraction, allowing for clouds of dark matter to
be stable on large scales. Such clouds form soliton-like
objects which are candidates for representing dark mat-
ter halos with a finite core. This behavior is typically
obtained for dark matter scalar fields with a positive φ4
self-interaction. Moreover, as shown in [33], these soli-
tons are long-lived even when the supermassive BH at
2the center of the halo is taken into account. Indeed, the
lifetime of such objects is longer than the age of the Uni-
verse.
Here we consider models of scalar dark matter where
the scalar mass term is complemented with K-essence ki-
netic terms [34]. On large scales and in the nonrelativistic
limit, these models are equivalent to self-interacting mod-
els of scalars with polynomial interactions. We extend
this analysis to the case where there is a supermassive
BH at the center of the galaxy. In this case, the equiva-
lence with polynomial models is more subtle; in particu-
lar, we show that regular dark matter profiles with con-
stant scalar fluxes, which must behave as ingoing waves
close to the BH horizon, cannot always be connected to
the solitonic solution at large radii. This happens for
the (∂φ)4 model, where the scalar field cannot sustain
a large scalar cloud in the presence of the central BH.
We give conditions for the existence of regular solutions
where the scalar profile exists and is regular from the
BH horizon to spatial infinity. On top of the usual K-
essence stability conditions for the absence of ghosts and
gradient instabilities, we find that the growth of the K-
essence function for large argument cannot be too steep.
In this case, this also guarantees that the models are sta-
ble under quantum corrections, even though the model
becomes nonlinear close to the BH horizon.
The paper is arranged as follows. In section II, we
describe the models of scalar dark matter with nonlin-
ear kinetic terms and connect them in the nonrelativistic
regime with theories that have nonlinear scalar poten-
tials. In section III, we present the nonlinear solutions
to the modified Klein-Gordon equation and the constant
flux solutions. In section IV, we make the connection
between the nonlinear solutions and the large-radius and
nonrelativistic limits. We also consider the behavior close
to the horizon. In section V, we give the example of quar-
tic Lagrangians for which constant flux solutions con-
nected to stable solitons at large radii do not exist. We
then discuss when global solutions exist in section VI.
Then, in section VII, we give an explicit example of mod-
els for which constant flux solutions up to very large radii
exist and the lifetime of the soliton is larger than the age
of the Universe. In section VIII, we discuss the quantum
stability of these models. We finally conclude in section
IX.
II. DARK MATTER SCALAR FIELD WITH
DERIVATIVE SELF-INTERACTIONS
A. Scalar field action with nonstandard kinetic
term
In this paper, we investigate scenarios where the dark-
matter scalar-field action is
Sφ =
∫
d4x
√−g
[
Λ4K(X)− m
2
2
φ2
]
, (1)
where the normalized kinetic argument X is given by
X = − 1
2Λ4
gµν∂µφ∂νφ, (2)
and we decompose the nonstandard kinetic term K(X)
as the sum of the standard term X and a nonstandard
nonlinear contribution KI,
K(X) = X +KI(X). (3)
We assume that KI admits the small-X expansion
X ≪ 1 : KI(X) =
∑
n≥2
kn
n
Xn. (4)
The scale Λ plays the role of the strong coupling scale.
We will see that the models make sense quantum me-
chanically even when X ≫ 1, see section VIII.
As shown in [27], in the nonrelativistic and large-mass
regime, where KI ≪ X , the small nonlinear correction
KI is equivalent to a small nonlinear potential VI, with
VI ≪ m2φ2/2 and
VI(φ) = Λ
4
∑
n≥4
λn
n
φn
Λn
, (5)
with
λ2n = −2kn
(
m2
2Λ2
)n
. (6)
This result is obtained at leading order in the large-mass
limit, when the dynamics are averaged over the fast os-
cillations eimt driven by the zeroth-order quadratic La-
grangian Λ4X −m2φ2/2.
In the case of a quartic derivative self-interaction, we
obtain
KI(X) =
k2
2
X2, VI(φ) =
λ4
4
φ4, λ4 = −k2 m
4
2Λ4
. (7)
For positive λ4, hence negative k2, this gives rise to an
effective pressure on small scales [27]. This leads to
a nonzero Jeans length for the growth of cosmological
structures and in virialized halos the scalar field can re-
lax to a static soliton, where the halo self-gravity is bal-
anced by this effective pressure due to the (derivative)
self-interaction. Therefore, in this paper we focus on the
case
λ4 > 0, k2 < 0. (8)
B. Isotropic coordinates
Throughout most of this paper, we work with isotropic
coordinates and we consider static spherically symmetric
configurations. Then, the metric can be written as
ds2 = −f(r)dt2 + h(r)(dr2 + r2d~Ω2). (9)
3We use natural units with c = 1 throughout this paper.
The spacetime around the BH can be divided in three
regions. First, from the Schwarzschild radius and up to
a radius rNL, the metric is in the strong-gravity regime
dominated by the supermassive BH gravity. Then, the
metric functions f(r) and h(r) are given by the standard
Schwarzschild metric, but written in the isotropic coordi-
nates (r, t) instead of the usual Schwarzschild coordinates
(r˜, t). This gives [35]
rs
4
< r < rNL : f(r) =
(
1− rs/(4r)
1 + rs/(4r)
)2
, (10)
h(r) = (1 + rs/(4r))
4. (11)
Here, rs = 2GMBH is the Schwarzschild radius of the BH
of mass MBH,
rs = 2GMBH ≃
(
MBH
108M⊙
)
10−8 kpc, (12)
r = rs/4 is the Schwarzschild radius in the radial
isotropic coordinate r, which is related to the usual
Schwarzschild radial coordinate r˜ by [35]
r˜ > rs, r >
rs
4
: r˜ = r
(
1 +
rs
4r
)2
. (13)
Second, beyond rNL and up to rsg, the metric is in
the weak-gravity regime while the gravitational potential
remains dominated by the BH itself. This gives
r > rNL : f(r) = 1 + 2Φ, h(r) = 1− 2Φ, (14)
with
rNL < r ≪ rsg : Φ(r) = − rs
2r
= −GMBH
r
. (15)
Third, beyond the radius rsg the metric is also in the
weak-gravity regime, as in Eq.(14), but the gravitational
potential is dominated by the self-gravity of the dark-
matter scalar-field cloud. Then, Φ is given by the scalar
field Poisson equation
r ≫ rsg : ∇2Φ = 4πGρφ, (16)
where ρφ is the scalar field energy density.
C. Equations of motion
In the static spherical metric (9), the scalar-field Klein-
Gordon equation reads
∂
∂t
[
K ′
∂φ
∂t
]
−
√
f
h3
1
r2
∂
∂r
[√
fhr2K ′
∂φ
∂r
]
+ fm2φ = 0,
(17)
where K ′ = dK/dX and
X =
1
2Λ4f
(
∂φ
∂t
)2
− 1
2Λ4h
(
∂φ
∂r
)2
. (18)
D. Large-radius soliton
At large radii, r ≫ rsg, the gravitational field is small
and set by the self-gravity of the scalar cloud. Therefore,
assuming the influence of the BH can indeed be neglected,
we recover the solitonic solution of the dark matter halo
as analyzed in [27]. We briefly recall in this section their
results, which we will need to set the large-radius bound-
ary conditions when we analyze the exact solution that
takes into account the central BH. In this nonrelativistic
regime, we can write the real scalar field φ in terms of a
complex scalar field ψ as
φ =
1√
2m
(
e−imtψ + eimtψ⋆
)
. (19)
In the large-mass limit, where macroscopic momentum
scales are much below m, this actually decomposes φ in a
fast oscillation e±imt, which is associated with the zeroth-
order of the Klein-Gordon equation (17), ∂2t φ+m
2φ = 0,
and a slow time and space dependent part ψ(r, t), which
is associated with the variation of gravitational potentials
and matter densities on astrophysical time and length
scales. Next, the dynamics of the complex field ψ can
be mapped to an hydrodynamics problem through the
Madelung transformation [36],
ψ =
√
ρ
m
eis, φ =
√
2ρ
m
cos(mt− s), (20)
where ρ plays the role of the scalar field matter density
while the velocity field ~v is defined from the phase s by
~v =
~∇s
m
. (21)
Then, the dynamics are governed by the continuity and
Euler equations,
ρ˙+ ~∇ · (ρ~v) = 0, (22)
~˙v + (~v · ~∇)~v = −~∇(Φ + ΦI), (23)
where Φ is the gravitational potential (16), where ρφ = ρ,
and ΦI is a repulsive self-interaction potential. In the
quartic case it is given by [27]
ΦI(ρ) =
ρ
ρa
with ρa ≡ 4m
4
3λ4
=
8Λ4
3|k2| . (24)
Here we neglected the “quantum pressure” ΦQ, associ-
ated with the wavelike nature of the scalar field, be-
cause we consider large masses m ≫ 10−21eV, beyond
the ranges associated with Fuzzy Dark Matter scenarios.
The “pressure” ΦI associated with the self-interactions
allows the scalar cloud to reach an hydrostatic equilib-
rium, where this repulsive self-interaction balances the
self-gravity. This gives the soliton profile [27]
ρ(r) = ρsol(0)
sin(r/ra)
r/ra
, ΦI(r) = ΦI,sol(0)
sin(r/ra)
r/ra
,
(25)
4with ~v = 0 and
ra =
1√
4πGρa
=
√
3λ4
2
MPl
m2
, (26)
where we introduced the reduced Planck mass M2Pl =
1/(8πG). The soliton has a flat inner core and a finite
radius Rsol = πra, which can reach galactic size depend-
ing on the value of λ4. More precisely, we can also write
(26) as
λ4 =
(
ra
20 kpc
)2 ( m
1 eV
)4
. (27)
The constraint that the scalar field behaves as pres-
sureless dark matter at the background level up to the
radiation-matter equality, at redshift zeq, implies [27]
λ4 . (m/1eV)
4, therefore we actually have ra . 20 kpc.
Inside the soliton, the hydrostatic equilibrium condi-
tion in Eq.(23) gives ~∇(Φ + ΦI) = 0, and we have
r ≤ Rsol : Φ + ΦI = α, (28)
where α is a constant, given by the value of the Newto-
nian potential at the boundary of the soliton,
α = Φ(Rsol), (29)
as ΦI(Rsol) = 0. In terms of the scalar fields ψ and φ this
gives [27]
ψ =
√
ρ
m
e−iαmt, hence s = −αmt, (30)
and
φ =
√
2ρ
m
cos[(1 + α)mt]. (31)
III. NONLINEAR GLOBAL SOLUTION
A. Oscillating solution in the large-mass limit
As in [33], where we considered the case of a scalar field
with a standard kinetic term and a self-interaction poten-
tial, we look for a solution in the large-mass limit. Then,
the field oscillates with a very high frequency determined
bym, if we only keep the zeroth-order terms that give the
standard Klein-Gordon equation ∂2t φ +m
2φ = 0. How-
ever, the nonlinearity associated with the higher-order
kinetic factor KI transforms this harmonic oscillator into
an anharmonic oscillator, with parameters that slowly
change with radius as dictated by the radial derivative
term. In a fashion similar to the case of the quartic
potential studied in [33], we look for a solution of the
nonlinear Klein-Gordon equation (17) of the form
φ(r, t) = φ0(r) ck[ω(r)t −Q(r)β(r), µ(r)]. (32)
Here ck(u, µ) is the extension of the harmonic cosine
cos(u), obtained for the free massive scalar field, and
of the Jacobi elliptic function cn(u, k), obtained for the
quartic potential [33], to the case of derivative self-
interactions (the letter “k” refers to the “kinetic” nonlin-
earity). For µ = 0 we will recover the harmonic cosine,
ck(u, 0) = cos(u), and for nonzero µ we will have an an-
harmonic oscillator, associated with the kinetic factor KI
that adds nonlinear contributions to the Klein-Gordon
equation. The factor Q(r) is defined as Q(r) ≡ Q[µ(r)],
where Q(µ) is the quarter of the period of the oscilla-
tor ck(u) for parameter µ. It is introduced in (32) for
future convenience, to simplify Eq.(38) below. Thus, µ
and Q play the role of the modulus k and the complete
elliptic integral K that appears in the case of the quartic
potential [33]. At this stage, ck(u, µ) is not defined yet
and it will be determined below from the analysis of the
nonlinear Klein-Gordon equation.
The expression (32) is understood as the leading-order
approximation in the limit m → ∞, where spatial gra-
dients of the functions φ0, ω,Q, β and µ are much below
m (i.e. ∂r ≪ m), whereas both ω and β are of order m.
Thus, the scalar field shows fast oscillations with time
at each radius, at a frequency and a phase of order m,
with a slow modulation in space of the oscillation charac-
teristics. This behavior relies on the large separation of
scales ∂r ≪ m, which in our case corresponds to rs ≫ m,
as radial derivatives typically scale as ∂r ∼ 1/r . 1/rs
beyond the horizon.
To ensure that spatial gradients do not increase with
time, the scalar field must oscillate with the same fre-
quency over all radii, with a common period T = 2π/ω0,
where ω0 is the common angular frequency. Otherwise,
there would be a secular growth with time of the phase
difference between neighbouring points, hence a secular
growth of radial gradients. Since the period of the func-
tion ck(u) for parameter µ is 4Q, this implies ωT = 4Q
and ω(r) is fully determined by the oscillatory parameter
µ(r) as
ω(r) =
2Q(r)
π
ω0. (33)
As we shall check in section IVB and Eq.(88) below, the
common frequency ω0 must match the oscillation found
at large radii in the soliton solution (31). This implies
ω0 = (1 + α)m. (34)
As we shall see in section III B, the oscillating function
obeys the Fourier series (62) below. Substituting into
Eq.(32) gives
φ = φ0(r)
∞∑
n=0
a2n+1(r) cos[(2n+1)(ω0t−πβ(r)/2)], (35)
with a2n+1(r) ≡ a2n+1[µ(r)]. Thanks to the relation
(33), we can see that the scalar field shows a coherent
nonlinear oscillation over all radii, at the common angu-
lar frequency ω0.
5From Eq.(32), the time derivative of the scalar field is
∂φ
∂t
= φ0ω
∂ck
∂u
. (36)
At leading order in the large-m limit, the radial derivative
reads from Eq.(35) as
∂φ
∂r
≃ φ0
∞∑
n=0
a2n+1(2n+1)
πβ′
2
sin
[
(2n+ 1)
(
ω0t− πβ
2
)]
,
(37)
where β′ = dβ/dr. Here we only kept the term of order
m, as we assume that φ0, µ and β are slow functions
of r, but β is of order m. Thus, the factor β′ yields an
additional power of m as compared with φ′0 or a
′
2n+1.
Comparing with the Fourier series of ∂ck∂u , obtained from
Eq.(62) below, this gives
∂φ
∂r
≃ −φ0Qβ′ ∂ck
∂u
, (38)
in this large-m limit. The factor Q was introduced in
Eq.(32) to simplify this radial derivative (the change β →
β/Q would change the factor Qβ′ above to β′−βQ′/Q).
Indeed, if we had written φ = φ0 ck[ωt− β, µ], we would
have found that a slow radial change of µ, hence of the
period 4Q, generates a leading-order change of the phase
of the oscillation and must be taken into account. This
effect is automatically taken care of by renormalizing the
phase β by the quarter of period Q in Eq.(32).
In this approximation, the kinetic term X of Eq.(18)
reads
X =
φ20
2Λ4f
[
ω2 − f
h
(Qβ′)2
](
∂ck
∂u
)2
, (39)
and the nonlinear Klein-Gordon equation (17) becomes[
ω2 − f
h
(Qβ′)2
]
(1 + K˜I)
∂2ck
∂u2
+ fm2ck = 0, (40)
where we defined
K˜I(X) ≡ K ′I + 2XK ′′I , (41)
where the prime denotes the derivative with respect to
X . If the self-interaction term K˜I vanishes we recover
the harmonic oscillator. For nonzero self-interaction, we
obtain an anharmonic oscillator, with a derivative non-
linearity. The kinetic argument X of Eq.(39) can be de-
composed in a time-independent prefactor, with a slow
radial dependence, and a fast oscillatory term. Thus, we
define the prefactor µ(r) by
µ(r) ≡ φ
2
0
2Λ4f
[
ω2 − f
h
(Qβ′)2
]
, (42)
so that we have
X = µ(r)
(
∂ck
∂u
)2
. (43)
Now, let us define an oscillatory function ck(u, µ), of
argument u and parameter µ, by the differential equation
∂2ck
∂u2
+ ck + K˜I
[
µ
(
∂ck
∂u
)2]
∂2ck
∂u2
≡ 0, (44)
and the initial conditions
ck(0, µ) ≡ 1, ∂ck
∂u
(0, µ) ≡ 0. (45)
From Eq.(4) we have K˜I → 0 for X → 0. Therefore, in
the limit µ → 0 the nonlinear differential equation (44)
simplifies to the linear harmonic oscillator, ∂
2ck
∂u2 +ck = 0,
and with the initial conditions (45) we recover the cosine
function,
ck(u, 0) = cos(u). (46)
The initial conditions (45) do not entail any loss of gen-
erality. They mean that ck(u) oscillates over the range
− 1 ≤ ck ≤ 1, (47)
and it starts at a maximum at u = 0. The normalization
to unity of the amplitude of ck simply sets the normal-
ization of the amplitude φ0 in Eq.(32), while the choice
u = 0 for a maximum sets an integration constant for the
phase β or the origin of time t. Also, the choice of unity
for the first two coefficients in the differential equation
(44) does not lead to a loss of generality. It sets the nor-
malization of the argument u, that is, the period 4Q of
the oscillator.
Then, comparing the definition (44) with the nonlinear
Klein-Gordon equation (40), we can see that this equa-
tion of motion is satisfied if ck(u, µ) is the function de-
fined in Eq.(44), provided we have
fm2 = ω2 − f
h
(Qβ′)2, (48)
and the parameter µ of the oscillator (44) is set to the
value µ(r) of Eq.(42). Combining with Eqs.(33) and (42),
we obtain
π2f
4h
β′2 = ω20 −
π2m2f
4Q2
, (49)
φ20 =
2Λ4
m2
µ. (50)
These two equations take the same form as Eqs.(62)-(63)
obtained in [33] for the case of a quartic potential. For
a given radial function µ(r), they provide the phase β(r)
and the amplitude φ0(r). This fully determines the os-
cillating solution (32), as the frequency ω(r) is given by
Eq.(33) and Q(r) is determined by µ(r) as the quarter of
period of the oscillator (44). Equation (50) provides at
once the constraint
µ ≥ 0. (51)
6We can see in Eq.(50) that for low scalar-field am-
plitudes, φ0 → 0, we recover the harmonic oscillator as
µ→ 0. This corresponds to the nonrelativistic and small-
field limit, found for instance for the soliton solution (31),
where the higher-order contributions to the scalar field
Lagrangian are small, KI ≪ X , and the Klein-Gordon
equation reduces to the harmonic oscillator at leading
order.
Equation (49) appears as the generalization of the Eu-
ler equation at leading order, πβ′/(2m) playing the role
of the radial velocity vr = m
−1ds/dr and πβ/2 the role
of the phase s. Using Eqs.(34) and (49) we can write
vr ≡ πβ
′
2m
= −
√
h
f
√
(1 + α)2 − π
2f
4Q2
. (52)
We refine this analogy below.
B. Nonlinear oscillator
We now investigate the behavior of the anharmonic os-
cillator (44). This equation of motion can be integrated
once, after multiplying by 2∂ck∂u . With the initial condi-
tions (45), this gives
(
∂ck
∂u
)2
+ ck2 +
1
µ
GI
[
µ
(
∂ck
∂u
)2]
= 1, (53)
where we introduced the function GI(X) defined by
GI(0) ≡ 0, G′I ≡ K˜I = K ′I + 2XK ′′I , (54)
hence
GI(X) = 2XK
′
I(X)−KI(X). (55)
This corresponds to the conservation of energy of the
nonlinear oscillator, which oscillates over the range −1 ≤
ck(u) ≤ 1 with a period that we denote by 4Q(µ). For
small µ the term GI is a small correction and ck(u) closely
follows cos(u). For larger µ, the higher-order contribu-
tion GI becomes important and the oscillations are more
strongly deformed. Depending on the function GI the
periodic oscillatory behavior may eventually disappear.
Introducing the function G(X) by
G(X) ≡ X +GI(X) = 2XK ′(X)−K(X), (56)
the conservation equation (53) can be inverted as
(
∂ck
∂u
)2
=
1
µ
G−1
[
µ(1− ck2)] , (57)
where G−1 is the inverse function of G, G[G−1(y)] = y.
For small X we have G(X) ≃ X and G−1(y) ≃ y. Thus,
near the maximum ck(u = 0) = 1 we have (∂ck∂u )
2 ≃
1−ck2. To the right of the maximum, u & 0, the function
ck decreases below unity with a negative slope given by
∂ck
∂u ≃ −
√
1− ck2. We can build the periodic function
ck(u) from its first quarter of period, where 0 ≤ u ≤
Q and 1 ≥ ck ≥ 0, if we can solve the equation (57)
until the point ck = 0 in a finite time u = Q. For a
given parameter µ ≥ 0, this requires that G−1(y) is well
defined and positive over 0 ≤ y ≤ µ. Since G−1 is defined
from G(X) with X ≥ 0, starting from G ≃ X at low
X , we can see that G−1 is positive from the parametric
representation {y,G−1} = {G,X}. Moreover, it is well
defined up to µ if G(X) is monotonically increasing over
0 ≤ X ≤ Xµ, where Xµ is defined by G(Xµ) ≡ µ. From
Eq.(56) this implies
0 ≤ X ≤ Xµ : G′(X) = K ′ + 2XK ′′ > 0. (58)
Then, the dynamics can be solved by quadrature,
0 ≤ ck ≤ 1 : u =
∫ 1
ck
dψ
√
µ
G−1[µ(1 − ψ2)] . (59)
For µ → 0 we recover the arccosine function. Then, the
quarter Q of the period is given by
Q(µ) =
∫ 1
0
dψ
√
µ
G−1[µ(1− ψ2)] . (60)
Therefore, we can build an oscillatory solution (32) for
the scalar field φ(r, t) if for all values µ(r) that are reached
beyond the horizon the function Q(µ) defined by Eq.(60)
is well defined and finite. As for the cosine, we can build
ck(u) over all real u from the first quarter of period,
0 ≤ u ≤ Q. We first extend up to the first minimum,
Q ≤ u ≤ 2Q, with ck(2Q−u) = −ck(u). Second, we ex-
tend to the first minimum on the left, at u = −2Q, with
ck(−u) = ck(u). Third, we extend from −2Q ≤ u ≤ 2Q
to all real u with the periodicity ck(u+ 4Q) = ck(u). In
other words, like the cosine, the periodic function ck(u)
is even, of period 4Q, and verifies ck(2Q− u) = −ck(u),
ck(−u) = ck(u), ck(u+ 4Q) = ck(u),
ck(2Q− u) = −ck(u). (61)
This implies that its Fourier series takes the form
ck(u, µ) =
∞∑
n=0
a2n+1(µ) cos
[
(2n+ 1)u
2π
4Q
]
. (62)
From Eq.(4) we obtain the series expansions
X → 0 : G(X) = X + 3
2
k2X
2 + . . . , (63)
y → 0 : G−1(y) = y − 3
2
k2y
2 + . . . , (64)
and substituting into Eq.(60) yields
Q(µ) =
π
2
(
1 +
3k2
8
µ+ . . .
)
. (65)
7C. Steady state and constant flux
As we have seen above, Eqs.(49)-(50) determine the
scalar field solution (32) as a function of µ(r), but we
have not specified the radial profile of µ(r) yet. This
will be provided by the condition of constant radial flux,
after averaging over the fast oscillation of angular fre-
quency ω0. The relativistic counterpart of the continuity
equation is the component ν = 0 of the conservation
equations ∇µT µν = 0. The energy-momentum tensor of
the scalar field φ with the action (1) reads
ρφ ≡ −T 00 =
K ′
f
(
∂φ
∂t
)2
− Λ4K + m
2
2
φ2, (66)
and
T r0 =
K ′
h
∂φ
∂r
∂φ
∂t
. (67)
The conservation equation ∇µT µ0 = 0 becomes
∂ρφ
∂t
− 1√
fh3r2
∂
∂r
[√
fh3r2T r0
]
= 0. (68)
At leading order, this continuity equation is satisfied by
the balance between fast oscillatory terms. However, to
ensure that secular terms do not appear at subleading
order, we clearly require that in the steady state the av-
eraged value of ρφ over one oscillation period should not
depend on time. This gives the condition of constant flux
F ,
F = −
√
fh3r2〈T r0 〉 =
√
fhr2φ20ωQβ
′〈K ′
(
∂ck
∂u
)2
〉,
(69)
where 〈. . . 〉 denotes the average over one oscillation pe-
riod T = 2π/ω0 and we used Eqs.(36) and (38).
Using Eqs.(33), (34), (50) and (52), we can write the
flux in terms of µ(r),
F = Fsx
2h
(
2Q
π
)2
Cµµ
√
1− π
2f
(1 + α)24Q2
, (70)
where we defined the dimensionless radial coordinate
x =
r
rs
≥ 1
4
, (71)
the characteristic flux
Fs = −r2s2Λ4(1 + α)2, (72)
and the average
Cµ = 〈K ′
(
∂ck
∂u
)2
〉. (73)
Using Eq.(57) we obtain
Cµ =
1
Q
∫ Q
0
duK ′
(
∂ck
∂u
)2
(74)
=
1
Q
√
µ
∫ 1
0
dψ
√
G−1[µ(1− ψ2)]
×K ′ [G−1[µ(1− ψ2)]] . (75)
Then, for a given value of the flux F , the profile µ(r) of
this steady state solution is determined by Eq.(70). The
parameter µ at each radius, x = r/rs, is such that the
right-hand side in Eq.(70) is equal to F .
From Eq.(65), we can see that for k2 < 0 the period 4Q
decreases for higher µ (at least until higher-order terms
become relevant). On the other hand, for the square
root in Eq.(70) to be well defined, its argument must be
positive, which implies Q2 > π2f/[4(1+α)2]. Therefore,
Q cannot be too small, which typically means that µ
cannot be too large and must obey the upper bound µ+,
0 ≤ µ ≤ µ+(x) with Q2(µ+) = π
2f
4(1 + α)2
. (76)
Depending on the function Q(µ) and the radius r, this
upper bound may be finite or pushed to infinity. If it
is finite, the flux F (µ, x) as a function of µ for fixed x
vanishes at both ends, µ = 0 and µ = µ+(x). Typically,
as in the case of the quartic potential studied in [33],
F (µ, x) shows a single peak between these two endpoints,
so that at each radius there are two solutions µ1 < µ2
to Eq.(70), associated with the crossing of the value F
along the left and right sides of the peak.
These two solutions are associated with low-velocity
and high-velocity branches. The boundary condition at
large radii associated with the soliton described in sec-
tion IID selects the low-velocity branch (as the soli-
ton corresponds to a static regime), while the boundary
condition at the Schwarzschild radius selects the high-
velocity branch (as near the horizon the self-interactions
can no longer resist the BH gravity and the fluid falls in-
ward with a relativistic velocity). Then, there is a unique
critical value Fc for the flux, such that these two branches
connect at some intermediate radius x⋆ and the solu-
tion can smoothly switch from the low-velocity branch
at large radii to the high-velocity branch at small radii.
This gives rise to a picture that is similar to the unique
transonic solution found in the case of the hydrodynamic
infall of relativistic fluids into a BH [37].
IV. CONNECTING THE SMALL-FIELD
LARGE-RADII REGIME TO THE BLACK HOLE
HORIZON
A. Small-µ regime
At large radii, the metric function f(r) is close to unity,
up to deviations of order 10−5 as in Eq.(14). The con-
stant α is also of order 10−5 from Eq.(29), as this is the
8typical magnitude of the gravitational potential in galac-
tic halos. Then, from the expansion (65) we can see that
the bound (76) is reached for a small value of µ, typi-
cally |k2|µ+ ∼ 10−5. Therefore, we investigate in this
section the regime µ ≪ 1, where the function ck(u) is
close to cos(u), as seen in (46), and Q ≃ π/2, Cµ ≃ 1/2.
Therefore, at large radii the global solution (32) becomes
r ≫ rs : φ ≃ φ0(r) cos[ω0t− πβ(r)/2] (77)
and µ≪ 1, assuming that k2 is of order unity.
At lowest order over µ, Φ and α, the flux (70) reads
{µ,Φ, α} ≪ 1 : F
Fs
≃ x
2
2
µ
√
2α− 2Φ + 3k2µ/4, (78)
where we used Eqs.(14) and (65). Then, the upper bound
µ+ introduced in (76), associated with the zero of the
square root, is given by (we recall that k2 < 0)
r ≫ rs : µ+(r) = 8(α− Φ)
3|k2| =
4(α− Φ)m4
3λ4Λ4
. (79)
This explicitly shows that |k2|µ≪ 1 at large radii. From
Eq.(43) we also have X . µ and 〈X〉 ≃ µ/2. Then,
the nonlinear contribution KI to the kinetic term in the
scalar field Lagrangian is much smaller than the standard
linear term X . This is the nonrelativistic regime, which
can be described by the complex scalar field ψ or the
hydrodynamical picture {ρ,~v} as in (20). This covers the
soliton solution (25), at large radii r ≫ rsg dominated by
the scalar cloud self-gravity, as well as the smaller radii
rNL ≪ r < rsg dominated by the BH gravity in the weak
field regime.
The flux (78) as a function of µ, for a given radius x,
vanishes at both ends of the allowed range 0 ≤ µ ≤ µ+(x)
and shows a single peak at the position µpeak and height
Fpeak, with
µpeak =
2
3
µ+,
Fpeak
Fs
=
4x2
3|k2|
[
2(α− Φ)
3
]3/2
. (80)
In the weak gravity regime (15) dominated by the BH,
we have |Φ| ≫ |α| and Φ ∝ x−1. Therefore, in the range
rNL ≪ r ≪ rsg the peak height Fpeak grows with the
radius as Fpeak ∝ x1/2. At larger radii, rsg ≪ r ≪ Rsol,
dominated by the scalar cloud gravity, Φ is almost con-
stant and set by its value inside the soliton core, so that
Fpeak grows with radius as Fpeak ∝ x2. Thus, in agree-
ment with Figs. 1 and 4 below, we find at large radii a
universal behavior set by the weak-field and nonrelativis-
tic regime and the first higher-order contribution k2X
2/2
to the Lagrangian kinetic term. The flux F (µ, x) shows
a single peak with a height that grows with the distance
from the central BH.
As recalled above, this means that for a given value of
the flux F > 0, which defines the steady state solution,
the equation (78) has two solutions µ1(x) and µ2(x) at
each radius x, with 0 < µ1 < µpeak < µ2 < µ+, provided
that F < Fpeak. They correspond to the crossing of the
value F along the two sides of the peak. Since the peak
height Fpeak grows with the radius, these solutions are
increasingly close to the endpoints 0 and µ+. In other
words, as the factor x2 becomes large in Eq.(78), either
µ or
√
2α− 2Φ + 3k2µ/4 goes to zero as 1/x2. This gives
the two asymptotic solutions µ1 < µ2 ≪ 1,
x≫ 1 : µ1(x) =
√
2F
Fs
√
α− Φx2 + . . . , (81)
µ2(x) ≃ 8(α− Φ)
3|k2| −
3|k2|
4
(
F
Fs(α− Φ)x2
)2
+ . . . (82)
where the dots stand for higher-order terms over 1/x2.
At lowest order in µ, Φ and α, the velocity vr of Eq.(52)
reads
x≫ 1 : vr ≃ −
√
2α− 2Φ+ 3k2µ/4. (83)
As µ1 ≪ µ2, we can see that the left and right branches
leads to the different behaviors
x≫ 1 : vr1 ≃ −
√
2(α− Φ), (84)
vr2 ≃ −
3|k2|F
4Fs(α− Φ)x2 → 0. (85)
Thus, µ1 is the high-velocity branch, as vr1 is of the or-
der of the free-fall velocity, while µ2 is the low-velocity
branch, as vr2 is much smaller and becomes negligible at
large radii.
B. Soliton boundary conditions
We now derive the large-radius boundary condition re-
quired by a matching to the soliton solution recalled in
section IID. At large radii but within the soliton ra-
dius, rsg ≪ r ≪ Rsol, the scalar field is in the weak-
gravity regime dominated by the scalar cloud mass and
approaches the core of the soliton solution (25). As seen
in the previous section, this also corresponds to the small-
µ regime. The comparison of the expression (77) with
Eq.(31) gives
rsg ≪ r ≪ Rsol : φ0(r) =
√
2ρsol(0)
m
, β ≃ 0, (86)
and Eq.(34), where α takes the value defined by the soli-
ton solution (31). Indeed, as the soliton solution (31)
corresponds to the hydrostatic equilibrium with ~v = 0,
the “velocity” β′ must become negligible at large radii
in order to match with the soliton. The uniform angu-
lar frequency ω0 is also set by this large-radius boundary
condition. As |α| . 10−5 from Eq.(29), ω0 remains very
close to m.
We can now check that this is consistent with Eq.(49).
Combining Eqs.(50) and (86) we obtain
µ =
ρ
Λ4
=
8
3|k2|ΦI, (87)
9where we introduced the repulsive potential defined in
(24). Equation (49) with β′ = 0 gives, at leading order
in Φ and µ,
ω0 = m (1 + Φ− 3k2µ/8) = m(1 + Φ + ΦI) (88)
where we used the series expansion (65) and in the last
equality we used Eq.(87). Then, using Eq.(28) we recover
Eq.(34). This shows that this large-radius asymptote is
self-consistent.
Using ΦI = α − Φ from Eq.(28), the comparison of
Eq.(87) with Eq.(82) shows that the matching to the soli-
ton solution selects the branch µ2(x) at large radii:
µ = µ2(x) for r ≫ rsg. (89)
This agrees with the fact that the branch µ2(x) corre-
sponds to the solution with negligible radial velocity, as
shown in Eq.(85), which allows the matching to the static
soliton.
C. Boundary condition at the horizon
Close to the horizon the self-interactions cannot coun-
teract the BH gravity and the scalar field is in a free
fall regime where vr ∼ −
√
h/f [33], with purely ingoing
solutions and relativistic velocities. Therefore, we must
reach the high-velocity branch µ1(x),
µ = µ1(x) for r ≃ rs/4. (90)
This corresponds to the solution of Eq.(70), understood
as an equation for µ, that is on the left side of the peak
of F (µ). From Eq.(52) we also recover vr ∼ −
√
h/f near
the horizon for this branch, as f → 0 and the last square
root becomes of order unity.
In the relativistic regime, vr can no longer be identified
with a physical velocity (e.g., the velocity of particles of
mass m) as the Euler equation (23) no longer applies.
This is why it can go to infinity, whereas the velocity
of an infalling particle measured by a distant observer
would actually vanish at the horizon because of a strong
redshift. We shall see in section VII D that the divergence
of vr at the horizon is only an artefact and that the scalar
field φ remains well behaved down to the Schwarzschild
radius.
V. QUARTIC LAGRANGIAN
We consider in this section the case of the quartic scalar
field Lagrangian (7), where only an X2 term is added
to the standard kinetic term. This provides a simple
example where we cannot connect to the soliton at large
radii and there is no steady solution with a slow infall
into the BH.
A. Limited parameter range for the nonlinear
oscillator
In this quartic case, we have
G(X) = X − 3|k2|
2
X2, (91)
and
0 ≤ y ≤ 1
6|k2| : G
−1(y) =
1−
√
1− 6|k2|y
3|k2| . (92)
Because G(X) is only monotonically increasing on the
finite interval 0 ≤ X ≤ 1/(3|k2|) and decreasing beyond,
the inverse function G−1(y) is only defined over the fi-
nite range 0 ≤ y ≤ 1/(6|k2|). Following the analysis
of section III B, the differential equation (44) only ad-
mits a periodic oscillating solution defined for all real u
if µ < 1/(6|k2|), when the quarter of period Q obtained
in Eq.(60) is well defined. It now reads as
Q(µ) =
∫ 1
0
dψ
√
3|k2|µ
1−
√
1 + 6|k2|µ(ψ2 − 1)
. (93)
For larger values of µ, the function ck(u) displays a singu-
larity at ck =
√
1− 1/(6|k2|µ), with ∂ck∂u = −1/
√
3|k2|µ
and ∂
2ck
∂u2 = −∞. Then, there is no regular periodic so-
lution. This implies that the oscillatory parameter µ is
restricted to the finite range
0 ≤ µ ≤ µmax with µmax = 1
6|k2| . (94)
It must also satisfy the upper bound (76), so that at each
radius µ(x) is restricted to the range
0 ≤ µ ≤ min(µ+(x), µmax). (95)
B. Flux F (µ, x) as a function of µ
We show in Fig. 1 the flux F (µ, x) as a function of µ
for several values of the radius x, for the case
k2 = −1
2
, µmax =
1
3
. (96)
A change of |k2| can be absorbed in a change of µ at
constant |k2|µ, so this figure describes all Lagrangians
with a quartic derivative self-interaction X2.
The fixed upper bound (94), due to the fact that
G−1(y) is not defined for all positive y, makes an im-
portant change to the generic behavior described above
after Eq.(76) and seen to be universal at large radii in
section IV. At large radii we recover the single peak with
a vanishing flux at both endpoints. The peak moves to
lower µ with an increasing height as the radius x in-
creases, in agreement with section IV. However, close to
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FIG. 1: Normalized flux F (µ, x)/Fs as a function of the oscil-
latory parameter µ, for various values of the radial coordinate
x, from Eq.(70) for the case of the quartic Lagrangian (96).
the Schwarzschild radius only part of the left side of the
peak can be reached as (94) prevents to access larger val-
ues of µ and in particular the peak itself. This implies
that a steady solution with constant flux F can only ex-
ist for low values of the flux, F ≤ F (µmax, 1/4), below
the maximal flux reached at the Schwarzschild radius,
x = 1/4. Moreover, starting from the horizon we can see
that a regular solution can only follow the left branch
µ1(x), on the left side of the peak. This is inconsistent
with the large-radius boundary condition (89), which re-
quires to be on the right branch µ2 at large radii. There-
fore, in contrast with the case of a quartic potential inves-
tigated in [33], there is no continuous and steady global
solution that applies down to the BH horizon while con-
verging to the static soliton at large radii. This means
that, contrary to the quartic potential, the quartic deriva-
tive self-interaction −X2 is not able to support the scalar
cloud against the BH gravity in the relativistic regime.
Then, we expect the supermassive BH to “eat” the scalar
cloud in a short time, as compared with the age of the
Universe.
C. Constant flux solution
We now study in more details the continuous solutions
defined by a constant flux F . Because these solutions no
longer connect to the soliton, the parameter α introduced
in Eq.(34), understood as the definition of the common
angular frequency ω0 in units of m, is no longer related
to the value α associated with the soliton in (31). In
particular, we no longer have the relation (28) between
the gravitational and self-interaction potentials. Indeed,
we no longer have hydrostatic equilibrium at large radii.
Once we have chosen a value F for the flux, which
is below the maximum value reached at the horizon
Fmax(x = 1/4) ≃ 0.1Fs, the function µ(r) is set at all
radii by the intersection of the left side of the peak of
F (µ, x) with F , see Fig. 1. From µ(r) we obtain the am-
plitude φ0(r) from Eq.(50), while β
′ is given by Eq.(49).
This fully determines β(r), up to an irrelevant integra-
tion constant, and the scalar field (32) at radii r ≪ rsg,
where the metric is dominated by the BH and given by
Eqs.(10)-(11) or (15). At larger radii, the metric would
be set by the scalar cloud self-gravity and we would solve
in a self-consistent manner the Poisson equation.
For µ≪ 1 the scalar field reduces to the cosine (77) at
lowest order, as ck(u, 0) ≃ cos(u), and the kinetic factor
X from Eq.(43) reads
X = µ sin2(ω0t−πβ/2) = m
2φ20
2Λ4
sin2(ω0t−πβ/2), (97)
where we used Eq.(50). In this small-X regime we also
have K ≃ X , K ′ ≃ 1, and the scalar field energy density
reads at lowest order
r ≫ rs : ρφ = m
2φ20
2
= µΛ4. (98)
We recover the nonrelativistic regime, as in Eq.(31) that
applied to the nonrelativistic soliton. Using Eqs.(81) and
(72) this also reads as
r ≫ rs : ρφ = |F |
r2
√
2(α− Φ) =
F
r2vr
, (99)
where in the second equality we used Eq.(84). We recover
the nonrelativistic definition of the flux, F = r2ρφvr.
The gravitational potential becomes dominated by the
scalar cloud gravity when the mass Mφ associated with
the scalar field within the radius r is of the order of the
black hole mass. Writing Mφ ∼ ρφr3 and α−Φ ∼ −Φ ∼
rs/r, as Φ ∼ ΦBH up to this transition radius, we obtain
rsg ∼ ra
(
F
Fs
)−2/3(
ra
rs
)1/3
. (100)
As F/Fs < 1 from Fig. 1 and ra ≫ rs, where ra is the
characteristic radius defined in Eq.(26), we obtain for the
transition radius rsg ≫ ra. This corresponds to a radius
that is much larger than the soliton radius Rsol = πra,
recalled below Eq.(26). Therefore, we conclude that for
these continuous solutions all radii are dominated by the
BH gravity. This is because the high infall velocity, |vr| ∼√−Φ, implies a much smaller density, ρφ = F/(r2vr),
than for the second branch µ2(r) that converges to the
static soliton, associated with the much smaller velocity
(85). Thus, these solutions describe the latest stages of
the infall of the scalar cloud onto the central BH, when
most of the scalar-field cloud has already been “eaten”
by the BH.
D. Free-fall flux
Another interpretation of the result (100) can be ob-
tained from the flux expected in the case of free fall. At
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large radii, r ≫ rs, the scalar field is in the nonrelativistic
regime and we expect the scalar field cloud to fall into the
central BH with the free-fall velocity vr ∼ −
√
2GM/r.
Using F = r2ρφvr in the nonrelativistic regime and the
definition of Fs in Eq.(72), we obtain
F
Fs
∼
(
M
MBH
)2(
r
ra
)−3(
ρ
ρ¯c
)−1/2
1
Hra
, (101)
where ρ¯c is the cosmological critical density and H the
Hubble expansion rate. For r ∼ ra, with ra ∼ 20kpc,
ρ ∼ 106ρ¯c and M ∼ 103MBH, we obtain F/Fs ∼ 108.
Such a large flux cannot be accomodated by the solutions
shown in Fig. 1. This explains why we found in Eq.(100)
that the continuous solution with the profile (99) can only
describe at best the late stages of the infall, after most
of the scalar mass has disappeared into the BH and only
a small scalar mass remains, which can be transported
with a small flux. Therefore, the infall of the scalar cloud
cannot be described by the oscillatory solutions (32).
In any case, the fact that there are no regular solu-
tions that satisfy both boundary conditions, at the hori-
zon and at the soliton core, shows that such scalar field
models cannot support a stable galactic-mass scalar cloud
around a supermassive BH. Therefore, they cannot pro-
vide realistic dark matter scenarios. This shows the im-
portance of checking the self-consistency of the system
from the galactic kpc scales down to the Schwarzschild
radius and taking into account the relativistic regime.
Indeed, as recalled above, at large radii in the nonrel-
ativistic regime this model is equivalent to a quartic
potential model and the derivative self-interaction −X2
builds an effective pressure that is able to support the
scalar cloud against gravity. It happens that close to
the Schwarzschild radius one enters the nonlinear regime,
where the X2 term is no longer a small correction to the
standard kinetic term, and there the scalar field is no
longer able to provide a self-consistent support against
the BH gravity.
At large X the sign of the kinetic term also becomes
negative, K ′ < 0, which typically signals the appearance
of ghosts. Thus, such a theory is also problematic at a
more fundamental theoretical level. Hence, we do not
consider this theory further.
VI. CONDITIONS TO STABILIZE THE
SOLITON
We have seen in the previous section that when the
function G−1(y) is not defined over all positive y, as hap-
pened for the quartic Lagrangian with k2 < 0, it may be
impossible to obtain a steady state solution that satisfies
both small and large radii boundary conditions. We in-
vestigate in this section the conditions to obtain global
solutions that can match the static soliton at large radii.
For simplicity, we focus on the large-X behavior, where
we assume that the kinetic function K(X) behaves as a
power-law (with K ′ > 0),
X ≫ 1 : K(X) ≃ aXν , a > 0, ν > 0. (102)
This yields for the functions G(X) and G−1(y)
G(X) = a(2ν − 1)Xν, G−1(y) =
[
y
a(2ν − 1)
]1/ν
,
(103)
with the constraint
ν >
1
2
, (104)
so that G(X) is monotonically increasing and G−1 is well
defined. Then, the quarter of period Q of Eq.(60) reads
Q = µ(ν−1)/(2ν)[a(2ν−1)]1/(2ν)
√
πΓ[1− 1/(2ν)]
2Γ[3/2− 1/(2ν)] . (105)
As explained in section III C, the flux F (µ, x) as a func-
tion of µ generically shows a peak and vanishes at both
endpoints of the range (76). The large-radius boundary
condition selects the low-velocity branch (82) associated
with the right side of the peak, while the small-radius
boundary condition selects the high-velocity branch (81)
associated with the left side of the peak. To find a global
solution that smoothly switches from the left to the right
branch, the height Fpeak of the peak must increase at
both large and small radii. We have seen that this is al-
ways the case at large radii, in the nonrelativistic regime
(80). At small radii, this depends on the large-X behav-
ior of the kinetic function, and we have seen in section V
that for the quartic Lagrangian this does not happen,
as the peak is cut from the right by the additional upper
bound (94). Then, although this is neither a sufficient nor
a necessary condition, models that are likely to show the
desired behavior for F (µ, x) should show the full peak,
with the vanishing of the flux at both endpoints 0 and
µ+. At the horizon the metric function f(r) vanishes.
From Eq.(76) this means that in order to reach µ+(x),
down to the horizon, the quarter of period Q must de-
crease down to zero for large µ. In the power-law case
(105) this gives the constraint
ν < 1, (106)
so that Q vanishes for µ→∞. From Eq.(75) we obtain
Cµ =
ν
3ν − 1 , (107)
and the flux (70) reads
F
Fs
= x2h
ν[a(2ν − 1)]1/νΓ[1− 1/(2ν)]2
(3ν − 1)πΓ[3/2− 1/(2ν)]2 µ
(2ν−1)/ν
×
√
1− πΓ[3/2− 1/(2ν)]
2fµ(1−ν)/ν
(1 + α)2[a(2ν − 1)]1/νΓ[1− 1/(2ν)]2 . (108)
At the horizon x and h are finite while f vanishes. We
can see that µ+ grows as f
−ν/(1−ν) and the peak height
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FIG. 2: Quarter of period Q, from Eq.(60), and average Cµ,
from Eq.(75), as functions of the oscillatory parameter µ. We
use the ratio µ/(1 + µ) for the abscissa, to cover the range
0 ≤ µ <∞.
grows as f−(2ν−1)/(1−ν). Therefore, we find indeed the
required behavior for a global transonic solution, as the
peak of F (µ) is fully obtained at small radii with a height
that grows as we move closer to the horizon.
As we will explicitly note in section VIIC, the con-
dition 1/2 < ν < 1 that we have obtained here is only
suggestive. It is neither a necessary nor a sufficient con-
dition. For instance, kinetic functions K(X) that show
the asymptotic slope K(X) ∼ Xν with 1/2 < ν < 1
but are badly behaved for intermediate values of X ,
e.g. if they violate the condition (58) at intermediate
X , cannot provide a realistic or physical model. On the
other hand, we shall see in section VII, on the exam-
ple (109) of a well-behaved kinetic function K(X), that
X actually remains bounded down to the BH horizon,
0 ≤ X ≤ Xmax(x = 1/4). Then, the very large X behav-
ior of K(X), at values that are not reached in practice, is
actually irrelevant. It may however be probed by other
configurations, e.g. in the early Universe.
VII. EXPLICIT EXAMPLE
A. Characteristic functions
To illustrate the results of the previous section we now
consider the case
K(X) = (1 + 3X/2)2/3 − 1. (109)
This corresponds to the exponent ν = 2/3, which falls in
the range 1/2 < ν < 1 obtained in Eqs.(104) and (106).
This also gives the quadratic coefficient k2 = −1/2, as
for the quartic model (96),
ν = 2/3, k2 = −1/2. (110)
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FIG. 3: Nonlinear oscillatory function ck(u, µ), for µ = 3.5
(solid line) and µ = 0 (dashed line). The abscissa is renor-
malized by the quarter of period Q.
The function G(X) reads as
G(X) =
1
3
(1 + 3X/2)2/3 − 4
3
(1 + 3X/2)−1/3 + 1, (111)
and the inverse function G−1(y) as
G−1(y) =
2
3
[
(−1 + y + (2 +
√
5− 3y + 3y2 − y3)2/3)3
2 +
√
5− 3y + 3y2 − y3
−1
]
. (112)
At large y this gives the power-law asymptote
y →∞ : G−1(y) = 2
√
3y3/2 + . . . . (113)
The nonlinear differential equation (53) now admits regu-
lar periodic solutions ck(u, µ) for all positive µ. Then, at
any radius x the oscillatory parameter µ is only bounded
by µ+(x) from Eq.(76).
We show in Fig. 2 the quarter of period Q and the
average Cµ as functions of µ. In agreement with the
analysis of section VI,Q goes to zero as µ goes to infinity,
while Cµ remains finite and does not vary much over the
full range 0 ≤ µ < ∞. More precisely, we have the
asymptotic behaviors
µ→∞ : Q =
√
2πΓ[5/4]
31/4Γ[3/4]
µ−1/4, Cµ =
2
3
. (114)
We shall find in section VII B that µ grows at smaller
radii and reaches at the horizon the value µs ≃ 3.5
of Eq.(116) below. This corresponds to Qs ≃ 1 and
Cµs ≃ 0.6. Therefore, the oscillatory parameter µ
reaches the mildly nonlinear regime at the Schwarzschild
radius. There, all higher-order terms of the kinetic func-
tion K(X) are relevant, as is obvious from the fact that
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FIG. 4: Normalized flux F (µ, x)/Fs as a function of the oscil-
latory parameter µ, for various values of the radial coordinate
x, from Eq.(70) for the kinetic function (109). We use the ra-
tio µ/(1 + µ) for the abscissa, so that large values of µ fit
into the figure. The horizontal dashed line is the value F⋆ of
Eq.(115), defined as the minimum over all radii, 1/4 ≤ x <∞,
of the height of the peak. It is reached at radius x⋆ ≃ 1.4.
the physics associated with the kinetic function (109) will
be quite different from the one associated with the quar-
tic case analyzed in section V (a quasistatic soliton can
now be supported around the supermassive BH).
We display in Fig. 3 the oscillatory function ck(u, µ)
for µ = 0, where ck(u, 0) = cos(u), and for µ = µs ≃ 3.5.
We only show the first period, 0 ≤ u ≤ 4Q, and we
renormalize the abscissa by Q. We can see that although
Q has decreased from Q(0) = π/2 to Qs ≃ 1, the shape
of the function ck(u) remains close to the cosine once we
renormalize the period.
B. Critical solution
We show in Fig. 4 the flux F (µ, x) as a function of µ
for several values of the radius x. Close to the horizon
the peak moves to large values of µ, as µ+ → ∞ for
x → 1/4. To display the curves from x = 50 to x = 0.4
on the same plot we use the abscissa µ/(1+ µ) in Fig. 4.
In agreement with the analysis of the previous section,
we now find that F (µ) shows a full peak, with a vanishing
flux at both endpoints, at any radius x. Moreover, the
peak height increases for both large and small radii, with
a minimum |Fc| = F⋆|Fs| at the intermediate radius x⋆,
Fc
Fs
= F⋆ with x⋆ ≃ 1.4, F⋆ ≃ 0.9. (115)
We show the curve Fpeak(x)/Fs of the peak height, as a
function of the radius x, in Fig. 5. This clearly shows the
increase of the peak height at small and large radii and
the minimum at x⋆.
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FIG. 5: Peak value Fpeak(x)/Fs as a function of the radial
coordinate x. The horizontal dashed line is the minimum
value F⋆ ≃ 0.9, reached at x⋆ ≃ 1.4.
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FIG. 6: Oscillatory parameters µ1(x) and µ2(x) for a constant
flux Fc/3 (dashed lines) and Fc (dotted lines). The critical
curve µc(x) (solid line) is equal to µ1 for x < x⋆ and to µ2
for x > x⋆, with F = Fc.
A global solution is obtained provided the constant
flux |F | is smaller than the critical value |Fc|, so that at
any radius x above the horizon there is at least one solu-
tion µ(x) to Eq.(70), understood as an implicit equation
for µ. For |F | < |Fc| there are two solutions µ1 < µ2
at any radius and we recover the high- and low-velocity
branches discussed below (76) and analyzed in the limit
of large radii in section IVA. We have seen in (90) that
at small radii, near the horizon, we must follow the left
branch µ1(x), associated with large infall velocities. On
the other hand, we have seen in (89) that at large radii
we must follow the right branch µ2, associated with small
infall velocities, to converge to the static soliton. These
two boundary conditions select the critical value Fc as
the only physical value for the flux, which allows us to
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FIG. 7: Radial profile of the oscillatory parameter µ(x), of the
upper bound Xmax(x) of Eq.(117), and of the first derivative
K′[Xmax(x)].
obtain a regular solution µc(x) that smoothly connects
the two branches at radius x⋆, where they meet.
We show the two branches {µ1(x), µ2(x)} in Fig. 6 for
the critical flux Fc and for a lower flux Fc/3. In the case
Fc/3, these two branches remain well separated at all
radii and we cannot switch from one side of the peak to
the other. Only for the critical value Fc we can switch
from µ1 to µ2 in a continuous manner, as shown in the
figure. This is similar to the selection of the unique tran-
sonic solution in the hydrodynamical case [37]. At large
radii, in the weak gravity regime, µc(x) = µ2(x) is given
by Eq.(82). Close to the horizon µc(x) = µ1(x) remains
finite and our numerical computation shown in Fig. 6
gives
r → rs/4 : µc(x)→ µs with µs ≃ 3.5. (116)
The fact that µ is of order unity near the horizon shows
that the scalar field is in the nonlinear regime, where all
nonlinear terms in the kinetic function K(X) are rele-
vant.
C. Radial profile
Thus, the scalar field φ(r, t) depends on both radius
and time as determined by the solution (32), where the
parameter µ of the nonlinear oscillator ck(u, µ) follows
the critical solution µc(x) displayed in Fig. 6 above. At
each radius, the kinetic argument X oscillates with time,
as seen in Eq.(43). Using Eq.(57), this also reads as X =
G−1[µ(1 − ck2)], so that X oscillates in the range
0 ≤ X(r, t) ≤ Xmax(r) with Xmax = G−1(µ). (117)
We show again in Fig. 7 the radial profile of the oscilla-
tory parameter µ(x), given by the critical curve µc(x) of
Fig. 6, as well as the upper value Xmax(x). We can see
that Xmax ≃ 16.5 and K ′(Xmax) ≃ 0.33 at the horizon.
Although we reach the nonlinear regime, K ′ is still of or-
der unity. Because X remains finite at the horizon, the
function K(X) can deviate from the expression (109) for
X > Xmax(rs/4) without changing our results. This im-
plies that the function K(X) is not required to show the
power-law behavior K ∼ X2/3 at infinity and a broader
class of kinetic functions are able to support the scalar
field soliton around the supermassive BH.
D. Behavior at the Schwarzschild radius
1. Isotropic coordinates
As for the case of the quartic potential [33], the effec-
tive velocity vr = πβ
′/(2m) diverges at the Schwarzschild
radius because of the metric factor 1/f . Thus, from
Eq.(52) we obtain close to the Schwarzschild radius,
where f → 0,
r → rs/4 : πβ
′
2m
∼ −(1 + α)
√
h
f
∼ − (1 + α)8rs
4r − rs ,
β ∼ − (1 + α)4mrs
π
ln
(
4r − rs
4rs
)
. (118)
However, this divergence is only an artefact, due to the
use of the isotropic coordinates (9).
2. Eddington coordinates
As in [33], to check that the scalar field remains well
behaved down to the horizon it is convenient to introduce
the Eddington coordinates (t˜, r˜), where r˜ is the standard
Schwarzschild radial coordinate of Eq.(13) and t˜ is the
Eddington time, defined by [35]
t˜ = t+ rs ln
∣∣∣∣ r˜rs − 1
∣∣∣∣ . (119)
This gives the metric
ds2 = −
(
1− rs
r˜
)
dt˜2 + 2
rs
r˜
dt˜dr˜ +
(
1 +
rs
r˜
)
dr˜2
+r˜2d~Ω2, (120)
which is regular over all r˜ > 0. These coordinates (t˜, r˜)
are directly related to the Eddington-Finkelstein coordi-
nates [35].
Substituting the result (118) into Eq.(32) gives
r˜ → rs : φ = φs ck
[
2Qs
π
(1 + α)m(t˜ + r˜), µs
]
, (121)
where the parameter µs at the Schwarzschild radius was
obtained in Eq.(116) and the amplitude φs is given by
Eq.(50) in terms of µs. As for the free scalar and for
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the case of a quartic potential [33], the scalar field is well
defined at the horizon and we recover a purely ingoing
solution with unit velocity. Nevertheless, the derivative
self-interactions remain relevant down to the horizon as
(121) differs from the cosine (i.e. harmonic) expression
of the free case. We obtain a nonlinear radial wave, with
higher-order harmonics given by the expansion (62).
We can now come back to the definition of the ve-
locity. In the large radius limit, we have identified
vr = πβ
′/(2m) of Eq.(52) with the velocity obtained
in the fluid picture of the nonrelativistic dark matter
through the Euler equation (23) and Eq.(21). In fact,
Eq.(49) allows us to go beyond this large-radius regime.
Indeed, we can identify this relation with the relativistic
dispersion relation of a particle of mass m and momen-
tum pµ, gµνp
µpν = −m2, with
p0 =
2Qω0
πf
, pr =
Qβ′
h
. (122)
Then the speed can be identified as
cr =
pr
p0
=
f
h
πβ′
2ω0
, (123)
which coincides with vr in the large-radius limit and for
α ≪ 1. Close to the BH horizon, we have seen that
Eq.(50) gives
r → rs/4 : β′ ≃ −2ω0
π
√
h
f
(124)
as f → 0 while Q remains finite, see also Eq.(118). This
yields
r → rs/4 : cr ≃ −
√
f
h
. (125)
If we use the Schwarzschild radial coordinate r˜ instead of
the isotropic radial coordinate r, we have from Eq.(13)
dr˜/dr =
√
fh and we obtain
cr˜ =
√
f3
h
πβ′
2ω0
, (126)
and
r˜ → rs : cr˜ ≃ −f. (127)
We find that both velocities vanish at the horizon. We
recover the well known result that the velocity of infalling
matter measured by a distant observer (at rest at infin-
ity, with a proper time given by t) vanishes as the body
approaches the horizon. On the other, the proper time of
a particle that is falling from infinity at rest is dτ = fdt
[38]. Thus, we recover dr˜/dτ = −1 at the horizon follow-
ing the infalling matter. The dynamics become highly
relativistic as we approach the horizon.
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FIG. 8: Scalar-field energy density computed in the Edding-
ton metric, from the Schwarzschild radius up to 104rs, where
the metric potentials are still dominated by the central BH.
We plot the average 〈ρ˜φ〉 in the fast oscillations with time.
E. Density profile
For spherically symmetric configurations, the den-
sity defined by the time-time component of the energy-
momentum tensor in the coordinates (t˜, r˜) reads
ρ˜φ ≡ −T˜ 00 = (2 − f)K ′
(
∂φ
∂t˜
)2
+ (f − 1)K ′∂φ
∂t˜
∂φ
∂r˜
−Λ4K + m
2
2
φ2, (128)
and the partial derivatives are related by
∂φ
∂t˜
=
∂φ
∂t
,
∂φ
∂r˜
=
∂φ
∂r
1√
fh
+
∂φ
∂t
(
1− 1
f
)
. (129)
For the solution (32), with Eqs.(36) and (38), this gives
ρ˜φ
Λ4
= µ ck2 −K +K ′
(
∂ck
∂u
)2
2µ
[
2Q
π
(1 + α)
]2
×
{
1
f
+
f − 1
f
√
1− π
2f
(1 + α)24Q2
}
. (130)
This energy density remains finite at the Schwarzschild
radius. Neglecting α≪ 1, we obtain
r˜ = rs, r =
rs
4
: 〈ρ˜φ〉 ≃ 3.2Λ4 ≃ 0.6 ρa, (131)
where 〈. . . 〉 denotes the average over the fast oscillations
over time, as in Eq.(73)-(75). Contrary to the case of the
free scalar, where the flux F and the density ρ˜φ can take
any value, for the self-interacting scalar field F and ρ˜φ
are uniquely determined (because the system becomes
nonlinear). As could be expected, the density (131) is
set by the characteristic density ρa defined in Eq.(24),
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which measures the strength of the self-interactions. The
unboundedness of the free case is recovered by the fact
that 〈ρ˜φ〉 → ∞ when ρa → ∞, which corresponds to
vanishing self-interactions, k2 → 0.
In the weak-gravity regime, dominated by the BH, µ(x)
follows the low-velocity branch µ2(x) of Eq.(82). This
gives
rs ≪ r ≪ rsg : µ ≃ −16Φ
3
≃ 8rs
3r
, (132)
where we used Eq.(15). In this regime µ ≪ 1 and at
leading order the density (130) gives
rs ≪ r≪ rsg : 〈ρ˜φ〉
Λ4
≃ µ ≃ 8rs
3r
∝ r−1 (133)
while the velocity (85) reads
rs ≪ r ≪ rsg : vr ≃ −3F⋆
4
rs
r
∝ r−1. (134)
As for the case of a quartic potential, the density de-
creases with radius as 1/r, more slowly than the r−3/2
falloff obtained for the free scalar [33]. This is because
the velocity decreases faster, as 1/r instead of 1/
√
r, as
the self-interactions give rise to an effective pressure that
stabilizes the scalar cloud and enables the convergence
to the static soliton solution at large radii. We show in
Fig. 8 the scalar field profile obtained from Eq.(130), av-
eraged over the fast oscillations. It clearly displays the
1/r profile (133) at large radii and the finite value (131)
at the horizon.
F. Lifetime of the scalar-field soliton
At large radii, in the weak gravity regime dominated
by the scalar cloud self-gravity, the velocity (85) reads
rsg ≪ r . Rsol : vr ≃ −3F⋆
8
ρa
ρsol
r2s
r2
, (135)
where we used Eqs.(28) and (24). This coincides with the
result obtained in [33] for the case of a quartic potential.
Indeed, as recalled in (7), in the nonrelativistic small-
field regime the derivative self-interaction is equivalent to
a potential self-interaction. Again, at radii of the order
of the soliton radius Rsol = πra, this gives the typical
radial velocity vr and evolution timescale tc
vr(ra) ∼ − ρa
ρsol
r2s
r2a
, tc ≡ ra|vr| ∼ ra
ρsol
ρa
r2a
r2s
. (136)
This also reads
tc ∼ tH
(
ρ¯c
ρa
)5/2
ρsol
ρ¯c
(
RH
rs
)2
, (137)
where tH = 1/H and RH = 1/H are the Hubble time and
Hubble radius, and ρ¯c = 3H
2/(8πG) is the cosmological
critical density. At redshift z = 0 this gives
tc ∼ 103 tH ρsol
ρ¯c
(
ρa
1 eV4
)−5/2(
M
108M⊙
)−2
. (138)
For the soliton to give rise to a significant departure from
the CDM profiles on galactic scales, we must have a ra-
dius of about 20 kpc, which gives ρa ∼ 1 eV4 [27]. Larger
characteristic densities lead to smaller soliton radii. We
typically have ρsol/ρ¯c ∼ 105 for the DM overdensity in
the soliton core. Therefore, we find that tc ≫ tH and the
DM solitonic cores can easily survive until today, despite
the infall of the inner layers into the central supermassive
BH.
Again, astrophysical stellar mass BHs cannot eat a sig-
nificant fraction of the galactic DM soliton. Indeed, for
N BHs of unit solar mass, the typical timescale for the
soliton depletion reads
tN ∼ 1019 tH
N
ρsol
ρ¯c
(
ρa
1 eV4
)−5/2
. (139)
Since we typically have N < 1011, as only a fraction of
the galactic baryonic mass can be made of stellar BHs, we
obtain tN ≫ 108tH and the soliton mass loss is negligible.
VIII. RENORMALIZATION OF THE ACTION
We have seen in the previous sections that for nonlin-
ear kinetic functions that satisfy conditions such as (104)
and (106) the scalar field with the Lagrangian (1) dis-
plays well behaved solutions from the Newtonian to the
relativistic regimes, i.e. from the small-field and weak-
gravity to the large-field and strong-gravity regimes. In
this section, we check that quantum corrections remain
small and do not invalidate the previous analysis, based
on the classical equations of motion.
A. Weak-gravity regime
In the spirit of background quantization, we decompose
the scalar field in the classical background φ¯, which is
a solution of the classical equations of motion, and the
quantum fluctuations φˆ,
φ = φ¯+ φˆ. (140)
The kinetic argument also reads X = X¯ + Xˆ, with
Xˆ = − 1
Λ4
gµν∂µφ¯∂ν φˆ− 1
2Λ4
gµν∂µφˆ∂ν φˆ, (141)
while the Lagrangian can be expanded as L = L¯ + Lˆ,
with
Lˆ = Λ4
(
K¯ ′Xˆ +
K¯ ′′
2
Xˆ2 + . . .
)
− m
2
2
(2φ¯φˆ+ φˆ2). (142)
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We first consider the weak-gravity regime, far from the
BH, where the background geometry is well described by
the Minkowski spacetime and the background scalar field
is scale independent,
φ¯ = φ¯(t),
dφ¯
dt
∼ mφ¯. (143)
This corresponds for instance to the core of the static soli-
ton solution (31), where ~v = 0 and the phase s only de-
pends on time. Expanding the Lagrangian to second or-
der in the perturbation, we get from Eq.(142) the second-
order variation
Lˆ(2) = K¯
′ + 2X¯K¯ ′′
2
(
∂φˆ
∂t
)2
− K¯
′
2
(∇φˆ)2−m
2
2
φˆ2. (144)
This can be the basis of a well-defined perturbation the-
ory, without ghosts nor small-scale instabilities in the
linear regime, when we have:
K¯ ′ > 0, K¯ ′ + 2X¯K¯ ′′ > 0. (145)
We implicitly assumed K ′ ≥ 0 throughout this article.
The second condition, K ′+2XK ′′ ≥ 0, coincide with the
condition (58) that was required to build the solution (32)
from a well-defined nonlinear oscillatory function ck(u),
as described in section III B.
It is convenient to normalize the field φˆ as
φˆ =
ϕ√
K¯ ′ + 2X¯K¯ ′′
. (146)
After one integration by parts, this gives
Lˆ(2) = 1
2
(
∂ϕ
∂t
)2
− c
2
s
2
(∇ϕ)2 − m¯
2
2
ϕ2, (147)
where the speed of sound cs is defined by
c2s =
K¯ ′
K¯ ′ + 2X¯K¯ ′′
> 0, (148)
and the effective mass m¯
m¯2 =
m2
K¯ ′ + 2X¯K¯ ′′
−
d2
dt2
[√
K¯ ′ + 2X¯K¯ ′′
]
√
K¯ ′ + 2X¯K¯ ′′
. (149)
At low X¯ , that is, for small amplitude of the scalar field
and ρ¯φ ≪ Λ4, we have K¯ ≃ X¯ ≪ 1 and
X¯ ≪ 1 : c2s ≃ 1, m¯ ≃ m. (150)
At large X¯, for a power-law behavior K(X) ∼ Xν as in
Eq.(102), we have
X¯ ≫ 1 : c2s ≃
1
2ν − 1 > 0, m¯ ∼
m√
K¯ ′
≫ m > 0,
(151)
provided the exponent ν verifies
1/2 < ν < 1. (152)
For ν > 1 we still have c2s > 0 but K¯
′ becomes large and
the squared mass becomes negative, as it is dominated by
the second term in Eq.(149) which scales as −(ν− 1)2m2
for dX¯/dt ∼ ±mX¯. The bounds (152) coincide with the
bounds (104) and (106) that were required at the classical
level to obtain well-behaved global solutions, from the
strong-gravity to the weak-gravity regimes. Therefore,
they are satisfied by realistic models, such as Eq.(109).
We are interested in quantum phenomena in the ultra-
violet (UV). In the infrared (IR) there are no divergences
thanks to the scalar mass m, which is much larger than
cosmological scales. Hence we neglect the time variation
of cs and m¯. From Eqs.(150)-(151) cs is always of or-
der unity, therefore we take cs ∼ 1 and omit factors cs
in the order-of-magnitude estimates below. Then, the
propagator for the quantum field ϕ behaves like
Gϕ(ω, ~p ) =
1
−ω2 + ~p 2 + m¯2 =
1
p2 + m¯2
. (153)
Let us now consider the interaction terms. They spring
from expressions like Λ4K¯(n) Xˆ
n
n! . In the following, we
omit numerical factors and focus on the scalings with X¯.
Then, we write (141) as
Xˆ ∼ X¯1/2
(
∂φˆ
Λ2
)
+
(
∂φˆ
Λ2
)2
, (154)
and we obtain for the cubic and higher-order terms of the
Lagrangian,
Lˆ(n≥3) = Λ4
∞∑
n=3
cˆn
(
∂φˆ
Λ2
)n
, (155)
with
cˆn =
n∑
m=[n/2]+
K¯(m)X¯m−n/2, (156)
where [n/2]+ is the smallest integer that is greater than
or equal to n/2. In terms of the rescaled field ϕ, this
gives
Lˆ(n≥3) = Λ4
∞∑
n=3
cn
(
∂ϕ
Λ2
)n
, (157)
with
cn = (K¯
′ + 2X¯K¯ ′′)−n/2
n∑
m=[n/2]+
K¯(m)X¯m−n/2. (158)
In the weak-field regime, X¯ ≪ 1, the sum (158) is domi-
nated by the first term m = [n/2]+ and even-order terms
are of the order of unity while odd-order terms are of the
order of X¯1/2,
X¯ ≪ 1 : c2n ∼ 1. (159)
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On the other hand, in the strong-field regime, X¯ ≫ 1,
using K¯(n) ∼ K¯/X¯n for the power lawK ∝ Xν , all terms
in the sum (158) contribute and we obtain
X¯ ≫ 1 : cn ∼ K¯1−n/2 ≪ 1. (160)
From the propagator (153) and the vertices (157), a
typical L-loop vacuum Feynman diagram contributing to
the corrections to the classical action reads
IL =
∫ L∏
ℓ=1
d4pℓ
N∏
n=1
1
p2 + m¯2
V∏
v=1
Λ4cmv
mv∏
s=1
ps
Λ2
(161)
where there are N propagators corresponding to N lines
in the diagram and V vertices, each with a degree mv.
Rescaling momenta by m¯, using the Euler identity V −
N = 1− L and ∑Vv=1mv = 2N , we obtain
IL = Λ
4
(m¯
Λ
)4L( V∏
v=1
cmv
)
I˜L, (162)
where the integral I˜L is dimensionless and does not de-
pend on m¯, Λ nor K¯. It is divergent and needs to be reg-
ularized, for instance using dimensional regularization.
The infinite part appears as poles in 1/(d−4), where d is
the dimension of spacetime. Removing these infinities re-
quires to introduce counterterms in the bare action. This
leaves finite corrections to the classical action that scale
as
L ≥ 1 : δL(L) ∼ Λ4
(m¯
Λ
)4L( V∏
v=1
cmv
)
. (163)
Notice that this expression depends on the background
field via m¯, the coefficients cmv and the sound speed
cs (which we omit in the expressions). There are two
types of corrections. The first ones involve the second
term in the expression (149) of the effective mass m¯ and
depend on higher derivatives ∂X¯ and ∂2X¯, i.e. sec-
ond and third derivatives of φ¯. If they were the only
types of corrections, we would retrieve the usual non-
renormalization theorem of K(X) theories. The second
ones involve the first term only in the expression (149)
of m¯, m2/(K¯ ′+2X¯K¯ ′′), as well as factors of cs and cmv .
These corrections depend on X¯ and provide corrections
to the classical Lagrangian K(X¯). Hence in the models
considered here the classical Lagrangian is renormalized,
because the bare mass is nonzero. Nevertheless, these
quantum corrections can remain negligible, as we now
investigate.
First, in the weak-field regime, X¯ ≪ 1, we obtain from
(150) and (159)
L ≥ 1 : δL(L) ∼ Λ4
(m
Λ
)4L
. (164)
Therefore, higher loop corrections are under control and
become increasingly small at higher orders provided
m≪ Λ : δL(L) ≪ δL(1) for L ≥ 2. (165)
We must now compare the leading one-loop term to the
classical action, L(0),
L(0) ∼ Λ4X¯ − m
2
2
φ¯2 ∼ ρ¯φ & ρ¯0, (166)
where ρ¯0 is the mean density of the Universe at redshift
z = 0. This gives
m4 ≪ ρ¯0 : δL(1) ≪ L(0), (167)
which reads
m≪ 10−3 eV. (168)
Second, in the strong-field regime, X¯ ≫ 1, we obtain
from (151) and (160)
L ≥ 1 : δL(L) ∼ Λ4K¯
(m
Λ
)4L
(K¯X¯−2/3)−3L. (169)
Therefore, higher loop corrections do not blow up pro-
vided K¯X¯−2/3 does not go to zero at large X¯ . For the
power-law behavior (102) this gives the two conditions
m≪ Λ and ν ≥ 2
3
: δL(L) ≪ δL(1) for L ≥ 2.
(170)
The classical action is now of the order of L(0) ∼ Λ4K¯.
As ν ≥ 2/3 ensures K¯X¯−2/3 & 1 and we have m ≪ Λ,
the conditions (170) also give δL(1) ≪ L(0).
Therefore, the quantum corrections remain small for
any scalar-field background, in the weak gravity regime,
provided we have the three conditions
m≪ Λ, m≪ 10−3 eV and ν ≥ 2
3
at large X. (171)
The condition ν ≥ 2/3 is satisfied by the model (109).
However, even at the BH horizon we have µ . 3.5 from
Eq.(116), i.e. X¯ ∼ 1. Therefore, even in this high-density
region we do not probe the regime X¯ ≫ 1 and we do not
really need to satisfy the asymptotic condition ν ≥ 2/3
to keep the quantum corrections negligible. From Eq.(7),
we note that for k2 ∼ 1 the quantum stability implies
λ4 ≪ 1.
B. Schwarzschild background metric
We now go beyond the Minkowski spacetime and con-
sider the Schwarzschild metric (9) for the background.
This is valid from the large-radius weak-gravity regime
(15), which is already covered by the analysis of the previ-
ous section, down to the BH horizon in the strong-gravity
regime. The background scalar field φ¯(r, t) now depends
on both radius and time, following the solution (32) de-
scribed by the nonlinear oscillator ck(u, µ). At each ra-
dius, the background kinetic argument X¯ oscillates with
time in the range given in (117).
As in section VIID 2, we now work with the back-
ground Eddington metric (120), to be able to study the
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FIG. 9: Radial profile of the eigenvalues λ+ > 0 > λ− of the
kinetic matrix Kij that appears in Eq.(174). We show the
results obtained for X¯ = Xmax (solid lines) and for X¯ = 0
(dashed lines).
scalar field down to the BH horizon. We again obtain
the Lagrangian of the fluctuations φˆ from Eq.(142), pay-
ing attention to the fact that φ¯ now depends on both
time and radius. In particular, using Eqs.(129), (36) and
(38), the derivatives of the background solution (32) with
respect to the Eddington coordinates read
∂φ¯
∂t˜
= φ0ω
∂ck
∂u
, (172)
and
∂φ¯
∂r˜
= φ0
[
ω
(
1− 1
f
)
− Qβ
′
√
fh
]
∂ck
∂u
. (173)
Notice that ∂φ¯∂r˜ 6= ∂φ¯∂t˜ because there are additional r˜-
dependent terms to the one explicitly written in Eq.(121),
such as the radial dependence of the oscillatory param-
eter µ(r). Then, the Lagrangian of the fluctuations φˆ
reads at second order
Lˆ(2) = 1
2

K00
(
∂φˆ
∂t˜
)2
+ 2K01 ∂φˆ
∂t˜
∂φˆ
∂r˜
+K11
(
∂φˆ
∂r˜
)2
− K¯
′
2r˜2
(∂Ωφˆ)
2 − m
2
2
φˆ2, (174)
where ∂Ωφˆ is the angular derivative, with respect to the
longitudinal and azimuthal angles, and the coefficients
Kij are given by
K00 = (2− f)K¯ ′ + 2X¯K¯
′′
f2hm2
[
(f − 1)2f(Qβ′)2
+2
√
fh(1− f)ωQβ′ + hω2
]
, (175)
K01 = (f−1)K¯ ′+2X¯K¯
′′
fhm2
[
(1 − f)f(Qβ′)2 +
√
fhωQβ′
]
,
(176)
K11 = −fK¯ ′ + 2X¯K¯
′′f(Qβ′)2
hm2
. (177)
We recover the scale-independent Minkowski case (144)
for f = h = 1, ω = m and β′ = 0. For f 6= 1 or β′ 6= 0 we
now have a mixing of the time and radial derivatives in
the kinetic term. Using Eq.(48), we find that the deter-
minant of the kinetic matrix Kij , with K10 = K01, takes
the simple form
det(Kij) = −K¯ ′(K¯ ′ + 2X¯K¯ ′′) < 0. (178)
Here we assumed that the constraints (145) are al-
ready satisfied by the kinetic function K(X). Remark-
ably, it coincides with the determinant obtained in the
Minkowski case (144) as it does not depend on the met-
ric potentials f and h nor on β′, but only on the prop-
erties of the kinetic function K(X). Its negative sign
implies that the quadratic form governing the kinetic
terms in the (t˜, r˜) plane has two opposite-sign eigenval-
ues λ+ > 0 > λ−. This always preserves the signature
(+,−) and guarantees the absence of ghost and gradient
instability. Moreover, as det(Kij) does not vanish the
two branches λ+(x) and λ−(x) are well separated and do
not make contact. Therefore, the positive eigenvalue is
connected to the eigenvector ∂φ¯
∂t˜
at large radii, while the
negative eigenvalue is connected to the eigenvector ∂φ¯∂r˜ .
Close to the horizon, the eigenvectors are a linear com-
bination of ∂φ¯
∂t˜
and ∂φ¯∂r˜ . However, one could define new
time and radial coordinates tˆ and rˆ, from linear combi-
nations of t˜ and r˜, so that tˆ and rˆ converge to t˜ and
r˜ at large radii and the kinetic term takes the diagonal
form 12 [λ+(
∂φ¯
∂tˆ
)2 +λ−(
∂φ¯
∂rˆ )
2]. We can check this behavior
in Fig. 9, where we consider the two boundaries 0 and
Xmax of Eq.(117) of the range spanned by the oscillat-
ing background X¯(r, t). Therefore, the second-order La-
grangian Lˆ(2) can be the basis of a well defined quantum
perturbation theory.
Because of the nondiagonal kinetic matrix Kij , the
propagator will be different from the Minkowski rescaled
propagator (153). However, by going for instance to the
diagonal coordinates {tˆ, rˆ} and using the fact that λ± re-
main of order unity, the scalings that we obtained in the
previous section VIII A in the regime X¯ ∼ 1 and K¯ ′ ∼ 1
remain valid. In particular, as in Eq.(153) each propaga-
tor brings a factor 1/m2 and as in Eq.(155) vertices take
the form Λ4(∂φˆ/Λ2)n, with coefficients cn of the order of
unity. Therefore, the power counting of loop diagrams
is not altered and we recover Eq.(164), while the clas-
sical Lagrangian is now of order L(0) ∼ Λ4K¯ ∼ Λ4 as
K¯ ∼ 1. Then, quantum loop corrections are small pro-
vided m≪ Λ,
m≪ Λ : δL(L) ≪ L(0). (179)
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This condition was already required in (165) for the
Minkowski background, therefore the classical analysis
developed in previous sections remains valid down to the
horizon.
Finally notice that the strong-coupling scale Λ is not
the cutoff of the quantum theory. Indeed, nothing pre-
vents one from using classical backgrounds where ρφ ∼
Λ4 as long as the quantum corrections are under control,
i.e. as long as the conditions (171) are satisfied.
IX. CONCLUSION
We have shown in a previous article that a scalar field
with a nonstandard kinetic term can play the role of dark
matter in the late Universe and build static solitonic pro-
files in galaxies, with a flat core. In this weak-gravity and
weak-field regime, the first quartic correction −(∂φ)4 to
the kinetic term is the dominant subleading correction.
It provides an effective pressure that balances the self-
gravity of the scalar cloud and gives rise to a static equi-
librium.
In this paper, we have investigated the impact of a su-
permassive BH at the center of galaxies on this scenario.
To this order, following the spirit of our previous work for
the case of a quartic subleading potential φ4, which also
gives rise to an effective pressure in the weak-gravity and
weak-field regime, we have obtained the explicit solution
of the scalar-field equation of motion in the large scalar
mass limit. For a φ4 correction to the potential, the non-
linearity transformed the usual harmonic wave solution
of the standard Klein-Gordon equation into a nonlinear
wave described by the Jacobi elliptic function cn(u, k). In
a similar fashion, we show how arbitrary kinetic functions
K(X) lead to associated nonlinear oscillatory functions
ck(u, µ), which extend the harmonic cosine cos(u) and
the Jacobi elliptic function cn(u, k). They correspond to
second-order ordinary differential equations with nonlin-
ear derivative terms, which reduce to the harmonic oscil-
lator at linear order. In the large-mass limit, the scalar
field shows fast oscillations with time, with an angular
frequency ω of order m, with an amplitude and a phase
that show a slow dependence on the distance from the
central BH.
Contrary to the case of a quartic potential φ4, we find
that the quartic derivative self-interaction −(∂φ)4 is not
able to support the scalar cloud down to the BH hori-
zon, in the relativistic regime. A continuous solution
can only describe the late stage of the infall, when most
of the scalar field energy density has already fallen into
the BH. Therefore, such models cannot provide realis-
tic dark matter scenarios. This shows the importance of
going beyond the weak-gravity large-radius analysis and
of studying the self-consistency of the system down to
the horizon, in the relativistic regime and strong-gravity
regime.
We discussed the generic conditions to obtain a well-
behaved global solution. We obtain the usual conditions
K ′ > 0 and K ′ + 2XK ′′ > 0, which are typically as-
sociated with the stability of perturbations in k-essence
models, i.e. the absence of ghost and the positivity of the
squared speed of sound. We also note that in order to
have a global solution, which satisfies the boundary con-
dition at the horizon and converges to the static soliton
at large radii, K(X) must typically grow as a power law
Xν with 1/2 < ν < 1 at large X .
We have presented a detailed analysis of a simple well-
behaved example, K(X) = (1+3X/2)2/3−1. There, in a
fashion similar to both the hydrodynamical case and the
quartic potential case, a unique global solution exists. It
is associated with a critical value of the flux that allows
the solution to match the boundary conditions at both
small and large radii. This solution is well defined down
to the horizon, once we use appropriate coordinates such
as the Eddington time. The amplitude of the scalar field
φ and of the kinetic argument X remain finite at the
Schwarzschild radius. It leads to a slow infall of the scalar
cloud into the BH, as the radial velocity grows from a
negligible value at large radii, in the quasistatic solitonic
regime, to relativistic values that follow the free infall at
the horizon. The infall timescale is much greater than
the age of the Universe, hence these models can provide
realistic scenarios for the dark matter galactic halos.
Finally, we investigated the importance of quantum
corrections to the classical action. We obtained the con-
ditions for these quantum corrections to remain negli-
gible in the configurations that we study in this paper,
both in the weak-gravity regime, well described by the
Minkowski background metric, and the strong-gravity
regime, described by the Schwarzschild metric. We re-
cover the usual constraints K ′ > 0 and K ′ + 2XK ′′ > 0
for a well behaved setup, and we find that when m≪ Λ
andm≪ 10−3 eV the quantum corrections remain small.
This holds both for small and large scalar field values,
which can probe the strongly coupled regime (there, in
addition K(X) must typically grow as Xν with 2/3 ≤
ν < 1).
Thus, we find that scalar fields with nonstandard ki-
netic terms can provide realistic models of dark matter,
building solitonic cores at galactic centers that are sta-
ble over the age of the Universe. Moreover, the quantum
corrections remain well under control. The conditions
on the kinetic function K(X) are mostly the standard
constraints, K ′ > 0 and K ′ + 2XK ′′ > 0, with the addi-
tion of a more subtle condition associated with the exis-
tence of a global solution, which roughly corresponds to
K(X) ∼ Xν with 2/3 ≤ ν < 1 over 1 . X . 50. The
scalar mass must obey m ≪ 10−3 eV while the strong-
coupling scale must verify Λ≫ m.
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