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Abstract
In this paper we propose and study a generic variance reduction approach. The
proposed method is based on minimization of the empirical variance over a suitable
class of zero mean control functionals. We discuss several possibilities of construct-
ing zero mean control functionals and present non-asymptotic error bounds for the
variance reduced Monte Carlo estimates. Finally, a simulation study showing nu-
merical efficiency of the proposed approach is presented.
1 Introduction
Monte Carlo integration typically has an error variance of the form σ2/n, where n is a
sample size and σ is the variance of an integrand. We can make the variance smaller by
using a larger value of n. Alternatively, we can reduce σ instead of increasing the sample
size n. To this end, one can try to construct a new Monte Carlo problem with the same
expectation as the original one but with a lower variance σ. Methods to do this are known
as variance reduction techniques. Variance reduction plays an important role in Monte
Carlo and Markov Chain Monte Carlo methods. Classical introductions to many of the
variance reduction techniques can be found in Robert and Casella [19], Rubinstein and
Kroese [20], and Glasserman [7]. Among the most popular variance reduction techniques
is the method of control variates which will be discussed next in more details.
Suppose that we wish to compute E := Epi [f ], where pi is a probability density function
on X ⊆ Rd and f : X → R with f ∈ L2(pi). Here and in the sequel, Epi [f ] denotes
the expected value E [f(X)] with X being a random vector distributed according to pi;
similarly, Varpi(f) will stand for Var(f(X)). The method of control variates is a popular
technique in Monte Carlo integration that aims at reducing the variance of the naive
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Monte Carlo estimate, see, for example, Glasserman [7] and Glynn and Szechtman [8].
The idea of the control variates method is to find a cheaply computable random variable
ξ with E[ξ] = 0 and E[ξ2] < ∞, such that the variance of f(X) − ξ is small. If we fix a
set of random variables Ξ with a desired property that E[ξ] = 0 for any ξ ∈ Ξ, one can
consider the following optimization problem
(1) inf
ξ∈Ξ
Var (f(X)− ξ) .
However, there are two fundamental issues related to this approach. The first problem
is how to find and constructively describe the classes Ξ of control variates ξ satisfying
E[ξ] = 0. The second problem is how to solve the optimization problem (1) numerically,
as usually the variance of the random variable f(X)−ξ can not be computed analytically.
In fact one can always replace the unknown variance by its empirical counterpart
Vn :=
1
n
n∑
i=1
(
f(Xi)− ξi − (f − ξ)n
)2
=
1
n(n− 1)
∑
1≤i<j≤n
(f(Xi)− ξi − f(Xj) + ξj)2 ,
where
(f − ξ)n =
1
n
n∑
i=1
(f(Xi)− ξi),
X1, . . . , Xn is a Monte Carlo sample from pi, and ξ1, . . . , ξn are i.i.d. random variables
distributed as ξ. Let us note that in the case of a linear class Ξ = span{η1, . . . , ηm} for
some natural m, the problem (1) transforms to
inf
α∈Rm
Var (f(X)− α1η1 − . . .− αmηm)
with a solution α∗ solving the system of linear equations
m∑
j=1
Cov(ηi, ηj)α
∗
j = Cov(ηi, f(X)), i = 1, . . . , m.
The latter reduction to the least squares problem was used in many papers. For example,
in Portier and Segers [18] an optimal control variate is approximated by a growing linear
span of a collection of given control variates. In the case of general (nonlinear) classes of
control variates ξ, the optimization problem (1) has no explicit solution and one has to
approximate it by minimising the empirical variance Vn over these classes. The complexity
of the first problem, that is, the problem of finding classes Ξ of control variates ξ satisfying
E[ξ] = 0 essentially depends on the degree of our knowledge on pi. For example, if pi
is analytically known and satisfies some regularity conditions, one can apply the well-
known technique of polynomial interpolation to construct control variates enjoying some
optimality properties (see Section 3.2 in Dimov [5] for the case of a uniform distribution on
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the unit cube). Alternatively, if an orthonormal system in L2(pi) is analytically available,
then one can build suitable control variates as finite sums of the corresponding basis
functions. Furthermore, if pi is known only up to a normalizing constant (which is often
the case in Bayesian statistics), one can apply the recent approach of Oates et al. [15]
and Oates et al. [16] suggesting the control variates which depend only on the ratio
∇pi(x)/pi(x). One way of constructing control variates ξ ∈ Ξ is based on consideration of
measurable functions ζφ of X satisfying Epi[ζφ] = 0. In particular, authors in Oates et al.
[16] study ζφ(x) of the form
ζφ(x) =
1
pi(x)
d∑
i=1
∂
∂xi
(
φi(x)pi(x)
)
(2)
for a smooth vector function φ = (φ1, . . . , φd) : X → Rd. Under reasonably weak con-
ditions on φ = (φ1, . . . , φd) and the density pi, it holds Epi[ζφ] = 0. Depending on the
capacity of a considered parameter space Φ with φ ∈ Φ, the functions ζφ are called con-
trol variates if Φ is a finite dimensional vector space and control functionals otherwise.
Given a class of control functionals ζφ, one can consider a class of difference functions
G = {g : g = f − ζφ, φ ∈ Φ}.
The first contribution of this paper is a non-asymptotic analysis of the generic empirical
variance minimization (EVM) algorithm
ĝ := arginf
g∈G
Vn(g),(3)
where G is a possibly non-linear class of functions g : X → R satisfying Epi[g] = E and
Vn(g) is the empirical variance given by
Vn(g) :=
1
n(n− 1)
∑
1≤i<j≤n
(
g(Xi)− g(Xj)
)2
.(4)
We show that, under some conditions, the rate of the excess variance up to
Varpi
[
ĝ |X1, . . . , Xn
]− inf
g∈G
Varpi(g) = O
(
1
n
)
holds and this is the best possible rate one can achieve in general. The convergence rate
O (1/n) is usually referred to as the fast convergence rate in the literature contrary to the
slow rate O (1/
√
n). This result may be used to bound the variance of the estimate ĝ ∈ G
via the decomposition
Varpi
[
ĝ|X1, . . . , Xn
]
= Varpi
[
ĝ|X1, . . . , Xn
]− inf
g∈G
Varpi(g)︸ ︷︷ ︸
estimation error
+ inf
g∈G
Varpi(g)︸ ︷︷ ︸
approximation error
.
So there is a natural tradeoff between the estimation and the approximation errors. For
example, as the set G increases the approximation error decreases while the estimation
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error increases. In a particular case when the constant function belongs to G the approxi-
mation error is equal to zero; we thoroughly analyze this case in Section 2. Note that our
approach doesn’t require a linear structure of approximating classes of control variates and
hence offers an additional flexibility in the choice of G. In particular one can use neural
network type approximations (see Theorem 2.5) which have attracted a lot of attention in
recent years. In this respect, we also discuss how to construct linear and nonlinear classes
G of zero-mean control functionals, which do not depend on the normalizing constant of
pi(x) and derive the corresponding convergence rates of the EVM algorithm. Last but not
least, we carry out a thorough simulation study showing the performance of the proposed
variance reduction algorithm. It turns out that EVM significantly outperforms the least
squares approach in multidimensional setting especially on small samples. We also show
that non-linear classes of control variates tend to work better than the linear ones. Our
examples include European basket option pricing problem under the geometric Brownian
motion assumption which may be of independent interest.
The plan of the paper is as follows. In Section 2 some general results on the proper-
ties of the empirical minimization procedure (3) are presented. Section 3 is devoted to
the construction of a suitable class of control functionals. The convergence rates of the
variance of the minimiser ĝn in (3) are derived in Section 3.1 and Section 3.2. Section 4
contains a through simulation study of the proposed algorithm. Finally, all proofs can be
found in Section 6.
Notation. Let us briefly set up the notation. Let X ⊂ Rd and let pi be a proba-
bility measure on X. We denote by C(X) a set of all continuous (possibly piecewise)
functions on X and by Cs(X) the set of all s-times continuously differentiable (pos-
sibly piecewise) functions on X. For a real-valued function h on X ⊂ Rd we write
‖h‖Lp(pi) = (
∫
X
|h(x)|ppi(x)dx)1/p with 1 ≤ p < ∞. The set of all functions h with
‖h‖Lp(pi) < ∞ is denoted by Lp(pi). If λ is the Lebesgue measure, we write shortly Lp
instead of Lp(λ). The (real) Sobolev space is denoted by W s,p(X), i.e.,
W s,p(X) := {u ∈ Lp : Dαu ∈ Lp, ∀|α| 6 s} ,(5)
where α = (α1, . . . , αd) is a multi-index with |α| = α1 + . . . + αd and Dα stands for
differential operator of the form
Dα =
∂|α|
∂xα11 . . . ∂x
αd
d
.(6)
Here all derivatives are understood in the weak sense. The Sobolev norm is defined as
‖u‖W s,p(X) =
∑
|α|≤r
‖Dαu‖Lp.
Two more definitions for function spaces are needed to be made. We say that a function
class G is convex if it is convex as a set, that is, for any g1, g2 ∈ G all t ∈ (0, 1), it holds
tg1 + (1− t)g2 ∈ G. Finally, let W be a function space equipped with the norm ‖ · ‖. We
say that F ⊂ W is norm-bounded if there exists b > 0 such that for any u ∈ F it holds
‖u‖ ≤ b.
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2 General analysis of EVM algorithm
In this section we study the properties of the empirical variance minimization procedure.
Let G be a class of functions g : X→ R satisfying Epi[g] = E. We assume that functions
g ∈ G are bounded by b > 0, that is, supg∈G ‖g‖∞ ≤ b, where ‖g‖∞ = supx∈X |g(x)|. Given
an i.i.d. sample X1, . . . , Xn from pi, we want to understand the properties of the minimizer
(7) ĝ := arginf
g∈G
Vn(g),
where Vn(g) is the empirical variance, defined in (4). Let us denote by g
∗ the best function
in G leading to the smallest variance, that is,
(8) g∗ := arginf
g∈G
Varpi(g).
Instead of analyzing ĝ, we consider a slightly different quantity. Assume that given η > 0,
the set Gη,1 ⊆ G consists of centres of the minimal η-covering net of G with respect to the
L1(pi) distance. Further set
(9) ĝη,1 := arginf
g∈Gη,1
Vn(g).
Discussion. The estimates of the form (9) are analyzed in statistical literature and
are referred to as skeleton or sieve estimates. The known results imply the bounds for
procedures used in density estimation, nonparametric regression and classification (see
some classic results in Wong and Shen [23], Devroye et al. [4], and van de Geer [21]).
As one of the main theoretical contributions of this paper we obtain similar in spirit
results for the empirical variance minimization that are not covered in the literature.
Moreover, our theoretical guarantees imply the above mentioned fast rate of convergence
O
(
1
n
)
instead of the slow rate O
(
1√
n
)
. The main technical difficulty is that (contrary
to nonparametric regression and classification) the functional Vn that is minimized in
(9) is not a sum of independent random variables. Indeed, Vn is a particular case of
U-statistics. To the best of our knowledge, the empirical minimization of U-statistics
has been previously thoroughly studied only in Cle´menc¸on et al. [3] in the context of
ranking problems. In this paper by a clever choice of the finite (but representative)
subset Gη,1 of G, we avoid many of the technical problems that appear in Cle´menc¸on
et al. [3]: the standard techniques to control empirical risk minimizers are based on the
covering numbers with the bracketing or the empirical covering numbers. The approach
which leads to empirical covering numbers is based on the symmetrization techniques
(see more details in van der Vaart and Wellner [22]). Our analysis will use neither the
symmetrization nor the bracketing entropies. Moreover, we also claim that computing the
empirical risk minimizer over the finite set Gη,1 may be preferable in some cases; in what
follows we demonstrate how a neural network-based approximation presented in Mhaskar
[13] may be used to construct coverings of Sobolev classes. The parameter η will be chosen
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in a way that it goes to zero as n goes to infinity. Speaking informally, when the class
G is fixed with the sample size n the procedure (9) will asymptotically coincide with the
empirical variance minimizer (7) on G for our choice of η.
In what follows, NL1(pi)(G, ε) stands for the ε-covering number of G in L
1(pi)-distance,
that is, the minimal number of balls of radius ε > 0 in L1(pi) needed to cover G. Now we
can define a fixed point
(10) γL1(pi)(G, n) := inf{ε > 0 : HL1(pi)(G, bε) ≤ nε},
where HL1(pi)(G, ε) := log(NL1(pi)(G, ε)) is the so-called metric entropy of the set G. Here
and subsequently, log denotes the natural logarithm. The quantities similar to (10) have
a long history in statistical estimation literature (see, for example, Wong and Shen [23],
Yang and Barron [24]) and usually provide optimal (up to logarithmic factors) rates
of convergence. In what follows we sometimes write for brevity Varpi (ĝn) instead of
Varpi
[
ĝn|X1, . . . , Xn
]
, where we always mean that Varpi (ĝn) is a (X1, . . . , Xn)-dependent
random variable.
Theorem 2.1. Assume that for any g ∈ G, Epi[g] = E. Assume also that G is closed
convex and supg∈G ‖g‖∞ ≤ b. Fix η = b2γL1(pi)(G, n) + b
2 log(1/δ)
n
. Then with probability at
least 1− δ it holds
(11) Varpi(ĝη,1)− Varpi(g∗) . b2γL1(pi)(G, n) + b
2 log(1/δ)
n
,
where . stands for inequality up to an absolute positive constant and the first variance is
taken conditionally on the sample X1, . . . , Xn used to compute ĝη,1.
Remark 2.2. We note that we may avoid using the fact that the set Gη,1 is a minimal
covering set. In fact, we may consider any set that forms a covering at scale η in L1(pi)
and the logarithm of size of this set will appear in the definition (10) instead of the smaller
quantity HL1(pi). This is important in practical applications since it is sometimes difficult
to construct exactly a minimal covering set.
In some cases, we are also able to use L2(pi)-distance. Let for some η > 0, Gη,2 ⊆ G be
the minimal η-covering net of G with respect to L2(pi)-distance. Define
ĝη,2 := arginf
g∈Gη,2
Vn(g).
Let HL2(pi)(G, ε) := log(NL2(pi)(G, ε)) be the metric entropy of the set G with respect to
L2(pi)-distance and let
γL2(pi)(G, n) := inf{ε > 0 : HL2(pi)(G, bε) ≤ nε2}
be the corresponding fixed point. The following result holds.
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Theorem 2.3. Assume that G contains a constant function g(x) ≡ c, and supg∈G ‖g‖∞ ≤
b. Fix η = b2γL1(pi)(G, n) +
b2 log(1/δ)
n
. Then with probability at least 1− δ it holds
(12) Varpi(ĝη,1) . b
2γL1(pi)(G, n) +
b2 log(1/δ)
n
,
where the variance is taken conditionally on the sample X1, . . . , Xn used to compute ĝη,1.
Fix η = bγL2(pi)(G, n) + b
√
log(1/δ)
n
. Then with probability at least 1− δ it holds
(13) Varpi(ĝη,2) . b
2
(
γL2(pi)(G, n)
)2
+
b2 log(1/δ)
n
,
where the variance is taken conditionally on the sample X1, . . . , Xn used to compute ĝη,2.
In general, our three bounds are not comparable. The bound (11) requires convexity
of the class G; the bounds (12), (13) require existence of a constant function in the G.
However, when a constant belongs to the class G and γL1(pi)(G, n) ≍ γL2(pi)(G, n), the bound
(13) is preferable. Theorem 2.1 was previously announced by the authors in Belomestny
et al. [1] with a sketch of the proof. However, both Theorem 2.1 and Theorem 2.3 have
similar proofs and we present them in Section 6.1 for the sake of completeness.
It follows from Theorem 2.3 that for classes with log(NL2(pi)(G, ε)) ≤ C for some
constant C > 0, the convergence rate of the variance Varpi(ĝη,2) to zero is of order O(1/n).
The following simple example shows that the rate 1/n can not be improved even if the class
G consists of exactly two functions. The proof of this lemma can be found in Section 6.2.
Lemma 2.4. For any natural n > 1 one can construct a class G = {g1, g2} of two bounded
functions and a distribution P with EP[g1] = EP[g2] such that there is an empirical variance
minimizer based on i.i.d. sample X1, . . . , Xn from P with an output ĝ achieving
VarP
[
ĝ|X1, . . . , Xn
] ≥ 1
2n
.
with probability at least (1− 1/n)n−1 .
We conclude this section with a concrete example of a construction of η-coverings
presented in Mhaskar [13].
Theorem 2.5 (Theorem 2.1 in [13]). Let 1 ≤ r ≤ d, p ≥ 1, n ≥ 1 be integers, φ : Rr → R
be infinitely many times differentiable in some open sphere in Rr and moreover, there is
b ∈ Rr in this sphere such that Dαφ(b) 6= 0 for all α. Then there are r × d real matrices
{Aj}nj=1 with the following property. For any f ∈ W s,p(X) there are coefficients aj(f)∥∥∥∥∥f −
n∑
i=1
ai(f)φ(Ai(·) + b)
∥∥∥∥∥
Lp
≤ c‖f‖W s,p(X)
ns/d
,
where c is an absolute constant. Moreover, aj are continuous linear functionals on
W s,p(X).
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The important thing is that the proof of this result is constructive and is based on a
particular neural network with a single hidden layer (we refer to Mhaskar [13] for more
details). Now we describe how this result may be used to construct Lp(pi) coverings for
the Sobolev spaces. For simplicity consider the unit Sobolev ball G = {g ∈ W s,p(X) :
‖g‖W s,p(X) ≤ 1} on a compact set X and assume that the density pi satisfies pi(x) ≤ K for
all x ∈ X. Then for any two functions g1, g2 ∈ Lp(pi) ∩ Lp we have that
‖g1 − g2‖Lp(pi) =
∫
X
(g1(x)− g2(x))ppi(x)dx

1
p
≤ K 1p ‖g1 − g2‖Lp .
By Theorem 2.5 for any function g ∈ G by choosing n sufficiently large we may find an
element of the form
n∑
i=1
aiφ(Ai(·) + b), that is, η-close in Lp(pi). Moreover, this element is
defined only by an n-dimensional vector (a1(g), . . . , a?(g)) and therefore, it is straightfor-
ward to construct a finite approximation at any scale for the set of bounded functions of
the form
n∑
i=1
aiφ(Ai(·) + b).
3 EVM algorithm for Control Functionals
Assume that pi(x) > 0 for all x ∈ X and f ∈ L2(pi). In this section, we apply Theorem 2.1
and Theorem 2.3 to certain classes of control functionals, that is, zero mean measurable
functions ofX distributed according to pi. Although the construction of control functionals
is not the main topic of this work, let mention that, given f and pi, one can consider control
functionals of the form
ζφ(x) =
1
pi(x)
{
d∑
i1=1
∂
∂xi1
(
φi1(x)pi(x)
)
+
∑
i1<i2
∂2
∂xi1∂xi2
(
φi1i2(x)pi(x)
)
+ . . .(14)
+
∑
i1<i2<...<id
∂d
∂xi1∂xi2 . . . ∂xid
(
φi1i2...id(x)pi(x)
)}
,
where φ ∈ Φ is a vector function with coordinates φi1i2...ik : X → R for which all partial
derivatives above exist, i1, . . . , ik ∈ {1, . . . , d}, k ∈ {1, . . . , d}. In the sequel, for the
sake of clarity, we restrict our attention to the case of rectangular sets of the form X =
[A1, B1] × . . . × [Ad, Bd], where the real numbers Ai < Bi, i = 1, . . . , d, can be finite
or infinite. Under mild conditions on the set Φ and the density pi, ζφ(x) is a control
functional, that is, Epi[ζφ] = 0 for all φ ∈ Φ.
Discussion
• The form (14) of control functional is quite general. In the sequel, we will consider
only special cases of (14).
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• Note that ζφ is invariant under multiplication of the density pi by a constant. The
latter property is quite desirable in applications of Monte Carlo methods to Bayesian
statistics.
• As compared to control functionals (2) considered in Oates et al. [15] and Oates et al.
[16], (14) includes partial derivatives of order greater than one. The usefulness of
higher order partial derivatives can be demonstrated by the following example. Let
pi(x) be the density of a d-dimensional standard Gaussian random vector, that is,
pi(x) =
1
(2pi)d/2
exp{−|x|2/2}, x ∈ Rd
with |x| denoting the Euclidean norm of x ∈ Rd. Let k = (k1, . . . , kd) be a multi-
index. The normalized Hermite polynomials Hk on R
d are defined by (see (6))
Hk(x)pi(x) =
(−1)|k|√
k!
Dkpi(x),
where by definition k! = k1! · . . . · kd! and |k| = k1 + . . . + kd. Thus by using con-
trol functionals (14) with a constant function φ, we can get multivariate Hermite
polynomials which form an orthonormal basis in L2(pi) and have many nice proper-
ties. If we restrict our attention to the control functionals (2), then we would need
rather complicated function φ to construct Hermite polynomials. This shows the
advantage of using (14) as compared to (2).
In order to apply the results of Section 2, we either need to check that the class of
functions gφ(x) = f(x) − ζφ(x) for φ ∈ Φ is convex or to verify that there is φ∗ ∈ Φ
such that gφ∗(x) ≡ c (and hence Varpi[f − ζφ∗ ] = 0). In the next section we first turn
to linear classes of control variates leading to convexity. Next we consider the so-called
zero-variance classes containing a control variate ζφ∗ with Varpi[f − ζφ∗] = 0.
3.1 Linear classes
We start with application of Theorem 2.1 to linear classes. For the sake of simplicity, we
consider control functionals with only first-order partial derivatives involved, that is,
ζφ(x) =
1
pi(x)
d∑
i=1
∂
∂xi
(
φi(x)pi(x)
)
.(15)
A linear control functional can be constructed in the following way. Let (hi)
∞
i=1 be a set
of functions on X. Usually one chooses (hi)
∞
i=1 to form a basis, for example, in L
2(pi). For
a fixed natural m ∈ N, we take φi(x) =
∑m
j=1 aijhj(x), i = 1, . . . , d, with aij ∈ A ⊂ R.
Plugging φi(x) into ζφ(x) yields
ζa(x) =
1
pi(x)
d∑
i=1
m∑
j=1
aij
∂
∂xi
(hj(x)pi(x)).
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We have changed the index in ζa to emphasise that now ζa is parametrized by a parameter
a from a finite dimensional vector space. Hence we will call ζa a “control variate”. In order
to ensure that ζa is a proper control variate, that is, Epi[ζa] = 0 for any a = (aij) ∈ Ad×m,
we need to impose some conditions on the set (hi(x))
m
i=1.
Assumption 3.1. We assume for any j = 1, . . . , m that
1.
∂
∂xi
(hj(x)pi(x)) ∈ C(X), i = 1, . . . , d.
2.
∂
∂xi
(hj(x)pi(x)) ∈ L1, i = 1, . . . , d.
3. hj(x1, . . . , xd)pi(x1, . . . , xd)→ 0 as xi → Ai or xi → Bi simultaneously for all
i = 1, . . . , d.
By integration by parts, using the Fubini and the dominated convergence theorems,
it follows that under Assumption 3.1, Epi[ζa] = 0 for any a ∈ Ad×m. For a fixed b > 0 set
G := {g : g(x) = f(x)− ζa(x) with ‖g‖∞ ≤ b, a ∈ Ad×m}.
We assume that b is sufficiently large so that G is non-empty. Remind that for a given
η > 0, Gη,1 ⊆ G denotes a set of centres of the minimal η-covering net of G with respect
to the L1(pi)-distance, and
ĝη,1 = arginf
g∈Gη,1
Vn(g), g
∗ = arginf
g∈G
Varpi(g).
In the next theorem, we show that Varpi(ĝη,1) − Varpi(g∗) → 0 as n → ∞ and derive the
corresponding convergence rate. The proof is postponed to Section 6.3.
Theorem 3.2. Let (hi(x))
m
i=1 be a set of basis functions fulfilling Assumption 3.1 and let
A be a closed bounded convex subset of R. Then for some η > 0 (specified in the proof)
with probability at least 1− δ it holds
Varpi(ĝη,1)− Varpi(g∗) . dm log(n)
n
+
log(1
δ
)
n
,
where . means inequality up to a constant depending on b and Varpi(ĝη,1) stands for the
conditional variance of ĝη,1 given the data X1, . . . , Xn used to construct ĝη,1.
Remark 3.3. In our numerical examples we shall use polynomials as basis functions. In
this case the control variate f−ζa can become unbounded with small probability depending
on the tails of pi. This more general situation can be also included in our theoretical
analysis of Section 2 at a cost of much more lengthy and complex calculations.
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3.2 Zero-variance classes
In this section, we apply Theorem 2.3 to zero-variance classes, that is, classes of control
variates ζ with Varpi[f − ζ ] = 0. For the sake of simplicity, we consider control functionals
with one partial derivative of order d involved, that is,
ζφ(x) :=
1
pi(x)
∂d
∂x1∂x2 . . . ∂xd
(
φ(x)pi(x)
)
, φ ∈ Φ,(16)
where Φ is a class defined in the following way.
Definition 3.4. We say that φ ∈ Φ if
1.
∂d
∂x1 . . . ∂xd
(
pi(x)φ(x)
) ∈ C(X).
2.
∂d
∂x1 . . . ∂xd
(
pi(x)φ(x)
) ∈ L1.
3. pi(x1, . . . , xd)φ(x1, . . . , xd)→ 0 as xi → Ai or xi → Bi simultaneously for all
i = 1, . . . , d.
By integration by parts, using the Fubini theorem and the dominated convergence
theorems, it follows that for any φ ∈ Φ
Epi[ζφ] =
(
φ(x)pi(x)
)∣∣∣x1=B1
x1=A1
. . .
∣∣∣xd=Bd
xd=Ad
= 0.
Remark 3.5. The class Φ is rather large. For example, any bounded function φ ∈ Cd(X)
belongs to Φ, if pi ∈ Cd(X) and piφ ∈ W d,1(X), where W d,1 is Sobolev space defined in (5).
To apply Theorem 2.3, one needs to ensure the existence of a constant function in the
class of functions {g = f − ζφ, φ ∈ Φ}. In our setting, Epi[g] = Epi[f ] = E, so the only
possible constant function in this class is E. Consider now the equation ζφ = f − E in φ,
that is,
1
pi(x)
∂d
∂x1 . . . ∂xd
(
φ(x)pi(x)
)
= f(x)− E.(17)
This is a partial differential equation (PDE). By imposing conditions on f and pi, one can
ensure that a solution to this PDE belongs to Φ.
Remark 3.6. The equation ζφ(x) = f(x) − E can also be considered for more general
class of control functional ζφ(x) in (14). This leads to a general method of constructing
zero-variance classes. For the sake of simplicity, we focus on (17) only.
In the following lemma we determine one of the solutions to the PDE (17).
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Lemma 3.7. It holds for any solution φ∗(x) to the PDE (17),
Epi[f − ζφ∗] = E, Varpi[f − ζφ∗] = 0.
Moreover, if
(
f(x)− E)pi(x) ∈ C(X), then the function
φ∗(x) =
1
pi(x)
∫ x1
A1
. . .
∫ xd
Ad
pi(t1, . . . , td)
(
f(t1, . . . , td)− E
)
dt1 . . . dtd.(18)
is a solution to the PDE (17) which belongs to the class Φ.
Although the solution φ∗ cannot be found explicitly (E is unknown), the formula (18)
is still useful, as it allows one to derive some properties of the solution. In particular, it
suggests how to chose a subset Φ0 ⊂ Φ containing φ∗. For a subset Φ0 ⊂ Φ and a fixed
b > 0, define
G0 := {g : g = f − ζφ with ‖g‖∞ ≤ b, φ ∈ Φ0}.(19)
We assume that b is sufficiently large so that G0 is non-empty. Remind that for a given
η > 0, Gη,1 ⊆ G0 denotes a set of centres of the minimal η-covering net of G0 with respect
to the L1(pi)-distance, and ĝη,1 = arginfg∈Gη,1 Vn(g).
Illustrative examples In this section we exemplify Theorem 3.10 for the one-dimensional
case X = R and some particular forms of pi. Let us define a set of functions with derivatives
growing not faster than a polynomial
Cspoly(R) := {φ ∈ Cs(R) : ∃m ∈ N, s.t. |φ(k)(x)| . |x|m as |x| → ∞, ∀k = 0, . . . , s},
and a set of functions with derivatives growing not faster than a polynomial of a fixed
order
Cspoly<m(R) := {φ ∈ Cs(R) : |φ(k)(x)| . |x|m as |x| → ∞, ∀k = 0, . . . , s}.
The following two propositions constructively describe the class Φ0 in cases when pi is of
exponential and polynomial decay. The corresponding convergence rates of the resulting
estimate ĝη,1 are also derived.
Proposition 3.8. Suppose that pi(x) ∝ e−c|x|α, α ∈ N, and f ∈ Cspoly(R) for s ≥ 1,
where ∝ stands for equality up to a multiplicative constant. Fix any 1 < p < ∞ and let
Φ0 = {φ ∈ Cs+1poly (R) : ‖(φpi)′‖W s,p(R) ≤ ‖pi(f − E)‖W s,p(R)}. Then φ∗ ∈ Φ0 and for some
η > 0 (specified in the proof) it holds with probability at least 1− δ,
Varpi(ĝη,1) .
(
1
n
) 1
1+1/s
+
log(1/δ)
n
,
where . means inequality up to a constant depending on b.
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Proposition 3.9. Suppose that pi(x) ∝ (1+ x2)−α, α ≥ 1, and f ∈ Cspoly<m(R) for s ≥ 1.
In order to ensure f ∈ L2(pi), we require 2α− 2m > 1. Suppose also that 2α−m− 3 > 0.
Fix any 1 < p <∞ and let Φ0 = {φ ∈ Cs+1poly<m+1(R) : ‖(φpi)′‖W s,p(R) ≤ ‖pi(f−E)‖W s,p(R)}.
Then φ∗ ∈ Φ0 and for some η > 0 (specified in the proof), it holds with probability at least
1− δ,
Varpi(ĝη,1) .

(
1
n
) 1
1+1/s
+
log(1
δ
)
n
for s < 2α−m+ 1/p− 3,(
1
n
) 1
1+(2α−m+1/p−3)−1
+
log(1
δ
)
n
for s > 2α−m+ 1/p− 3,
where . means inequality up to a constant depending on b.
The above two theorems reveal an interesting phenomenon. If pi decays exponentially
fast and f grows polynomially, the smoother function f is, the faster convergence rates
we get. On the contrary, when the decay of pi and the growth of f are both polynomial,
there is a critical power after which the smoothness of f will not affect the convergence
rates any longer.
General case. In the general case when X ⊆ Rd, we shall consider weighted Sobolev
spaces. Let 〈x〉β = (1 + |x|2)β/2 be a polynomial weighting function parameterized by
β ∈ R with |x| denoting the Euclidean norm of x ∈ X ⊂ Rd. For s − d/p > 0, the
weighted Sobolev space is defined by
W s,p(X, 〈x〉β) = {u : u · 〈x〉β ∈ W s,p(X)},
where W s,p(X) is a Sobolev space defined in (5).
Theorem 3.10. Let F be a norm-bounded subset of W s,p(X, 〈x〉β) with 1 < p < ∞,
β > d, and s−d/p > 0. Suppose that pi(x)(f(x)−E) ∈ F ∩C(X). Fix some γ ∈ (0, β−d)
and set Φ0 = {φ ∈ Φ : ∂d∂x1...∂xd (piφ) ∈ F}. Then φ∗ ∈ Φ0 and for some η > 0 (specified in
the proof) it holds with probability at least 1− δ,
Varpi(ĝη,1) .

(
1
n
) 1
1+d/s
+
log(1
δ
)
n
for γ > s− d/p,(
1
n
) 1
1+(γ/d+1/p)−1
+
log(1
δ
)
n
for γ < s− d/p,
where Varpi(ĝη,1) stands for the conditional variance of ĝη,1(X) given the data X1, . . . , Xn
used to construct ĝη,1.
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4 Numerical study
In this section, we study numerical performance of the EVM method. Given an i.i.d.
sample X1, . . . , Xn distributed according to the density pi, we reduce the variance of
the standard Monte Carlo estimator 1
n
∑n
i=1 f(Xi) by considering a new Monte Carlo
estimator 1
n
∑n
i=1(f(Xi)− ζa(Xi)) for some control functional ζa parametrized by a ∈ A
where A ⊂ Rp.
Since ζa is parametrized by a finite dimensional vector space, we shall use the term
“control variate”. The density pi and the form of ζa will be specified in each subsection.
In all examples below, control variates ζa will not depend on the normalizing constant of
pi.
To choose the parameter a, we minimize the empirical variances of f−ζa on a training
sample X1, . . . , Xntrain. Denote by âEVM the corresponding estimate, that is,
âEVM = arginf
a∈A
Vn(f − ζa)(20)
= arginf
a∈A
{
1
ntrain(ntrain − 1)
∑
1≤i<j≤ntrain
(f(Xi)− ζa(Xi)− f(Xj) + ζa(Xj))2
}
.
Then we test the quality of the control variate ζâEVM on a new independent sample
X ′1, . . . , X
′
ntest by comparing
σ̂2 = Vn(f) =
1
ntest(ntest − 1)
∑
1≤i<j≤ntest
(
f(X ′i)− f(X ′j)
)2
(21)
with
σ̂2EVM = Vn(f − ζâEVM)(22)
=
1
ntest(ntest − 1)
∑
1≤i<j≤ntest
(
f(X ′i)− ζâEVM(X ′i)− f(X ′j) + ζâEVM(X ′j)
)2
.
Since empirical variance is an unbiased estimator of true variance, the values σ̂2 and σ̂2EVM
can be viewed as approximations of the corresponding true variances for the plain and
variance reduced Monte Carlo estimates, respectively.
It is important to compare variance reduction algorithms not only in terms of the
reached variance reduction but also in terms of their algorithmic complexity. The more
time-consuming algorithm is the less preferable it is. Therefore, we define the efficiency
of the EVM method by
effEVM =
σ̂2 × cost(f)
σ̂2EVM ×
(
cost(f) + cost(ζâEVM)
) ,(23)
where cost(g) is the cost of computing function g : X → R at one point. Avoiding going
much into computational complexity issues, we assume that all simple functions with
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a given explicit (analytic) formula have a computational cost equal to 1. If a function
includes a derivative of a product of two functions, we rewrite it using the product rule;
the cost of computing such a function at one point is equal to 2. We don’t take into
consideration the estimation time, namely, the time needed to solve the optimization
problem (20), in effEVM. The first reason for that is variation of the estimation time from
implementation to implementation (even on the same PC using the same optimization
algorithm). The second reason is that once the estimator âEVM is computed, it can be
used many times for different initial data.
In general, the empirical variance minization leads to a non-convex optimization prob-
lem, solution to which cannot be found explicitly. Nevertheless, there are a lot of algo-
rithms which seek for a local minimum of an objective function. We use the function
NArgMin in the computational software Mathematica, see [11]. This function automati-
cally chooses an optimization method to use. It always attempts to find a global minimum
of an objective function if possible, but may sometimes find only a local minimum.
4.1 Linear control variates
Let us first look at linear in a control variates. In this case, it is natural to compare the
EVM method with the Least Squares (LS) method. One can view the LS method as a
method of approximating f with ζa, a ∈ A. If the approximation is good, then f − ζa
takes small values and, hence, Varpi(f − ζa) is small. The LS method leads to a simple
optimization problem and is widely used in the literature/practice, see, for example,
Portier and Segers [18].
The aim of this section is to compare the EVM and LS methods. Specifically, using a
training sample X1, . . . , Xntrain , we compute the LS estimator
âLS = arginf
a∈A
ntrain∑
i=1
(f(Xi)− ζa(Xi))2.(24)
and the corresponding empirical variance
σ̂2LS = Vn(f − ζâLS)(25)
=
1
ntest(ntest − 1)
∑
1≤i<j≤ntest
(
f(X ′i)− ζâLS(X ′i)− f(X ′j) + ζâLS(X ′j)
)2
.
Then we can estimate the efficiency of the LS method by
effLS =
σ̂2 × cost(f)
σ̂2LS ×
(
cost(f) + cost(ζâLS)
) .(26)
Finally, we compare these quantities with those obtained for the EVM method. Note that
both estimators âEVM and âLS are computed using the same training sample.
Our goal is not a comprehensive study of both methods, but comparing them on simple
examples. We will consider some common distributions pi and some primitive functions
f .
15
4.1.1 One-dimensional case
We start with the one-dimensional case, d = 1. Let ζa be a control variate of the form
ζa(x) =
1
pi(x)
d
dx
(
(a0 + a1x+ a2x
2 + a3x
3)pi(x)
)
,(27)
where a = (a0, a1, a2, a3) ∈ R4. We consider two examples of pi, the standard normal
density N(0, 1) and the exponential density Exp(1). In the first example, Epi[ζa] = 0 for
all a ∈ R4. In the second case where pi(x) is the exponential density, we need to impose
the constraint a0 = 0 because of the condition
(a0 + a1x+ a2x
2 + a3x
3)pi(x)→ 0 as x→ 0 or x→ +∞,
see Assumption 3.1.
Remark 4.1. One can view (27) as an approximation of the solution φ∗(x) to the ODE
ζφ(x) = f(x) − E (see Section 3.2), with a polynomial of order 3. Note that if φ∗(x)
is complex, we cannot guarantee that this approximation is good. Nevertheless, the
numerical results below show that polynomials work well in many cases.
We generate a training sample of size ntrain = 500 to compute âEVM and âLS defined
in (20) and (24), respectively. Then we generate a testing sample of size ntest = 100 000
to compute the sample variance σ̂2 defined in (21). The same testing sample is used to
compute the sample variances σ̂2EVM, σ̂
2
LS and the corresponding efficiencies effEVM, effLS
defined in (22), (25), (23), and (26). The results are presented in Table 1.
Table 1: Comparison of EVM and LR approaches in 1-dimensional case with a training
sample of size ntrain = 500 and a test sample of size ntest = 100 000. We consider Normal
distribution N(0, 1) and Exponential distribution Exp(1).
Distribution & Function σ̂2 σ̂2EVM σ̂
2
LS effEVM effLS
Normal distribution
f(x) = x2 1.9989 3.2 · 10−15 0.0064 2.0 · 1014 103.1210
f(x) = ex 4.6410 0.0272 0.0319 56.8328 48.3517
f(x) = cos(x) 0.1999 0.0008 0.0016 82.7796 39.7381
f(x) = 1/(1 + |x|) 0.0346 0.0105 0.0087 1.0948 1.3260
Exponential distribution
f(x) = x2 19.9852 3.0 · 10−13 0.0042 2.1 · 1013 1553.4700
f(x) = cos(x) 0.3492 0.0431 0.0422 2.7002 2.7543
f(x) = 1/(1 + |x|) 0.0479 0.0012 0.0017 13.1472 8.9878
The results collected in Table 1 show us that the EVM method performs a little bit
better than the LS method. Sometimes the LS method overperforms the EVM method
but their results, in most cases, are very similar. So, there are no leader in one-dimensional
case.
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4.1.2 Multi-dimensional case. Independent coordinates.
Let us now turn to the multivariate case. Let d = 10 and let X = (X1, . . . , Xd) be a
random vector distributed according to pi having independent and identically distributed
components.
We will consider functions f which have an additive structure. For such functions, it
is natural to use the control variate of the form
ζa(x) =
d∑
i=1
1
pi(x)
∂
∂xi
(
(ai0 + ai1xi + ai2x
2
i + ai3x
3
i )pi(x)
)
, a ∈ Rd×4.(28)
Again, we consider the standard normal density N(0, 1) and the exponential density
Exp(1) for the components of X . In the case of the exponential density, we need to impose
the constraint ai0 = 0, i = 1, . . . , d, in order to guarantee Epi[ζa] = 0, see Assumption 3.1.
We compare the performance of LR and EVM methods in the same manner as before.
We first compute the estimates âEVM and âLS using a training sample of size ntrain = 500.
Then we compare the sample variance σ̂2 with the reduced sample variances σ̂2EVM and
σ̂2LS. Finally we compute the corresponding efficiencies effEVM with effLR based on a new
independent sample of size ntest = 100 000. The results are collected in Table 2.
Table 2: Comparison of EVM and LR approaches in 10-dimensional case with a training
sample of size ntrain = 500 and a test sample of size ntest = 100 000. We consider ran-
dom vectors with independent components distributed according to Normal distribution
N(0, 1) and Exponential distribution Exp(1).
Distribution & Function σ̂2 σ̂2EVM σ̂
2
LS effEVM effLS
Normal distribution
f(x) = ‖x‖2 20.0487 1.0 · 10−13 37.7377 6.4 · 1013 0.1770
f(x) =
∑
i e
xi 46.1526 0.3992 104.6210 38.5331 0.1470
f(x) =
∑
i cos(xi) 2.0038 0.0102 13.5536 64.9322 0.0492
f(x) = 1/(1 + ‖x‖) 0.0020 0.0003 0.0246 2.2811 0.0278
Exponential distribution
f(x) = ‖x‖2 193.939 1.4 · 10−12 1461.3000 4.4 · 1013 0.0442
f(x) =
∑
i cos(xi) 3.4982 2.2988 73.6570 0.5072 0.0158
f(x) = 1/(1 + ‖x‖) 0.0031 0.0007 0.1542 1.4758 0.0068
The results collected in Table 2 show us that the EVM method performs significantly
better than the LS method. We see that even for a simple function as f(x) = ‖x‖2, the
original sample variance σ̂2 is less than the “reduced” sample variance σ̂2LS obtained by
the LS method on a test sample. It means that the LS method is, in a sense, unstable
when dimension of a problem grows.
An interesting observation is that the EVM method performs well even on small train-
ing samples. We carry out this comparison for the standart normal distribution and the
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same control variate ζa(x) given by (28). The results for ntrain = 50 and ntest = 100 000
are presented in Table 3.
Table 3: Comparison of EVM and LR approaches in 10-dimensional case with a training
sample of size ntrain = 50 and a test sample of size ntest = 100 000. We consider random
vectors with independent Standard normal N(0, 1) components.
Distribution & Function σ̂2 σ̂2EVM σ̂
2
LS effEVM effLS
Normal distribution
f(x) = ‖x‖2 20.0487 1.5 · 10−10 1508.8300 4.3 · 1010 0.0044
f(x) =
∑
i e
xi 46.1526 1.5104 4058.0300 10.1849 0.0037
f(x) =
∑
i cos(xi) 2.0038 0.0286 557.9050 23.3086 0.0011
f(x) = 1/(1 + ‖x‖) 0.0020 0.0048 0.9988 0.1420 0.0006
4.1.3 Multi-dimensional case. Dependent coordinates.
As the last numerical example with a linear control variate, we consider estimation of
E[f(X)], where X is a zero mean Gaussian random vector in R10 with an arbitrary co-
variance matrix Σ, i.e. X ∼ N(0,Σ). We take a control variate ζa of the form
ζa(x) =
d∑
i=1
ai
∂ipi(x)
pi(x)
+
∑
i≤j
aij
∂i∂jpi(x)
pi(x)
, a ∈ Rd+ d(d+1)2 ,(29)
where ∂i denotes the partial derivative w.r.t. i-th coordinate.
The covariance matrix Σ is generated in the following way. First, we generate an
orthogonal matrix Q by applying a QR decomposition to a matrix with independent
and uniformly distributed on [−1, 1] entries. Then we take a diagonal matrix Λ =
diag{0.2, 0.4, . . . , 2} and set Σ = QΛQ⊤.
We compare the performance of both LR and EVM methods in the same manner as for
d = 1. We compute the estimates âEVM and âLS on a training sample of size ntrain = 500.
Then we compare the sample variance σ̂2 with the reduced sample variances σ̂2EVM and
σ̂2LS. Finally, we compute the corresponding efficiencies effEVM with effLR based on a new
independent sample of size ntest = 10 000. The results are given in Table 4.
The results collected in Table 4 show that the EVM method performs better than the
LS method. Some remarks concerning the results are in order. Let us discuss the case
f(x) = ‖x‖2 where a significant difference in the results for the EVM and LS methods is
observed. Any of the summands in ζa(x),
ai
∂xipi(x)
pi(x)
or aij
∂xi∂xjpi(x)
pi(x)
,
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Table 4: Performance of the control functional from (29) in the case of a Gaussian dis-
tribution in R10 with an arbitrary covariance matrix. We take a training sample of size
ntrain = 500 and a test sample of size ntest = 10 000.
Distribution & Function σ̂2 σ̂2EVM σ̂
2
LS effEVM effLS
Normal distribution
f(x) = ‖x‖2 315.4940 0.0236 265.268 4453.3 0.3964
f(x) =
∑
i e
xi 3454.95 1875.80 2618.53 0.6139 0.4398
f(x) =
∑
i cos(xi) 6.8764 3.1421 5.0005 0.7294 0.4583
is a polynomial of degree 1 or 2, correspondingly (namely, they are shifted probabilists’
Hermite polynomials). The squared Euclidean norm, f(x) = ‖x‖2, is also a polynomial
of degree 2; it can be well approximated with summands in ζa(x). The reason why both
EVM and LS methods give bad results for other functions f(x) is because of the choice
of ζa; the polynomials of degree 1 and 2 (a constant is not included in ζa) give a poor
approximation to functions f which are more complicated than polynomials. We improve
these results below by using non-linear control functionals.
4.1.4 Discussion
Let us summarize our empirical findings. The performance of the LS and EVM methods
is similar in one-dimensional case. But for multivariate problems, EVM tends to work
better than LS.
Note that the underlying optimization problem in the EVM method, see (20), is non-
convex; in all our examples we solve it numerically. On the contrary, the optimization
problem of the LS method, see (24), is convex and its solution is available in analytic
form. Moreover, we have
Epi
[
Vn(g)
]
= Varpi(g) = Epi
[
g2
]− (Epi[g])2 = E
[
1
n
n∑
i=1
g2(Xi)
]
− (Epi[g])2,
for any g ∈ L2(pi), where X1, . . . , Xn is a sample from pi. This shows that the global
minima for both objective functions (20) and (24) should be close for large sample sizes.
However, our numerical study shows that, for finite sample sizes, local minima of the em-
pirical variance may lead to better results than the global minima of the corresponding LS
objective function. Such a phenomenon can be illustrated by a simple example. Suppose
that pi is a uniform distribution on [−1, 1]. For any fixed n and a sample X1, . . . , Xn from
pi, consider a function ζ0 : [−1, 1] → R, such that
∫ 1
−1 ζ0(x) dx = 0 and f(Xi) = ζ0(Xi),
i = 1, . . . , n (there are many ways of constructing such a function ζ0). Set also ζ1 = f −E
with E =
∫ 1
−1 f(x) dx. In fact, ζ1 = f − E is an optimal control variate we would like to
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recover. Consider now two objective functions
QLS(ζ) =
n∑
i=1
(f(Xi)− ζ(Xi))2
and
QEVM(ζ) =
n∑
1≤i<j≤n
(f(Xi)− ζ(Xi)− f(Xj)− ζ(Xj))2.
Then obviously
arginf
ζ∈{ζ0,ζ1}
QLS(ζ) = ζ0,
while both ζ0 and ζ1 belong to local minima of QEVM. Intuitively the EVM method
minimizes the sample variance which seems to be more natural objective function for
variance reduction than that of the LS method.
4.2 Nonlinear control variates
In this section, we consider control variates ζa which are not linear in a. By going
beyond linearity, we significantly enlarge the class of possible control variates. This has
two consequences. On the one hand, this leads to a greater variance reduction since the
optimization is made over a more flexible class of control variates. On the other hand, the
optimization problem may become complicated if the underlying class is too large. Since
in general we have to deal with a non-convex optimization problems in EVM, see (20), the
replacement of a linear control variate by a non-linear one does not change significantly
the difficulty of the problem. In both linear and nonlinear cases, the numerical methods
we use can in general find only a local minimum of the corresponding objective function.
On the contrary, the LS method significantly suffers from breaking the linearity; for a
linear control variate the optimization problem (24) is convex and the exact solution is
available, but for nonlinear control variates neither of these is true. For this reason we
shall not consider the LS method below. In this section we discuss how to construct good
classes of non-linear control variates.
4.2.1 Multivariate Normal distribution
Let us return to the example from Section 4.1.3. Consider again a zero-mean Gaussian
random vector X ∼ N(0,Σ) in R10 with an arbitrary covariance matrix Σ. Let
ζa,B(x) =
d∑
i=1
1
pi(x)
∂
∂xi
(
φi(Bx)pi(x)
)
, φi(x) = ai0 + ai1xi + ai2x
2
i + ai3x
3
i .(30)
where a ∈ R10×4 and B is an arbitrary 10 × 10 matrix. Obviously, ζa,B is not linear in
elements of B. This form of ζa,B(x) is motivated by the fact that Σ
−1/2X has the standard
normal distribution which was considered previously, see Section 4.1.2. We take the
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control variate used for the standard normal distribution with independent components
and transform it by multiplying the argument of each function φi(x) by the matrix B.
Since Σ is unknown, we will optimize the empirical variance not only with respect to a
but also with respect to B.
Define the EVM estimate
(â, B̂) := arginf
a,B
Vn(f − ζa,B).
This numerical experiment is organized as follows. We first generate the matrix Σ in
the same way as in Section 4.1.3. Then we compute the estimate (â, B̂) using a training
sample of size ntrain = 500. As a starting point for optimization, we pick (0, Σ̂), where
Σ̂ is the sample covariance matrix. After that we compute the sample variance σ̂2, the
reduced sample variance σ̂2EVM, and the corresponding efficiency effEVM based on a new
independent sample of size ntest = 10 000; these quantities are defined in (21), (22), and
(23), correspondingly. The results are shown in the Table 5.
Table 5: Performance of the control functional (30) in the case of a Gaussian distribution
in R10 with an arbitrary covariance matrix. We take a training sample of size ntrain = 500
and a testing sample of size ntest = 10 000.
Distribution & Function σ̂2 σ̂2EVM effEVM
Normal distribution
f(x) = ‖x‖2 31.1849 0.1567 66.3020
f(x) =
∑
i e
xi 88.3872 3.9196 7.5166
f(x) =
∑
i cos(xi) 2.5196 0.0829 10.1279
By comparing Table 5 with Table 4, one can see a clear advantage of using nonlinear
control functionals. The non-linearity of a control variate comes naturally from the fact
that the distribution of X is a rotation of the standard normal random vector. Another
point is that this is the first numerical example where we picked a starting point for
optimization. This was done not only to speed up calculations but also to converge to a
good local minimum.
4.2.2 Basket options
In this section, we study the performance of nonlinear control variates in the problem of
pricing the so-called basket options. The idea to use control variate technique in option
pricing is not new; it was previously considered in many works, see, for instance, Boyle [2],
Hull and White [10], Glasserman [7], and the references therein. Specifically, we consider
the European option with the payoff function
f(x1, . . . , xd) =
(
d∑
i=1
xi −K
)+
,
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where (x)+ = max{0, x} and K is a strike price. The stock prices X1(t), . . . , Xd(t) are
modelled using independent geometric Brownian motions
dXi(t) = Xi(t)(µ dt+ σ dWi(t)), i = 1, . . . , d,
where W1, . . . ,Wd are independent Brownian motions, µ is the percentage drift, and σ is
the percentage volatility. For arbitrary initial values Xi(0) = X
0
i , i = 1, . . . , d, the above
SDE has the analytic solution — each asset Xi(t) has the log-normal distribution with a
probability density function
pii(x) =
1√
2pi
1
xσ
√
t
exp
(
−
(
ln x− lnX0i −
(
µ− 1
2
σ2
)
t
)2
2σ2t
)
.
We are interested in computing the expected payoff E[f(X1(T ), . . . , Xd(T ))] for a fixed
maturity T > 0. Since the analytical solution to this problem is not available, one has
to estimate this expectation using Monte-Carlo. In the literature one can find several
variance reduction methods for this type of MC based pricing problems, see Dingec¸ and
Ho¨rmann [6] and references therein. In particular, in Dingec¸ and Ho¨rmann [6] a control
variate method is proposed that relies on the closed form of the expected payoff condi-
tional on the assumption that the geometric average of all prices is larger than the strike
price. The authors in Dingec¸ and Ho¨rmann [6] consider linear combinations of few control
variates based on geometric averages and find coefficients by minimizing the corresponding
LS criteria.
According to Section 3.2, one can construct a control variate leading to zero variance
by solving the PDE (17). The solution to this PDE is given in Lemma 3.7. The problem
with this solution is that it involves integration and contains the unknown quantity of
interest E. To come up with good control variate, let us look at the one-dimensional case.
In this case, the PDE (17) simplifies to
ζφ(x) = (x−K)+ − E, ζφ(x) = 1
pi(x)
d
dx
(
φ(x)pi(x)
)
.
One can solve this differential equation using a computational software (we did it in
Mathematica). Although the solution φ∗(x) is rather complicated and depends on E, it
turns out that for variance reduction it is enough to use an approximation to φ∗(x) with
few parameters to tune. The following two functions can be used to approximate φ∗(x)
φ˜1(x) = c0e
c1 ln(x) and φ˜2(x) = c0e
c1 ln(x)+c2 ln
2(x),
where c0, c1, c2 are some parameters depending on the initial parameters and unknown
E. Note that the payoff function f(x1, . . . , xd) has an additive structure. Hence, a good
candidate for a control variate in the multi-dimensional setting is a sum of one-dimensional
control variates. Namely, we consider the following two control variates
ζ1
a
(x) =
d∑
i=1
1
pii(xi)
∂
∂xi
(
ai0e
ai1 ln(xi)pii(xi)
)
(31)
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with a = (a10, . . . , ad0, a11, . . . , ad1) ∈ Rd×2 and
ζ2
a
(x) =
d∑
i=1
1
pii(xi)
∂
∂xi
(
ai0e
ai1 ln(xi)+ai2 ln
2(xi)pii(xi)
)
(32)
with a = (a10, . . . , ad0, a11, . . . , ad1, a12, . . . , ad2) ∈ Rd×3. Note that both ζ1a and ζ2a are
strongly non-linear in a.
Our experiment is organized as follows. We take T = 1, µ = 0.5, σ = 1. Then we
generate independent and uniformly distributed on [0.5, 1.5] initial prices X0i , i = 1, . . . , d,
and set K =
∑d
i=1X
0
i . Now the payoff function f(x1, . . . , xd) and the distribution of
each Xi, i = 1, . . . , d, are completely specified. Further, for each control variate ζ
1
a
(x)
and ζ2
a
(x) we do the following. We compute the EVM estimate âEVM using a training
sample of size ntrain = 1 000. As a starting point for optimization, we pick the solution
of the corresponding one-dimensional problem. Then we compute the sample variance
σ̂2, the reduced sample variance σ̂2EVM, and the corresponding efficiency effEVM on a new
independent sample of size ntest = 1 000 000; these quantities are defined in (21), (22),
and (23) correspondingly. The results for different values of d are presented in Table 6
and Table 7.
Table 6: Performance of the control functional ζ1
a
from (31) in the Basket option problem
with random initial prices X0i , i = 1, . . . , d, uniformly distributed on [0.5, 1.5]. The size
of a training sample is ntrain = 1 000, the size of a test sample is ntest = 1 000 000.
Dimension σ̂2 σ̂2EVM σ̂
2/σ̂2EVM effEVM
d = 1 2.4038 0.0044 538.2110 179.4021
d = 10 52.2875 0.5232 99.9237 33.3079
d = 25 131.6974 1.0134 129.9545 43.3181
d = 50 266.1397 2.8339 93.9114 31.3038
d = 100 517.9147 5.4508 95.0159 31.6719
Table 7: Performance of the control functional ζ2
a
from (32) in the Basket option problem
with random initial prices X0i , i = 1, . . . , d, uniformly distributed on [0.5, 1.5]. The size
of a training sample is ntrain = 1 000, the size of a test sample is ntest = 1 000 000.
Dimension σ̂2 σ̂2EVM σ̂
2/σ̂2EVM effEVM
d = 1 2.4038 0.0041 575.4038 191.8013
d = 10 52.2875 0.4707 111.0782 37.0260
d = 25 131.6974 0.2241 587.4850 195.8283
d = 50 266.1397 0.0561 4737.8810 1579.2940
d = 100 517.9147 0.0313 16543.8800 5514.6280
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The results collected in Table 6 and Table 7 show a significant variance reduction effect
for both types of functionals. Especially remarkable is the performance of the functional
ζ2
a
in dimension d = 100. Let us stress that these results were obtained using ideas
from Section 3.2 on zero-variance control variates. The solution of the one-dimensional
problem helped us to construct a control variate for multi-dimensional case and to find
a good starting point for optimization algorithm. As compared to the empirical results
in Dingec¸ and Ho¨rmann [6], by using simpler nonlinear control variates, we were able to
achieve a higher variance reduction effect even for dimensions up to 100. This shows the
advantage of nonlinear control variates over the linear ones.
4.2.3 Discussion
Let us summarize our findings for nonlinear control variates. The main question here
is how to construct good nonlinear control variates. We saw that sometimes they can
be constructed using the information about structure of the underlying problem or using
ideas on zero-variance control variates, see Section 3.2. In both cases it can be useful to
reduce the problem to a less complicated one. For example, one can look for analytical
solution of a subproblem and use it as a control variate. Moreover, it turns out that
often we don’t need to know this analytical solution explicitly but only its functional
form. As it was mentioned, nonlinear control variates typically lead to a greater variance
reduction, since the optimization is made over more flexible class of control variates. Since
the underlying optimization problem is non-convex, one also needs to find a good starting
point to speed up calculations and to converge to a good local minimum. This also can
be done by reducing the original problem to a less complicated one or by considering
empirical estimates for some parameters.
5 Outlook
We proposed a generic EVM based variance reduction algorithm and studied its proper-
ties for general classes of control functionals. Markov Chain Monte Carlo (MCMC) meth-
ods have become very popular in recent years especially in the area of high-dimensional
Bayesian statistics, where they are widely used to compute posterior quantities. The
EVM approach is directly applicable also to MCMC algorithms. However, the conver-
gence properties of the MCMC based EVM algorithms are still open and need to be
studied. The main difficulty lies in the fact that the elements of the simulated sample
are not any longer independent and the general results of Section 2 are not applicable
anymore. An extension of the analysis in Section 2 to the dependent case is a challenging
problem for future research.
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6 Proofs
6.1 Proof of Theorem 2.1 and Theorem 2.3
Consider the so-called excess loss class
(33) L =
{
(x, y)→ (g(x)− g(y))2 − (g∗(x)− g∗(y))2|g ∈ G},
with g∗ defined by (8). LetX and Y be independent random vectors distributed according
to pi(x). We write Eh2 = Eh2(X, Y ) and Eh = Eh(X, Y ) for short. At first, we bound
Eh2 with Eh, h ∈ L, in the two cases, when G is convex and when G contains a constant
function. Observe that any h ∈ L is defined by the function g ∈ G. With these notations
in mind we prove the following technical result.
Lemma 6.1. Let G be a class of functions such that for any g ∈ G, ‖g‖∞ ≤ 1 and Eg = c,
where c. Assume also that G is convex and closed. Then for all h ∈ L it holds
Eh2 ≤ 16Eh.
Proof. It holds
Eh2 = E
(
(g(X)− g(Y ))2 − (g∗(X)− g∗(Y ))2)2
= E
(
g(X)− g(Y )− g∗(X) + g∗(Y ))2(g(X)− g(Y ) + g∗(X)− g∗(Y ))2
≤ 16E(g(X)− g(Y )− g∗(X) + g∗(Y ))2
≤ 32‖g − g∗‖2L2(pi).
Simultaneously, since G is convex and Eg(X) = c for all g ∈ G, we may consider g∗ as a
unique projection of the constant c on the convex closed class G in L2(pi) space. Using
the properties of projections on convex sets, we immediately have E(g∗(X) − c)(g(X)−
g∗(X)) ≥ 0. This leads to E(g∗(X)g(X)−(g∗(X))2)−c2+c2 = E(g∗(X)g(X)−(g∗(X))2) ≥
0. Similarly, we obtain E(g∗(Y )g(Y )− (g∗(Y ))2) ≥ 0. Finally,
Eh = E((g(X)− g(Y ))2 − (g∗(X)− g∗(Y ))2)
= 2‖g − g∗‖2L2(pi) + 2E(−(g∗(X))2 − (g∗(Y ))2) + Eg∗(X)g(X) + Eg∗(Y )g(Y )
≥ 2‖g − g∗‖2L2(pi).
The claim follows.
Lemma 6.2. Let G be such that for any g ∈ G, ‖g‖∞ ≤ 1. Assume also that a constant
function is in G. Then for all h ∈ L
Eh2 ≤ 4Eh.
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Proof. Since G contains a constant function and the variance of a constant function is 0,
g∗(x) is a constant function. Hence,
Eh2 = E((g(X)− g(Y ))2 − (g∗(X)− g∗(Y ))2)2
= E(g(X)− g(Y ))4
≤ 4E(g(X)− g(Y ))2
= 4Eh,
and the proof is complete.
Let us denote
hn(g) = Vn(g)− Vn(g∗)
=
1
n(n− 1)
∑
1≤i<j≤n
(
(g(Xi)− g(Xj))2 − (g∗(Xi)− g∗(Xj))2
)
,
where Vn(g) is the empirical variance and X1, . . . , Xn is a sample from pi(x). Observe that
Epihn(g) = Varpi(g) − Varpi(g∗). The following inequality is provided in Cle´menc¸on et al.
[3] and Hoeffding [9].
Lemma 6.3 (Bernstein-type inequality for U-statistics). Assume that for all g ∈ G it
holds ‖(g(X)− g(Y ))2 − (g∗(X)− g∗(Y ))2‖∞ ≤ 1. Then for all ε ≥ 0
P(|hn(g)− Epihn(g)| ≥ ε) ≤ 2 exp
(
− nε
2
4σ2 + 4ε
3
)
,
where σ2 = Var((g(X)− g(Y ))2− (g∗(X)− g∗(Y ))2). Moreover, if one is interested in the
one-sided estimate it holds
P(Epihn(g)− hn(g) ≥ ε) ≤ exp
(
− nε
2
4σ2 + 4ε
3
)
.
Let us now proceed with the proof of Theorem 2.1 and Theorem 2.3. We first prove
the inequalities (11) and (12) for the case supg∈G ‖g‖∞ ≤ 1. If ‖g‖∞ ≤ 1, we have
‖(g(X)− g(Y ))2 − (g∗(X)− g∗(Y ))2‖∞ ≤ 4. From Lemma 6.3 we obtain
(34) P(Epihn(g)− hn(g) ≥ ε) ≤ exp
(
− nε
2
4σ2 + 16ε
3
)
.
Remind that Gη,1 ⊆ G is an η-covering net of G with respect to the L1(pi)-distance. Given
an empirical risk minimizer
ĝη,1 = arginf
g∈Gη,1
Vn(g)
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denote by g∗η,1 ∈ Gη,1 an arbitrary fixed function η-close to g∗ in L1(pi). It follows from
the definition of ĝη,1 that Vn(ĝη,1) − Vn(g∗η,1) ≤ 0. For any c > 0 (namely, we may take
c = 1), it holds
Varpi(ĝη,1)− Varpi(g∗) ≤ Varpi(ĝη,1)− Varpi(g∗)− (1 + c)
(
Vn(ĝη,1)− Vn(g∗η,1)
)
= Varpi(ĝη,1)− Varpi(g∗)− (1 + c)
(
Vn(ĝη,1)− Vn(g∗)
)
+ (1 + c)
(
Vn(g
∗
η,1)− Vn(g∗)
)
= Varpi(ĝη,1)− Varpi(g∗)− (1 + c)hn(ĝη,1) + (1 + c)
(
Vn(g
∗
η,1)− Vn(g∗)
)
≤ sup
g∈Gη,1
(
Epihn(g)− (1 + c)hn(g)
)
+ (1 + c)
(
Vn(g
∗
η,1)− Vn(g∗)
)
.
First we analyze supg∈Gη,1(Epihn(g)− (1 + c)hn(g)). Fix any t ≥ 0. Under the conditions
of Lemma 6.1 or Lemma 6.2, we have Eh2 ≤ 16Eh. In what follows, we use the one-sided
version of the Bernstein-type concentration inequality for U-statistics (34) and choose
c = 1. Since the cardinality of Gη,1 is NL1(pi)(G, η), the union bound implies
P
(
sup
g∈Gη,1
(Epihn(g)− 2hn(g)) ≥ t
)
≤ NL1(pi)(G, η) sup
g∈Gη,1
P
(
Epihn(g)− hn(g) ≥ t + Epihn(g)
2
)
≤ NL1(pi)(G, η) sup
g∈Gη,1
exp
(
− n(t+ Eh)
2
4(4Eh2 + 16
3
t+Eh
2
)
)
≤ NL1(pi)(G, η) sup
g∈Gη,1
exp
(
− n(t + Eh)
2
4(64Eh+ 16
3
t+Eh
2
)
)
≤ NL1(pi)(G, η) sup
g∈Gη,1
exp
(
−n(t + Eh)
267
)
≤ exp(HL1(pi)(G, η)) exp
(
− nt
267
)
,
where in the last inequality we have used that HL1(pi)(G, η) = logNL1(pi)(G, η) by definition.
We select t = 267
(
η +
log( 2
δ
)
n
)
. Then if HL1(pi)(G, η) ≤ nη (it holds when η ≥ γL1(pi)(G, n))
the last probability is bounded by δ
2
. Now we analyze the term
hn,η = 2
(
Vn(g
∗
η,1)− Vn(g∗)
)
=
2
n(n− 1)
∑
1≤i<j≤n
(
(g∗η,1(Xi)− g∗η,1(Xj))2 − (g∗(Xi)− g∗(Xj))2
)
.
For the expectation we have
Epihn,η = E
(
(g∗η,1(X)− g∗η,1(Y ))2 − (g∗(X)− g∗(Y ))2
) ≤ 8‖g∗η,1(X)− g∗(X)‖L1(pi) ≤ 8η.
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Using Bernstein-type inequality again we have
P(hn,η − Epihn,η ≥ η) ≤ exp
(
− nη
2
64Epihn,η +
16η
3
)
,
≤ exp
(
− nη
518
)
Thus, if η ≥ 518 log( 2δ )
n
we have with probability at least 1− δ
2
2
(
Vn(g
∗
η,1)− Vn(g∗)
)
= hn,η ≤ η + Epihn,η ≤ 9η.
Finally, provided that η = γL1(pi)(G, n)+
518 log( 2
δ
)
n
and using the union bound we have with
probability at least 1− δ
Varpi(ĝη,1)− Varpi(g∗) ≤ 267
(
γL1(pi)(G, n) +
519 log(2
δ
)
n
)
+ 9
(
γL1(pi)(G, n) +
518 log(2
δ
)
n
)
.
Both (11) and (12) follow for the case supg∈G ‖g‖∞ ≤ 1. The general case supg∈G ‖g‖∞ ≤ b
will be considered later.
Now we proceed with the proof of the inequality (13). Using Lemma 6.2, we have for
all h ∈ L, Eh2 ≤ 16Eh. Simultaneously, since g∗ is equal to a constant it holds for all
g ∈ G
(35) Varpi(g)− Varpi(g∗) = Varpi(g) ≤ E(g(X)− g∗(X))2 = ‖g − g∗‖2L2(pi).
As before, Gη,2 ⊆ G is an η-covering net of G with respect to the L2(pi)-distance and
ĝη,2 = arginf
g∈Gη,2
Vn(g).
Given an empirical risk minimizer ĝη,2 denote by g
∗
η,2 ∈ Gη,2 an arbitrary function η-close
to g∗. Since g∗ is equal to a constant, we have for any fixed g that Epihn(g) = Varpi(g).
For any c > 0 (we take c = 1 again), it holds
Varpi(ĝη,2) ≤ sup
g∈Gη,2
(Epihn(g)− (1 + c)hn(g)) + (1 + c)
(
Vn(g
∗
η,2)− Vn(g∗)
)
,
where g∗η,2 ∈ Gη,2 is an arbitrary fixed function η-close to g∗ in L2(pi). In the same manner
we apply the Bernstein-type concentration inequality (34)
P
(
sup
g∈Gη,2
(Epihn(g)− (1 + c)hn(g)) ≥ t
)
≤ exp(HL2(pi)(G, η)) exp
(
− nt
267
)
.
We select t = 267
(
η2 +
log( 2
δ
)
n
)
. Then ifHL2(pi)(G, η) ≤ nη2 (it holds when η ≥ γL2(pi)(G, n))
the last expression is bounded by δ
2
. Now we analyze the term
fn,η = 2
(
Vn(g
∗
η,2)− Vn(g∗)
)
=
2
n(n− 1)
∑
1≤i<j≤n
(
(g∗η,2(Xi)− g∗η,2(Xj))2 − (g∗(Xi)− g∗(Xj))2
)
.
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From (35) it holds for the expectation
Epifn,η = E
(
(g∗η,2(X)− g∗η,2(Y ))2 − (g∗(X)− g∗(Y ))2
)
= 2E(g∗η,2(X)− g∗(X))2 ≤ 2η2.
Using Bernstein-type inequality again, we have
P(fn,η − Epifn,η ≥ η2) ≤ exp
(
− nη
4
64Epifn,η +
16η2
3
)
,
≤ exp
(
−nη
2
134
)
Thus, if η2 ≥ 134 log( 2δ )
n
we have with probability at least 1− δ
2
2
(
Vn(g
∗
η,2)− Vn(g∗)
)
= fn,η ≤ η2 + Epifn,η ≤ 3η2.
Finally, we choose η2 = γL2(pi)(G, n)
2 +
134 log( 2
δ
)
n
. Using the union bound, we have with
probability at least 1− δ
Varpi(ĝη,2) ≤ 267
(
η2 +
log(2
δ
)
n
)
+ 3η2 ≤ 270
(
γL2(pi)(G, n)
2 +
135 log(2
δ
)
n
)
.
Finally, we consider the general value of b. Given b we consider the class G∗ of functions
of the form g/b for G ∈ g. The results obviously follow.
6.2 Proof of Lemma 2.4
Consider an abstract set X = {x1, x2, x3} and two functions defined by g0(x) ≡ 0
and g1(x) = 1[x = x1] − 1[x = x2]. Fix ε ∈ (0, 14). Define the distribution of X
by P(X = x1) = P(X = x2) = ε and P(X = x3) = 1 − 2ε. Obviously, we have
Eg0(X) = Eg1(X) = 0, Var(g0(X)) = 0 and Var(g1(X)) = 2ε. It is also straightforward
to see that there is an empirical variance minimizer ĝ that selects g1 every time when x1
or x2 are not in the sample. So, as long as x1 or x2 are not in the sample X1, . . . , Xn
we have Var[ĝ(X)|X1, . . . , Xn] = Var(g1(X)) > ε. Let n = n(ε) be a random variable
equal to the number of i.i.d. points that we need to obtain at least one copy of x1
or x2 in our sample. It is easy to see that n(ε) has geometric distribution with mean
1
2ε
. We have P(n(ε) > 1
2ε
) = 2ε
∑
k=⌈ 1
2ε
⌉
(1 − 2ε)k−1 = (1 − 2ε)⌈ 12ε ⌉−1 ≥ c0 for some abso-
lute constant c0. Then with the constant probability, a sample of size n ≤ 12ε produces
Var[ĝ(X)|X1, . . . , Xn] > ε, this means that given n we have
Var[ĝ(X)|X1, . . . , Xn] ≥ 1
2n
.
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6.3 Proof of Theorem 3.2
To apply Theorem 2.1 we need to check that
G = {g : g(x) = f(x)− ζa(x) with ‖g‖∞ ≤ b, a = (aij) ∈ Ad×m}.
is convex. This can be done directly. Let g1, g2 ∈ G be arbitrary functions,
gi(x) = f(x)− 1
pi(x)
d∑
i=1
m∑
j=1
a
(i)
ij ∂i(hj(x)pi(x)), i = 1, 2.
Then for λ ∈ [0, 1]
λg1(x) + (1− λ)g2(x) = f(x)− 1
pi(x)
d∑
i=1
m∑
j=1
(
λa
(1)
ij + (1− λ)a(2)ij
)
∂i(hj(x)pi(x)).
Since A is a convex set, λg1(x) + (1 − λ)g2(x) ∈ G. The closeness of G also follows from
the closeness of A. Hence G is closed convex set. A direct application of Theorem 2.1
gives us the bound
Var(ĝη,1(X))− Var(g∗(X)) . b2γL1(pi)(G, n) +
b2 log(1
δ
)
n
.
Now we need to bound the fixed point γL1(pi)(G, n) which is defined by
γL1(pi)(G, n) = inf{η > 0 : HL1(pi)(G, bη) ≤ nη},
where HL1(pi)(G, bε) = log(NL1(pi)(G, bη)) is the metric entropy of the set G. Let us look at
the L1(pi)-distance between g1, g2 ∈ G. It holds
‖g1 − g2‖L1(pi) =
∥∥∥∥∥
d∑
i=1
m∑
j=1
(
a
(1)
ij − a(2)ij
)
∂i(hj(x)pi(x))
∥∥∥∥∥
L1
≤ max
i,j
{‖∂i(hj(x)pi(x))‖L1} d∑
i=1
m∑
j=1
∣∣a(1)ij − a(2)ij ∣∣.
Let l1 be Manhattan distance on vectors. We have
NL1(pi)(G, bη) . Nl1(A
d×m, bη) .
(
dm
bη
)dm
,
where the last inequality follows from the direct computation. Now we need to find
inf
{
η > 0 : log
(
dm
bη
)dm
. nη
}
.(36)
Set η∗ = c · dm
n
log(n/b), where c ∈ R is a constant. One can show that η∗ satisfies (36)
for some c ∈ R. Hence
γL1(pi)(G, n) . η
∗ ∼ dm
n
log
(n
b
)
,
and the proof is complete.
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6.4 Proof of Lemma 3.7
It obviously holds for any solution φ(x) to the PDE (17), ζφ(x) = f(x)− E,
Epi[f − ζφ] = Epi[f − f + E] = E,
Varpi[f − ζφ] = Varpi
[
f − f + E] = 0.
To check that φ∗(x) defined in (18) is a solution to this PDE, we substitute it into (17).
Direct computation yields that
φ∗(x) =
1
pi(x)
∫ x1
A1
. . .
∫ xd
Ad
pi(t1, . . . , td)
(
f(t1, . . . , td)− E
)
dt1 . . . dtd.
is a solution. Let us check now that φ∗ ∈ Φ. By assumption, it obviously holds
∂d
∂x1 . . . ∂xd
(
φ∗(x)pi(x)
)
=
(
f(x)− E)pi(x) ∈ C(X).
Since f ∈ L2(pi),∫
X
∂d
∂x1 . . . ∂xd
(
φ∗(x)pi(x)
)
dx =
∫
X
(
f(x)− E)pi(x)dx = Epi[f − E] <∞.
Hence ∂
d
∂x1...∂xd
(φ∗pi) ∈ L1(X). Finally, pi(x1, . . . , xd)φ∗(x1, . . . , xd)→ 0 as xi → Ai or xi →
Bi simultaneously for all i = 1, . . . , d. Indeed, if there is xk → Ak then we have integration
over the measure zero set, and if xk → Bk for all k = 1, . . . , d then
lim
xk→Bk
k=1,...,d
pi(x1, . . . , xd)φ
∗(x1, . . . , xd) =
∫ B1
A1
. . .
∫ Bd
Ad
pi(t1, . . . , td)
(
f(t1, . . . , td)− E
)
dt1 . . . dtd
= Epi[f ]− E
= 0.
The proof is complete.
6.5 Auxiliary results on weighted Sobolev spaces
Before we proceed to the proof of Proposition 3.8, Proposition 3.9, and Theorem 3.10,
let us refer to a general result from Nickl and Po¨tscher [14] which will help us to bound
the fixed point of a subset of a weighted Sobolev space. First we need to introduce some
notation.
Let µ be a (nonnegative) Borel measure. Given the two functions l, u : X → R in
Lp(µ), the bracket [l, u] is the set of all functions in Lp(µ) with l ≤ f ≤ u. The Lp(µ)-size
of the bracket [l, u] is defined as ‖l − u‖Lp(pi). The Lp(µ)-bracketing number N[ ]Lp(µ)(F, ε)
of a (non-empty) set F is the minimal number of brackets of Lp(µ)-size less than or equal
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to ε, 0 < ε <∞, necessary to cover F . The logarithm of the bracketing number is called
the Lp(µ)-bracketing metric entropy H
[ ]
Lp(µ)(F, ε).
Recall that the fixed point in L1(µ)-distance is defined for a class F of bounded
functions, suph∈F ‖h‖∞ ≤ b, by
γL1(µ)(F, n) = inf{ε > 0 : HL1(µ)(F, bε) ≤ nε},
where HL1(µ)(F, ε) is the metric entropy of the set F . We remind that if µ is the Lebesgue
measure, we write shortly Lp instead of Lp(λ).
Theorem 6.4 (Corollary 4 in [14]). Let 1 < p < ∞, β ∈ R, and s − d/p > 0. Let F
be a (non-empty) norm-bounded subset of W s,p(Rd, 〈x〉β). Suppose M is a (non-empty)
family of Borel measures on Rd such that the condition supµ∈M ‖〈x〉γ−β‖Lr(µ) < ∞ holds
for some 1 ≤ r ≤ ∞ and for some γ > 0. Then
sup
µ∈M
H
[ ]
Lr(µ)(F, ε) .
{
ε−d/s for γ > s− d/p,
ε−(γ/d+1/p)
−1
for γ < s− d/p.
Corollary 6.5. Let F be a (non-empty) norm-bounded subset of W s,p(Rd, 〈x〉β), where
1 < p <∞, β > d, and s− d/p > 0. Suppose also ‖g‖∞ ≤ b for all g ∈ F . Then for any
γ ∈ (0, β − d) the following bound holds
γL1(F, n) .
{
b−
1
1+s/dn−
1
1+d/s for γ > s− d/p,
b−
1
1+(γ/d+1/p)n
− 1
1+(γ/d+1/p)−1 for γ < s− d/p.
Proof. First we bound the metric entropy of F by the bracketing metric entropy. If f ∈ F
is in the 2ε-bracket [l, u], l, u ∈ F , then it is in the ball of radius ε around (l + u)/2. So,
HL1(F, ε) ≤ H [ ]L1(F, 2ε).
Now our aim is to check the condition supµ∈M ‖〈x〉γ−β‖Lr(µ) < ∞ from Theorem 6.4 for
the one-element set M = {λ} and r = 1, where λ denotes the Lebesgue measure. By
definition,
‖〈x〉γ−β‖2L1 =
∫
Rd
(1 + ‖x‖2) (γ−β)2 dx.
To understand when this integral is finite, we consider the standard polar coordinate
system in Rd, i.e.
x1 = r cos θ1,
x2 = r sin θ1 cos θ2,
...
xd−1 = r sin θ1 sin θ2 . . . sin θd−2 cos θd−1,
xd = r sin θ1 sin θ2 . . . sin θd−2 sin θd−1.
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The Jacobian is
J(r, θ1, . . . , θd−1) = rd−1 sind−2 θ1 sind−3 θ2 . . . sin θd−2.
Thus for some constant C∫
Rd
(1 + ‖x‖2) (γ−β)2 dx =
∫
Ω
(1 + r2)
(γ−β)
2 J(r, θ1, . . . , θd−1)drdθ1 . . . dθd−1
= C
∫
R
(1 + r2)
(γ−β)
2 rd−1dr.
This integral is finite when γ − β + d− 1 < −1 or, equivalently, γ < β − d. Hence, by
Theorem 6.4, for any γ < β − d
HL1(F, ε) .
{
ε−d/s for γ > s− d/p,
ε−(γ/d+1/p)
−1
for γ < s− d/p.
Now we turn to the bound for the fixed point γL1(F, n). Consider first the case γ >
s − d/p. The solution to the inequality (bε)−d/s ≤ nε is ε ≥ b− 11+s/dn− 11+d/s . Taking
ε0 ∼ b−
1
1+s/dn−
1
1+d/s yields
HL1(F, bε0) . nε0, for γ > s− d/p.
Since γL1(F, n) is the infimum over all such ε > 0, it holds γL2(F, n) . b
− 1
1+s/dn−
1
1+d/s .
Repeated computations for γ < s − d/p give us γL2(F, n) . b−
1
1+(γ/d+1/p)n
− 1
1+(γ/d+1/p)−1 .
Combining these two bounds, we have for any γ < β − d
γL1(F, n) .
{
b
− 1
1+s/dn
− 1
1+d/s for γ > s− d/p,
b
− 1
1+(γ/d+1/p)n
− 1
1+(γ/d+1/p)−1 for γ < s− d/p.
The proof of the Corollary is complete.
6.6 Proof of Proposition 3.8 and Proposition 3.9
Let us start with proof of Proposition 3.8. We have divided it into a sequence of lemmas.
The proof of the following lemma is left to the reader; it can be done by integration by
parts or by Laplace’s method.
Lemma 6.6. Let l, c, α > 0. It holds∫ +∞
x
ule−cu
α
du . xl−(α−1)e−cx
α
, x→ +∞.
The next lemma describes the properties of φ∗ which is a solution to the PDE (17)
given by Lemma 3.7.
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Lemma 6.7. Suppose that pi(x) ∝ e−c|x|α, α ∈ N, and f(x) ∈ Cspoly(R) for s ≥ 1. Then
φ∗ ∈ Cs+1poly (R).
Proof. Using the formula for φ∗ given by Lemma 3.7, the k-th derivative of φ∗, k ≤ s+1,
can be written as
(
φ∗(x)
)(k)
= zk(x)
1
pi(x)
∫ x
−∞
(
f(u)− E)pi(u)du+ k−1∑
j=0
zk−1−j(x)
(
f(u)− E)(j)
= zk(x)φ
∗(x) +
k−1∑
j=0
zk−1−j(x)
(
f(u)− E)(j),
where each zj(x) grows not faster than |x|j(α−1) as |x| → ∞, j = 1, . . . , k. By assumption,
f(x) ∈ Cspoly(R). Hence there exist l ∈ N such that |f(x)(k)| . |x|l as |x| → ∞ for k ≤ s.
If φ∗ grows not faster than |x|r for r to be specified later, then (φ∗)(k) grows not faster
than |x|m where
m = max{k(α− 1) + r, (k − 1)(α− 1) + l}.
The rest of the proof is devoted to the computation of r, the asymptotics of φ∗. First we
rewrite it in the form
φ∗(x) =
1
pi(x)
(∫ x
−∞
f(u)pi(u)du− E
∫ x
−∞
pi(u)du
)
=
1
pi(x)
(∫ x
−∞
f(u)pi(u)du−
(∫ x
−∞
f(u)pi(u)du+
∫ +∞
x
f(u)pi(u)du
)∫ x
−∞
pi(u)du
)
=
1
pi(x)
(∫ x
−∞
f(u)pi(u)du ·
∫ +∞
x
pi(u)du−
∫ +∞
x
f(u)pi(u)du ·
∫ x
−∞
pi(u)du
)
.
It remains to apply Lemma 6.6 for the both summands. For x→ −∞ we have
1.
∣∣∣∣∫ x−∞ f(u)pi(u)du ·
∫ +∞
x
pi(u)du
∣∣∣∣ ≤ ∣∣∣∣∫ x−∞ f(u)pi(u)du
∣∣∣∣ . |x|l−(α−1)e−c|x|α,
2.
∣∣∣∣∫ +∞
x
f(u)pi(u)du ·
∫ x
−∞
pi(u)du
∣∣∣∣ ≤ C∣∣∣∣∫ x−∞ pi(u)du
∣∣∣∣ . |x|−(α−1)e−c|x|α.
Here and subsequently, C denotes denotes various positive constants. For x → +∞ we
have
1.
∣∣∣∣∫ x−∞ f(u)pi(u)du ·
∫ +∞
x
pi(u)du
∣∣∣∣ ≤ C∣∣∣∣∫ +∞
x
pi(u)du
∣∣∣∣ . |x|−(α−1)e−c|x|α,
2.
∣∣∣∣∫ +∞
x
f(u)pi(u)du ·
∫ x
−∞
pi(u)du
∣∣∣∣ ≤ ∣∣∣∣∫ +∞
x
f(u)pi(u)du
∣∣∣∣ . |x|l−(α−1)e−c|x|α.
Hence,
φ∗(x) . ec|x|
α · |x|l−(α−1)e−c|x|α . |x|l−(α−1), |x| → ∞.
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Thus r = l − (α− 1) and
m = max{k(α− 1) + r, (k − 1)(α− 1) + l} = (k − 1)(α− 1) + l.
This gives us our claim.
Lemma 6.8. Suppose that pi(x) ∝ e−c|x|α, α ∈ N, and f ∈ Cspoly(R) for s ≥ 1. Fix any
1 < p < ∞ and let Φ0 = {φ ∈ Cs+1poly (R) : ‖(φpi)′‖W s,p(R) ≤ ‖pi(f − E)‖W s,p(R)}. Then
φ∗ ∈ Φ0 and for some η > 0 (specified in the proof) it holds with probability at least 1− δ,
Varpi(ĝη,1) .
(
1
n
) 1
1+1/s
+
log(1
δ
)
n
.
Proof. We first show that φ∗ ∈ Φ0. Lemma 6.7 yields that φ∗ ∈ Cs+1poly(R). Using the
formula for φ∗ given by Lemma 3.7, we have (φ∗pi)′ = (pi(f − E)). Hence φ∗ ∈ Φ0 by the
definition of Φ0.
It remains to prove the bound on Varpi(ĝη,1) with high probability. By the definition
of G0, all functions g ∈ G0 are bounded. Since φ∗ ∈ Φ0, the constant function belongs to
G0. Hence by Theorem 2.3, for η ≃ γL1(pi)(G0, n) + log(
1
δ
)
n
with probability at least 1− δ it
holds
(37) Varpi(ĝη,1) . γL1(pi)(G0, n) +
log(1
δ
)
n
.
We are left with the task of bounding the fixed point γL1(pi)(G0, n). To deal with γL1(pi)(G, n),
we use Corollary 6.5. Let us define F = {(φpi)′, φ ∈ Φ0}. We see at once that for any
g1, g2 ∈ G0, ‖g1−g2‖L1(pi) = ‖(φ1pi)′−(φ2pi)′‖L1 for the corresponding functions φ1, φ2 ∈ Φ0.
Hence γL1(pi)(G0, n) = γL1(F, n) where γL1(F, n) denotes the fixed point with respect to
L1-distance. Further, it is easily seen that F ⊂ W s′, p′(R, 〈x〉β) for s′ ≤ s and any per-
missible p′, β. We let s′ = s and p′ = p (defined in the statement of the lemma). Note
also that F is a norm-bounded subset of W s
′, p′(R, 〈x〉β) by the definition of Φ0. Now
Corollary 6.5 yields for any β > 1 and γ ∈ (0, β − 1) that
γL1(F, n) .
{
n
− 1
1+1/s for γ > s− 1/p,
n
− 1
1+(γ+1/p)−1 for γ < s− 1/p.
Since we can take β arbitrary large and ensure γ > s−1/p, we conclude that γL1(pi)(G0, n) =
γL1(F, n) . n
− 1
1+1/s . Substituting this into (37) gives us the desired bound with η .
n−
1
1+1/s +
log( 1
δ
)
n
. The proof is complete.
Proposition 3.8 is now proved. The proof of Proposition 3.9 can be proved in the same
way. The following lemma is an analogue to Lemma 6.7; the detailed verification of this
fact is left to the reader.
Lemma 6.9. Suppose that pi(x) ∝ (1 + x2)−α, α ≥ 1, and f(x) ∈ Cspoly<m(R) for s ≥ 1.
Then φ∗ ∈ Cs+1poly<m+1(R).
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Lemma 6.10. Suppose that pi(x) ∝ (1 + x2)−α, α ≥ 1, and f ∈ Cspoly<m(R) for s ≥ 1.
Suppose also that 2α−m− 3 > 0. Fix any 1 < p <∞ and let Φ0 = {φ ∈ Cs+1poly<m+1(R) :
‖(φpi)′‖W s,p(R) ≤ ‖pi(f − E)‖W s,p(R)}. Then φ∗ ∈ Φ0 and for some η > 0 (specified in the
proof) it holds with probability at least 1− δ,
Varpi(ĝη,1) .

(
1
n
) 1
1+1/s
+
log(1
δ
)
n
for s < 2α−m+ 1/p− 3,(
1
n
) 1
1+(2α−m+1/p−3)−1
+
log(1
δ
)
n
for s > 2α−m+ 1/p− 3.
Proof. We first show that φ∗ ∈ Φ0. Lemma 6.7 yields that φ∗ ∈ Cs+1poly<m+1(R). Using the
formula for φ∗ given by Lemma 3.7, we have (φ∗pi)′ = (pi(f − E)). Hence φ∗ ∈ Φ0 by the
definition of Φ0.
It remains to prove the bound on Varpi(ĝη,1) with high probability. By the definition
of G0, all functions g ∈ G0 are bounded. Since φ∗ ∈ Φ0, the constant function belongs to
G0. Hence by Theorem 2.3, for η ≃ γL1(pi)(G0, n) + log(
1
δ
)
n
with probability at least 1− δ it
holds
Varpi(ĝη,1) . γL1(pi)(G0, n) +
log(1
δ
)
n
.
We are left with the task of bounding the fixed point γL1(pi)(G0, n). It can be done in the
same way to the proof of Lemma 6.8 with the only difference that F = {(φpi)′, φ ∈ Φ0}
is a subset of W s
′, p′(R, 〈x〉β) for s′ ≤ s, β < 2α−m− 2, and any permissible p′. We set
s′ = s and p′ = p. Now Corollary 6.5 yields for any γ ∈ (0, β − 1) that
γL1(F, n) .
{
n−
1
1+1/s for γ > s− 1/p,
n
− 1
1+(γ+1/p)−1 for γ < s− 1/p.
Since β < 2α−m− 2, we choose γ < 2α−m− 3 and obtain
γL1(F, n) .
{
n−
1
1+1/s for s < 2α−m+ 1/p− 3,
n
− 1
1+(2α−m+1/p−3)−1 for s > 2α−m+ 1/p− 3.
The details of the proof are left to the reader.
6.7 Proof of Theorem 3.10
To apply Theorem 2.3 to the class G0, we need to check that G0 consists of bounded
functions and includes a constant function. By definition, all function in G0 are bounded,
i.e. supg∈G ‖g‖∞ ≤ b for some b > 0. The second claim follows from Lemma 3.7. The
lemma states that solution to the PDE ζφ(x) = f(x)− E, see (17), is given by
φ∗(x) =
1
pi(x)
∫ x1
A1
. . .
∫ xd
Ad
pi(t1, . . . , td)
(
f(t1, . . . , td)− E
)
dt1 . . . dtd.
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Let us note that
∂d
∂x1 . . . ∂xd
(pi(x)φ∗(x)) = pi(x)(f(x)− E) ∈ F ∩ C(X).
Hence φ∗ ∈ Φ0. The corresponding function g∗(x) = f(x) − ζφ∗(x) = E is a constant.
Since φ∗ ∈ Φ0, we have g∗ ∈ G0. Hence the second assumption of Theorem 2.3 is fulfilled.
For η ≃ γL1(pi)(G0, n) + log(
1
δ
)
n
with probability at least 1− δ it holds
(38) Varpi(ĝη,1) . γL1(pi)(G0, n) +
log(1
δ
)
n
.
We are left with the task of bounding the fixed point γL1(pi)(G0, n). Let us define
F0 =
{
∂d
∂x1 . . . ∂xd
(φpi), φ ∈ Φ0
}
⊆ F.
Consider the L1(pi)-distance between two functions g1, g2 ∈ G0.
‖g1 − g2‖L1(pi) = ‖ζφ1 − ζφ2‖L1(pi) =
∥∥∥ ∂d
∂x1 . . . ∂xd
(φ1pi)− ∂
d
∂x1 . . . ∂xd
(φ2pi)
∥∥∥
L1
,
where φ1 and φ2 are the corresponding functions in Φ0. Thus the L
1(pi)-distance between
two functions in G0 is equal to L
1-distance between the corresponding functions in F0.
Hence, γL1(pi)(G0, n) = γL1(F0, n). By Corollary 6.5, it holds
γL1(F0, n) ≤ γL1(F, n) .
{
n
− 1
1+d/s for γ > s− d/p,
n
− 1
1+(γ/d+1/p)−1 for γ < s− d/p,
Substituting this into (38), yields
Varpi(ĝη) .
{
n−
1
1+d/s +
log( 1
δ
)
n
for γ > s− d/p,
n
− 1
1+(γ/d+1/p)−1 +
log( 1
δ
)
n
for γ < s− d/p.
The proof is complete.
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