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Abstract
Proteins in biological systems play a major role for metabolic processes, for example as catalysts in
chemical reactions or as transportation units in membranes. Their function is determined by their
three-dimensional structure in the native state, which itself is encoded in the amino acid sequence.
Understanding this connection is a very important scientific goal as it is the key for the prediction of
the protein’s biological activity. There are many different approaches to solve this problem. Methods
relying on the use of broad statistical database information perform the best, but are limited to already
known structure-sequence-patterns and do not explain the important basic mechanisms and complex
interactions in the folding process. To understand this, methods describing the interactions between
single amino acids are needed, but those are working well just for few protein classes and are not able
to predict the native state structure for all proteins. This drawback was the starting point for this
work, which aimed at developing a program for generating native state candidates without the use
of database information, taking as information just the amino acid sequence. A novel coarse-grained
and smooth force field was established to describe the internal interactions in a protein by combining
statistical potentials with optimized linear combinations of different basis functions. The preliminary
work for setting up the protein model and the definition of the potential functions included statistical
analysis of known database structures, development of side chain descriptors and the generation of new
decoy proteins. The force field parameters were fitted to the resulting experimental data whereas the
weighting factors of the potential functions were determined through a linear programming procedure
which made use of direct comparison of the decoys with native structures. The linear programming
problem was solved by an interior-point method.
The resulting potential was used in a ranking test against different other potentials from the literature
and showed here an average performance of 60 % correctly identified proteins. The force field was
also implemented in a newly written global optimization program utilizing a genetic algorithm for the
energy surface exploration and for the identification of possible native state geometries. The results
showed several problems which originated from the high dimensionality of the energy surfaces in
connection with the force field parameterization scheme, leading to a weak energy-structure-correlation
and to failed identifications of the native state.
To improve the parameterization of the force field systematically, the global optimization program
and the linear programming protocol were merged into an iterative cyclic procedure, but the results
did not show a distinct progress in the prediction ability of the potential.
In summary, the encountered difficulties of the developed program could be traced back to problems
constructing near-native structures with the genetic algorithm and to the limited number of decoy
structures in the parameter optimization process resulting in non-optimal force field parameters.
Especially these points should play a central role in future developments of the program.
Kurzzusammenfassung
Proteine spielen in biologischen Systemen fu¨r viele Stoffwechselvorga¨nge eine zentrale Rolle, beispiels-
weise als Katalysatoren in chemischen Reaktionen oder als Transporteinheiten durch Membranen.
Fu¨r ihre Funktion ist ihre dreidimensionale Struktur im nativen Zustand entscheidend, welche in der
Sequenz der Aminosa¨uren codiert ist. Die Kenntnis u¨ber diesen Zusammenhang ist der Schlu¨ssel zur
Vorhersage der biologischen Aktivita¨t eines Proteins, wodurch dieser Fragestellung eine große Bedeu-
tung zukommt. Zur Beantwortung existieren bereits viele verschiedene Ansa¨tze, wobei Methoden, die
auf dem breiten Einsatz statistischer Daten bekannter Proteine beruhen, heutzutage die gro¨ßten Er-
folge erzielen. Diese funktionieren jedoch lediglich bei bereits bekannten Sequenz-Geometrie-Mustern
und beantworten zudem nicht die sehr wichtigen Fragen nach den zugrundeliegenden Mechanismen
und komplexen Wechselwirkungen der Strukturbildung bzw. Faltung. Hierfu¨r werden Verfahren be-
no¨tigt, die die Wechselwirkungen zwischen den einzelnen Aminosa¨uren erfassen, wobei diese Algo-
rithmen heutzutage lediglich fu¨r einige ausgewa¨hlte Proteine in der Lage sind, den nativen Zustand
vorherzusagen. An dieser Stelle setzt auch diese Arbeit ein, ein Programm zu entwickeln, das auf
Basis der alleinigen Kenntnis der Sequenz ohne Abgleich mit Datenbankstrukturen Vorschla¨ge fu¨r
den nativen Zustand generiert. Hierzu wurde ein neuartiges vergro¨bertes, glattes Kraftfeld der in-
ternen Proteinwechselwirkungen unter Verwendung verschiedener etablierter Techniken erstellt, wobei
statistische Potentiale mit optimierten Linearkombinationen unterschiedlicher Basisfunktionen kombi-
niert wurden. Als Grundlage hierzu wurden zur Erstellung des Proteinmodells und fu¨r die Definition
des Potentials bekannte Datenbankstrukturen statistisch analysiert, Seitenkettenmodelle entwickelt
und neue falsche Proteinstrukturen generiert. Die Parameter des Kraftfeldes wurden an die erhalte-
nen experimentellen Daten angepasst und die Gewichtungskoeffizienten der Potentialfunktionen u¨ber
ein lineares Optimierungsproblem bestimmt, welches Informationen aus einem direkten Vergleich zwi-
schen falschen und nativen Strukturen verwendet. Die Lo¨sung dieses linearen Problems wurde mittels
eines Innere-Punkte-Algorithmus’ berechnet.
Das resultierende Potential wurde zum einen gegen verschiedene Literaturpotentiale u¨ber einen Er-
kennungstest verglichen, wobei eine Identifikationsleistung von ca. 60 % erreicht wurde, was im oberen
Mittelfeld anzuordnen ist. Zum anderen wurde es in einen neu implementierten globalen Geometrieop-
timierungsalgorithmus integriert, das einen genetischen Algorithmus verwendet, um die Energiehyper-
fla¨chen zu erkunden und Vorschla¨ge fu¨r die Geometrie des nativen Zustandes zu entwickeln. Hierbei
zeigten sich Probleme, die durch die hohe Dimensionalita¨t der Energiefla¨chen in Zusammenhang mit
der Kraftfeld-Parametrisierung bedingt waren, wodurch nur eine geringe Struktur-Energie-Korrelation
erreicht und die Bestimmung des nativen Zustandes mit dieser Methode verhindert wurde.
Um die Parametrisierung des Kraftfeldes systematisch zu verbessern, wurde die globale Geometrie-
optimierung mit dem linearen Problem zur Parameter-Optimierung zu einem iterativen zyklischen
Algorithmus zusammengefasst. Die Iterationen zeigten jedoch keinen eindeutigen Trend fu¨r die Ent-
wicklung der Vorhersageleistung des Potentials.
Insgesamt konnten die Schwierigkeiten des in dieser Arbeit entwickelten Programmes vor allem auf
Probleme in der Erzeugung nah-nativer Strukturen im genetischen Algorithmus und in der beschra¨nk-
ten Anzahl an falschen Proteinen in der Parameter-Optimierung zuru¨ckgefu¨hrt werden, wodurch keine
optimalen Kraftfeldparameter erhalten werden konnten, weshalb in zuku¨nftigen Entwicklungen diese
Punkte besonders im Mittelpunkt stehen sollten.
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1 Begriffe und Abku¨rzungen
U¨bersicht u¨ber Begriffe, Abku¨rzungen und Symbole
Backbone Proteinru¨ckgrat
bi Bindungsvektor zwischen zwei C
α-Atomen, bi = xi − xi−1
Cαi Das α-sta¨ndige Kohlenstoff der i-ten Aminosa¨ure
Cβi Das β-sta¨ndige Kohlenstoff der i-ten Aminosa¨ure
dna / dns Deoxyribonucleic acid (engl.) / Desoxyribonukleinsa¨ure (deutsch)
ga Genetischer Algorithmus
κ Der Bindungswinkel zwischen drei sequentiellen Cα-Atom
Lit. Literaturreferenzen in U¨bersichtsdarstellungen
N Anzahl der Aminosa¨uren in einem Protein
Random Coil Zufallsgeometrie der Peptidkette, statistisches Kna¨uel
SAS Solvent Accessible Surface - Lo¨sungsmittelzuga¨ngliche Oberfla¨che
qi Vektor vom C
α
i -Atom zu dessen zugeho¨rigen Seitenketten-Pseudoatom
ρi Ortsvektor des Seitenketten-Pseudoatoms. ρi = xi + qi
S Sequenzvektor des Proteins, mit den Elementen (Aminosa¨uren) si, so dass S =
(s1, s2, ..., sN )
si Element des Sequenzvektors S. Entspricht einer der zwanzig Aminosa¨uren: si ∈
{1, 2, ..., 20} (siehe Tab. 1.1).
σ Die Standardabweichung einer Verteilung
τ Der Torsionswinkel, der durch vier sequentielle Cα-Atome gegeben ist
X Gesamtgeometrie eines Proteins
xi Ortsvektor des i-ten C
α-Atoms bzw. von Cαi
zi Ortsvektor zum Mittelpunkt (Zentrum) der Strecke zwischen zwei sequentiellen
Cα-Atomen: zi =
1
2 (xi + xi+1).
〈v1,v2〉 Inneres Produkt zweier m-dimensionaler Vektoren v1 und v2.
〈v1,v2〉 =
∑m
i=1 v1,i · v2,i
v × v A¨ußeres Produkt (Kreuzprodukt) zweier Vektoren v1 und v2 des R
3.
v × v =


v1,2v2,3 − v1,3v2,2
v1,3v2,1 − v1,2v2,3
v1,1v2,2 − v1,1v2,1


Zur expliziten Kennzeichnung eines nativen Proteins im Gegensatz zu einem anderen wird in
dieser Arbeit ein Stern verwendet, wie z. B. S∗ (Sequenzvektor eines nativen Proteins) oder
x∗i (Position des i-ten C
α-Atoms in einem nativen Protein).
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1. Begriffe und Abku¨rzungen
Kanonische Aminosa¨uren
Nr. Name 3er-Code1 1er-Code2
1 Alanin Ala A
2 Cystein Cys C
3 Asparaginsa¨ure Asp D
4 Glutaminsa¨ure Glu E
5 Phenylalanin Phe F
6 Glycin Gly G
7 Histidin His H
8 Isoleucin Ile I
9 Lysin Lys K
10 Leucin Leu L
11 Methionin Met M
12 Asparagin Asn N
13 Prolin Pro P
14 Glutamin Gln Q
15 Arginin Arg R
16 Serin Ser S
17 Threonin Thr T
18 Valin Val V
19 Tryptophan Trp W
20 Tyrosin Tyr Y
Tabelle 1.1: Die natu¨rlichen Aminosa¨uren, sortiert in Reihenfolge der Ein-Buchstaben-Abku¨rzung.
1Drei-Buchstaben-Abku¨rzung, 2Ein-Buchstaben-Abku¨rzung
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2 Einleitung - Warum Proteine?
Lebende Organismen, in ihrer ga¨ngigen Definition, mu¨ssen einen besta¨ndigen Stoffwechsel
aufrechterhalten, um die Kontinuita¨t ihrer Funktionsweise zu gewa¨hrleisten (”Leben”). Die-
ser Stoffwechsel beinhaltet die Aufnahme, Umsetzung und Abgabe von chemischen Verbin-
dungen und Energie in unterschiedlichen Formen mit der Umgebung. Die Entwicklung der
hierzu no¨tigen Stoffkreisla¨ufe in den Organismen basiert auf Optimierungsprozessen, die an
menschlichen Maßsta¨ben gemessen u¨ber lange Zeitra¨ume hinweg abliefen, welche gemeinhin
als Evolution bezeichnet werden. Hierbei erfolgt eine besta¨ndige Selektion auf Grundlage der
Anpassungsfa¨higkeit des Individuums an seine Umgebung.
Die Grundlage fu¨r den biologischen Erfolg eines Individuums bildet ein funktionierender und
effizienter Metabolismus. Dieser ist auf der molekularen Ebene ein komplexes Zusammenspiel
einer großen Anzahl unterschiedlichster Substanzklassen. Da viele der an den Stoffwechsel-
vorga¨ngen beteiligten Verbindungen ha¨ufig speziellen Anforderungen bezu¨glich ihrer Funk-
tionalita¨t genu¨gen mu¨ssen und dies u¨ber einen komplexeren Aufbau realisiert wird, mu¨ssen
diese im Organismus selbst synthetisiert werden und ko¨nnen ha¨ufig nicht aus der Umgebung
aufgenommen werden. Die In-vivo-Synthesen erfordern einen nicht geringen Anteil der dem
Organismus zur Verfu¨gung stehenden Energie, wodurch im Hinblick auf die Evolution zu er-
warten ist, dass dieses Merkmal ebenfalls einer Optimierung unterlag. Betrachtet man die un-
terschiedlichen Verbindungsklassen der Naturstoffe wie beispielsweise Lipide, Kohlenhydrate,
Proteine oder Nucleotide sowie deren Bausteine bzw. Monomere, die ha¨ufig in biologischen
Systemen synthetisiert werden, und vergleicht die beno¨tigten biochemischen Energien zur
Durchfu¨hrung der an der Synthese beteiligten Prozesse, so zeigt sich, dass die Proteinbiosyn-
these ha¨ufig weit energieintensiver als die anderen Biosynthesen ist. Als Beispiel hierzu sei
das Bakterium E.Coli aufgefu¨hrt, welches ca. 90 % der gesamten zur Verfu¨gung stehenden
Biosyntheseenergie fu¨r die Proteinbiosynthese aufwendet [1]. Dies umfasst unter anderem so-
wohl den Transport der einzelnen Aminosa¨uren zum Syntheseort und dort die Bildung der
notwendigen chemischen Bindungen zur Erzeugung des vollsta¨ndigen Proteins wie auch die
Aufrechterhaltung vieler notwendiger Kontrollfunktionen, die die richtige Faltung und die
Funktionsfa¨higkeit der Proteine vom Synthese- bis zum Zielort u¨berpru¨fen, um Scha¨digun-
gen des Organismus durch mutierte Sequenzen oder falsche Proteinstrukturen zu verhindern.
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Hiermit in Verbindung steht wiederum eine Vielzahl an Funktionseinheiten im Organismus,
die fehlerhafte Proteine reparieren oder wieder in die Monomerbestandteile abbauen [2]. Die-
se strengen Kontrollmechanismen haben zur Folge, dass ca. 30 % aller neu synthetisierten
Proteine sofort wieder abgebaut werden, ohne dass diese den Syntheseapparat in der Zelle
u¨berhaupt verlassen [3]. Aber selbst die Proteine, die ihren Zielort erreichen, besitzen ins-
gesamt nur eine Halbwertszeit von ca. 2 bis 20 Minuten [4], wodurch im Durchschnitt pro
Stunde ein bis zwei Prozent der gesamten Proteinmenge wieder abgebaut wird [5]. Aus diesen
Gru¨nden mu¨ssen im Organismus Proteine besta¨ndig neu synthetisiert werden.
Diese beiden Gesichtspunkte, der große Energiebedarf der Proteinbiosynthese und die relativ
kurzen Lebensdauern der synthetisierten Proteine, erscheinen im Licht einer ”langen”Evoluti-
on und Optimierung der biochemischen Prozesse besonders widerspru¨chlich, wenn hierzu wei-
terhin beachtet wird, dass beispielsweise Enzyme zumeist nur ein einziges reaktives Zentrum
besitzen, welches im Verha¨ltnis zur Gesamtgro¨ße des Proteins bzw. im Vergleich zum Rest
des Proteins, der an der Reaktion nahezu unbeteiligt bleibt, meist sehr klein ist. Diese ver-
meintlichen Gegensa¨tze lo¨sen sich aber unter der Betrachtung der vielfa¨ltigen Anwendungen
und Reaktionen, die dem Organismus durch den Einsatz von speziell konstruierten Proteinen
ermo¨glicht werden. Dies reicht von strukturgebenden Proteinen, die zum makroskopischen
Aufbau eines Organismus beitragen ko¨nnen, u¨ber die Katalyse spezifischer Reaktionen zur
Erzeugung anderer Naturstoffe, die dem Organismus ohne Einbeziehung des Proteinkatalysa-
tors nur schwer zuga¨nglich wa¨ren, bis hin zu Schutzfunktionen im Organismus, die scha¨digen-
de Fremdstoffe neutralisieren und defekte Bereiche des Organismus’ reparieren. Hierzu wird
in Tabelle 2.1 ein allgemeiner beispielhafter U¨berblick daru¨ber gegeben, in welchen Bereichen
im Organismus Proteine verwendet werden [1]. Aus dieser kurzen Tabelle ist bereits ersicht-
lich, dass Proteine an sehr unterschiedlichen Prozessen teilnehmen und in vielen wichtigen
Bereichen vorkommen.
Insbesondere die Effektivita¨t der Proteine als biologische Katalysatoren im Detail zu verste-
hen, ist von großem Interesse, da deren Wirkungsgrad meist weit u¨ber industriell verwendeten
Katalysatoren liegt. Als Beispiel hierfu¨r sei die Umwandlung des chemisch inerten Stickstoffs
(N2) in leichter umsetzbare Verbindungen genannt. Dieser Prozess ist fu¨r die heutige Indu-
strie von eminenter Bedeutung, da dieser die Rohstoffe fu¨r die Herstellung sehr vieler weiterer
Produkte zur Verfu¨gung stellt. Das heutige Standardverfahren hierzu ist der Haber-Bosch-
Prozess, welcher aufgrund der stabilen Stickstoffbindung zur Umsetzung des N2 ca. 450
◦C
und 200 bis 300 bar beno¨tigt [6]. In biologischen Systemen dagegen, in denen der analoge
Prozess als Stickstoff-Fixierung bezeichnet wird, wird durch die Einbeziehung von Proteinen
in die Reaktionskette unteranderem eine starke Absenkung der Aktivierungsenergie der N2-
Spaltungsreaktion erreicht, wodurch diese Reaktion in den Organismen bei Raumtemperatur
und Normaldruck ablaufen kann.
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Art der Proteins Beispiel Anwendung und Funktion
Strukturproteine Zusammenhalt von Zellgruppen, Bildung von Fasern und
Gewebe wie Haut, Na¨gel, Klauen, Exoskelette
Enzyme Katalyse chemischer Reaktionen, z. B. Dehydrierung, Phos-
phorylierung, Elektronentransfer
Transportproteine Bindung und Transport verschiedener Stoffe, z. B.: Ionen
durch Membranen, Sauerstoff, Fettsa¨uren
Speicherproteine Zur Bereithaltung verschiedener Stoffe bei Bedarf, z. B.:
Aminosa¨uren, Metallionen
Hormone Regulierung des Stoffwechsels und des Wachstums
Schutzproteine Abwehr beim Eindringen fremder Stoffe (Antiko¨rper) und
Reparatur verletzten Gewebes, z. B. bei der Blutgerinnung
Toxine Angriff auf andere Organismen
Tabelle 2.1: Beispiele fu¨r Funktionen von Proteinen in Organismen [1].
Zum Versta¨ndnis dieser wie auch der anderen Reaktionen der Proteine und deren Vielzahl
an biologischen Anwendungen ist es notwendig, den molekularen Aufbau der Proteine aufzu-
kla¨ren, da deren Funktionsprinzipien u¨ber die dreidimensionale Anordnung der Aminosa¨uren
bestimmt ist. Die durch diese spezifische Anordnung erzeugte Geometrie ist auf die auszufu¨h-
rende Reaktion und die Eigenschaften der Umgebung abgestimmt, in der das Protein aktiv
ist. A¨ndern sich die Eigenschaften dieser Umgebung, verliert das Protein zumeist seine Struk-
tur und damit auch seine aktiven Eigenschaften. Transmembran-Proteine beispielsweise, die
in den Stofftransport durch die Zellwand involviert sind, sind in einer polaren Umgebung
anders gefaltet als in der apolaren Lipid-Membran, wodurch sie ihre Funktion verlieren. Die-
se Struktura¨nderung bzw. Entfaltung ist fu¨r viele Proteine ein reversibler Prozess, so dass
bei einer Wiederherstellung der natu¨rlichen Umgebungsparameter auch das Protein wieder
in seinen aktiven Zustand zuru¨ckkehrt. Diese aktive Struktur der Proteine wird als nativer
Zustand bezeichnet und ist ha¨ufig der Schlu¨ssel zum Versta¨ndnis der Funktionsweise eines
Proteins. Er besitzt meist eine gut definierte Geometrie bzw. besteht aus einem Ensemble
dicht beieinander liegender Geometrien. Durch die Kenntnis der dreidimensionalen Struktur
des nativen Zustandes lassen sich ha¨ufig die Reaktionsmechanismen der Proteine erkla¨ren
und verstehen und ermo¨glichen Ansa¨tze, diese ggf. zu beeinflussen oder auf andere Systeme
zu u¨bertragen.
Die dreidimensionale Struktur natu¨rlich vorkommender Proteine ist wiederum fu¨r eine Ami-
nosa¨uresequenz spezifisch, so dass im Idealfall aus der reinen Kenntnis der Abfolge der Ami-
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nosa¨uren auf die Funktion des Proteins geschlossen werden kann. Diesen Zusammenhang
zwischen der eindimensionalen Sequenz und der dreidimensionalen ra¨umlichen Anordnung
der Aminosa¨uren aufzukla¨ren und herzustellen, ist ein breites Feld aktiver Forschung mit den
unterschiedlichsten Methoden und Motivationen. Es ist eine Grundlagenfrage, die fu¨r viele
wichtige Bereiche besondere Relevanz besitzt, angefangen bei der biomedizinischen Forschung,
die Funktionsweise von Stoffwechselkreisla¨ufen zu verstehen, bis hin zu einer industriellen An-
wendung, beispielsweise zur Entwicklung neuer Medikamente mit gezielten Effekten.
Heutzutage sind fu¨r sehr viele Proteine die dreidimensionale Struktur wie auch die zuge-
ho¨rige Sequenz durch verschiedene experimentelle Methoden detailliert bekannt und u¨ber
Datenbanken allgemein zuga¨nglich. Ebenso existieren viele verschiedene Ansa¨tze, um aus der
Sequenz eines Proteins auf dessen native Struktur zu schließen. Doch trotz dieser breiten
Informationsbasis und den großen geleisteten Anstrengungen ist bis heute das Proteinfal-
tungsproblem noch nicht vollsta¨ndig gelo¨st, da noch keine allgemeingu¨ltige Methode exi-
stiert, in vernu¨nftiger Zeit rein aus der Kenntnis der Sequenz ohne intensiven Einsatz von
Datenbank-Information und Vergleiche mit anderen Sequenzen auf die Geometrie zu schlie-
ßen. Fu¨r bestimmte Proteine und Proteinklassen existieren zwar Methoden, die in der Lage
sind, bis zu einer gewissen Genauigkeit eine native Struktur zu bestimmen, dennoch fehlt
immer noch eine universelle Lo¨sung.
Diesem Problem widmet sich auch diese Arbeit, welche das Ziel verfolgt, einen allgemeinen
Algorithmus zu entwickeln, einer Aminosa¨uresequenz den nativen Zustand zuzuordnen. Die
Nahziele sind hierbei zuna¨chst, bekannte Strukturen zu reproduzieren und die native Struktur
in einer Menge andersartig gefalteter Proteine erkennen zu ko¨nnen. Ein Fernziel dieser Arbeit
wa¨re beispielsweise, diesen Algorithmus, wenn die Erkennung bekannter Proteine erfolgreich
war, auf Sequenzen mit bisher unbekannter Struktur zu erweitern, welche experimentell nicht
oder nur schwer zuga¨nglich sind, oder um zum Beispiel die Struktur mutierter oder ku¨nstlich
generierter Sequenzen vorhersagen zu ko¨nnen.
Der zentrale Aspekt des in dieser Arbeit verfolgten Ansatzes zu diesem Problem war die
Entwicklung eines neuartigen, reduziert-dimensionalen Proteinkraftfeldes durch eine bisher
noch nicht verwendete Verknu¨pfung von statistischen Potentialen mit optimierten Linear-
kombinationen von Potentialfunktionen u¨ber Basisfunktionen. Hierzu wurde ein vereinfachtes
Proteinmodell konstruiert, auf dessen Basis bekannte Datenbank-Proteine analysiert wurden,
um die daraus erhaltenen Informationen fu¨r die Entwicklung verschiedener Seitenkettenmo-
delle und fu¨r die Definitionen der Potentialfunktionen zu verwenden. Zusa¨tzlich wurden neue
falsche Proteinstrukturen generiert, um durch diese Informationen u¨ber die Unterschiede zwi-
schen der nativen Geometrie im Vergleich zu den nicht-nativen zu erhalten, indem sich die
Aminosa¨uren in den falschen Strukturen anders anordnen als in der nativen Struktur. Mit
Hilfe dieser Informationen wurden Potentialfunktionen konstruiert und erzeugt, die den nati-
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ven Zustand gegenu¨ber nicht-nativen Strukturen stabilisieren. Hierzu wurden die Parameter
der Basisfunktionen an die Datenbank-Informationen angepasst, wa¨hrend die Gewichtungs-
koeffizienten der Potentialfunktionen u¨ber ein lineares Optimierungsproblem mit dem Ziel
bestimmt wurden, der nativen Struktur den kleinsten Wert der Energiefunktion fu¨r alle Geo-
metrien zu einer Sequenz zuzuordnen. Um Proteinstrukturen zu einer bestimmten Sequenz
vorhersagen zu ko¨nnen, wurde auf der Basis des parametrisierten Kraftfeldes ein globaler
Geometrie-Optimierungsalgorithmus implementiert, der einen genetischen Algorithmus ver-
wendet, um den nativen Zustand im Konformationsraum zu identifizieren, welcher wie gefor-
dert im Idealfall dem globalen Minimum der Energiefla¨che entsprechen sollte. Ebenso wurde
das erhaltene Potential durch einen Erkennungstest, in welchem der native Zustand in einer
vorgegebenen Menge an festen Geometrien erkannt werden muss, mit verschiedenen anderen
Literaturpotentialen verglichen, die auf a¨hnlichen Proteinmodellen beruhten.
Die hierzu durchgefu¨hrten Arbeiten werden in den folgenden Kapiteln na¨her beschrieben.
Zuna¨chst werden im dritten Kapitel die allgemeinen Grundlagen des Aufbaus der Proteine
sowie die wichtigsten Aspekte der dreidimensionalen Struktur der Proteine und des nati-
ven Zustandes beschrieben. Darauf folgend werden im vierten Kapitel die durchgefu¨hrten
Arbeiten, angewendeten Methoden und die Ergebnisse dieser Arbeit pra¨sentiert, wobei auf
die Punkte zur Auswahl der nativen Proteine, die statistische Auswertung der Datenbank-
Strukturen, der Generierung der falschen Strukturen, die Entwicklung der Seitenkettenmo-
delle, der Kraftfeldansatz, die Parameteroptimierung und die Anwendung im Erkennungstest
und in der globalen Geometrie-Optimierung eingegangen wird. Das fu¨nfte Kapitel fasst die
erhaltenen Ergebnisse zusammen und bietet eine Diskussion dieser sowie einen Ausblick auf
zuku¨nftige Arbeiten. Der Anhang im sechsten Kapitel entha¨lt einige detaillierte Daten zu
verwendeten Methoden, die nicht im vierten Kapitel aufgefu¨hrt wurden.
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3 Theoretischer Hintergrund
3.1 Der Aufbau von Proteinen
Einleitend fu¨r diese Arbeit wird mit dem generellen Aufbau eines Proteins begonnen, um zu
erla¨utern, wie die Aminosa¨uren auf Basis ihrer atomaren Struktur zu der dreidimensiona-
len Gesamtstruktur eine Proteins beitragen. Die Beschreibung der Proteinstrukturen erfolgt
grundsa¨tzlich auf vier verschiedenen hierarchisch konzipierten Ebenen, deren Anfang die Pri-
ma¨rstruktur darstellt, welche die Zusammensetzung des Proteins angibt, u¨ber die Sekunda¨r-
und Tertia¨rstruktur, die die dreidimensionale Geometrie des Proteins an sich beschreiben,
bis hin zu Quarta¨rstruktur, die Protein-Protein- oder andere Moleku¨l-Protein-Komplexe cha-
rakterisieren kann. Zusa¨tzlich zu diesen vier Ebenen werden ha¨ufig zwei weitere Ebenen ver-
wendet, deren deskriptive Inhalte zwischen denen der Sekunda¨r- und der Tertia¨rstruktur
einzuordnen sind. Es handelt sich hierbei um die U¨ber- bzw. Supersekunda¨rstruktur (super
secondary structure) und die Doma¨nen (domains) [7].
3.1.1 Prima¨rstruktur
Proteine geho¨ren zu den Biopolymeren, deren Monomerbausteine die Aminosa¨uren sind. Im
Gegensatz zu ku¨nstlich hergestellten Proteinen, die prinzipiell aus jeder chemischen Modi-
fikation einer Aminosa¨ure aufgebaut sein ko¨nnen, werden die in der Natur vorkommenden
Proteine nur aus einem Satz von zwanzig verschiedenen Standardaminosa¨uren, den sog. na-
tu¨rlichen oder kanonischen Aminosa¨uren (siehe Tab. 1.1), gebildet.1
Bei den natu¨rlichen Aminosa¨uren handelt es sich ausschließlich um Carbonsa¨uren mit einer
zur Carboxylfunktion α-sta¨ndigen Aminogruppe. Mit Ausnahme von Glycin besitzen die-
se am α-Kohlenstoffatom (Cα) ein Chiralita¨tszentrum. Alle natu¨rlichen Aminosa¨uren sind
l-Aminosa¨uren.
1Es sind weitere natu¨rliche, aber selten vorkommende Aminosa¨uren bekannt, wie beispielsweise Seleno-
cystein, Pyrrolysin oder Hydroxyprolin. Diese entstehen durch chemische Modifikation der 20 kanonischen
Aminosa¨uren. Da diese in der Gesamtheit der Proteine eine untergeordnete Rolle spielen, werden sie in dieser
Arbeit nicht na¨her behandelt.
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Charakteristisch fu¨r jede Aminosa¨ure sind die
Abbildung 3.1: Struktur der Aminosa¨uren.
a) Allgemeine Aminosa¨ure mit Seitenkette R.
b) Prolin.
Seitenketten R, welche gro¨ßtenteils die physiko-
chemischen Eigenschaften der Aminosa¨ure be-
stimmen. Diese sind lineare oder verzweigte
aliphatische Kohlenwasserstoff-Ketten, die auch
aromatische Ringe oder funktionelle Gruppen
wie Amin-, Amid-, Carboxyl- oder Sulfidgrup-
pen enthalten ko¨nnen. Prolin ist strukturell ei-
ne Ausnahme, da dies die einzige Aminosa¨ure
ist, bei der die Seitenkette zusa¨tzlich kovalent
mit der Aminogruppe verknu¨pft ist, wodurch sich ein Fu¨nfring ergibt (siehe b) in Abb. 3.1),
welcher besondere Auswirkungen auf die Proteinstruktur hat (s. u.).
Im Protein sind die Aminosa¨uren kovalent u¨ber eine Amidbindung miteinander verknu¨pft,
die nur unter Einfluss starker Sa¨uren, hoher Temperatur oder durch enzymatische Reaktion
hydrolisiert. Die Verknu¨pfung mehrerer Aminosa¨uren wird als Peptid bezeichnet. Allgemein
la¨sst sich der Aufbau eines Proteins angeben als
H-(NH-CHRi-CO)n-OH (3.1)
wobei Ri die Seitenkette der i-ten Aminosa¨ure ist. Aufgrund dieser Art der Verknu¨pfung
besitzt ein Protein somit ein Ende mit einer freien Aminofunktion, welches als N-Terminus
bezeichnet wird, und ein Ende mit einer freien Carboxylfunktion, welches als C-Terminus
bezeichnet wird. Unter physiologischen Bedingungen2 liegt der N-Terminus normalerweise
protoniert als NH+3 -Gruppe und der C-Terminus als deprotonierte Carboxylatgruppe COO
−
vor.
Die Reihenfolge der Aminosa¨uren wird als Prima¨rstruktur bezeichnet, und sie bestimmt die
strukturellen und biologischen Eigenschaften eines Proteins [8]. Weil die Biosynthese der Pro-
teine beim N-Terminus beginnt [9], werden die Aminosa¨uren im Protein zur Identifizierung
entsprechend beginnend beim N-Terminus durchnummeriert.
Diejenigen Atome, die nicht zur Seitenkette zugeho¨rig sind, werden auch als Proteinru¨ckgrat
bezeichnet. Dies sind die Amidgruppe, das Cα-Atom und die Carbonylgruppe.
Neben der Verknu¨pfung der Aminosa¨uren durch die Amidbindung ko¨nnen in Proteinen intra-
molekular auch Quervernetzungen auftreten, indem zwischen zwei Cystein-Seitenketten durch
eine Reduktionsreaktion eine kovalente Bindung gebildet wird, was zu einer Disulfidbru¨cke
fu¨hrt. Diese Bru¨cken geben der Struktur einerseits eine große Festigkeit, wa¨hrend sie an-
dererseits auch sehr stark die geometrische Anordnung der Proteinteile bestimmen, da die
2Als ”physiologische Bedingungen”sollen in dieser Arbeit die Werte der Parameter wie Temperatur, Druck,
Ionensta¨rke etc. des Systems Protein und Umgebung verstanden werden, unter denen das Protein in seiner
nativen Form vorliegt. Diese Werte ko¨nnen von Protein zu Protein unterschiedlich sein.
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a) b) c)
Abbildung 3.2: Die Reste 40 bis 96 des Proteins mit der pdb-Kennung 1wjw [10] in verschiedenen
Darstellungen: a) Mit allen Atomen, b) nur Cα-Atome und c) in der Cartoon-Form.
Disulfidbru¨cken nicht zufa¨llig, sondern nur zwischen bestimmten Sequenzpositionen gebildet
werden. Allgemein la¨sst sich dies darstellen durch:
-H2C
β-SH + HS-CβH2- → -H2C
β-S-S-CβH2- (3.2)
Die Ausbildung von Disulfidbru¨cken findet wa¨hrend der Proteinsynthese oder Faltung nicht
spontan statt, sondern wird u¨ber Hilfsmoleku¨le durchgefu¨hrt.
Da die dreidimensionale Struktur in einer Darstellung mit allen Atomen kompliziert ist, wer-
den ha¨ufig, sofern bestimmte Details der Geometrie nicht von entscheidender Bedeutung
sind, Proteine zur besseren visuellen Anschauung stark vereinfacht. Dies kann von der Aus-
lassung lediglich der Wasserstoffatome bis hin zu einer Darstellung einer Aminosa¨ure durch
eine einzigen Punkt geschehen, wobei in der Regel das Cα-Atom gewa¨hlt wird. Beispiele fu¨r
verschiedene Protein-Repra¨sentationen sind in Abb. 3.2 gezeigt.
Da die Struktur einer einzelnen Aminosa¨ure und die Peptidbindung weitreichende Folgen fu¨r
die gesamte dreidimensionale Geometrie eines Proteins hat, werden im folgenden hierfu¨r die
wichtigsten Aspekte aufgefu¨hrt.
Die Peptidbindung besitzt zwei Resonanzstrukturen, was sich bereits in der grundlegenden
Strukturaufkla¨rung der Peptide durch Pauling et al. 1951 zeigte [11], da die La¨nge der Bin-
dung in der Peptideinheit nicht mit der einer Einfachbindung u¨bereinstimmt, sondern ku¨rzer
ist. Die Peptidbindung hat ca. 40 % Doppelbindungscharakter und eine Resonanzenergie
von ca. 20 kcal/mol [12–14]. Dies fu¨hrt dazu, dass diese Gruppe von Atomen planar und
die Rotation um diese Bindung stark eingeschra¨nkt ist. Hieraus resultiert ein permanenter
Dipol mit positiver Partialladung an der Amidgruppe und negativer Partialladung an der
Carbonylgruppe. Zudem zeigt die Amidgruppe im gesamten pH-Bereich von 0 bis 14 nur eine
sehr eingeschra¨nkte Tendenz zur De-/Protonierung. Die Dipol-Dipol-Wechselwirkungen die-
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ser Gruppe sind ein entscheidender Faktor in der dreidimensionalen Proteinstruktur, da sie
zur Bildung von Wasserstoffbru¨cken zwischen Peptideinheiten fu¨hren. In gefalteten Proteinen
bilden nur rund 2 % der Carbonyl- und 6 % der Amidgruppen keine Wasserstoffbru¨cken aus
[15].
Da die meisten Proteine bei Raumtempera-
Abbildung 3.4: Torsionswinkel im Ru¨ckgrat.
Markiert sind die zentralen Bindungen des je-
weiligen Torsionswinkels.
tur in ihrer aktiven Form vorliegen, sind die
kovalenten Bindungen, sowohl im Ru¨ckgrat
als auch in den Seitenketten, aufgrund der
zur Verfu¨gung stehenden thermischen Ener-
gie sehr nahe ihrer Gleichgewichtslage, eben-
so wie die Bindungswinkel, wobei diese von
der Gleichgewichtslage um ca. zwei bis drei
Grad abweichen ko¨nnen [16]. Einzige wesent-
liche Ausnahme ist hier der N-Cα-C-Winkel,
der unter sterischen Zwa¨ngen eine gro¨ßere Fle-
xibilita¨t als die anderen Winkel zeigt [17]. Die
gro¨ßten Freiheiten bieten daher die Torsionswinkel, deren energetische Rotationsbarrieren,
mit Ausnahme des Torsionswinkel der Peptideinheit, vergleichsweise klein sind. Das Ru¨ck-
grat besitzt pro Peptideinheit drei Torsionswinkel, die mit φ, ψ und ω bezeichnet werden
(siehe Abb. 3.4 fu¨r deren Zuordnung). Hinzu kommen die Torsionswinkel der Seitenketten,
die mit χk mit k = 1,2,... bezeichnet werden
3.
Aufgrund des Doppelbindungscharakters der Peptidbindung ist die Energiebarriere fu¨r eine
Rotation um den Torsionswinkel ω hoch. Sie betra¨gt ungefa¨hr 20 kcal/mol, wodurch die-
ser Torsionswinkel nahezu nur in den zwei Konformationen cis (ω = 0◦) und trans (ω =
180◦) vorkommt, wobei aus sterischen Gru¨nden die trans-Konfiguration in der u¨berwiegen-
den Mehrheit der Fa¨lle auftritt, was dadurch verursacht wird, dass sich bei zwei sequentiellen
Aminosa¨uren in der cis-Konformation die Seitenketten sehr nahe kommen. Prolin ist auf-
grund der besonderen Ring-Gestalt der Seitenkette eine Ausnahme. Bei dieser Aminosa¨ure
betra¨gt die Rotationsbarriere um den Winkel ω nur 13 kcal/mol und der Energieunterschied
zwischen der cis- und trans-Konformation nur 2 kcal/mol. Aus diesem Grund treten cis-
Bindungen ha¨ufig in Verbindung mit Prolinresten auf [19].
Die gro¨ßten Freiheiten zur Realisierung verschiedener Geometrien bieten somit die Torsions-
winkel φ und ψ, obwohl eine Analyse von Ro¨ntgenstrukturen zeigt, dass der Torsionswinkel ω
trotz der hohen Energiebarriere von ca. 20 kcal/mol von den oben genannten Idealwerten um
bis zu ±20◦ abweichen kann. Dennoch sind in erster Na¨herung meist φ und ψ zur Definitio-
3Sowohl die Benennung der Torsionswinkel als auch die Zuordnung der Atome zu diesen ist durch die
IUPAC in einer Richtlinie festgelegt [18].
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a) b) c)
Abbildung 3.5: Zuga¨ngliche Bereiche fu¨r unterschiedliche Aminosa¨uren aus [19]. Dargestellt sind
in a) die Bereiche im Harte-Kugel-Modell fu¨r eine allgemeine Aminosa¨ure, außer Glycin und Prolin,
in b) der Bereich fu¨r Glycin und in c) eine Auftragung der potentiellen Energie fu¨r ein Alanin-
Dipeptid ohne das Harte-Kugel-Modell. Die gestrichelte Linie entspricht in diesem 0 kcal/mol, jede
weitere Linie einem Energieunterschied von -1 kcal/mol. Wesentlicher Unterschied zum Harte-
Kugel-Modell ist bspw. der erlaubte Bru¨ckenbereich bei (φ,ψ) = (−90◦, 0◦) und der etwas ausge-
dehntere Bereich bei (φ,ψ) = (60◦, 120◦).
nen und Beschreibung bestimmter Ru¨ckgratstrukturen ausreichend, so dass in den folgenden
Abschnitten die erlaubten Werte fu¨r diese Torsionswinkel allein und die daraus resultierenden
Folgen fu¨r die anderen hierarchischen Strukturebenen dargelegt werden.
3.1.2 Sekunda¨rstruktur
Die Sekunda¨rstruktur eines Proteins beschreibt die Geometrie bzw. Konformation des Pro-
teinru¨ckgrates. Diese kann in guter Na¨herung durch die Abfolge der Torsionswinkel φ und ψ
wiedergegeben werden, da die anderen Freiheitsgrade wie oben beschrieben nahe ihrer Gleich-
gewichtswerte sind und deren energetisch ho¨here Zusta¨nde kaum populiert sind.
Die Ausrichtungen der Seitenketten fließen in die Angabe der Sekunda¨rstruktur gewo¨hnlich
nicht mit ein.
Wa¨hrend der Torsionswinkel ω durch den partiellen Doppelbindungscharakter der Peptidbin-
dung keine freie Drehung ausfu¨hren kann, rotieren φ und ψ um einfache kovalente Bindungen
ohne diese Einschra¨nkung. Dennoch sind auch bei diesen nicht alle Drehwinkel bzw. alle
Paarungen (φ,ψ) fu¨r diese Torsionswinkel gleichermaßen zuga¨nglich. Analysen experimentell
bestimmter Strukturen zeigen, dass 90 % der in Proteinen auftretenden (φ,ψ)-Torsionswinkel-
paare nur ca. 14 % des insgesamt mo¨glichen φ-ψ-Bereiches abdecken [20].
Diese Einschra¨nkung der Torsionswinkel kann bereits gut im Rahmen eines vereinfachten
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Harte-Kugel-Modells erkla¨rt werden [21, 22], in welchem sich aufgrund der festen Atomradien
fu¨r bestimmte (φ,ψ)-Paare erlaubte, scharf begrenzte Bereiche ergeben, in denen es zu kei-
ner Kollision der Atome kommt (Fu¨r eine Analyse, welche Atomkollisionen die zuga¨nglichen
Bereiche einschra¨nken siehe [23]). Es zeigte sich, dass die erlaubten Bereiche vor allem von
der Gro¨ße und Form der Seitenketten abha¨ngen, aber dennoch fu¨r alle Aminosa¨uren, bis auf
zwei Ausnahmen, sehr a¨hnlich sind. In Abb. 3.5 a) sind diese zuga¨nglichen Bereiche darge-
stellt. Von diesem weicht im wesentlichen zum einen nur Glycin ab, da aufgrund der nur aus
einem Wasserstoffatom bestehenden Seitenkette die sterischen Anspru¨che sehr viel geringer
sind, was zur Folge hat, dass der zuga¨ngliche Bereich gro¨ßer wird. Dies ist in Abb. 3.5 b)
dargestellt. Zum Anderen ist dagegen bei Prolin aufgrund der Ringbildung der Seitenkette
mit dem Ru¨ckgrat der φ-Torsionswinkel auf Werte des Bereiches bei ungefa¨hr φ = -60◦±20◦
begrenzt4.
Das vereinfachte Harte-Kugel-Modell wurde auch durch detailliertere Berechnungen der po-
tentiellen Energie besta¨tigt [24–26]. Geringe Unterschiede zeigten sich dabei in der Ausdeh-
nung der erlaubten Gebiete, die im Modell ohne harte Kugeln gro¨ßer sind. In Abb. 3.5 c) ist
eine solche berechnete Potentialenergiekarte fu¨r ein Alanin-Dipeptid dargestellt.
Auf der Ebene der Sekunda¨rstruktur sind Proteine durch einen Wechsel von (geometrisch)
linearen Einheiten und Biegungen charakterisiert, wobei linear hier auf die Sekunda¨rstruktur
als ganzes bezogen ist, wa¨hrend die atomaren Bindungen in diesen ihre natu¨rlichen Winkel
einnehmen. Die linearen, regelma¨ßigen Struktureinheiten entstehen durch eine sequentielle
Wiederholung von bestimmten (φ,ψ)-Paarungen, die vornehmlich in Bereichen mit niedriger
potentieller Energie liegen. Es existieren in bekannten nativen Strukturen zwar auch ab-
schnittsweise Geometrien, in denen Paarungen aus Bereichen mit hoher potentieller Energie
vorkommen, diese treten aber nur selten unter bestimmten Bedingungen auf [27].
Die wichtigsten Strukturklassen, die durch Wiederholung von Paaren entstehen, sind die
α-Helices und die β-Faltbla¨tter. Die dritte wichtige Klasse, die dazu im Gegensatz aus einer
eher unregelma¨ßigen Reihenfolge an Torsionswinkel-Paaren besteht, sind die sog. Schlaufen
und Windungen (loops and turns), die keine lineare Geometrie besitzen, sondern fu¨r Rich-
tungswechsel im Ru¨ckgrat sorgen und als Bindeglieder zwischen linearen Struktureinheiten
dienen. Bezogen auf die Gesamtheit der bekannten Proteine lassen sich 89 % aller Aminosa¨u-
ren im gefalteten Zustand einer dieser drei Klassen zuordnen, wobei wiederum bezogen auf
die Gesamtheit der Proteine auf alle drei Klassen ungefa¨hr die gleichen Anteile entfallen [28].
Die Zuordnung einer Aminosa¨ure zu einer bestimmten Strukturklasse erfolgt meist auf Grund-
lage bestimmter geometrischer Kriterien, wobei hier die Schwierigkeit besteht, fu¨r diese Kri-
terien entsprechende Grenzwerte festzulegen, nach denen dann die Zuordnung durchgefu¨hrt
wird, da es fu¨r jede Struktur gewisse U¨bergangsbereiche gibt. Dies betrifft vor allem die
4Die unterschiedlichen Werte fu¨r φ bei Prolin entsprechen einem bestimmten ring-puckering.
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Reste an den Randbereichen einer Sekunda¨rstruktureinheit, deren Geometrie unregelma¨ßi-
ger ist, wodurch die Zuordnung nicht immer eindeutig ist. In der Literatur existieren viele
unterschiedliche Methoden, Sekunda¨rstrukturen zu bestimmen und zu klassifizieren. Zur ein-
heitlichen Zuordnung wurde in dieser Arbeit der verbreitete Ansatz von W. Kabsch und
C. Sander verwendet [29], welcher im entsprechenden frei verfu¨gbaren Programm dssp zur
automatischen Erkennung von Sekunda¨rstrukturen [30] enthalten ist.
Im folgenden werden die wichtigsten Sekunda¨rstrukturen detaillierter dargestellt.
Helices
Helices geho¨ren zu den mit am ha¨ufigsten vorkommenden Strukturen, so dass in der Natur
viele Proteine existieren, die nur oder nahezu vollsta¨ndig aus Helices aufgebaut sind (siehe
z. B. 1et1 [31] oder Ha¨moglobin, pdb-Kennung 1o1i). Obwohl theoretisch verschiedene For-
men der Helix mo¨glich sind, werden die Strukturen mit großem Abstand durch die α-Helix
dominiert. Andere Helixtypen sind zwar ebenfalls experimentell nachgewiesen, treten aber
nur in seltenen Fa¨llen auf.
Die Helices in den natu¨rlich vorkommenden Proteinen sind stets rechtsga¨ngige Helices, was
darin begru¨ndet ist, dass natu¨rliche Proteine nur l-Aminosa¨uren enthalten, wodurch die
rechtsga¨ngige Helix fu¨r diese Aminosa¨uren eine sterisch gu¨nstigere Anordnung als die links-
ga¨ngige Helix ist, in welcher es zu einem engen Kontakt zwischen dem Carbonylsauerstoffatom
des Ru¨ckgrats und dem Cβ-Atom der Seitenkette kommt.
Die Bildung eine Helix wird durch verschiedene Faktoren begu¨nstigt und stabilisiert: Die
Torsionswinkel des Ru¨ckgrates liegen in Bereichen mit niedriger potentieller Energie bzw.
fu¨r die selteneren Helices am Rande von diesen. Die Durchschnittswerte der Torsionswinkel
fu¨r die ha¨ufigsten Helices sind in Tab. 3.1 aufgelistet (siehe dazu auch Abb. 3.5). Die Sei-
tenketten haben eine sterisch gu¨nstige Anordnung, da sie zur Helixachse radial nach außen
gerichtet sind. Die Seitenketten sequentieller Aminosa¨uren nehmen so einen Winkel von ca.
100◦ zueinander ein. Der permanente Dipol der Peptidbindung ermo¨glicht die Ausbildung von
Wasserstoffbru¨cken, welche in einer Helix gewo¨hnlich zu sequenznahen Aminosa¨uren ausge-
bildet werden und so wesentlich zur Stabilisierung der Helix beitragen. Es gibt aber auch
Helices, in die Wasserstoffbru¨cken intermolekular zu anderen Proteinen ausgebildet werden
(s. u. Kollagenhelix). Aus dem Wasserstoffbru¨ckenbindungsmuster, das sich fu¨r die verschie-
denen Helices unterscheidet, resultieren die anderen geometrischen Eigenschaften wie bspw.
der Schlaufenabstand oder der Schlaufendurchmesser.
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Intramolekular stabilisierte Helices ko¨nnen durch Angabe der Anzahl an Aminosa¨uren pro
Schlaufe n und der Anzahl der Atome m, die entlang des Ru¨ckgrates den Ring vom Donor
zum Akzeptor der Wasserstoffbru¨cke bilden, in der Kurzform nm angegeben werden. Zur bes-
seren Veranschaulichung sind die intramolekular stabilisierten Helices mit den auftretenden
Wasserstoffbru¨cken in Abb. 3.6 dargestellt.
In einer α-Helix sind die Dipolvektoren der Pep-
Helixtyp φ/◦ ψ/◦ nm
310-Helix -49 -26 310
α-Helix -57 -47 3.613
pi-Helix -55 -70 4.316
Tabelle 3.1: U¨bersicht der wichtigsten He-
lices. Werte aus [19, 28].
tidbindung, die die Wasserstoffbru¨cken bilden, na-
hezu optimal zueinander orientiert, wodurch diese
Helix eine starke Stabilisierung erfa¨hrt und sich
fu¨r die Gesamthelix ein Dipolmoment ergibt [32].
Daher dienen in manchen Proteinen die Enden ei-
ner Helix als Bindungsstellen z. B. fu¨r Ionen.
Die α-Helices zeigen sehr unterschiedliche La¨ngen,
wobei sie insgesamt eine durchschnittliche La¨nge
von 10 Resten besitzen, aber auch bis zu 40 Resten lang werden ko¨nnen [33]. Experimentelle
α-Helix-Strukturen haben ha¨ufig eine leichte Kru¨mmung der Helix als ganzes bis zu 30◦ [34].
Dies kann dazu fu¨hren, dass an bestimmten Stellen in der Helix die Wasserstoffbru¨cken un-
terbrochen werden.
Wie aus den Auftragungen der potentiellen Energie deutlich wird (siehe Abb. 3.5), ko¨nnen
prinzipiell alle natu¨rlich vorkommenden Aminosa¨uren Helices formen, lediglich die individu-
ellen Tendenzen der Aminosa¨ure hierzu unterscheiden sich stark. Zusa¨tzlich beeinflusst die
lokale Sequenz und die Proteinumgebung die Tendenz zur Helixbildung [35]. Obwohl auch
fu¨r Prolin der zur Bildung einer α-Helix no¨tige (φ, ψ)-Bereich zuga¨nglich ist, findet man es
gewo¨hnlich nicht innerhalb einer α-Helix, sondern nur vor oder nach dieser, da diese Amino-
sa¨ure keine Wasserstoffbru¨cken mit einer Aminogruppe ausbilden kann. Weiterhin sind auch
Sequenzen mit vielen lange und/oder geladene Seitenketten ungeeignet, Helices auszubilden,
da sich die Seitenketten gegenseitig abstoßen. So bildet beispielsweise Polylysin im neutra-
len pH-Bereich keine Helices, da die Seitenketten protoniert und damit gleichsinnig positiv
geladen vorliegen. Dagegen wird aber im pH-Bereich um 12 eine spontane Helixbildung von
Polylysin beobachtet, weil die Seitenketten hier neutral geladen sind. A¨hnliche Eigenschaften
weisen auch die anderen Seitenketten wie z. B. Glutamin- oder Asparaginsa¨ure auf. Im Allge-
meinen gilt, dass die Aminosa¨uren Ser, Ile, Thr, Glu, Asp, Asn, Lys, Arg, Gly, Tyr und Cys
eher eine Helix destabilisieren, wa¨hrend Ala, Leu, Phe, Trp, Met, His, Gln und Val Helices
stabilisieren [1].
Betrachtet man die Verteilung der Aminosa¨uren entlang einer Helix, so zeigt sich, dass diese
nicht uniform ist, sondern dass die statistische Wahrscheinlichkeit eine Aminosa¨ure an einer
bestimmten Position entlang der Helix anzutreffen, abha¨ngig von den physiko-chemischen
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310-Helix α-Helix pi-Helix
Abbildung 3.6: Darstellung verschiedener Helixtypen. Gezeigt sind nur die Schweratome des
Ru¨ckgrates zur Verdeutlichung der Wasserstoffbru¨ckenbindungen. Dicke, einfache und gestrichelte
Bindungen dienen der dreidimensionalen Darstellung.
Eigenschaften der Aminosa¨ure bzw. von deren Seitenkette ist. So weist das Besetzungsmuster
der Aminosa¨uren diesbezu¨glich eine Periodizita¨t auf, welche analog zur Periodizita¨t Helix-
Geometrie verla¨uft. Durchschnittlich alternieren alle vier Reste hydrophobe Aminosa¨uren, die
kleine Seitenketten besitzen, mit eher hydrophilen Aminosa¨uren mit gro¨ßeren Seitenketten.
(Eine ausfu¨hrliche Analyse dieser Verteilung von Aminosa¨uren in Helices findet man beispiels-
weise in [33]) Dies fu¨hrt schließlich dazu, dass die gesamte Helix entlang ihrer Achse eine eher
hydrophile und eine eher hydrophobe Seite besitzt [36]. Dies hat Auswirkungen darauf, wie
α-Helices in gefalteten Proteinen mit den anderen Strukturen arrangiert sind.
Am Rand des α-Helix-Bereiches in einer Ramachandranauftragung (siehe Abb. 3.5 a und b)
liegen zwei weitere Typen von Helices, die zwar in Proteinen beobachtet werden, aber a¨ußerst
selten auftreten. Dies sind die 310- und die pi-Helix. Diese Helices bilden keine ausgedehnten
Strukturen, sondern treten nur in sehr kurzer Form mit einer Windung auf. Beobachtet
werden sie z. B. an den Enden einer regula¨ren α-Helix im U¨bergangsbereich zu anderen Se-
kunda¨rstrukturen oder als isolierte Einheit um dem Proteinru¨ckgrat eine Richtungsa¨nderung
zu geben.
Im Unterschied zur α-Helix sind die Dipolvektoren der Wasserstoffbru¨ckenbindungen in ei-
ner 310-Helix nicht mehr ideal zueinander ausgerichtet. Zudem sind die Seitenketten sterisch
ungu¨nstig angeordnet, da die Seitenketten der Reste i und i+ 2 in die gleiche Raumrichtung
orientiert sind.
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Bei der pi-Helix sind die Seitenketten zwar gu¨nstiger als bei der 310-Helix ausgerichtet, aber
dennoch immer noch sterisch ungu¨nstiger als in der α-Helix. Auch die Dipolvektoren der
Wasserstoffbru¨cken sind besser zueinander orientiert als in der 310-Helix. Aber aufgrund des
gro¨ßeren Radius der pi-Helix sind die Atome des Proteinru¨ckgrates weiter voneinander ent-
fernt, wodurch die Dispersionswechselwirkungen schwa¨cher sind.
Durch diese Faktoren sind die Bildung der 310- und der pi-Helix verglichen mit der α-Helix
ungu¨nstiger, so dass diese beispielsweise als Faltungsintermediate auftreten, die sich dann
weiter zur α-Helix umformen.
Hier sei noch am Rande vermerkt, dass neben diesen drei wichtigen Helices weitere Typen
existieren, die meist U¨bergangsformen der anderen Helices darstellen und nur vereinzelt auf-
treten wie beispielsweise die Typ II α-Helix [37] oder die -Helix [38].
Ein sich von den bisher genannten Helices unterscheidender Typus kommt in dem fu¨r Wir-
beltiere sehr wichtigen Faserprotein Kollagen vor, das zur Bildung des Bindegewebes dient
und bei Tieren bis zu 1/3 des Ko¨rpergewichtes ausmachen kann.
Kollagen ist nicht aus einem einzigen Protein aufgebaut, sondern ist ein Aggregat aus drei
Proteinen. Jeder Proteinstrang ist allgemein aus dem Aminosa¨uretriplet (Gly,A,B)n zusam-
mengesetzt, wobei A und B verschiedene Aminosa¨uren sein ko¨nnen, nach denen sich die Klasse
des Kollagens richtet. Sehr ha¨ufig treten fu¨r A oder B Prolin bzw. dessen modifizierte Form
Hydroxyprolin auf. Eine solche chemische Modifikation der Seitenkette, oder beispielsweise
auch durch Verknu¨pfung mit Kohlenhydratmoleku¨len, ist in Kollagen ein ha¨ufig auftretendes
Merkmal, und betrifft neben Prolin auch die anderen Aminosa¨uren. (Fu¨r ein ausfu¨hrliches
Review zu Kollagenen siehe z. B. [39].)
Im Gegensatz zu den anderen Helixtypen bilden die Einzelstra¨nge des Kollagens linksga¨ng-
ige Helices, wobei die Torsionswinkel des Proteinru¨ckgrates ungefa¨hr die Werte (φ, ψ) =
(−60◦,+140◦) einnehmen [28]. Eine Windung entha¨lt durchschnittlich 3.3 Aminosa¨uren. Die
Bildung der linksga¨ngigen Helix wird durch den sehr hohen Anteil an Glycin begu¨nstigt, da
die sterischen Anforderungen dieser Aminosa¨ure wesentlich geringer sind, weil der oben er-
wa¨hnte ungu¨nstige Kontakt zwischen dem Carbonylsauerstoffatom und dem Cβ-Atom hier
einem Kontakt zu einem Wasserstoffatom gewichen ist, welches wesentlich kleiner ist. Der
eingeschra¨nkte Konformationsraum der vermehrt auftretenden Prolinreste im Kollagen ver-
sta¨rkt ebenfalls die Tendenz zur Formung einer linksga¨ngigen Helix.
Neben dieser vergleichsweise ungewo¨hnlichen Zusammensetzung und der Bildung von links-
ga¨ngigen Helices ist ebenso auch das Wasserstoffbru¨ckenbindungsmuster kontra¨r zu den vor-
her beschriebenen Helices, da die Wasserstoffbru¨cken nicht intra-, sondern intermolekular
zwischen den drei Peptidstra¨ngen ausgebildet werden, was zu einer Umwicklung der Ein-
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zelstra¨nge fu¨hrt. Hierbei entsteht eine weitere, u¨bergeordnete helicale Struktur, die aber im
Gegensatz zu den einzelnen beitragenden Proteinstra¨ngen rechtsga¨ngig ist. Eine Windung
dieser u¨bergeordneten Helix entha¨lt durchschnittlich 10 Aminosa¨uren und hat einen La¨nge
von 86 A˚.
Wie zuvor ko¨nnen bei der Bildung der Wasserstoffbru¨cken sowohl die Carbonyl- als auch
Amidgruppen des Ru¨ckgrates beteiligt sein. Zusa¨tzlich zeigt sich aber auch, dass in die-
sem Fall auch ha¨ufig die Hydroxygruppe der Hydroxyprolinseitenkette involviert sein kann.
Wa¨hrend diese Ausbildung einer Wasserstoffbru¨cke von einer Seitenkette zum Ru¨ckgrat im
Kollagen eine wichtige Rolle spielt, ist dieses Motiv dagegen in anderen Proteinen bezogen
auf dessen Ha¨ufigkeit nur von untergeordnete Bedeutung. Da die Stabilisierung intermole-
kular stattfindet, ist ebenfalls wichtig, dass die Aminosa¨uren im Kollagenstra¨nge eher kleine
Seitenkette besitzen, damit sich die einzelnen Stra¨nge nahe genug kommen ko¨nnen, um die
entsprechenden Wasserstoffbru¨cken ausbilden zu ko¨nnen. Sterisch anspruchsvolle Seitenket-
ten sind hier eher hinderlich. Aus diesem Grund bilden Glycin und Prolin einen großen Anteil
der vorkommenden Aminosa¨uren [40].
Aufgrund dieser speziellen intermolekularen Stabilisierung ist ein einzelner Proteinstrang mit
Kollagenkonformation in Isolation nicht stabil.
Faltbla¨tter
In der zweiten wichtigen Sekunda¨rstruktur, der β-Konformation, nimmt das Proteinru¨ckgrat
eine nahezu gestreckte Geometrie ein, so dass der Gesamtverlauf des Ru¨ckgrats anna¨hernd
einer geraden Linie folgt. Die Torsionswinkel des Ru¨ckgrates nehmen hierbei Werte ein, die im
Bereich bei (φ, ψ) = (−120,+130◦) der Ramachandranauftragung liegen. Aufgrund der ge-
steckten Konformationen und den damit verbundenen geringeren sterischen Zwa¨ngen entlang
des Stranges ist in diesem (φ, ψ)-Gebiet der erlaubte zuga¨ngliche Bereich gro¨ßer als beispiels-
weise der fu¨r die α-Helix. Damit geht einher, dass die Potentialenergiefla¨che in diesem Bereich
relativ flach ist und somit kleine Variationen in den Torsionswinkeln vergleichsweise auch nur
mit kleinen A¨nderungen der potentiellen Energie verbunden sind. Aus diesem Grund sind die
experimentell gefundenen Torsionswinkel in der β-Konformation weniger scharf definiert als
beispielsweise die Torsionswinkel fu¨r eine helicale Struktur.
Aufgrund der gestreckten Geometrie der β-Konformation ist, wie auch schon bei der Kolla-
genhelix beschrieben, deren Torsionswinkel am Rand des β-Gebietes liegen, keine Ausbildung
von Wasserstoffbru¨cken zu dicht benachbarten Aminosa¨uren mo¨glich. Dies fu¨hrt dazu, dass
isolierte β-Stra¨nge nicht stabil bzw. in Isolation weniger stabil als andere mo¨gliche Sekun-
da¨rstrukturen sind, und damit nicht beobachtet werden. Daher liegen Sequenzabschnitte mit
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β-Konformation in Proteinen mindestens paarweise vor, um die no¨tigen Wasserstoffbru¨cken
bilden zu ko¨nnen. Hierbei spricht man dann von einem β-Faltblatt. Bei der Zusammenlage-
rung von mehreren Teilen eines Proteinstrangs kann dies parallel oder antiparallel geschehen,
in dem Sinne, dass man dem Proteinru¨ckgrat wie oben erwa¨hnt vom N- zum C-Terminus
eine Richtung zuordnet. In beiden Fa¨llen unterscheiden sich das Muster der Wasserstoff-
bru¨ckenbindungen, welches in Abb. 3.7 dargestellt wird. Im antiparallelen Faltblatt sind die
Wasserstoffbru¨cken paarweise angeordnet und ungefa¨hr rechtwinklig zum Ru¨ckgrat orien-
tiert, wa¨hrend sie im parallelen Faltblatt einen gewissen Winkel zum Ru¨ckgrat einnehmen.
Auch die gemittelten Werte der Torsionswinkel im Proteinru¨ckgrat sind jeweils leicht unter-
schiedlich: Fu¨r den parallelen Fall sind die Mittelwerte (φ, ψ) = (−119,+113◦) und fu¨r den
antiparallelen Fall bei (φ, ψ) = (−139,+135◦) [28], allerdings streuen diese Werte im antipar-
allelen Fall wesentlich gro¨ßer u¨ber den erlaubten Bereich als fu¨r die parallele Anordnung [41].
Bilden mehr als zwei Abschnitte ein Faltblatt, so ko¨nnen sie sich auch in einer Mischung aus
parallel und antiparallel zusammenlagern, wobei bei gro¨ßeren Proteinen ein starker Trend zu
gemischten Faltbla¨tter zu erkennen ist [42]. Ebenfalls beobachtbar ist, dass sich bei paralleler
Anordnung ha¨ufig wesentlich mehr Stra¨nge zu einem Faltblatt zusammenfinden, wa¨hrend bei
antiparalleler Anordnung ha¨ufig nur zwei Abschnitte zusammenkommen. Generell ist das β-
Faltblatt als eine gewellte Ebene beschreibbar, bei der die Cα-Atome die Knickpunkte bzw.
Spitzen darstellen. Die Zusammenlagerung zweier Abschnitte erfolgt stets so, dass die Cα-
Atome der beiden Abschnitte benachbart sind, wa¨hrend dies fu¨r die anderen funktionellen
Gruppen des Ru¨ckgrats nur in der parallelen Anordnung erfu¨llt ist. Die Wasserstoffbru¨cken,
die die Sequenzabschnitte miteinander verbinden, liegen ebenfalls alle in einer Ebene, deren
Dipole sind aber nicht wie einer α-Helix ra¨umlich identisch orientiert, sondern zwischen zwei
β-Stra¨ngen stets antiparallel.
Die Seitenketten entlang eines Proteinstranges in der β-Konformation zeigen jeweils abwech-
selnd aus den zwei Seiten dieser Ebene heraus. Dabei zeigen aber Seitenketten, die zu den
benachbarten Cα-Atomen geho¨ren, die in unterschiedlichen Sequenzabschnitten sind, jeweils
in die gleiche Richtung. Es zeigt sich, dass die Paarung der Seitenketten, der zu unterschiedli-
chen Abschnitten geho¨renden aber im β-Faltblatt benachbarten Cα-Atome nicht vollsta¨ndig
willku¨rlich ist, sondern dass es leichte Pra¨ferenzen gibt, welche Seitenketten zusammenkom-
men [43]. Wie auch in Helices werden Paarungen mit geladenen Seitenketten vermieden und
Paarungen mit zwei hydrophoben Seitenketten eher bevorzugt. Auch findet man ha¨ufiger
Paarungen, in denen eine verzweigte Seitenketten neben einer unverzweigten vorliegt. Es be-
steht eine Tendenz dazu, dass die Start- und Endreste eines Faltblattes eher hydrophil sind,
wa¨hrend die inneren Aminosa¨ure eher hydrophob sind, und dass eine Seite des Faltblattes
insgesamt hydrophil und die andere hydrophob ist.
Untersuchungen zeigten, dass die Formung eines Stranges in eine β-Struktur von der loka-
len nicht-bindenden Wechselwirkung der Seitenketten mit dem Ru¨ckgrat abha¨ngt und dass
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a) b)
Abbildung 3.7: Wasserstoffbru¨ckenmuster der β-Faltblattstrukturen, in a) anti-paralleler oder b)
in paralleler Ausrichtung der Ru¨ckgratabschnitte.
dies die Tendenzen, diese Struktur auszubilden, direkt mit der Sequenz der Aminosa¨uren
zusammenha¨ngt [44, 45]. Zudem scheint die Ausbildung einer hydrophoben Oberfla¨che durch
die Seitenketten eine der entscheidenden Triebkra¨fte zur Zusammenlagerung verschiedener
Ru¨ckgratabschnitte in β-Konformation zu einer Faltblattstruktur zu sein [46].
Schlaufen und Windungen
Die bisher behandelten Sekunda¨rstrukturen bilden aufgrund der Repetition der Torsions-
winkel ra¨umlich lineare Einheiten. Native Proteine besitzen aber insgesamt eine anna¨hernd
spha¨rische oder ellipsoidale Gestalt. Um diese Form zu erreichen, beno¨tigt man Strukturele-
mente, die dem Ru¨ckgrat eine Richtungsa¨nderung ermo¨glichen. Diese Einheiten fallen unter
die Kategorie Schlaufen und Windungen (loops and turns). Wie auch die anderen Sekun-
da¨rstrukturen ko¨nnen diese in vielen unterschiedlichen La¨ngen auftreten. Windungen, die
viele Aminosa¨uren enthalten, sind sehr flexibel und kommen in unterschiedlichsten Konfor-
mationen vor, so dass hier bis jetzt noch kein Ordnungsschema existiert. Dagegen lassen
sich aber die sehr kurzen Windungen, die sog. tight turns oder reverse turns, in bestimmte
Klassen einteilen. Sie umfassen im Regelfall (mindestens) vier Aminosa¨uren. A¨hnlich wie die
Vorhersage der α-Helix auf Basis von Wasserstoffbru¨ckenbindungsmo¨glichkeiten durch Pau-
ling und Corey wurden auch die engen Windungen fru¨h durch theoretische U¨berlegungen
durch C. M. Venkatachalam vorhergesagt [47]. Die Vorhersage der Windungen basierte auf
einer gu¨nstigen H-Bru¨ckenwechselwirkung zwischen dem i-ten Carbonylsauerstoffatom und
dem (i + 3)-ten Stickstoffatom. Dieses Motiv wird in ungefa¨hr der Ha¨lfte aller engen Win-
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Klasse φi+1/
◦ ψi+1/
◦ φi+2/
◦ ψi+2/
◦ Kommentar
I -60 -30 -90 0 Deformierte 310-Helix
I’ 60 30 90 0
II -60 120 80 0
II’ 60 -120 -80 0
III -60 -30 -60 -30 Identisch mit 310-Helix
III’ 60 30 60 30
IV - - - - Verschiedene Typen. Zu Typ IV geho¨rend,
wenn mindestens zwei Torsionswinkel um
mehr als 40◦ von Typ I bis III’ abweichen.
V -80 80 80 -80
V’ 80 -80 -80 80
VI - - - - Wenn ein cis-Prolinrest an der (i+2)-Position
vorliegt.
VII a - <60 180 -
VII b - 180 <60 -
Tabelle 3.2: U¨bersicht u¨ber die Definitionen enger Windungen (tight turns) basierend auf [48, 53].
dungen beobachtet [48]. Die andere Ha¨lfte besitzt keine derartige Stabilisierung durch eine
Wasserstoffbru¨ckenbindung, weil die hierzu beno¨tigten Atome ha¨ufig in anderen Sekunda¨r-
strukturen involviert sind oder Wasserstoffbru¨cken zum Lo¨sungsmittel ausbilden.
Die Klassifizierung der kurzen Windungen erfolgt ebenfalls anhand der Ru¨ckgrattorsions-
winkel. Tabelle 3.2 gibt eine U¨bersicht u¨ber die Windungsklassen. Die aufgefu¨hrten Torsions-
winkelwerte sind idealisierte Werte. Neben dieser Mo¨glichkeit der Einteilung u¨ber die Torsi-
onswinkel existieren weitere Methoden zur automatisierten Erkennung von Windungen wie
zum Beispiel die Analyse des Ru¨ckgratverlaufes anhand der Cα-Atomkoordinaten. Hierbei
werden beispielsweise die relativen Orientierungen der Vektoren zwischen den sequentiellen
Cα-Atomen verglichen [49, 50].
Neben diesen kurzen Windungen mit einer La¨nge von vier Resten existiert noch die γ-
Windung (γ-turn), welche ku¨rzer ist und nur durch drei Aminosa¨uren geformt wird [51, 52].
Enge Windungen dienen ha¨ufig als Bindeglied zwischen den anderen Sekunda¨rstrukturen wie
zum Beispiel zwischen zwei α-Helices oder einer α-Helix und einem Faltblatt. Ein sehr ha¨ufig
auftretendes Motiv ist die Verbindung zweier sequenznaher β-Faltblattkonformationen (β-
hairpin), bei dem eine kurze Windung zwischen diesen liegt und diese antiparallel verbindet,
so dass eine βTβ-Struktur entsteht (mit T als turn).
Eine allgemeine Charakteristik von Windungen ist neben der typischen Position zwischen den
linearen Struktureinheiten zum einen ihre Zusammensetzung und zum anderen ihre Lage im
gefalteten Zustand.
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So werden enge Windungen bevorzugt von polaren Aminosa¨uren gebildet [54]. Der Grund
kann wie auch schon bei β-Faltbla¨ttern darin liegen, dass bestimmte Sequenzen in Verbin-
dung mit lokalen Wechselwirkungen der polaren Aminosa¨uren die Bildung von Windungen
begu¨nstigen. Zusa¨tzlich sind ha¨ufig die Aminosa¨uren Glycin und Prolin an Windungen be-
teiligt, was an den geringeren sterischen Anforderungen des Glycins und an der Ausbildung
von cis-Bindungen u¨ber Prolin begru¨ndet ist [48, 55]. Aufgrund der Polarita¨t der beteiligten
Aminosa¨uren zeigen Windungen eine starke Tendenz dazu, im gefalteten Zustand eher an
der Oberfla¨che des Proteins an der Grenzfla¨che zum Lo¨sungsmittel aufzutreten [50], so dass
beispielsweise eine hydrophobe lineare Struktur zur Oberfla¨che verla¨uft, der Oberfla¨chen-
Kontakt dann u¨ber eine Windung vermittelt wird, der dann wieder eine andere hydrophobe
Struktur folgt, die wieder ins innere des Proteins orientiert ist.
3.1.3 Supersekunda¨rstruktur, Doma¨nen und Tertia¨rstruktur
Die in den vorhergehenden Abschnitten beschriebenen Geometrien des Proteinru¨ckgrates sind
die Grundlage zur Bildung der Tertia¨rstuktur, welche die Anordnung der Sekunda¨rstruktur-
elemente ra¨umlich zueinander beschreibt. Sie gibt somit die Gesamtfaltung eines Proteins an,
auf deren Basis sich Proteine in Klassen einteilen lassen. In der Literatur sind inzwischen sehr
viele Tertia¨rstrukturen und Proteinklassen bekannt, so dass im Rahmen dieser Einleitung nur
eine kurze U¨bersicht u¨ber diesen Bereich gegeben werden kann.
Die Entstehung der dreidimensionalen Struktur eines Proteins basiert auf einer Reihe von
verschiedenen Wechselwirkungen und muss bestimmte geometrischen Einschra¨nkungen be-
ru¨cksichtigen, so dass die Formierung des nativen oder eines anderen Zustandes auf einer
Balancierung der verschiedensten Beitra¨ge beruht. Im folgenden sollen kurz einige wichtige
Aspekte hiervon aufgelistet werden:
• Planare Peptidgruppen, eingeschra¨nkte Torsionswinkel, relativ fixierte Bin-
dungsla¨ngen und -winkel im Ru¨ckgrat und Seitenketten
• Unterschiedliche Eigenschaften der Seitenketten: Polare, unpolare, geladene
Seitenketten, hydrophobe Wechselwirkungen, sterische Anspru¨che, bevorzugte
Rotationszusta¨nde
• Wasserstoffbru¨cken zwischen Peptidgruppen, zum Lo¨sungsmittel, zwischen
Seitengruppen und Ru¨ckgrat und zwischen Seitenketten
• Einbau von Fremdionen oder -moleku¨len
• Entropieabnahme im Protein
• Umgebungseffekte: pH-Wert, Salzkonzentration, Polarita¨t der Umgebung
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Diese und weitere Aspekte ko¨nnen jeweils eine Rolle bei der Definition der Tertia¨rstruktur
zu einer bestimmten Sequenz spielen (siehe hierzu auch Abschnitt 3.2).
Deren Beschreibung wird in der Literatur allgemein ebenfalls in hierarchische Ebenen auf-
geteilt, welche bestimmte Aspekte bzw. Abschnitte der Proteinstruktur erfassen. Die nach
der Sekunda¨rstruktur na¨chst ho¨here Beschreibungsebene ist die Supersekunda¨rstruktur, die
lokal die Zusammenlagerung der Sekunda¨rstrukturen wiedergibt. Hier gibt es, aufgrund der
geringen Anzahl an verschiedenen Sekunda¨rstrukturen ebenfalls ha¨ufig wiederkehrende Struk-
turen, mit denen sich sehr viele Proteine beschreiben lassen. Ha¨ufig beobachtete Motive sind
beispielsweise parallel oder antiparallel orientierte Bu¨ndel aus α-Helices, die sich, wenn die He-
lices ausgedehnter sind, umeinanderwickeln. Des weiteren die oben beschriebenen β-Hairpins,
also zwei antiparallele β-Strukturen verbunden u¨ber eine enge Windung, oder auch gemischte
Zusammenlagerungen von mehreren parallelen oder antiparallelen β-Strukturen (beispeiswei-
se ein sog. Greek Key oder Jellyroll), welche z. B. Schichtstrukturen oder Hohlra¨ume in Pro-
teinen formen ko¨nnen (β-Barrel). Daneben treten auch gemischte Strukturen auf, in denen
α-Helices die β-Faltbla¨tter miteinander verbinden und z. B. β-α-β- oder β-α-β-α-β-Einheiten
bilden (Rossmann-Motiv).
Wie mit diesen Beispielen bereits angedeutet wurde, besteht in Proteinen bei Ausbildung der
Tertia¨r- bzw. der Supersekunda¨rstruktur eine Tendenz dahingehend, dass Aminosa¨uren und
Sekunda¨rstrukturen, die sich in der Sequenz nahe sind, auch ra¨umlich nah beieinander liegen
und dass deren Orientierung zueinander bevorzugt antiparallel ist [56]. Obwohl es noch kein
einheitliches Faltungsmodell zur Bestimmung der Faltungswege der Proteine existiert, kann
angenommen, dass diese Nahordnung einen wichtigen Einfluss auf die Faltung hat, indem
diese dafu¨r sorgt, dass der bei der Faltung abzusuchende Konformationsraum kleiner wird
und dass durch die Ausbildung der Sekunda¨rstruktur in kleineren Abschnitten, die nah bei-
einander liegen, die Entropiebarriere fu¨r diesen Vorgang geringer ist [19, 57].
Eine Beschreibung der Supersekunda¨rstruktur ist neben der rein geometrischen Einteilung
auch dahingehend von Vorteil, da diese Strukturmotive ha¨ufig auch mit bestimmten Funk-
tionen in Verbindung stehen. Beispielsweise dient eine α-β-α-Struktur in vielen Fa¨llen als
Bindungsstelle fu¨r Calciumionen oder fu¨r die dna [58].
Auf der na¨chst ho¨heren Strukturebene, die durch Zusammenlagerung von Supersekunda¨r-
strukturen gebildet wird, sind die sog. Doma¨nen. Dies sind große kompakte Abschnitte in
Proteinstrukturen, die zumeist eine in sich abgeschlossene vom Rest des Proteins gro¨ßtenteils
unabha¨ngige Struktur mit eigenem Faltungsmuster bilden. Viele der sehr großen Proteine be-
stehen aus Doma¨nen, die durch kurze Sequenzabschnitte miteinander verbunden sind. Solche
Doma¨nen weisen zumeist die gleichen Charakteristika wie einzelne ganze globula¨re Proteine
auf, indem sie einen hydrophoben Kern mit gut definierter Sekunda¨rstruktur ausbilden, wel-
cher wenige oder keine Wassermoleku¨le entha¨lt, wa¨hrend an der Oberfla¨che eher hydrophile
26
3.2 Der native Zustand
Aminosa¨uren zu finden sind [59].
Wie auch der Supersekunda¨rstruktur zuvor, ko¨nnen ganze Doma¨nen ha¨ufig mit einer be-
stimmten Funktion in Verbindung gebracht werden, so das aus einer a¨hnlichen Faltung zwei-
er Doma¨nen auf eine a¨hnliche Funktion geschlossen werden kann [60]. Dies betrifft vor allem
Doma¨nen, deren Sequenzen eine A¨hnlichkeit von gro¨ßer als 30 % aufweisen. Doma¨nen ko¨nnen
sich auch gegeneinander verschieben, wodurch dem Protein eine gewisse Flexibilita¨t gegeben
wird, was beispielsweise zur Ausfu¨hrung der Funktion von Bedeutung sein kann.
Eine Unterscheidung zwischen einer Supersekunda¨rstruktur und einer Doma¨ne ist bisweilen
nicht eindeutig. Auch existieren unterschiedliche Ansa¨tze und Methoden, Doma¨nen in Pro-
teinstrukturen zu identifizieren, so dass diese nicht immer kongruente Resultate liefern.
Grundsa¨tzlich werden Doma¨nen nach den in ihnen dominierenden Sekunda¨rstrukturen klassi-
fiziert, so dass sie als α- oder β- oder als gemischte (α+β)-Doma¨nen bezeichnet werden. Eine
weiteres Unterscheidungskriterium ist, ob die Zusammenlagerung der Sekunda¨rstrukturen in
ihnen eher parallel oder antiparallel ist. Neben diesen Kategorien werden Doma¨nen weiter
danach eingeteilt, ob sie viele Disulfidbru¨cken oder viele Metallionen enthalten.
3.1.4 Quarta¨rstruktur
Die Quarta¨rstruktur der Proteine beschreibt das Zusammenspiel der Proteine mit anderen
Moleku¨len, z. B. Aggregate aus mehreren Proteinen. Ein sehr bekanntes Beispiel hierfu¨r ist
Ha¨moglobin, das fu¨r die Bindung und den Transport von Sauerstoff im menschlichen Ko¨rper
zusta¨ndig. Ha¨moglobin ist ein Komplex aus vier voneinander unabha¨ngigen Proteinen, der
u¨ber nicht-bindende Wechselwirkungen stabilisiert wird.
Da sich diese Arbeit auf die Beschreibung der proteininternen Wechselwirkungen beschra¨nkt,
wird hier auf eine ausfu¨hrlichere Darstellung der Quarta¨rstruktur verzichtet.
3.2 Der native Zustand
In den vorangegangenen Abschnitten wurden die wichtigsten Strukturmerkmale beschrieben,
die in unterschiedlichen Kombinationen und Verha¨ltnissen wesentliche Anteile der nativen
Strukturen der Proteine bilden. Diese wurden u¨ber sehr viele Jahre der Evolution u¨ber Mu-
tationen in der Sequenz angepasst, wobei die unterschiedlichsten Aspekte wie beispielsweise
Faltungsstabilita¨t, Reaktivita¨t oder Reaktionsspezifita¨t eine Rolle spielen. Einige dieser zu
beru¨cksichtigen Konzepte sind in nativen Strukturen auf geradezu grenzwertige Balancen hin
optimiert. So mu¨ssen zum Beispiel Sequenzen erzeugt werden bzw. entstehen, deren nativer
bzw. aktiver Zustand kinetisch erreichbar und gleichzeitig thermodynamisch stabil ist, so dass
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• Fehler in der DNA-Information
• Fehler beim Auslesen der DNA-Information
• Mutation oder Fehler wa¨hrend des Synthesevorgangs
• Unvollsta¨ndiger oder falscher Faltungsweg
• Unvollsta¨ndige oder falsche Aggregation bei Multiproteinkomplexen
• Zu hohe oder zu niedrige Temperatur
• Oxidation, Reduktion, Amidierung, Glycosylierung oder Nitrosylierung von
Aminosa¨uren
• Enzymatische Reaktion mit anderen Proteinen
• Zu hohe Salzkonzentration, falscher pH-Wert
• Reaktion mit Detergentien wie z. B. Fettsa¨uren
Tabelle 3.3: Faktoren, die zur Denaturierung oder zu einem falsch gefalteten Protein fu¨hren
ko¨nnen.
die Faltung ohne große Energiebarrieren u¨berwinden zu mu¨ssen dorthin laufen kann und dass
das Protein auch in diesem Zustand verbleibt, um die Funktion auszufu¨hren, und nicht zu
einem anderen inaktiven Zustand weiterfaltet. Hierbei darf aber die native Proteinstruktur
energetisch nicht so niedrig sein (thermodynamisch stabil), dass die Reaktionen an bzw. in
dem Protein nicht mehr ausgefu¨hrt werden ko¨nnen, beispielsweise dadurch, dass die Ener-
giebarriere fu¨r ein Substrat, um Zugang zum reaktiven Zentrum eines Enzyms zu erhalten,
zu groß ist [61].
Aufgrund dieser labilen Balance bestimmter Eigenschaften vieler nativer Proteinen, in denen
der native Zustand verglichen mit anderen inaktiven Zusta¨nden energetisch nur minimal sta-
biler ist, reagieren diese empfindlich auf A¨nderungen der Umgebungseigenschaften, wodurch
es bei einer zu starken Vera¨nderung der Systemvariablen zu einer Denaturierung des Proteins
kommt. Aber ebenso ko¨nnen andere Faktoren, wie eine mutierte Sequenz oder ein falscher
Faltungsweg dafu¨r sorgen, dass der native Zustand nicht erreicht oder entfaltet wird. Einige
Beispiele fu¨r denaturierende Faktoren sind hierzu in Tab. 3.3 aufgefu¨hrt. Solche induzierten
Denaturierungen sind fu¨r gewo¨hnlich reversibel, sofern sie dabei nicht die chemische Struktur
bzw. die Zusammensetzung des Proteins vera¨ndern. Nach Aufhebung der Sto¨rung und Wie-
derherstellung des natu¨rlichen Systems kehren die meisten Proteine wieder in ihren nativen
Zustand zuru¨ck.
Trotz dieser gewissen Labilita¨t und der Abha¨ngigkeit von den Eigenschaften der Umgebung
der biologisch relevanten Proteinstrukturen zeigen experimentelle Ergebnisse, dass Proteine in
ihrer natu¨rlichen Umgebung meist eine gut definierte Struktur besitzen, die, von thermischen
Fluktuationen abgesehen, zeitlich sehr stabil ist und nur wenige A¨nderungen erfa¨hrt. Ausnah-
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men hiervon ko¨nnen Vorga¨nge sein, die notwendigerweise eine Konformationsa¨nderung des
Proteins voraussetzen, wie beispielsweise die Dislokation des Proteins vom Syntheseort zum
Einsatzort im Organismus, wobei es beim Transport durch eine Membran teilweise entfaltet
wird, um den Kanal passieren zu ko¨nnen, oder z. B. bei der Ausfu¨hrung der Funktion sel-
ber. So ist das membranu¨berspannende kanalerzeugende Moleku¨l selbst ein Protein, dass sich
beim Transportvorgang weiten kann, um die U¨berfu¨hrung von großen Proteinen zu ermo¨gli-
chen [62, 63]. Dies kann beispielsweise durch die oben erwa¨hnte Verschiebung von Doma¨nen
geschehen, wodurch die Sekunda¨rstruktur im wesentlichen erhalten bleibt und sich nur die
Tertia¨rstruktur a¨ndert. Nach Beendigung der Reaktion kehrt das Protein im Regelfall in den
Ausgangszustand zuru¨ck.
Sowohl Experimente aus den Anfa¨ngen der Proteinforschung wie auch aktuelle Ergebnisse zei-
gen, dass der Faltungsprozess zum nativen Zustand fu¨r viele Proteine vo¨llig spontan abla¨uft
[64–66], sofern das System die Eigenschaften der nativen Umgebung hat und der Faltungspro-
zess keine weiteren Hilfsmoleku¨le (Chaperone) beno¨tigt, um z. B. Disulfidbru¨cken zu bilden.
Die physikochemischen Eigenschaften und Interpretationen dieses Prozesse sind seit Beginn
der intensiven Forschung an Proteinen, als gut aufgelo¨ste Ro¨ntgenstrukturen und die ersten
theoretischen Modelle verfu¨gbar waren, Gegenstand intensiver Diskussion in der Literatur.
Auch wenn bereits viele Fragen der Proteinfaltung beantwortet werden konnten, so sind bis
heute aufgrund der Komplexita¨t dieses Problems noch nicht alle Details verstanden bzw.
entziehen sich (noch) einer eindeutigen Interpretation und Erkla¨rung.
Eine entscheidende Frage hier ist, welche Triebkra¨fte fu¨r den spontanen Faltungsprozess wich-
tig sind und wie der native Zustand stabilisiert ist. Eine grundlegende Antwort hierzu lieferte
Anfinson 1973 mit der Aufstellung der thermodynamischen Hypothese [8], welche im wesent-
lichen zwei Kernpunkte beinhaltet:
• Der native Zustand ist das globale Minimum der freien Energie,
• Er steht im Gleichgewicht mit den anderen Faltungszusta¨nden.
Nach diesem Ansatz ist der native Zustand somit unter thermodynamischer Kontrolle, wobei
der Faltungsprozess durch die Minimierung der freien Energie getrieben wird. Der Beweis die-
ser Hypothese ist experimentell wie auch theoretisch schwer zu fu¨hren. Aufgrund der Gro¨ße
und der Komplexita¨t des Proteinfaltungsproblems ko¨nnen hierzu derzeit keine hochgenauen
Berechnungen auf Basis quantenmechanischer Methoden durchgefu¨hrt werden. Stattdessen
werden Modellsysteme untersucht, deren Auflo¨sung von vereinfacht bis hin zu stark vergro¨-
bert reicht. Die einzelnen Ansa¨tze unterscheiden sich teilweise auch stark in Detailfragen, z. B.
wie die Potentialenergiefla¨che aussieht oder wie die Umgebung bzw. das Lo¨sungsmittel behan-
delt wird. Aufgrund dieser Tatsache sind die erhaltenen Ergebnisse meist sehr unterschiedlich
und schwer zu vergleichen. Es muss besonders im Hinblick auf die stark vereinfachten Modelle
29
3. Theoretischer Hintergrund
stets die Frage gestellt werden, ob die daraus resultierenden Energiefla¨chen, auf der die Pro-
teine berechnet werden, die wesentlichen bzw. die wichtigen Eigenschaften der realen Fla¨che
erfassen, und so das wirkliche Verhalten na¨hern. Da aber die vielen unterschiedlichen theore-
tischen Methoden wie auch beispielsweise Denaturierung-Faltungsexperimente zu a¨hnlichen
Ergebnissen bezu¨glich des Faltungsverhaltens und der Interpretation der dominierenden Kra¨f-
te kommen, wird allgemein der Schluss gezogen, dass die thermodynamische Hypothese fu¨r
die Mehrheit der Proteine korrekt ist, und der native Zustand das globale Minimum der freien
Energie ist (siehe hierzu z. B. das ausfu¨hrliche Review von K. A. Dill [67] oder auch [68–73]).
Die hierzu entwickelten Modelle und Untersuchungen zeigen, dass die dem Faltungsprozess
zugrundeliegende frei Energiefla¨che, dargestellt in der Abha¨ngigkeit von der geometrischen
Differenz der Proteinstruktur zum nativen Zustand, trichterfo¨rmig ist, mit dem Minimum an
der Position des nativen Zustandes, was eine starke Tendenz zur Bildung dieses Zustandes
zur Folge hat. Des weiteren ist der native Zustand durch eine gewisse Energielu¨cke vom na¨ch-
sten nicht-nativen lokalen Minimum bzw. meta-stabilem Zustand getrennt und besitzt einen
gewissen Einzugsbereich, der vielen eng benachbarte lokale Minima mit niedrigen Energieb-
arrieren entspricht [74–76]. Diese entsprechen thermischen Bewegungen der Proteinstruktur,
beispielsweise der Rotation der Seitenketten oder Bewegungen von Sekunda¨rstrukturteilen.
Normalerweise sind hiermit keine gro¨ßeren Vera¨nderungen der Struktur verbunden.
Zu diesem Modell der thermodynamischen Erkla¨rung existieren allerdings einige Ausnahmen,
bei denen der native Zustand ein lokales und nicht das globale Minimum der freien Energie
ist. Diese Ergebnisse sprechen eher fu¨r das auf dem Levinthal-Theorem basierenden Modell
der kinetischen Stabilisierung des nativen Zustandes, in welchem dieser einen meta-stabilen
Zustand auf der Energiehyperfla¨che darstellt, der durch hohe Energiebarrieren von den an-
deren Zusta¨nden und dem globalen Minimum getrennt ist [77]. Hierbei kann es ein Ensemble
dieser kinetisch stabilisierten Minima geben kann, die alle eine a¨hnliche Geometrie besitzen,
aber auf unterschiedlichen Faltungswegen aus verschiedenen denaturierten Anfangszusta¨nden
erreicht werden ko¨nnen [78]. In solchen Proteinen ist das globale Minimum ha¨ufig mit einer
biologisch inaktiven Geometrie verbunden [79–81].
Welches der beiden Modelle die korrekte Beschreibung liefert, ist noch nicht eindeutig ge-
kla¨rt. Es besteht auch die Mo¨glichkeit, dass beide Modelle richtig sind, wobei dann die Art
der Stabilisierung des nativen Zustandes protein- bzw. sequenzspezifisch wa¨re. Dies kann
darauf begru¨ndet sein, dass die Evolution der Proteine parallel und unabha¨ngig voneinander
ablief, wodurch verschiedene Systeme bzw. Organismen unterschiedlich stabilisierte Proteine
hervorbrachten, angepasst an die jeweiligen Bedingungen, in denen sie existieren.
Neben der Diskussion, ob der native Zustand thermodynamisch oder kinetisch stabilisiert
wird, herrscht in der Literatur ebenfalls Uneinigkeit daru¨ber, welche Wechselwirkungen tat-
sa¨chlich essentiell fu¨r dessen Stabilisierung sind und wie daru¨ber detailiert die Energiefla¨che
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des Proteins aussieht. Hier fu¨hren ebenfalls verschiedene Ansa¨tze zu teils widerspru¨chlichen
Aussagen und Meinungen. Inzwischen ist anerkannt, dass der native Zustand wie oben be-
reits erwa¨hnt eine gewisse energetische Distanz zu den anderen Zusta¨nden besitzt, dass aber
die Stabilisierungsenergie mit ca. 20 bis 60 kJ/mol nicht sehr groß ist [82]. Diese entspricht
lediglich der Energie einiger weniger Wasserstoffbru¨ckenbindungen. Kompliziert wird die Be-
stimmung der Stabilisierungsenergie, da sie sich aus einer Summe wesentlich großerer Ener-
giebeitra¨ge ergibt, die sich teilweise gegenseitig aufheben. Im folgenden sollen nun einige
Eigenschaften des nativen Zustandes sowie die treibenden Kra¨fte diesen zu bilden kurz be-
schrieben werden.
Obwohl ein Protein aus flexiblen Einheiten, wie verschiebbaren Doma¨nen oder Seitenketten,
die unterschiedliche Rotamerzusta¨nde einnehmen ko¨nnen, besteht, ist die Packungsdichte des
nativen Zustandes dennoch sehr hoch. Sie betra¨gt ca. 75 % Raumfu¨llung, was der durch-
schnittlichen Raumerfu¨llung der Kristalle entspricht [83]. Diese Raumerfu¨llung geht mit ei-
ner wohl geordneten Struktur der Proteine einher, deren Ausbildung wa¨hrend der Faltung
aber mit einem großen Verlust an Konfigurationsentropie verbunden ist, da sowohl das Ru¨ck-
grat wie teilweise auch die Seitenketten auf einige wenige Zusta¨nde beschra¨nkt werden [19].
Betrachtet man ein Protein im Vakuum, so wird dieser Verlust der Konfigurationsentropie
durch die Bildung der Wasserstoffbru¨cken bzw. der anderen proteininternen Wechselwirkun-
gen u¨berkompensiert, so dass der native Zustand dort sehr stark stabilisiert wird. Betrachtet
man dagegen jedoch Proteine in ihrer natu¨rlichen Umgebung im gelo¨sten Zustand in einem
wa¨ssrigen Medium, so wird die Thermodynamik des Faltungsprozesses komplizierter, da in
diesem weitere Effekte hinzukommen [67, 84]. Dies ist zuna¨chst der hydrophobe Effekt, wel-
cher darauf beruht, die Grenzfla¨che zwischen apolaren Seitenketten wie Valin, Cystein oder
Leucin zum Wasser zu minimieren. Dieser Effekt wurde lange Zeit als die dominierende Trieb-
kraft zur Bildung des nativen Zustandes angesehen [67, 85]. Dieser ist sicherlich sehr wichtig,
aber er muss differenzierter betrachtet werden. Zuna¨chst muss beachtet werden, dass es auf-
grund der unregelma¨ßigen Verteilung der Aminosa¨uren entlang der Sequenz nicht mo¨glich ist,
lediglich die hydrophoben Seitenketten im Kern des Proteins einzulagern, so dass auch pola-
re oder geladene Seitenketten im inneren zu finden sind. Daher sind im gefalteten Zustand
durchschnittlich 83 % der hydrophoben, 63 % der polaren und 54 % der geladenen Seitenket-
ten eingelagert, ebenso wie auch 82 % der polaren Ru¨ckgrat-Peptidgruppen [86]. Durch die
Einlagerung der polaren und geladenen Seitenketten sowie der Peptidgruppen entsteht ein
großer destabilisierender Desolvatationsenergiebeitrag, da diese Gruppen beim Faltungspro-
zess, bei welchem das Wasser bis auf sehr wenige Moleku¨le aus dem Protein gedra¨ngt wird,
vom Lo¨sungsmittel getrennt werden. Es ist unklar, ob die Einlagerung der geladenen bzw.
polaren Seitenketten im inneren stabilisierend oder destabilisierend wirkt [87, 88]. Wie sich
zeigt, ist diese Desolvatationsenergie gleich oder gro¨ßer dem Energiegewinn durch die Bil-
dung der proteininternen Wechselwirkungen wie z. B. Wasserstoffbru¨cken [64, 89], wodurch
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sich diese Beitra¨ge nahezu aufheben, so dass der native Zustand durch diese Energiebeitra¨ge
weit weniger stabilisiert wird, als fru¨her angenommen. Daher ist die Betrachtung der reinen
proteininternen Wechselwirkungen nicht ausreichend, die spontane Faltung zu erkla¨ren. Wie
sich in neueren theoretischen Untersuchungen zeigte, ist der entscheidende Energiebeitrag
zur Stabilisierung des nativen Zustandes die A¨nderung der Entropie der umgebenden Was-
sermoleku¨le [90], wobei jedoch der detaillierte Beitrag sich von der urspru¨nglichen Annahme
unterscheidet. Das urspru¨ngliche Bild des hydrophoben Effektes bestand in der Annahme,
dass Wassermoleku¨le in der Na¨he zu apolaren Gruppen des denaturierten Proteins in ihrer
Rotation eingeschra¨nkt sind. Nach der Einlagerung dieser Gruppen im inneren des Proteins
durch die Faltung werden diese Wassermoleku¨le frei gesetzt und besitzen mehr Rotationsfrei-
heitsgrade, was einer Zunahme der Entropie der Wassermoleku¨le entspricht. Wie sich aber in
den aktuellen Arbeiten zeigten, ist der Hauptanteil des Energiegewinnes nicht im Rotations-,
sondern im Translationsanteil der Entropie zu finden. Dieser entsteht dadurch, dass im unge-
falteten Zustand die Seitenketten ein großes ausgeschlossenes Volumen besitzen, das fu¨r die
Wassermoleku¨le nicht zuga¨nglich. Dieses Volumen verringert sich wa¨hrend des Faltungspro-
zess, wodurch die Translationsentropie der Wassermoleku¨le zunimmt.
Fasst man diese Ergebnisse zusammen, so zeigt sich, dass der native Zustand im Vakuum
durch die internen Wechselwirkungen stark u¨berstabilisiert wird, wa¨hrend dagegen die Ther-
modynamik im wa¨ssrigen Medium durch die Solvatationseffekte komplizierter ist und man
die spontane Faltung nur unter Beru¨cksichtigung des Wassers erkla¨ren kann.
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Die genaue Strukturaufkla¨rung stellt die Grundlage fu¨r das Versta¨ndnis jeden molekularen
Vorgangs da, auch wenn sich teilweise bestimmte Abschnitte von Reaktionen aufgrund ihrer
Geschwindigkeit oder anderer Faktoren nur schwer oder nicht messen lassen. Nicht nur in
diesen Fa¨llen, sondern ganz allgemein, kann die Kombination aus Experimenten und Theorie
Impulse fu¨r den jeweils anderen Forschungsbereich geben. Wa¨hrend die Theorie bestimm-
te Beobachtungen erkla¨ren oder Ideen fu¨r neue Experimente bereitstellen kann, so ist das
Experiment stets der Gradmesser fu¨r die Theorie, da nur diejenigen Modelle vernu¨nftig sein
ko¨nnen, die einen Versuchsaufbau und die aus diesem erhaltene Resultate richtig beschreiben.
Fu¨r diese wie auch andere theoretische Arbeiten, werden experimentelle Ergebnisse beno¨tigt,
um Parameter fu¨r das gewa¨hlte Modell zu erhalten. In diesem speziellen Fall werden die
dreidimensionalen Strukturen von Proteinen beno¨tigt, um u¨ber diese eine Potentialfunktion
anzupassen, die diese Strukturen reproduzieren soll. Eine kurze U¨bersicht, mit welchen expe-
rimentellen Methoden Informationen u¨ber Proteinstrukturen sich erhalten lassen, ist in [91]
zu finden.
Experimentell existieren heutzutage verschiedene Methoden, die Struktur der Proteine auf-
zukla¨ren. Im folgenden werden die wichtigsten Methoden hierbei kurz angesprochen. Die
grundsa¨tzliche Schwierigkeit der Protein-Strukturbestimmung liegt zuna¨chst darin, a¨hnlich
wie ebenfalls bei vielen anderen Biomoleku¨len auch, das zu untersuchende Protein aus sei-
ner Umgebung zu isolieren, um es gezielt analysieren zu ko¨nnen. Dieser Prozess kann sehr
aufwendig sein. Einige Proteine verhalten sich hierbei besonders problematisch, da sie ihre
Struktur vera¨ndern, wenn sie aus ihrer nativen Umgebung entfernt werden. Dies ist z. B. ein
Effekt, den man bei Membran-Proteinen beobachten kann.
Aufgrund der großen Anzahl an Atomen bei bereits mittelgroßen Proteinen, werden zur
Strukturbestimmung Verfahren beno¨tigt, die viele detaillierte Informationen u¨ber das Mo-
leku¨l liefern. Abha¨ngig davon, in welcher Umgebung das Protein untersucht werden soll bzw.
untersucht werden kann, stehen heutzutage hauptsa¨chlich zwei Methoden zur Verfu¨gung. Dies
sind die Ro¨ntgenstrukturanalyse und die nmr-Spektroskopie, wobei beide Methoden unter-
schiedliche Struktureigenschaften messen und zueinander komplementa¨re Methoden sind [92].
Die Ro¨ntgenstrukturmethode basiert auf der Beugung von Ro¨ntgenstrahlung an den Netzebe-
nen von Kristallen, wobei die Strahlung von den Elektronen gestreut wird. Fu¨r diese Methode
ist somit ein Proteinkristall notwendig, was fu¨r einige Proteine problematisch sein kann, da der
Extraktionsprozess und/oder die Kristallisation sehr schwierig sein ko¨nnen. Aus den erhalte-
nen Beugungsbildern la¨sst sich die Elektronendichteverteilung berechnen, mit deren Hilfe die
dreidimensionale Struktur bestimmt werden kann. Qualitativ ho¨herwertige Strukturen sollten
eine Auflo¨sung von besser als 1.5 bis 2 A˚ besitzen. In Großforschungsanlagen ko¨nnen sehr
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gute Auflo¨sungen erzielt werden, indem Ro¨ntgenstrahlung mit einer hohen Strahlungsdichte
aus einem Synchrotron verwendet wird
Eine a¨hnliche Methode ist die Sreuung von Neutronen. Diese erfordert ebenfalls einen großen
apparativen Aufwand, da die Neutronen in einem Kern-Spaltungsreaktor erzeugt werden mu¨s-
sen. Im Gegensatz zu Ro¨ntgenstrahlen werden die Neutronen an den Atomkernen gestreut.
Hierbei ist der besondere Vorteil, dass die Neutronenbeugung ein bessere Auflo¨sung liefert,
und dass auch die Wasserstoffatome bestimmt werden ko¨nnen, die in der Ro¨ntgenbeugung
normalerweise nicht detektiert werden.
Mit der Ro¨ntgenstrukturmethode ko¨nnen nur Kristalle untersucht werden, wodurch es mit
dieser Methode nicht mo¨glich ist, Proteine in ihrer natu¨rlichen wa¨ssrigen Umgebung bei dy-
namischen Prozessen zu beobachten. Fu¨r diese Fa¨lle und fu¨r Proteine, die sich nicht oder
nur schwer kristallisieren lassen, kann die zweite wichtige Strukturaufkla¨rungsmethode, die
nmr-Spektroskopie, hilfreich sein. Mit dieser werden U¨berga¨nge von unterschiedlichen Spin-
zusta¨nden von Atomkernen beobachtet, wobei der Kern im Grundzustand einen nicht ver-
schwindenden Spin besitzen muss, damit diese Methode angewendet werden kann. Solche in
Proteinen vorkommende und hierfu¨r verwendete Atomkerne sind gewo¨hnlich 1H, 13C und
15N. Die Struktur eines Moleku¨ls kann aus verschiedenen Messdaten ermittelt werden. Ha¨u-
fig werden die Daten des Kern-Overhauser-Effektes verwendet, es ko¨nnen aber z. B. auch die
chemische Verschiebung, dipolare Kopplungen oder Relaxationszeiten herangezogen werden
[93, 94]. Die hieraus gewonnen Informationen u¨ber die Struktur werden u¨ber verschiedene Al-
gorithmen in Geometrien umgerechnet, wobei aber abha¨ngig von der Qualita¨t und der Menge
an Daten sowie der Dynamik der Struktur die erhaltene Geometrie nicht immer eindeutig ist,
sondern es vorkommen kann, dass verschiedene oder a¨hnliche Geometrien zu den gleichen
nmr-Daten passen, wodurch beispielsweise Datenbank-Strukturen diverse Alternativmodelle
fu¨r eine Proteinstruktur enthalten ko¨nnen. Eine weiterer Nachteil der nmr-Spektroskopie ist,
dass nicht beliebig große Moleku¨le untersucht werden ko¨nnen.
Neben diesen beiden sehr wichtigen Methoden zur Strukturbestimmung existieren weitere,
die Informationen u¨ber die Geometrie liefern, aber nicht direkt in eine vollsta¨ndige Struktur
umgerechnet werden ko¨nnen. Eine weitere Methode ist beispielsweise die Verwendung von
polarisierter ultravioletter Strahlung im Bereich um 200 nm, mit welcher sich Informationen
u¨ber den Gehalt an den unterschiedlichen Sekunda¨rstrukturen gewinnen lassen, da diese be-
stimmte Elektronenu¨berga¨nge der Amidgruppe anregt. Die U¨bergangsenergien sind spezifisch
fu¨r bestimmte Konformationen des Ru¨ckgrates, woraus auf die Sekunda¨rstruktur geschlossen
werden kann [95].
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Ebenfalls wichtig ist die Massenspektrometrie bei der unter Verwendung verschiedener Me-
thoden Moleku¨lionen hergestellt werden, deren Masse-zu-Ladung-Verha¨ltnis bestimmt werden
kann. Aufgrund der U¨berschussenergie im Ionisationsprozess defragmentieren im Regelfall die
untersuchten Moleku¨le, so dass nach der Auftrennung dieser Fragmente nach ihrem Masse-
zu-Ladung-Verha¨ltnis ein Reihe von Signalen gemessen werden kann, die charakteristisch fu¨r
das jeweilige Moleku¨l sind. Auf diese Weise lassen sich beispielsweise durch Vergleich mit
Datenbanken Proteine oder Fragmente bestimmen. Sequenzinformationen u¨ber das Protein
werden auch durch einen gezielten Abbau des Proteins beispielsweise durch Enzymreaktionen
und anschließender Analyse der Reaktionsprodukte gewonnen [96].
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In diesem Abschnitt werden die fu¨r die vorliegende Arbeit angewendeten Methoden und die
erhaltenen Ergebnisse dargestellt. Die zwei Hauptpunkte dieser Arbeit waren die Erstellung
eines vergro¨berten Kraftfeldes zur Beschreibung der proteininternen Wechselwirkungen und
dessen Anwendung in der globalen Geometrieoptimierung zur Vorhersage des nativen Zustan-
des. Um diese Ziele zu erreichen, mussten zuna¨chst einige notwendigen Vorarbeiten geleistet
werden. Im Folgenden wird hierzu ein kurzer U¨berblick u¨ber die Reihenfolge der wichtigsten
Punkte und den Ablauf der Arbeiten gegeben, gefolgt von detaillierten Beschreibungen der
entsprechend in einzelne Themenblo¨cke gegliederten Arbeitsschritte.
Die Grundlage zur Beschreibung einer Proteinstruktur ist die Wahl eines Modells. Hierzu
wurde, um die Anzahl an Freiheitsgraden zu reduzieren, ein vereinfachtes Proteinmodell an-
gesetzt, das drei Wechselwirkungszentren pro Aminosa¨ure enthielt.
Die Beschreibung der Wechselwirkungen zwischen diesen Punkten wurde als empirisches
Potential angesetzt, das sich aus der Linearkombination verschiedener Basisfunktionen zu-
sammensetzte. Da es nicht das Ziel dieses Ansatzes war, thermodynamische Daten oder
ab-initio-Potentiale zu reproduzieren, la¨sst sich das gewa¨hlte Kraftfeld auch als eine rei-
ne Bewertungsfunktion fu¨r Proteinstrukturen auffassen. Zur Bestimmung der im Potential
enthaltenen Parameter wie beispielsweise Gleichgewichtsabsta¨nde usw. musste zuna¨chst ein
Referenz-Datensatz ausgewa¨hlt werden, an welchen die Parameter angepasst wurden. Hierzu
wurden die verfu¨gbaren experimentell bekannten Protein-Strukturdatensa¨tze herangezogen
und aus diesen ein qualitativ hochwertiger Datensatz ausgewa¨hlt. Die in diesem Datensatz
enthaltenen Geometrien wurden im Hinblick auf die angestrebte Form des Potentials nach
bestimmten statistischen Mustern analysiert und die erhaltenen Daten zur Gewinnung der
Parameterwerte fu¨r die Kraftfeld-Funktionen genutzt, indem diese entweder direkt in die Ba-
sisfunktionen als Konstanten eingingen oder indem bestimmte Potentialfunktionen an die
statistischen Daten angepasst wurden. Des weiteren wurden die Datenbank-Informationen
zur Realisierung drei unterschiedlicher Seitenkettenmodelle genutzt.
Nach der Festlegung der Basisfunktionen mussten die Gewichtungskoeffizienten der Funktio-
nen untereinander bestimmt werden. Die Zielgro¨ße fu¨r die Bestimmung der Gewichtungskoef-
fizienten war der Energieunterschied zwischen den nativen Proteinstrukturen und Strukturen,
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die zwar die gleiche Aminosa¨uresequenz wie das native Protein besaßen, deren Geometrien
sich aber von diesen unterschied. Hierbei sollten die Koeffizienten so bestimmt werden, dass
die Energie der nativen Struktur fu¨r alle Strukturen einer Sequenz am energetisch niedrig-
sten ist. Zur Durchfu¨hrung wurden daher zusa¨tzlich zu den nativen Datenbank-Strukturen
die Geometrien falsch gefalteter Proteine beno¨tigt. Die hierzu erha¨ltlichen Datensa¨tze wurden
zuna¨chst einer Analyse unterzogen, wobei sich bei diesen viele Probleme zeigten, die beispiels-
weise darin bestanden, dass viele Datensa¨tze zu wenige falsche Strukturen fu¨r eine effektive
Koeffizienten-Optimierung enthielten, diese unpassend fu¨r das gewa¨hlte Proteinmodell waren
oder dass die Strukturen qualitative Ma¨ngel enthielten, indem sie unrealistische interatoma-
re Absta¨nde enthielten. Aus diesen Gru¨nden wurden eigene Programme zur Erzeugung von
falschen Strukturen implementiert.
Diese hiermit neu generierten falschen Proteine wurden, zusammen mit den bekannten nati-
ven Datenbank-Strukturen, anschließend zur Bestimmung der Gewichtungskoeffizienten der
Potentialfunktionen u¨ber die Formulierung eines linearen Ungleichungssystems verwendet, zu
dessen Lo¨sung ein bereits existierendes Programmpaket angewendet wurde.
Das resultierende Potential wurde in einen neu programmierten genetischen Algorithmus
implementiert, um mittels diesem die Energiefla¨chen global nach energetisch sehr niedrigen
Minima absuchen zu ko¨nnen. Da aufgrund der Gro¨ße des Konformationsraumes und der be-
grenzten Anzahl an Proteinen zur Parametrisierung des Potentials nicht zu erwarten war,
in einem Schritt eine optimale Energiefunktion zu erhalten, in welcher alle nativen Zusta¨nde
das globale Minimum einnehmen, wurde die globale Geometrie-Optimierung und die Optimie-
rung der Gewichtungskoeffizienten zu einem iterativen Zyklus zusammengefasst, in welchem
Proteinstrukturen, die in der Geometrie-Optimierung erzeugt wurden und eine niedrigere
Energie als die native Struktur besaßen, zu den falschen Strukturen fu¨r die Koeffizienten-
Optimierung hinzugefu¨gt wurden. Dieser Zyklus sollte solange fortgesetzt werden, bis in der
Geometrie-Optimierung keine Strukturen mehr auftraten, die energetisch gu¨nstiger als das
native Protein waren.
Neben der globalen Geometrie-Optimierung wurde als Vergleich, um die Vorhersageleistung
des Potentials bestimmen zu ko¨nnen, ein Erkennungstest mit publizierten falschen Struktu-
ren gegen andere Protein-Potentiale durchgefu¨hrt. Die fu¨r diese Tests bewerteten Protein-
Strukturen waren nicht im Optimierungssatz enthalten.
Dieser Ablauf der einzelnen Punkte der Arbeit ist in Abb. 4.1 zur U¨bersicht zusammengefasst.
Die einzelnen Punkte werden in den folgenden Abschnitten ausfu¨hrlich beschrieben.
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?
Auswahl der nativen Proteine
?
Analyse der Datenbankstrukturen
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Erstellung des Seitenkettenmodells
?
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Abbildung 4.1: Verlaufsu¨bersicht der durchgefu¨hrten Arbeiten zur Erstellung des Kraftfeldes und
dessen Anwendungen.
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4.1 Das Proteinmodell
Obwohl nach dem heutigen Wissensstand die (relativistische) Quantenmechanik die exak-
teste mathematisch-physikalische Beschreibung atomarer oder molekularer Systeme erlaubt,
ist die Anwendung ihrer Gleichungen fu¨r gro¨ßere Systeme numerisch nicht durchfu¨hrbar, da
die computertechnischen Anforderungen wie auch die Rechenzeit in Abha¨ngigkeit von der
Systemgro¨ße stark zunehmen. Daher ist man fu¨r die Beschreibung solcher Systeme auf die
Verwendung vergro¨berter Modelle und dahingehend auch vereinfachter Potentialfunktionen
zur Beschreibung der Wechselwirkungen zwischen den Ko¨rpern angewiesen. Die Wahl des
Modells ist somit ein Kompromiss zwischen der angestrebten Genauigkeit der Berechnung
und den zu erzielenden Ergebnissen auf der einen Seite und den verfu¨gbaren Computerres-
sourcen und der erforderlichen oder realisierbaren Rechenzeit auf der anderen Seite.
Fu¨r die Simulationen von Proteinen, welche besonders die Bereiche der Vorhersage der Fal-
tung, die Analyse der (klassischen) Dynamik und die Wechselwirkungen zwischen Proteinen
umfassen, werden sehr viele unterschiedliche Modelle verwendet. Eine U¨bersicht mit einer
großen Anzahl an Literaturverweisen u¨ber vereinfachte Proteinmodelle ist in [97] zu finden.
Die unterschiedlichen Darstellungen einer Proteingeometrie lassen sich zuna¨chst grundsa¨tz-
lich darin einteilen, welche Interaktionspunkte verwendet werden bzw. welche Atome zu ei-
nem Punkt zusammengefasst werden oder welche direkt repra¨sentiert sind. Die einfachsten
Darstellungen verwenden hierbei ganze Aminosa¨uren als einen einzigen Punkt. Komplexere
Modelle haben zumeist die Gemeinsamkeit, dass zuna¨chst der Verlauf des Ru¨ckgrates be-
schrieben wird, wobei dies zumeist u¨ber die Koordinaten der Cα-Atome erfolgt. Dies wird in
Abha¨ngigkeit von der gewa¨hlten Genauigkeit um zusa¨tzliche Punkte erweitert, wobei es sich
beispielsweise zur Beschreibung der Seitenkette um das Cβ-Atom oder um den Seitenketten-
schwerpunkt handeln kann, oder Punkte zur Beschreibung der Wasserstoffbru¨ckenbindungen
oder weiterer Atome des Ru¨ckgrates, um z. B. die Torsionswinkel zu erfassen. Grundsa¨tzlich
werden aber in der Regel nur die Schweratome explizit einbezogen und die Wasserstoffatome
ausgelassen.
Des weiteren ko¨nnen sich die Proteinmodelle darin voneinander unterscheiden, ob die Posi-
tionsangabe der Interaktionspunkte auf einem Gitter mit diskreten Zusta¨nden erfolgt oder
ob dies kontinuierlich bzw. gitterfrei geschieht. Ebenso sind zwischen diesen beiden Darstel-
lungen Mischformen mo¨glich, indem ein Teil der Interaktionspunkte diskrete und der andere
Teil kontinuierliche Zusta¨nde einnehmen kann.
In direktem Zusammenhang mit der Wahl der unterschiedlichen Mo¨glichkeiten der Darstel-
lung des molekularen Aufbaus erfolgt auch die Festlegung zur Beschreibung der Wechselwir-
kungen. Hierauf wird im Abschnitt 4.4 na¨her eingegangen.
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Das Potential, das in dieser Arbeit entwickelt wurde, basierte ebenfalls auf einer vergro¨berten
Darstellung eines Proteins. Dieses verwendete drei Wechselwirkungszentren pro Aminosa¨ure,
welche durch das Cα-Atom, den Schwerpunkt der Seitenkette und durch den Punkt Z zur
Beschreibung der Wasserstoffbru¨ckenbindungen gegeben waren. Der Punkt Z (fu¨r Zentrum)
liegt auf der halben Strecke zwischen zwei sequentiellen Cα-Atomen und repra¨sentiert die
O=C-N-H-Einheit bzw. die Amidbindung zwischen zwei Aminosa¨uren. Die Beschreibung der
Wasserstoffbru¨cken u¨ber diesen Punkt wird in Abschnitt 4.4.6 dargelegt.
Dieses hier gewa¨hlte Proteinmodell ist insgesamt in Abb. 4.2 veranschaulicht. Um ein glattes
Potential definieren zu ko¨nnen, wurden kontinuierliche Koordinaten verwendet bzw. die Ko-
ordinaten wurden im Rahmen der Maschinenpra¨zision angegeben und diese in Einheiten von
A˚ngstro¨m verwendet1.
Die Ru¨ckgratgeometrie wurde u¨ber die Positio-
Abbildung 4.2: Proteinmodell mit drei
Wechselwirkungszentren: Cα-Atom, Z-
Punkt fu¨r die Wasserstoffbru¨cken und die
Seitenkette SC.
nen der Cα-Atome beschrieben. Ein Ziel des ge-
wa¨hlten Modells war es, eine Darstellung der Geo-
metrie zu erhalten, die nach Mo¨glichkeit u¨ber ei-
ne einfache Vektormathematik behandelbar ist,
um so eine umsta¨ndlichere Umrechnung in inter-
ne Koordinaten und Schwierigkeiten in der lo-
kalen Strukturoptimierung mit Gradienteninfor-
mationen zu vermeiden. So bilden die dreidimen-
sionalen Vektoren bi zwischen zwei sequentiellen
Cα-Atomen i und i − 1 die Grundlage zur Be-
schreibung eines Proteins. Diese werden auch als
Bindungsvektoren bezeichnet. Sei der Ortsvektor
des Cαi -Atoms gegeben mit xi, so ist der Bindungsvektor bi = xi − xi−1. Setzt man fu¨r das
N-terminale Cα-Atom (x1) eine beliebige Position an, ist das gesamte Ru¨ckgrat des Prote-
ins u¨ber die Vektoren b bestimmt. Die internen Koordinaten ko¨nnen u¨ber diese vektoriellen
Gro¨ßen folgendermaßen ermittelt werden [76, 98]: Der Abstand rik zweier C
α-Atome i und k
ist gegeben durch
rik =
√
〈xi − xk,xi − xk〉 (4.1)
mit dem inneren Produkt 〈x,x′〉 zweier Vektoren (siehe U¨bersicht Seite 1). Im Programm
wird zumeist der quadratische Abstand r2ik verwendet, um das Wurzelziehen zu vermeiden.
Alternativ zu Gl. 4.1 la¨sst sich der quadratische Abstand auch u¨ber
r2ik = 〈xi,xi〉+ 〈xk,xk〉 − 2 〈xi,xk〉 (4.2)
1Programmintern erfolgte eine Koordinatendarstellung in Einheiten von 0.1 A˚ngstro¨m (= 1 A˚’), so dass
beispielsweise zwei sequentielle Cα-Atome bei einer trans-Stellung des Ru¨ckgrat-Torsionswinkels ω einen Ab-
stand von ca. 38 A˚’ besitzen.
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ermitteln. Der Bindungswinkel κi zwischen drei sequentiellen C
α-Atomen i, i+1 und i+2 ist
κi =
〈bi+1,bi+2〉
‖bi+1‖‖bi+2‖
(4.3)
und der Torsionswinkel τi zwischen vier sequentiellen C
α-Atomen i, i+1, i+2 und i+3 ergibt
sich aus
τi = sgn
(
〈bi+3 × bi+2,bi+1〉
) ∣∣∣∣ 〈bi+1 × bi+2,bi+2 × bi+3〉‖bi+1 × bi+2‖‖bi+2 × bi+3‖
∣∣∣∣ (4.4)
wobei b×b′ das a¨ußere Produkt (siehe U¨bersicht Seite 1) und ”sgn” die Signumfunktion ist.
Das Vorzeichen des Torsionswinkels τi wird somit durch das Vorzeichen des inneren Produktes
〈bi+3 × bi+2,bi+1〉 (4.5)
festgelegt. Wie besonders aus den Gl. 4.3 bis 4.5 hervorgeht, sind fu¨r eine Umrechnung der
kartesischen Ortsvektoren xi in interne Koordinaten eine Anzahl an Rechenschritten erfor-
derlich. Um diese Anzahl mo¨glichst klein zu halten und damit die Berechnung des Potentials
mo¨glichst effizient zu gestalten, war ein Ziel der Definition des Kraftfeldes, dieses im wesentli-
chen nur von Vektoren direkt bzw. von inneren Produkten der Vektoren abha¨ngig zu machen.
Fu¨r die Berechnung des Potentials konnte dies realisiert werden, so dass dieses auf einfachen
Absta¨nden bzw. inneren Produkten beruht. In der Implementation des genetischen Algorith-
mus’ zeigten sich jedoch Schwierigkeiten, wenn explizite Ru¨ckgratgeometrien bzw. bestimmte
Sekunda¨rstrukturen vektoriell erzeugt werden sollten. Besonders problematisch war hierbei
die Erzeugung von α-Helices, da hierzu eine Unterscheidung zwischen der rechtsga¨ngigen und
der linksga¨ngigen α-Helix unabdingbar ist, da praktisch nur die rechtsga¨ngige Helix von Be-
deutung ist. Die Unterscheidung beider auf Basis von Vektoren war in Bezug auf die Anzahl
an notwendigen Rechenschritten so aufwendig, dass dies a¨quivalent mit der Berechnung der
internen Koordinaten war, so dass im genetischen Algorithmus dennoch auf diese zuru¨ckge-
griffen wurde.
Die weiteren Punkte, die der Beschreibung einer Proteingeometrie dienten, waren das bereits
oben erwa¨hnte Zentrum Z bzw. der zugeho¨rige Ortsvektor zi, der sich aus zi =
1
2 (xi + xi+1)
ergibt, sowie der Seitenkettenschwerpunkt, dessen Ortsvektor mit ρi bezeichnet wird. Der
Verbindungs- bzw. Richtungsvektor qi zwischen dem C
α
i -Atom und der zugeho¨rigen Seiten-
kette am Ort ρi ist gegeben durch qi = ρi−xi. Im folgenden werden die entwickelten Modelle
zur Positionierung der Seitenketten-Schwerpunkte zu einer gegebenen Ru¨ckgratgeometrie be-
schrieben.
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4.2 Seitenkettenapproximation
Sowohl auf den Faltungsprozess wie auch auf die Organisation des nativen Zustandes haben
die Seitenketten einen sehr wichtigen Einfluss. Da das Ru¨ckgrat in jeder Aminosa¨ure stets
die gleiche chemische Zusammensetzung hat, unterscheiden sich die Aminosa¨uren anhand
der physikochemischen Eigenschaften der Seitenketten, welche unterschiedliche funktionelle
Gruppen enthalten ko¨nnen. Diese bestimmen die von einer Aminosa¨ure pra¨ferierte Umge-
bung, und wie verschiedene Aminosa¨uren bzw. Seitenketten miteinander wechselwirken ko¨n-
nen.
Zuna¨chst einmal wird durch die Seitenkette der Zugang zum Ru¨ckgrat beispielsweise zur
Ausbildung von Wasserstoffbru¨cken durch sterische Hinderung erschwert bzw. auf bestimmte
Raumbereiche außerhalb des ausgeschlossenen Volumens der Seitenkette beschra¨nkt. Ande-
rerseits treten Seitenketten u¨ber polare bzw. apolare Gruppen miteinander oder auch mit
dem Ru¨ckgrat in Wechselwirkungen, woraus unter anderem der hydrophobe Effekt entsteht,
der dafu¨r sorgt, dass hydrophobe Seitenketten eine kompakte Packung im inneren des Pro-
teins anstreben, wozu sich im Gegensatz die geladenen Aminosa¨uren eher an der Oberfla¨che
befinden und vom Lo¨sungsmittel solvatisiert werden. Wichtig fu¨r die Struktur von vielen
Proteinen ist auch die Ausbildung von Disulfidbru¨cken zwischen zwei Cystein-Seitenketten.
Daneben sind an molekularen Erkennungsprozessen, Protein-Protein-Wechselwirkungen oder
an den katalytischen Reaktionen von Enzymen ebenfalls im Regelfall bestimmte Seitenketten
beteiligt, hier beispielsweise durch Koordination an Metallionen oder durch direkte Beteili-
gung von Heteroatomen an Reaktionen.
Ein anderer Aspekt, auf den hier nicht na¨her eingegangen wird, ist die thermodynamische
Bilanz des Faltungsprozesses, in die die Seitenketten neben dem Enthalpiebeitrag auch durch
den Entropiebeitrag entscheidend mit einfließen, da diese im Faltungsprozess, wie auch das
Ru¨ckgrat, auf sehr wenige zuga¨ngliche Zusta¨nde beschra¨nkt werden, was einer Abnahme der
Entropie entspricht.
Aus diesen verschiedenen Gru¨nden ist es sinnvoll, wenn nicht unerla¨sslich, fu¨r ein akkurates
Proteinmodell die Seitenketten mit einzubeziehen. Im folgenden werden kurz zwei Modelle
vorgestellt, wie Seitenketten in der Literatur in vergro¨berten Darstellungen behandelt wer-
den, die einen zu dieser Arbeit a¨hnlichen Ansatz zu Grunde gelegt haben.
Zuna¨chst sei der Ansatz von H. A. Scheraga et al. des unres-Kraftfeldes erwa¨hnt, in welchem
der Seitenkettenschwerpunkt zur Repra¨sentation verwendet wird [99–101]. Dieser wird als
Ellipse mit aminosa¨ureabha¨ngigen Dimensionen beschrieben. Fu¨r die Position des Schwer-
punktes werden insgesamt ein Abstand, der fu¨r jede Seitenkette fest ist, und zwei Winkel
beno¨tigt, wobei dies zum einen der Winkel des Seitenkettenvektors zur Winkelhalbierenden
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des Dreiecks Cαi−1,C
α
i ,C
α
i+1 und zum anderen der Rotationswinkel um diese Winkelhalbieren-
de ist. Hierauf basierend wurden mehrere Gauss-Funktionen definiert, die direkt abha¨ngig
von diesen drei Winkeln waren. Die zugeho¨rigen Parameter wie Gewichtungsfaktor, Breite
und Ho¨he der Gauss-Funktionen wurden an statistische Verteilungen der Seitenketten aus
Datenbankproteinen angepasst, mit denen schließlich die potentielle Energie der Seitenkette
bezu¨glich des Ru¨ckgrates gena¨hert wurde. D. h., dass die i-te Seitenkettenposition in diesem
Modell zum einen von der Ru¨ckgratgeometrie am Cαi -Atom abha¨ngt, zum anderen aber auch,
dass die Seitenkette im Rahmen der Gauss-Funktionen beweglich ist und sich der Umgebung
anpassen kann.
Das zweite als Kontrast hier angefu¨hrte Beispielmodell vereinfacht die Darstellung der Seiten-
kette im Gegensatz zur flexiblen Positionierung des unres-Ansatzes sehr stark. In diesem, von
M. Levitt et al. verwendeten Modell, wurde ebenfalls lediglich ein Punkt fu¨r jede Seitenkette
angesetzt [102]. Dies war das Cβ-Atom oder der Seitenkettenschwerpunkt, abha¨ngig vom Typ
der Aminosa¨ure. Eine Seitenkette wird in diesem Modell so positioniert, dass zuna¨chst zwei
Einheitsvektoren durch die Vektoren zwischen den Cα-Atomen i− 1, i und i, i+ 1 berechnet
werden, die ein lokales Koordinatensystem fu¨r die Seitenkette bilden. U¨ber eine feste Linear-
kombination dieser Vektoren fu¨r jede Aminosa¨ure wurden entweder bei kurzen Seitenketten
die Koordinaten des Cβ-Atoms oder fu¨r la¨ngere die des Seitenkettenschwerpunktes berechnet.
Die Linearkombination fu¨r das Cβ-Atom wurde aber so gewa¨hlt, dass dessen Position nicht
mit der des realen Cβ-Atoms u¨bereinstimmte, sondern so, dass mo¨glichst gute Resultate fu¨r
das Kraftfeld erhalten wurden. Dieses Modell unterscheidet sich vom ersteren dahingehend,
dass die Position der Seitenkette nur von der Ru¨ckgratgeometrie abha¨ngt und nicht beweg-
lich ist, was eine sehr starke Vereinfachung darstellt. Außerdem werden die Seitenketten als
kugelfo¨rmig und nicht ellipsoidal angenommen.
Gemeinsam an diesen Ansa¨tzen ist, dass die Eigenschaft der Seitenketten verwendet wird,
dass sie sich relativ zum Ru¨ckgrat in bestimmten Raumbereichen statistisch ha¨ufiger auf-
tritt, was bestimmten bevorzugten Rotamerzusta¨nden der Seitenkette entspricht, wie bspw.
der all-trans-Konformation einer Lysinseitenkette. Diese Eigenschaft wurde auch fu¨r diese
Arbeit verwendet, wobei mehrere Seitenkettenmodelle entwickelt wurden, die im folgenden
beschrieben werden. In diesem Abschnitt werden die Methoden dargestellt, mit welchen die
Seitenkettenpositionen in Bezug zum Ru¨ckgrat bestimmt wurden. Die Wechselwirkungsterme
der Seitenketten fu¨r das Potential werden dagegen in Abschnitt 4.4.4 beschrieben.
Vor der Beschreibung der Seitenkettenmodelle seien an dieser Stelle vorweg einige Bezeich-
nungshinweise bzw. -definitionen zum besseren Versta¨ndnis des Textes erla¨utert:
Im folgenden sei S der Sequenzvektor eines Proteins mit N Aminosa¨uren. Die i-te Komponen-
te dieses Vektors sei mit si ∈ {1, 2, ..., 20} bezeichnet und gibt gema¨ß Spalte 1 in Tab. 1.1 die
Aminosa¨uren durch eine Zahlencodierung an, so dass S = (s1, s2, ..., sN ). Der Sequenzvektor
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S ist spezifisch fu¨r ein Protein P , so dass S = SP gilt bzw. SP = (s1,P , s2,P , ..., sN(P ),P ). Zur
einfacheren Darstellung wird auf die P -abha¨ngige Schreibweise verzichtet.
Des weiteren wird im folgenden allgemeiner Bezug auf die zwanzig Aminosa¨uren genommen.
Der Typ einer Aminosa¨ure, unabha¨ngig von einem Protein und Sequenzposition, sei hier mit
a ∈ {1, 2, ..., 20} bezeichnet.
4.2.1 Potentialmethode
Das erste verwendete Modell fu¨r die Positionierung der Seitenkette wurde so konzipiert, dass
die Lage der Seitenkette relativ zum zugeho¨rigen Cα-Atom bzw. zum lokalen Ru¨ckgrat als
Terme in das Gesamtpotential mit eingehen. Das Ziel war es, anhand statistischer Daten
charakteristische Orientierungen der Seitenketten in nativen Proteinen bezu¨glich eines Ko-
ordinatensystems zu bestimmen, um mit Hilfe dieser ein Potential zu formulieren, so dass
Seitenkettenpositionen in Na¨he zu nativen Positionen einen niedrigeren Energiebeitrag liefern
als Seitenketten auf nicht-nativen Positionen, und so, dass im Schritt einer lokalen Optimie-
rung, die Seitenketten zu diesen nativen Orientierungen getrieben werden.
Das zugrundeliegende gewa¨hlte Koordinatensystem basierte auf den Bindungsvektoren bi
und bi+1 fu¨r die jeweilige Seitenkette an der Sequenzposition i, a¨hnlich zum Ansatz von
[102]. Unter Verwendung dieser beiden Vektoren wurde ein nahezu orthogonales (kartesi-
sches) Koordinatensystem definiert, in dessen Raum die Positionen der Seitenketten als Line-
arkombination der Koordinatenachsenvektoren beschrieben wurden. Die Vektoren, die dieses
Koordinatensystem aufspannten, waren zum einen die beiden Vektorsummen bi + bi+1 und
bi - bi+1 der beiden Bindungsvektoren. Diese beiden Vektoren sowie die Bindungsvektoren
sind in Abb. 4.3 in ihrer gemeinsamen Ebene dargestellt. bi + bi+1 und bi - bi+1 sind nahe-
zu orthogonal zueinander, da die beiden Bindungsvektoren bi und bi+1 in nativen Proteinen
fast ausschließlich die einheitliche La¨nge von ca. 3.8 A˚ besitzen. Ausnahmen sind hierbei cis-
Bindungen, die aber nur in sehr selten Fa¨llen auftreten (siehe hierzu auch Abb. 4.19). Daher
ist in Abb. Abb. 4.3 b) die Verteilung des Winkels α der Vektoren bi + bi+1 und bi - bi+1
dargestellt, die aus der Auswertung der pdb-Strukturen des top500h-Proteinsatzes erhalten
wurde, welche verdeutlicht, dass beide Vektoren nahezu orthogonal zueinander sind.
Da der Seitenkettenschwerpunkt nur in seltenen Fa¨llen gerade in der durch diese beiden
Vektoren aufgespannten Ebene liegt, wurde zusa¨tzlich als dritter Vektor fu¨r das Koordina-
tensystem der Vektor senkrecht zu der durch die Atome Cαi−1,C
α
i und C
α
i+1 aufgespannten
Ebene verwendet, der sich aus dem a¨ußeren Produkt bi × bi+1 ergibt.
Basierend auf diesen Koordinatenvektoren wurde nun untersucht, ob die Projektionen der
Seitenkettenvektoren qi, welche vom C
α
i -Atom zu dessen Seitenkettenschwerpunkt zeigen,
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Abbildung 4.3: a) Basisvektoren zur Beschreibung der Seitenketten. b) Statistik des Winkels α
zwischen bi + bi+1 und bi - bi+1.
bestimmte charakteristische Ha¨ufungen enthalten. Angestrebt wurde, im Falle von eindeuti-
gen Mustern in den Verteilungen, die Maxima derselben als Minima fu¨r Potentialfunktionen
zur Positionierung der Seitenkette zu verwenden. Hierzu wurden die 273 Proteine des reduzier-
ten top500h-Proteindatensatzes verwendet und fu¨r alle Seitenketten die folgenden inneren
Produkte χi,j ausgewertet, wobei i die Position entlang der Sequenz und j die Ordnungsnum-
mer des inneren Produktes angibt: χi,1 = 〈qi,bi〉, χi,2 = 〈qi,bi+1〉, χi,3 = 〈qi,bi × bi+1〉,
χi,4 = 〈qi,bi+1 − bi〉 und χi,5 = 〈qi,bi + bi+1〉. Die inneren Produkte der beiden Bindungs-
vektoren bi und bi+1 wurden zum Vergleich mit ausgewertet, aber nicht zur Definition der
Seitenkettenposition herangezogen. Die anhand dieser Funktionen in Intervallen bestimm-
ten Werte wurden jeweils den zwanzig Aminosa¨uretypen a zugeordnet. Die resultierenden
Statistiken sind in den Abb. 4.6 bis 4.10 dargestellt. Diese Statistiken wurden dahingehend
ausgewertet, die Abszissenwerte der Maxima zu jeder Aminosa¨ure und jedem inneren Pro-
dukt zu bestimmen und diese als Minima fu¨r die Potentialfunktion zu verwenden. Fu¨r ein so
erhaltenes Minimum wurde damit die Funktion
V
(scp)
i,j (χi,j) =
[
χi,j − γj,si
]2
(4.6)
angesetzt, wobei γj,si das Minimum dieser Funktion ist, das jeweils von der Funktionsnummer
j und von einem der zwanzig Aminosa¨uretypen si an der Sequenzposition i abha¨ngt. (scp)
steht fu¨r side chain potential. Diese Funktion beschreibt eine quadratische Abha¨ngigkeit von
der Differenz zum statistisch erwarteten Wert des inneren Produktes. Diese Formulierung
entha¨lt sowohl Winkel- wie auch La¨ngeninformationen der Vektoren. Da aber, wie aus den den
Statistiken in den Abb. 4.6 bis 4.10 ersichtlich ist, fu¨r ein inneres Produkt zu einer Aminosa¨ure
ha¨ufig mehrere Maxima auftreten, wurde aus diesem Grund Gl. 4.6 in ein Produkt u¨ber alle
bestimmten Minima u¨berfu¨hrt:
V
(scp)
i,j (χi,j) =
∏
k∈Mj,si
[
χi,j − γj,si,k
]2
(4.7)
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Die Menge Mj,si entha¨lt die Ordnungsnummern der Minima der j-ten Funktion und des
Aminosa¨uretyps si und besitzt so viele Elemente wie der Statistik der Funktion χi,j zu dem
Aminosa¨uretyp a = si Maxima zugeordnet wurden. Das Produkt wird also u¨ber alle Minima
berechnet. Dementsprechend ha¨ngt nun auch das Minimum γj,si,k von der Ordnungsnummer
des Faktors k ab. Fu¨r eine native Seitenkettengeometrie nahe eines Minimums γ geht der
entsprechende Term des Produktes gegen Null und damit das gesamte Produkt.
Um nun das Gesamtpotential zur Positionierung einer Seitenkette i zu berechnen, muss zu-
sa¨tzlich u¨ber alle aktiven (ausgewa¨hlten) inneren Produkte summiert werden. Gegeben sei
hier die Menge A, die die Ordnungsnummern dieser aktiven Funktionen entha¨lt, so dass
j ∈ A gilt. Die Summation fu¨hrt zu folgender Gleichung fu¨r die Seitenkette i mit dem Posi-
tionierungspotential E
(scp)
i :
E
(scp)
i =
∑
j∈A
V
(scp)
i,j (χi,j) =
∑
j∈A
∏
k∈Mj,si
[
χi,j − γj,si,k
]2
(4.8)
Die gesamte Seitenkettenpositionierungsenergie eines Proteins ergibt sich aus der Summe
u¨ber alle N Aminosa¨uren
∑N
i=1E
(scp)
i .
Die erhaltenen Statistiken zur Bestimmung der Minima γj,si,k in Gl. 4.8, welche im folgen-
den na¨her beschrieben werden, fallen je nach Aminosa¨ure und funktionaler Form des inneren
Produktes χi,j stark unterschiedlich aus.
Zuna¨chst lassen sich aus den Statistiken allgemeine geometrische Angaben zu den Seitenket-
ten ableiten.
Die Projektion 〈qi,bi − bi+1〉 zeigt fast durchweg nur positive Vorzeichen. Die Seitenketten
liegen also vom Cαi aus betrachtet in Richtung dieses Vektors. Bezieht man dies direkt auf
Abb. 4.3 a), so liegen die Seitenketten oberhalb des dort gezeigten bi + bi+1-Vektors, mit
dem Cαi -Atom als Startpunkt.
Die Ha¨ufigkeiten zu 〈qi,bi + bi+1〉 zeigen unterschiedliche Charakteristika. Fu¨r die kurzen
Seitenketten wie Alanin, Isoleucin, Threonin und Valin sind die Verteilungen um 0 A˚2 zen-
triert. Deren Seitenkettenvektoren qi liegen also nahezu orthogonal zu bi + bi+1, da deren
Schwerpunkte nahe dem Cβ-Atom liegen. Viele andere Aminosa¨uren wie z. B. Phenylala-
nin, Histidin, Lysin, Leucin, Tryptophan oder Tyrosin zeigen Verteilungen, die eine gewisse
Symmetrie bezu¨glich des Nullpunktes zeigen, wobei am Nullpunkt eher ein Minimum er-
reicht wird. Dies bedeutet, dass diese Seitenkettenvektoren entweder eine eher parallele oder
antiparallele Ausrichtung in Bezug auf den Vektor bi + bi+1 haben. Diese Ha¨ufungen beru-
hen auf bevorzugten Rotamerzusta¨nden der Seitenketten, was besonders bei Seitenketten mit
Ringsystemen ausgepra¨gt ist. Aufgrund sterischer Wechselwirkungen beispielsweise bei der
Rotation des Phenylringes um die Cα-Cβ-Bindung gibt es bestimmte Vorzugsorientierungen
(Dieses wird im Kapitel 4.2.3 na¨her erla¨utert). Diese nicht kontinuierliche Verteilung von
Rotameren spiegelt sich in den statistischen Daten wieder.
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Wie zu erwarten, streuen die Verteilungen fu¨r kurze Seitenketten wie z. B. Alanin, Prolin,
Leucin oder Valin weniger als fu¨r die la¨ngeren Seitenketten, aufgrund geringerer Freiheitsgra-
de.
Ha¨ufig treten in allen Statistiken Verteilungen mit ein bis drei differenzierbaren Maxima auf.
Zur Formulierung des Potentials basierend auf Funktionen wie in Gl. 4.6 kritische Verteilun-
gen sind beispielsweise die fu¨r Phenylalanin, Histidin oder Tryptophan in Abb. 4.6, da hier die
beiden Maxima stark unterschiedliche Formen besitzen. Die Verteilungsmaxima zwischen 10
und 15 A˚ sind relativ eng, wa¨hrend dagegen der Teil der Verteilung um bei 0 A˚ breit ist. Die
Funktion aus Gl. 4.6 bzw. 4.7 fu¨r beliebig viele Minima beschreibt allerdings eine gleichma¨ßige
Verteilung, so dass die Minima alle eine a¨hnliche Breite und die gleiche Tiefe besitzen. Dies
kann nun in der Potentialfunktion dazu fu¨hren, dass entweder das breite Minimum zu schmal
beschrieben wird, wenn der Gewichtungskoeffizient der Funktion groß ist oder dass andersher-
um das scharfe Maximum zu breit beschrieben wird, wenn der Gewichtungskoeffizient klein
ist. Geometrisch kann dies dazu fu¨hren, dass Bereiche zur Seitenkettenpositionierung erlaubt
werden, die nicht in nativen Proteinen vorkommen, oder dass Bereiche ausgeschlossen werden,
die in nativen Protein zuga¨nglich sind. Beide Fa¨lle sind in einer Geometrieoptimierung nicht
erwu¨nschenswert, wobei fu¨r den Fall des zu großen zuga¨nglichen Konformationsraumes noch
die Mo¨glichkeit besteht, dass dieser durch Wechselwirkungen mit anderen Atomen beschra¨nkt
und dadurch korrigiert wird.
Weiterhin treten bei einigen Aminosa¨uren sehr breite und asymmetrische Verteilungen auf.
Besonders Arginin besitzt fu¨r alle inneren Produktfunktionen relativ zu den anderen Ami-
nosa¨uren unspezifische Muster ohne markante Minima oder Maxima. Hier ist es besonders
schwierig mittels quadratischer Funktionen eine angemessene Potentialform zu finden. Dies
ist darin begru¨ndet, das Arginin die la¨ngste Seitenketten aller zwanzig natu¨rlichen Aminosa¨u-
ren besitzt und zudem mehrere polare funktionale Gruppen entha¨lt, wodurch sie bevorzugt
an der Oberfla¨che eines Proteins zu finden ist, wo die Rotationen der Seitenkette um die Bin-
dungen weniger eingeschra¨nkt ist als im inneren. Aber auch andere Aminosa¨uren wie z. B.
Lysin, Tryptophan oder Tyrosin ko¨nnen je nach Funktion diffuse, unspezifische Verteilungen
zeigen.
Eine Analyse der Verteilungen der inneren Produkte aufgeschlu¨sselt nach den Sekunda¨r-
strukturen, in denen die Seitenketten vorlagen, zeigte, dass eine Aufspaltung der Verteilung
in mehrere Maxima nur in bestimmten Fa¨llen auf unterschiedliche Sekunda¨rstrukturen zu-
ru¨ckgefu¨hrt werden kann. Dies soll am Beispiel der beiden Aminosa¨uren Leucin und Serin
und zwei unterschiedlichen Produkt-Funktionen veranschaulicht werden. Verglichen wurden
die Verteilungen jeweils zu den Funktionen 〈qi,bi × bi+1〉 und 〈qi,bi − bi+1〉. Die entspre-
chenden Gesamtverteilungen und die nach den Sekunda¨rstrukturen aufgeschlu¨sselten Vertei-
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Leucin; Verteilung fu¨r 〈qi,bi × bi+1〉.
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Serin; Verteilung fu¨r 〈qi,bi − bi+1〉.
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Abbildung 4.4: Unterschiedliche Verteilungen der Sekunda¨rstrukturen fu¨r zwei Aminosa¨uren und
zwei innere Produkte.
lungen, die durch das dssp-Programm [29] zugeordnet wurden, sind in Abb. 4.4 dargestellt.
In dieser zeigt sich fu¨r Leucin und das Produkt 〈qi,bi × bi+1〉, dass zum Maximum bei -20 A˚
2
Seitenketten mit helicaler Umgebung beitragen, aber kaum welche aus einer β-Struktur. Diese
tragen dagegen zum Maximum bei ca. -5 A˚2 bei. Dieses Muster ist somit eine direkte Folge
der unterschiedlichen Geometrie der α-Helix und des β-Faltblattes: In der Helix befinden sich
die Seitenketten aufgrund sterischer Effekte gro¨ßtenteils oberhalb der bi,bi+1-Ebene, also an-
tiparallel zu bi×bi+1, wa¨hrend sie in der gestreckten β-Konformation in dieser Ebene liegen,
also anna¨hernd orthogonal zum Ebenenvektor.
Betrachtet man dagegen Serin und die Projektion des Seitenkettenvektors auf bi − bi+1, so
tragen hier beide Sekunda¨rstrukturen zu jeweils beiden Maxima bei. Hier kann also fu¨r das
Doppelmaximum nicht die gleiche Begru¨ndung wie zuvor fu¨r Leucin gegeben werden. Eine
Begru¨ndung fu¨r diese Aufspaltung sind hier unterschiedliche Rotamerzusta¨nde der Seitenket-
te. Hierfu¨r wurde der Torsionswinkel der Atome untersucht, der durch die Atome Cαi−1,C
α
i ,
Cβi und durch das Sauerstoffatom der Hydroxygruppe der Serinseitenkette gegeben ist. Es
zeigte sich hier, dass zu diesen Zusta¨nden hauptsa¨chlich zwei Torsionswinkel beitragen: Eine
Orientierung der Seitenkette mit einem Torsionswinkel von ca. 0◦ und eine von ca. 90◦. Eine
andere Erkla¨rung fu¨r die Entstehung unterschiedlicher Maxima kann hier dagegen ebenfalls
durch einen intrinsischen Modelleffekt gegeben werden: Die Basisvektoren ha¨ngen unmittel-
bar von den beteiligten Cα-Koordinaten und damit vom Cαi−1,C
α
i ,C
α
i+1-Winkel ab. A¨ndert
man diesen Winkel, fu¨hrt dies zu einer Rotation des Koordinatensystem, bzw. zu einer Ro-
tation der Basisvektoren bi + bi+1 und bi − bi+1 mit dem Vektor bi × bi+1 als Drehachse.
Ha¨lt man die Seitenkettenkoordinaten fest und a¨ndert nur diesen Winkel von einem Wert, der
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einer α-Konformation entspricht (ca. 90◦) in eine β-Konformation (ca. 130◦) und berechnet
den Unterschied der Projektion des festen Seitenkettenvektors qi auf bi−bi+1 vor und nach
der Rotation, so betra¨gt der Unterschied ca. 4 A˚2, was der Differenz der beiden Maxima ent-
spricht. Es ist aber unklar, inwieweit dieser Effekt tatsa¨chlich zu der Statistik beitra¨gt, da mit
einer Vera¨nderung der Winkels sich auch die Position der Seitenkette verschieben kann. Pro-
blematisch ist die Interpretation hier, da durch das vergro¨berte Modell keine Informationen
u¨ber die Ru¨ckgrattorsionswinkel vorliegen, da ga¨nzlich verschiedene φ,ψ-Kombinationen den
gleichen Cαi−1,C
α
i ,C
α
i+1-Winkel erzeugen ko¨nnen. Hinzukommt, dass die Seitenkettenposition
aber ebenfalls von den expliziten Torsionswinkeln innerhalb der Seitenkette selber abha¨ngt.
Hierdurch ist schwierig zu unterscheiden, ob sich lediglich nur die Positionen der Cα-Atome
gea¨ndert hat und mit diesen der Winkel, oder ob auch die Seitenkettenposition abweicht bzw.
ob ein anderer Rotamerzustand zu Grunde liegt.
Trotz dieser vereinzelten Probleme zeigten jedoch viele Verteilungen der inneren Produkte
ausgepra¨gte Muster, so dass dieser Ansatz implementiert wurde. Die beno¨tigten Minima der
Funktionen wurden entweder direkt aus den statistischen Daten abgelesen oder in weniger
eindeutigen Fa¨llen mittels eines Fits u¨ber normalverteilte Gauss-Funktionen g(fit) der Form
g(fit)(χ) = exp
(
−A
(χ−B
C
)2)
(4.9)
bestimmt, wobei A, B und C die frei bestimmbaren Parameter sind und χ das innere Pro-
dukt. Der Parameter B entha¨lt die Positionsangabe (Abszissenwert) fu¨r das Maximum. Der
Fit wurde u¨ber den Marquardt-Levenberg-Algorithmus mit Hilfe des Programmes gnuplot
durchgefu¨hrt [103].
Zusa¨tzlich zu den bisher beschriebenen inneren Produkten wurde noch eine Abstandsfunktion
in das Positionierungspotential aufgenommen, um den Seitenkettenschwerpunkt im richtigen
Abstand zum Cα-Atom zu halten. Hierbei wurde wie bereits bei den anderen inneren Produk-
ten verfahren. Die erhaltenen Verteilungen der Abstandsfunktion χi,6 = ‖qi‖ ist in Abb. 4.5
dargestellt. Diese zeigten, dass fu¨r viele Aminosa¨uren der Abstand des Seitenkettenschwer-
punktes zum Cα-Atom sehr konstant ist. La¨ngere Seitenketten wie Glutamin, Lysin oder
Arginin besaßen dagegen wiederum breitere Verteilungen, was unterschiedlichen Rotameren
entspricht. Fu¨r diese Verteilungen wurde fu¨r jede Aminosa¨ure ebenfalls eine Funktion Gl. 4.7
verwendet.
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Zusammenfassend wurde mittels der Funktionen χi,3 = 〈qi,bi × bi+1〉, χi,4 = 〈qi,bi+1 − bi〉,
χi,5 = 〈qi,bi + bi+1〉 und χi,6 = ‖qi‖ die Seitenkettenpositionierung definiert, und die Ge-
wichtungskoeffizienten dieser Funktionen zusammen mit den restlichen Potentialen optimiert.
Nach der Optimierung gegen die falschen Proteinstrukturen zeigten sich bei der anschließen-
den Verwendung dieses Seitenkettenansatzes im genetischen Algorithmus allerdings Proble-
me, die darauf beruhten, dass die Gewichtungskoeffizienten der Seitenkettenpositionierungs-
funktionen relativ zu den Koeffizienten der anderen Funktionen mit kleinen Werten optimiert
wurden. Dies fu¨hrte dazu, dass im Schritt der lokalen Kraftfeldoptimierung die anderen Poten-
tiale, hierbei besonders die nicht-bindenden Wechselwirkungen, u¨ber die Seitenkettenpositio-
nierung dominierten und die Seitenketten dadurch zu physikalisch unrealistischen Positionen
verschoben werden konnte, beispielsweise zu einem zu großen Abstand vom zugeho¨rigen Cα-
Atom oder oder in falscher Relation zur Cαi−1,C
α
i ,C
α
i+1-Ebene.
An dieser Stelle war unklar, ob dieser Effekt auf einer schlechten Wahl der Positionierungs-
funktionen oder auf der Methode der Parameteroptimierung bzw. auf der Auswahl der falschen
Strukturen beruhte. Da sehr viele unterschiedliche falsche Proteine, von sehr gering verzerr-
ten u¨ber erfolgreich verwendete Literatur-Datensa¨tze bis zu vom nativen Zustand sehr weit
entfernte Strukturen verwendet worden waren, wurde diesem Aspekt weniger Relevanz zuge-
messen, ebenso wie der Parameteroptimierungsmethode, die ebenfalls von verschiedenen Au-
toren bereits erfolgreich angewendet wurde. Problematisch bei der Verwendung von solchen
Potentialfunktionen kann die Kopplung aller Parameter im Kraftfeld sein, da alle gleichzeitig
abha¨ngig voneinander bestimmt werden. Um Parameter fu¨r die Seitenkettenpositionierung
zu erhalten, mu¨ssen die Positionen der nativen Seitenketten bzw. der restlichen Umgebung
vera¨ndert werden. Dies beeinflusst wiederum die anderen Parameter, beispielsweise die der
nicht-bindenden Wechselwirkungen der Seitenketten untereinander, da sich durch eine Ver-
schiebung der Seitenketten deren Anordnung ebenfalls vera¨ndert. Im Hinblick hierauf wurde
dann in der Kraftfeldentwicklung mehr Gewicht auf eine korrekte Beschreibung der nicht-
bindenden Wechselwirkungen gelegt und weniger auf die Positionierung der Seitenketten.
Aus diesen Gru¨nden wurde dieses Modell nicht verwendet und auf einen expliziten Term
zur Beschreibung der Seitenketten im Potential verzichtet. Stattdessen wurden, wie im fol-
genden beschrieben wird, andere Ansa¨tze verfolgt, die Seitenketten zu positionieren, ohne
dass diese Parameter in die Optimierung der Gewichtungskoeffizienten der Potentialterme
mit einfließen.
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Abbildung 4.5: La¨nge ‖q‖ des Seitenkettenvektors. (Intervallbreite: 0.1 A˚)
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Abbildung 4.6: Projektion des Seitenkettenvektors qi auf bi. (Intervallbreite: 0.5 A˚
2)
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Abbildung 4.7: Projektion des Seitenkettenvektors qi auf bi+1. (Intervallbreite: 0.5 A˚
2)
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Abbildung 4.8: Projektion des Seitenkettenvektors qi auf bi × bi+1. (Intervallbreite: 2 A˚
2)
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Abbildung 4.9: Projektion des Seitenkettenvektors qi auf bi - bi+1. (Intervallbreite: 0.5 A˚
2)
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Abbildung 4.10: Projektion des Seitenkettenvektors qi auf bi+1 + bi. (Intervallbreite: 1 A˚
2)
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4.2.2 Fixierte Seitenkette
Nach dem ersten Ansatz zur Positionierung der Seitenkettenschwerpunkte mittels einer Po-
tentialfunktion wurde untersucht, ob sich die Seitenketten hinreichend approximieren lassen,
wenn die Ru¨ckgratkoordinaten in einer einzigen festen Linearkombination fu¨r jede Amino-
sa¨ure verwendet werden. Hierzu wurde zuna¨chst angenommen, dass sich die Position des
Seitenkettenschwerpunktes aus den Ru¨ckgratkoordinaten ableiten la¨sst, indem bestimmte
Ru¨ckgratgeometrien eine mehr oder weniger bestimmte Seitenkettenposition bedingen. Bei-
spielsweise sind die Seitenketten in einer α-Helix radial zur Helixachse angeordnet, wa¨hrend
sie in einer Faltblattstruktur ungefa¨hr senkrecht zu dessen Ebene orientiert sind.
Dieser Ansatz basierte prinzipiell auf der Seitenkettenbeschreibung aus [102], in dem das
Cβ-Atom oder der Schwerpunkt der Seitenkette durch eine Linearkombination von Ru¨ckgrat-
vektoren berechnet wird. In dieser Arbeit wird dieser Ansatz durch Hinzunahme weiterer
Funktionen verallgemeinert und erweitert.
Das mathematische Modell zur Na¨herung der Seitenkettenposition ist gegeben durch die Glei-
chung:
qi =
nf∑
k=1
ck,si fk(X) (4.10)
Hier ist qi der Vektor, der vom C
α
i -Atom der Aminosa¨ure des Typs si ∈ {1, 2, ..., 20} der i-ten
Komponente des Sequenzvektors S zu der zugeho¨rigen Seitenkette zeigt. Die ck,si sind feste
Koeffizienten, die nur von der Art der Aminosa¨ure si und dem entsprechenden Summanden
k abha¨ngen. Die fk sind verschiedene vektorwertige Funktionen, die von der Geometrie X des
Ru¨ckgrates abha¨ngen, und nf ist die Gesamtanzahl an verwendeten Funktionen. Die Funktio-
nen fk wurden so gewa¨hlt, dass sie auf der lokalen bzw. sequenznahen Ru¨ckgratgeometrie der
i-ten Seitenkette basierten: Hierzu wurden die Bindungsvektoren bi+j mit −1 ≤ j ≤ 2 ange-
setzt, da die reinen Koordinaten der Cαi+j-Atome mit −2 ≤ j ≤ 2 nicht invariant gegenu¨ber
Translation und Rotation sind. Weiter entfernte Bindungsvektoren wurden nicht verwendet,
da sie außer in ausgedehnten einheitlichen Sekunda¨rstrukturen nicht mehr charakteristisch
fu¨r die lokale Ru¨ckgratgeometrie um eine Seitenkette sind, wie beispielsweise im U¨bergangs-
bereich zwischen verschiedenen Strukturtypen. Wie sich in vergleichenden Rechnungen aller-
dings zeigte, verschlechterten sich die Ergebnisse von Gl. 4.10, wenn Funktionen abha¨ngig
von bi−1 und bi+2 miteinbezogen wurden. Dies zeigte, dass diese Vektoren sehr wenige oder
sogar falsche Informationen zur Seitenkettenposition beitragen, so dass die Funktionen fk
schließlich nur von bi+j mit 0 ≤ j ≤ 1 abha¨ngig gewa¨hlt wurden.
Der gesamte zur Verfu¨gung gestellte Satz an Funktionen fk enthielt somit die Bindungs-
vektoren b an sich, ihre normierten Richtungsvektoren sowie deren Kombinationen mittels
Addition und Vektorprodukt, so dass Gl. 4.10 ausformuliert zu
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qi = c1,sibi + c2,si
bi
‖bi‖
+ c3,sibi+1 + c4,si
bi+1
‖bi+1‖
+ c5,si(bi × bi+1)
+ c6,si
bi × bi+1
‖bi × bi+1‖
+ c7,si(bi + bi+1) + c8,si
bi + bi+1
‖bi + bi+1‖
+ c9,si(bi − bi+1) + c10,si
bi − bi+1
‖bi − bi+1‖
(4.11)
wird, wobei (· × ·) das a¨ußere bzw. Kreuzprodukt ist. Diese Gleichung entha¨lt alle der
zur Approximation zur Verfu¨gung gestellten Funktionen, wobei bei der Optimierung jedoch
die Anzahl nf der effektiv verwendeten Funktionen fk so variiert wurde, dass alle Werte
nf = 2, 3, ..., 10 durchlaufen wurden. Hierbei wurden zu jeder vorgegebenen Gesamtanzahl
alle Permutationen der oben angegebenen Funktionen optimiert, mit dem Ziel, die optima-
le Kombination dieser Funktionen zu bestimmen. Diese Permutationen waren reihenfolge-
unabha¨ngig und jede Funktionen durfte in einer Permutationen nur einmal verwendet werden.
Zudem wurden die redundanten Permutationen ausgeschlossen, so dass beispielsweise keine
Permutation zugelassen wurden, die gleichzeitig die Funktionen zu den Koeffizienten c1, c3
und c7 enthielten. Tatsa¨chlich zeigte sich aber, dass das Ergebnis unabha¨ngig vom Ausschluss
der redundanten Kombinationen war, da sich ihre Koeffizienten im Falle ihrer Einbeziehung
nach der Minimierung gegeneinander aufhoben.
Zur Bestimmung der Koeffizienten wurden die 273 Proteine des top500h-Proteinsatzes ver-
wendet. Es wurde ein Gleichungssystem Fc = Q aufgestellt, in dem die ausgewerteten Funk-
tionen fk aus Gl. 4.11 in der Koeffizientenmatrix F zusammengefasst wurden und die Vektoren
qi, die von den C
α-Atomen zu den Seitenketten fu¨hren, zusammengefasst als Rechte-Seite-
Vektor Q auftauchen. Der Vektor c ist der Lo¨sungsvektor dieses Gleichungssystems. Jede der
drei kartesischen Vektorkomponenten der verwendeten Seitenkette bildet eine Zeile des Glei-
chungssystems, so dass aus der Gesamtanzahl nsc(a) an verwendeten Seitenketten vom Typ
a ∈ {1, 2, ..., 20} ein Gleichungssystem mit 3nsc(a) Zeilen und zwei bis zehn Spalten entstand,
deren Anzahl durch die Menge nf der verwendeten Funktionen fk gegeben ist. Dieses Glei-
chungssystem ist somit stark u¨berbestimmt. Fu¨r jeden Aminosa¨uretyp a wurde ein separates
Gleichungssystem aufgestellt und gelo¨st.
Die Kleinste-Quadrate-Optimierung der Koeffizienten wurde u¨ber eine Singula¨rwertzerlegung
(singular value decomposition) der Koeffizientenmatrix berechnet, wofu¨r Standardroutinen
aus den Numerical Recipes implementiert wurden [104]. Zur U¨berpru¨fung der Singula¨rwert-
zerlegung wurde die Koeffizientenmatrix F aus der Matrixzerlegung F′ durch Matrizen-
multiplikation wieder hergestellt und die Differenz dieser beiden Matrizen elementweise u¨ber∑
ij |fij − f
′
ij| ermittelt. Das numerische Ergebnis dieses Vergleichs ist in Tab. 4.1 aufgeli-
stet. Da die verwendeten Koordinaten in A˚ in der Gro¨ßenordnung um 100 gegeben sind, die
Differenzen aber im Bereich um 10−11 A˚ liegen, ist die Zerlegung fu¨r diesen Fall exakt genug.
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Nach der Bestimmung des Koeffizientenvektors
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Abbildung 4.11: Abha¨ngigkeit des Erwar-
tungswertes E(µ) von der Anzahl der Koeffi-
zienten.
c wurde dieser an den top500h-Proteinen ge-
testet. Dazu wurde der erhaltene Vektor c in
Gl. 4.11 eingesetzt, die approximierten Seiten-
kettenpositionen qi berechnet und diese mit den
Positionen der Seitenketten q∗i in den nativen
pdb-Strukturen u¨ber d
(fix)
i = ‖qi − q
∗
i ‖ vergli-
chen. Der Wert d
(fix)
i , welcher die Abweichung
der approximierten Position von der erwarte-
ten pdb-Struktur angibt, wurde separat fu¨r je-
den Aminosa¨uretyp a zusammengefasst und der
Mittelwert der Verteilung µ(a) sowie die Stan-
dardabweichung berechnet. Zur Charakterisie-
rung der Gu¨te einer Permutation wurde der Erwartungswert E(µ) des Mittelwertes bezogen
auf alle zwanzig Aminosa¨uretypen gema¨ß der Gleichung
E(µ) =
20∑
a=1
µ(a)
nsc(a)
(4.12)
verwendet. Ausgefu¨hrt werden im folgenden nur die Ergebnisse der Permutation, die zum
niedrigsten Erwartungswert E(µ) fu¨hrte, da diese im Schnitt die beste Na¨herung darstellt.
Die erhaltenen Erwartungswerte E(µ) der optimierten Permutationen lagen im Intervall zwi-
schen 1.095 A˚ und 2.632 A˚. Sie korrelierten nur sehr gering mit der Anzahl der Funktionen
nf . Zur Anschauung sind in Abb. 4.11 die Erwartungswerte gegen nf aufgetragen. Charakte-
ristisch fu¨r das Ergebnis war zum einen, dass lediglich die Obergrenze des Erwartungswertes
von nf abhing, zum anderen, dass die Erwartungswerte Gruppen und keine gleichma¨ßige Ver-
teilung bildeten sowie dass viele Erwartungswerte sehr a¨hnliche Werte annahmen, wodurch
(scheinbar) nur wenige Datenpunkte in der Grafik vorhanden sind. Die erste Erwartungswert-
gruppe lag bei ca. E(µ) = 1.2 A˚. Die na¨chsten Gruppen hatten alle ungefa¨hr den gleichen
Abstand untereinander von ca. 0.3 bis 0.4 A˚, so dass die na¨chsten Gruppen bei ca. E(µ) =
1.6, 2.0, 2.4 und 2.7 A˚ lagen.
Die Permutation mit dem niedrigsten Erwartungswert von 1.095 A˚ enthielt acht Funktionen.
Nicht in ihr enthalten waren die Funktionen zu den Koeffizienten c1 und c3, den unnormier-
ten Bindungsvektoren. Die Daten zu dieser Permutation sind in Tab. 4.1 aufgelistet, in der
die Anzahl an verwendeten Aminosa¨uren aus den pdb-Dateien, die einzelnen Mittelwerte der
Aminosa¨uren zusammen mit deren Standardabweichung enthalten sind, sowie in Tab. 4.2, in
der die Zahlenwerte der minimierten Koeffizienten gezeigt werden.
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Bemerkenswert ist, dass es neben der Permutationen mit dem niedrigsten E(µ) weitere gab,
die a¨hnlich gute Ergebnisse lieferten, obwohl diese wesentlich weniger Funktionen enthielten.
Beispielsweise besaß die Permutation, die nur die zwei Funktionen zu den Koeffizienten c5
und c10 enthielt, einen Erwartungswert von 1.181 A˚, welcher sich nur um 0.086 A˚ von der
Permutation mit dem niedrigsten Erwartungswert, in der acht Funktionen enthalten waren,
unterschied. Dies la¨sst sich so interpretieren, dass einige Kombinationen weniger Funktionen
ausreichend sind, wesentliche geometrische Eigenschaften der Seitenketten zu erfassen und
dass das Hinzufu¨gen von weiteren Funktionen zu diesen nicht unmittelbar zu einer deutlich
besseren Vorhersage fu¨hrt, da der zusa¨tzliche Informationsgehalt klein oder redundant ist.
Dies wird auch durch einen Vergleich der Mittelwerte µ(a) der einzelnen Aminosa¨uren zu
diesen beiden Permutationen gestu¨tzt, da die Unterschiede der µ(a) zwischen beiden Permu-
tationen fu¨r alle Aminosa¨uren nur im Bereich von 0.02 A˚ bis 0.15 A˚ lagen (mit Ausnahme
von Prolin, s. u.), und dies auch fu¨r die la¨ngeren, flexibleren Seitenketten wie z. B. Lysin galt.
Dies bedeutet, dass der niedrigere Erwartungswert fu¨r die Permutation mit wenigen Funk-
tionen auf allen Aminosa¨uren basiert und nicht, wie theoretisch mo¨glich, auf einigen wenigen
Seitenketten, die besser beschrieben werden als andere. Dementsprechend ist diese Erfassung
der essentiellen Eigenschaften der Seitenkettenposition ein systematischer Effekt und kein
zufa¨lliger. Dennoch lieferte die Permutation mit acht Koeffizienten fu¨r alle Aminosa¨ure stets
die niedrigeren Erwartungswerte. Einzig fu¨r Prolin fiel der Unterschied zwischen beiden Per-
mutationen gro¨ßer aus als oben beschrieben: Fu¨r acht Koeffizienten betrug der Mittelwert
µ(a) = 0.338 A˚, wa¨hrend dieser fu¨r zwei Koeffizienten µ(a) = 1.006 A˚ betrug. Hier konnte
mit diesen zwei Funktionen die besondere Positionierung des Prolinringes nur ungenu¨gend
reproduziert werden.
Die schlechtesten Vorhersagen lieferte dieses Modell fu¨r Seitenketten mit Ringsystemen wie
Phenylalanin, Tyrosin oder Tryptophan (siehe Tab. 4.1). Die Mittelwerte dieser Aminosa¨u-
ren lagen alle im Bereich um zwei A˚ oder mehr. Dies kann damit begru¨ndet werden, dass
dieses Modell die Seitenkettenschwerpunkte approximiert, welche fu¨r diese Aminosa¨uren un-
gefa¨hr in der Ebene bzw. nahe des Mittelpunktes der Ringsysteme liegen. Diese Ringsysteme
ko¨nnen aber um die Cα-Cβ-Bindung rotieren, wobei es aufgrund der Sterik drei verschiedene
Vorzugsorientierungen gibt, deren Schwerpunkte relativ weit auseinander liegen. Im Minimie-
rungsprozess der Koeffizienten wird aber u¨ber alle Seitenkettenrotamere gemittelt, was dazu
fu¨hrt, dass der resultierende approximative Seitenkettenvektor hier nicht zu einer bestimmten
Seitenkettenposition eines bestimmten Rotamers zeigt, sondern zum mittleren Schwerpunkt
aller Rotamere. Dieser befindet sich ungefa¨hr in der Verla¨ngerung der Cα-Cβ-Bindung und
fa¨llt nicht mit einem realen Atom zusammen. Dieser Effekt tritt selbstversta¨ndlich auch bei
den anderen Aminosa¨uren auf, aber aufgrund des großen geometrischen Unterschiedes der
verschiedenen Rotamerzusta¨nde der Seitenketten mit Ringsystemen, ist er bei diesen beson-
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Aminosa¨ure a nsc(a) µ(a)/A˚ Std.-Abw./A˚ F-F’-Diff./A˚
Ala 5481 0.202280 0.154075 1.861·10−11
Cys 689 1.113443 0.408252 3.190·10−12
Asp 3521 1.191222 0.480843 1.030·10−11
Glu 3814 1.483005 0.536114 2.110·10−11
Phe 2408 2.052221 0.526981 6.955·10−12
Gly - - -
His 1433 1.913942 0.510178 5.558·10−12
Ile 3319 0.611411 0.302099 1.307·10−11
Lys 3495 1.673741 0.603760 2.634·10−11
Leu 5312 0.874867 0.375665 2.131·10−11
Met 1254 1.386779 0.514696 5.426·10−12
Asn 2531 1.199021 0.476949 8.407·10−12
Pro 2738 0.338357 0.216021 2.024·10−11
Gln 2204 1.461318 0.526982 1.048·10−11
Arg 2732 2.122466 0.840714 1.797·10−11
Ser 3323 0.769788 0.262031 1.090·10−11
Thr 3248 0.505159 0.259025 1.043·10−11
Val 4347 0.453578 0.228821 1.749·10−11
Trp 790 2.483827 0.696586 3.044·10−12
Tyr 1982 2.526374 0.627611 9.645·10−12
Tabelle 4.1: Statistische Werte zur Optimierung. nsc ist die Anzahl an verwendeten Seitenket-
ten. µ(a) ist der Mittelwert der Abweichung von der pdb-Seitenkettenposition. Std.-Abw. ist die
Standardabweichung dieses Mittelwertes und F-F’-Diff. zeigt den numerischen Test der Singula¨r-
wertzerlegung.
ders hervortretend. Dies Ungenauigkeit hat wichtige Auswirkungen auf die Verwendung dieses
Modells im Rahmen des Potentials. Fu¨r Tryptophan beispielsweise betra¨gt der Mittelwert der
Abweichung ca. µ(a) = 2.5 A˚ mit einer Standardabweichung von ca. 0.7 A˚. Dies fu¨hrt dazu,
dass ein auf dieser Grundlage berechnetes Paarpotential zwischen zwei Tryptophanseiten-
kettenschwerpunkten basierend auf deren Abstand, eine große durchschnittliche Ungenauig-
keit von ca. 5 A˚ hat.
Zur weiteren U¨bersicht u¨ber die Genauigkeit diese Ansatzes wurden fu¨r alle Aminosa¨ure die
statistische Ha¨ufigkeit der Werte d(fix) in Intervallen zu 0.1 A˚ berechnet. Die Ergebnisse
hierzu sind in Abb. 4.12 gezeigt. Die meisten dieser Statistiken zeigten eine gleichma¨ßige
Verteilung um den Mittelwert und keine sta¨rkere Gewichtung zu niedrigeren oder ho¨heren
d(fix)-Werten. Lediglich fu¨r die sehr kurzen Seitenketten wie Alanin, Valin oder Prolin liefert
das Modell geringe Abweichungen.
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Aminosa¨ure Koeffizientenindex i
a 1 2 3 4 5 6 7 8 9 10
Ala 0 0.587 0 -1.315 -0.089 0.223 -0.011 0.840 0.399 -1.799
Cys 0 15.669 0 -6.054 -0.012 -0.898 -0.980 -1.744 2.844 -1.729
Asp 0 1.426 0 -2.634 -0.078 -0.005 0.714 -3.290 0.585 -2.154
Glu 0 12.371 0 -3.885 -0.190 1.233 -1.085 -0.177 2.375 -3.623
Phe 0 11.208 0 -0.481 0.054 -1.461 -1.976 3.377 1.489 -2.339
Gly - - - - - - - - - -
His 0 22.197 0 -12.282 0.010 -0.991 -1.348 0.100 4.537 -2.368
Ile 0 3.655 0 -0.956 -0.139 0.905 -0.514 0.943 0.773 -2.746
Lys 0 10.564 0 -4.055 -0.197 1.353 -0.996 0.859 2.079 -3.584
Leu 0 8.086 0 -3.280 -0.205 1.942 -0.631 -0.049 1.623 -2.878
Met 0 15.062 0 -4.111 -0.049 -0.387 -1.404 -0.262 2.633 -3.190
Asn 0 6.548 0 -2.429 -0.016 -0.722 -0.155 -2.495 1.139 -1.760
Pro 0 4.366 0 -2.399 -0.134 0.428 -0.416 0.066 1.274 -2.472
Gln 0 15.226 0 -2.690 -0.165 1.036 -1.614 -0.273 2.532 -3.353
Arg 0 16.002 0 -1.785 -0.158 0.447 -2.131 1.543 2.499 -3.933
Ser 0 3.675 0 -2.905 -0.062 -0.416 -0.043 -0.146 0.990 -1.837
Thr 0 3.168 0 -1.488 -0.062 -0.309 -0.225 0.086 0.716 -1.949
Val 0 2.440 0 -1.740 -0.097 0.459 -0.275 1.287 0.681 -2.263
Trp 0 10.209 0 2.641 -0.022 -0.483 -2.208 3.503 1.040 -2.971
Tyr 0 17.295 0 1.134 0.056 -1.517 -2.969 3.170 2.059 -2.469
Tabelle 4.2: Optimierte Koeffizienten ci,a fu¨r die Vektorlinearkombination mit dem niedrigsten
Erwartungswert.
Diese Ergebnisse zeigten insgesamt, dass mit diesem Modell eine Platzierung der Seitenkette
mit einer damit vom Typ der Aminosa¨uren abha¨ngigen Ungenauigkeit mo¨glich ist. Es wer-
den wesentliche grundlegende geometrische Eigenschaften erfasst. Jedoch zeigten sich auch die
Grenzen dieses Modells, die hauptsa¨chlich darin begru¨ndet sind, dass die Positionen der Sei-
tenketten nicht alleine und hinreichend durch die Geometrie des Proteinru¨ckgrates bestimmt
ist, sondern dass die Ausrichtung der Seitenketten von der gesamten lokalen Umgebung und
somit auch von Atomen, die in der Sequenz entfernt, aber ra¨umlich nah sind, welches im we-
sentlichen die anderen Seitenketten betrifft. Hinzu kommt, dass die ra¨umliche Orientierung
der Seitenketten an der Oberfla¨che eines Proteins sehr flexibel ist. Aufgrund der großen mitt-
leren Fehler dieses Modells wurde es nicht zur Seitenkettenpositionierung im Kraftfeldansatz
verwendet. Stattdessen wurde dieses Modell zur Clustermethode erweitert, die im folgenden
Abschnitt beschrieben wird.
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Abbildung 4.12: Abstand d(fix) zwischen der approximierten Seitenkettenposition mit festen
Koeffizienten (siehe Gl. 4.11) und der pdb-Position (Intervallbreite: 0.1 A˚.)
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4.2.3 Clustermethode
Ein wesentlicher Schwachpunkt der fixierten Seitenkette aus dem vorherigen Abschnitt war,
dass bei der Optimierung der Koeffizienten u¨ber alle Seitenkettenschwerpunkte gemittelt wur-
de, so dass am Ende eine mittlere Seitenkettenposition fu¨r alle Ru¨ckgratgeometrien erhalten
wurde, die nur abha¨ngig von den Cα-Koordinaten war, sich aber nicht der Umgebung der Sei-
tenkette anpassen konnte. Dies ist zur Beschreibung einer nativen Struktur ungenu¨gend, da
die dichte, umgebungsabha¨ngige Packung der Seitenketten wesentlich zum nativen Zustand
beitra¨gt. Daher wurde der Ansatz der fixierten Seitenkette dahingehend erweitert, mehrere
mo¨gliche Positionen einer Seitenkette zu beschreiben, wobei diese Beschreibung wiederum auf
einer Linearkombination der Ru¨ckgratvektoren beruht.
Im folgenden wird zuna¨chst das generelle Vorgehen beschrieben und im Anschluss daran dazu
Details und die Ergebnisse beschrieben.
Wie weiter oben Text beschrieben wurde, war ein Schluss, der aus den Ha¨ufigkeitsverteilungen
der Seitenketten, die bei der Potentialmethode gewonnen wurde (siehe Abschn. 4.2.1), dass
bestimmte Positionen von Seitenketten bevorzugt werden. Dies war besonders bei Seitenket-
ten mit einem Ringsystem wie Tryptophan oder Histidin auffa¨llig und fu¨r diese besonders
bei der Verteilung zum Vektor bi + bi+1 (siehe Abb. 4.10). Eine dreidimensionale Darstel-
lung der Verteilung der Schwerpunkte beispielsweise von Phenylalanin zeigte, dass relativ
zur Cαi−1,C
α
i ,C
α
i+1-Ebene bestimmte Bereiche gibt, in denen der Seitenkettenschwerpunkt mit
einer erho¨hten Wahrscheinlichkeit auftritt. Fu¨r das dritte Modell wurde wie bereits auch fu¨r
die Potentialmethode ein orthogonales Koordinatensystem am i-ten Cα-Atom definiert, das
aus den drei normierten Vektoren
e1,i =
bi+1 − bi
‖bi+1 − bi‖
, e2,i =
bi+1 + bi
‖bi+1 + bi‖
und e3,i =
bi × bi+1
‖bi × bi+1‖
(4.13)
bestand. Hierbei waren wieder die bk = xk - xk−1 die Bindungsvektoren der C
α-Atome.
Mit Hilfe dieser Basisvektoren la¨sst sich jeder Seitenkettenvektor qi als Linearkombination
qi =
∑3
n=1 λn en,i mit λ ∈ R angeben, was eine analoge Darstellung zu Gl. 4.11 mit den
entsprechenden Koeffizienten ist.
Allerdings wurde in diesem Ansatz nicht angestrebt, gemittelte Werte fu¨r die Koeffizienten
zu erhalten, sondern es wurde bezu¨glich dieses Koordinatensystems untersucht, ob sich fu¨r
jede Aminosa¨ure bestimmte unterschiedliche Ha¨ufungspunkte in den λi,n finden ließen. Hierzu
wurden wiederum die Proteine des top500h-Satzes analysiert, und mit den Daten der pdb-
Strukturen zu jeder Seitenkette i ein Gleichungssystem der Form

e1,i,1 e1,i,2 e1,i,3
e2,i,1 e2,i,2 e2,i,3
e3,i,1 e3,i,2 e3,i,3




λ1
λ2
λ3

 =


qi,1
qi,2
qi,3

 (4.14)
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aufgestellt und die Lo¨sungen λ = (λ1, λ2, λ3)
T bestimmt. Die Lo¨sungen wurden dann derje-
nigen Lo¨sungsmenge Λa mit a ∈ {1, 2, ..., 20} zugeordnet, fu¨r die si = a gilt, wobei si wieder
die i-te Komponente des Sequenzvektors S ist.
Diese Lo¨sungsmengen Λa fu¨r alle Aminosa¨uren sind in den Abb. 4.15 bis 4.18 dargestellt. In
den Abbildungen sind die zweidimensionalen Projektionen der dreidimensionalen Lo¨sungs-
vektoren auf die jeweiligen λ-Achsen gezeigt.
Die Punktwolken liegen fu¨r die meisten Aminosa¨uren auf einer du¨nner Kugeloberfla¨che, de-
ren Zentrum das zur Seitenkette geho¨rende Cα-Atom ist. Der Radius dieser Kugel entspricht
der La¨nge des Seitenkettenvektors (siehe hierzu auch Abb. 4.5) und damit gilt auch fu¨r die
Lo¨sungsvektoren
√
λ21 + λ
2
2 + λ
2
3 = ‖λ‖ = ‖q‖. Diese Kugeloberfla¨chen sind fu¨r viele Ami-
nosa¨uren in den Abb. 4.15 bis 4.18 meist gut in der mittleren Spalte erkennbar, welche die
Projektion auf λ1 und λ3 entha¨lt. So z. B. fu¨r Alanin, Asparaginsa¨ure, Threonin oder Va-
lin. Ebenso aber auch in der Projektion auf λ1 und λ2 fu¨r fu¨r Phenylalanin, Tryptophan
oder Tyrosin. Aufgrund der Projektion und der damit reduzierten Dimensionalita¨t wirken
diese Punktwolken leicht verschmiert. Dabei handelt es sich um Punkte aus verschiedenen
Schnittebenen parallel zur Projektionsebene, die durch das jeweilige λj und λk aufgespannt
wird. Aminosa¨uren, die eine breitere Verteilung der Seitenkettenvektorla¨nge aufzeigten, wie
beispielsweise Lysin oder Arginin, enthielten mehrere dicht beieinanderliegende Kugelober-
fla¨chen in geringem Abstand entsprechend der La¨ngenverteilung.
Wie aus den graphischen U¨bersichten deutlich wird, fanden sich fu¨r viele Aminosa¨uren Be-
reiche mit hoher Punktdichte, dies besonders, wie zu erwarten war, bei den kurzen Seiten-
ketten. Die sehr flexiblen Seitenketten wie Lysin und Arginin zeigen diffuse Verteilungen
und kaum Bereiche mit erho¨hter Punktdichte. Zwischen diesen beiden Extremen befinden
sich Aminosa¨uren wir Glutamin, Asparagin oder Methionin, welche eine gewisse Ausbildung
an Ha¨ufigkeitszentren zeigten, die aber uneinheitlich verteilt waren. Eine besondere Stellung
nahmen hier die Seitenketten mit Ringsystemen wie Phenylalanin, Histidin, Tyrosin oder
Tryptophan ein. Diese zeigten in den Verteilungen jeweils drei gut voneinander abgegrenzte
Gebiete, welche jeweils bestimmten Rotamerzusta¨nden der Seitenkette entspricht.
Im na¨chsten Schritt wurden die Verteilungsdaten einer Clusteranalyse unterzogen. Die er-
haltenen Lo¨sungen λ sollten so fu¨r jede Aminosa¨ure in Zentren eingeteilt werden, die fu¨r
bestimmte Seitenkettenpositionen charakteristisch bzw. repra¨sentativ sind. Fu¨r eine Cluster-
analyse existieren mehrere verschiedene Verfahren. Hier wurde das sog. k-means-Verfahren
verwendet [105–107] und dazu die fortran90-Routinen von J. Burkardt [108] implementiert,
welche mehrere Varianten des k-means-Verfahrens bereitstellen, unter anderem unterschied-
liche Clusterinitialisierungs- und -partitionierungsalgorithmen fu¨r Daten im Rm mit m ≥ 1.
Ganz allgemein muss vor dem Beginn des Algorithmus die Gesamtanzahl nc der Zentren
(Cluster) angegeben werden, in die die Punkte aufgeteilt werden. Darauf erzeugt das Pro-
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gramm aus den Eingabepunkten die Koordinaten der Clusterzentren ξ¯k mit k ∈ {1, 2, ..., nc},
worauf die nd Datenpunkte ξi mit i ∈ {1, 2, ..., nd} ihrem na¨chstgelegenen Clusterzentrum
zugeordnet werden, und eine Bewertung G u¨ber eine vorgegebene Funktion berechnet wird,
um die Gu¨te der Clustereinteilung zu bestimmen. Diese Funktion ist definiert durch
G =
nd∑
i=1
[
nc
min
k=1
‖ξi − ξ¯k‖
]2
(4.15)
Summiert wird jeweils u¨ber den ku¨rzesten quadratischen Abstand eines Datenpunktes zu dem
entsprechenden Clusterzentrum. Im Anschluss werden die Clusterkonfigurationen variiert, d.
h. es werden die Koordinaten der Zentren vera¨ndert wie auch die Zugeho¨rigkeit der Punkte
zu den Zentren. Fu¨r die neue Konfiguration wird dann wieder der Wert der Funktion 4.15
bestimmt. Dieser Vorgang wird wiederholt bis eine Konvergenz eintritt. Als Resultat erha¨lt
man schließlich die Koordinaten der Clusterzentren und die Zuordnung der Datenpunkte zu
diesen, die den kleinsten Wert G besitzen.
Im vorliegenden Fall waren die Lo¨sungen Λa fu¨r jedes a ∈ {1, 2, ..., 20} die Datenpunkte, die in
Cluster eingeteilt wurden. Die resultierenden Clusterzentren repra¨sentierten dann Ha¨ufungs-
punkte der λk und damit bestimmte Seitenkettenpositionen, relativ zu einer bestimmten
Ru¨ckgratgeometrie.
Das Clusterproblem ist NP-hart. Es kann nicht gewa¨hrleistet werden, dass ein bestimmter
Lauf das bestmo¨gliche Resultat liefert. Aus diesen Gru¨nden wurden zu jeder Aminosa¨ure
a und zu jeder vorgegebenen Gesamtanzahl an Clustern nc insgesamt 1000 separate La¨ufe
durchgefu¨hrt und von diesen das Ergebnis mit dem niedrigsten G verwendet. Es zeigte sich,
dass sehr viele der 1000 La¨ufe das gleiche Resultat lieferten bzw. sehr dicht beieinander lagen.
Durch eine Erho¨hung des Wertes von nc la¨sst sich G stets erniedrigen, bis jeder Punkt seine
eigenes Clusterzentrum ist. Aus diesem Grund wurden zwei Kriterien zur Bestimmung der
verwendeten Clusterpartitionierung angewendet: Zum einen wurde zuna¨chst die maximale
Anzahl an Clusterzentren nc auf 20 beschra¨nkt. Zum anderen wurde ein zweites Kriteri-
um angewendet, dass die Abdeckung der Datenpunkte durch die Clusterzentren beschreibt.
Hierzu wurde zu jedem Clusterzentrum die Varianz der ihm zugeordneten Datenpunkte be-
rechnet. Aus diesen nc Varianzen wurde dann unter Verwendung der Anzahl der Datenpunkte
(Population) eines Clusterzentrums der Erwartungswert E(Var) der Varianz fu¨r die gesamte
Partitionierung berechnet. Dies erfolgte u¨ber folgende Gleichungen: Gegeben sei die Popu-
lation mk eines Clusters k. Die dem k-ten Cluster zugeordneten Datenpunkte seien ξ i,k mit
i ∈ {1, 2, ..., nd}. Der mittlere Abstand µk dieser Punkte von Clusterzentrum betra¨gt
µk =
1
mk
mk∑
i=1
‖ξi,k − ξ¯k‖ (4.16)
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Die Varianz Var(k) des k-ten Clusters ist gegeben durch
Var(k) =
1
mk − 1
mk∑
i=1
(
ξi,k − µk
)2
(4.17)
und der Erwartungswert E(Var(k)) der Varianz fu¨r alle nc Cluster ist
E(Var(k)) =
nc∑
k=1
mk∑nc
j=1mj
Var(k) =
nc∑
k=1
wk ·Var(k) (4.18)
mit der Wahrscheinlichkeit wk bzw. der anteiligen Population des Clusters k an der Gesamt-
population
∑nc
j=1mj .
Betrachtet man den Verlauf von E(Var) in Abha¨ngigkeit
Aminosa¨ure E(‖q‖)/A˚ nc
Ala 1.50 2
Cys 2.39 4
Asp 2.57 5
Glu 3.23 14
Phe 3.41 9
Gly - -
His 3.19 8
Ile 2.33 3
Lys 3.57 15
Leu 2.61 5
Met 3.19 13
Asn 2.53 6
Pro 1.89 3
Gln 3.17 13
Arg 4.22 20
Ser 1.98 2
Thr 1.97 2
Val 1.97 2
Trp 3.89 20
Tyr 3.88 16
Tabelle 4.3: Distanzerwartungs-
wert E(‖q‖) und Anzahl nc der
bestimmten Cluster.
von der vorgegebenen Anzahl an Clustern nc (siehe Abb.
4.14), so zeichnen sich die Graphen der meisten Aminosa¨u-
ren qualitativ durch 3 Bereiche aus. Bei wenigen Clustern
(2 bis ca. 4) fa¨llt die Erniedrigung der Varianz durch Hin-
zufu¨gen eines weiteren Clusters relativ groß aus. Dem folgt
ein U¨bergangsbereich mit abnehmendem Gefa¨lle, welcher
je nach Aminosa¨ure im Bereich zwischen ca. 5 bis 10 Clu-
stern liegt. Fu¨r mehr als 10 Cluster ist der Verlauf nahezu
asymptotisch, so dass sich hier durch Hinzufu¨gen weiterer
Zentren die Varianz kaum weiter erniedrigt. Fu¨r viele la¨nge-
re Aminosa¨uren ist dieser asymptotische Bereich bei einem
Varianzerwartungswert von ca. 0.05 A˚2 erreicht (siehe z.
B. Cys, Asp, Glu, Phe, His, Met, Gln, Ser in Abb. 4.14).
Aus diesem Grund wurde fu¨r E(Var) ein Wert von 0.05
A˚2 als Grenze festgelegt, da ab diesem der weitere Infor-
mationsgewinn durch Hinzufu¨gen eines weiteren Clusters
sehr gering ausfa¨llt. Die Clusteranzahl mit einem maxima-
len Wert von 20, deren Varianzerwartungswert diesen Wert
unterschreitet, wurde somit zur Approximation der Seiten-
kette verwendet.
Die hieraus resultierende Anzahl an Clustern nc ist in Tab.
4.3 dargestellt. Zum Vergleich, ob ein direkter Zusammen-
hang zwischen Anzahl der Cluster und der La¨nge der Sei-
tenkette besteht, wurde der Erwartungswert der La¨nge des
Seitenkettenvektors E(‖q‖) berechnet. Hierzu wurden die Daten zu Abb. 4.5 verwendet, in
der die Absta¨nde in Intervallen zu je 0.1 A˚ bestimmt wurden. Analog zu den Gleichungen
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Abbildung 4.13: Anzahl der Clusterzentren nc in Abha¨ngigkeit vom Erwartungswert der Seiten-
kettenla¨nge E(‖q‖) mit Regressionsgrade. (Die Aminosa¨uren sind mit ihrem Ein-Buchstaben-Code
gekennzeichnet.)
4.16 bis 4.18 wurde unter Verwendung der Population dieser Intervalle der Erwartungswert
E(‖q‖) bestimmt. Diese Werte sind ebenfalls in Tab. 4.3 aufgelistet. Eine Auftragung der
Anzahl der verwendeten Cluster gegen diesen Erwartungswert (siehe Abb. 4.13) zeigt eine
lineare Abha¨ngigkeit. Der Korrelationskoeffizient der Regressionsgeraden betra¨gt 0.955. Die
zugeho¨rige Gerade hat die Form nc = -12.85±1.87 + (7.59±0.64 A˚
−1)·E(‖q‖).
Die weiteren Daten der Clusterzentren, wie beispielsweise die Koordinaten der Clusterzen-
tren, die Varianzen, ku¨rzeste, mittlere und gro¨ßte Absta¨nde der Punkte zu ihren Zentren sind
im Anhang in der Tabelle 6.4 aufgefu¨hrt.
Mit diesem Ansatz war es mo¨glich, grundsa¨tzlich so viele unterschiedliche Seitenkettenpo-
sitionen wie Clusterzentren vorhanden waren zu verwenden. Wie im vorhergehenden Ab-
schnitt zur fixierten Seitenketten ausgefu¨hrt wurde, ko¨nnen die verschiedenen Clusterzentren
zu verschiedenen Rotamerzusta¨nden oder aber auch zum gleichen Rotamer fu¨r verschiede-
ne Ru¨ckgratgeometrien geho¨ren. Diese Unterscheidung wird in der vergro¨berten Darstellung
nicht aufgelo¨st, ebenso wie beispielsweise die unterschiedlichen Kombinationen der Ru¨ck-
grattorsionswinkel. Die Darstellung der Seitenkette basierte auf einer einfachen vektoriellen
Darstellung, wodurch eine aufwendigere Umrechnung zwischen kartesischen und internen Ko-
ordinaten entfiel.
Dieses Modell wurde so fu¨r die verschiedenen Anwendungen verwendet, beispielsweise zur
Positionierung der Seitenketten bei der Erzeugung der falschen Proteinstrukturen (siehe Ab-
schnitt 4.3.2) und im genetischen Algorithmus.
69
4. Methoden und Ergebnisse
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 2  4  6  8  10 12 14 16 18 20
E V
 
/ Å
2
ALA
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 2  4  6  8  10 12 14 16 18 20
CYS
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 2  4  6  8  10 12 14 16 18 20
ASP
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 2  4  6  8  10 12 14 16 18 20
E V
 
/ Å
2
GLU
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 2  4  6  8  10 12 14  16 18 20
PHE
 0
 0.1
 0.2
 0.3
 0.4
 2  4  6  8  10 12 14  16 18 20
HIS
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 2  4  6  8  10 12 14 16 18 20
E V
 
/ Å
2
ILE
 0
 0.1
 0.2
 0.3
 0.4
 2  4  6  8  10 12 14  16 18 20
LYS
 0
 0.02
 0.04
 0.06
 0.08
 2  4  6  8  10 12 14 16 18 20
LEU
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 2  4  6  8  10 12 14 16 18 20
E V
 
/ Å
2
MET
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 2  4  6  8  10 12 14 16 18 20
ASN
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 2  4  6  8  10 12 14 16 18 20
PRO
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 2  4  6  8  10 12 14 16 18 20
E V
 
/ Å
2
GLN
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 2  4  6  8  10 12 14  16 18 20
ARG
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 2  4  6  8  10 12 14 16 18 20
SER
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 2  4  6  8  10 12 14 16 18 20
E V
 
/ Å
2
THR
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 2  4  6  8  10 12 14 16 18 20
VAL
 0
 0.2
 0.4
 0.6
 0.8
 1
 2  4  6  8  10 12 14  16 18 20
TRP
Clusterzahl Clusterzahl
 0
 0.2
 0.4
 0.6
 0.8
 2  4  6  8  10 12 14 16 18 20
E V
 
/ Å
2
TYR
Clusterzahl
Abbildung 4.14: Erwartungswert der Varianz E(Var(k)) in Abha¨ngigkeit von der Clusterzahl nc
(siehe Gl. 4.18).
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Abbildung 4.15: Lo¨sungsmenge Λa (siehe Gl. 4.14) fu¨r die Aminosa¨uren Ala, Cys, Asp, Glu und
Phe.
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Abbildung 4.16: Lo¨sungsmenge Λa (siehe Gl. 4.14) fu¨r die Aminosa¨uren His, Ile, Lys, Leu und
Met.
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Abbildung 4.17: Lo¨sungsmenge Λa (siehe Gl. 4.14) fu¨r die Aminosa¨uren Asn, Pro, Gln, Arg und
Ser.
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Abbildung 4.18: Lo¨sungsmenge Λa (siehe Gl. 4.14) fu¨r die Aminosa¨uren Thr, Val, Trp und Tyr.
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4.3 Auswahl der Proteine und Aminosa¨ureklassen
Der in dieser Arbeit verwendete Ansatz zur Bestimmung der optimalen Kraftfeldparameter
basierte darauf, diese Parameter fu¨r eine gewa¨hlte Bewertungsfunktion so einzustellen, dass
die bekannten nativen Strukturen stets niedrigere Werte bezu¨glich dieser Bewertungsfunktion
liefern als alle andere Strukturen. Dies erforderte zum einen einen Satz an nativen Struktu-
ren, welche hier durch Einkristall-Ro¨ntgenstrukturen gegeben waren, die der pdb-Datenbank
entnommen wurden. Andererseits beno¨tigte man falsche bzw. nicht-native Strukturen (engl.:
decoys) zur Parameteroptimierung. Um mit dieser Methode ein robustes Kraftfeld zu erhal-
ten, mu¨ssen die nativen und falschen Proteinstrukturen gewisse Bedingungen erfu¨llen. Hierauf
und auf die konkrete Auswahl der Strukturen wird im folgenden na¨her eingegangen.
4.3.1 Native Strukturen
Die Qualita¨t empirischer Paarpotentiale ha¨ngt unmittelbar mit der Qualita¨t der Struktu-
ren zusammen, anhand derer die Parameter bestimmt wurden. Paarpotentialterme ko¨nnen
beispielsweise an ausgewa¨hlte Moleku¨lkoordinaten angepasst werden. Je gro¨ßer die Unsicher-
heiten bei der Bestimmung dieser Koordinaten war, umso ungenauer werden im Regelfall
auch die Ergebnisse sein, die mit dem resultierenden Paarpotential erhalten werden. Daher
sind die Referenzstrukturen neben den notwendigen akkuraten Termen der Potentialfunk-
tion das zweite wichtige Standbein eines Kraftfeldes. Fu¨r ein vergro¨bertes Proteinkraftfeld
werden dementsprechend gut aufgelo¨ste Proteinstrukturen beno¨tigt. Hier ist die Ro¨ntgen-
strukturanalyse die Methode der Wahl, da sie in der Regel die verla¨sslichsten und genauesten
Strukturdaten liefert. Viele der mit dieser Methode bestimmten Strukturen werden zur Ver-
wendung u¨ber Datenbanken bereitgestellt, wie beispielsweise die pdb-Datenbank [109, 110].
Die zweite wichtige Methode zur Strukturaufkla¨rung neben der Ro¨ntgenstrukturanalyse ist
die nmr-Spektroskopie. Fu¨r diese Arbeit wurden jedoch Proteine ausgeschlossen, die mit-
tels nmr-Daten bestimmt wurden, um nach Mo¨glichkeit lo¨sungsmittelbedingte Effekte in den
Geometrien auszuschließen. Zusa¨tzlich liefert die nmr-Methode ha¨ufig mehrere Alternativ-
strukturen, die alle die aus den nmr-Daten erhaltenen Geometriebedingungen erfu¨llen. Damit
ist die Eindeutigkeit des nativen Zustands nicht immer zweifelsfrei gegeben. Dies beruht zum
einen auf der Methode, mit der die nmr-Daten in Geometrien konvertiert werden, und zum an-
deren auf eventuellen Konformationsa¨nderungen der Proteine in der Lo¨sung. Drittens ist nicht
immer gewa¨hrleistet, dass die mit nmr-Daten erhaltenen Strukturen auch realistische bzw.
physikalisch sinnvolle interatomare Absta¨nde beinhalten. So ko¨nnen nmr-Protein-Modelle
beispielsweise zu kurze nicht-bindende Absta¨nden enthalten, welche sich wiederum auf die
Parameteroptimierung auswirken.
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Prinzipiell liefert dagegen die Ro¨ntgenstrukturanalyse sehr genaue Daten u¨ber Kristallstruk-
turen. Bei großen Moleku¨len steigt jedoch der Aufwand, um eine gute Auflo¨sung zu erhalten.
Aus diesem Grund sind in der pdb-Datenbank auch viele Proteine mit großen Massen mit
einer schlechteren Auflo¨sung enthalten (> 3 A˚). Um ”gute” Kraftfeldparameter zu erhalten,
sollten jedoch Ro¨ntgenstrukturen mit einer mo¨glichst guten Auflo¨sung verwendet werden.
Diese sollte idealerweiser besser als 2 A˚ sein. Des weiteren werden Proteinsequenzen mit
mo¨glichst niedriger A¨hnlichkeit beno¨tigt, um einen großen Sequenzraum abzudecken. Basie-
rend auf verschiedenen Kriterien (bspw. Auflo¨sung, R-Faktor, Kettenla¨nge usw.) existieren
bereits fertige Listen, die eine gefilterte Auswahl der pdb-Proteine enthalten, so dass diese
im gu¨nstigsten Fall nicht selber zusammengestellt werden mu¨ssen. (Siehe z. B. den pisces-
Internet-Server, der viele bereits existierende Listen zur freien Verfu¨gung bereitstellt oder die
pdb-Proteindatenbank nach den Benutzereingaben filtert und eine entsprechende Liste liefert
[111, 112].) Fu¨r diese Arbeit wurde der bereits etablierte top500h-Satz an Proteinen verwen-
det [113], welcher aus einem kleineren Proteinsatz von Hobohm und Sander hervorgegangen ist
[114]. Der top500h-Satz entha¨lt insgesamt 500 Proteine aus der pdb-Datenbank, die mittels
Ro¨ntgenstrukturanalyse bestimmt wurden. Diese Zusammenstellung wurde benutzt, da bei
der Auswahl dieser Proteine mehrere Qualita¨tskriterien herangezogen wurden: Beispielsweise
wurde bei der Auswahl beachtet, dass die Proteinsequenzen eine nur sehr geringe Sequenz-
a¨hnlichkeit (Identita¨t) besitzen, dass die Auflo¨sung fu¨r alle Strukturen besser als 1.8 A˚ ist
und dass nur sehr wenige nicht-bindende U¨berlappungen (Van-der-Waals-Kollisionen) vor-
kommen. Außerdem wurde der kristallographische B-Faktor einbezogen, Bindungswinkel-
und Seitenkettenanalysen zur Vermeidung außergewo¨hnlich verzerrter Strukturen durchge-
fu¨hrt und weitere Kriterien angewendet. Der resultierende Proteinsatz ist im Internet frei
verfu¨gbar [115]. Diese Zusammenstellung bietet somit einen großen Satz an gut aufgelo¨sten
Proteinstrukturen. Um mit diesem Proteinsatz dem in dieser Arbeit verwendeten Kraftfeldan-
satz weiter gerecht zu werden, wurde dieser nach den folgenden Kriterien weiter differenziert.
Ein Protein wurde dabei ausgeschlossen, wenn es aus mehreren Stra¨ngen bestand bzw. Ket-
tenunterbrechungen enthielt (Cα-Abstand der Atome i und i + 1 gro¨ßer als 4.5 A˚), wenn
es Disulfidbru¨cken, Fremdatome, -moleku¨le oder -ionen mit Ausnahme von eingelagertem
Wasser beinhaltete oder wenn Seitenketten chemisch modifiziert vorlagen. Weiterhin wurden
Strukturen nicht verwendet, in denen Schweratome der Seitenkette fehlten, da diese zur Be-
rechnung des Seitenkettenschwerpunktes notwendig sind. Fehlende Schweratome im Ru¨ckgrat
mit Ausnahme von Cα-Atomen fu¨hrten nicht zum Ausschluss, da diese im Kraftfeldansatz
nicht beno¨tigt wurden. Nach Anwendung dieser Kriterien blieben insgesamt 48 Proteine zur
Parameteroptimierung u¨brig. Die verwendeten Proteine sind in Tabelle 4.5 mit zusa¨tzlichen
Daten aufgelistet. Die Proteingro¨ßen lagen zwischen 50 und 402 Aminosa¨uren. Die Gesamtse-
kunda¨rstrukturanteile der α-Helix mit 30.8 % und des β-Faltblattes mit 24.9 % sind sehr
a¨hnlich, wodurch eine ausgeglichene Gewichtung beider Strukturtypen gewa¨hrleistet wird.
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Name Auflo¨sung/A˚ N nα wα/% nβ wβ/% nt wt/% SAS/A˚
2
1a12(A) 1.7 401 5 1.2 170 42.4 71 17.7 16265
1a1y(I) 1.0 63 11 17.5 14 22.2 13 20.6 4394
1a3a(D) 1.8 144 54 37.5 25 17.4 22 15.3 7686
1a92(A) 1.8 50 43 86.0 0 0.0 4 8.0 5104
1agj(A) 1.7 242 33 13.6 81 33.5 59 24.4 11019
1ako 1.7 268 79 29.5 73 27.2 40 14.9 12794
1amm 1.2 174 5 2.9 80 46.0 25 14.4 8772
1atz(A) 1.8 184 67 36.4 40 21.7 21 11.4 8396
1auo(A) 1.8 218 70 32.1 50 22.9 33 15.1 9833
1ay7(B) 1.7 89 42 47.2 16 18.0 14 15.7 4986
1bf4(A) 1.6 63 9 14.3 33 52.4 13 20.6 4478
1bfg 1.6 126 0 0.0 49 38.9 36 28.6 6561
1bgf 1.4 124 92 74.2 0 0.0 12 9.7 8072
1bkr 1.1 108 58 53.7 0 0.0 19 17.6 6178
1bm8 1.7 99 37 37.4 27 27.3 14 14.1 5525
1byi 0.9 224 79 35.3 45 20.1 31 13.8 10887
1c02(A) 1.8 166 98 59.0 0 0.0 27 16.3 8857
1cem 1.6 363 168 46.3 8 2.2 64 17.6 13036
1chd 1.7 198 57 28.8 47 23.7 39 19.7 8861
1dhn 1.6 121 39 32.2 40 33.1 6 5.0 7564
1dpt(A) 1.5 117 32 27.4 31 26.5 22 18.8 6838
1edg 1.6 380 132 34.7 44 11.6 73 19.2 15618
1elk(A) 1.5 153 101 66.0 0 0.0 18 11.8 8217
1erv 1.6 105 43 41.0 28 26.7 14 13.3 5806
1es5 1.4 260 95 36.5 56 21.5 35 13.5 10647
1fna 1.8 91 0 0.0 42 46.2 8 8.8 5464
1ftr(A) 1.7 296 63 21.3 105 35.5 55 18.6 14002
1gvp 1.6 87 0 0.0 40 46.0 12 13.8 6550
1hcr(A) 1.8 52 25 48.1 0 0.0 4 7.7 4541
1hka 1.5 158 45 28.5 40 25.3 23 14.6 8743
1ifc 1.1 131 15 11.5 77 58.8 18 13.7 7144
1iib(A) 1.8 103 50 48.5 21 20.4 17 16.5 6077
1lmb(4) 1.8 92 59 64.1 0 0.0 12 13.0 6281
1mla 1.5 305 154 50.5 45 14.8 34 11.1 12114
1mml 1.8 251 70 27.9 51 20.3 46 18.3 12896
1mol(A) 1.7 94 17 18.1 50 53.2 10 10.6 6036
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1msi 1.2 66 4 6.1 8 12.1 17 25.8 3671
1nar 1.8 289 105 36.3 64 22.1 33 11.4 13206
1nkd 1.0 59 51 86.4 0 0.0 5 8.5 4616
1npk 1.8 150 56 37.3 24 16.0 28 18.7 8080
1pcf(A) 1.7 66 20 30.3 34 51.5 6 9.1 5591
1qs1(A) 1.5 402 117 29.1 113 28.1 63 15.7 19320
1qts 1.4 247 37 15.0 103 41.7 32 13.0 12941
1stn 1.7 136 33 24.3 41 30.1 27 19.9 7950
1ten 1.8 89 0 0.0 48 53.9 10 11.2 5213
1tfe 1.7 142 69 48.6 33 23.2 15 10.6 8920
1ttb(A) 1.7 127 7 5.5 58 45.7 17 13.4 6913
1tud 1.7 60 0 0.0 23 38.3 7 11.7 4336
Gesamt 1.6 165.2 51.0 30.8 41.2 24.9 25.5 15.4 8479
Tabelle 4.5: Verwendete native Strukturen. Name: pdb-Code mit der Ketten-ID in Klammern,
Auflo¨sung: Auflo¨sung der Ro¨ntgenkristallstruktur, N : Gesamtanzahl der Aminosa¨uren, nα: Reste
in einer α-Helix, wα: proz. Anteil aller Reste in einer Helix, nβ: Reste in einem β-Faltblatt,
wβ: proz. Anteil aller Reste in einem Faltblatt, nt: Reste in einer Windung/Schlaufe, wt: proz.
Anteil der Reste in einer Windung/Schlaufe, SAS: Lo¨sungsmittelzuga¨ngliche Oberfla¨che. In der
”Gesamt”-Zeile sind die u¨ber alle Proteine gemittelten Werte aufgefu¨hrt. Die Auflo¨sung wurde
den entsprechenden pdb-Dateien entnommen, wa¨hrend die anderen Daten aus den dssp-Dateien
ermittelt wurden.
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4.3.2 Falsche Strukturen
Die Optimierung von Kraftfeldparametern u¨ber einen Vergleich von nativen gegen falsche
Strukturen durchzufu¨hren bzw. Ergebnisse auf diese Weise zu testen, ist ein Konzept, das
seit einiger Zeit Verbreitung gefunden hat [102, 116–132]. Hierbei muss zuna¨chst einmal der
Begriff ”falsch” definiert werden, da er sich auf mehrere Aspekte beziehen kann. In dieser
Arbeit wird der Begriff ”falsch”, bezogen auf ein Protein, rein auf geometrischen Kriterien der
dreidimensionalen Proteinstruktur begru¨ndet. Andere Merkmale, die die Abweichung eines
Proteins zu einem anderen beschreiben, wie bspw. die Sequenz, eingelagerte Moleku¨le oder
die Umgebung, werden hierbei nicht beru¨cksichtigt bzw. als identisch angenommen. Somit
wird eine falsche Struktur als eine Geometrie definiert, die sich von der Geometrie des nati-
ven Zustandes unterscheidet, die aber sonst die gleiche (chemische) Zusammensetzung und
Umgebung besitzt. Um diesen Unterschied zwischen zwei Proteinstrukturen zu quantifizieren,
werden in der Literatur ha¨ufig zwei Merkmale benutzt: Zum einen der rmsd-Wert (root mean
squared deviation), der die Differenz zweier N -dimensionaler Koordinatenvektoren x und x ′
beschreibt:
rmsd =
√√√√ 1
N
N∑
i=1
(x′i − xi)
2 (4.19)
Dieser Wert erfordert eine direkte (bekannte) Zuordnung der Vektorelemente beider Vekto-
ren zueinander. Diese Zuordnung ist bei Polypeptiden dadurch gewa¨hrleistet, dass nur Pro-
teine mit gleiche La¨nge und gleicher Sequenz verglichen werden und dass die Numerierung
der Elemente bzw. der Aminosa¨uren stets am N-Terminus beginnt. Weiterhin ist zu beach-
ten, dass der rmsd-Wert weder rotations- noch translationsinvariant ist. Daher mu¨ssen, um
vergleichbare Ergebnisse zu erhalten, die beiden Koordinatenvektoren vor der Berechnung
des rmsd-Wertes optimal u¨bereinandergelegt werden. Prinzipiell ko¨nnen zur Berechnung des
rmsd-Wertes alle Atome in einem Protein herangezogen werden. Oftmals werden aber nur
die Koordinaten der Cα-Atome verwendet, wobei ein rein auf Cα-Atomen basierender rmsd-
Wert kurz auch als crmsd-Wert bezeichnet wird. Die zur Berechnung des rmsd-Wertes no¨tige
optimale U¨bereinanderlagerung wurde in dieser Arbeit mit dem Unterprogramm superpose
des tinker-Programmpaketes durchgefu¨hrt [133–139].
Der zweite ha¨ufig verwendete Merkmal zur Beschreibung des geometrischen Unterschiedes ist
die sogenannte Kontaktordnung. Hierbei werden u¨blicherweise bei Proteinen ganze Amino-
sa¨uren durch Punkte repra¨sentiert, fu¨r die zumeist entweder die Koordinaten der Cα-Atome,
der Cβ-Atome oder des Seitenkettenschwerpunkte gewa¨hlt werden. Basierend auf diesen Ko-
ordinaten wird folglich analysiert, welche und wie viele Aminosa¨uren in Kontakt miteinander
stehen. Hierzu wird ein maximaler Radius rmax definiert, welcher meist im Bereich zwischen
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8 und 15 A˚ liegt. Zwei Punkte i, j im Protein sind dann in Kontakt, wenn ihr Abstand rij
kleiner als rmax ist. Die Kontaktordnung beschreibt somit in vereinfachter Form die Distanzen
innerhalb eines Proteins und entha¨lt damit Informationen u¨ber die dreidimensionale Gestalt
des Proteins. Dieser Wert wird ha¨ufig bei Faltungsstudien als ein Maß fu¨r die Nativita¨t eines
Zustandes verwendet. Hierbei wird beispielsweise angegeben, wieviele Kontakte des nativen
Zustandes zu einem bestimmten Zeitpunkt des Experiments gebildet worden sind.
Im Normalfall sind die rmsd- und die Kontaktordnungsdaten nicht miteinander korreliert,
wodurch sie gleichzeitig verwendet ko¨nnen. Beide Werte haben zur Beschreibung der A¨hn-
lichkeit zweier Strukturen ihre Vor- und Nachteile. Fu¨r eine Diskussion und Beispiele hierzu
siehe [140] und die dort angegebenen Referenzen.
Unabha¨ngig von der Wahl des Kriteriums, verbleibt das Problem der Definition fu¨r ”falsch”,
d. h. die Festlegung eines Zahlenwertes, ab welchem eine Proteinstruktur als nicht mehr
nativ angesehen wird. Diese Grenze ist selbstversta¨ndlich fließend und nicht eindeutig. In der
Literatur haben sich fu¨r den crmsd-Wert bestimmte Werte etabliert: So gilt ein crmsd von
Null bis drei A˚ als sehr gute U¨bereinstimmung, Werte zwischen 3 und 6 A˚ als strukturell
a¨hnlich und gro¨ßere Werte als strukturell entfernt [141].
Neben der Schwierigkeit der reinen Definition einer falschen Struktur besteht bei Protei-
nen das Problem, dass experimentell nur sehr wenige nicht-nativen Strukturen bekannt sind.
Dieses beruht weniger auf der Erzeugbarkeit missgefalteter Proteine, da eine Denaturierung
bereits durch kleine Vera¨nderungen der Systemvariablen leicht zu erreichen ist, sondern viel
mehr auf einem Mangel an experimentellen Methoden, die in der Lage sind, in ausreichend
hoher Auflo¨sung und gleichzeitig in kurzer Zeit Proteinstrukturen zu analysieren, da un-
ter Normalbedingungen denaturierte Proteine schnellen Strukturfluktuaktionen unterworfen
sind. Aus diesem Grund muss zur Generierung von falschen Strukturen auf computergestu¨tz-
te Methoden zuru¨ckgegriffen werden.
Hierzu existieren bereits einige Arbeiten in der Literatur, die die Konstruktion von falschen
Strukturen im Allgemeinen oder fu¨r eine spezielle Anwendung behandeln. Viele der resultie-
renden Struktursa¨tze werden nach der Fertigstellung im Internet zum freien Herunterladen
angeboten. Die wichtigsten und bekanntesten Sa¨tze (ohne Anspruch auf Vollsta¨ndigkeit) sind
in Tab. 4.6 zusammengestellt. Die zusa¨tzlich bekannten Datensa¨tze mit den Bezeichnungen
”asilomar”, ”ifu” und ”sgpa” [155] wurden nicht aufgefu¨hrt, da sie mit teilweise lediglich drei
enthaltenen Strukturen extrem klein sind.
Die Methoden, die bei der Erzeugung der Struktursa¨tze zum Einsatz kommen, decken ein
sehr breites Spektrum ab. Beginnend beispielsweise bei Modellen mit diskreten Zusta¨nden
(Lattice ssfit, 4state reduced), u¨ber Methoden zur Rekombination von Datenbank-Struktur-
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Satz-Name Proteine Geometrien pro Protein Lit. Download
4state reduced 7 665 [102] [142]
Abm database 4 200 [143] [144]
Fisa 6 1432 [145] [142]
Fisa-Casp3 6 1432 [145] [142]
Hg structural 29 29 [146] [142]
Ig structural 61 60 [146] [142]
Ig structural hires 20 19 [146] [142]
Lattice ssfit 8 2000 [147] [142]
Lee 12 30 [148] [149]
lkf 183 200 [130] [150]
lkf2 1400 1000 [131] [151]
Lmds 11 439 [152] [142]
Misfold 23 26 [153] [142]
Pdb error 3 3 [154] [142]
ProtG 1 7000 ? [155]
Rosetta 56 1000 [145] [149]
Semfold 6 12900 [156] [142]
Tsai 41 1800 [157] [149]
Vhp mcmd 1 6255 [158] [142]
Wang 6 200 [159] ?
Tabelle 4.6: U¨bersicht u¨ber die bekanntesten Sa¨tze mit falschen Strukturen. Die angegebene
Anzahl an falschen Geometrien pro Protein ist ein Richtwert und kann innerhalb des gleichen
Datensatzes fu¨r die darin enthaltenen Proteine verschieden sein.
fragmenten (z. B. Rosetta, Fisa), u¨ber Sequenzu¨bertragung (z. B. Misfold) bis hin zu Mole-
ku¨ldynamik- (z. B. Wang), Monte-Carlo-Simulationen und genetischen Algorithmen (z. B.
ProtG). Auch die Anzahl an verwendeten nativen Proteinen und die Anzahl an erzeugten
Strukturen ist zwischen den Sa¨tzen sehr unterschiedlich, ebenso wie deren Qualita¨t. Hier-
bei es dem Benutzer selbst u¨berlassen zu entscheiden, ob der Struktursatz fu¨r ein Problem
bzw. eine Anwendung geeignet ist. Viele der vero¨ffentlichten Strukturen enthalten Fehler oder
basieren auf experimentell weniger gut aufgelo¨sten nativen Strukturen, so dass es praktisch
unerla¨sslich ist, vor der Verwendung eines dieser Sa¨tze eine eigensta¨ndige Analyse der Struk-
turen durchzufu¨hren.
Hierzu ist eine von D. Gilis publizierte Arbeit hilfreich [140], in der insgesamt 12 der in Tab.
4.6 aufgelisteten Struktursa¨tze untersucht wurden. Ziel war es, aus den verwendeten Sa¨tzen
die qualitativ minderwertigen Strukturen herauszufiltern und einen neuen Gesamtsatz herzu-
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stellen, wobei die folgenden Kriterien zur Analyse herangezogen wurden: a) die Qualita¨t der
Strukturbestimmungsmethode der nativen Struktur, wodurch bspw. mittels nmr bestimmte
Proteine ausgeschlossen wurden, b) die Vollsta¨ndigkeit der Atome und c) die U¨bereinstim-
mung der Sequenz bzw. der Sequenzla¨nge der erzeugten falschen Struktur im Vergleich mit
der nativen. Interessanterweise fallen durch das letzte Kriterium bereits sehr viele Strukturen
weg, da in den untersuchten Sa¨tzen viele falsche Strukturen eine vom nativen Protein abwei-
chende Sequenzla¨nge besitzen, was nach deren Erzeugung nicht korrigiert wurde. Dies betrifft
vor allem die falschen Strukturen, die mittels Rekombinationen von Datenbankfragmenten
erzeugt wurden, weil die Fragmente ha¨ufig auf bestimmte La¨ngen beschra¨nkt wurden.
Es resultierte ein Satz mit 45 Proteinen und 47301 falschen Strukturen. Dieser wurde in dieser
Arbeit anhand weiterer Kriterien, die in Abschnitt 4.3.1 fu¨r die nativen Proteine beschrieben
sind, analysiert, beispielsweise in Bezug auf die Auflo¨sung der Ro¨ntgenkristallstruktur, auf
Kettenunterbrechungen oder Disulfidbru¨cken. Nach dieser blieben weniger als 10000 falsche
Strukturen aus dem von D. Gilis publizierten Satz u¨brig. Diese Zahl war in U¨bereinstimmung
mit der Literatur [124, 125] zu klein fu¨r eine effektive Parameteroptimierung. Außerdem war
die Schnittmenge mit dem verkleinerten top500h-Datensatz an hoch aufgelo¨sten nativen
Proteinen sehr klein. Aus diesen Gru¨nden wurden die publizierten falschen Strukturen bis
auf eine Ausnahme (s. u.) nicht verwendet und stattdessen eigene Programme zu Erzeu-
gung falscher Strukturen programmiert, die im folgenden eingehender beschrieben werden.
Folgende Ziele standen bei der Erzeugung im Vordergrund:
• Generierung von Strukturen sehr nah an der nativen Struktur. Dieser Faktor ist wichtig,
um Parameter zur Bestimmung der richtigen Struktur in einem Satz sehr a¨hnlicher
Proteine dicht am nativen Zustand zu erhalten.
• Erzeugung von sehr kompakten aber falschen Strukturen mit nativ-artigen Strukturele-
menten. Also Geometrien, die Baueinheiten aus bekannten nativen Proteinen enthalten,
die aber falsch zueinander angeordnet sind bzw. nicht zu der Zielsequenz passen.
• Unabha¨ngigkeit von einem bestimmten Kraftfeld, um hierdurch intrinsische Pra¨ferenzen
des Kraftfeldes zu vermeiden. Beispielsweise tendieren einige Kraftfelder zur U¨berge-
wichtung von α-Helices [160].
Durch die Generierung eigener falscher Strukturen konnte die maximale Anzahl an Proteinen
ausgenutzt werden, die das Programm zur Bestimmung der Parameter zula¨sst. Diese Zahl
ist zwar von der Anzahl der zu optimierenden Parameter abha¨ngig, dennoch war die Menge
der verwendeten falschen Strukturen in dieser Arbeit trotz relativ vieler Parameter sehr viel
gro¨ßer als in vielen anderen publizierten Arbeiten und sehr viel gro¨ßer als die ca. 10000
u¨briggebliebenen Strukturen nach der Gilis-Analyse. Zudem konnte sicher gestellt werden,
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dass die Strukturen keine unerwu¨nschten Fehler enthielten und dass sie auf hoch aufgelo¨sten
Ro¨ntgenstrukturen basierten.
Die Erzeugung der falschen Strukturen wurde mit unterschiedlichen Techniken realisiert:
Grundlegend sei hier zuna¨chst angemerkt, dass die Geometrie der falschen Geometrien eben-
falls nur u¨ber die Cα-Atome und die Seitenkettenschwerpunkte modelliert wurde. Die Sei-
tenkettendarstellung beruhte auf dem Cluster-Ansatz, der in Abschnitt 4.2.3 dargelegt wird.
Generell wurde bei der Generierung eines falschen Proteins zuna¨chst die Cα-Ru¨ckgratstruktur
vera¨ndert und berechnet, da sie bzw. die Cα-Bindungsvektoren die notwendige Basis zur Posi-
tionierung der Seitenketten ist. Im zweiten Schritt wurden die Seitenkettenschwerpunkte auf
zufa¨llige Clusterpositionen gesetzt. Wenn es zu Kollisionen mit anderen Seitenketten oder
Cα-Atomen kam, wurden die anderen nicht verwendeten Clusterpositionen getestet. Wenn
dennoch keine kollisionsfreie Anordnung gefunden werden konnte, wurde die Struktur ver-
worfen. Fu¨r die Kollisionstests wurden die aus den Datenbankdaten ermittelten minimalen
Seitenkette-zu-Seitenkette- und Seitenkette-zu-Ru¨ckgrat-Absta¨nde verwendet (siehe im An-
hang Tab. 6.1 und 6.2).
In allen im folgenden beschriebenen Routinen war der Schritt der Kollisionstests zusammen
mit der Platzierung der Seitenketten jeweils der mit Abstand zeitaufwendigste Programmteil
bei der Ausfu¨hrung.
Die ersten erstellten Routinen wa¨hlten zuna¨chst eine zufa¨llige Anzahl sequentieller Cα-Atome
aus, wobei die fu¨r die Auswahl maximale Anzahl proportional zur Gesamtla¨nge des Prote-
ins war, aber ho¨chstens 50 Aminosa¨uren umfasste. Anschließend wurde aus einer Liste eine
Vera¨nderungsoperation fu¨r diesen Abschnitt zufa¨llig gewa¨hlt. Hierbei waren folgende Opera-
tionen mo¨glich: Translation des Abschnittes entlang eines Vektors, Rotation des Abschnittes
um einen Winkel mit einer beliebig orientierten Rotationsachse, Rotation des Abschnittes
um den Vektor, der das erste und das letzte ausgewa¨hlte Cα-Atom verbindet, oder schließlich
Neufaltung des Abschnittes. Fu¨r die in internen Koordinaten durchgefu¨hrte Neufaltung wur-
den unterschiedliche Methoden verwendet, wobei aber stets nur die Cα-Bindungswinkel und
-Torsionswinkel vera¨ndert wurden, wa¨hrend die Absta¨nde sequentieller Cα-Atome unvera¨n-
dert blieben. Durch die erste Neufaltungsmethode wurden die neuen Werte fu¨r die Winkel
entweder vollsta¨ndig zufa¨llig oder aus einer Liste mit bekannten Sekunda¨rstrukturen gewa¨hlt,
welche im ersten Ansatz nur die α-Helix, das β-Faltblatt und einige idealisierte Windungen
enthielt. In der zweiten Methode zur Neufaltung wurde dagegen zuna¨chst der Abstand des
ersten und letzten Cα-Atoms des gewa¨hlten Abschnittes bestimmt. Mit dieser wurde danach
aus einem Satz an Datenbank-Proteinstrukturen ein anderer Abschnitt zufa¨llig gewa¨hlt, der
die gleiche Anzahl an Cα-Atomen und den gleichen Abstand vom ersten zum letzten Cα-Atom
hat, wobei der Abstand zusa¨tzlich um einen Toleranzbereich erweitert wurde, um eine gro¨-
83
4. Methoden und Ergebnisse
ßere Menge andersartig gefalteter Abschnitte zuzulassen. Nach der Auswahl eines passenden
Fragmentes wurde versucht, dieses konfliktfrei in die Struktur des falschen Proteins anstelle
des gewa¨hlten Abschnittes zu u¨bernehmen, wobei nur die Koordinaten der Cα-Atome u¨ber-
nommen wurden. Dazu wurden die beiden Endpunkte des neuen Fragmentes zuna¨chst mit
dem superpose-Programm mit den urspru¨nglichen Positionen der Endpunkte u¨berlagert.
Eventuelle geometrische Diskrepanzen, die ha¨ufig nach der U¨berlagerung zwischen den alten
und neuen Endpunkten auftreten ko¨nnen, da eine andere Faltung im Normalfall einen ande-
ren Endpunkt-zu-Endpunkt-Abstand mit sich bringt, wurden unter Verwendung des fccd-
Algorithmus geschlossen [161, 162]. Nach den Cα-Atomen wurden die Seitenketten gesetzt
und die Kollisionstests durchgefu¨hrt.
Diese Methoden, Segmente relativ zum Rest des Proteins zu verschieben, umzuorientieren
und/oder umzufalten, um kompakte, falsche, aber native Motive enthaltende Strukturen zu
erhalten, zeigten insgesamt betrachtet nicht die erwu¨nschten Resultate und waren zudem
sehr langsam, weil nahezu alle neuen Strukturen aufgrund von Kollisionen verworfen werden
mussten. Problematisch war hier vorallem die kompakte Packung der Aminosa¨uren und Sei-
tenketten im inneren des Proteins. Bei diesen besteht nur ein sehr geringer Spielraum, la¨ngere
Segmente geometrisch neu anzuordnen, wobei vor allem die Seitenketten die Vera¨nderungen
einschra¨nken. Geometrien ohne Seitenketten ließen sich auf diese Weise relativ gut vera¨ndern,
passten aber im Rahmen dieser Arbeit nicht in das gewu¨nschte Modell.
Aufgrund dieser Ergebnisse wurden andere, einfachere Strukturerzeugungsmethoden ent-
wickelt. Erstens wurde die Methode der Sequenzu¨bertragung verwendet. Hierbei wird die
Sequenz des nativen Zielproteins u¨ber die Sequenz eines anderen Datenbank-Proteins ge-
schrieben. Dabei musste das zu u¨berschreibende Datenbank-Protein verschiedenen Anforde-
rungen genu¨gen: Es durfte nicht Teil des Optimierungssatzes sein, die Sequenzen durften eine
maximale Identita¨t von 30 % aufweisen, der crmsd-Wert zum Zielprotein musste ≥ 6 A˚ sein,
es durfte keine Kettenunterbrechungen beinhalten und es musste selbstversta¨ndlich gleich vie-
le oder mehr Aminosa¨uren besitzen wie das Zielprotein. Der Vorgang der Sequenzu¨bertragung
wird in Gl. 4.20 dargestellt: Die Sequenz S∗ des nativen Proteins mit N Aminosa¨uren wird auf
die Sequenz S eines anderen Proteins u¨bertragen (→), welches die La¨nge M hat (N ≤ M).
Ist M > N so wird die Sequenz des nativen Proteins nur auf einen ausgewa¨hlten Teil der
La¨nge N des anderen Sequenzvektors u¨bertragen und nur dieser verwendet. Bestimmt wird
dieser Abschnitt durch die Wahl von i in Gl. 4.20.
S∗ = (s∗1, s
∗
2, ..., s
∗
N )→ (s1+i, s2+i, ..., sN+i) mit 0 ≤ i ≤M −N (4.20)
Dies bedeutet, dass aus einem nativen und einem Datenbank-Protein insgesamt M −N neue
falsche Proteine erhalten werden ko¨nnen. Allerdings sind die Strukturen, die man fu¨r i und
i+1 (aus Gl. 4.20) oder allgemein fu¨r i und i+j mit einem kleinen j ∈ N erha¨lt, sehr a¨hnlich,
da sich nur die letzten und die ersten Aminosa¨uren unterscheiden. Aus diesem Grund wurde
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bei der Implementierung, weil eine große Anzahl an Datenbankproteinen zur Sequenzu¨ber-
tragung zur Verfu¨gung stand, und um sehr a¨hnliche Strukturen mit geringem Informations-
unterschied zu vermeiden, i als Vielfaches von fu¨nf gewa¨hlt: i ∈ {0, 5, 10, 15, ...}.
Wa¨hrend die Sequenzu¨bertragung fu¨r die Ru¨ckgratatome unproblematisch ist, ko¨nnen dage-
gen Komplikationen bei der anschließenden Positionierung der Seitenketten auftreten. Diese
mu¨ssen in der Regel neu orientiert werden, da sich nach der Sequenzu¨betragung die Um-
gebungen der einzelnen Seitenketten vollsta¨ndig a¨ndern. Problematisch ist hierbei, dass die
u¨berschriebenen Datenbankstrukturen auf ihre urspru¨nglichen Aminosa¨uresequenzen opti-
miert waren. Daher kann der Fall eintreten, dass nach der Sequenzu¨bertragung die neue Sei-
tenkettensequenz mit der Geometrie, die durch das Ru¨ckgrat vorgegeben wird, unvereinbar
ist, beispielsweise wenn kurze Seitenkette wie Glycin oder Alanin in kompakten Strukturen
durch Seitenketten mit großer Raumerfu¨llung wie Lysin oder Arginin ersetzt werden. Um
aus diesem Grund bei der Positionierung der Seitenketten gro¨ßere Mo¨glichkeiten zu haben,
wurden sie zuna¨chst auf eine zufa¨llig gewa¨hlte Clusterposition gesetzt und danach parallel zu
einem beliebig orientierten Vektor verschoben, unter der Einschra¨nkung, dass der Abstand
zum zugeho¨rigen Cα-Atom erhalten bleiben musste. Die La¨nge dieses Vektors wurde mittels
einer um Null zentrierten Gaussverteilung bestimmt, deren Breite durch die Standardabwei-
chung der Distanzen der zum gewa¨hlten Clusterzentrum geho¨renden Punkte gegeben war,
die durch den Clusterzentren-Bestimmungsprozess erhalten wurde (siehe Abschnitt 4.2.3 und
Anhang 6.2). Die maximale La¨nge des Vektors wurde zusa¨tzlich noch auf den Mittelwert
dieser Distanzen begrenzt. Nach dem U¨berschreiben der Sequenz und dem Setzen der Seiten-
kettenschwerpunkte wurden die Kollisionstests durchgefu¨hrt.
Mit dieser Methode konnten sehr viele falsche Strukturen mit kompakter, nativer Faltung
erhalten werden, da die u¨berschriebenen Strukturen ebenfalls native Proteine waren. Diese
waren in der Regel strukturell sehr weit von der Geometrie des Zielproteins entfernt. Nach-
teilig war bei diesem Verfahren, neben einer nicht-optimalen Anordnung der Seitenketten,
dass die dreidimensionale Struktur des u¨berschriebenen Proteins Lu¨cken bzw. Hohlra¨ume
enthalten konnte. Diese konnten dadurch entstehen, dass ha¨ufig nicht das vollsta¨ndige u¨ber-
schriebene Protein verwendet werden konnte, wenn es eine la¨ngere Sequenz als das Zielprotein
besaß, so dass bestimmte Sequenzabschnitte ausgelassenen werden mussten. Solche Proteine
ko¨nnten in einem Folgeschritt mit einem etablierten Kraftfeld lokal optimiert werden. Dieser
Schritt wurde hier nicht durchgefu¨hrt, da per Konstruktion Kollisionen vermieden wurden
und diese Proteine insgesamt sehr weit vom nativen Zustand entfernt sind, wodurch sie in
der Regel selbst nach einer Relaxierung unkritisch fu¨r die Parameteroptimierung sind [122].
Mit der Methode der Sequenzu¨bertragung ließen sich weite Bereiche des Konformationsrau-
mes abdecken, die nicht in der Na¨he das gewu¨nschten nativen Zustandes lagen. Daher wurde
eine weitere Methode implementiert, um Strukturen zu erhalten, die dem nativen Zustand
des Zielproteins sehr a¨hnlich waren.
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Hierzu wurde direkt von der Geometrie des Zielproteins ausgegangen und diese in kleinen
Schritten vera¨ndert. Zuna¨chst wurde eine beliebige Position entlang der Sequenz ausgewa¨hlt
und fu¨r diese im Anschluss entschieden, ob entweder nur die Position der Seitenkette oder
ob sowohl die Position des Cα-Atoms wie auch die zugeho¨rige Seitenkettenposition vera¨n-
dert wird. Bei einer Verschiebung der Seitenkette alleine wurde zuna¨chst bestimmt, welchem
Clusterzentrum der Schwerpunkt in der unvera¨nderten Geometrie am na¨chsten liegt. Dann
wurde die Seitenkette zu einem anderen Clusterzentrum positioniert und parallel zu einem
zufa¨llig orientierten Vektor verschoben. Wenn das Cα-Atom und die Seitenkette gewa¨hlt wur-
den, wurde zuna¨chst die Position des Cα-Atoms um die Achse vrot rotiert, die durch das in
der Sequenz vorausgehende und durch das folgende Cα-Atom geht: Sei i das zu rotierende Cα-
Atom, so ist die Rotationsachse vrot definiert als vrot = xi+1−xi−1 mit den C
α-Koordinaten
xk. Diese Rotationsachse wurde gewa¨hlt, da hierbei die Absta¨nde zu C
α
i−1 und C
α
i+1 erhalten
bleiben. Bei einer beliebigen Verschiebung des Cαi -Atoms entstehen ansonsten viele Struk-
turen, die zu kurze Absta¨nde zu den direkt benachbarten Atomen besitzen, wodurch diese
Strukturen wieder verworfen wu¨rden. Nach der kollisionsfreien Drehung des Cαi -Atoms mus-
sten die Seitenketten der Aminosa¨uren i − 1, i und i + 1 neu berechnet werden, da das
Seitenkettenmodell auf den beiden Bindungsvektoren zwischen den Atomen Cαi−1, C
α
i und
Cαi+1 beruhte. Ohne eine Neubestimmung der Seitenketten am C
α
i−1- und C
α
i+1-Atom ko¨nnen
dort physikalisch unmo¨gliche Geometrien entstehen. Hierbei wurde die i-te Seitenkette wieder
an eine zufa¨llige Clusterposition gesetzt und entlang eines Vektors verschoben. Die anderen
beiden Seitenketten wurde so gesetzt, dass ihre Position relativ zu den Bindungsvektoren
vor der Verschiebung des Cαi -Atoms erhalten blieb. Dazu wurden vor der Verschiebung die
Koeffizienten der drei Basisvektoren mittels eines linearen Gleichungssystem bestimmt, die
zusammen die Seitenkettenposition erzeugen. Nach der Verschiebung des Cαi -Atoms wurden
diese Koeffizienten mit den neuen Basisvektoren verwendet, um die neue Seitenkettenposition
zu erhalten. Wenn es hierbei aber zu Kollisionen kam, wurde wie bei der i-ten Seitenkette
verfahren und andere Clusterpositionen getestet.
Diese A¨nderungen der Cα- und Seitenkettenkoordinaten wurden so lange durchgefu¨hrt bis
die Differenz zwischen der Ausgangsstruktur und der vera¨nderten Struktur gro¨ßer als ein zu
Anfang des Programmes festgelegter Wert war. Fu¨r vergleichbare rmsd-Werte mu¨ssen die
Strukturen zuna¨chst ideal u¨bereinandergelegt werden. Das U¨bereinanderlegen kann jedoch
dazu fu¨hren, dass schon kleine A¨nderungen in der Struktur zu gro¨ßeren rmsd-Werten fu¨hren,
da beispielsweise das gesamte Protein rotiert werden muss. Dies kann zu der Fehlbewertung
fu¨hren, dass sich die Strukturen scheinbar in gro¨ßerem Maße unterscheiden, wa¨hrend es in
Wahrheit lediglich ein Effekt der U¨berlagerung ist. Daher wurde fu¨r das Abbruchkriterium
auf die U¨berlagerung der Strukturen verzichtet und die Differenz in den Koordinaten direkt
ausgewertet.
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Der Wert D, der das Abbruchkriterium repra¨sentierte und die mittlere Differenz jeder Ami-
nosa¨ure zur originalen Struktur beschrieb, hatte die Form:
D =
1
N − 2
N−1∑
j=2
[
‖x∗j − x
′
j‖+ ‖ρ
∗
j − ρ
′
j‖
]
(4.21)
wobei N die Anzahl der Aminosa¨uren ist, x∗j bzw. ρ
∗
j die dreidimensionalen Ortsvektoren
der Cα- bzw. der Seitenkettenschwerpunkte der nativen Struktur und die x′j und ρ
′
j die
Koordinaten der vera¨nderten Struktur. Wenn keine Kollisionen auftraten und D gro¨ßer als
der vorgegebene Wert war, wurde die vera¨nderte Struktur akzeptiert. Je kleiner D gewa¨hlt
wird, umso a¨hnlicher ist die falsche Struktur zur nativen. Das Problem hierbei ist, dass, wenn
D zu klein gewa¨hlt wird, das Parameteroptimierungsproblem nicht mehr lo¨sbar sein kann,
da die Strukturen zu a¨hnlich sind, um im gewa¨hlten Kraftfeldansatz unterscheidbar zu sein.
Daher wurden mit dieser Methode unterschiedliche Sa¨tze von falschen Strukturen erzeugt
und getestet, bis zu welchem D das Problem noch lo¨sbar war. Als kleinster Wert fu¨r D wurde
0.1 A˚ gewa¨hlt und in Schritten von 0.1 A˚ vergro¨ßert.
Mit diesen beiden Sa¨tzen selbst erzeugter falscher Strukturen konnten sowohl nah-native wie
auch weit entfernte Bereiche des Konformationsraumes der Proteine erfasst werden, wobei
trotzdem aufgrund der sehr großen konformatorischen Freiheit eines durchschnittlich langen
Proteins (100 bis 300 Aminosa¨uren) der gesamte Konformationsraum mit den aktuell be-
grenzten Computerkapazita¨ten nicht abgedeckt werden kann. Insgesamt wurden zu jedem
der 48 Proteine aus dem reduzierten top500h-Satz bis zu 10000 falsche Strukturen mittels
Sequenzu¨bertragung und 10000 mittels Strukturverzerrung erzeugt.
Zu diesen eigenerzeugten Proteinstrukturen wurde noch ein Satz falscher Strukturen aus der
Literatur hinzugefu¨gt. Hierbei handelte es sich um den lkf2-Satz (siehe Tab. 4.6), der in der
Analyse von D. Gilis nicht miteinbezogen war. Dieser bietet pro Protein 1000 falsche Struk-
turen, die durch Reorganisation von Strukturfragmenten erzeugt wurden und wenige Fehler
enthalten, wie sich nach der selbst durchgefu¨hrten Analyse zeigte. Diese Strukturen ko¨nnen,
bezogen auf die Differenz zum nativen Zustand, zwischen die durch Verzerrung und die durch
Sequenzu¨bertragung erzeugten Strukturen eingeordnet werden. Verwendet wurde aber nicht
der gesamte lkf2-Satz, sondern nur die mit dem reduzierten top500h-Satz gemeinsamen
Proteine.
Auf der Basis dieser drei Sa¨tze mit falschen Strukturen wurden die ersten Parameter des
Kraftfeldes optimiert. Mit diesen Parametern wurden dann ausgewa¨hlte Sequenzen global
optimiert und dabei erhaltene Proteine, die eine niedrigere Energie als das native Protein be-
saßen, als neue falsche Strukturen fu¨r eine weitere Parameteroptimierung verwendet, so dass
schließlich insgesamt vier verschiedene Sa¨tze mit sehr unterschiedlichen Geometrien zur Ver-
fu¨gung standen. Die Parameteroptimierung konnte folglich an insgesamt 48 nativen Proteinen
und mehr als 700000 falschen Strukturen durchgefu¨hrt werden.
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4.3.3 Aminosa¨ureklassen
Die in der Natur vorkommenden Proteine enthalten zwanzig verschiedene Aminosa¨uren (und
einige weitere seltenere), deren Sequenzen die verschiedenen Faltungen und Funktionen der
Proteine bestimmen. Dieser Satz an Moleku¨lbausteinen ist im Vergleich zu der zuga¨nglichen
Menge an mo¨glichen organischen Verbindungen zum Aufbau eines Proteins geradezu klein.
Dennoch ist man sowohl von der experimentellen [163] wie auch von der theoretischen [164]
Betrachtungsseite bestrebt, diesen Satz an Aminosa¨uren durch eine Einteilung in bestimm-
te Klassen weiter zu vereinfachen. Die Gru¨nde hierfu¨r sind vielfa¨ltig und reichen von der
Vergro¨ßerung des Grundlagenwissens u¨ber die Zusammenha¨nge der Eigenschaften der Ami-
nosa¨uren untereinander, die beispielsweise auf a¨hnliche physikalisch-chemische Eigenschaften
zuru¨ckgefu¨hrt werden ko¨nnen, u¨ber ein besseres Versta¨ndnis der Faltung und der Organisati-
on innerhalb eines Proteins bis hin zu mo¨glichen Erkenntnissen u¨ber die Evolution [165]. Auf
der anderen Seite besitzt die Klassifizierung einen praktischen computertechnischen Aspekt.
Numerische Simulationen von Proteinen oder anderen Verbindungen basieren zumeist auf ei-
ner mathematischen Grundlage, die Funktionen verwendet, die in irgendeiner Form spezifisch
fu¨r die enthaltenen Atome oder Bausteine des simulierten Objektes sind. Die Komplexita¨t des
zugrundeliegenden Beschreibungsmodells ha¨ngt somit auch von der Anzahl der unterschie-
denen Bausteine ab. Im Falle eines vergro¨berten Proteinmodells bzw. -potentials entspricht
dies der Gro¨ße des verwendeten Aminosa¨urealphabets. Daher la¨sst sich durch eine Reduktion
der Anzahl an unterschiedenen Aminosa¨uren eine numerische Simulationen effizienter gestal-
ten. Hierbei muss selbstversta¨ndlich beru¨cksichtigt werden, dass eine Reduktion der Anzahl
an Aminosa¨uren zwar rechentechnische Vorteile bieten kann, dies aber gleichzeitig auch mit
einem Verlust an Genauigkeit und Detailinformation verbunden ist.
Die Anzahl an Basisfunktionen ha¨ngt fu¨r das in dieser Arbeit angesetzte Potential ebenfalls
von der Gro¨ße des Aminosa¨urealphabets ab. Wie weiter unten in den folgenden Abschnitten
ausfu¨hrlich gezeigt wird, bedingt aufgrund der technischen Beschra¨nkungen eine gro¨ßere Zahl
an Basisfunktionen eine kleinere Zahl an falschen Strukturen, die fu¨r die Optimierung der
Parameter beno¨tigt werden. Die Anzahl an Basisfunktionen skaliert hierbei teilweise quadra-
tisch mit der Gro¨ße des Aminosa¨urealphabets. Aus diesem Grund wurde das Ziel angestrebt,
die Anzahl an unterschiedenen Aminosa¨uren so klein wie mo¨glich zu wa¨hlen, um eine mo¨g-
lichst große Anzahl an falschen Strukturen verwenden zu ko¨nnen, gleichzeitig aber auch eine
genu¨gende Anzahl an Aminosa¨ureklassen zur Verfu¨gung zu stellen, um eine akkurate Be-
schreibung und Diversifizierung der Wechselwirkungen zu gewa¨hrleisten.
Da in der Literatur bereits verschiedene Einteilungen bekannt sind, wurde auf diese zuru¨ck-
gegriffen. Sowohl die Methoden, die zur Klassifizierung der Aminosa¨uren verwendet wurden,
wie auch die resultierenden Gruppen von Aminosa¨uren sind hierbei sehr unterschiedlich. Die
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Gro¨ße der Alphabete reicht von einem vollsta¨ndigen 20-Buchstaben-Satz bis zu einer Eintei-
lung, die nur zwei Buchstaben entha¨lt und beispielsweise lediglich hydrophobe und hydrophile
Aminosa¨uren unterscheidet. Zwischen diesen existieren viele verschiedene Gruppierungen, die
z. B. fu¨nf, sieben oder zehn unterschiedliche Klassen enthalten. In Tab. 4.7 ist eine U¨bersicht
u¨ber bekannte Arbeiten zur Aminosa¨ureklassifikation gegeben. Aus Anwendersicht ist eine
Auswahl eines bestimmten Alphabets schwierig, weil zum einen sehr unterschiedliche Techni-
ken bei der Einteilung angewendet wurden, was die Vergleichbarkeit beeintra¨chtigt, und weil
zumeist mit einer Technik nicht nur ein einziges Alphabet erstellt wurde, sondern mehrere
verschiedene mit einer unterschiedlichen Anzahl an Klassen. Ebenso kommen verschiedene
Autoren bei einer gleichen Anzahl an Klassen zu einer unterschiedlichen Besetzung dieser
durch die Aminosa¨uren. Zusa¨tzlich werden in der Literatur von verschiedenen Autoren abwei-
chende Zahlen dafu¨r genannt, wieviele Aminosa¨ureklassen fu¨r ein Proteinmodell ausreichend
sind bzw. beno¨tigt werden. Diese Zahlen reichen von zwei [164] bis zu mehr als zehn [166]
Aminosa¨ureklassen und ko¨nnen je nach gewa¨hltem Modell unterschiedlich erfolgreich sein.
Aus diesen Gru¨nden wurden im Programm mehrere unterschiedliche Aminosa¨urealphabe-
te implementiert, die vom Benutzer ausgewa¨hlt werden ko¨nnen. Implementiert wurden die
folgenden Alphabete: a) je ein Alphabet mit zwei bzw. drei Klassen, eingeteilt nach physiko-
chemischen Eigenschaften der Seitenkette [82], b) die Einteilungen von Cieplak et al. [165],
Wang et al. [167] und von Chang et al. [168], die alle jeweils fu¨nf Klassen umfassen, sowie c)
die acht Klassen umfassenden Alphabete ebenfalls von Wang et al. und Chang et al.
In dieser Arbeit wurden bei der Erstellung des Kraftfeldes nur die Klassifizierung nach Wang
et al. verwendet, die insgesamt acht Klassen entha¨lt.
Wa¨hrend der Arbeit wurde mit den unterschiedlichen Gruppierungen experimentiert, wobei
sich zeigte, dass, wenn falsche Strukturen verwendet werden, die sehr a¨hnlich dem nativen Zu-
stand sind, eine gro¨ßere Anzahl an Klassen notwendig ist, um diese Strukturen von der nativen
unterscheiden zu ko¨nnen. Bei einem zu kleinen Alphabet konnte die Parameter-Optimierung
nicht durchgefu¨hrt werden bzw. sie endete ohne die fu¨r die Parameter-Optimierung gestell-
ten Bedingungen erfu¨llen zu ko¨nnen (siehe hierzu Abschnitt 4.5). Das schließlich verwendete
Acht-Buchstaben-Alphabet ist in Tab. 4.8 dargestellt. Zum Vergleich ist ebenfalls das Fu¨nf-
Buchstaben-Alphabet, welches mit der gleichen Methode erstellt wurde, in dieser Tabelle
enthalten.
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Klassifizierungstechnik Jahr Lit.
Sekunda¨rstrukturpra¨ferrenzen 1976 [169]
Mutationswahrscheinlichkeiten 1978 [170]
Mutationswahrscheinlichkeiten und physiko-chem. Eigenschaften 1986 [171]
Differenzen (mismatch) zur MJ-Matrix 1999 [172]
Eigenwertanalyse der MJ-Matrix 2000 [165]
Korellationskoeffizient von A¨hnlichkeitsmatrizen 2000 [173]
Branch-and-bound-Algorithmus 2002 [174]
Kontaktenergien 2002 [167]
Substitutionsmatrizen 2003 [175]
Markov-Prozess 2004 [176]
Selbstorganisierende Karte 2004/5 [168, 177]
Multi-dimensionale Skalierung der MJ-Matrix 2007 [178]
Tabelle 4.7: Einteilung der Aminosa¨uren in Klassen. (Erga¨nzt aus [178]). MJ-Matrix ist die
Miyazawa-Jernigan-Matrix, die Kontaktenergien zwischen Aminosa¨uren entha¨lt [179].
Klassen Nr. Zugeho¨rige Aminosa¨uren
5 1 Phe, Ile, Leu
2 Cys, Met, Val, Trp, Tyr
3 Ala, His, Thr
4 Gly, Pro
5 Asp, Glu, Lys, Asn, Gln, Arg, Ser
8 1 Phe, Ile, Leu
2 Cys, Tyr
3 Met, Val, Trp
4 His
5 Ala, Thr
6 Gly, Pro
7 Gln, Arg, Ser
8 Asp, Glu, Lys, Asn
Tabelle 4.8: Verwendete Aminosa¨uren-Klassifizierungen mit fu¨nf und acht Klassen nach [168],
mit der Ordnungsnummer Nr. der einzelnen Aminosa¨uregruppen.
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4.4 Kraftfeldansatz
Die Faltung eines Proteins zum nativen Zustand wird durch die Minimierung der freien Ener-
gie des Gesamtsystems Protein und Umgebung getrieben. Aufgrund der Komplexita¨t dieses
Problems beruhend auf der Vielzahl an Atomen und Freiheitsgraden und dem damit ein-
hergehenden großen Konformationsraum sowie einer notwendigen langen Simulationsdauer
bis zur Vollendung der Faltung, ist eine solche Berechnung fu¨r viele Proteine heutzutage au-
ßerhalb des technisch realisierbaren. Daher vereinfacht man vielfach das Problem zuna¨chst
dahingehend, das Protein ohne explizite Solvenshu¨lle isoliert im Vakuum bzw. mit einem im-
pliziten Solvatationsmodell zu beschreiben. Damit diese Simplifizierung erfolgreich ist, muss
die grundlegende Voraussetzung erfu¨llt sein, dass die Geometrie des nativen Zustandes im we-
sentlichen nicht durch die Eigenschaften der Umgebung, sondern durch die Wechselwirkungen
innerhalb des Proteins bestimmt wird. Hinweise fu¨r die Richtigkeit dieser Annahme erhielt
man beispielsweise durch den Vergleich von Proteinstrukturen, die im Kristall mit Ro¨nt-
genbeugung bestimmt wurden, mit in Lo¨sung nmr-spektroskopisch bestimmten Strukturen
(siehe z. B. [180–183]). Hier zeigte sich, dass sich die nativen Proteinstrukturen in diesen bei-
den Umgebungen kaum unterschieden. Im Besonderen zeigte die Kernregion im inneren eines
Proteins, die eine dicht gepackte, gut definierte Sekunda¨rstruktur besitzt, nahezu keine Ab-
ha¨ngigkeit von der Umgebung. Geometrische Unterschiede konnten dagegen an Windungen
und in den Randbereichen beobachtet werden, die eine weniger ausgepra¨gte Sekunda¨rstruk-
tur und damit gro¨ßere Flexibilita¨t besitzen. Insgesamt wurden fu¨r die untersuchten Proteine
aber nur crmsd-Gesamtdifferenzen von 1 bis 2 A˚ gefunden.
Unter dieser Annahme, dass die Faltung zwar durch die Minimierung der freien Energie des
Gesamtsystems getrieben wird, die Umgebung aber nicht maßgeblich bestimmend fu¨r die
Struktur des nativen Zustandes ist, kann das Problem dahingehend gena¨hert bzw. reduziert
werden, das globale Minimum der proteininternen Wechselwirkungen anstelle der des Ge-
samtsystems zu bestimmen.
Aufgrund der ”kombinatorischen Explosion” [184] der zuga¨nglichen Proteingeometrien, ist der
zu durchsuchende Konformationsraum trotz dieser Vereinfachung des Problems dennoch sehr
groß. Daher wird ha¨ufig die Darstellung des Proteins an sich auch noch einmal vereinfacht,
um weniger Wechselwirkungen zwischen unterschiedlichen Interaktionspunkten berechnen zu
mu¨ssen, um in vernu¨nftiger Zeit die potentielle Energie fu¨r viele Geometrien berechnen zu
ko¨nnen. Hierzu werden in der Literatur vergro¨berte Potentiale entwickelt und angewendet,
die auf sehr wenigen Wechselwirkungszentren pro Aminosa¨ure basieren, da selbst Kraftfel-
der mit vielen vereinigten Atomen kaum rechentechnische Vorteile gegenu¨ber Kraftfeldern,
die alle Atome enthalten, bieten [97]. Dagegen haben stark vergro¨berte Darstellungen eine
sehr viel geringer Zahl an Freiheitsgraden und eine glattere Potentialenergiefla¨che, wodurch
eine globale Optimierung und Strukturvorhersage des Proteins ohne Vorkenntnisse technisch
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realisierbar wird. Bei einer solchen Vergro¨berung der Energiefla¨che eines Proteins muss na-
tu¨rlich immer beachtet werden, dass dadurch auch Detailinformationen u¨ber die Struktur
und die Wechselwirkungen verloren gehen, wodurch die Struktur abha¨ngig vom gewa¨hlten
Modell und Potential nur bis zu einer bestimmten Auflo¨sung beschrieben werden kann, da
die Vergro¨berung eines Potentials immer eine Mittelung u¨ber verschiedene Kra¨fte beinhaltet.
In der Literatur werden viele unterschiedliche Proteinmodelle und Kraftfeldansa¨tze verwen-
det, so dass an dieser Stelle keine umfassende U¨bersicht u¨ber diese gegeben werden kann und
hier nur auf beispielhafte Arbeiten verwiesen wird. Fu¨r ein Review u¨ber klassische Kraftfel-
der, die auf einer vollsta¨ndigen atomaren Darstellung eines Proteins beruhen siehe z. B. den
Artikel von J. W. Ponder und D. A. Case [185]. Die Publikation von A. Kolinski und J. Skol-
nick [97] dagegen entha¨lt beispielsweise eine ausfu¨hrliche Zusammenfassung zu vergro¨berten
Potentialen und reduzierten Modellen. Stark vereinfachte Kontakt-Energie-Ansa¨tze werden
beispielsweise in der fru¨hen wichtigen Arbeit von S. Miyazawa und R. L. Jernigan [179] oder
z. B. in [186] dargestellt. Viele der publizierten Kraftfelder basieren auf Paarpotentialen. De-
ren funktionale Formen ko¨nnen beispielsweise auf mathematischen Ausdru¨cken beruhen, die
an quantenmechanische Potentiale angepasst wurden wie z. B. das Lennard-Jones-Potential
(siehe z. B. [99]) oder sie ko¨nnen beispielsweise durch Einteilung Abstandsintervalle auf Basis
einer statistischen Analyse erstellt definiert worden sein (siehe z. B. [128]). Mehrko¨rperpoten-
tiale finden hierbei weniger Verbreitung. Fu¨r Dreiko¨rperpotentiale siehe z. B. [187, 188], und
fu¨r Vierko¨rperpotentiale, die ha¨ufig auf einem Ansatz mit Delaunay- oder Voronoi-Mosaiken
beruhen z. B. [189, 190]. Vielko¨rperpotentiale sind in der Literatur sehr rar vertreten, siehe
[191] als Beispiel.
4.4.1 Die Basisfunktionen
Das in dieser Arbeit entwickelte Potential basierte auf einer vergro¨berten Darstellung des
Proteins. Es wurden drei Wechselwirkungszentren pro Aminosa¨ure verwendet. Dies waren
das Cα-Atom, der Punkt Z zur Beschreibung der Wasserstoffbru¨ckenbindung, welcher auf der
halben Strecke zwischen zwei Cα-Atomen liegt, und der Schwerpunkt der Seitenkette. Hierbei
entspricht lediglich das Cα-Atom einem realen Atom im Protein, wa¨hrend die anderen beiden
Punkte virtuelle Zentren sind (vergleiche auch Abb. 4.2). Die Berechnung der Wechselwirkun-
gen anhand dieser Punkte beruhte ausschließlich auf Paarpotentialen. Es wurden in diesem
Ansatz keine Mehrko¨rper-Potentiale verwendet.
Generell wurde die Gesamtenergie E eines Proteins mit der Geometrie X und der Sequenz S
als Linearkombination von Basisfunktionen φn angesetzt:
E(X,S) =
∑
n=1
cn · φn(X,S) (4.22)
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Funktionenmenge Beschreibung
{φ(B)} Wechselwirkung von Aminosa¨uren, die in der Sequenz dicht
beieinander liegen (B: Bonded)
{φ(NB)} Nicht-bindende Wechselwirkungen (NB: Non Bonded)
{φ(SC)} Seitenkettenzentrierte Potentiale (SC: Side Chains)
{φ(SU)} Oberfla¨chenpotential (SU: Surface)
{φ(HB)} Wasserstoffbru¨ckenpotential (HB: Hydrogen Bonds)
Tabelle 4.9: U¨bersicht u¨ber die verwendeten Basisfunktionsklassen.
wobei die cn die Gewichtungskoeffizienten sind. Zur einfacheren Darstellungen des Ansatzes
sind in Gl. 4.22 die weiteren Abha¨ngigkeiten der Gewichtungskoeffizienten und Basisfunktio-
nen, welche spezifisch fu¨r bestimmte Wechselwirkungen sind, weggelassen. Diese werden in
den folgenden Kapiteln na¨her erla¨utert. In einem klassischen Kraftfeldansatz entsprechen die
φn den bekannten Termen wie beispielsweise Coloumb- oder Lennard-Jones-Energie. Da in
dem hier gewa¨hlten Ansatz die Basisfunktionen nur auf wenigen Punkten zentriert waren und
sie dadurch gemittelte effektive Wechselwirkungen mehrerer realer Zentren und verschiede-
ner Potentiale repra¨sentierten, war die funktionale Form des vergro¨berten Potentials a-priori
nicht bekannt. Daher konnten fu¨r Basisfunktionen zuna¨chst keine bekannten atomaren Po-
tentialfunktionen angesetzt werden. Stattdessen musste ein Ansatz erfolgen, der das Potential
mo¨glichst allgemeingu¨ltig definiert, so dass sich aus der Kombination mehrerer dieser Funk-
tionen die effektive Energiefla¨che des Proteins ergab. Hierbei ist die Wahl der mathematischen
Funktionen in einem vergro¨berten Potential ein wichtiger Punkt, da schlecht gewa¨hlte Funk-
tionen zur Folge haben ko¨nnen, dass der Verlauf der echten Potentialfla¨che nur unzureichend
oder sogar falsch wiedergegeben wird oder dass die wichtigen Merkmale nicht erfasst werden
ko¨nnen.
In dieser Arbeit wurde daher bei der Wahl der Potentialbasisfunktionen ein kombinierter
Ansatz verfolgt: Einerseits wurden bestimmte Protein-Geometrie-Charakteristika wie z. B.
die ha¨ufigsten Sekunda¨rstrukturen direkt fu¨r Potentialfunktionen verwendet, um den mo¨gli-
chen Konformationsraum von vornherein zu verkleinern. Andererseits wurden fu¨r bestimmte
Wechselwirkungen, deren effektive Form nicht bekannt ist, einfache mathematische Funktio-
nen angesetzt, um mit diesen eine optimierte Linearkombination zu bilden, die in Summe das
vergro¨berte Potential beschreibt.
Insgesamt wurden fu¨nf unterschiedliche Basisfunktionsklassen zur Gestaltung des vergro¨ber-
ten Potentials angesetzt. Diese sind in Tab. 4.9 aufgelistet und werden in den folgenden
Abschnitten eingehender beschrieben.
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4.4.2 Nahwechselwirkungsterme
Die Potentialfunktionen {φ(B)} beschreiben die Wechselwirkungen von Aminosa¨uren, die in
der Sequenz und somit auch ra¨umlich dicht benachbart sind. Diese Funktionen sind auf den
Cα-Atomen zentriert. Da die Sekunda¨rstruktur der Proteine auf wenige wiederkehrende Mu-
ster beschra¨nkt ist, welche auf den zu Anfang beschriebenen Einschra¨nkungen der atomaren
Struktur der Aminosa¨uren beruhen, wurde fu¨r die Nahwechselwirkungsterme untersucht, ob
sich entsprechende Muster ebenfalls in der reinen Cα-Geometrie fu¨r sequenznahe Aminosa¨uren
bestimmen lassen, um u¨ber eine Darstellung basierend auf Absta¨nden und Vektoren Poten-
tialfunktionen zu definieren. Hierzu wurden 278 Proteine aus dem top500h-Satz an hoch
aufgelo¨sten Proteinstrukturen analysiert (siehe 4.3.1 zur Beschreibung dieser Proteinmenge)
und fu¨r diese die statistische Ha¨ufigkeiten der Funktionswerte der euklidischen Absta¨nde der
Cα-Atome und der inneren Produkte ihrer Bindungsvektoren in Intervallen bestimmt. Der
Abstand ri,j zweier C
α-Atome i und j mit den Ortsvektoren xi und xj ist gegeben durch
ri,j = ‖xi − xj‖. Ein Bindungsvektor bi zwischen zwei sequentiellen C
α-Atomen ist gegeben
durch bi = xi−xi−1, wobei das innere Produkt zweier Bindungsvektoren bi und bj gegeben
ist durch 〈bi,bj〉. Unter Verwendung der Datenbank-Proteine wurden somit die Abstands-
funktionen
ri,i+1, ri,i+2, ri,i+3 und ri,i+4 (4.23)
sowie die inneren Produkte
〈bi,bi+1〉 , 〈bi,bi+2〉 und 〈bi,bi+3〉 (4.24)
ausgewertet. Die resultierenden Statistiken der Abstandsfunktionen sind in Abb. 4.19 und
die der inneren Produkte in Abb. 4.20 dargestellt. Die Ha¨ufigkeiten der wichtigsten Sekun-
da¨rstrukturen werden zusa¨tzlich in den Grafiken separat gezeigt. Das Ziel war es, signifikante
Ha¨ufungen in diesen Statistiken in Potentiale umzusetzen. Dabei wurde so verfahren, dass
nicht, wie in vielen aus der Literatur bekannten statistischen Potentialen, die Verteilungen
u¨ber die Boltzmann-Gleichung in Relation zu einem bestimmten Referenzzustand direkt in
eine Wechselwirkungsenergie bestimmt wurde, sondern dass die Abszissenwerte der Maxima
als Minima einfacher glatter Potentialfunktionen verwendet wurden, deren Gewichtungskoef-
fizienten in der Gesamtentwicklung des Potentials bestimmt wurden.
Die erste Funktion ri,i+1 beschreibt den Abstand zweier direkt benachbarter C
α-Atome. Wie
aus der Abbildung ersichtlich ist, entha¨lt diese Verteilung zwei Maxima, die jeweils einer cis-
und einer trans-Bindung entsprechen, wobei die trans-Bindung weitaus ha¨ufiger auftritt und
dessen Verteilung sehr eng auf einen Bereich von ca. 3.8±0.05 A˚ verteilt ist.
Betrachtet man die anderen Verteilungen in Abb. 4.19 allgemein, so zeigt der Trend, dass zu
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Abbildung 4.19: Statistiken der Abstandsfunktionen. Die Funktion ri,i+1 (erste Zeile bzw. a und
b) ist auf zwei Grafiken aufgeteilt. Die linke zeigt die Verteilung fu¨r cis-Bindungen, die rechte fu¨r
trans-Bindungen. Die Sekunda¨rstrukturen wurde mit Hilfe des dssp-Programms zugeordnet.
gro¨ßeren Sequenzabsta¨nden hin die Verteilungen diffuser werden, was darauf beruht, dass eine
Sekunda¨rstruktur nur lokal die Geometrie definiert aber nicht u¨ber weite Strecken korreliert.
Wie aber weiterhin ersichtlich ist, entha¨lt jede Verteilung zu den Abstandsfunktionen einen
dominierenden α-Helix-Peak bei kleinen Absta¨nden, der mit dem Maximum der 310-Helix
zusammenfa¨llt, wa¨hrend dagegen die anderen Strukturen breitere Verteilungen zeigen. Dies
beruht darauf, dass die α-Helix in Proteinen die la¨ngsten Strukturen ausbildet, die zudem
auch durch eine große Regelma¨ßigkeit ausgezeichnet sind, woraus die schmale Verteilung des
Peaks resultiert. Dagegen sind β-Faltblatt-Strukturen allgemein ku¨rzer und durch Verdrehun-
gen in der Struktur weniger regelma¨ßig, woraus die breitere und unspezifischere Verteilung
resultiert. Wie aufgrund der geometrischen Unterschiede der α-Helix und des β-Faltblattes
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Abbildung 4.20: Statistiken der inneren Produkte der Bindungsvektoren. Die Sekunda¨rstrukturen
wurde mit Hilfe des dssp-Programms zugeordnet.
zu erwarten war, sind in allen Abstandsfunktionen die Maxima ihrer Verteilungen getrennt.
Aus der Sichtweise zur Definition eines Potentials basierend auf diesen Verteilungen eignen
sich die Verteilungen α- bzw. der 310-Helix gut, da sie schmal und von den anderen Strukturen
getrennt vorliege. Die wichtige Verteilung des β-Faltblattes dagegen ist weniger gut geeignet,
weil die Definition des Maximums teilweise weniger eindeutig ist und weil die Verteilung brei-
ter und asymmetrischer ist. Es zeigte sich jedoch in durchgefu¨hrten Faltungstests mit dem
genetischen Algorithmus, dass Abstandsfunktionen notwendig sind, um realistische Ru¨ck-
gratgeometrien zu erzeugen. Eine indirekte Mitberu¨cksichtigung der Abstandsinformationen
durch andere Funktionen wie beispielsweise durch die weiter unten beschriebenen inneren Pro-
duktfunktionen war nicht ausreichend, so dass hierfu¨r eigene Funktionen definiert wurden.
Fu¨r das Potential wurden daher die Abstandsverteilungen zu ri,i+1, ri,i+2 und ri,i+3 in Po-
tentiale umgesetzt und fu¨r diese zuna¨chst jeweils ein Doppelminimumpotential angesetzt, um
α-Helices und β-Faltbla¨tter zu erzeugen, deren Maxima in allen Statistiken getrennt vorlagen.
Hierzu wurden die Abszissenwerte αn,1 und αn,2 der beiden Maxima 1 und 2 aus den Ver-
teilungen bestimmt, wobei n die Ordnungsnummer der Basisfunktion ist. Mit diesen wurden
Potentialfunktionen folgender Form definiert: φ
(B)
n (ri,i+n) =
(
(ri,i+n −αn,1)(ri,i+n −αn,2)
)2
.
Die Minima der Funktionen φ
(B)
2 und φ
(B)
3 entsprechen somit bestimmten Sekunda¨rstruktu-
ren, wa¨hrend dagegen die Minima der Funktion φ
(B)
1 eine cis- oder trans-Bindung beschreibt.
Somit wurden mit den bestimmten Maxima der Verteilungen folgende Basisfunktionen ba-
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sierend auf Cα-Absta¨nden verwendet:
φ
(B)
1 (ri,i+1) =
(
(ri,i+1 − 2.96A˚)(ri,i+1 − 3.81A˚)
)2
φ
(B)
2 (ri,i+2) =
(
(ri,i+2 − 5.45A˚)(ri,i+2 − 6.65A˚)
)2
(4.25)
φ
(B)
3 (ri,i+3) =
(
(ri,i+3 − 5.1A˚)(ri,i+3 − 10.1A˚)
)2
Die Potentiale erhalten damit eine generelle Dop-
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Abbildung 4.21: Potentialfunktion fu¨r
ri,i+1.
pelminimum-Form wie in Abb. 4.21 dargestellt,
wobei sich zwischen den Funktionen jeweils le-
diglich die Positionen der Minima unterscheiden.
Die Gewichtungskoeffizienten dieser Funktionen
φ(B)(ri,j) wurden abha¨ngig von den Aminosa¨ure-
typen der Positionen i und j gewa¨hlt, um es dem
Optimierungsprozess zu ermo¨glichen, die spezifi-
schen Wechselwirkungen zwischen unterschiedli-
chen Aminosa¨uren separat zu gewichten. Dabei
wurde weiterhin die Sequenzreihenfolge der Ami-
nosa¨uren unterschieden, so dass das Aminosa¨ure-Paar (m,n) mit m,n ∈ {1, . . . , 20} unab-
ha¨ngig vom Paar (n,m) behandelt wird, wobei n und m die Aminosa¨uretypen der Sequenz-
positionen i und j sind. Bei der Verwendung von allen 20 Aminosa¨uren wu¨rde man so 400
zu optimierende Koeffizienten fu¨r jede einzelne Funktion aus den Gleichungen 4.25 erhalten,
was insgesamt fu¨r alle drei Potentiale zu 1200 Parametern fu¨hrt. Dies ist eine sehr große
Anzahl an Parametern, insbesondere wenn zusa¨tzlich noch die Koeffizienten der anderen Ba-
sisfunktionen hinzukommen. Um die Zahl der Koeffizienten zu verkleinern wurde, daher ein
reduziertes Aminosa¨ure-Alphabet verwendet.
Diese sequenzreihenfolgeabha¨ngige Wahl der Koeffizienten wurde so getroffen, da große Teile
der Sekunda¨rstrukturen durch eine lokale Reihenfolge an bestimmten Aminosa¨uren codiert
wird. Durch entsprechende Kenntnis dieser Codierung ko¨nnen 70 bis 75 % der Sekunda¨rstruk-
tur vorhergesagt werden [192–194]. Die langreichweitigen Wechselwirkungen spielen bei der
Bildung der Sekunda¨rstrukturen zumeist nur eine unterstu¨tzende Rolle. Diese ko¨nnen aber
in bestimmten Geometrien u¨ber die lokale Sequenzbevorzugung dominieren [195].
Wie sich in anfa¨nglichen Parameteroptimierungen zeigte, erhielten die hier verwendeten Koef-
fizienten der Doppelminimumpotentiale im Vergleich zu den anderen Koeffizienten sehr kleine
Werte. Dies hatte in Faltungstests mit dem genetischen Algorithmus zur Folge, dass diese Po-
tentiale auf die Gesamtenergie und den Gradienten praktisch keinen Einfluss hatten und dass
dadurch unrealistische Geometrien in der globalen Optimierung erzeugt wurden, weil die an-
deren Kra¨fte u¨ber diese Nahwechselwirkungsterme dominierten. Als weiteres Ergebnis wurde
festgestellt, dass die Funktion φ
(B)
3 (ri,i+3) nicht notwendigerweise mitverwendet werden mus-
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Abbildung 4.22: Geteilte Abstandsbasisfunktionen fu¨r φ
(B)
1 (ri,i+1). In a) ist der linke Teil der
Funktion fu¨r ri,i+1 < βn und in b) der rechte Teil fu¨r ri,i+1 ≥ βn dargestellt.
ste, sondern dass die anderen Funktionen ausreichend waren, korrekte Ru¨ckgratgeometrien
zu erzeugen, da diese die Informationen der φ
(B)
3 -Funktion mit enthielten (wie z. B. die Ba-
sisfunktionen basierend auf den inneren Produkten).
Aus diesen Gru¨nden wurde eine andere Formulierung fu¨r die Nahwechselwirkungsterme ab-
ha¨ngig den Abstand der Cα-Atome verwendet, so dass sie zwar weiterhin den Doppelmi-
nimumcharakter behielten, dass aber statt dessen beide Minima unterschiedlich zueinander
gewichtet werden konnten. Hierzu wurde jedes Potential zuna¨chst zwischen den beiden Mi-
nima getrennt und das Potential links und rechts dieser Trennstelle separat durch eine ei-
gensta¨ndige Funktion dargestellt. Fu¨r die neuen Potentiale wurde folgende allgemeine Form
angesetzt:
φ(B)n (ri,i+n) =


(βn − ri,i+n)
3 · (3(βn − ri,i+n)− γn,1) mit ri,i+n < βn
(ri,i+n − βn)
3 · (3(ri,i+n − βn)− γn,2) mit ri,i+n ≥ βn
(4.26)
Hierbei sind βn, γn,1 und γn,2 Konstanten. Die Trennposition zwischen beiden neuen Funktio-
nen ist gegeben durch βn, an welcher beide Funktionen den Wert Null annehmen. Der Wert
βn wurde so gewa¨hlt, dass er mit einem Minimum in der Ha¨ufigkeitsstatistik (siehe Abb.
4.19) zusammenfa¨llt. Explizit wurde fu¨r β1 in φ
(B)
1 der Mittelpunkt zwischen den beiden Ver-
teilungsmaxima gewa¨hlt, so dass β1 = 0.5(α1,1 + α1,2) = 3.37 A˚. Fu¨r φ
(B)
2 wurde der Wert
β2 = 6.0 A˚ verwendet. Die Konstanten γn,1 und γn,2 sind die neuen Minima der Funktionen,
die aus den urspru¨nglichen Minima αn,1 und αn,2 hervorgehen und mit Hilfe der ersten Ablei-
tungen zu Gl. 4.26 bestimmt wurden. Es ergab sich als Bestimmungsgleichung fu¨r die neuen
Minima: γn,k = 4 |αn,k − βn| mit k ∈ [1, 2]. Die mit diesen Werten resultierenden Funktionen
haben die allgemeine Form wie in Abb. 4.22 dargestellt. Die Koeffizienten wurden wie vor-
her abha¨ngig von den Aminosa¨uretypen an Position i und i+ n und ebenfalls abha¨ngig von
ihrer Reihenfolge gewa¨hlt. Mit diesen Funktionen ko¨nnen die beiden Minima unterschiedlich
zueinander gewichtet werden. Durch unterschiedliche Koeffizienten a¨ndern sich die Tiefe des
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Minimums und die Steigungen. Unvera¨nderlich bleibt dagegen der U¨bergangs- bzw. Trenn-
punkt βn zwischen den zusammengeho¨rigen Potentialen, welcher stets den Funktionswert Null
annimmt, wodurch kein Sprung zwischen den Potentialen entsteht und auch die Ableitungen
ineinander u¨bergehen. Bei der Optimierung wurden die Koeffizienten dieser Funktionen auf
positive Werte beschra¨nkt, um eine Umkehrung des Potentials zu vermeiden.
Neben diesen Abstandsfunktionen wurden auch Basisfunktionen basierend auf den inneren
Produkten der Bindungsvektoren bi als Nahwechselwirkungsfunktionen verwendet, wobei wie
bei den Abstandsverteilungen beschrieben hierbei ebenfalls die Maxima der Verteilungen als
Minima fu¨r eine Doppelminimum-Potentialfunktion verwendet wurden. Die Funktionen hier-
fu¨r wurden, identisch zu den erweiterten Abstandsfunktionen, auf zwei Potentiale mit Trenn-
stelle aufgeteilt.
Im urspru¨nglichen Potentialansatz war vorgesehen gewesen, nur diese und keine zusa¨tzlichen
abstandsabha¨ngigen Funktionen zu verwenden, da die inneren Produkte sowohl Distanz- wie
auch Winkelinformationen zwischen den Bindungsvektoren enthalten. Wie aber oben bereits
erwa¨hnt, waren sie alleine nicht ausreichend, physikalisch richtige Ru¨ckgratgeometrien zu er-
zeugen.
Die zu den inneren Produkten (siehe Gl. 4.24) ausgewerteten Statistiken der Datenbank-
Proteine sind in Abb. 4.20 dargestellt. Der Verlauf der Verteilung fu¨r 〈bi,bi+1〉 ist sehr
a¨hnlich zu der entsprechenden Verteilung fu¨r ri,i+2, da der Abstand zwischen i und i + 2
neben dem Bindungswinkel der drei beteiligten Cα-Atome auch von den beiden Bindunsgla¨n-
gen ri,i+1 und ri+1,i+2 abha¨ngt. Da aber, wie aus Abb. 4.19 ersichtlich, der Abstand zweier
sequentieller Cα-Atome i und i + 1 in der großen Mehrheit der Fa¨lle bei ca. 3.8 A˚ liegt,
entha¨lt das innere Produkt 〈bi,bi+1〉 nur unwesentlich andere Informationen als die reine
Abstandsfunktion ri,i+2. Daher wurde zur Vermeidung von redundanten Informationen der
Funktionen zu ri,i+1 und ri,i+2 mit 〈bi,bi+1〉 die letztere Funktion nicht fu¨r das Potential
verwendet.
Einen interessanteren Verlauf zeigte die Verteilung zum inneren Produkt 〈bi,bi+2〉,welche
zwei gut separierte Maxima bei ca. -10 und 13 A˚2 entha¨lt, die durch unterschiedliche Sekunda¨r-
struktur-Beitra¨ge dominiert werden. Der Peak bei negativen Abszissenwerte geho¨rt haupt-
sa¨chlich zur α-Helix, der bei positiven Abszissenwerte zum β-Faltblatt. Vergleicht man diese
Statistik mit derjenigen zum Abstand ri,i+3 so ist in dieser die Verteilung der β-Struktur
schmaler und a¨hnlich eng begrenzt wie die α-Struktur, so dass sich diese Verteilung als
Grundlage fu¨r ein Doppelminimumpotential sehr gut eignet. Da das innere Produkt auf den
Koordinaten von vier Cα-Atomen beruht, mu¨sste der Koeffizient der zugeho¨rigen Funktion
in Abha¨ngigkeit von gleichzeitig vier Aminosa¨uretypen gewa¨hlt werden. Bei zwanzig Amino-
sa¨ure entspra¨che dies 160000 Koeffizienten, was bei den fu¨r die Optimierung zur Verfu¨gung
stehenden Ressourcen außerhalb des technisch realisierbaren lag. Daher wurde der Koeffizient
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so aufgeteilt, dass er jeweils nur von den beiden a¨ußeren (i − 1 und i+ 2) bzw. nur von den
inneren beiden (i und i+1) Aminosa¨uren abhing, wobei ebenfalls auch wieder die Reihenfolge
der Aminosa¨uren entlang der Sequenz beachtet wurde.
Die Verteilung fu¨r 〈bi,bi+3〉 zeigt insgesamt nur einen ausgepra¨gten Peak bei ca 8. A˚
2 und
ansonsten in Richtung kleinerer Abszissenwerte eine recht gleichma¨ßige Verteilung. Im Un-
terschied zu anderen Funktionen wird der Peak bei 8. A˚2 zwar durch die α-Helix dominiert,
entha¨lt aber auch die Ha¨ufungsmaxima der anderen Sekunda¨rstrukturen, wobei die maxima-
le Verteilung fu¨r die β-Struktur relativ breit und flach und das Maximum leicht zu gro¨ßeren
Abszissenwerten verschoben ist. Fu¨r diese Verteilung wurde zuna¨chst ein rein quadratisches
Potential angesetzt, welche ihr Minimum bei 8 A˚2 besaß. In Faltungsversuchen mit dem ge-
netischen Algorithmus zeigte sich jedoch, dass durch Einbeziehung dieser Funktion in Kom-
bination mit den anderen die α-Helix zu stark gewichtet wurde, was zu langen durchga¨ngigen
Helices fu¨hrte. Daher wurde diese Funktion fu¨r das Potential schließlich nicht verwendet.
Die weiteren hier nicht mehr abgebildeten Statistiken der Funktionen 〈bi,bj〉 mit j ≥ 4 zeigen
eine a¨hnliche Verteilung wie die zur Funktion 〈bi,bi+3〉, wobei der α-Helix-Peak zu gro¨ßeren
Werten von j stetig abnimmt und eine gleichma¨ßige Verteilung entsteht.
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Zusammengefasst wurden fu¨r die Nahwechselwirkungen folgende Funktionen und Koeffizien-
ten c
(B)
n,si,sj verwendet. Hierbei sei χi,j = 〈bi,bj〉 das innere Produkt.
φ
(B)
1 (ri,i+1) = c
(B)
1,si,si+1
· (3.41 A˚ − ri,i+1)
3 · (3(3.41 A˚ − ri,i+1)− 3.39 A˚) (4.27)
mit ri,i+1 < 3.41 A˚
φ
(B)
2 (ri,i+1) = c
(B)
2,si,si+1
(ri,i+n − 3.41 A˚)
3 · (3(ri,i+n − 3.41 A˚)− 3.39 A˚) (4.28)
mit ri,i+1 ≥ 3.41 A˚
φ
(B)
3 (ri,i+2) = c
(B)
3,si,si+2
(6.09 A˚ − ri,i+2)
3 · (3(6.09 A˚ − ri,i+2)− 2.58 A˚) (4.29)
mit ri,i+2 < 6.09 A˚
φ
(B)
4 (ri,i+2) = c
(B)
4,si,si+2
(ri,i+2 − 6.09 A˚)
3 · (3(ri,i+2 − 6.09 A˚)− 2.58 A˚) (4.30)
mit ri,i+2 ≥ 6.09 A˚
φ
(B)
5 (χi,i+2) = c
(B)
5,si−1,si+2
(−χi,i+2)
3 · (−3χi,i+2 − 38 A˚) (4.31)
mit χi,i+2 < 0
φ
(B)
6 (χi,i+2) = c
(B)
6,si−1,si+2
(χi,i+2)
3 · (3χi,i+2 − 38 A˚) (4.32)
mit χi,i+2 ≥ 0
φ
(B)
7 (χi,i+2) = c
(B)
7,si,si+1
(−χi,i+2)
3 · (−3χi,i+2 − 38 A˚) (4.33)
mit χi,i+2 < 0
φ
(B)
8 (χi,i+2) = c
(B)
8,si,si+1
(χi,i+2)
3 · (3χi,i+2 − 38 A˚) (4.34)
mit χi,i+2 ≥ 0
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4.4.3 Nicht-bindende Wechselwirkungen
Die nicht-bindenden Wechselwirkungen beschreiben das Potential zwischen Aminosa¨uren, die
in der Sequenz entfernt voneinander sind, die aber in der Geometrie nahe beieinander sein
ko¨nnen. Die Wechselwirkungspunkte sind hierfu¨r auf den Cα-Atomen zentriert und werden
nur zwischen diesen berechnet. Hier treten also keine Wechselwirkungsterme mit den anderen
definierten Punkten einer Aminosa¨ure auf. Die nicht-bindenden Wechselwirkungen werden
fu¨r zwei Cα-Atome i und j berechnet, fu¨r die |i − j| ≥ 5 gilt. Dieses Potential erfasst in
gemittelter Weise die Wechselwirkungen zwischen den Ru¨ckgratteilen der Aminosa¨uren, die
sonst in atomaren Kraftfeldern beispielsweise mittels Lennard-Jones- oder Coloumb-Termen
beschrieben werden.
Eine statistische Analyse der Abstandsverteilungen sowie der inneren Produkte der Bindungs-
vektoren von in der Sequenz entfernten Aminosa¨uren, wie zuvor fu¨r die Nahwechselwirkungs-
terme beschrieben, zeigt fu¨r diese keine signifikanten Ha¨ufungen mehr zeigen. Einzige Aus-
nahme hiervon ist wiederum die α-Helix, die aufgrund ihrer Eigenschaft, sehr lange Helices
bilden zu ko¨nnen, selbst noch fu¨r Werte |i − j| > 20 bestimmte Ha¨ufungsmuster zeigt. Fu¨r
die anderen Sekunda¨rstrukturen trifft dies aber nicht mehr zu, so dass diese Information
ohne eine U¨bergewichtung der α-Helix nicht verwendet werden kann. Daher wurden fu¨r die
nicht-bindenden Wechselwirkungen keine Annahmen u¨ber eine Form des Potentials gemacht.
Stattdessen wurde die Gesamtwechselwirkung zwischen zwei Aminosa¨uren in einfachen ma-
thematischen Funktionen entwickelt, die in Linearkombination das Potential beschreiben.
Dieser Ansatz ist beispielsweise dem Lennard-Jones-Potential a¨hnlich, in welchem ein repul-
siver und ein attraktiver Funktionsanteil zusammen das Gesamtpotential bilden. Der generelle
Ansatz fu¨r die nicht-bindenden Wechselwirkungen war gegeben durch
φ(NB)(ri,j) =
∑
k=1
c
(NB)
k · ψ
(NB)
k (ri,j) (4.35)
mit den Entwicklungskoeffizienten c
(NB)
k und den Basisfunktionen ψ
(NB)
k . An dieser Stelle sei
angemerkt, dass die Funktionen ψ
(NB)
k eine Teilmenge der Basisfunktionen φn aus Gl. 4.22
sind. Es sind also weitere Basisfunktionen aus dem Gesamtansatz des Potentials, deren Koef-
fizienten im Optimierungsprozess gleichzeitig zusammen mit allen anderen bestimmt wurden.
Charakteristisch fu¨r nicht-bindende Wechselwirkungen im allgemeinen ist, dass sie ein 1/rni,j-
Verhalten (mit n > 0) zeigen, so dass fu¨r gro¨ßere Absta¨nde die Wechselwirkungsenergie schnell
abnimmt und gegen Null strebt. Weiterhin ko¨nnen sich zwei Moleku¨le bzw. Atome aufgrund
der Abstoßung der Elektronenwolken und der Atomkerne nicht beliebig nahe kommen, wo-
durch das Potential einen repulsiven Anteil fu¨r ri,j gegen Null beinhalten muss. Auf diesen
Annahmen basierend wurden die Basisfunktionen ψ
(NB)
k so gewa¨hlt, dass sie zum einen ein
unteres Limit fu¨r das Potential enthalten, bei welchem der Funktionswert gegen positiv un-
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endlich strebt, um dadurch das ausgeschlossene Volumen zu beru¨cksichtigen, und dass sie
zum anderen ein oberes Limit (cut-off ) enthalten, fu¨r welches das Potential gegen Null geht
und am Limit exakt Null ist. Die Funktionswerte, die zu noch gro¨ßeren Absta¨nden als dem
oberen Limit geho¨ren, wurden gleich Null gesetzt. Die verwendete funktionale Form fu¨r die
Basisfunktionen ψ
(NB)
k der nicht-bindenden Wechselwirkungen waren somit:
ψ
(NB)
k (ri,j) =
(l2 − ri,j)
n
(ri,j − l1)k
(4.36)
Hierbei sind l1 und l2 das untere und obere Limit (in A˚) und n, k ≥ 1. Der Za¨hler dieser
Funktion bewirkt, dass die Funktion bei ri,j = l2 exakt Null wird. Der Exponent n bestimmt
die Steilheit des Funktionsverlaufes und wurde zu n = 5 gewa¨hlt. Der Nenner hat den Effekt,
dass die Funktion fu¨r ri,j → l1 mit ri,j > l1 gegen positiv unendlich strebt und somit repulsiv
wird. Kleinere Abstandswerte (ri,j < l1) wurden nicht mit diesen Funktionen berechnet, son-
dern statt dessen durch ein rein repulsives Potential erfasst (siehe hierzu Abschnitt 4.7.3).
Die zu diesen Funktionen zugeho¨rigen Koeffizienten wurden so gewa¨hlt, dass sie von den
Aminosa¨uretypen si und sj der beteiligten C
α-Atome abhingen, so dass c
(NB)
k = c
(NB)
k,si,sj
war.
Bei den nicht-bindenden Wechselwirkungen wurde die Sequenzreihenfolge der Aminosa¨uren
im Gegensatz zu den Nahwechselwirkungstermen nicht mit einbezogen, wodurch die Paare
(si, sj) und (sj, si) gleich behandelt wurden. Insgesamt wurden fu¨r jedes Aminosa¨urepaar vier
Basisfunktionen ψ
(NB)
k in der Entwicklung angesetzt, wodurch u¨ber die optimierten Linear-
kombinationskoeffizienten dieser Funktionen unterschiedliche Minima und Maxima erzeugt
werden ko¨nnen.
Um zu entscheiden, welche Werte fu¨r die Limit-Parameter l1 und l2 zu wa¨hlen seien, wurde ge-
testet, fu¨r welche l1 und l2 die Parameteroptimierung noch erfolgreich war. Da sich generell in
bekannten Proteinstrukturen die Cα-Atome nicht weiter als ca. 3 A˚ einander na¨hern [28], wur-
de l1 zwischen 0 und 3 A˚ und l2 zwischen 8 und 14 A˚ variiert, wa¨hrend alle anderen Variablen
des Optimierungsproblems konstant gehalten wurden. (Die Prozedur der Parameteroptimie-
rung wird in Abschnitt 4.5 na¨her beschrieben.) Es zeigte sich, dass der Optimierungserfolg
in der Mehrzahl der Fa¨lle von der Wahl von l1 abhing, wa¨hrend die Wahl von l2 hierbei
weniger Bedeutung besaß. Als Ergebnis konnte l1 maximal zu 2.2 A˚ gesetzt werden, bevor
das Optimierungsproblem nicht mehr lo¨sbar war. Der Grund hierfu¨r war ein numerisches
Problem, welches zu einer Instabilita¨t und somit zu einem Abbruch des Parameteroptimie-
rungsprozesses fu¨hren konnte. Dieses entstand dadurch, dass die repulsive Wechselwirkung
fu¨r Cα-Atome, die einen Abstand nahe 3 A˚ besitzen, sehr von der Wahl von l1 abha¨ngt. Fu¨r
l1 → 3A˚ nimmt diese stark zu, was dazu fu¨hrt, dass in der Parameteroptimierung sehr große
gegenu¨ber sehr kleinen Funktionswerten beru¨cksichtigt werden mussten.
Fu¨r das obere Limit l2 zeigten sich keine numerischen Problemen bei unterschiedlich ange-
setzten Werten, da die Beitra¨ge fu¨r große Absta¨nde sehr klein sind, da die Funktionen dort
gegen Null streben, so dass l2 zu 8 A˚ gewa¨hlt wurde.
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Abbildung 4.23: Verlauf der nicht-bindenden Basisfunktionen (siehe Gl. 4.37). Von links nach
rechts sind die Funktionen mit jeweils kleinerem k dargestellt.
Mit diesen Werten fu¨r die Limits ergaben sich die Basisfunktionen der nicht-bindenden
Wechselwirkungen zu:
φ
(NB)
k (ri,j) = c
(NB)
k,si,sj
(8 A˚ − ri,j)
5
(ri,j − 2.2 A˚)k
mit 1 ≤ k ≤ 4 (4.37)
Der Verlauf dieser Funktionen ist in Abbildung 4.23 dargestellt. Die Werte fu¨r die Koeffizien-
ten c
(NB)
k,si,sj
wurden wa¨hrend der Optimierung nicht eingeschra¨nkt, so dass auch negative Werte
zugelassen wurden, was einer attraktiven Wechselwirkung entspricht. In Summe ko¨nnen somit
Linearkombinationen mit mehreren Minima und Maxima entstehen. Lediglich der Koeffizient
mit dem gro¨ßten k wurde auf positive Werte beschra¨nkt, um die Gesamtfunktionen gegen l1
repulsiv zu halten.
4.4.4 Seitenkettenpotential
Die Seitenketten in Proteinen ko¨nnen auf unterschiedliche Art mit der Umgebung wechsel-
wirken. Neben der einfachen, aber fu¨r die Faltung wichtigen Tatsache, dass Seitenketten ein
großes ausgeschlossenes Volumen besitzen, ko¨nnen sie aliphatische, aromatische, polare oder
geladene Gruppen enthalten. Bei der Modellierung der Wechselwirkungen muss also wiederum
ein breites Spektrum an unterschiedlichen Wechselwirkungen beru¨cksichtigt werden. Hierzu
wurden Paarpotentiale zentriert auf den Seitenkettenschwerpunkten definiert, die nur zwi-
schen zwei Seitenketten wirken. Wechselwirkungen zwischen dem Ru¨ckgrat und Seitenketten
wurden hierbei nicht mit einbezogen. Der Ansatz fu¨r die funktionale Form dieser Potentiale
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war identisch mit dem fu¨r die nicht-bindenden Wechselwirkungen, die auf den Cα-Atomen
zentriert waren:
φ
(SC)
k (ri,j) = c
(SC)
k,si,sj
(8 A˚− ri,j)
5
(ri,j − 2.2 A˚)k
mit 1 ≤ k ≤ 4 (4.38)
Hierbei ist ri,j der Abstand zweier Seitenketten i und j mit den Ortsvektoren ρi und ρj ,
so dass ri,j = ‖ρi - ρj‖. Es wurden auch hier insgesamt vier Funktionen fu¨r jedes Amino-
sa¨urepaar angesetzt. Die Koeffizienten c
(NB)
k,si,sj
der Seitenketten-Funktionen sind ebenfalls von
den Aminosa¨uretypen des betrachteten Seitenkettenpaares abha¨ngig, ohne Beachtung der
Sequenzreihenfolge.
Wie weiter oben bereits erkla¨rt, wurden Cystein-Seitenketten, die eine Disulfidbru¨cke gebil-
det hatten, nicht mitberu¨cksichtigt. Dies geschah im Hinblick auf die spa¨tere Awendung des
Potentials im genetischen Algorithmus zur globalen Geometrieoptimierung. Die Problema-
tik hierbei ist weniger die Formulierung einer angemessenen Potential-Funktion, sondern die
programmtechnische Realisation zur Erzeugung der Disulfidbru¨cken, da es schwierig und zeit-
aufwendig ist, Proteinstrukturen so zu generieren oder umzufalten, dass die entsprechenden
Cystein-Seitenketten zur Bildung einer Disulfidbru¨cke zusammenkommen. Zudem ist ohne
Kenntnis der experimentellen Struktur von vornherein unklar, wieviele und welche Cystein-
Seitenketten tatsa¨chlich die Disulfidbru¨cken bilden.
Weiterhin sind in diesen Potentialfunktionen (Gl. 4.38) keine Wechselwirkungen der Seiten-
kette mit dem Ru¨ckgrat enthalten. Hierfu¨r wurden separat nicht-bindende Funktionen imple-
mentiert, die eine analoge funktionale Form besitzen:
φ
(SB)
k (ri,j) = c
(SB)
k,si,sj
(8 A˚ − ri,j)
5
(ri,j − 2.2 A˚)k
mit 1 ≤ k ≤ 4 (4.39)
Hierbei ist ri,j der Abstand der Seitenkette zu einem C
α-Atom mit ri,j = ‖ρi - xj‖. Die
Koeffizienten c
(SB)
k,si,sj
sind spezifisch fu¨r das wechselwirkende Aminosa¨urepaar. Diese Funktio-
nen wurden fu¨r den Kraftfeldansatz zwar implementiert, aber in die Parameteroptimierung
nicht miteinbezogen, so dass diese Wechselwirkungen im aktuellen Potential noch nicht er-
fasst werden. Sie werden im genetischen Algorithmus allerdings durch ein repulsives Potential
beru¨cksichtigt, um einen zu kurzen Abstand zwischen einer Seitenkette und einem Cα-Atom
zu vermeiden (siehe Abschnitt 4.7.3). Sie wurden zuna¨chst nicht beru¨cksichtigt, um die An-
zahl an zu optimierenden Paramtern mo¨glichst klein zu halten (siehe Abschnitt 4.5.1) und
um zu pru¨fen, inwieweit die anderen Wechselwirkungen ausreichend sind, Proteinstrukturen
zu beschreiben.
Sowohl die Behandlung von Disulfidbru¨cken als auch die explizite Einbeziehung der Wechsel-
wirkungen zwischen dem Ru¨ckgrat und den Seitenkettenschwerpunkte sind mo¨gliche Punkte
fu¨r eine zuku¨nftige Entwicklung des Potentials.
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4.4.5 Oberfla¨chenpotential
Viele sowohl theoretische wie auch experimentelle Arbeiten zeigen, dass die Solvatation der
Aminosa¨uren einen wichtigen und treibenden Effekt auf die Faltung und die Definition der
Geometrie des nativen Zustandes hat. Dies geschieht zum einen durch den hydrophoben Ef-
fekt, durch den bei der Faltung die Grenzfla¨che zwischen hydrophoben Aminosa¨uren und
dem Lo¨sungsmittel minimiert wird, (siehe hierzu beispielsweise [67, 84, 196, 197]), oder durch
die Solvatation und damit Exposition von geladenen Seitenketten gegenu¨ber dem Lo¨sungs-
mittel [198, 199]. Daher ist die Einbeziehung der Solvatationseffekte in einem Kraftfeldansatz
wichtig. Beispielsweise konnte in [200] oder [201] gezeigt werden, dass ein auf hydrophoben
Wechselwirkungen beruhendes Potential in der Lage ist, sehr viele falsche von nativen Struk-
turen zu unterscheiden.
Fu¨r eine Beschreibung dieser Wechselwirkung gibt es unterschiedliche Ansa¨tze: Zum einen
die explizite Einbeziehung von Wassermoleku¨len, z. B. in Molekulardynamik-Simulationen.
Dieser Ansatz ist sehr rechenintensiv und zeitaufwendig und fu¨r eine globale Optimierung un-
gu¨nstig. Geeigneter sind daher Ansa¨tze, die die Solvatation implizit ohne Wasser behandeln.
Eine ausfu¨hrliche U¨bersicht u¨ber solche Methoden findet sich beispielsweise in [202]. Neben
diesen Methoden gibt es noch den Ansatz, die Solvatationsenergie durch Berechnung der lo¨-
sungsmittelzuga¨nglichen Oberfla¨che zu na¨hern. Dieser Ansatz liefert bei atomarer Auflo¨sung
keine verla¨sslichen Daten, sondern ist auf Moleku¨lmodelle mit vergro¨berter Darstellung be-
schra¨nkt, in der die behandelten Objekte gro¨ßer als der Durchmesser eines Wassermoleku¨ls
sind [203, 204]. Hierbei wird davon Gebrauch gemacht, dass die freie Solvatationsenergie eines
Moleku¨ls proportional zu dessen Oberfla¨che ist [205–207]. Fu¨r Proteine konnte sogar gezeigt
werden, dass die Oberfla¨che einer Aminosa¨ure bzw. Seitenkette proportional zur Anzahl der
benachbarten Aminosa¨uren im maximalen Abstand von 10 A˚ ist [208, 209].
Fu¨r diese Arbeit wurde die Solvatationsenergie auf Basis der Abha¨ngigkeit von der lo¨sungs-
mittelzuga¨nglichen Oberfla¨che der Aminosa¨uren gewa¨hlt, welche sich aus den Absta¨nden der
Aminosa¨uren voneinander berechnen la¨sst, um so ein stetiges Potential zu erhalten. Eine Po-
tential dagegen, welches rein auf der Anzahl der Nachbarn beruht, ist per Definition diskret,
sofern keine Interpolation durchgefu¨hrt wurde, wodurch ein solches Potential Spru¨nge ent-
ha¨lt.
Analysiert wurde hierzu zuna¨chst der Erwartungswert der zuga¨nglichen Oberfla¨chen aller
Aminosa¨uren im reduzierten top500h-Proteinsatz, um zu bestimmen, welche Aminosa¨uren
fu¨r das hydrophobe Potential verwendet werden sollten. Die Oberfla¨chen A wurden mit dem
dssp-Programm bestimmt und zu Intervallen in 1 A˚2 zusammengefasst. Hierauf wurde der
Erwartungswert der Oberfla¨che E(A) bestimmt. Zusa¨tzlich wurden dem dssp-Programm die
Gesamtoberfla¨chen der freien Aminosa¨uren berechnet und mit diesen der relative Erwartungs-
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Aminosa¨ure E(A)/A˚ E(A/A0)/%
Ala 27.6 12.94
Cys 16.2 6.64
Asp 71.3 25.75
Glu 90.1 30.09
Phe 30.7 9.55
Gly 27.9 14.98
His 55.0 18.78
Ile 24.3 8.58
Lys 104.3 33.87
Leu 25.2 8.78
Met 39.4 13.13
Asn 62.1 22.23
Pro 52.3 21.67
Gln 79.5 26.85
Arg 94.9 26.11
Ser 42.9 18.38
Thr 43.3 17.06
Val 22.2 8.55
Trp 41.5 11.38
Tyr 47.2 13.51
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Abbildung 4.24: Erwartungswerte der lo¨sungsmittelzuga¨nglichen Oberfla¨che absolut E(A) (Ta-
belle mittlere Spalte und obere Grafik) und relativ bezogen auf die Gesamtoberfla¨che A0 einer
isolierten Aminosa¨ure (Tabelle rechte Spalte und untere Grafik).
wert E(A/A0) fu¨r jede Aminosa¨ure bestimmt, welcher angibt, wieviel Prozent der gesamten
Oberfla¨chen dem Lo¨sungsmittel zuga¨nglich ist. Die zugeho¨rigen Gesamtstatistiken der Ober-
fla¨chenverteilungen sind in Abb. 4.25 und die Ergebnisse der Erwartungswerte in Abb. 4.24
dargestellt. Die Gesamtoberfla¨che einer Aminosa¨ure dividiert durch zehn ergibt anna¨hernd
die Anzahl der Wassermoleku¨le, die Zugang zur Aminosa¨ure haben [29].
Markant in Abb. 4.25 sind zuna¨chst die polaren und geladenen Aminosa¨uren wie Asp, Glu,
Lys, Gln und Arg, die breite Verteilungen bis hin zu 250 A˚2 zeigen. Die Erwartungswerte
der Oberfla¨chen liegen bei diesen Aminosa¨uren im Bereich zwischen 70 und 100 A˚2. Zusa¨tz-
lich besitzen die Aminosa¨uren Asp, Glu, Gln und Arg auch große Ha¨ufigkeiten bei kleinen
Oberfla¨chen. Dies zeigt, dass auch polare bzw. geladene Aminosa¨uren nicht immer an der
Oberfla¨che eines Proteins zu finden sind.
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Abbildung 4.25: Normalisierte lo¨sungsmittelzuga¨ngliche Oberfla¨chenverteilung im top500h-Satz
(in Intervallen zu 5 A˚).
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Die Seitenketten dieser Aminosa¨uren ko¨nnen sich bspw. zusammenlagern oder mit dem Ru¨ck-
grat wechselwirken. Wie stark die Stabilisierung durch eine solche Wechselwirkung ist, wird in
der Literatur diskutiert [88, 210]. Auf der anderen Seite stehen die mehr hydrophoben Reste,
deren Verteilung nahe 0 A˚2 konzentriert ist. Mit Hilfe dieser Analyse sollten die Aminosa¨uren
identifiziert werden, deren Oberfla¨chen in der Regel sehr klein ist, um damit eine Poten-
tialfunktion zu definieren, die diese Aminosa¨uren zur Minimierung ihrer Oberfla¨che treibt,
um den hydrophoben Effekt zu simulieren. Hierzu wurden die Erwartungswerte E(A) und
E(A/A0) berechnet (siehe Abb. 4.24). Diese Erwartungswerte zeigen, angefangen bei der sehr
hydrophoben Aminosa¨ure Cystein, einen kontinuierlichen U¨bergang ohne gro¨ßere Spru¨nge bis
hin zur hydrophilsten Aminosa¨ure Lysin. Da anhand der Erwartungswerte keine eindeutige
Grenze gezogen werden konnte, welche der Aminosa¨uren als hydrophob verwendet werden
sollte, wurden andere Literaturergebnisse hinzugezogen. Die Definition der Hydrophobizi-
ta¨t ist allerdings schwierig und in der Literatur umstritten, so dass hierzu bisher mehr als
40 unterschiedliche Methoden und Skalen existieren. Eine ausfu¨hrliche U¨bersicht u¨ber diese
unterschiedlichen Methoden und Skalen findet man beispielsweise in [211]. Neumaier et. al
haben die Daten der meisten dieser Skalen einer Hauptkomponentenanalyse (principal compo-
nent analysis) unterzogen, um die wesentlichen gemeinsamen Informationen zu extrahieren,
die die Hydrophobizita¨t beschreiben [212]. Die durch diese Analyse neu erstellte Skala diente
dann als Basis zur Auswahl der hydrophoben Aminosa¨uren Cys, Ile, Leu, Met, Phe, Trp, Tyr
und Val. Diese Auswahl korrespondiert gut mit dem Erwartungswert E(A/A0), fu¨r welchen
diese Aminosa¨uren alle einen Wert < 15 % besitzen. Lediglich Alanin und Glycin, welche
die ku¨rzesten Seitenketten besitzen, fallen heraus, da fu¨r diese die Polarita¨t des Ru¨ckgrates
mehr Bedeutung gewinnt. Fu¨r die ausgewa¨hlten hydrophoben Aminosa¨uren wurde im Kraft-
feld eine ”Straffunktion”eingebunden, welche deren zuga¨ngliche Oberfla¨che minimieren sollte.
Hierzu wurde die Funktion φ(SU) in Abha¨ngigkeit von der Oberfla¨che Ai einer Aminosa¨ure
an der Sequenzposition i definiert zu:
φ(SU)(Ai) =
4∑
k=1
c
(SU)
k,si
Aki (4.40)
Die c
(SU)
k,si
sind die Gewichtungskoeffizienten fu¨r die Aminosa¨ure si, die in der Optimierungs-
prozedur auf positive Werte beschra¨nkt wurden. Weil Ai stets positiv ist, ist auch der Ge-
samtwert dieses Potentials stets ≥ 0. Das gesamte Oberfla¨chenpotential ergibt sich aus der
Summation u¨ber alle φ(SU)(Ai) fu¨r alle hydrophoben Aminosa¨uren.
Um Gl. 4.40 zu verwenden, muss fu¨r jede Geometrie die zuga¨ngliche Oberfla¨che der hydropho-
ben Aminosa¨uren berechnet werden. Hierfu¨r existieren in der Literatur bereits verschiedene
Methoden. Ha¨ufige Anwendung finden vor allem die sehr genauen Methoden von Lee und
Richards [213] und von Richmond [214], die aber wiederum la¨ngere Zeiten fu¨r die Evaluation
der Oberfla¨che brauchen. Ein andere wesentlich schnellere Methode, die aber etwas weniger
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exakte Resultate liefert, basiert auf den Arbeiten von Wodak und Janin [215] und verwendet
zur Berechnung der Oberfla¨che einen probabilistischen Ansatz. Hierbei wird die durch andere
Atome besetzte Oberfla¨che, deren exakte analytische Bestimmung bei der Anwesenheit vie-
ler Atome zeit- und rechenintensiv ist, durch eine Wahrscheinlichkeitsberechnung ersetzt, die
nur von den interatomaren Absta¨nden abha¨ngt. Die grundlegende Annahme hierbei ist, dass
die zuga¨ngliche Oberfla¨che eines Atom oder allgemein eines kugelfo¨rmigen Ko¨rpers mittels
folgender Formel gena¨hert werden kann:
Ai = Si
N∏
j=1
j 6=i
(
1−
bij(ri,j)
Si
)
(4.41)
Hierbei ist Ai die lo¨sungsmittelzuga¨ngliche Oberfla¨che fu¨r das
j pij
i+ 1 1.2431
i+ 2 -0.15956
i+ 3 0.65562
≥ i+ 4 0.5872
Tabelle 4.10: Optimierter
Parameter pij aus [216].
Atom i, Si die Gesamtoberfla¨che des isolierten Atoms, N die Ge-
samtanzahl an Atomen und bij die ausgeschnittene Oberfla¨che
durch U¨berlappung der Atome i und j, welche vom Abstand ri,j
abha¨ngig ist. Der Produktterm 1 −
bij(ri,j )
Si
ist die Wahrschein-
lichkeit dafu¨r, dass ein Punkt auf der Oberfla¨che von i außerhalb
eines Schnittbereiches mit Atom j liegt. Bei großen Absta¨nden
ri,j geht bij gegen Null, so dass der entsprechende Produktterm
gegen eins geht und die Oberfla¨che Si nicht reduziert. Diese For-
mel beschreibt den ersten Ansatz dieses Oberfla¨chenmodells. Fu¨r
die genaue Ausformulierung, die bspw. die funktionale Form fu¨r
bij(ri,j) und Korrekturterme entha¨lt, siehe [215]. Dieser Ansatz wurde bereits erfolgreich auf
die Berechnung von Oberfla¨chen fu¨r verschiedene organische Moleku¨le [217] und auch fu¨r
Proteine in einer atomaren sowie in einer Cα-Darstellung erweitert und angewendet [216].
Hierbei zeigte sich, dass die erhaltenen Gesamtoberfla¨chen fu¨r ein Moleku¨l sehr gut mit den
oben erwa¨hnten genauen Methoden u¨bereinstimmen, wobei die Abweichung nur einige weni-
ge Prozent betra¨gt, wa¨hrend die Berechnung lediglich einen Bruchteil der Zeit in Anspruch
nimmt, die die exakten Methoden beno¨tigen.
Eine wichtige Vera¨nderung des Ansatzes aus Gl. 4.41 fu¨r Proteine in einer reinen Cα-Dar-
stellung war die Einfu¨hrung von Korrekturparametern, die zum einen den Aminosa¨uretyp
(pi) und zum anderen den Abstand der Aminosa¨uren in der Sequenz (pij) spezifizieren, da
die direkt benachbarten Aminosa¨uren in der Regel eine gro¨ßeren Einfluss auf die zuga¨ngliche
Oberfla¨che als die in der Sequenz weiter entfernten Aminosa¨uren haben. Die resultierende
Formel lautete:
Ai = Si
N∏
j=1
j 6=i
(
1−
pi pij bij(ri,j)
Si
)
(4.42)
Die Optimierung der Parameter pi und pij fu¨r ein Protein in einer C
α-Darstellung wurde von
Fraternali et al. durchgefu¨hrt [216]. Der Parameter pi wurde fu¨r alle zwanzig Aminosa¨uren
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bestimmt. Zusa¨tzlich zu diesem Wert musste zur Berechnung von bij (siehe [215]) der Kugel-
radius Ri einer Aminosa¨ure mitbestimmt werden. Beide Werte sind in Tab. 4.11 aufgelistet.
Im Gegensatz zu diesen beiden Parametern wurde der Sequenzabstandsparameter pij auf
vier mo¨gliche Werte beschra¨nkt und unabha¨ngig von den beteiligten Aminosa¨uren angesetzt.
Dieser wurde fu¨r j = i+ 1, i + 2, i+ 3 und j ≥ i+ 4 optimiert. Die erhaltenen Werte sind in
Tab. 4.10 aufgefu¨hrt.
Diese Methode der probabilistischen Na¨herung der lo¨sungsmittelzuga¨nglichen Oberfla¨che
wurde bei der Parameteroptimierung fu¨r die falschen Strukturen sowie spa¨ter in der globalen
Optimierung mittels des genetischen Algorithmus’ eingesetzt. Die Oberfla¨chen der nativen
Strukturen wurden dagegen den entsprechenden dssp-Dateien entnommen, welche die exak-
ten Werte enthalten.
Aminosa¨ure Ri/A˚
2 pi
Ala 4.01256 0.99042
Arg 4.62059 0.71552
Asn 4.28348 0.87896
Asp 4.27733 0.88912
Cys 3.74826 0.95123
Gln 4.35527 0.79978
Glu 4.29564 0.77849
Gly 3.86518 1.05203
His 4.32923 0.79982
Ile 4.57110 1.04589
Leu 4.55731 1.02160
Lys 4.16101 0.65241
Met 4.49251 0.97725
Phe 4.69671 1.02315
Pro 4.51078 0.98890
Ser 4.12788 0.98230
Thr 4.15639 0.89542
Trp 5.05033 1.01999
Tyr 4.51586 0.86185
Val 4.28142 0.98227
Tabelle 4.11: Optimierte Parameter zur Berechnung der Oberfla¨che aus [216].
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4.4.6 Wasserstoffbru¨ckenpotential
Die Amideinheit zwischen den Cα-Atomen, die die Aminosa¨uren chemisch miteinander ver-
knu¨pft, hat in der dreidimensionalen Struktur der Proteine eine weitere wichtige Funktion,
indem sie vom Ru¨ckgrat ausgehende Wasserstoffbru¨ckenbindungen ermo¨glicht. In Proteinen
in ihrer natu¨rlichen Umgebung sind, wie zu Anfang beschrieben, bis zu 90 % aller Amidein-
heiten an einer Wasserstoffbru¨ckenbindung beteiligt. Der Hauptanteil der Bindungspartner
fu¨r die Amideinheit kann drei Klassen zugeordnet werden: Zum einen zu Bindungen zur
Umgebung, wie z. B. zu Wassermoleku¨len, Bindungen zu Seitenketten anderer Aminosa¨u-
ren, wie Asparaginsa¨ure oder zu anderen Ru¨ckgrat-Amideinheiten. Fu¨r die Sekunda¨r- und
Tertia¨rstruktur ist besonders die dritte Mo¨glichkeit von entscheidender Bedeutung, da diese
Wasserstoffbru¨ckenbindungen maßgeblich zu der Stabilisierung dieser Strukturen beitragen.
Aus diesen Gru¨nden ist es sehr wichtig, diese Wechselwirkung mit einzubeziehen.
Die Amideinheit besteht aus einer polaren NHCO-Gruppe, der man einen Dipolvektor vom
Wasserstoffatom zum Sauerstoffatom zuordnen kann. Dieser Vektor steht ungefa¨hr senkrecht
zur Verbindungslinie der angrenzenden Cα-Atomen (bzw. zum Bindungsvektor bi) und kann
aufgrund der großen Freiheiten durch die φ- und ψ-Torsionswinkel nahezu frei um diese Ver-
bindungslinie rotieren.
Um die Anzahl an Wechselwirkungszentren klein zu halten, und damit auch die Anzahl an
zu optimierenden Parametern, wurde ein virtuelles Zentrum Z eingefu¨hrt, das geometrisch
auf der Ha¨lfte der Strecke zwischen zwei sequentiellen Cα-Atomen liegt und gleichzeitig im
Zentrum der Amideinheit. Diese Ansatz wurde auch schon der Literatur beschrieben, sie-
he beispielsweise [99]. Der Ortsvektor zi dieses Zentrums ergibt sich aus zi =
1
2(xi + xi+1)
mit den Ortsvektoren der Cαk -Atome xk. In Abb. 4.26 ist die Lage dieses Zentrums und der
Amideinheit veranschaulicht.
Betrachtet man die Anordnung der Amideinheiten in Proteinen, die in regelma¨ßigen Sekun-
da¨rstrukturen an Wasserstoffbru¨cken-Bindungen beteiligt sind, so finden sich hier wieder-
kehrende Muster. Dies beruht auf dem sterisch eingeschra¨nkten Zugangsbereich zum Ru¨ck-
grat einer Aminosa¨ure beispielsweise durch die Seitenkette, auf der relativen Fixierung des
Torsionswinkels ω durch den partiellen Doppelbindungscharakter der Amidbindung, auf der
Elektronenstruktur der an den Wasserstoffbru¨cken beteiligten Sauerstoff- und Wasserstoffato-
me, durch die bestimmte Bindungsrichtungen und -absta¨nde bevorzugt werden und letztlich
darauf, dass eine Amideinheit im Protein maximal zwei Wasserstoffbru¨cken ausbildet.
In dieser Arbeit wurde untersucht, inwieweit sich diese Eigenschaften durch ein einfaches Vek-
tormodell beschreiben ließen. Hierzu wurden wieder die 278 Proteine des top500h-Satzes un-
tersucht, und fu¨r eine Wasserstoffbru¨ckenbindung drei Funktionen definiert: a) eine Abstands-
112
4.4 Kraftfeldansatz
funktion zweier Zentren zueinander, b) der Winkel zweier Bindungsvektoren zur Richtung der
Wasserstoffbru¨cke und c) der Winkel zweier Wasserstoffbru¨cken untereinander, die von der
gleichen Peptideinheit ausgehen. Fu¨r die Erstellung der zugeho¨rigen Statistiken wurde das
dssp-Programm verwendet und nur die Aminosa¨uren ausgewertet, denen entsprechend diesem
Programm eine Wasserstoffbru¨ckenbindung zugeordnet wurde. Die untersuchten Funktionen
hatten folgende mathematische Form:
a) Seien zi und zk zwei Ortsvektoren zu Zen-
Abbildung 4.26: Position des virtuellen Zen-
trums Z fu¨r die Wasserstoffbru¨ckenbindung in
der Amidgruppe. Die gestrichelte Linie zeigt
den Bindungsvektor b der Cα-Atome.
tren Z, dann ist der Verbindungsvektor zik die-
ser beiden gegeben zu zik = zk - zi. Die La¨n-
ge dieses Vektors ist ‖zik‖. Dies wurde als Ab-
standsfunktion ausgewertet.
b) Da die Wasserstoffbru¨cken aufgrund der oben
erwa¨hnten Eigenschaften nicht in beliebigen Win-
keln zueinander auftreten ko¨nnen, wurden die
Winkel zwischen den Bindungsvektoren b zu
dem Wasserstoffbru¨ckenvektor zik untersucht:
Gegeben sei der Vektor zik und die zugeho¨ri-
gen Bindungsvektoren bi und bk der C
α-Atome
(siehe Abb. 4.27). Ausgewertet wurde das Pro-
dukt der Projektionen von bi und bk auf zik durch 〈zik,bi〉
2 + 〈zik,bk〉
2, was im Falle sehr
a¨hnlicher Bindungsla¨ngen fu¨r bi und bk proportional dem Winkel ist. Die inneren Produk-
te 〈·, ·〉 wurden quadriert, um die parallelen und antiparallelen Orientierungen der b zu zik
gleich zu behandeln, da deren Richtung rein auf deren Definition und nicht auf physikalischen
Gegebenheiten beruht und weil die hierzu alternative Betragsfunktion bei der Bildung der
Ableitung aufgrund von Unstetigkeitsstellen problematischer ist, wa¨hrend die quadratische
Funktion u¨berall stetig ist. Zusa¨tzlich werden die Terme addiert und nicht multipliziert, um
Situationen zu vermeiden, in denen eines der beiden inneren Produkte sehr klein ist (nahe
Null), wodurch auch das Gesamtprodukt sehr klein wird, wa¨hrend das andere innere Produkt
einen großen Wert besitzt, was einer verzerrten Wasserstoffbru¨cken-Geometrie entsprechen
wu¨rde. Diese Funktion u¨ber die inneren Produkte entha¨lt keine Informationen u¨ber den Tor-
sionswinkel, den die beiden beteiligten Bindungsvektoren zueinander haben, welcher u¨ber die
Atome Cαi ,C
α
i+1,C
α
k und C
α
k+1 gebildet wird.
c) Unter nativen Bedingungen findet zwar, da die thermische Energie nicht ausreichend ist,
keine wesentliche Rotation um den Torsionswinkel ω statt, dennoch enthalten Proteine ha¨u-
fig Strukturen, deren ω-Werte vom Idealwinkel abweichen. Dies kann z. B. durch strukturelle
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Anforderungen der angrenzenden Proteinbereiche verursacht werden, indem eine solche lokale
Verzerrung eine energetisch gu¨nstigere Anordnung der anderen Teile ermo¨glicht. Außerdem
sind durch die elektronische Struktur die C=O- und die N-H-Bindung in Wasserstoffbru¨cken
nicht ideal kollinear, sondern in einem bestimmten Winkel zueinander angeordnet. Aus diesen
Gru¨nden wurde in der Situation, in der eine Amideinheit zwei Wasserstoffbru¨cken ausbildet,
ausgewertet, welchen Winkel die zwei Wasserstoffbru¨ckenvektoren zik und zij zueinander
einnehmen, die ein gemeinsames Zentrum zi besitzen, die aber jeweils zu unterschiedlichen
anderen Zentren zk und zj ausgerichtet sind. Hierfu¨r wurde die Projektion 〈zik, zij〉 von zik
auf zij verwendet.
Die mit diesen drei Funktionen erhaltenen Statistiken sind in Abb. 4.28 dargestellt, wobei
zusa¨tzlich noch das innere Produkt 〈zik, zij〉 in den entsprechenden Winkel α(zik, zij) umge-
wandelt zur Veranschaulichung mit enthalten ist.
Aus den Grafiken ist ersichtlich, dass die La¨nge ‖zik‖ des
Abbildung 4.27: Wasserstoff-
bru¨ckenbindungsvektor zwischen
zwei Zentren zi und zk.
Wasserstoffbru¨ckenvektors (siehe Abb. 4.28a) auf einen
engen Bereich um ca. 4.8 ± 0.2 A˚ beschra¨nkt ist und dass
diese La¨ngenverteilung in den separat aufgefu¨hrten Se-
kunda¨rstrukturen gleich ist. Der zusa¨tzliche Beitrag bei
ca. 4.3 A˚ ist hauptsa¨chlich auf verku¨rzte, geometrisch un-
gu¨nstige Wasserstoffbru¨cken in Windungen zwischen zwei
Resten i und i + 3 zuru¨ckzufu¨hren (siehe Einleitung Ab-
schnitt 3.1.2). An diese Verteilung um 4.8 A˚ wurde eine
Funktion der Form
f(x) =
A
1 +B(x+ C)2
(4.43)
mit den Parametern A,B und C so angepasst, dass die Lage des Maximums der Funkti-
on und deren Breite mit der Verteilung u¨bereinstimmten. Die Anpassung erfolgte u¨ber den
Marquardt-Levenberg-Algorithmus. Hieraus resultierte die Basisfunktion fu¨r die La¨nge einer
Wasserstoffbru¨cke:
φ
(HB)
1 (zik) =
c
(HB)
1
1 + 84.02
(
‖zik‖ − 4.78 A˚
)2 (4.44)
Hierbei wurde fu¨r den Koeffizienten c
(HB)
1 nicht der Wert des angepassten Parameters A
u¨bernommen, da c
(HB)
1 bzw. A die Ho¨he dieser Funktion und damit deren Wechselwirkungs-
energie bestimmt. Statt dessen wurde c
(HB)
1 im Gesamtoptimierungsprozess des Kraftfeldes
neu bestimmt. Damit diese Funktion attraktiv wirkt, wurde c
(HB)
1 auf negative Werte be-
schra¨nkt und zuna¨chst nicht abha¨ngig von bestimmten Aminosa¨uretypen gewa¨hlt, da die
meisten Aminosa¨uren gleichma¨ßig an Wasserstoffbru¨cken beteiligt sind.
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Diese Funktion hat einen a¨hnlichen Verlauf wie eine Gauss-Funktion mit dem Maximum bei
4.78 A˚. Damit wird der repulsive Teil fu¨r kleine zik nicht richtig beschrieben. Wie sich aber
in Faltungstests zeigte, stellte dies kein Problem dar, weil die repulsiven Wechselwirkungen
durch andere Funktionen u¨bernommen wurden, wie z. B. die nicht-bindenden Potentiale.
Diese einfache funktionale Form wurde zuna¨chst so gewa¨hlt, um zu pru¨fen, ob sich die Was-
serstoffbru¨cken wie in den nativen Strukturen bilden ließen. Fu¨r eine spa¨tere Erweiterung war
eine Umformulierung in eine Reihenentwicklung analog zu den nicht-bindenden Wechselwir-
kungen vorgesehen.
Die Summe der Projektionen der Bindungsvektoren bi und bk auf zik (siehe Abb. 4.28b) zeig-
te einen Trend zu kleinen Werten, wobei fu¨r die α-Helix ein Maximum bei ca. 10 A˚4 erreicht
wird, wa¨hrend dieses fu¨r die Faltblattstruktur bei ungefa¨hr 1 A˚4 liegt. Dies bedeutet, dass in
diesen Strukturen beide Bindungsvektoren nahezu orthogonal zum Wasserstoffbru¨ckenvektor
zik orientiert sind.
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Abbildung 4.28: Darstellung der Statistiken zu den Wasserstoffbru¨ckenfunktionen. a) La¨nge des
Vektors zik, b) Projektion von zik auf die Bindungsvektoren bi und bk, c) inneres Produkt zweier
Vektoren zik und zij und d) Winkel α zwischen zik und zij .
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An diese Werte wurde ebenfalls wieder die Funktion aus Gl. 4.43 angepasst. Man erhielt als
Basisfunktion φ
(HB)
2 (zik,bi,bk), welche den Winkel zwischen den Bindungsvektoren bi und
bk und zik beschreibt:
φ
(HB)
2 (zik,bi,bk) =
c
(HB)
2
1 + 9.85 · 10−3
(
〈zik,bi〉
2 + 〈zik,bk〉
2 − 8.61 A˚
4
)2 (4.45)
In dieser Form ist diese Funktion unabha¨ngig vom Abstand der beiden Zentren zi und zk.
Dies wu¨rde eine unphysikalische Wechselwirkung aller Zentren miteinander implizieren, da
sich lediglich nur Bindungsvektoren zueinander orientieren, die eine Wasserstoffbru¨cke teilen.
Wie hierzu verfahren wurde, siehe weiter unten im Abschnitt ”Wahl der Wasserstoffbru¨cken”.
Der Koeffizient c
(HB)
2 wurde bei der Optimierung auf negative Werte beschra¨nkt, um das
Potential attraktiv zu machen.
Schließlich zeigte die Statistik u¨ber den Winkel zweier Wasserstoffbru¨cken, die an die glei-
chen Amidgruppe binden (siehe Abb. 4.28c,d), dass es auch hier einen Vorzugswinkel gibt.
Das Maximum dieser Verteilung liegt hier bei ungefa¨hr 160◦, wobei dieses vor allem durch
die α-Helix bestimmt wird, wa¨hrend dagegen β-Faltblatt-Strukturen eine breitere Verteilung
hauptsa¨chlich im Bereich zwischen 155◦ und 175◦ ohne ein eindeutiges Maximum zeigen. Dies
bedeutet, dass fu¨r eine α-Helix die beiden Vektoren zik und zij nicht exakt antiparallel ausge-
richtet sind, sondern stets einen Winkel kleiner als ca. 170◦ zueinander einnehmen, wa¨hrend
fu¨r das β-Faltblatt auch nahezu antiparallele Orientierungen mo¨glich sind.
Auch hier wurde die Funktion aus Gl. 4.43 an die Verteilung fu¨r das innere Produkt 〈zik, zij〉,
aber nicht an die Winkelfunktion angepasst, um die zusa¨tzlichen numerischen Schritte bei
der Umrechnung des inneren Produktes einen Winkel zu vermeiden:
φ
(HB)
3 (zik, zij) =
c
(HB)
3
1 + 1.85
(
〈zik, zij〉+ 21.62 A˚
2
)2 (4.46)
Der Koeffizient dieser Funktion c
(HB)
3 wurden ebenfalls bei der Optimierung auf negative
Werte beschra¨nkt.
Wahl der Wasserstoffbru¨cken
Die Bestimmung der Sekunda¨rstrukturen und die Zuordnung der Wasserstoffbru¨ckenbindun-
gen, die fu¨r die oben dargestellten Statistiken verwendet wurden, wurden mit Hilfe des dssp-
Programmes vorgenommen. Dieses Programm extrahiert aus pdb-Dateien sehr viele Informa-
tionen, um sie in kondensierter Form darzustellen. Das Ziel der Parameteroptimierung war,
einen globalen Optimierer zu konstruieren, um mit diesem basierend auf dem Kraftfeld den
nativen Zustand vorherzusagen. Aufgrund der Gro¨ße des Konformationsraumes mu¨ssen sehr
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viele Geometrien erstellt und deren Energie berechnet werden. Aus Effizienzgru¨nden sollten
dementsprechend die Energie- und Gradientenberechnung mo¨glichst wenig Zeit in Anspruch
nehmen. Aus diesen Gru¨nden wurden darauf verzichtet, das dssp-Programm in der globalen
Optimierung zur Bestimmung der Wasserstoffbru¨cken zu verwenden, da hierzu zuna¨chst die
Proteingeometrien in pdb-Dateien ha¨tten umformatiert und dann dem dssp-Programm u¨ber-
geben werden mu¨ssen, welches dann zusa¨tzlich viele nicht beno¨tigte Daten liefert. Statt dessen
wurden eigene Routinen programmiert, die entscheiden, ob zwischen zwei Bindungsvektoren
eine Wasserstoffbru¨cke existiert oder nicht. Dabei wurde von folgender Grundannahme aus-
gegangen: Der Dipolvektor kann aufgrund der Freiheiten der φ- und ψ-Torsionswinkel frei um
den Bindungsvektor b rotieren und sich instantan (in jedem Schritt der Optimierung) auf eine
neue Geometrie einstellen. Diese instantane Umorientierung ist darauf begru¨ndet, dass eine
reine Cα-Geometrie im Normalfall nicht mit einer einzigartigen Darstellung des Proteins, in
der alle Atomen enthalten sind, korrespondiert, sondern dass verschiedene vollsta¨ndige Ru¨ck-
gratgeometrien gleichen oder a¨hnlichen reinen Cα-Geometrien entsprechen. Daher la¨sst sich
diese spontane Umorientierung so auffassen, dass die ”echte” Orientierung der Amidgruppe
im Ru¨ckgrat basierend auf einer Cα-Geometrie eigentlich nicht bekannt ist, dass sie aber am
Ende der Faltung die energetisch gu¨nstigste Orientierung einnehmen wird.
Hierauf aufbauend wurden Programme implementiert, die die Umgebung eines Bindungs-
vektors bi nach Wasserstoffbru¨cken-Bindungspartnern absuchen. Basierend auf den oben be-
schriebenen Statistiken und Potentialfunktionen wurde mehrere Kriterien verwendet, um zu
entscheiden, ob am Zentrum zi eine Wasserstoffbru¨cke vorliegt: Zuna¨chst wurden alle Zentren
zj gesammelt, die im Abstand von 4.6 bis 5.0 A˚ um zi lagen. Dann wurde untersucht, ob
die zugeho¨rigen Bindungsvektoren bj das Projektionskriterium 〈zik,bi〉
2 + 〈zik,bj〉
2 ≤ 30 A˚
4
erfu¨llen, welches bestimmt, ob die Bindungsvektoren so zueinander orientiert sind, dass eine
Wasserstoffbru¨cke mo¨glich ist. Nach Anwendung dieser beiden Kriterien konnten mehrere Fa¨l-
le eintreten: 1. Es gab ein Paar von Bindungsvektoren bi und bj, die die Kriterien erfu¨llten.
In diesem Fall wurde dieses als gebildete Wasserstoffbru¨cke aufgefasst; 2. Es gab zwei Paare.
Dann wurde zusa¨tzlich u¨berpru¨ft, ob beide Zentren-Verbindungsvektoren zik und zij antipar-
allel ”genug” sind, so dass es physikalisch mo¨glich ist, dass sie zum gleichen Zentrum geho¨ren.
Hierzu wurde u¨berpru¨ft, ob 〈zik, zij〉 ≤ −20 galt. Wenn dieses erfu¨llt war, wurden beide Was-
serstoffbru¨cken akzeptiert. Hierbei wurde zusa¨tzlich gepru¨ft, ob diese Antiparallelita¨t auch
fu¨r die bereits vorher festgelegten Wasserstoffbru¨cken-Bindungen galt, wenn diese eine ge-
meinsame Wasserstoffbru¨cke mit einem dieser Zentren besaßen. Wenn die Bindungsvektoren
nicht antiparallel waren, wurde nur die Bindung verwendet, die nach Gl. 4.44 die niedrigste
Abstandsenergie lieferte. Die andere Bindung wurde als physikalisch nicht mo¨glich verworfen.
3. Es gab mehrere mo¨gliche Paare. Trat dieser Fall ein, wurden mit den Bindungsvektoren
alle kombinatorisch mo¨glichen Paarungen gebildet, die Paarungen nach Antiparallelita¨t wie
zuvor beschrieben selektiert und zum Schluss das antiparallele Paar verwendet, dass nach Gl.
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4.44 den niedrigsten Gesamtwert fu¨r die Summe beider H-Bru¨cken lieferte. Erfu¨llte kein Paar
die Antiparallelita¨t, so wurde wieder nur eine Wasserstoffbru¨cke angenommen.
Die Zuordnung der Wasserstoffbru¨cken gema¨ß der oben beschriebenen Kriterien erfolgte
schrittweise fu¨r jede Aminosa¨ure einzeln entlang der Sequenz beginnend am N-Terminus.
Diese Art der Festlegung wurde so gewa¨hlt, um in der Situation, in der mehrere mo¨gliche
konkurrierende Gesamtanordnungen des H-Bru¨cken-Netzwerkes vorlagen, eine separate glo-
bale Optimierungssuche nach der besten Anordnung der Wasserstoffbru¨cken zu vermeiden,
um den Algorithmus an dieser Stelle nicht weiter zu verlangsamen. Hierauf basierend wurden
die mo¨glichen Wasserstoffbru¨cken weiter selektiert, indem die Wasserstoffbru¨cken-Bindungen
des Zentrums zj zum Zentrum zi mit j > i ausgeschlossen wurden, wenn die bereits vorher
festgelegten Wasserstoffbru¨cken an zi nicht auch zj mit eingeschlossen hatten.
Diese Kriterienanalyse wurde anstelle der einfachen Berechnung der Gesamtenergie im Hin-
blick darauf betrieben, dass jede Aminosa¨ure maximal zwei Wasserstoffbru¨cken ausbilden
kann, die zusa¨tzlich auch noch eine Vorzugsorientierung besitzen. Bei unkritischer Energiebe-
rechnung u¨ber alle Aminosa¨uren mittels der oben beschriebenen Potentialfunktionen ko¨nnen
ansonsten unphysikalische U¨berstabilisierungen auftreten, da es beispielsweise in der Umge-
bung eines Zentrums viele andere Zentren geben kann, die alleine durch die Abstandsfunktion
φ
(HB)
1 Energie beitragen. Um dies zu vermeiden, wurden die Menge der mo¨glichen Wasser-
stoffbru¨cken auf die physikalisch sinnvollen reduziert.
Diese Prozedur wurde im genetischen Algorithmus bei der globalen Optimierung angewendet.
Hierbei wurden die Wasserstoffbru¨cken-Potentialfunktionen nur auf diejenigen Aminosa¨uren
angewendet, die nach dieser Analyse als Paare ”markiert”waren. In der Parameteroptimierung
dagegen wurde zur Bestimmung der der Wasserstoffbru¨cken das dssp-Programm verwendet.
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4.5.1 Methoden der Kraftfeldparametrisierung
Die Parametrisierung eines Kraftfeldes setzt neben der Wahl der Potential- bzw. Basisfunktio-
nen des weiteren die Definition der zu reproduzierenden Zielgro¨ßen und eine Methode voraus,
mit welcher die optimalen Parameter im Raum der gewa¨hlten Basisfunktion bestimmt wer-
den.
In der Literatur existieren viele verschiedene empirische Potentiale, deren Parameter mit
ebenso unterschiedlichen Methoden und Zielvorgaben bestimmt wurden, zu denen in der Ta-
belle 4.12 ein paar Beispiele gegeben werden. Diese U¨bersicht ist nicht vollsta¨ndig, weder in
den erwa¨hnten Kraftfeldern, noch in den Methoden der Parametergewinnung. Tab. 4.12 soll
lediglich verdeutlichen, dass die Kraftfeld-Parametrisierung ein breites Spektrum an Techni-
ken abdeckt.
In der modernen theoretischen Forschung an der Proteinfaltung zur Vorhersage des nativen
Zustandes wird heutzutage meist entweder rein mit vergro¨berten Darstellungen oder mit ei-
nem Wechsel zwischen unterschiedlichen Darstellungen des Proteins und somit ebenfalls mit
einem Wechsel zwischen unterschiedlichen Potentialen gearbeitet [218]. Hierbei wird zuna¨chst
zu Beginn eine vergro¨berte Darstellung und entsprechend ein vergro¨bertes Potential verwen-
det, um gro¨ßere Bereiche des Konformationsraumes abzudecken, wa¨hrend anschließend, wenn
der (vermeintliche) native Zustand in der vergro¨berten Darstellung identifiziert wurde, zu ei-
nem besser aufgelo¨sten bis hin zu einem atomaren Kraftfeld gewechselt wird, in welchen die
Strukturdetails optimiert werden. Diese Technik wird angewendet, da es zu Anfang einer
Strukturvorhersage ohne Verwendung externer Informationen unklar ist, wo sich der nati-
ve Zustand auf der Energiefla¨che befindet, so dass zuna¨chst eine große Anzahl an Punkten
auf der Fla¨che berechnet werden muss, um deren Form und somit die Position des nativen
Zustandes bestimmen zu ko¨nnen. In einer vollsta¨ndigen atomaren Auflo¨sung ist eine solche
Berechnung sehr aufwendig, so dass eine vergro¨berte Darstellung verwendet wird, um die
Suche in vernu¨nftiger Zeit zu realisieren.
Eine Reduktion der Anzahl an Interaktionspunkten in einer vergro¨berten Darstellung fu¨hrt
dazu, dass diese mehreren realen Punkten bzw. Atomen in einem Protein entsprechen, so
dass die hierzu angesetzten Potentialfunktionen effektiven Wechselwirkungen entsprechen,
also einer Summe atomarer Wechselwirkungen. Die Bestimmung der Parameter und Gewich-
tungskoeffizienten muss fu¨r diese Kra¨fte daher einen Prozess der Mittelung bzw. Gewichtung
der zugrundeliegenden Wechselwirkungen beinhalten. Ein Beispiel hierfu¨r aus den in der Ta-
belle 4.12 aufgefu¨hrten Potentialen ist das unres-Kraftfeld, in welchem die Parameter zum
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Kraftfeld Parametrisierung
amber Reproduktion von Dichte und Enthalpien flu¨ssiger Phasen und Anpassung an
quantenmechanische Rechnungen [219]
charmm Informationen aus Schwingungsdaten und kristallographischen Strukturen
[220]
ecepp Anpassung an semi-empirische Potentiale [221–224]
mm2 Optimiert zur Reproduktion von Bildungsenthalpien [225]
unres Bildung von Durchschnittswerten der Parameter des ecepp-Kraftfeldes und
Z-Wert-Optimierung [99–101]
yamber Reparametrisierung des amber-Kraftfeldes mit einem Simulated-annealing-
Monte-Carlo-Verfahren zur Minimierung des rmsd-Wertes zu Kristallstruktu-
ren [226]
Tabelle 4.12: Beispiele fu¨r die Parameteroptimierung verschiedener Kraftfelder. Zur Erkla¨rung
des Z-Wertes siehe Text Seite 122 bzw. Gl. 4.48.
Teil dadurch bestimmt wurden, dass eine Mittelwertbildung u¨ber Funktionen einer atomaren
Darstellung, welche in diesem Fall durch das ecepp-Potentials gegeben war, durchgefu¨hrt
wurde.
Wie aus der Tabelle 4.12 ersichtlich ist, werden viele Kraftfelder an allgemeine experimentel-
le thermodynamische Daten angepasst. Dies geschieht vornehmlich mit dem Ziel, eine große
Anzahl an Systemen mit unterschiedlicher Zusammensetzung simulieren zu ko¨nnen. Zusa¨tz-
lich zu diesen Kraftfeldern existieren sta¨rker spezialisierte Kraftfelder, mit eng begrenztem
Aufgaben- bzw. Einsatzgebiet wie beispielsweise reine Wasserkraftfelder. Solche Kraftfelder
sind auch auf dem Gebiet der Proteinfaltung ha¨ufig vertreten. Diese sind darauf spezialisiert,
den nativen Zustand einer Aminosa¨uresequenz vorherzusagen. Fu¨r die Parametrisierung die-
ser ”Protein-Kraftfelder” haben sich in der Literatur drei Verfahren etabliert, bei welchen die
Parameter bzw. Gewichtungskoeffizienten der Potentialfunktionen nicht anhand beispielswei-
se thermodynamischer Gro¨ßen bestimmt werden, sondern diese zielgerichtet direkt an der
Problematik der Strukturvorhersage orientiert optimiert werden. Diese Verfahren sind die
Optimierung u¨ber den quasichemischen Ansatz, die Minimierung des Z-Wertes und die linea-
re Optimierung.
Gemein zwischen den drei Methoden ist hierbei, dass die Parameter u¨ber einen direkten Ver-
gleich zwischen aus Datenbanken stammenden nativen Proteinen und falschen Strukturen be-
stimmt werden, deren Sequenz zwar mit dem nativen Protein identisch ist, die aber eine andere
dreidimensionale Struktur besitzen (siehe hierzu auch Abschnitt 4.3). Die Parameter der ge-
wa¨hlten Potentialfunktion (oder allgemeiner Bewertungsfunktion) werden dann so bestimmt,
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dass die nativen Strukturen einen besseren, normalerweise kleineren Wert, mit der gewa¨hlten
Potentialfunktion liefern als die zugeho¨rigen falschen Strukturen, wodurch diese voneinander
unterschieden werden ko¨nnen. Das Ziel ist, im Rahmen einer Ab-initio-Strukturvorhersage
die native Geometrie so in einem großen Satz an Proteinstrukturen identifizieren zu ko¨nnen.
Durch die Methodik der Potential- bzw. Modellvergro¨berung unterscheidet sich im Normalfall
die reale Energiefla¨che von derjenigen Fla¨che, auf welcher die Strukturvorhersage durchge-
fu¨hrt, da die Vergro¨berung einer Gla¨ttung der Energiefla¨che entspricht, indem bestimmte
Details ausgelassen werden. Weiterhin unterscheiden sich die Fla¨chen dadurch, dass bei der
Parametrisierung durch die hier angesprochenen Methoden nicht die exakte Reproduktion
der Fla¨che das Ziel ist, sondern die Erzeugung einer Fla¨che, in welcher der native Zustand
das globale energetische Minimum ist, wa¨hrend alle anderen Geometrien eine ho¨here Energie
besitzen. Dementsprechend sind auch die energetischen Absta¨nde zwischen zwei Zusta¨nden
modell- und methodenabha¨ngig und korrelieren nicht zwangsla¨ufig mit experimentellen Da-
ten. Dadurch sind faltungsdynamische Ergebnisse oder thermodynamische Eigenschaften, die
auf Basis solcher Funktionen berechnet wurden, stets zu hinterfragen und mit Vorsicht zu
behandeln.
Im folgenden werden zuna¨chst die beiden beiden Methoden des quasichemischen Ansatzes
und der Z-Wert-Optimierung kurz vorgestellt und die in dieser Arbeit verwendete Methode
der linearen Optimierung anschließend ausfu¨hrlicher dargestellt.
Quasichemischer Ansatz
Im Rahmen dieses Ansatzes, der große Verbreitung in der Literatur gefunden hat, wird davon
ausgegangen, dass sich in einem Protein im nativen Zustand die Anzahl der Kontakte zwischen
den Interaktionspunkten, welche beispielsweise durch die Seitenketten oder die Cα-Atome
gegeben sein ko¨nnen, entsprechend der Boltzmann-Verteilung verhalten. Auf Basis dieser
Annahme, die sich in verschiedenen Untersuchungen als zutreffend erwiesen hat [227, 228],
wird die Wechselwirkungsenergie e zwischen zwei Aminosa¨uren a und b allgemein angesetzt
als [229]:
e = −kBT ln
(
pa,b
p¯a,b
)
(4.47)
wobei kB die Boltzmann-Konstante und T die Temperatur sind. Die entscheidenden Gro¨ßen
hierbei sind pa,b und p¯a,b, welche in der Literatur verschieden definiert bzw. benutzt werden.
Generell geben diese Werte die Ha¨ufigkeit wieder, mit welcher das Paar der Aminosa¨uren a
und b in einem Satz von Proteinstrukturen auftaucht. Der Wert pa,b gibt hierbei die Ha¨ufigkeit
der Kontakte in den nativen Strukturen wieder, welche sich beispielsweise durch Auswertung
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bekannter Datenbanken relativ einfach ermitteln lassen. Diese werden in Relation zu der
Ha¨ufigkeit p¯a,b des selben Paares in einem Referenzdatensatz an Strukturen gesetzt. Die
Wahl des Referenzdatensatzes ist eine wichtige und schwierigere Aufgabe, die in der Literatur
unterschiedlich gelo¨st wird (siehe z. B. [230]).
Mit Hilfe dieses Ansatzes werden Energien in diskreten Abstandsintervallen bestimmt, deren
Breite generell 1 A˚ nicht unterschreitet, um eine verla¨ssliche Statistik als Grundlage zu haben.
Bei zu schmalen Intervallen ko¨nnen viele Intervalle zu spa¨rlich oder gar nicht besetzt sein.
Potentiale, die aus dieser Methode resultieren, enthalten im Allgemeinen, da sie auf diskreten
Intervallen bestimmt wurden, keine glatten Potentialfunktionen, weshalb diese Methode im
Rahmen dieser Arbeit ungeeignet war und nicht verwendet wurde.
Z-Wert-Optimierung
Eine weitere Methode, die Gewichtungskoeffizienten zur Erzeugung von Fla¨chen zur Prote-
instrukturvorhersage zu bestimmen, ist die Z-Wert-Optimierung (z-score optimization) [129,
231].
Der Z-Wert ist generell ein allgemeines Merkmal einer statistischen Verteilung. In der Lite-
ratur der Parameteroptimierung fu¨r Proteinkraftfelder gegen falsche Strukturen wird dieser
gewo¨hnlich in folgender Form verwendet, wobei verschiedene Autoren unterschiedliche Defi-
nitionen verwenden:
Z =
E∗ − µE,dec
σE,dec
(4.48)
Hierbei sind E∗ die Energie des nativen Zustandes, µE,dec der Mittelwert der Energien der
falschen Strukturen und σE,dec dessen Standardabweichung. Der Z-Wert entha¨lt Informatio-
nen daru¨ber, ob die Zuordnung des nativen Zustandes statistisch signifikant ist oder ob mit
einer Zufallszuordnung das gleiche Resultat ha¨tte erzielt werden ko¨nnen. Je kleiner bzw. ne-
gativer dieser Wert ist, desto signifikanter ist die Zuordnung.
Bei der Verwendung des Z-Wertes zur Bestimmung der Gewichtungskoeffizienten werden zwei
Merkmale optimiert: Zum einen der Abstand der Energie der nativen Struktur zum Energie-
mittelwert der falschen Strukturen. Bei einer breiten Streuung der Energien ist es jedoch nicht
gewa¨hrleistet, dass der native Zustand stets energetisch niedriger als die falschen Strukturen
ist. Zum anderen wird die Streuung der Energien der falschen Strukturen u¨ber die Standard-
abweichung mit beru¨cksichtigt.
Diese Methode zur Optimierung der Gewichtungskoeffizienten war eine mo¨gliche Alternative
fu¨r diese Arbeit, da aber die dritte Methode, die lineare Optimierung, weitere Vorteile bietet,
die weiter unten beschrieben werden, wurde die lineare Optimierung der Z-Wert-Optimierung
vorgezogen. Zudem liefern beide Methode Ergebnisse, die sich nicht in wesentlichen Punkten
unterscheiden, so dass beide Methoden als a¨quivalent betrachtet werden ko¨nnen [232].
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4.5.2 Einfu¨hrung lineare Optimierung
In diesem Abschnitt wird eine kurze allgemeine Einfu¨hrung in die Methodik der linearen
Optimierungstheorie (linear programming) bzw. deren Anwendungen gegeben. Da die lineare
Optimierung in dieser Arbeit aber nur als Hilfsmittel verwendet wurde, die in Form bereits
vorhandener Programme zur Anwendung kam und dementsprechend keine Methodenentwick-
lung stattfand, wird dieses Thema an dieser Stelle folglich nur sehr oberfla¨chlich beschrieben.
Fu¨r eine tiefer gehende und pra¨zisere Darstellung der zugrundeliegenden Mathematik sei
daher hier auf die entsprechende Literatur verwiesen. Siehe hierzu beispielsweise [233–235].
Die lineare Optimierung ist ein Verfahren, das vielfa¨ltige Anwendungen besonders in o¨ko-
nomisch orientierten Bereichen findet. Die allgemeine Problemstellung besteht darin, den
Funktionswert einer sogenannten Zielfunktion f (object function) zu maximieren oder zu mi-
nimieren. Diese Zielfunktion ha¨ngt von einem Satz Variablen {xi | i = 1, . . . , n} ab, die in
der Funktion f stets nur als lineare Faktoren αixi mit Koeffizienten αi auftreten, so dass
die Zielfunktion die generelle Form f(x1, . . . , xn) =
∑n
i=1 αixi = α
Tx besitzt. Fu¨r andere
Funktionstypen wie beispielsweise Funktionen, die quadratisch von ihren Variablen abha¨n-
gen, existieren separate Lo¨sungsmethoden, auf die hier nicht na¨her eingegangen wird. Zu
dieser Zielfunktion existiert weiterhin ein endlicher Satz an linearen Nebenbedingungen, wel-
che den Raum beschra¨nken, innerhalb dessen der maximale oder minimale Funktionswert zu
suchen ist. Diese definieren die Bedingungen, die die Lo¨sungen des Problems erfu¨llen mu¨ssen.
In der Standardform eines linearen Optimierungsproblems treten diem Nebenbedingungen als
Gleichungssystem Ax = b auf, wobei A die m,n-Koeffizientenmatrix, x den n-dimensionalen
Lo¨sungsvektor und b den m-dimensionalen Rechte-Seite-Vektor darstellt. Zusa¨tzlich werden
in der Standardform sa¨mtliche Variablen xi ≥ 0 angesetzt. Formal ergibt sich somit folgende
Standardform des Problems:
minimiere f(x1, . . . , xn) = α
Tx (4.49)
mit den Nebenbedingungen
Ax = b (4.50)
x ≥ 0 (4.51)
oder ku¨rzer formuliert
min αTx, Ax = b, x ≥ 0 (4.52)
Diese Form ist in der Regel die Grundlage, auf welcher Lo¨sungsalgorithmen arbeiten. Die ma-
thematische Formulierung auftretender realer bzw. anwendungsbezogener Problemstellungen
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fu¨hrt jedoch meist zu einer hiervon abweichenden Form, indem beispielsweise nicht nur Glei-
chungen, sondern auch Ungleichungen als Nebenbedingungen auftreten, oder indem Variablen
eine andere Definitionsmenge besitzen. Fu¨r diese Fa¨lle existieren aber mathematische Metho-
den, ein allgemeines Problem auf die oben angegebene Standardform zu u¨berfu¨hren. Hierzu
sollen zur Veranschaulichung kurz ein paar Beispiele gegeben werden:
• Gewo¨hnlich ist in einem Optimierungsalgorithmus entweder nur eine Maximierung oder
nur eine Minimierung einer Zielfunktion realisiert, da beide Optimierungsrichtungen
ineinander u¨berfu¨hrbar sind. Die Richtung minimiere f(x1, . . . , xn) ist a¨quivalent zu
maximiere −f(x1, . . . , xn).
• Ungleichungen u in den Nebenbedingungen vom Typ u(x1, . . . , xn) ≤ β mit β ∈ R ko¨n-
nen durch Einfu¨hrung einer Schlupfvariablen s ≥ 0 (slack variable) in eine Gleichung
der Form u(x1, . . . , xn) = β + s u¨berfu¨hrt werden. Die Schlupfvariable wird dann als
zusa¨tzliche Variable in die Optimierung miteinbezogen, was durch eine Identita¨tstrans-
formation verdeutlicht werden kann, indem man s ≡ xn+1 setzt, und u(x1, . . . , xn) zu
u′(x1, . . . , xn, xn+1) u¨berfu¨hrt.
• Beschra¨nkte Variablen vom Typ xi ≥ γ mit γ ∈ R lassen sich durch Einfu¨hrung einer
neuen Variablen x′i substituieren, indem xi = x
′
i + γ in den Gleichungen ersetzt wird.
• Unbeschra¨nkte (freie) Variablen xi ∈ [−∞,∞] ko¨nnen als Differenz xi = x
(+)
i − x
(−)
i
zweier nicht-negativer Variablen x
(+)
i ≥ 0 und x
(−)
i ≥ 0 formuliert werden.
Neben diesen Beispielen existieren weitere Verfahren, um Probleme in die Standardform zu
u¨berfu¨hren. Diese Methoden werden in der entsprechenden Literatur ausfu¨hrlich behandelt.
Im mehrdimensionalen Raum lassen sich die Nebenbedingungen als Ebenen darstellen, deren
Gesamtheit den Lo¨sungsraum einschließt, welcher dadurch anschaulich die Gestalt eines Poly-
eders erha¨lt. Alle Punkte im Inneren dieses Polyeders stellen mo¨gliche Lo¨sungen des Problems
dar. Diejenigen Punkte, die den Funktionswert der Zielfunktion optimieren, liegen auf dem
Rand (auf der Oberfla¨che) des Polyeders. Dies kann in Abha¨ngigkeit von der Art der Ziel-
funktion eine Seite, eine Kante oder ein Eckpunkt sein. Ko¨nnen nicht alle Nebenbedingungen
erfu¨llt werden, so ist das Problem unlo¨sbar.
Die Entstehung der Lo¨sungsalgorithmen linearer Optimierungsprobleme ist eng mit der Ent-
wicklung der Computertechnik verbunden. Wie auch in anderen Gebieten der Mathematik
fand die Entwicklung und Verbesserung der Algorithmen in diesem Bereich auf unterschied-
lichen Wegen statt, repra¨sentiert durch verschiedene Personen, die hinter diesen standen, bis
sich ca. in der Mitte des 20. Jahrhunderts das umfassende Forschungs- und Anwendungsgebiet
der Unternehmensforschung (operations research) als Teilgebiet der angewandten Mathema-
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tik bildete und etablierte. Zur Lo¨sung von Praxisproblemen brachte dieser Forschungszweig
vor allem zwei wichtige Methoden hervor, die hier besonders erwa¨hnt seien, weil sie heu-
te weite Verbreitung gefunden haben und durch Implementation in vielen unterschiedlichen
Programmpaketen vielfa¨ltig angewendet werden. Es handelt sich zum einem um das Simplex-
Verfahren und zum anderen um die Innere-Punkte-Methoden (interior points methods).
Wa¨hrend das Simplex-Verfahren zur Auffindung einer optimalen Lo¨sung von Eckpunkt-zu-
Eckpunkt auf der Oberfla¨che des Polyeders des Lo¨sungsraumes springt, bewegen sich die
Innere-Punkte-Methoden, wie bereits im Namen deutlich wird, entlang einer Serie von Punk-
ten, die sich im Inneren des Lo¨sungsraum-Polyeders befinden zur Oberfla¨che.
Die zeitlich spa¨ter entwickelten Innere-Punkte-Methoden besitzen im Vergleich zum Simplex-
Algorithmus den Vorteil, dass bei diesen der rechentechnische Aufstand mit der Gro¨ße des zu
lo¨senden Problems weit weniger stark ansteigt als beim Simplex-Verfahren. Die Rechenzeit des
Simplex-Algorithmus skaliert im schlechtesten Fall exponentiell, wa¨hrend die Innere-Punkte-
Methoden polynomial skalieren. Da diese Arbeit die Lo¨sung eines sehr großen linearen Opti-
mierungsproblems beinhaltete, und die Innere-Punkte-Methoden sehr robust sind und zudem
gegenu¨ber dem Simplex-Verfahren den Rechenzeitvorteil besitzen, wurden sie in dieser Arbeit
zur Bestimmung der Parameter verwendet.
Da der Innere-Punkte-Lo¨sungsalgorithmus an sich nicht selber programmiert oder vera¨ndert
wurde, sondern hierzu ein fertiges Programm verwendet wurde, wird im folgenden der gene-
relle Ablauf der Methode nur im groben skizziert, ohne auf die mathematischen Details oder
die explizite Implementation einzugehen. An dieser Stelle sei auf die entsprechende mathe-
matischer Literatur verwiesen, in der die Methoden ausfu¨hrlich und exakt behandelt werden.
Zur Lo¨sung des linearen Optimierungsproblems wurde das Programm bpmpd von C. Me´s-
za´ros verwendet [236–238], welches zum Beispiel in [239] erha¨ltlich ist. Dieses verwendet den
primalen-dualen Innere-Punkte-Algorithmus. Hierbei wird von dem oben formulierten Stan-
dardproblem
min αTx, Ax = b, x ≥ 0 (4.53)
ausgegangen und zu diesem das zugeho¨rige duale Problem
max bTy, ATy ≤ α, y ∈ Rm (4.54)
definiert, wobei m die Anzahl an Nebenbedingungen, A die m,n-Koeffizienten-Matrix, y der
m-dimensionale Variablenvektor und b der m-dimensionale Koeffizientenvektor des dualen
Problems ist. Die U¨berfu¨hrung in das duale Problem bietet ha¨ufig die Vorteile, dass dieses
einfacher als das primale zu lo¨sen ist, und dass dieses zusa¨tzliche Informationen bereitstellen
kann. Weiterhin ist die duale Form des dualen Problems wiederum das primale. Der Varia-
blenvektor x des primalen Problems ha¨ngt hierbei mit dem Variablenvektor y des dualen
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Problems u¨ber die Beziehung cT x ≤ bTy zusammen. Eine Lo¨sung des dualen Problems ist
somit eine obere Schranke fu¨r das primale Problem. Die optimale Lo¨sung des dualen Pro-
blems y¯ ist aber gleichzeitig auch die optimale Lo¨sung des primalen Problems x¯, so dass in
diesem Fall cT x¯ = bT y¯ ist.
Zur Durchfu¨hrung der Lo¨sung werden im ersten Schritt in Gl. 4.54 die Ungleichungen ATy ≤
α durch Einfu¨hrung von Schlupfvariablen s in Gleichungen u¨berfu¨hrt
ATy ≤ α (4.55)
⇒ATy + s = α (4.56)
mit s = (s1, . . . , sm)
T und si ≥ 0. Zur praktischen Umsetzung der Voraussetzung, dass si ≥ 0
ist, werden sogenannte logarithmische Grenzen eingefu¨hrt (logarithmic barrier), u¨ber welche
die Schlupfvariablen zur Zielfunktion hinzugefu¨gt werden. Dazu wird zuna¨chst eine Konstante
µ > 0 gewa¨hlt und mit dieser die Zielfunktion formuliert als
max bTy + µ
m∑
i=1
ln(si) (4.57)
Da limsi→0 ln(si) = −∞ erzeugt dies eine Tendenz, dass die Schlupfvariablen nicht gegen Null
streben und somit innerhalb des erlaubten Bereiches bleiben, wobei dieser Term um den Fak-
tor µ gewichtet wird. Tatsa¨chlich ha¨ngen die Ergebnisse der Optimierung von der Wahl von µ
ab, so dieses im Optimierungsprozess mitvera¨ndert wird, wie weiter unten beschrieben wird.
Damit ergibt sich das zu optimierende Problem aus der Zielfunktion Gl. 4.57 und den Ne-
benbedingungen Gl. 4.56. Diese ko¨nnen u¨ber Lagrange-Multiplikatoren in einer gemeinsamen
Gleichung zusammengefasst werden. Die Optimalita¨tsbedingungen ergeben sich dann aus dem
Nullsetzen der ersten Ableitung dieser Lagrange-Funktion bezu¨glich der Variablen x,y und
s. Dies fu¨hrt zu den Gleichungen
ATy + s = α (4.58)
Ax = b (4.59)
XSe = µe (4.60)
wobei X = diag(x1, . . . , xn), S = diag(s1, . . . , sm) Diagonalmatrizen sind und e die Ein-
heitsmatrix. Zur Lo¨sung werden diese Gleichungen nach Null umgestellt, so dass sich die
Gleichungen
ATy + s−α = 0 (4.61)
Ax− b = 0 (4.62)
XSe− µe = 0 (4.63)
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ergeben. Zur numerischen Bestimmung der Nullstellen dieser Funktionen wird das Newton-
Raphson-Verfahren angewendet, bei welchem ausgehend von einem Startpunkt, der hier einer
anfa¨nglichen erlaubten Lo¨sung entspricht, sich iterativ den Nullstellen gena¨hert wird, was
einem Pfad innerhalb des oben beschriebenen erlaubten Lo¨sungsraumpolyeders entspricht
und wobei die Nullstelle der optimalen Lo¨sung entspricht (bzw. ggf. mehreren Nullstellen
und Lo¨sungen). Fu¨r die Details zur iterativen Bestimmung der Richtungen und Wahl der
Schrittla¨ngen dieses Verfahrens sei auf die entsprechende Literatur verwiesen.
Der numerisch bestimmte optimale Lo¨sungspunkt ha¨ngt von der Wahl des Parameters µ
ab (siehe Gl. 4.57). Dieser Parameter wird wa¨hrend des Optimierungsprozesses ebenfalls
minimiert, wodurch sich der optimale Punkt dem ”echten” optimalen Punkt, welcher sich
fu¨r µ = 0 ergibt, na¨hert. Eine Methode µ zu wa¨hlen ist beispielsweise µ = 1 in der ersten
Iteration zu setzen und danach µ = 101−k fu¨r die k-te Iteration zu verwenden.
Ein analytischer Optimalita¨tspunkt x¯, y¯ und s¯ ist erreicht, wenn der Wert αT x¯− b¯y¯ (duality
gap) nahe Null ist und wenn diese Variablen die Gleichungen 4.58 und 4.59 erfu¨llen. Gl. 4.60
wird im Programm nicht als Optimalita¨tskriterium verwendet, was weiter unten erla¨utert
wird. Numerisch wird hier die Optimalita¨t erreicht, wenn die linken Seiten der Gleichungen
4.61 und 4.62 sowie αT x¯ − b¯y¯ kleiner als ein zuvor vorgegebener Wert  sind. Dieser wird
im Programm zu  = 10−p festgelegt, wobei p ∈ N die Maschinengenauigkeit angibt, mit
der Fließkomma-Berechnungen durchgefu¨hrt werden ko¨nnen. Hierfu¨r wird in der Literatur
meist ein Wert von p = 8 angesetzt, dieser kann aber vom Benutzer eingestellt werden.
Dementsprechend liegt ein (numerischer) Optimalpunkt vor, wenn die Bedingungen
ATy + s−α ≤ 10−8 (4.64)
Ax− b ≤ 10−8 (4.65)
αTx− by ≤ 10−8 (4.66)
erfu¨llt sind. Die Bedingung Gl. 4.60 bzw. 4.63 wird im Programm nicht als Kriterium der
Optimalita¨t herangezogen, da diese Gleichungen nicht zwangsweise erfu¨llt werden, weil der
Wert des vom Benutzer vorgegebenen Parameters µ von der Anzahl an Iterationen abha¨ngt
und dadurch in der Na¨he eines Optimums einen großen Wert besitzen kann, wenn bspw. der
Startpunkt der Optimierung bereits nahe des Optimums lag.
(Als Hinweis sei an dieser Stelle noch erwa¨hnt, dass die oben beschriebenen Optimalita¨tsbe-
dingungen im Programm in einer skalierten Form realisiert sind. Fu¨r die Details siehe [238].)
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4.5.3 Das MPS-Format
Zusammen mit der Entwicklung der kommerziellen bzw. industriellen Programmpakete zur
linearen Optimierung ist auch ein Format-Standard entstanden, mit welchem die Daten des
Problems den Programmen zur Verfu¨gung gestellt werden ko¨nnen, welches auch das hier
implementierte bpmpd-Programm verwendet. Hierbei handelt es sich um das mps-Format
(Mathematical Programming System), welches das grundlegende Prinzip verwendet, das zu
lo¨sende (Un-)Gleichungssystem in spaltenweiser Form (Spaltenvektoren) darzustellen. Eben-
falls im Rahmen einer kurzen Einfu¨hrung wird dieses Format im folgenden in einer einfa-
chen Form beschrieben, die nicht alle Details wiedergibt. Zusa¨tzlich wird hierzu zur Veran-
schaulichung ein kurzes Beispielproblem gegeben. Da es sich bei dem mps-Format um ein
relativ einfach strukturiertes und weit verbreitetes Anwendungsformat handelt, erha¨lt man
heutzutage besonders im Internet schnell Informationen zum Aufbau und zur Verwendung
(siehe z. B. [240, 241]).
Das mps-Format entstammt der Anfangszeit der Computertechnik, in welcher Lochkarten zur
Informationseingabe benutzt wurden. Daher handelt es sich bei diesem um ein Format mit
einer strikten a¨ußeren Form, die sich darin widerspiegelt, dass beispielsweise nur bestimmte
Spalten der Eingabedatei verwendet werden du¨rfen bzw. ausgelesen werden. Allerdings ak-
zeptieren heutzutage viele Programme Abweichungen vom originalen strikten mps-Format,
wobei diese programmspezifisch sind, so dass vor der Verwendung eines bestimmten Program-
mes gepru¨ft werden muss, welche Form die Eingabedatei besitzen darf.
Das Grundprinzip des mps-Formates besteht darin, dass Problem, welches die zu optimie-
rende Zielfunktion und die Nebenbedingungen beinhaltet, in spaltenweiser Form bzw. in
Reihenfolge der Variablen anzugeben und nicht in Zeilenform beispielsweise in Reihenfol-
ge der Nebenbedingungen. Hierzu wird jeder Variablen, der Zielfunktion und jeder Neben-
bedingung vom Benutzer ein Name zugeordnet, wodurch das entsprechende Element des
(Un-)Gleichungssystems identifiziert wird, was analog zu Matrizenindizes aufgefasst werden
kann. Hierbei ko¨nnen nicht nur Zahlen, sondern auch Zeichenkombinationen verwendet wer-
den, wodurch beispielsweise die Lesbarkeit sowohl der Eingabe- als auch Ausgabedaten ver-
bessert werden kann.
Eine mps-Datei entha¨lt als wichtigste Teile vier Abschnitte: der erste (ROWS) umfasst die
vom Benutzer angegebene Benennung der Zielfunktion sowie der Nebenbedingungen. Hier
wird zusa¨tzlich angegeben, ob eine Nebenbedingung eine Ungleichung oder Gleichung ist. Im
zweiten Abschnitt (COLUMNS) werden die Elemente der Koeffizientenmatrix A spaltenweise
aufgefu¨hrt. Der dritte Abschnitt entha¨lt die rechte Seite des Gleichungssystems (RHS) und der
vierte die Definitionsbereiche der Variablen (BOUNDS) und mo¨gliche Bereichsangaben fu¨r die
Werte der rechten Seite (RANGES). Die Tabelle 4.15 gibt eine U¨bersicht u¨ber diese Abschnitte.
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Diese entha¨lt die elementaren Inhalte zur Verwendung des mps-Formates als Pra¨parations-
datei fu¨r ein lineares Optimierungsprogramm. Obwohl es inzwischen viele Entwicklungen
gegeben hat, ist dieses Format in der oben beschriebenen Form immer noch weit verbrei-
tet, wenn auch bestimmte Programme Abweichungen oder Erweiterungen unterstu¨tzen wie
beispielsweise das Ignorieren von Groß- und Kleinschreibung, verla¨ngerte Datenfelder oder
Erweiterung auf andere Probleme wie die quadratische Optimierung.
Zur Verdeutlichung dieses Formates soll im folgenden ein kleines Beispielproblem gegeben
werden, welches zuna¨chst in der allgemeinen mathematischen Form und darauffolgend als
Eingabe-Datei im mps-Format dargestellt wird.
Beispielproblem
Sei eine zu minimierende Zielfunktion gegeben mit
minimiere 5x1 − 7x2 + 0.5x3 (4.67)
mit den Nebenbedingungen
x1 + 0.5x3 ≥ 2 (4.68)
5x2 − x3 ≤ −1 (4.69)
2.1x1 − 2x2 = 1 (4.70)
mit xk ∈ R. als Zwischenschritt zur verbesserten U¨bersichtlichkeit werden die zu formulie-
renden Gro¨ßen in einer tabellarischen U¨bersicht dargestellt (siehe Tabelle 4.14). Dieses im
mps-Format als Eingabedatei formuliert ist in Abb. 4.29 gezeigt.
Koeffizienten Relation Rechte Seite Kommentar
Name x1 x2 x3 b
ZF 5 -7 0.5 Zielfunktion
NB1 1 0 0.5 ≥ 2 erste Nebenbedingung
NB2 0 5 -1 ≤ -1 zweite Nebenbedingung
NB3 2.1 -2 0 = 1 dritte Nebenbedingung
Tabelle 4.14: Tabellarische Darstellung des linearen Beispielproblems.
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Datei-Abschnitt Erkla¨rung
NAME Name bzw. Titel des Problems (ab Spalte 15).
ROWS Entha¨lt die Namen der Zeilen, welche die Zielfunktion und die Nebenbedingungen darstellen.
In Spalte 2-3 wird die Art der Gleichung bzw. Ungleichung angegeben und in Spalte 5-12 der
Name der Zeile definiert. Als Zeilentypen ko¨nnen N fu¨r Zielfunktion, G fu¨r ≥-Ungleichung,
L fu¨r ≤-Ungleichung und E fu¨r eine Gleichung angegeben werden.
Beispiel:
ROWS
N Kosten
L Nebenbed
COLUMNS In diesem Abschnitt werden die Elemente der Koeffizientenmatrix spaltenweise aufgefu¨hrt.
Die Reihenfolge der Zeilen ist hierbei nicht relevant, lediglich die Reihenfolge der Spalten
muss der Reihenfolge der Variablen entsprechen. Matrixelemente, die Null sind, mu¨ssen nicht
explizit aufgefu¨hrt werden. In den Spalten 5-12 der Eingabe-Datei wird der Name der Spalte
bzw. der Variablen definiert, in Spalte 15-22 wird der Zeilenname angegeben, die in ROWS
definiert wurde, und in Spalte 25-36 der Wert des Matrixelementes bzw. des Koeffizienten.
Beispiel:
COLUMNS
x1 Kosten 3.0
x1 Nebended -1.0
RHS Hier werden die Elemente der Rechte-Seite-Vektoren aufgefu¨hrt. Die Zeilenreihenfolge kann
beliebig gewa¨hlt werden. In Spalte 5-12 der Eingabe-Datei wird der Name des Rechte-Seite-
Vektors definiert, in Spalte 15-22 wird der Zeilenname angegeben und in Spalte 25-36 der
Wert des Vektorelements.
Beispiel:
RHS
b1 Nebenbed -0.333
RANGES Dieser Abschnitt ist optional und gibt mo¨gliche Intervalle fu¨r die Werte der Rechte-Seite-
Vektorelemente an. In Spalte 5-12 wird der Name des Bereiches definiert, in Spalte 15-22 wird
der Zeilenname angegeben und in Spalte 25-36 der Wert des Bereiches. Die Interpretation
eines RANGES-Wertes r ha¨ngt von der Art der Zeile bzw. Nebenbedingung ab. So wird zum
Beispiel in einer ≥-Ungleichung (siehe ROWS), fu¨r die eine rechte Seite mit einem Wert bi
vorgegeben wurde, der Bereich der rechten Seite definiert zu: bi + |r|.
Beispiel:
RANGES
RNG Nebenbed 1.2
BOUNDS In diesem Abschnitt werden die Definitionsbereiche der Variablen x angegeben. Die Angabe
ist optional. Beim Auslassen wird fu¨r alle Variablen der Definitionsbereich xi ∈ R≥0 ange-
nommen. Hier ko¨nnen zum Beispiel die Definitionen FR fu¨r eine freie Variable (xi ∈ R), UP
fu¨r eine Variable, die durch u nach oben beschra¨nkt ist (xi ≤ u), oder LO fu¨r eine durch eine
untere Schranke l begrenzte Variable (xi ≥ l) verwendet werden.
Beispiel:
BOUNDS
UP BND x1 19.0
ENDATA Dieser Eintrag beendet die Eingabe-Datei.
Tabelle 4.15: Generelle Beschreibung der Abschnitte einer mps-Datei. Die Titelzeilen der ein-
zelnen Abschnitte (ROWS, BOUNDS etc.) mu¨ssen stets in der ersten Spalte der Eingabe-Datei
beginnen.
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NAME Test Problemname
ROWS Abschnitt Zeilendefinition
N ZF Zielfunktion
G NB1 1. Nebenbed. ist eine ≥-Ungleichung
L NB2 2. Nebenbed. ist eine ≤-Ungleichung
E NB3 3. Nebenbed. ist eine Gleichung
COLUMNS Abschnitt der Spaltendefinition
x1 ZF 5.0
x1 NB1 1.0
x1 NB2 0.0 #
x1 NB3 2.1
x2 ZF -7.0
x2 NB1 0.0 #
x2 NB2 5.0
x2 NB3 -2.0
x3 ZF 0.5
x3 NB1 0.5
x3 NB2 -1.0
x3 NB3 0.0 #
RHS Abschnitt der rechten Seite
b NB1 2.0
b NB2 -1.0
b NB3 1.0
BOUNDS Abschnitt der Variablendefinitionsbereiche
FR BND x1 Alle Variablen sind unbeschra¨nkt
FR BND x2
FR BND x3
ENDATA Ende der Eingabedatei
Abbildung 4.29: Beispiel einer Eingabedatei im mps-Format fu¨r einen lineares Optimierungspro-
gramm. Kommentare zur Erkla¨rung sind in kursiver Schriftart dargestellt. Die mit # markierten
Zeilen ko¨nnen ausgelassen werden, da sie Null-Elemente der Koeffizienten-Matrix enthalten.
4.5.4 Optimierung der Kraftfeldparameter
Das in dieser Arbeit auftretende Problem der Bestimmung der optimalen Gewichtungskoef-
fizienten zu den Basisfunktionen la¨sst sich im Rahmen eines linearen Optimierungsproblems
wie folgt formulieren: Als Zielfunktion wird die Minimierung der Summe der Gewichtungs-
koeffizienten angesetzt, wobei in diesem Fall die Summation u¨ber die Absolutbetra¨ge der
Koeffizienten erfolgt, damit die Koeffizienten nicht in der Weise optimiert werden, dass sie
sich gegenseitig aufheben. Dies fu¨hrt zur Zielfunktion
minimiere
nc∑
i=1
|ci| (4.71)
wobei die ci die Gewichtungskoeffizienten der nc Basisfunktionen sind, die in Abschnitt 4.4
beschrieben wurden.
Die Nebenbedingungen zu dieser Zielfunktion, im Sinne der thermodynamischen Hypothese
131
4. Methoden und Ergebnisse
(siehe hierzu Abschnitt 3.2), wurden so angesetzt, dass die Energien aller falschen Strukturen
ho¨her als die der zugeho¨rigen nativen Proteine sein sollte. Die Energie E eines Proteins mit
der Geometrie X und den Basisfunktionen φ ergibt sich aus
E =
nc∑
i=1
ci · φi(X) (4.72)
Hierauf la¨sst sich eine Energiedifferenz ∆E zwischen der Energie des nativen Zustandes E ∗
und der Energie einer falschen Struktur E folgendermaßen schreiben:
∆E = E −E∗ =
nc∑
i=1
ci · φi(X)−
nc∑
i=1
ci · φi(X
∗) =
nc∑
i=1
ci
[
φi(X)− φi(X
∗)
]
(4.73)
Bezogen auf die thermodynamische Hypothese wird somit gefordert, dass
∆E =
nc∑
i=1
ci
[
φi(X)− φi(X
∗)
]
> 0 (4.74)
Erweitert man dies auf mehrere native Proteine p mit jeweils zugeho¨rigen falschen Strukturen
d, so lauten die die Nebenbedingungen zur Minimierung der Koeffizientensumme Gl. 4.71:
Ep,d −E
∗
p > 0 ∀ p ∈ {1, 2, . . . , np} und ∀ d ∈ {1, 2, . . . , nd(p)} (4.75)
Hier ist np die Gesamtanzahl an verwendeten nativen Proteinen und nd(p) die Anzahl an
falschen Strukturen zu jedem nativen Protein p. Die Gesamtzahl an falschen Strukturen und
somit auch die Gesamtanzahl an Nebenbedingungen ist gegeben durch
nd,ges =
np∑
p=1
nd(p) (4.76)
Die Nebenbedingungen Gl. 4.75 lassen sich als ein Ungleichungssystem Ac ≥ b formulieren,
in welchem die Zeilen der Koeffizientenmatrix A den Proteinen bzw. der Kombinationen einer
nativen mit einer falschen Struktur entsprechen. Die Matrixelemente der Koeffizientenmatrix
A sind somit durch die Differenz der ausgewerteten Basisfunktionen (siehe Gl. 4.73) gegeben
φk(Xp,d)− φk(X
∗
p) (4.77)
fu¨r den k-ten Koeffizienten bzw. die k-te Spalte. Der Vektor c = (c1 c2 . . . cn)
T entha¨lt die
Koeffizienten der Basisfunktionen. Der rechte Seite Vektor b entha¨lt die geforderte minimale
energetische Differenz zwischen nativen und nicht-nativen Strukturen, so dass gilt b = 0.
Eine zula¨ssige Lo¨sung des Problems ist dementsprechend nur gegeben, wenn ein Koeffizienten-
vektor c existiert, der Ac ≥ b erfu¨llt, wodurch alle nativen Strukturen im Vergleich mit den
falschen Strukturen eine niedrigere Energie besitzen. Die resultierende Koeffizientenmatrix A
ist in Abb. 4.30 dargestellt.
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A =
0
BBBBBBBBBBBBBBBBBBBB@
φ1(X1,1)− φ1(X∗1) φ2(X1,1)− φ2(X
∗
1) . . . φnc (X1,1)− φnc (X
∗
1)
φ1(X1,2)− φ1(X∗1) φ2(X1,2)− φ2(X
∗
1) . . . φnc (X1,2)− φnc (X
∗
1)
φ1(X1,3)− φ1(X∗1) φ2(X1,3)− φ2(X
∗
1) . . . φnc (X1,3)− φnc (X
∗
1)
. . . . . . . . .
φ1(X1,nd(1))− φ1(X
∗
1) φ2(X1,nd(1))− φ2(X
∗
1) . . . φnc(X1,nd(1))− φnc(X
∗
1)
φ1(X2,1)− φ1(X∗2) φ2(X2,1)− φ2(X
∗
2) . . . φnc (X2,1)− φnc (X
∗
2)
φ1(X2,2)− φ1(X∗2) φ2(X2,2)− φ2(X
∗
2) . . . φnc (X2,2)− φnc (X
∗
2)
. . . . . . . . .
φ1(Xnp,nd(np)−1)− φ1(X
∗
np
) φ2(Xnp,nd(np)−1)− φ2(X
∗
np
) . . . φnc (Xnp,nd(np)−1)− φnc(X
∗
np
)
φ1(Xnp,nd(np))− φ1(X
∗
np
) φ2(Xnp,nd(np))− φ2(X
∗
np
) . . . φnc (Xnp,nd(np))− φnc(X
∗
np
)
1
CCCCCCCCCCCCCCCCCCCCA
Abbildung 4.30: Darstellung der Koeffizientenmatrix A, welche die Nebenbedingungen des linea-
ren Optimierungsproblems beinhaltet (siehe Gl. 4.74 und 4.75). p ∈ {1, . . . , np} ist die Nummer
des Proteins, d ∈ {1, . . . , nd(p)} die Nummer der falschen Struktur und nc die Anzahl der Koef-
fizienten.
Als Hinweis zur Nummerierung der Koeffizienten ci sei an dieser Stelle vermerkt, dass die Ko-
effizienten wie in Abschnitt 4.4 beschrieben, aminosa¨urepaar- und sequenzpositionsabha¨ngig
sein ko¨nnen. Zur Verdeutlichung der wichtigen Punkte an dieser Stelle wurde die Darstellung
aber vereinfacht. Der Index i kann an dieser Stelle als Ordnungsnummer des Koeffizienten in
der Gesamtmenge aller Koeffizienten aufgefasst werden. Ein Koeffizient c
(NB)
k,sn,sm
beispielsweise
einer nicht-bindenden Basisfunktion φ(NB) ist abha¨ngig von der Differenz k der Indizes der
beteiligten Aminosa¨uren im Sequenzvektor und von der Art der Aminosa¨uren sn und sm, so
dass der Summationsindex i einer bestimmten Kombination dieser drei Zahlen entspricht.
Die Forderung bzw. Voraussetzung einer Lo¨sung des linearen Problems, dass alle Nebenbedin-
gungen gleichzeitig erfu¨llt sein mu¨ssen, bietet gegenu¨ber der Optimierung u¨ber den Z-Wert
Vorteile, da es bei dieser Methode nicht gewa¨hrleistet ist, dass alle nativen Proteine einen
niedrigeren Funktionswert gegenu¨ber den falschen Strukturen besitzen. Zudem kann in einer
linearen Optimierung, falls fu¨r das Problem keine Lo¨sung existieren sollte, direkt bestimmt
werden, welche Nebenbedingungen nicht erfu¨llt werden konnten, wodurch Informationen fu¨r
eine Verbesserung der Potentialfunktion gewonnen werden ko¨nnen.
Je mehr Nebenbedingungen verwendet werden ko¨nnen, um so mehr Informationen enthal-
ten die resultierenden Parameter u¨ber den Konformationsraum der Proteine bzw. u¨ber die
Wechselwirkungen. Deren Anzahl ist zum einen abha¨ngig von der Programmarchitektur des
Lo¨sungsalgorithmus und zum anderen von den zur Verfu¨gung stehenden Computerressour-
cen. Hierbei ist der am sta¨rksten limitierende Faktor der Hauptarbeitsspeicher der Rechners.
Die Lo¨sungsalgorithmen, die fu¨r diese Arbeit zur Auswahl standen, sowohl kommerzielle wie
auch nicht-kommerzielle Produkte, behandeln das Ungleichungssystem nicht parallel, son-
dern laden es zur Lo¨sung insgesamt in den Hauptspeicher. Bestimmte Programmteile ko¨nnen
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parallelisiert sein, doch diese umfassen beispielsweise nur die Pra¨paration des Ungleichungs-
systems wie das Einlesen der Daten. Die Lo¨sung des linearen Problems erfolgt seriell.
Zur Bestimmung wie viele Nebenbedingungen bzw. falsche Strukturen nd,ges insgesamt zur
Lo¨sung des Ungleichungssystems verwendet werden konnten, wurde aufgrund der Komplexi-
ta¨t des Lo¨sungsprogrammes bpmpd empirisch der Hauptspeicherbedarf M in Gigabyte (GB)
in Abha¨ngigkeit von der Anzahl an Nebenbedingungen nd,ges und von der Anzahl an Spalten
des Gleichungssystems nc bestimmt, die durch die Anzahl an Koeffizienten der Basisfunktio-
nen gegeben sind. Dies fu¨hrte zur folgender Na¨herung:
nd,ges ≈
M
4.28 · 10−8GB · nc
(4.78)
Aufgrund der programmtechnischen Realisation des verwendeten Lo¨sungsalgorithmus ist der
verfu¨gbare Hauptspeicher auf M = 20 GB beschra¨nkt. Daher bleibt in Gl. 4.78 lediglich die
Anzahl an Koeffizienten nc als freie Variable u¨brig. Diese Anzahl ha¨ngt zum einen von der
Anzahl an gewa¨hlten Basisfunktionen, die fu¨r jede Art der Wechselwirkung unterschiedlich
sein kann, und zum anderen von der Anzahl an Aminosa¨ureklassen ab, da der Großteil der
Koeffizienten spezifisch fu¨r die Wechselwirkung bestimmter Aminosa¨urepaare sind. Im folgen-
den werden fu¨r die einzelnen Basisfunktionsklassen die Anzahl an notwendigen Koeffizienten
dargestellt und daraus die Skalierung und die Gro¨ße und des zu lo¨senden linearen Problems
erla¨utert.
Da die Nahwechselwirkungsterme von der Reihenfolge der Aminosa¨uren in der Sequenz ab-
ha¨ngen, werden die Aminosa¨urepaare (sa, sb) und (sb, sa) unterschiedlich behandelt, sofern
sa 6= sb. Durch diese Unterscheidung skaliert die Anzahl der Koeffizienten der Nahwechselwir-
kungsterme quadratisch mit der Anzahl an Aminosa¨ureklassen zu einer vorgegebenen Anzahl
an Basisfunktionen. Sei n
(B)
φ die Anzahl an Basisfunktionen der Nahwechselwirkungsterme
und y(B) die Anzahl an Aminosa¨ureklassen zu diesen, so betra¨gt die Anzahl an Koeffizienten(
y(B)
)2
· n
(B)
φ . Da diese sequenzpositionsabha¨ngige Unterscheidung bei den nicht-bindenden
Wechselwirkungen sowohl fu¨r die Cα-Atome als auch fu¨r die Seitenketten nicht vorgenom-
men wird, skalieren deren Koeffizientenanzahlen dagegen mit 0.5 y(NB)
(
y(NB) + 1
)
· n
(NB)
φ .
Die Oberfla¨chenfunktionen wirken nur auf die als hydrophob klassifizierten Aminosa¨uren.
Fu¨r diese Funktionen werden die Aminosa¨uren nicht weiter in Klassen eingeteilt, sondern
die sieben hydrophoben Aminosa¨uren direkt verwendet. Fu¨r jede Aminosa¨ure werden vier
Basisfunktionen angesetzt. Insgesamt ergibt sich so eine lineare Skalierung y (SU) · n
(SU)
φ .
Die Wasserstoffbru¨cken-Wechselwirkung wurde mit Funktionen gena¨hert, deren Koeffizien-
ten nicht von der Art der beteiligten Aminosa¨uren abhingen, da angenommen wurde, dass
alle Aminosa¨uren eine a¨hnliche Tendenz zur Bildung von Wasserstoffbru¨cken besitzen. Daher
skaliert hierfu¨r die Koeffizientenanzahl nur mit der Anzahl an Basisfunktionen n
(HB)
φ . Diese
Skalierungen und die zur Parameteroptimierung verwendete Anzahl an Funktionen und Ami-
nosa¨ureklassen sind in Tab. 4.16 zusammengefasst.
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Funktionsklasse nφ yφ Skalierung Kφ
Nahwechselwirkung 8 5 (y
(B)
φ )
2 · n
(B)
φ 200
Nicht-bindende Wechselwirkung (Cα) 6 8 0.5 y
(NB)
φ
(
y
(NB)
φ + 1
)
· n
(NB)
φ 216
Nicht-bindende Wechselwirkung (Seitenketten) 4 8 0.5 y
(SC)
φ
(
y
(SC)
φ + 1
)
· n
(SC)
φ 144
Oberfla¨chenpotential 4 7 y
(SU)
φ · n
(SU)
φ 28
Wasserstoffbru¨cken 3 - n
(HB)
φ 3
Gesamt (nc) 591
Tabelle 4.16: U¨bersicht u¨ber die Funktionsklassen, Anzahl an verwendeten Basisfunktionen nφ,
an Aminosa¨ureklassen yφ, Skalierung der Koeffizientenanzahl und die Anzahl an resultierenden
Koeffizienten Kφ.
Bei der Festlegung der Anzahl an Funktionen und Aminosa¨ureklassen mu¨ssen mehrere Punk-
te beachtet werden: Zu einer akkuraten Beschreibung des Potentials sind ein Minimum an
Funktionen no¨tig, wobei es vom Design des Potentials abha¨ngt, wieviele Funktionen tatsa¨ch-
lich notwendig sind. Die beno¨tigte Minimalanzahl ist a priori nicht bekannt und muss getestet
werden. Als Folge zu weniger und/oder unpassend gewa¨hlter Funktionen ko¨nnen beispiels-
weise wichtige Elemente der realen Energiefla¨che nicht oder falsch modelliert werden. Eine zu
große Anzahl an Funktionen dagegen kann ebenso kontraproduktiv wirken und die Qualita¨t
des Potentials beeintra¨chtigen, da es zu einer redundanten Beschreibung von Wechselwirkun-
gen kommen kann, wodurch eine falsche Balance der einzelnen Energiebeitra¨ge resultieren
kann. Diese Maximalanzahl an Funktionen ist ebenfalls abha¨ngig von der Formulierung des
Potentialansatzes und nicht bekannt.
Zusa¨tzlich ha¨ngen aufgrund der gewa¨hlten Methode zur Bestimmung der Koeffizienten die
Anzahl an Potentialfunktionen und die Anzahl an falschen Strukturen zum Vergleich mit den
nativen Strukturen direkt zusammen, da sie zusammen die Gro¨ße des zu lo¨senden Problems
bestimmen, so dass ein vergro¨ßerter Funktionensatz einen kleineren Satz an Proteinstrukturen
wa¨hrend der Optimierung zur Folge hat, da die zur Verfu¨gung stehen Computer-Ressourcen
begrenzt sind.
Neben diesen Faktoren ist weiterhin zu beachten, dass in dem Kraftfeldansatz sehr viele wei-
tere Parameter einfließen, die die Form der resultierenden Fla¨che mitbestimmen. Als Beispiele
seien hierfu¨r aufgefu¨hrt:
• Auswahl der nativen und falschen Proteine, welche die Informationen u¨ber den Kon-
formationsraum, Faltungspra¨ferenzen, Kontakte, Absta¨nde usw. enthalten.
• Wahl der Konstanten in den Basisfunktionen, die z. B. die Positionen der Minima
in den Potentialen festlegen.
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• Generell die Wahl der Basisfunktion bzw. deren Funktionsform, die fu¨r die model-
lierte Wechselwirkung passend oder im ungu¨nstigen Fall auch unpassend sein kann.
• Definition des Proteinmodells, wodurch die Anzahl und die Position der Interakti-
onszentren bestimmt wird.
Dies fu¨hrt zu einem sehr großen Raum an mo¨glichen Variablen, die nicht alle gleichzeitig
optimiert werden ko¨nnen. Aufgrund dieser Komplexita¨t wurde in dieser Arbeit der in den
vorangegangen Abschnitten beschriebene Kraftfeldansatz als ein Anfangspotential angesetzt
und in einer iterativen Optimierungsprozedur getestet, in wie weit sich dieses Potential zur
Strukturvorhersage eignet.
Dieses iterative Vorgehen bestand aus einer schrittweisen Anpassung der Gewichtungskoeffi-
zienten c, wa¨hrend alle anderen Parameter konstant gehalten wurden. Hierbei wurde folgen-
dermaßen vorgegangen:
1. Definition des Proteinmodells und des Potentials sowie Festlegung der nativen und
falschen Strukturen bzw. deren Erzeugung. Berechnung der Basisfunktionen anhand
der gewa¨hlten Proteinstrukturen, woraus sich die Nebenbedingungen Gl. 4.75 erge-
ben.
2. Bestimmung der Koeffizienten c als lineares Optimierungsproblem mit der Zielfunk-
tion Gl. 4.71 und den Nebenbedingungen Gl. 4.75 unter Verwendung des bpmpd-
Programmes.
3. Globale Geometrieoptimierung der in Punkt 2 eingesetzten nativen Sequenzen unter
Verwendung eines genetischen Algorithmus, in welchem der Potentialansatz, der
die optimierten Koeffizienten entha¨lt, implementiert wurde. Hierdurch optimierte
nicht-native Strukturen, die eine niedrigere Energie als der native Zustand besitzen,
werden der Menge der falschen Strukturen hinzugefu¨gt.
4. Beende Programm, wenn keine energetisch niedrigeren Strukturen mittels des gene-
tischen Algorithmus gefunden wurden. Ansonsten gehe zu Punkt 5.
5. Sortierung und Auswahl aller falschen Strukturen anhand ihrer Energie fu¨r eine er-
neute Parameteroptimierung, in der die aus dem genetischen Algorithmus erhaltenen
Strukturen mitberu¨cksichtigt werden. Die energetisch niedrigsten Strukturen sind in
der Parameteroptimierung wichtiger als diejenigen, deren Energie sehr viel gro¨ßer
als die des nativen Zustandes ist, da diese leicht als nicht-native Strukturen erkannt
werden ko¨nnen (im Sinne einer hohen potentiellen Energie).
6. Gehe zu Punkt 2.
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Zusammengefasst besteht der Iterationsprozess darin, die aus der globalen Optimierung er-
haltenen falschen Strukturen fu¨r eine neue Parameteroptimierung zu verwenden, solange bis
eine Konvergenz erreicht ist, die dadurch definiert ist, dass im globalen Optimierungsprozess
keine oder sehr wenige Strukturen erzeugt werden, deren Energie niedriger als die des nativen
Zustandes ist, wobei dies davon abha¨ngig sein kann, ab welcher geometrischen Distanz eine
Struktur als nativ angesehen wird. Daher ko¨nnen trotzdem noch Proteine erzeugt werden,
deren Energie niedriger ist als die der Datenbankstruktur, sofern sie dieser a¨hnlich genug
sind. Im wesentlichen soll so vermieden werden, dass die Energiehyperfla¨che ein tiefliegendes
energetisches Minimum fernab von der nativen Struktur besitzt.
Wa¨hrend dieser Iterationen wurden alle Parameter des Kraftfeldes konstant gehalten und
nur die Auswahl an falschen Strukturen angepasst. Da wie oben erwa¨hnt, das Programm auf
einen Hauptspeicher von 20 GB beschra¨nkt war und insgesamt 591 Koeffizienten verwendet
wurden, konnten nach Gl. 4.78 mehr als 700000 falsche Strukturen wa¨hrend eines Parame-
teroptimierungsschrittes gleichzeitig behandelt werden, was im Vergleich zu vielen anderen
publizierten Kraftfeldern, die ebenfalls gegen falsche Strukturen optimiert wurden, eine große
Anzahl darstellt und ha¨ufig u¨ber deren Gro¨ße hinausgeht. Tatsa¨chlich wurden exakt 705739
falsche Strukturen behandelt, was eine kleinere Anzahl darstellt, als die nach Gl. 4.78 mo¨g-
lich wa¨re. Dies ist darin begru¨ndet, dass die Grenze von 20 GB fu¨r die Programmausfu¨hrung
um 5 % reduziert wurde, um Ungenauigkeiten bei der empirischen Bestimmung von Gl. 4.78
auszugleichen, da im Falle eines zu groß gewa¨hlten Ungleichungssystems der Lo¨sungsalgo-
rithmus abgebrochen wurde. Da im gesamten Prozess jeweils die Vorbereitung der Daten in
Form der Erstellung der mps-Datei der zeitaufwa¨ndigste Schritt war, ha¨tte bei einem Pro-
grammabbruch aufgrund eines zu großen vorgegebenen Problems die vollsta¨ndige Input-Datei
neu geschrieben werden mu¨ssen, da das mps-Format das (Un-)Gleichungssystem spaltenweise
entha¨lt. Wa¨hrend die Lo¨sung des linearen Problems auf einem Großrechner der Universita¨t
Kiel stattfand, wurde die notwendige Eingabedatei auf einem lokalen Arbeitsplatzrechner
erstellt, dessen Hauptarbeitsspeicher 8 GB betrug. Da dieser zu klein war, um das gesam-
te Gleichungssystem dort zu speichern, musste es auf die Festplatte in Teilen ausgelagert
werden und in einem abschließenden Schritt zu einer Gesamtdatei zusammengefu¨gt werden.
Aufgrund dieser Tatsache, war dieser Prozess zeitlich langwierig. Die Gro¨ße der Eingabedatei
im mps-Format betrug 14 GB.
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4.6 Ergebnisse der Parameteroptimierung
4.6.1 Koeffizienten und Energien
Wie im vorherigen Abschnitt beschrieben, wurde die Parameteroptimierung mit insgesamt 48
nativen Proteinen (siehe Tab. 4.5) und zugeho¨rigen 705739 falschen Strukturen mit dem Pro-
gramm bpmpd durchgefu¨hrt. Da aufgrund der selbst durchgefu¨hrten Produktion der falschen
Strukturen von diesen eine gro¨ßere Anzahl zur Verfu¨gung stand als aufgrund der Hauptar-
beitsspeicherbeschra¨nkung des Programmes verwendet werden konnte, wurden fu¨r die erste
Parameteroptimierung die falschen Strukturen vollkommen zufa¨llig aus der Gesamtmenge al-
ler falschen Strukturen ausgewa¨hlt. Dies waren die verzerrten nativen Strukturen, die Struktu-
ren aus der Sequenzu¨bertragung und die falschen Strukturen des lkf2-Satzes (siehe Abschnitt
4.3.2). Die Konvergenzkriterien des bpmpd-Programmes wurden unvera¨ndert verwendet, so
dass eine Konvergenz bzw. ein Optimalpunkt bei Erfu¨llung der Bedingungen Gl. 4.66 gegeben
war.
Das Optimierungsprogramm zur Lo¨sung des linearen Problems wurde auf dem nec-sx8-
Großrechner der Universita¨t Kiel ausgefu¨hrt. Fu¨r die Optimierung der Parameter wurden in
jeder Iteration ca. 20 bis 30 Innere-Punkte-Schritte beno¨tigt, bis ein optimaler Punkt gefunden
wurde. Alle im iterativen Prozess erstellten lineare Probleme (siehe Seite 136) erwiesen sich
als lo¨sbar, woraus zuna¨chst gefolgert werden konnte, dass die angesetzten Potentialfunktio-
nen ausreichend waren, die gewa¨hlten falschen Strukturen von den nativen zu unterscheiden.
Insgesamt wurden vier Iterationen durchgefu¨hrt, wobei eine Iteration aus einer Paramete-
roptimierung, der globalen Geometrieoptimierung und dem Hinzufu¨gen der neuen falschen
Strukturen aus der Geometrieoptimierung zur Gesamtmenge aller falscher Strukturen be-
stand.
Die effektive Anzahl der neuen falschen Strukturen aus den ga-Optimierungsla¨ufen ließ sich
generell vor Beendigung der Programmausfu¨hrung nicht vorhersagen, da die Optimierung
mittels genetischen Algorithmen ein stochastischer Prozess ist. Ebenfalls konnte die reale
Laufzeit des Programms nicht vorhergesagt werden, da diese vom detaillierten Verlauf des
Algorithmus abhing. In dem in dieser Arbeit verwendeten Programm ist beispielsweise die lo-
kale Kraftfeldoptimierung der zeitaufwa¨ndigste Schritt, so dass die Gesamtlaufzeit stark von
der Anzahl an auszufu¨hrenden lokalen Optimierung mittels des Kraftfeldes und damit auch
von der beno¨tigten Anzahl an Schritten innerhalb der lokalen Optimierung bis zum Erreichen
des (numerischen) lokalen Minimums. Dies ha¨ngt davon ab, wie dicht die Anfangsstruktur
an einem lokalen Minimum liegt. Aus diesen Gru¨nden und aufgrund der Tatsache, dass nicht
alle nativen Proteine aufgrund der begrenzten computertechnischen Ressourcen gleichzeitig
bearbeitet werden konnten, wurde der Gesamtsatz an nativen Proteinen in kleinere Unter-
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gruppen unterteilt, die jeweils Proteine mit unterschiedlichen Gro¨ßen enthielten, wobei aber
die Gro¨ßenverteilung der Proteine nach Mo¨glichkeit so gewa¨hlt wurde, dass alle Gruppen eine
gleichma¨ßige Verteilung von kleinen zu großen Proteinen hin beinhalteten, um zu vermeiden,
dass beispielsweise eine Gruppe lediglich kleine Proteine enthielt, wa¨hrend eine andere rein
aus großen Proteinen bestand.
Der genetische Algorithmus wurde mit diesen Proteingruppen so durchlaufen, dass jeweils
eine Gruppen auf einem Prozessor seriell bearbeitet wurde. Wenn eine Gruppe beendet war,
indem alle der Gruppe zugeho¨rigen Proteine den ga durchlaufen hatten, wurde die Gruppe
neu gestartet. Es wurde zur Generierung der neuen falschen Strukturen somit keine bestimm-
te Anzahl an La¨ufen pro Gruppe festgelegt, sondern es wurde eine Gesamtzeit angesetzt, in
welcher die Gruppen gestartet wurden. Die Ha¨ufigkeit, mit der ein Protein den ga durchlief,
hing somit von der Gesamtrechenzeit der Gruppe ab, der es zugeho¨rte. Hiermit sollte erreicht
werden, dass die gro¨ßeren Proteine, deren globale Optimierung bei gleichen voreingestellten
Parametern fu¨r den genetischen Algorithmus, wie beispielsweise Anzahl an Generationen und
Individuen, wesentlich mehr Realzeit zur Berechnung beno¨tigt, eine mit den kleineren Prote-
inen vergleichbare Anzahl an ga-La¨ufen zugeordnet bekommen, um eine Unausgewogenheit
des resultierenden Strukturdatensatzes zu vermeiden. Dennoch konnte die Unausgewogenheit
nicht vermieden werden, da unter der Voraussetzung, dass fu¨r alle Proteinen die gleichen Pa-
rametern des ga gelten, bei langen Sequenzen (ca. 200 oder mehr Aminosa¨uren) sehr wenige
bis gar keine neuen falschen Strukturen gefunden wurden, was vermutlich darauf zuru¨ck-
zufu¨hren ist, dass bei diesen Proteingro¨ßen der ga mit den voreingestellten Parametern den
Konformationsraum der Proteine nur unzureichend abgesucht hat. Ein Indiz hierfu¨r war, dass
die finalen niedrigsten Energien in den entsprechenden La¨ufen ha¨ufig wesentlich gro¨ßer als
die der nativen Strukturen waren.
Die Anzahl an hinzukommenden falschen Strukturen aus der globalen Optimierung war in
jeder Parameterbestimmungsiteration und fu¨r jedes Protein aus den oben genannten Gru¨n-
den unterschiedlich. So kamen in den drei Iterationen 1389, 10891 und schließlich 2729 neue
Strukturen hinzu. Die gro¨ßere Anzahl von 10891 im Vergleich zu den anderen beiden Itera-
tionen ist darauf zuru¨ckzufu¨hren, dass bei dieser Iteration dem ga mehr Gesamtrechenzeit
zugeordnet wurde.
Im folgenden werden die Ergebnisse der Parameteroptimierung beschrieben, indem auf die
resultierenden Parameter und deren Einfluss auf die Gesamtenergie der nativen Proteine ein-
gegangen wird. Hierzu werden exemplarisch vier Proteine dargestellt, die aufgrund der unter-
schiedlichen Zusammensetzung der Sekunda¨rstruktur ausgewa¨hlt wurden und repra¨sentativ
fu¨r die Gesamtheit stehen. Hierbei handelt es sich um die Proteine 1a92(A), das gro¨ßten-
teils eine α-helicale Struktur besitzt, 1ifc mit einem großen Anteil an β-Faltblatt-Strukturen
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ohne Helices, 1dhn, das anna¨hernd gleiche Anteile an Helices und Faltbla¨ttern entha¨lt und
schließlich 1chd, welches ebenfalls ein gemischtes α/β-Protein ist, das aber zusa¨tzlich einen
erho¨hten Anteil an Windungen entha¨lt (siehe Tab. 4.5).
Die nach der Parameteroptimierung erhaltenen Energien E∗ fu¨r die nativen Proteine, die sich
nach
E∗ =
nc∑
i=1
ci · φi(X
∗) (4.79)
berechnen, sind fu¨r die vier oben erwa¨hnten Proteine in Abb. 4.31 dargestellt. In dieser sind
die Gesamtenergien der unterschiedlichen Funktionsklassen enthalten. Die Energien sind zum
direkten Vergleich der Beitra¨ge relativ zur Energie des Nahwechselwirkungsterms dargestellt,
welcher fu¨r die Darstellung auf den Wert -1 normiert wurde. Die Energien werden in Abha¨n-
gigkeit von der Iteration In der Parameteroptimierung dargestellt, wobei fu¨r die Berechnung
der Energien zu I0 die optimierten Parameter verwendet wurden, die auf Grundlage der drei
anfa¨nglich verwendeten Sa¨tze falscher Strukturen bestimmt wurden, ohne Erga¨nzung durch
falsche Strukturen aus der globalen Geometrieoptimierung. Die weiteren Iteration I>0 ver-
wenden Parameter, die jeweils nach Hinzufu¨gung der ga-optimierten Strukturen bestimmt
wurden.
Zusa¨tzlich ist in Abb. 4.31 der Mittelwert W (k) der Energie fu¨r jede Funktionsklasse k gezeigt,
der u¨ber alle nativen Proteine gemittelt wurde
W (k) =
1
nnat
nnat∑
p=1
E∗(k)p (4.80)
wobei nnat die Anzahl an nativen Proteinen (nnat = 48), E
∗(k)
p die Energie der Wechselwir-
kungsklasse k mit k ∈ {1, . . . , 5} fu¨r das p-te native Protein ist. k ist hierbei identisch mit
den Klassen ”Nahwechselwirkung”, ”Seitenkettenpotential” usw.
Es zeigte sich, dass alle Energiebeitra¨ge mit Ausnahme des Oberfla¨chenpotentials stets einen
stabilisierenden (negativen) Beitrag zur Gesamtenergie lieferten, wa¨hrend das Oberfla¨chenpo-
tential destabilisierend (positiv) eingeht. Dieses Verhalten beruht beim Oberfla¨chenpotential
auf dessen mathematischer Definition, welche nur positive Funktionswerte zula¨sst (siehe Ab-
schnitt 4.4.5), welches mit dem Ziel so implementiert wurde, den hydrophoben Effekt zu
simulieren und die Faltung zu kompakten Strukturen zu treiben, indem diese durch einen
niedrigeren Funktionswert gegenu¨ber den weniger kompakten Geometrien bevorzugt werden.
Der nach jeder Parameteriteration erhaltene destabilisierende Anteil dieser Funktion wird
aber stets durch die anderen Energiebeitra¨ge u¨berkompensiert, so dass die Gesamtenergie
der nativen Proteine negativ ist. Dies ist aber keine Voraussetzung fu¨r ein erfolgreiches Po-
tential zur Strukturvorhersage, da der Nullpunkt der Energieskala durch Hinzufu¨gung einer
Konstanten beliebig gewa¨hlt werden kann.
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Abbildung 4.31: Gesamtenergiebeitra¨ge der definierten Wechselwirkungsklassen relativ bezogen
auf die auf -1 normierte Nahwechselwirkungsenergie. U¨ber den Grafiken ist die jeweilige Parame-
teroptimierungsiteration In angegeben. Auf der Abszisse sind die Funktionstypen mit folgenden
Bedeutungen aufgetragen: BO = bindend bzw. Nahwechselwirkung, NB = nicht-bindend, SU =
Oberfla¨che, SS = Seitenketten und HB = Wasserstoffbru¨cken. Die unterste Grafik-Zeile entha¨lt
die u¨ber alle Proteine gemittelten Energiewerte (siehe Gl. 4.80).
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Bei den Funktionen, die zum Wasserstoffbru¨ckenpotential beitragen, ist die Situation a¨hnlich
dem Oberfla¨chenpotential, da diese per Definition nur rein negative Funktionswerte liefern
ko¨nnen (siehe Abschnitt 4.4.6).
Da in den nativen Strukturen die Absta¨nde der Cα-Atome und die inneren Produkte der Bin-
dungsvektoren, welche als Variablen in die Nahwechselwirkungsterme eingehen, im Bereich
ihrer ”natu¨rlichen”Werte sind, die u¨ber ihre statistische Verteilung zur Definition der Minima
der Potentiale verwendet wurden (siehe Abschnitt 4.4.2), ist die Summe der Nahwechselwir-
kungsterme ebenfalls negativ. Teilt man die Nahwechselwirkungsfunktionen in zwei Gruppen
auf, wobei die eine Gruppe nur Funktionen entha¨lt, die vom Abstand zwischen den Cα-
Atomen abha¨ngen (siehe Gl. 4.27 bis 4.30), wa¨hrend die andere Gruppe nur die Funktionen
entha¨lt, die vom inneren Produkt der Bindungsvektoren abha¨ngen (siehe Gl. 4.31 bis 4.34),
und anschließend die (absoluten) Energiebeitra¨ge vergleicht, so zeigt sich dass in allen Itera-
tionen der Beitrag der Abstandsfunktionen zur Gesamtenergie dieser Klasse einen Anteil von
ca. 70 % betra¨gt. Wa¨hrend der einzelnen Iterationen nahm dieser Anteil weiter zu, so dass
dieser von anfa¨nglichen 69 % in I0 zu 72 % in I3 anstieg. Diese Werte sind auf die gemittelten
Energien bezogen, die nach Gl. 4.80 erhalten wurden. Betrachtet man die u¨ber alle Proteine
gemittelten einzelnen Energiebeitra¨ge der Funktionen φ
(B)
1 bis φ
(B)
8 separat, welche analog zu
Gl. 4.80 hier fu¨r einzelne Klassen k bestimmt wurden, so zeigt sich, dass sich φ
(B)
2 u¨ber die Ite-
rationen hinweg zur dominierenden Funktion entwickelt, wa¨hrend die Funktionen φ
(B)
1 , φ
(B)
4 ,
φ
(B)
5 und φ
(B)
8 eher untergeordnete Rollen einnehmen, da deren Beitra¨ge zwei Gro¨ßenordnun-
gen kleiner sind als der Beitrag durch φ
(B)
2 (siehe Tab. 4.19). Die dominierende Funktion φ
(B)
2
beschreibt den Abstand zweier direkt benachbarter Cα-Atome und entha¨lt ein Minimum an
der Position einer trans-Cαi -C
α
i+1-Bindung. Weiterhin ist auffa¨llig, dass die Energiewerte der
Funktion φ
(B)
4 als einzige einen positiven Mittelwert aufweisen. Die Einzelenergien, die zum
Mittelwert von φ
(B)
4 in Tab. 4.19 fu¨hren, zeigen ein uneinheitliches Bild von positiven und
negativen Funktionswerten. Die positiven Werte beruhen auf der schon in Abschnitt 4.4.2 an-
gesprochenen Schwierigkeit, die Ha¨ufigkeitsverteilung der (i, i+2)-Abstandsverteilung (siehe
Abb. 4.19) fu¨r Absta¨nde > 6 A˚ entsprechend zu modellieren, da die Ha¨ufigkeitsverteilung
hier breiter und flacher verla¨uft. Die positiven Funktionswerte entstehen vornehmlich durch
Cαi -C
α
i+2-Absta¨nde, die in gestreckten Konformationen auftreten, im Bereich gro¨ßer als 7 A˚,
in welchem die Potentialfunktion repulsiv wird (vergleiche Abb. 4.22 b). Dieses ko¨nnte da-
durch korrigiert werden, dass entweder direkt eine entsprechende andere Potentialfunktion
gewa¨hlt wird, dessen Minimum ein entsprechend breiteres Einzugsgebiet besitzt, oder dass
a¨hnlich zu den nicht-bindenden Funktionen eine Linearkombination verschiedener Basisfunk-
tionen mit dem Ziel angesetzt wird, durch die Parameteroptimierung eine Linearkombination
zu erhalten, die die notwendige funktionale Form besitzt. Dieser zweite Ansatz wurde im
Laufe der Kraftfeldentwicklung getestet, indem lediglich diese Funktion als Linearkombinati-
on verschiedener anderer Basisfunktionen angesetzt wurde, wa¨hrend alle anderen Funktionen
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I φ
(B)
1 φ
(B)
2 φ
(B)
3 φ
(B)
4 φ
(B)
5 φ
(B)
6 φ
(B)
7 φ
(B)
8
0 -1.9·10−5 -7.6·10−4 -1.0·10−4 3.5·10−5 -5.5·10−5 -1.3·10−4 -1.7·10−4 -3.7·10−5
1 -3.0·10−5 -8.1·10−4 -1.5·10−4 3.8·10−5 -3.5·10−5 -1.6·10−4 -2.1·10−4 -4.8·10−5
2 -3.4·10−5 -1.7·10−3 -2.4·10−4 6.1·10−5 -5.7·10−5 -2.3·10−4 -4.0·10−4 -8.7·10−5
3 -2.7·10−5 -1.5·10−3 -2.1·10−4 6.3·10−5 -4.6·10−5 -2.1·10−4 -3.6·10−4 -6.9·10−5
Tabelle 4.19: Energiebeitra¨ge der Nahwechselwirkungsfunktionen φ
(B)
j gemittelt u¨ber alle Prote-
ine fu¨r die jeweilige Iterationen I. φ
(B)
1 bis φ
(B)
4 sind die abstandsabha¨ngigen Funktionen, wa¨hrend
φ
(B)
5 bis φ
(B)
8 von den inneren Produkten der Bindungsvektoren abha¨ngen.
und Konstanten unvera¨ndert blieben. Hier wurden Funktionen verwendet, die eine a¨hnliche
Form wie die nicht-bindenden Basisfunktionen besaßen (siehe Gl. 4.36), mit dem Unterschied
jedoch, dass diese fu¨r große Werte fu¨r rij repulsiv werden und fu¨r den Trennpunkt (siehe Abb.
4.22) zwischen den zusammengeho¨renden Nahwechselwirkungstermen gegen Null streben. Die
mit diesen Funktionen resultierenden linearen Probleme waren stets lo¨sbar. Die Linearkombi-
nationen zeigten jedoch keine Minimumstruktur, sondern zumeist nur ein Verhalten a¨hnlich
einer nach unten geo¨ffneten Halbparabel, so dass fu¨r die rij → 0 die Funktionswerte gegen
−∞ strebten, was prinzipiell zur reinen Erkennung von nativen Strukturen in einem gro¨ßeren
Satz falscher Strukturen weniger problematisch ist, wa¨hrend es dagegen aber in einer lokalen
Optimierung mit Gradienteninformationen, wie sie im genetischen Algorithmus angewendet
wurde, zur Folge hat, dass die Cα-Atome dissoziieren. Da dieses Problem auch nicht mit ei-
ner Beschra¨nkung bestimmter Funktionskoeffizienten wa¨hrend der linearen Optimierung auf
positive Werte behoben werden konnte, wurde die urspru¨ngliche Funktion verwendet.
Die nicht-bindenden Wechselwirkungen zentriert auf den Cα-Atomen zusammen mit den
nicht-bindenden Wechselwirkungen der Seitenketten tragen zu der gemittelten Energie (Abb.
4.31) in allen Iterationen ungefa¨hr den gleichen Anteil an stabilisierender Energie bei, der in
Summe in der Gro¨ßenordnung von ca. 2/3 der Energie der Nahwechselwirkungsterme liegt.
Diese Wechselwirkungen wurden in der Definition des Kraftfeldes als Linearkombination meh-
rerer Basisfunktionen angesetzt, um die Form des effektiven nicht-bindenden Potentials ohne
Voraussetzungen optimieren zu ko¨nnen (siehe Abschnitt 4.4.3). Hierzu wurden, um bestimm-
te Randbedingungen zu erfu¨llen, modifizierte Funktionen des Grundtyps 1/rkij angesetzt und
die Gewichtungskoeffizienten dieser Funktionen fu¨r unterschiedliche Werte des Exponenten k
bestimmt. Wie unter anderem aus Tab. 4.16 ersichtlich ist, fu¨hrt dies, die nicht-bindenden Po-
tentiale der Cα-Atome und die der Seitenketten zusammengenommen, zu insgesamt 2·36 = 72
Linearkombinationen, die jeweils fu¨r ein Aminosa¨urepaar spezifisch sind2. Jede Linearkom-
2Aus y Aminosa¨ureklassen lassen sich y
2+y
2
von der Reihenfolge in der Sequenz unabha¨ngige Aminosa¨ure-
Paare bilden. Fu¨r y = 8 ergeben sich somit 36 Paare.
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Abbildung 4.32: Beispielpotentiale der nicht-bindenden Wechselwirkungen zur Darstellungen der
unterschiedlichen resultierenden funktionellen Typen nach der Linearkombination der Basisfunk-
tionen. Die Titelzahlen ”(a, b) / c”der Grafiken geben das zugeho¨rige (codierte) Aminosa¨urepaar
a, b und die jeweilige Iteration c an.
bination setzt sich fu¨r die Wechselwirkungen zwischen den Cα-Atomen aus 6 bzw. zwischen
den Seitenketten aus 4 kombinierten Basisfunktionen zusammen. Die resultierenden funktio-
nalen Formen dieser Linearkombinationen variieren von Iteration zu Iteration abha¨ngig vom
betrachteten Aminosa¨urepaar unterschiedlich stark, wobei beispielsweise die Positionen der
Extrempunkte oder die Kru¨mmung der Funktion angepasst wird.
Im folgenden werden hierzu einige ausgewa¨hlte Linearkombination repra¨sentativ dargestellt.
Viele nicht-bindende Potentiale weisen sehr a¨hnliche funktionale Formen auf, so dass an dieser
Stelle auf die am ha¨ufigsten auftretenden Formen eingegangen wird. Die hierfu¨r verwendeten
Wechselwirkungen sind in Abb. 4.32 dargestellt. Die Ordinaten sind in dieser Abbildung nicht
skaliert, da diese Grafiken beispielhaft fu¨r verschiedene Potentiale mit unterschiedlichen Ge-
wichtungskoeffizienten stehen. Die in den Grafiken verwendeten codierten Aminosa¨ureklassen,
die jeweils mehreren Aminosa¨uren entsprechen ko¨nnen, sind in Tab. 4.8 aufgeschlu¨sselt.
Wie aus der Abb. 4.32 ersichtlich ist, enthalten die optimierten Linearkombinationen somit
Potentiale, die folgende Formen besitzen:
• Rein repulsiv (Abb. 4.32a). Hier durch das Aminosa¨urepaar (1,7) gegeben, das einer Wech-
selwirkung zwischen polaren und unpolaren Aminosa¨uren entspricht.
• Repulsive Potentiale, die Minima bzw. metastabile Zusta¨nde enthalten (in Abb. 4.32b). Das
Paar (2,4) entspricht z. B. einer Cystein-Histidin-Interaktion.
• Bindende Potentiale, die ein Minimum enthalten und bei kleinen Absta¨nden repulsiv wer-
den, a¨hnlich zu einem klassischen Lennard-Jones-Potential (Abb. 4.32c). Das Paar (5,7) ge-
ho¨rt zu einem Kontakt zwischen zwei polaren Aminosa¨uren.
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• Bindende Potentiale, die zwei Minima enthalten (Abb. 4.32d). Zwei ist die ho¨chste Anzahl
an Minima, die in den optimierten Funktionen beobachtet wurde. Typischerweise enthalten
diese Funktionen ein tiefliegendes Minimum bei kleineren Absta¨nden und ein etwas flache-
res Minimum bei gro¨ßeren Absta¨nden. Fu¨r einige Aminosa¨ureklassen liegen beide Minima so
dicht beieinander, dass das Potential in die Form Abb. 4.32c u¨bergeht. Zu der hier betrach-
teten Aminosa¨ureklasse 2 geho¨ren die Aminosa¨uren Cystein und Tyrosin.
• Vereinzelte Linearkombinationen fu¨hrten zu der Funktionsform wie sie in Abb. 4.32e ge-
zeigt ist. Hier strebt der Funktionswert fu¨r rij → 0 gegen −∞. Der Verlauf dieser Potentiale
zwischen den Randwerten kann stark unterschiedlich sein. Ein Teil dieser Potentiale la¨uft
von −∞ bei kleinem rij zum Funktionswert Null, ohne Extrempunkte im Zwischenbereich
aufzuweisen (quasi als Funktionstyp −1/r), wa¨hrend andere Formen mehrere Extremwerte
enthalten ko¨nnen, wie in Abb. 4.32e dargestellt. In der Parameteroptimierung wurde der Wer-
tebereich fu¨r die Koeffizienten der Linearkombinationen so festgelegt, dass die Basisfunktion,
die den gro¨ßten Exponenten fu¨r rkij besitzt, auf positive Werte beschra¨nkt wurde, um ein
repulsives Verhalten fu¨r rij → 0 zu erzeugen. Wenn aber durch die Parameteroptimierung
der zu dieser Funktion zugeho¨rige Koeffizient einen sehr kleinen Wert zugeordnet bekam,
konnten Potentiale mit dieser physikalisch falschen Form resultieren. Hierbei la¨sst sich fu¨r
diese Funktion vermuten, dass ein Minimum bei den entsprechenden kleinen Absta¨nden (z.
B. bei ca. 3 A˚ in Abb. 4.32e) die richtigere Form fu¨r dieses Potential wa¨re. Es existiert aber
auch die Mo¨glichkeit, dass die Koeffizienten so optimiert wurden, um andere Zwa¨nge auszu-
gleichen bzw. zu erfu¨llen. Beispielsweise ko¨nnte es in der Parameteroptimierung notwendig
sein, diese Funktion so zu wa¨hlen, um durch eine zusa¨tzliche stark negative Energie die Op-
timierungsnebenbedingungen Ed,p − E
∗
p > 0 zu erfu¨llen, wa¨hrend die Summe der anderen
Funktionen dazu nicht ausreichend war. Ebenso ko¨nnte ein Mangel an Informationen u¨ber
diesen Abstandsbereich dazu fu¨hren, dass das Potential eine falsche Form erha¨lt. Solche pro-
blematischen Funktionsverla¨ufe wurden auch von anderen Autoren publiziert, die ebenfalls
Parameter mittels eines linearen Programms gegen falsche Strukturen optimiert haben (siehe
z. B. [116]). Diese Art der Potentiale bereitet besonders auch in der globalen Optimierung
mittels des genetischen Algorithmus Probleme. Da die Gesamtenergie eines Proteins als Be-
wertungsfunktion verwendet wurde, fu¨hrte die Optimierung mit dem Kraftfeld, das diese Art
von Funktionen beinhaltete, zu Strukturen, in denen die nicht-bindenden Wechselwirkungen
aufgrund der stark negativen Energie bei kleinen Absta¨nden dominierten, welche um Gro¨ßen-
ordnungen gro¨ßer waren als die Summe der anderen Funktionen. Dies fu¨hrt zu verwickelten
Strukturen mit sehr eng benachbarten Cα-Atomen, die unrealistisch kurze nicht-bindende
Absta¨nde enthielten. Hierdurch blieben die Optimierungen in physikalisch falschen Minima
weit ab von der richtigen nativen Struktur ha¨ngen. Dieses Problem wurde im genetischen Al-
gorithmus umgegangen, indem zusa¨tzliche repulsive Potentiale eingefu¨hrt wurden. Die Details
hierzu sind in Abschnitt 4.7.3 beschrieben.
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Abbildung 4.33: Oberfla¨chenfunktionen der hydrophoben Aminosa¨uren in der jeweiligen
Parameter-Iteration In.
Wie in Abschnitt 4.4.5 dargelegt wurde, wurden fu¨r das Potential insgesamt sieben Amino-
sa¨uren bestimmt, die als hydrophobe Aminosa¨uren angesetzt wurden. Fu¨r diese Aminosa¨uren
wurde eine ”Straffunktion” definiert, die zu einer Minimierung der Oberfla¨che dieser Amino-
sa¨uren fu¨hren sollte, wodurch sie im inneren des Proteins eingelagert werden sollten. Hierzu
wurde ein Potenzreihenansatz der Form
φ(SU)(Ai) =
4∑
k=1
c
(SU)
k,si
Aki (4.81)
gemacht, wobei A die lo¨sungsmittelzuga¨ngliche Oberfla¨che fu¨r die i-te Aminosa¨ure und c
(SU)
k,si
die Koeffizienten sind. Der Wertebereich fu¨r die Koeffizienten c
(SU)
k,si
wurde zuna¨chst nicht
beschra¨nkt (also c
(SU)
k,si
∈ R), um die Bildung von Extrempunkten durch eine entsprechende
Linearkombinationen der Potenzfunktionen zu ermo¨glichen. Hierdurch wurden zuna¨chst wie
beabsichtigt einigen Koeffizienten in der Parameterbestimmung negative Werte zugeordnet
wurden, was jedoch fu¨r einige Aminosa¨uren dazu fu¨hrte, dass die Linearkombinationen Gl.
4.81 wie auch schon bei den nicht-bindenden Potentialen in einer Funktion resultierten, de-
ren Funktionswerte fu¨r große A gegen −∞ strebte, was fu¨r hydrophobe Reste eine falsche
Beschreibung bedeutet, da dies einer Bevorzugung einer maximal großen zuga¨nglichen Ober-
fla¨che bzw. maximalen Exposition zur Umgebung entspricht. In der globalen Optimierung
mittels des genetischen Algorithmus fu¨hrte dies zu langen entfalteten Ketten. Aus diesem
Grund wurden die Koeffizienten c
(SU)
k,si
in den folgenden Parameterbestimmungen auf positive
Werte beschra¨nkt (c
(SU)
k,si
∈ R≥0). Die Linearkombinationen mit diesen bestimmten Koeffizi-
enten erzeugten nach oben geo¨ffnete parabelfo¨rmige Funktionen unterschiedlicher Steigung
fu¨r die einzelnen Aminosa¨uren, die schließlich zu einer Tendenz fu¨r alle Aminosa¨uren fu¨hrte,
die Oberfla¨che zu minimieren, da die Minima aller Funktionen bei A = 0 lagen. Die Steigung
bzw. Kru¨mmung dieser Funktionen bestimmt wie ”tolerant” eine Aminosa¨ure gegenu¨ber einer
exponierten Oberfla¨che ist.
Die resultierenden Linearkombination fu¨r die sieben hydrophoben Aminosa¨uren Cystein, Iso-
leucin, Leucin, Phenylalanin, Tryptophan und Valin mit den Parametern aller Iterationen
sind in Abb. 4.33 dargestellt.
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Die Funktionen in dieser Abbildung sind zum besseren Vergleich der Funktionsverla¨ufe unter-
einander bis zu einer Oberfla¨che von 400 A˚2 gezeigt. Es sei an dieser Stelle darauf hingewiesen,
dass selbstversta¨ndlich die Aminosa¨uren eine begrenzte maximale Oberfla¨che besitzen, die im
Fall einer isolierten Aminosa¨ure erreicht werden kann (zusa¨tzlich abha¨ngig von der internen
Geometrie der Aminosa¨ure), die fu¨r die verwendeten Aminosa¨uren kleiner als die hier an-
gegebenen 400 A˚2 sind. Eine U¨bersicht, welche realen Oberfla¨chen in nativen Proteinen zu
erwarten sind, gibt Abb. 4.24.
Wie aus Abbildung 4.33 ersichtlich ist, unterscheiden sich die Potentialfunktionen der Ober-
fla¨chenfunktionen von der ersten bis zur letzten Iterationen nur in Details, indem sich die
Steigungen der Funktionen a¨ndern. Besonders fu¨r Methionin von I0 zu I1 ebenso wie fu¨r
Valin und Leucin von I2 zu I3 nimmt die Steigung im Vergleich zu den anderen Oberfla¨chen-
funktionen zu. Dies kann dahin gedeutet werden, dass fu¨r diese Aminosa¨uren solche falschen
neuen Strukturen aus der globalen Optimierung hinzugekommen sind, fu¨r die eine ho¨here Ge-
wichtung dieser Funktion die Unterscheidung zwischen den falschen und der nativen Struktur
verbessert, indem beispielsweise diese Aminosa¨ure eine im nativen Protein und in den falschen
Strukturen eine a¨hnlich dichte Umgebung besitzen, wodurch die kleineren Unterschiede einer
sta¨rkeren Betonung bedu¨rfen, was eine Skalierung der Funktionen notwendig macht.
Die letzte optimierte Funktionsklasse diente der Beschreibung der Wasserstoffbru¨cken zwi-
schen den Ru¨ckgrateinheiten der Aminosa¨uren. Hierfu¨r wurden drei Funktionen φ(HB) ange-
setzt, die den Abstand der virtuellen Zentren Z, die Projektion des Wasserstoffbru¨ckenvektors
auf die entsprechenden Bindungsvektoren und die Antiparallelita¨t zwischen zwei Wasserstoff-
bru¨cken modellieren sollten (siehe Abschnitt 4.4.6).
Die zugeho¨rigen Koeffizienten wurden unabha¨ngig von den an einer Wasserstoffbru¨cke betei-
ligten Aminosa¨uren gewa¨hlt, da zum einen davon ausgegangen wurde, dass alle Aminosa¨ure
ein a¨hnliche Tendenz besitzen, Wasserstoffbru¨cken auszubilden und zum anderen deswegen,
weil die Pra¨ferenzen, welche Aminosa¨uren zur Zusammenlagerung neigen und somit die Mo¨g-
lichkeit zur Ausbildung einer Wasserstoffbru¨cke bieten, u¨ber die nicht-bindenden und die
Seitenketten-Wechselwirkungen erfasst wurden. Aufgrund der speziellen Formulierungen der
Basisfunktionen zu diesen Wasserstoffbru¨cken-Wechselwirkungen wurden die Koeffizienten
fu¨r die Parameteroptimierung auf negative Werte beschra¨nkt.
Die nach Gl. 4.80 durchschnittliche Energien fu¨r ein Protein, welche diese drei Funktionen
einzeln beitragen, ist fu¨r jede Parameteroptimierungsiteration in Tab. 4.20 dargestellt. Diese
zeigt, dass die Wasserstoffbru¨ckenenergien in unterschiedlichen Gro¨ßenordnungen zur Gesam-
tenergie beitragen. Den dominantesten Beitrag liefert die abstandsabha¨ngige Funktion φ
(HB)
1 .
Die Funktion φ
(HB)
2 tra¨gt Energien bei, die bereits, abha¨ngig von der betrachteten Iteration
um zwei bis vier Gro¨ßenordnungen kleiner sind als die Energien der Funktion φ
(HB)
1 . Der
Beitrag der Funktion φ
(HB)
3 ist ebenfalls noch einmal um eine bis vier Gro¨ßenordnungen klei-
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I φ
(HB)
1 φ
(HB)
2 φ
(HB)
3
0 -7.482·10−4 -5.524·10−8 -8.382·10−10
1 -1.014·10−3 -1.878·10−7 -6.318·10−11
2 -5.676·10−4 -1.437·10−6 -1.746·10−8
3 -1.694·10−3 -1.645·10−7 -3.929·10−8
Tabelle 4.20: Gesamtenergien der einzelnen Wasserstoffbru¨cken-Basisfunktionen gemittelt u¨ber
alle verwendeten nativen Proteine in Abha¨ngigkeit von der Parameter-Iteration I.
ner. Somit besitzen φ
(HB)
2 und φ
(HB)
3 einen vernachla¨ssigbaren Einfluss auf die Gesamtenergie
eines Proteins.
Betrachtet man nun die relativen Beitra¨ge der eben beschriebenen Wechselwirkungsklassen
zur Gesamtenergie in Abha¨ngigkeit von den durchlaufenen Iterationen I (siehe Abb. 4.31),
so a¨ndern sich u¨ber die Iterationen die relativen Beitra¨ge der einzelnen Terme bis auf eine
Ausnahme nur in kleinem Maßstab. Grundsa¨tzlich tra¨gt auf der Seite der negativen Energien
der Nahwechselwirkungsterm am meisten Energie bei, gefolgt von den Wasserstoffbru¨ckenbin-
dungen, wa¨hrend die nicht-bindenden Wechselwirkungen zentriert auf den Cα-Atomen und
die nicht-bindenden Wechselwirkungen zentriert auf den Seitenketten zusammengenommen
in etwa einen a¨hnlich großen Beitrag liefern wie die Wasserstoffbru¨ckenbindungen.
Der Term der Wasserstoffbru¨ckenbindungen zeigt einen Sprung zur Iteration I2, in welcher
deren relativer Beitrag stark reduziert wird, so dass diese einen kleineren Wert als die nicht-
bindenden Wechselwirkungsterme beitragen. Zu I3 hingegen nimmt der relative Anteil dieses
Potentials wieder zu und erreicht das Niveau vor I2. Diese Sprung entsteht in den Parametern
durch einen weniger negativen Koeffizienten der Funktion φHB1 bei gleichzeitig sta¨rker negati-
ven Koeffizienten beispielsweise der Nahwechselwirkungsterme wie φBO3 (vergleiche Tab. 4.19
und 4.20). Ein mo¨glicher Grund hierfu¨r ko¨nnte darin liegen, dass im Sortierungsprozess der
falschen Strukturen fu¨r die Parameteroptimierung der folgenden Iteration ein oder mehre-
re Proteine hinzukommen, die eine im Vergleich zu den nativen Proteinen gro¨ßere Anzahl
an Wasserstoffbru¨ckenbindungen aufweisen, wodurch deren Beitrag and der Gesamtenergie
durch eine entsprechende Parameteranpassung reduziert werden musste, da diese falschen
Strukturen ansonsten energetisch gu¨nstiger wa¨ren, wodurch die Optimierungsnebenbedinun-
gen verletzt wa¨ren. Diese Strukturen kommen hinzu da vor der Parameteroptimierung alle
falschen Strukturen, mit Ausnahme der aus dem ga stammenden Proteine, anhand ihrer
Energie sortiert werden und nur die energetisch niedrigsten verwendet werden. Zu der Folgei-
teration I3 ko¨nnten diese Strukturen im Sortierungsprozess wieder entfernt worden sein.
Des weiteren zeigt sich im Verlauf der Iterationen, dass der Anteil der nicht-bindenden Wech-
selwirkungen zwischen den Cα-Atomen relativ zu den Nahwechselwirkungstermen abnimmt.
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So liegt deren Anteil in I0 bei ca. 40 % der Nahwechselwirkungsenergie und sinkt zu I3 auf
rund 20 %. Der Anteil der nicht-bindenden Energie zwischen den Seitenketten bleibt dagegen
bei ca. 40 % relativ konstant u¨ber alle Iterationen. Ebenso bleibt auch der relative Anteil der
Oberfla¨chenenergie anna¨hernd konstant.
Betrachtet man zusa¨tzlich noch die relativen Energien bezogen auf die Sekunda¨rstruktur-
merkmale anhand der fu¨r Abb. 4.31 verwendeten Proteinen, so zeigt sich hier ebenfalls ein
Zusammenhang, der besonders fu¨r das Protein 1a92(A) deutlich zu erkennen ist, bei welchem
der Anteil der nicht-bindenden Energie sowohl zwischen den Cα-Atomen als auch zwischen
den Seitenketten an der Gesamtenergie im Vergleich zu den anderen drei Termen vernachla¨s-
sigbar ist. Dies ist darin begru¨ndet, dass dieses Protein zwei Untereinheiten entha¨lt, die jeweils
in der α-helicalen Konformation vorliegen, die aber nur eine kleine gemeinsame Kontaktfla¨che
besitzen, wodurch die Seitenketten gegenu¨ber der Umgebung exponiert sind. Zusa¨tzlich sind
durch die ausgedehnte helicale Konformation die Seitenketten der in der Sequenz benachbar-
ten Aminosa¨uren ra¨umlich weit voneinander entfernt, wodurch insgesamt die nicht-bindenden
Wechselwirkungen zwischen den Seitenketten und zwischen den Cα-Atomen sehr gering sind.
Da in diesem Protein fast alle Aminosa¨uren an einer α-Helix beteiligt sind, ist der Beitrag
durch die Wasserstoffbru¨ckenbindungen so groß, dass diese den sonst dominierenden Nah-
wechselwirkungsterm u¨bersteigt (z. B. in I1 und I3). Die anderen drei Proteine 1ifc, 1dhn
und 1chd weisen dagegen nicht diese großen Unterschiede zwischen den Potentialfunktionen
auf, sondern besitzen dagegen die oben beschriebene Verteilung. Diese unterscheidet sich auch
zwischen diesen drei Proteinen nur in Details, so dass beispielsweise 1dhn eine anna¨hernd aus-
geglichene Verteilung zwischen den nicht-bindenden Funktionen zwischen den Cα-Atomen und
zwischen den Seitenketten besitzt, wa¨hrend in 1chd die Seitenkettenwechselwirkung gro¨ßer
ist. Dies la¨sst sich auch wieder mit der Struktur dieser Proteine erkla¨ren, da 1dhn eine große
β-Faltblattstruktur besitzt, deren Seitenketten direkt an die Umgebung angrenzen, wodurch
diese wenige Interaktionspartner besitzen. 1chd besitzt eine hiermit vergleichbare ausgedehn-
te Faltblattstruktur, die aber im Unterschied zu 1dhn im inneren des Proteins eingelagert
und von α-Helices umgeben ist, wodurch die Struktur insgesamt kompakter ist.
Weiterhin lassen sich die Energien zwischen den nativen und den falschen Strukturen verglei-
chen. Hierzu wurden die Energien aller falschen Proteine aus allen Struktursa¨tzen d berechnet
und die Differenzen der Energien ∆Ep,d zu dem zugeho¨rigen nativen Protein p bestimmt. Fu¨r
diese Differenzen wurde der Mittelwert µ(∆Ep,d) berechnet, indem u¨ber alle falschen Proteine
eines Satzes nach folgender Gleichung gemittelt wurde:
µ(∆Ep,d) =
1
νp,d
νp,d∑
i=1
Ep,d,i −E
∗
p (4.82)
wobei p die Nummer des nativen Proteins mit p ∈ {1, . . . , 48} und d die Klasse bzw. Satz
der falschen Strukturen ist. Es ist d ∈ {1, 2, 3, 4}, was identisch mit den Sa¨tzen ”Verzerrte
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Strukturen”, lkf2, ga-Strukturen und Proteine aus der Sequenzu¨bertragung ist. Weiterhin
ist νp,k die Gesamtanzahl an falschen Strukturen der Klasse k, Ep,d,i die Energie der i-ten
falschen Struktur und E∗p die Energie des nativen Proteins. Gl. 4.82 gibt den gemittelten
Gesamtenergieunterschied zwischen den Strukturen wieder. Dies la¨sst sich weiterhin in die
einzelnen Funktionsklassen k ∈ {1, . . . , 5} des Potentials aufschlu¨sseln, wobei Gl. 4.82 dann
u¨bergeht in
µ
(
∆E
(k)
p,d
)
=
1
νp,d
νp,d∑
i=1
E
(k)
p,d,i −E
∗(k)
p (4.83)
Die Potentialklassen k entsprechen hierbei Nahwechselwirkungen (BO), nicht-bindende Wech-
selswirkungen (NB), Oberfla¨chenpotential (SU), Seitenkettenwechselwirkungen (SS) und Was-
serstoffbru¨ckenbindungen (HB). Die Mittelwerte, die sich aus Gl. 4.83 ergeben, sind in Abb.
4.35 fu¨r die bereits fu¨r Abb. 4.31 verwendeten Proteine dargestellt. Positive Energien bedeu-
ten in dieser Darstellung, dass die falsche Struktur eine ho¨here (schlechtere) Energie besitzt
als die native. Wie aus dieser Abbildung ersichtlich ist, sind die durchschnittlichen Beitra¨ge,
die die Strukturen unterscheiden, abha¨ngig sowohl vom betrachteten Protein als auch von
der Klasse der falschen Strukturen, so dass es keinen generell dominanten Term gibt, der alle
Strukturen gleichermaßen unterscheidet.
Betrachtet man zuna¨chst die Klasse der verzerrten Strukturen, so ist fu¨r diese der Term
der Wasserstoffbru¨ckenbindungen entscheident. Dies la¨sst sich dadurch erkla¨ren, dass die
falschen Strukturen so erzeugt wurden, dass zufa¨llig gewa¨hlte Cα-Atome um eine Achse ro-
tiert wurden, die durch das in der Sequenz vorangehende und folgende Cα-Atom definiert
war. Hierdurch a¨nderte sich ebenfalls dich Position der Zentren Z zwischen den Cα-Atomen,
die zur Ausbildung von Wasserstoffbru¨ckenbindungen dienen. Durch eine A¨nderung der Posi-
tion der Zentren Z a¨ndern sich entsprechend die Absta¨nde zu den anderne Zentren sowie die
Orientierungen zueinander. Da Wasserstoffbru¨cken im gewa¨hlten Modell nur berechnet wer-
den, wenn die Zentren zueinander bestimmte Abstands- und Winkelkriterien erfu¨llen, kann
die Verzerrung leicht zu einem Bruch einer Wasserbru¨cke fu¨hren, woraus sich die gro¨ßeren
Energieunterschiede ergeben. Gefolgt wird dieser Energieunterschied der Wasserstoffbru¨cken-
bindungen von den Seitenketten-Wechselwirkungen. Zuna¨chst ist hier bemerkenswert, dass
der Unterschied in den Seitenketten-Wechselwirkungen wesentlich gro¨ßer als der Unterschied
in nicht-bindenden Cα-Wechselwirkungen (φ(NB)) ist. Dies ergibt sich zum einen dadurch,
dass die Seitenkette des rotierten Cα-Atoms am weitesten vom Rotationszentrum entfernt,
wodurch die Positionsa¨nderung der Seitenketten am gro¨ßten und zum anderen dadurch, dass
bei A¨nderung der Position des i-ten Cα-Atoms auch die Seitenketten der Aminosa¨uren i− 1
und i + 1 vera¨ndert werden, wodurch insgesamt drei Seitenketten neu gesetzt werden. Als
drittgro¨ßter Term dient bei der Unterscheidung die Nahwechselwirkungen, wobei hier eben-
falls zu beachten ist, dass die Rotation eines Cα-Atoms zu einer A¨nderung von bis zu sechs
Nahwechselwirkungstermen fu¨hren kann (φ
(B)
3 bis φ
(B)
8 ).
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Betrachtet man als na¨chstes den lkf2-Daten-
Abbildung 4.34: Native Struktur des Pro-
teins 1dhn in der Cartoon-Darstellung.
satz, so ist fu¨r diesen das Wasserstoffbru¨cken-
potential in der Utnerscheidung der Strukturen
ebenfalls sehr wichtig, was wieder auf eine unter-
schiedliche Gesamtanzahl an Wasserstoffbru¨cken
und/oder auf unterschiedlich gut orientierte Zen-
trenverbindungsvektoren zuru¨ckzufu¨hren ist. Bei
den anderen Termen zeigt sich kein einheitliches
Bild. So ist fu¨r 1a92(A) die Nahwechselwirkun-
gen fu¨r die Unterscheidung noch wichtig, weil die
native Struktur von 1a92(A) fast ausschließlich
in der helicalen Konformation vorliegt, welche
als Minimum fu¨r die unterschiedlichen Potenti-
alfunktionen definiert wurde, wodurch andere Konformationen, die beispielsweise Zufallsgeo-
metrien (random coil) oder Windungen enthalten, die nicht im Bereich des Minimums liegen,
zu schlechteren Nahwechselwirkungsenergien fu¨hren. Bei dem Protein 1dhn sind zudem hier
die Unterschiede in den nicht-bindenden Wechselwirkungen zwischen den Cα-Atomen mar-
kant. Zum Versta¨ndnis muss die Struktur des Proteins na¨her betrachtet werden. Die native
Struktur besteht aus einer Mischung von α- und β-Konformationen, wobei der Zentralteil der
Struktur daraus besteht, dass zwei α-Helices mit vier β-Faltbla¨ttern eine kompakte Gesamt-
einheit bilden (siehe Abb. 4.34). Der große energetische Unterschied ist auf einige bestimmte
Wechselwirkungen zwischen Cα-Atomen zuru¨ckzufu¨hren, die ausschließlich in der ausgedehn-
ten β-Struktur des Proteins liegen, wobei es sich um ra¨umlich direkt-benachbarte Cα-Atome
handelt, die aber in der Sequenz weit voneinander entfernt sind, so zum Beispiel die Paarungen
der Reste (16, 70), (31, 98) und (35, 94). Diese Wechselwirkungen fehlen ganz oder teilweise
in den lkf2-Strukturen, indem diese Paarungen dort entweder sehr weit voneinander entfernt
sind oder nicht den ”optimalen” Abstand zwischen zwei Stra¨ngen mit β-Konformation besit-
zen. Hieraus kann gefolgert werden, dass fu¨r dieses Protein, a¨hnlich deutlich wie bei 1a92(A),
das eine reine α-helicale Konformation besitzt, die Strukturunterscheidung, neben der abwei-
chenden Anzahl an Wasserstoffbru¨cken, auf die richtige Zuordnung der entsprechenden Reste
zu einer β-Konformation zuru¨ckzufu¨hren ist.
Vergleicht man weiterhin die Energiebeitra¨ge zur Unterscheidung fu¨r die falschen Strukturen,
die aus dem genetischen Algorithmus stammen, so zeigt sich bei diesen, dass, mit Ausnahme
der helicalen Struktur des Proteins 1a92(A), die anderen Proteine anhand der schlechteren
Nahwechselwirkungen unterschieden werden. Die schlechtere Nahwechselwirkugnsnergie in
diesen Strukturen resultiert aus Geometrien, in denen der Cαi−1-C
α
i -C
α
i+1-Winkel sehr groß
wird, wodurch der Cαi−1-C
α
i+1-Abstand sehr groß wird (> 7 A˚) und dadurch in den repulsiven
Teil des entsprechenden Nahwechselterms liegt. Dies ist ein Effekt, der daraus resultiert, dass
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in den spa¨teren Generationen des genetischen Algorithmus die Geometrien der Proteine kom-
pakter werden, worduch die nicht-bindenden Wechselwirkungen wichtiger werden, was dazu
fu¨hren, dass eine Geometrie mit lokal schlechteren Nahwchselwirkungstermen durch gu¨nstige-
re nicht-bindende Wechselwirkungen kompensiert wird. Hierbei mu¨ssen alle Terme wie auch
die nicht-bindenden Potentiale zwischen den Seitenketten und das Oberfla¨chenpotential mit-
beru¨cksichtigt werden (Siehe hierzu auch Abschnitt 4.8.2). Weiterhin ist an dieser Stelle zu
beachten, dass die gezeigten Grafiken auf Parametern basieren, die nach der Generierung der
verwendeten ga-Strukturen erhalten, so dass die gezeigten Energien darauf optimiert wur-
den, sich von den nativen zu unterscheiden, wa¨hrend dagegen dieselben Strukturen in den
ga-La¨ufen insgesamt energetisch niedriger (besser) als die nativen Strukturen waren. Wa¨ren
sie nicht energetisch niederiger gewesen, wa¨ren sie nicht zur Parameteroptimierung herange-
zogen worden.
Die letzte zu betrachtende Strukturklasse entha¨lt die aus der Sequenzu¨bertragung erhaltenen
falschen Geometrien. Hier ist zuna¨chst auffa¨llig, dass sich das Muster der Energiedifferenzen
beim Protein 1a92(A) von der anderen drei betrachteten Proteinen unterscheidet, die sehr
a¨hnliche Differezen aufweisen. Bemerkenswert ist hierbei, dass zu erwarten gewesen wa¨re,
dass eine Unterscheidung auch anhand der nicht-bindenden Wechselwirkung sowohl der Cα-
Atome als auch der Seitenketten stattfinden mu¨sste, da diese in 1a92(A) aufgrund der fast
durchga¨ngigen α-helicalen Struktur nur eine untergeordente Rolle spielen, da es nur eine ge-
ringe Beru¨hrungsfla¨che zwischen unterschiedlichen Proteinsegmenten gibt. U¨bertra¨gt man die
Sequenz auf andersartig aber kompakt gefaltete native Strukturen, so sind fu¨r diese Terme
gro¨ßere Wechselwirkungsenergien zu erwarten. Die Grafik 4.35 zeigt jedoch nur eine im Ver-
gleich zu den Nahwechselwirkungen und den Wasserstoffbru¨ckenbindungen geringe Differenz
der nicht-bindenden Wechselwirkungen. Durch eine Analyse der Energiebeitra¨ge der durch
Sequenzu¨bertragung erhaltenen Strukturen wurde dies auf eine doppelte Kompensation an
Energien zuru¨ckgefu¨hrt. Die Sequenz von 1a92(A) ist reich an hydrophilen Aminosa¨uren.
Mehr als 2/3 aller Aminosa¨uren sind dieser Klasse zuzuordnen. Nicht-bindende Wechselwir-
kungen zwischen diesen Aminosa¨uren sind ha¨ufig mit einem repulsiven Potential verbunden.
Durch die kompakte Faltung der verwendeten Datenbank-Proteine fu¨hrt dies, bei bestimm-
ten Strukturen, zu einer großen repulsiven (positiven) nicht-bindenden Energie, sowohl zwi-
schen den Seitenketten als auch zwischen den Cα-Atomen. Dies kann dazu fu¨hren, dass die
gesamte nicht-bindende Energie sich zu Null mittelt, was dem ersten hier erwa¨hnten Kom-
pensationseffekt entspricht, oder dass diese Energie sogar positiv ist. Viele der Strukturen aus
der Sequenzu¨bertragung besitzen aber tatsa¨chlich eine sehr große stabilisierende (negative)
nicht-bindende Energie. Neben diesen finden sich weniger ha¨ufig Proteine, die eine sehr stark
destabilisierende (positive) nicht-bindende Energie besitzen, die aus den erwa¨hnten ungu¨n-
sten kurzen Absta¨nden der hydrophilen Aminosa¨uren resultiert. Diese kann so groß sein, dass
sie die negativen Energien fu¨r die Mittelwertbildung (siehe Gl. 4.83) zu Grafik 4.35 zu einem
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sehr kleinen Gesamtwert kompensieren (zweiter oben erwa¨hnter Effekt). Neben diesen bei-
den Kompensationseffekten ist fu¨r das Protein 1a92(A) weiterhin zu beachten, dass nahezu
die maximal mo¨gliche Anzahl an Wasserstoffbru¨cken ausgebildet ist, wodurch dieser Term
bei der Unterscheidung sehr dominant ist. Die Energie des Wasserstoffbru¨ckenpotentials ist
in der nativen Struktur vergleichen mit den falschen Strukturen um bis zu zwei Gro¨ßenord-
nungen energetisch gu¨nstiger als die nicht-bindenden Wechselwirkungen. Die anderen drei
aufgefu¨hrten Proteine zeigen im Vergleich mit 1a92(A) ein anderes Muster bei der Unter-
scheidung. Zuna¨chst ist fu¨r diese Proteine die Nahwechselwirkungen weniger entscheident, da
native Strukturen verwendet werden, die nah an den Idealwerten fu¨r die bekannten Sekunda¨r-
strukturen liegen. Besonders wichtig sind bei der Unterscheidung die Seitenketten-Potentiale.
Dies beruht auf der Methode der Erzeugung dieser Strukturen. Da die Sequenz der originalen
Datenbank-Proteine mit den Sequenzen des gewa¨hlten top500h-Datensatzes u¨berschrieben
wurden, konnten die urspru¨nglichen Datenbank-Seitenketten-Positionen nicht mitverwendet
werden. Daher war es no¨tig, diese neu zu positionieren (siehe Abschnitt 4.3.2). Da hierfu¨r
aber mit Ausnahme der erlaubten Minimalabsta¨nde zwischen den Seitenketten und zu den
Cα-Atomen keine externen Informationen wie beispielsweise eine anderes Kraftfeld verwendet
wurde, wurden die Strukturen nicht relaxiert, so dass die Seitenketten nicht die energetisch
gu¨nstigste Position einnehmen konnten. Hierdurch sind destabilisierende Wechselwirkungen
mo¨glich. Ebenso sind bei dieser Strukturklasse, abgesehen von Wasserstoffbru¨ckenbindungen,
auch die nicht-bindenden Potentiale zwischen den Cα-Atomen relevant, die wie schon bei
1a92(A) beschrieben aus ungu¨nstigen engen Packungen zwischen Cα-Atomen mit repulsiven
Potentialen oder aus auch aus dem Fehlen einer entsprechenden Wechselwirkungsumgebung
durch Auslassen der Sequenz (siehe Abschnitt 4.3.2) fu¨r ein Cα-Atom resultieren ko¨nnen.
Insgesamt zeigt sich, dass zur Unterscheidung der falschen von den nativen Strukturen weder
lediglich ein Potential-Term noch ein wiederkehrendes Muster von mehreren Termen generell
auftritt, sondern dass die Unterscheidungsterme stark von der Struktur des nativen Proteins
und von der Methode zur Erzeugung der falschen Strukturen abha¨ngt, wobei sich innerhalb
einer Klasse von falschen Strukturen a¨hnliche Energiemuster ergeben.
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Verzerrung lkf2 Genetischer Sequenz-
Algorithmus U¨bertragung
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Abbildung 4.35: Vergleich der Energien zwischen falschen und nativen Strukturen. µ(∆Ep,l,k)
ist die u¨ber alle falschen Strukturen eines Datensatzes k gemittelte Energiedifferenz zur nativen
Struktur p basierend auf den Parametern der Iteration I3 (siehe Gl. 4.83). Auf der Ordinate sind die
Funktionsklassen aufgetragen, mit BO = bindend bzw. Nahwechselwirkung, NB = nicht-bindend,
SU = Oberfla¨chenpotential, SS = Seitenkettenpotential, HB = Wasserstoffbru¨ckenbindungen.
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4.6.2 Erkennungstest
Potentialfunktionen fu¨r die ab-initio-Proteinfaltung werden mit dem Ziel erstellt, durch die
in der Funktion und dem Modell enthaltenen Informationen Vorschla¨ge fu¨r die native Struk-
tur einer unbekannten Sequenz zu erhalten bzw. um die Faltung bekannter Sequenzen besser
verstehen zu ko¨nnen. Dazu wird die gewa¨hlte Potentialfunktion bzw. die in ihr enthalte-
nen Parameter anhand eines bestimmten ausgewa¨hlten Proteinstruktursatzes optimiert, was
auch als ”Training” bezeichnet wird. Bevor eine Potentialfunktion zur Strukturvorhersage
verwendet werden kann, muss sie an bekannten Proteinen getestet werden. Das Ziel einer
Potentialkonstruktion zur Faltungsvorhersage ist bekanntlich, dem nativen Zustand einen
ausgezeichneten Funktionswert des Potentials zuzuordnen, was in der Regel einem tiefen und
im Idealfall dem globalen Minimum der Funktion entspricht, wa¨hrend alle anderen Struk-
turen, die eine gewisse geometrische Distanz zum nativen Zustand besitzen, einen ho¨heren
Funktionswert einnehmen. Eine hierzu ha¨ufig angewendete Prozedur ist zu pru¨fen, inwieweit
das gegebene Potential in der Lage ist, in einem großen Satz an mo¨glichen Alternativstruktu-
ren das native Protein zu identifizieren, wobei dieser Testsatz generell keine Proteine entha¨lt,
die bereits im Optimierungssatz (”Trainingssatz”) enthalten waren. Dazu werden alle gege-
benen Strukturen zu einer Testsequenz anhand ihrer Funktionswerte des Potentials sortiert
und der Rang (Platz) der nativen Struktur in der Gesamtreihenfolge bestimmt. Dies wird in
der Literatur als ranking bezeichnet. Hierdurch erha¨lt man Informationen daru¨ber, ob das
Potential im durch die alternativen Strukturen abgedeckten Konformationsraum die richtigen
Vorhersagen liefert.
Im Idealfall ordnet somit ein Potential allen nativen Strukturen den ersten bzw. letzten Rang
zu, in Abha¨ngigkeit von der Definition des Sortierungsschemas, wobei in der Literatur prak-
tisch ausschließlich die energiea¨rmste Struktur den ersten Rang erha¨lt. Neben dieser einfachen
Aufstellung der Reihenfolge von Strukturen, wird in der Regel auch der Z-Wert (siehe Gl.
4.48) dieser Reihenfolge angegeben, der ein statistisches Merkmal einer Verteilung ist, und
Informationen daru¨ber entha¨lt, ob die Identifizierung der nativen Struktur statistisch signifi-
kant ist oder ob eine zufa¨llige Zuordnung zu einem a¨hnlichen Ergebnis fu¨hren wu¨rde. Dieser
Wert entha¨lt zusa¨tzlich Informationen daru¨ber, inwieweit die native Struktur und die Al-
ternativstrukturen energetisch voneinander getrennt sind, da es fu¨r eine Strukturvorhersage
wichtig ist, ob der native Zustand energetisch so weit von den anderen Geometrien getrennt
ist, dass eine Identifizierung mo¨glich ist, oder ob sehr viele energetisch a¨hnliche Strukturen
existieren, die im ungu¨nstigsten Fall auch im wesentlichen voneinander abweichende Geome-
trien besitzen. Fu¨r diese Untersuchung der Qualita¨t der Potentialfunktionen werden in der
Regel bereits bekannte publizierte Sa¨tze falscher Strukturen verwendet (siehe zur U¨bersicht
Tab. 4.6), wobei viele Autoren meist nur eine kleine Auswahl aller Sa¨tze verwenden und aus
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bestimmten Gru¨nden teilweise auch einzelne Proteine aus den verwendeten Sa¨tzen entfernen,
weil diese zum Beispiel entweder fu¨r das gewa¨hlte Proteinmodell problematisch wa¨ren oder
weil diese ungewo¨hnliche oder fehlerhafte native Strukturen besitzen.
Zum Testen des in dieser Arbeit entwickelten Potentials wurden vier verschiedene Struk-
tursa¨tze verwendet. Es handelt sich hierbei um die Datensa¨tze Rosetta, Lmds, Lattice ssfit
und 4state reduced. Der Rosetta-Satz wurde ausgewa¨hlt, da er mit 56 Proteinen und ca. 1000
falschen Strukturen je Protein-Sequenz eine sehr große Anzahl an Vergleichsgeometrien bereit-
stellt, die durch Neuanordnung von bekannten Strukturelementen aus Datenbank-Proteinen
generiert und im Anschluss durch ein Simulated-annealing-Verfahren relaxiert wurden, wo-
durch die Strukturen kompakte und nativ-a¨hnliche Geometrien besitzen. Dieser Satz wird
hier dazu verwendet, die Rangbestimmung und die erhaltenen Z-Werte in Abha¨ngigkeit von
der Parameteroptimierungsiteration zu betrachten, und zusa¨tzlich zu zeigen, wodurch be-
stimmte native Proteine richtig erkannt wurden und wodurch andere native Proteine falsch
bestimmt wurden. Neben diesem Satz wurden auch die Datensa¨tze Lmds, Lattice ssfit und
4state reduced verwendet. Diese sind sowohl von der Anzahl an Proteinsequenzen wie auch
von der Gesamtanzahl an falschen Strukturen kleiner als der Rosetta-Satz (vergleiche Tab.
4.6). Diese Struktursa¨tze wurden verwendet, um die Ergebnisse direkt mit anderen publizier-
ten Literatur-Ergebnissen zu vergleichen. Im folgenden werden zuna¨chst die Ergebnisse des
Rosetta-Satzes diskutiert und im Anschluss daran der Vergleich mit den anderen Datensa¨tzen.
Zur Berechnung der Reihenfolge (ranking) der Strukturen und der Z-Werte war es no¨tig, den
Funktionswert des Potentials zu jeder gegebenen Struktur zu berechnen.
Bevor auf die Ergebnisse eingegangen wird, mu¨ssen an dieser Stelle zuna¨chst einige Hinweise
darauf gegeben werden, wie die Test-Datensa¨tze verwendet wurden, da einige der enthal-
tenen Proteine fu¨r das in dieser Arbeit gewa¨hlte Modell und Potential ungeeignet waren.
Diese, im Anschluss aufgefu¨hrten Punkte, gelten fu¨r alle im folgenden besprochenen Struktur-
Datensa¨tze:
• Es wurden aus den Datensa¨tzen Rosetta, Lmds, Lattice ssfit und 4state reduced keine Pro-
teine verwendet, die im Parameteroptimierungssatz enthalten waren.
• Einige Proteine der Test-Datensa¨tze enthielten Disulfidbru¨cken zwischen zwei Cystein-
Seitenketten, was im hier gewa¨hlten Proteinmodell nicht miterfasst wurde, da keine entspre-
chenden Funktionen implementiert waren. Bei diesen Proteinen wurde so verfahren, dass die
nicht-bindenden Wechselwirkungen zwischen den Disulfidbru¨ckenpartnern, sowohl zwischen
den Cα-Atomen als auch zwischen den Seitenketten, aus der Potentialberechnung herausge-
nommen wurden. Alle anderen Wechselwirkungen wurden regula¨r berechnet. Hierbei wurde
die Annahme getroffen, dass diese stabilisierende (bindende) Wechselwirkung fu¨r alle Prote-
ine zu einer Sequenz ungefa¨hr gleich groß ist bzw. dass die Anzahl an Disulfidbru¨cken in den
156
4.6 Ergebnisse der Parameteroptimierung
falschen und in den nativen Strukturen gleich ist.
• Die aus den top500h-Datenbank-Strukturen ermittelten ku¨rzesten Absta¨nde zwischen den
Wechselwirkungszentren zur Definition der repulsiven Potentiale fu¨r die Faltung mittels des
genetischen Algorithmus wurden bei der Energieberechnung nicht verwendet, um Situatio-
nen zu vermeiden, in welcher native Proteine der Testsa¨tze Absta¨nde enthielten, die ku¨rzer
als die Minimalabsta¨nde des top500h-Satzes sind. Dies ha¨tte zur Folge, dass diese nativen
Strukturen eine zusa¨tzliche destabilisierende Wechselwirkung enthalten wu¨rden, die in der
realen Energiefla¨che des Proteins nicht enthalten ist und lediglich auf den unvollsta¨ndigen
und begrenzten statistischen Informationen des top500h-Satzes beruht.
• Eine große Anzahl an nativen Proteinstrukturen wurde mittels nmr-Spektroskopie be-
stimmt, so dass fu¨r diese gewo¨hnlich mehrere alternative Modelle existieren, deren Geometrien
sich nicht unerheblich voneinander unterscheiden. Da alle diese Modelle zu den experimentel-
len Daten passen, ist es unklar, welches Modell die reale Struktur am besten na¨hert und als
Vergleich mit den falschen Strukturen verwendet werden sollte. In diesem Fall wurde jeweils
die erste Struktur einer pdb-Datenbank-Datei verwendet.
• Einige Testsatz-Strukturen enthielten Fremdatome oder Fremdmoleku¨le. Beispielsweise wa-
ren einige Proteinstrukturen wa¨hrend der Bindung des Proteins an einen dna-Strang be-
stimmt worden oder sie enthielten Metallionen wie Zink oder Eisen. Da das gewa¨hlte Modell
und Potential fu¨r solche Systeme nicht ausgelegt war, wurden die Wechselwirkungen mit den
Fremdatomen und -moleku¨len ignoriert und nur die proteininterne Energie bestimmt.
• Einige falsche Strukturen enthielten Unterbrechungen im Ru¨ckgrat. Diese wurden u¨ber
einen Cαi -C
α
i+1-Abstand > 4.5 A˚ definiert. Eine Kettenunterbrechung hat zur Folge, dass die
Nahwechselwirkungsterme, die von den Cα-Absta¨nden abha¨ngen, aufgrund des zu langen Ab-
stands eine sehr große destabilisierende Energie beitragen. Daher wurde in einem solchen Fall
nur der Teil des Proteins bis zur Unterbrechung zur Potentialauswertung verwendet. Andere
Proteine enthielten von vornherein eine von der nativen Struktur abweichende Anzahl an
Aminosa¨uren. Hierbei wurde bei der Berechnung des Potentials nur der zwischen dem nati-
ven Protein und den falschen Strukturen gemeinsame Teil der Sequenz beru¨cksichtigt. Beide
Situationen ko¨nnen in den schlechtesten Fa¨llen nur als Scha¨tzung fu¨r die echte Energie gelten,
da durch das Auslassen von Aminosa¨uren ein großer Einfluss auf die proteininterne Stabilisie-
rung ausgeu¨bt werden kann, indem beispielsweise eine neuen Grenzfla¨che zur Umgebung von
sonst eingelagerten hydrophoben Seitenketten erzeugt wird oder indem Partner von Wasser-
stoffbru¨ckenbindungen entfernt werden. Beide Arten der Sequenzverku¨rzung traten bei den
falschen Strukturen am Ende bzw. am Anfang der Sequenz auf, so dass beispielsweise lediglich
die letzten beiden Aminosa¨ure ausgelassen (siehe z. B. Protein 4rxn weiter unten). Es trat
kein Fall auf, in welchem wesentliche Teile des Protein wegfielen.
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Rangfolge im Rosetta-Datensatz
Die Berechnung der Reihenfolge und die Z-Werte erfolgte in Abha¨ngigkeit von der Parame-
teriteration n (mit n ∈ {0, 1, 2, 3}). Die Ergebnisse hierfu¨r fu¨r den Rosetta-Struktursatz sind
in Tab. 4.22 angegeben, wobei Rn der Rang nativen Struktur unter allen falschen Strukturen
und der Z-Wert Zn angegeben sind. Zusa¨tzlich sind Informationen u¨ber die Sekunda¨rstruktur-
Zusammensetzung des nativen Proteins, die experimentelle Methode zur Strukturaufkla¨rung
und das Verha¨ltnis A¯p,d der gesamten lo¨sungsmittelzuga¨nglichen Oberfla¨che von falscher zu
nativer Struktur enthalten, die sich aus
A¯p,d =
µ
(
Ap,d
)
A∗p
(4.84)
ergibt, wobei µ
(
Ap,d
)
der Mittelwert der lo¨sungsmittelzuga¨nglichen Oberfla¨chen Ap,d fu¨r alle
falschen Strukturen des Datensatzes d (hier identisch mit dem Rosetta-Satz) zu einer Sequenz
bzw. zu einem nativen Protein p ist, welches eine Oberfla¨che von A∗p besitzt. Der Oberfla¨-
chenmittelwert fu¨r die falschen Strukturen berechnet sich nach:
µ
(
Ap,d
)
=
1
νp,d
νp,d∑
i=1
Ap,d,i (4.85)
Hier ist νp,d die Gesamtanzahl an falschen Strukturen zum Protein p im Rosetta-Struktursatz
und Ap,d,i die absolute Oberfla¨che (in A˚
2) der i-ten falschen Struktur. Das Verha¨ltnis A¯p,d
dient hier als Maß fu¨r die relative Kompaktheit der Strukturen, wobei fu¨r A¯p,d > 1 im Mittel
die falschen Strukturen weniger kompakt als die native Struktur sind bzw. deren mittlere
Oberfla¨che um den Faktor A¯p,d gro¨ßer als die der nativen Struktur sind. Dieser Unterschied
kann als Maß fu¨r die Kompaktheit verwendet werden, da die Sequenzen der falschen und
der nativen Strukturen identisch sind, wodurch die unterschiedlichen Oberfla¨chen nur durch
verschiedene Geometrien, aber nicht beispielsweise durch eine andere Zusammensetzung der
Seitenketten entstehen kann. Die zur Berechnung verwendeten Oberfla¨chen wurden mittels
der statistischen Na¨herung bestimmt, die in Abschnitt 4.4.5 dargestellt wurde.
Das in der Tab. 4.22 aufgefu¨hrte Ergebnis zeigt, dass fu¨r ca. 33 der 53 Proteine (ca. 57 %)
die native Struktur richtig erkannt wurde, indem dieser die niedrigste Energie zugeordnet
wurde. Fu¨r weitere drei Proteine (insgesamt 68 %) ist der native Zustand unter den zehn
niedrigsten Strukturen. Daneben zeigen sich besonders fu¨r sechs Proteine große Probleme,
den nativen Zustand richtig zuzuordnen, so dass bei diesen das native Protein auf Platz 600
bis 1000 eingeordnet wird (siehe z. B. 1aa3, 1bor, 1cc5, 1fbr, 1fwp, 1pft). Wie sich u¨ber die
verschiedenen Iterationen zu sehen ist, zeigen insgesamt die Reihenfolgen der unterschiedli-
chen Proteine keinen eindeutigen Trend, so dass sich fu¨r einige Proteine der Rang der nativen
Struktur zwar a¨ndert, der allgemeine Trend innerhalb einer Reihenfolge aber erhalten bleibt.
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Fu¨r einige Proteine wird die Zuordnung zu n = 3 besser (siehe z. B. 1ark, 1fbr, 1roo), wa¨h-
rend sie aber auch gleichzeitig fu¨r einige Proteine schlechter wird (siehe z. B. 1dec, 1gpt,
1leb, 1nxb, 1ptq). Die Proteine, deren native Strukturen in der Iteration Null bereits auf
Platz 1 gesetzt waren, werden zumeist auch in den anderen Iterationen so bewertet, was
darauf hindeutet, dass diese Proteine starke stabilisierende Wechselwirkungen enthalten, die
bei der Parameteroptimierung eine entsprechende Gewichtung erhalten haben. Hierzu wurde
untersucht, welche Potentiale maßgeblich zu der Stabilisierung beitragen und so die native
Struktur von den falschen Strukturen unterscheidet. Ohne auf die Gesamtheit einzugehen
sind als repra¨sentative Vertreter fu¨r die richtig erkannten Sequenzen die beiden Proteine 1aj3
und 1orc aufgefu¨hrt. Das erste Protein besteht aus drei zusammengelagerten α-Helices, wa¨h-
rend das zweite aus einer Kombination von α-Helices und β-Faltbla¨ttern aufgebaut ist. Als
Vergleich zu diesen wurden weiterhin die sehr schlecht erkannten Proteine 1cc5 und 1fwp aus-
gewa¨hlt, die eine a¨hnliche Sekunda¨rstruktur-Zusammensetzung wie 1aj3 und 1orc besitzen.
Die Geometrien dieser Proteine zusammen mit beispielhaften falschen Strukturen aus dem
Rosetta-Datensatz sind in Abb. 4.36 dargestellt.
Zu diesen vier Proteinen p wurden die Mittelwerte der Energiedifferenzen µ
(
∆E
(k)
p,d
)
der
einzelnen Potentialklassen k berechnet u¨ber
µ
(
∆E
(k)
p,d
)
=
1
νp,d
νp,d∑
i=1
E
(k)
p,d,i −E
∗(k)
p (4.86)
wobei E
(k)
p,d,i die Energie der i-ten falschen Struktur, entnommen aus dem Datensatz d (hier Ro-
setta), fu¨r den k-ten Potentialterm, E
∗(k)
p die Energie der nativen Struktur und νp,d die Anzahl
an verwendeten falschen Strukturen ist. Die Mittelwertbildung erfolgte fu¨r die Proteine 1aj3
und 1orc u¨ber alle falschen Strukturen im Rosetta-Datensatz (ν1aj3,Rosetta = ν1orc,Rosetta =
999). Die Mittelwerte fu¨r 1cc5 und 1fwp wurden dagegen nur u¨ber die falschen Proteine be-
rechnet, die energetisch niedriger als die native Struktur waren, um Mittelwerte daru¨ber zu
erhalten, wodurch die falschen Strukturen gegenu¨ber der nativen Struktur stabilisiert wird,
und um die Kompensation der Potentialterme mit energetisch ho¨heren Strukturen zu verrin-
gern (ν1cc5,Rosetta = 912 und ν1fwp,Rosetta = 964). Die Ergebnisse sind in Tab. 4.23 dargestellt.
Eine positive Energie bedeutet hierbei, dass die native Struktur gegenu¨ber den falschen im
Mittel um den entsprechenden Betrag energetisch gu¨nstiger ist.
Wie aus dieser Tabelle zu entnehmen ist, wird das Protein 1aj3 gegenu¨ber den falschen
Strukturen vornehmlich, wie auch oben fu¨r 1a92(A) beschrieben, durch die große Anzahl an
Wasserstoffbru¨ckenbindungen stabilisiert, wa¨hrend die anderen Mittelwerte um bis zu zwei
Gro¨ßenordnungen kleiner sind. Die Begru¨ndung hierfu¨r ist entsprechend zu 1a92(A) durch
die Struktur des Proteins 1aj3 gegeben, welches fast ausschließlich aus α-Helices aufgebaut
ist, wodurch sehr viele Wasserstoffbru¨cken ausgebildet werden.
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P M R0 R1 R2 R3 Z0 Z1 Z2 Z3 A¯p wα wβ wt F
1aa2 X 1 1 1 1 -3.0 -2.6 -1.7 -2.8 1.22 0.55 0.00 0.11
1aa3 N 832 894 769 941 0.3 1.1 0.3 1.4 1.07 0.33 0.06 0.14
1acf X 1 1 1 1 -1.2 -1.8 -1.2 -1.8 1.41 0.32 0.33 0.14
1ag2 N 1 1 1 1 -0.4 -0.5 -0.3 -0.3 1.20 0.52 0.04 0.12
1aho X 1 1 1 1 -5.7 -5.9 -6.2 -7.9 0.62 0.16 0.33 0.13
1ail X 1 1 1 1 -3.7 -5.1 -3.7 -6.4 1.07 0.84 0.00 0.04
1aj3 N 1 1 1 1 -1.9 -2.5 -1.2 -2.7 1.04 0.89 0.00 0.05
1ajj X 403 188 316 268 -0.1 -0.5 -0.1 -0.2 0.59 0.00 0.11 0.27 C
1apf N 1 1 1 3 -0.6 -0.9 -0.3 -0.3 1.17 0.00 0.12 0.20
1ark N 692 9 4 25 0.0 -1.1 -0.7 -0.8 1.12 0.00 0.30 0.13
1ayj N 1 1 1 1 -0.9 -1.6 -0.6 -0.8 1.18 0.22 0.27 0.00
1bdo X 1 1 1 1 -2.3 -3.1 -2.1 -3.4 1.26 0.00 0.45 0.15 BT
1bgk N 1 1 1 1 -0.8 -1.2 -1.2 -1.8 1.06 0.49 0.00 0.22
1bor N 928 599 969 979 0.6 0.1 1.7 2.3 1.22 0.00 0.00 0.09 Z
1btb N 3 124 15 19 -1.7 -0.9 -1.0 -1.4 1.39 0.42 0.18 0.20
1c5a N 7 4 10 28 -1.0 -1.8 -1.1 -1.3 1.06 0.71 0.00 0.06
1cc5 X 936 503 835 917 0.4 -0.1 0.1 0.5 1.24 0.47 0.00 0.19 H
1cmr N 1 1 1 1 -0.8 -1.6 -1.1 -1.2 0.99 0.00 0.13 0.16
1csp X 1 1 1 1 -2.0 -2.5 -1.5 -2.6 1.20 0.00 0.54 0.15
1ctf X 1 1 1 1 -4.7 -7.7 -5.0 -6.1 1.16 0.51 0.26 0.03 S
1ddf N 1 13 1 4 -1.2 -1.4 -1.8 -2.0 0.69 0.49 0.00 0.16
1dec N 5 5 45 165 -1.4 -2.0 -1.0 -0.8 0.97 0.00 0.21 0.05
1eca X 1 1 1 1 -1.4 -1.5 -1.1 -1.8 1.08 0.71 0.00 0.13 H
1erd N 1 1 1 1 -1.2 -2.0 -1.6 -1.9 0.86 0.45 0.00 0.15
1fbr N 859 786 791 261 0.3 0.2 0.0 -0.3 1.29 0.00 0.28 0.06
1fwp N 950 900 948 965 0.9 0.7 1.0 1.3 1.29 0.30 0.25 0.06
1gpt N 5 31 32 32 -0.6 -1.1 -0.9 -1.0 1.18 0.23 0.36 0.15
1hev N 1 1 1 1 -1.8 -2.9 -3.2 -2.7 0.84 0.09 0.09 0.07
1hlb X 1 1 1 1 -3.4 -3.1 -2.6 -3.3 0.93 0.65 0.00 0.13 H
1hsn N 1 1 1 1 -2.6 -2.8 -2.3 -2.8 0.83 0.57 0.00 0.19 BM
1jvr N 1 144 1 1 -1.8 -0.5 -1.3 -1.8 0.43 0.28 0.00 0.16
1kte X 1 1 1 1 -1.9 -4.4 -3.4 -4.6 1.15 0.48 0.17 0.10
1leb N 5 7 144 68 -0.8 -1.0 -0.4 -0.8 0.92 0.53 0.08 0.04
1lfb X 1 1 1 1 -1.7 -2.4 -2.1 -2.6 0.98 0.52 0.00 0.18
1lis X 1 1 1 1 -2.6 -2.3 -1.2 -2.5 0.91 0.67 0.00 0.03
1mbd X 1 1 1 1 -0.9 -1.3 -0.5 -0.8 1.15 0.74 0.00 0.08 H
1mzm X 1 1 1 1 -1.8 -2.9 -2.6 -3.0 0.84 0.55 0.00 0.10 P
1nkl N 1 1 1 1 -4.6 -4.6 -4.3 -5.0 1.07 0.73 0.00 0.06
1nre N 1 1 1 1 -3.9 -4.0 -5.0 -4.1 0.95 0.68 0.00 0.06
1nxb X 71 261 545 609 -0.5 -0.6 0.0 0.0 1.07 0.00 0.42 0.16 S
1orc X 1 1 1 1 -2.7 -4.0 -2.7 -3.7 0.94 0.39 0.30 0.11
1pal X 1 1 1 1 -1.3 -2.3 -1.9 -2.3 1.15 0.50 0.04 0.11 C
1pce N 1 1 1 1 -2.5 -2.8 -3.4 -3.9 0.57 0.18 0.15 0.15
1pdo X 1 1 1 1 -2.5 -3.1 -2.0 -3.1 1.15 0.47 0.15 0.12
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1pft N 983 857 984 783 1.8 0.9 3.5 0.6 0.62 0.00 0.16 0.14 Z
1pgx X 1 1 1 1 -1.5 -1.7 -0.9 -1.8 0.81 0.20 0.40 0.09
1pou N 5 4 3 3 -0.9 -1.6 -1.1 -1.6 1.15 0.68 0.00 0.17
1ptq X 2 5 1 29 -0.5 -0.8 -0.4 -0.4 1.00 0.08 0.20 0.16 Z
1qyp N 130 608 116 146 -0.4 0.0 -0.3 -0.4 0.77 0.00 0.33 0.05 Z
1r69 X 1 1 1 1 -3.8 -3.4 -2.4 -3.4 1.12 0.63 0.00 0.14
1roo N 997 1 1 1 5.3 -2.5 -1.9 -2.2 0.82 0.31 0.00 0.23
1uxd N 1 1 1 1 -3.5 -3.2 -3.4 -3.2 0.71 0.44 0.00 0.19
Tabelle 4.22: U¨bersicht u¨ber die Reihenfolge (ranking) der nativen und falschen Strukturen
bezogen auf die Energie. Gegeben sind die Proteine P mit ihrer pdb-Kennung, M die Methode der
Strukturbestimmung (X = Ro¨ntgenkristallographie und N = nmr-Spektroskopie), Rn der Rang
der nativen Struktur in der Parameter-Iteration n, der Z-Wert Zn der Verteilung (siehe Gl. 4.48),
die relative Oberfla¨che A¯p (siehe Gl. 4.84) und die Anteile der einzelnen Sekunda¨rstrukturen mit
wα Anteil der α-Helix, wβ Anteil der β-Konformation und wt Anteil der Schlaufen und Windungen
(jeweils bestimmt mit dem dssp-Programm). F gibt Fremdatome oder Moleku¨le in den jeweiligen
nativen Strukturen mit Ausnahme von Wasser an. Es bedeutet: BM β-Mercaptoethanol, BT
Biotin, C Calcium (Ca2+), H Ha¨m, P Palmitinsa¨ure, S Sulfat-Anion (SO2−4 ) und Z Zink (Zn
2+)
Fu¨r das Protein 1orc sind aufgrund der gemischten Sekunda¨rstruktur drei Terme in Mittel in
der gleichen Gro¨ßenordnung, die zur Unterscheidung beitragen. Dies sind die nicht-bindenden
Wechselwirkungen zwischen den Cα-Atomen und den Seitenketten sowie die Wasserstoff-
bru¨ckenbindungen. Die Beitra¨ge zu den nicht-bindenden Wechselwirkungen, sowohl zwischen
den Cα-Atomen als auch zwischen den Seitenketten, werden nicht durch einzelne Paarwechsel-
wirkungen bestimmt, sondern ergeben sich aus einer Summe vieler a¨hnlich großer Beitra¨ge.
Da die falschen Strukturen und die native Struktur zum einen gemessen an der relativen
Oberfla¨che von A¯1orc,Rosetta = 0.94 durchschnittlich eine vergleichbare Kompaktheit besit-
zen und zum anderen auch a¨hnliche Sekunda¨r- und Tertia¨rstrukturen einnehmen (siehe Abb.
4.36), la¨sst sich die richtige Einordnung der nativen Struktur somit durch die Erkennung von
wichtigen nativen Kontakten u¨ber die Potentialfunktion erkla¨ren.
Neben diesen richtig identifizierten Proteinen finden sich auch viele kaum erkannte native
Strukturen im Rosetta-Satz, so dass fu¨r diese Proteine sehr viele falsche Strukturen als ener-
getisch a¨rmer berechnet wurden. Als Beispiele hierfu¨r wurden die Proteine 1cc5 und 1fwp
ausgewa¨hlt und die Mittelwerte der Energiedifferenzen zu Strukturen berechnet, die ener-
getisch gu¨nstiger als die native Struktur sind (siehe Tab. 4.23). Die Energieterme, die im
wesentlichen dazu beitragen, dass die Rosetta-Strukturen fu¨r das Protein 1cc5 energetisch
gu¨nstiger sind, sind die Nachwechselwirkungen, die nicht-bindenden Paarpotentiale zwischen
den Cα-Atomen und die Wasserstoffbru¨ckenbindungen. Fu¨r das Protein 1fwp stabilisieren
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Protein p µ(∆E
(BO)
p,d ) µ(∆E
(NB)
p,d ) µ(∆E
(SU)
p,d ) µ(∆E
(SS)
p,d ) µ(∆E
(HB)
p,d )
1aj3 9.386·10−5 2.215·10−6 2.944·10−5 7.161·10−5 5.956·10−4
1orc 5.251·10−5 1.500·10−4 3.499·10−5 3.255·10−4 3.340·10−4
1cc5 -2.199·10−4 -4.083·10−4 2.837·10−4 2.129·10−5 -1.024·10−4
1fwp -2.306·10−5 -5.577·10−4 4.077·10−5 1.630·10−4 -2.585·10−5
Tabelle 4.23: Vergleich der u¨ber alle falschen Strukturen des Rosetta-Datensatzes (d) gemittelten
Energiedifferenzen µ(∆E
(k)
p,d ) der Funktionsklasse k fu¨r das Protein zur nativen Struktur p (siehe
Gl. 4.86). Die Potentiale k sind: BO Nahwechselwirkung, NB nicht-bindend, SU Oberfla¨che, SS
Seitenketten und HB Wasserstoffbru¨cken.
die gleichen Terme die falschen Strukturen gegenu¨ber der nativen, wobei fu¨r dieses Prote-
in den nicht-bindenden Wechselwirkungen mehr Bedeutung zukommt. Betrachtet man fu¨r
beide Proteine 1cc5 und 1fwp die Gesamtenergiebetra¨ge der Nahwechselwirkungen und der
Wasserstoffbru¨cken, so sind die Gesamtenergien jeweils eine Gro¨ßenordnung gro¨ßer als die zu-
geho¨rigen Differenzbetra¨ge aus Tab. 4.23, wa¨hrend der Differenzbetrag der nicht-bindenden
Wechselwirkungen bezogen auf die beigetragene Gesamtenergie wesentlich gro¨ßet ist. Dies
zeigt, dass der Unterschied in den Termen Nahwechselwirkung und Wasserstoffbru¨cken im
Vergleich weniger bedeutend ist. Dies ist darauf zuru¨ckzufu¨hren, dass das native Protein und
die falschen Strukturen a¨hnliche Geometrien besitzen, was auch aus Abb. 4.36 ersichtlich
ist. Aufgrund der Gewichtung der Basisfunktionen resultiert der energetische Unterschied in
diesen beiden Potentialtermen durch eine unterschiedliche Anzahl an Aminosa¨uren in der
α-Helix-Konformation bzw. in der Anzahl an ausgebildeten Wasserstoffbru¨cken. Der gro¨ßte
Unterschied liegt demnach in den nicht-bindenden Wechselwirkungen. Vergleicht man hier
die gesamte Energie des nativen Zustandes mit der gemittelten Gesamtenergie der falschen
Strukturen, so sind diese Werte fu¨r das Protein 1cc5 +3.260·10−4 zu -8.235·10−5 und fu¨r 1fwp
+4.724·10−4 zu -8.539·10−5 . Die nativen Energien sind also stets positiv, wa¨hrend die Energi-
en der falschen Strukturen negativ sind. Dieser Unterschied ist nicht darauf zuru¨ckzufu¨hren,
dass die Anordnung der Cα-Atome in den falschen Strukturen wesentlich gu¨nstiger wa¨re,
sondern darauf, dass die nativen Strukturen einige wenige sehr ungu¨nstige Wechselwirkungen
enthalten, die die nicht-bindende Energie bestimmen. Fu¨r 1cc5 finden sich beispielsweise le-
diglich drei nicht-bindende Cα-Paare, deren Wechselwirkungsenergie zusammen +4.413·10−4
beitra¨gt. Beteiligt sind hierbei die Aminosa¨urepaare mit den Sequenzindices3 (55,61), (7,76)
und (19,28) in 1cc5. Diese drei Paarungen tragen 78 % der gesamten auftretenden positiven
(repulsiven) Energie der nicht-bindenden Wechselwirkungen fu¨r 1cc5 bei. Fu¨r 1fwp sind es
nur die zwei Aminosa¨urepaare (2,67) und (4,65), die zusammen 77 % der gesamten positiven
3Entsprechend der Nummerierung der Sequenz in der zugeho¨rigen dssp-Datei, die stets bei eins beginnt.
Die Nummerierung in der pdb-Datei kann hiervon abweichen.
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Protein Paar AS m r0 / A˚ ±0.2A˚ ±0.4A˚ ±0.6A˚ ±0.8A˚ ±1.0A˚
1cc5 (7,76) Gly,Ala 287 3.51 0 2 3 8 15
1cc5 (55,61) Gly,Pro 131 3.52 2 3 4 6 13
1cc5 (19,28) His,Lys 31 4.39 3 5 6 6 6
1fwp (2,67) Arg,Thr 86 3.47 0 0 0 0 1
1fwp (4,65) Ile,Phe 120 3.88 0 0 2 4 7
Tabelle 4.24: Auftreten der Paarungen, die zur Destabilisierung der nativen Zusta¨nde der Proteine
1cc5 und 1fwp maßgeblich beitragen. ”Paar”gibt die Indizes der Aminosa¨uren im Protein an, ”AS”
die Namen der Aminosa¨uren im 3-Buchstaben-Code, r0 den Abstand des Paares im Protein und
m die Gesamtanzahl des Auftretens des Paares im top500h-Satz (innerhalb von maximal 8
A˚ Distanz). Die Spalten ±xA˚ geben die Anzahl des Auftreten des Paares im Abstandsintervall
r0 ± xA˚ an.
nicht-bindenden Energie beitragen. Zu diesen fu¨nf Paarungen geho¨ren fu¨nf unterschiedliche
Potentialfunktionen, so dass dies nicht das Ergebnis einer ungu¨nstig optimierten Linearkom-
bination ist. Betrachtet man die funktionalen Verla¨ufe, so entsprechen die Potentiale der Paa-
rungen (2,67), (7,76) und (55,61) der Funktionsklasse wie in Abb. 4.32e dargestellt, wobei
die Absta¨nde, die diese Paarungen in den Proteinen besitzen jeweils sehr nahe dem darge-
stellten funktionalen Maximum sind, welches in Abb. 4.32e beispielhaft bei ca. 3.5 A˚ liegt.
Das Potential zum Paar (4,65) entspricht dem rein repulsiven Potential Abb. 4.32a, und das
Paar (19,28) entspricht Abb. 4.32c, wobei bei diesem Cα-Paar der Abstand so kurz ist, dass
es im repulsiven Bereich der Potentialkurve liegt. Bezogen auf Abb. 4.32c entspricht dies ei-
nem Abstand kleiner als 4 A˚. Der Grund fu¨r die ungu¨nstige Form dieser Potentiale, die einen
wichtigen Einfluss auf die Energie der nativen Rosetta-Strukturen nehmen, liegt vermutlich
in dem seltenen Auftreten der zugeho¨rigen Aminosa¨urepaare in dem zur Parametrisierung ge-
nutzten top500h-Datensatz, der auf die ausgewa¨hlten 48 Proteine reduziert wurde. Nimmt
man als Ausgangspunkt die Absta¨nde r0 der oben beschriebenen fu¨nf Aminosa¨urepaare in
den beiden Rosetta-Proteinen 1cc5 und 1fwp, die die ungu¨nstigen Wechselwirkungen erzeu-
gen und analysiert davon ausgehend, wie ha¨ufig diese Paarungen in einem Abstandsintervall
bis zu einem Abstand von r0± 1.0 A˚ im top500h-Datensatz auftreten, so zeigt sich, dass die
ungu¨nstigen Paarungen sehr selten sind (siehe Tab. 4.24).
Fu¨r die Parametrisierung bedeutet dies, dass im entsprechenden Intervall wenige Informatio-
nen u¨ber diese Aminosa¨urepaare vorliegen. Dies kann entweder darauf zuru¨ckgefu¨hrt, dass
diese Paarungen bei den entsprechenden Absta¨nden tatsa¨chlich eher ungu¨nstig sind oder dar-
auf, dass der Satz an ausgewa¨hlten Proteinen und die damit verbundene Informationsbasis zu
klein ist und diese Paarungen und deren bevorzugte Absta¨nde nicht repra¨sentativ wiedergibt.
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Somit ist es wahrscheinlich, dass im Datensatz, der zur Parametrisierung verwendet wurde,
diese Paarungen in den gegebenen Absta¨nden in gro¨ßerer Anzahl in den falschen Strukturen
enthalten sind, wa¨hrend sie in den nativen Proteinen kaum vertreten sind, wodurch diese als
”ungu¨nstig” optimiert werden. Verallgemeinert man dies weiter, ko¨nnte ein einfacher Grund
auch sein, dass diese Paarungen insgesamt zu selten auftreten, wodurch deren Beitra¨ge zur
Gesamtenergie und zur Unterscheidung der Strukturen fu¨r den Optimierungsstrukturdaten-
satz weniger ins Gewicht fallen als andere Wechselwirkungen, was dazu fu¨hren kann, dass die
gewa¨hlte funktionale Form wa¨hrend des Optimierungsprozesses weniger relevant ist.
Entfernt man die fu¨nf Aminosa¨urepaarungen aus Tab. 4.24 aus der Potentialberechnung, ent-
weder fu¨r alle Proteine oder lediglich fu¨r die native Struktur, was keinen Einfluss auf das
Ergebnis ausu¨bt, so verbessern sich die nativen Zusta¨nde auf Rang 165 fu¨r 1fwp und Rang
425 fu¨r 1cc5 (unter Verwendung der Parameter der dritten Iteration). Fu¨r beide Proteine
sind danach die resultierenden Energien des nativen Proteins und der falschen Strukturen
sehr a¨hnlich. Die falschen Strukturen sind meist aufgrund einer ho¨heren Anzahl an Was-
serstoffbru¨ckenbindungen und gu¨nstiger Nahwechselwirkungen durch eine gro¨ßere Anzahl an
Aminosa¨uren in einer α-Helix weiterhin energetisch niedriger.
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Protein Native Struktur Rosetta-Struktur 1 Rosetta-Struktur 2
1aj3 qa1aj3140-low qa1aj3999-low
1orc qa1orc165-low qa1orc119-low
1cc5 qa1cc5030-low qa1cc5326-low
1fwp qa1fwp897-low qa1fwp897-low
Abbildung 4.36: Vergleich der nativen Strukturen der Proteine 1aj3, 1orc, 1cc5 und 1fwp mit
jeweils zwei falschen Strukturen des Rosetta-Datensatzes. Die Geometrien sind in der Cartoon-
Form dargestellt. Die Zeichenkette u¨ber den Rosetta-Strukturen (z. B. qa1cc5326-low) gibt den
Namen der verwendeten Datei bzw. Struktur an.
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Rangfolge in anderen Datensa¨tzen
Der Rosetta-Datensatz wurde zuna¨chst zur Erstellung der Rangfolgeliste herangezogen, da
dieser Struktursatz eine große Anzahl an unterschiedlichen Sequenzen und zusa¨tzlich zu jeder
Sequenz eine große Anzahl an falschen Strukturen bereitstellt. Anhand dieses Datensatzes
wurde an Beispielen gezeigt, welche Wechselwirkungen fu¨r eine erfolgreiche bzw. nicht erfolg-
reiche Identifizierung des nativen Zustandes wichtig sind. Fu¨r einen direkten Vergleich mit
anderen publizierten Potentialen wurden die Datensa¨tze Lmds, Lattice ssfit und 4state re-
duced herangezogen (siehe Tab. 4.6), zu denen verschiedene Vergleichsergebnisse vorhanden
waren.
Die Bewertung dieser Struktur-Datensa¨tze erfolgte ebenfalls auf Basis der Energiereihenfol-
ge, wobei zum Vergleich wieder zusa¨tzlich zugeho¨rigen die Z-Werte berechnet wurden. Der
Vergleich der Ergebnisse, die in der Tab. 4.25 zusammengefasst sind, erfolgt mit drei in 2007
publizierten Bewertungsfunktionen. Diese basieren alle auf stark vergro¨berten Proteinmodel-
len, fu¨r die zum Teil nur bis zu nur einem Wechselwirkungszentrum pro Aminosa¨ure ange-
setzt wurde. Bei den ersten beiden Potentialen (siehe [120, 127] fu¨r weitere Details) handelt
es sich um statistische Potentiale, die fu¨r die Parameter-Bestimmung die quasi-chemische Na¨-
herung verwenden (siehe Abschnitt 4.5.1) und zu Standard-Kraftfeldern a¨hnliche Terme wie
beispielsweise nicht-bindende Paarwechselwirkungen oder Winkel- und Torsionswinkelterme
beinhalten. Das dritte Vergleichspotential [242] entha¨lt lediglich eine stark vereinfachte Na¨-
herung der Solvatationsenergie bzw. der hydrophoben Wechselwirkung als alleinige Funktion
zur Unterscheidung der Strukturen. Insgesamt sind diese drei Potentiale in ihrer Komple-
xita¨t der Energiefunktionen und des Proteinmodells vergleichbar mit dem in dieser Arbeit
verwendeten Ansatz.
Die Ergebnisse (siehe Tab. 4.25) zeigen, dass die drei Literaturpotentiale sehr effektiv in der
Identifizierung des nativen Zustandes der drei Struktursa¨tze sind. Das in dieser Arbeit er-
stellte Potential ordnet fu¨r 9 von insgesamt 24 Proteinen (bzw. 38 %) den nativen Zustand
richtig zu und wertet fu¨nf weitere Proteine (somit insgesamt 58 %) unter den zehn besten
Strukturen. Die ho¨chste Erkennungsrate wird hierbei fu¨r den Lattice ssfit-Satz erreicht. Ins-
gesamt ist die Verteilung der Ra¨nge fu¨r das in dieser Arbeit erstellte Potential gemischter als
im Rosetta-Satz, in welchem die Proteine hauptsa¨chlich entweder besonders gut oder beson-
ders schlecht erkannt wurden. Bei einigen Proteinen, die in diesen drei Sa¨tzen nicht richtig
erkannt wurden, zeigt sich, dass auch die anderen Potentiale teilweise Probleme in der rich-
tigen Identifizierung besitzen (siehe z. B. 1bba, 1fc2, 2ovo oder 4rxn), wobei das in dieser
Arbeit verwendete Potential einige dieser Proteine besser erkennt als einige Vergleichspoten-
tiale (1fc2, 4rxn). Die Z-Werte der Literaturpotentiale [120] und [242] liegen gemittelt bei
-3.7 bzw. -3.1, wobei fu¨r [120] das Protein 1bba, dessen Verteilung einen Z-Wert von 21.4
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besitzt, in der Berechnung nicht mitberu¨cksichtigt wurde. (Die Z-Werte fu¨r [127] sind in Tab.
4.25 nicht aufgefu¨hrt, da der Literaturquelle keine eindeutigen nach Proteinen aufgeschlu¨s-
selten Werte entnommen werden konnte.) Die Z-Werte der Verteilungen zu dem in dieser
Arbeit verwendeten Potential liegen im Bereich von -0.5 bis -2.2 mit einem Mittelwert von
-1.0. Vergleicht man die Identifizierung der nativen Zusta¨nde zusammen mit den erhaltenen
Z-Werten zu den anderen Potentialen, so zeigt sich, dass das Potential in der Lage ist, fu¨r
mehr als die Ha¨lfte der Proteine eine gute Voraussage fu¨r den nativen Zustand zu treffen,
dass aber die anderen Potentiale eine ho¨here Erfolgsquote erbringen. Die erhaltenen Z-Werte
zeigen negative Werte, die indizieren, dass die Zuordnung des nativen Zustandes durch In-
formationen in der Potentialfunktion erreicht wurde und dass eine zufa¨llige Zuordnung mit
einer geringen Wahrscheinlichkeit zu dem gleichen Ergebnis gekommen wa¨re. Allerdings sind
die negativen Z-Werte noch nicht so eindeutig wie in den anderen Potentialen, die teilweise
sehr gute Ergebnisse mit Z-Werten bis zu -6 oder -7 erreichen.
Betrachtet man die Energiebeitra¨ge des Potentials der schlecht zugeordneten Proteine, so
zeigt sich, dass es, anders als oben fu¨r 1cc5 und 1fwp beschrieben, keinen dominanten Term
gibt, der den nativen Zustand gegenu¨ber den falschen Strukturen destabilisiert. Die niedrigere
Energie der falschen Strukturen ergibt sich zumeist aus einer Summe mehrerer Terme, die
jeder fu¨r sich genommen lediglich geringfu¨gig energetisch gu¨nstiger fu¨r die falsche als fu¨r die
native Struktur sind.
Das Protein 1bba (aus Lmds), das mit dem hier vorgestellten Potential sowie von ande-
ren Literaturpotentialen sehr schlecht erkannt wurde, besitzt einige ungewo¨hnliche verzerr-
te Cα-Bindungswinkel, die dazu fu¨hren, dass es zwei sehr kurze Cαi -C
α
i+2-Absta¨nde ent-
ha¨lt, in denen diese Cα-Atome lediglich ca. 4.1 A˚ voneinander entfernt sind. Die mittels
des top500h-Struktursatzes bestimmte Untergrenze (Minimalabstand) fu¨r eine (i, i + 2)-
Nahwechselwirkung betrug dagegen ca. 5.0 A˚ (vergleiche hierzu auch Abb. 4.19). Dement-
sprechend erhielt das Nahwechselpotential fu¨r solch kurze Absta¨nde einen stark repulsiven
Anteil, was in diesem Fall zu einer Destabilisierung des nativen Zustandes fu¨hrte. Analog
zu dem vorher beschriebenen Vorgehen wurden die entsprechenden Nahwechselterme zu den
sehr kurzen Cα-Absta¨nden von der Energieberechnung ausgeschlossen, was in diesem Fall
dazu fu¨hrte, dass die Energiedifferenz zwischen dem nativen Protein und den falschen Struk-
turen sehr viel kleiner wurde. Die Gesamtenergie fu¨r die Nahwechselwirkungsterme a¨nderte
sich von einem stark destabilisierenden Werte von +5.905·10−4 auf -3.365·10−4 , wodurch sich
die Gesamtenergie des nativen Proteins ebenfalls von +2.758·10−4 auf -6.513·10−4 verringer-
te. Die Gesamtenergie der falschen Proteine betrug aber im Mittel ca. -1.065·10−3 , wodurch
sich trotz der Verbesserung der Rang des nativen Proteins nicht a¨nderte.
Die native Struktur des ebenfalls schlecht erkannten Proteins 4rxn (aus 4state reduced) ent-
hielt eine Cα-Cα-Bindungslu¨cke zwischen den Resten 52 und 53, da deren Abstand in der
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Datenbank-Datei ca. 5.3 A˚ betra¨gt. Daher wurden bei der Energieberechnung fu¨r alle zu
dieser Sequenz geho¨renden Proteine die letzten beiden Reste (Glu53 und Glu54) nicht mitbe-
ru¨cksichtigt. Die pdb-Datei zu 4rxn zeigt auch fu¨r die Seitenketten dieser beiden Aminosa¨uren
ungewo¨hnliche Geometrien, was eventuell auf Probleme in der Strukturaufkla¨rung des Pro-
teins bei diesen Aminosa¨uren zuru¨ckzufu¨hren ist.
Fast man die Ergebnisse aller Rangfolgebestimmungen zusammen, so zeigt sich, dass die Er-
folgsquote fu¨r eine Identifizierung des nativen Zustandes fu¨r das in dieser Arbeit verwendete
Potential bei ca. 60 % liegt, was fu¨r die erste Generation eines vo¨llig neu entwickelten Poten-
tials ein sehr guter Startwert ist. Ebenso weisen die Z-Werte in die Richtung einer eindeutigen
Zuordnung des nativen Proteins u¨ber die Erkennung von wichtigen nativen Kontakten auf-
grund der funktionalen Form des Potentials und der optimierten Parameter. Dennoch ist
das Identifizierungsgesamtergebnis (noch) nicht auf der Ho¨he der Literaturpotentiale, wo-
bei aber klare Hinweise dahingehend bestehen, wie das Potential zu verbessern ist, um die
Erfolgsquote weiter zu steigern. Dies betrifft zum einen die Nahwechselwirkungen, die auf
(i, i + 2)-Absta¨nden beruhen, weil diese ha¨ufig die native Struktur destabilisieren, wenn das
Protein eine gro¨ßere Anzahl an Aminosa¨uren in der β-Faltblatt-Konformation entha¨lt. Falsche
Strukturen sind ha¨ufig dadurch energetisch gu¨nstiger, dass sie einen gro¨ßeren Anteil an α-
Helices enthalten. Dies ist ein Problem der funktionalen Form der zugeho¨rigen Basisfunktion,
die fu¨r den entsprechenden Bereich der β-Konformation angepasst werden muss. Des weite-
ren sind einige nicht-bindende Wechselwirkungen fu¨r die nativen Proteine ungu¨nstig, was,
wie oben gezeigt wurde, auf eine zu kleine Informationsbasis fu¨r die entsprechenden Ami-
nosa¨uren bei den ungu¨nstigen Absta¨nden zuru¨ckzufu¨hren ist. Dies kann dadurch verbessert,
indem der Satz an nativen Proteinen vera¨ndert bzw. vergro¨ßert wird, wobei diesen kritischen
Aminosa¨urepaaren mehr Rechnung getragen wird. Da vor der Optimierung praktisch keine
Annahmen u¨ber die funktionale Form der nicht-bindenden Wechselwirkungen gemacht wer-
den, ist es unwahrscheinlich, dass bei diesen eine andere mathematische Form des Potentials
eine Verbesserung erbringt.
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Satz Protein D R3 R[127] R[120] R[242] Z3 Z[120] Z[242]
Lmds
1bba (500) 501 - 501 - 30.8 21.4 -
1ctf (497) 1 1 1 1 -1.8 -3.4 -3.4
1dtk (215) 210 6 2 - 3.3 -2.5 -
1fc2 (500) 251 359 53 409 -0.1 -1.3 0.9
1igd (500) 3 1 1 1 -0.7 -4.0 -2.8
1shf (437) 11 1 1 1 -0.6 -5.3 -2.9
2cro (500) 5 2 1 1 -2.2 -7.7 -3.4
2ovo (347) 123 61 1 16 -0.2 -3.2 -1.7
4pti (343) 80 - 1 6 -0.6 -3.5 -2.2
Lattice ssfit
1beo (1997) 1 - 1 - -1.1 -5.6 -
1ctf (1998) 3 1 1 1 -1.1 -6.0 -5.0
1dkt (1994) 1 1 1 8 -0.4 -3.1 -2.7
1fca (2000) 72 1 1 1 -0.7 -4.7 -7.4
1nkl (1995) 4 1 1 1 -1.1 -4.1 -4.5
1pgb (1998) 1 1 1 1 -1.1 -4.7 -4.0
1trl (1998) 1 1 1 101 -0.8 -3.6 -1.6
4icb (1997) 1 - 1 1 -2.1 -4.4 -3.5
4state reduced
1ctf (631) 1 1 1 1 -1.0 -3.4 -3.5
1r69 (676) 1 1 1 1 -1.4 -4.0 -3.7
2sn3 (660) 6 1 1 1 -1.2 -3.6 -2.5
2cro (674) 1 3 1 2 -1.2 -3.2 -3.0
3icb (654) 117 - 1 1 -0.9 -2.9 -2.2
4pti (687) 59 1 1 5 -0.8 -3.1 -2.5
4rxn (677) 247 1 667 4 55.3 2.5 -2.7
Tabelle 4.25: Vergleich des Potentials in der Parameter-Iteration n = 3 mit Literaturergebnissen.
Gegeben sind die Anzahl an verwendeten falschen Strukturen D, der Rang der nativen Struktur
Rn basierend auf dieser Arbeit, die Ra¨nge R[X] entnommen der Publikation X, der Z-Wert Zn
basierend auf dieser Arbeit und die Z-Werte der entsprechenden Publikationen.
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4.7 Globale Geometrieoptimierung
4.7.1 Einleitung
In vielen wissenschaftlichen oder o¨konomisch orientierten Bereichen treten Probleme bzw. Fra-
gestellungen auf, deren mo¨glicher Lo¨sungsraum aufgrund einer großen Anzahl an Variablen
oder Parametern sehr groß ist, wodurch die im Regelfall interessierenden charakteristischen
Punkte einer mathematischen Funktion, die das gegebene Problem beschreibt, nur mit auf-
wendigeren Methoden zu bestimmen sind.
In der Chemie, sowohl in der Grundlagenforschung als auch an der Schnittstelle zu Anwen-
dung, beziehen sich solche Optimierungsprobleme ha¨ufig auf die Vorhersage oder Verbes-
serung bzw. problemspezifische Anpassung von Moleku¨lstrukturen oder Moleku¨lkomplexen,
was sowohl zum Vergleich mit dem Experiment wie auch zur Analyse experimentell schwer
zuga¨nglicher Systeme genutzt werden kann. Hierzu wa¨ren zum Beispiel die Bestimmung von
Clusterstrukturen [243, 244], die Kristallstrukturvorhersage [245], das Docking, bei welchem
die ideale Geometrie eines Substrates oder einer Bindungstasche gesucht wird, und eben die
auch in dieser Arbeit behandelte Proteinfaltung zu nennen. Abha¨ngig von der gewa¨hlten Fra-
gestellung oder von den modellierten Versuchsbedingungen ist hierbei ha¨ufig das Auffinden
der Struktur mit der minimalen Energie das Ziel der Analyse, welche dem globalen Minimum
der Energiehyperfla¨che entspricht, die entweder z. B. durch die rein internen Wechselwir-
kungen oder durch die freie Energie des Gesamtsystems mit Umgebung gegeben sein kann.
Da aber reale Experimente nicht am absoluten Nullpunkt der Temperaturskala durchgefu¨hrt
werden ko¨nnen, sind im Regelfall auch die oberhalb des globalen Minimums liegenden energe-
tisch ho¨heren Niveaus statistisch besetzt bzw. populiert, wodurch auch diese lokalen Minima
der Energiehyperfla¨che fu¨r das Ergebnis relevant sein ko¨nnen [246, 247]. Ebenso ko¨nnen aber
auch in einer Simulation der Dynamik von chemischen Reaktionen die lokalen Maxima eine
wesentliche Rolle spielen, da diese beim U¨bergang von einem Minimum in ein anderes den
U¨bergangszusta¨nden zwischen diesen entsprechen, deren energetische Niveaus direkten Ein-
fluss auf den Verlauf und die Geschwindigkeit der Reaktion nehmen.
Diese Bedeutung der unterschiedlichen charakteristischen Punkte auf der Energiehyperfla¨che
la¨sst sich auch direkt auf die Proteinforschung u¨bertragen. Wie in Abschnitt 3.2 beschrie-
ben wurde, falten Proteine in ihrer natu¨rlichen Umgebung spontan oder mit Unterstu¨tzung
von Hilfsmoleku¨len in ihren nativen Zustand, der in der Regel die biologisch aktive Form
ist. Dieser Zustand entspricht dem globalen Minimum der freien Energie des Proteins und
seiner Umgebung, wodurch dieser Punkt der freien Energiefla¨che eine besondere Bedeutung
zukommt, da die entsprechende Geometrie des Proteins zur Bestimmung und Analyse der
Funktion und der Reaktion viele Hinweise geben kann und fu¨r eine weitergehende Simula-
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tion ein vernu¨nftiger Startpunkt darstellt. Andererseits vera¨ndern bestimmte Proteine bei
Ausfu¨hrung der Funktion ihre dreidimensionale Gestalt, beispielsweise beim Vorgang des
Membrantransportes anderer Moleku¨le. Diese Konformationsa¨nderungen entsprechen einem
Pfad auf der Energiefla¨che des Proteins entlang einer Reihe lokaler Minima und Sattelpunkte
bis zur Vollendung der Reaktion, beispielsweise durch Verschieben von Doma¨nen. Nach Been-
digung des Prozesses kehrt das Protein in seinen Ausgangszustand zuru¨ck, welcher wiederum
im Normalfall dem globalen Energieminimum entspricht. Eine a¨hnliche Situation liegt bei
einer Enzym-Reaktion vor, bei der ein Substrat an das aktive Zentrum eines Proteins bindet
(docking). Hier finden ebenfalls Geometriea¨nderungen statt, die aber wesentlich kleiner aus-
fallen als vergleichsweise beim Transmembrantransport, da sich hierbei im wesentlichen die
Struktura¨nderungen auf die Seitenkettenorientierungen nahe an bzw. in der Bindungsstelle
beschra¨nken, welche anteilig nur einen kleinen Teil des gesamten Proteins ausmachen, wa¨h-
rend der Rest des Proteins nahezu unvera¨ndert bleibt.
Diese Beispiele zeigen, dass die Suche nach dem globalen Minimum der freien Energie, welche
sich, wie in Abschnitt 4.4 dargelegt wurde, auf eine Suche nach dem globalen Minimum der
internen Wechselwirkungen beschra¨nken la¨sst, fu¨r eine Simulation der Proteinreaktion ein ge-
eigneter Startpunkt ist, da dies sehr ha¨ufig die biologisch aktive Form ist bzw. die Reaktion
bei diesem startet.
Die Schwierigkeit der Vorhersage des globalen Minimums in der Proteinfaltung besteht in der
hochdimensionalen Komplexita¨t des Problems. Die Energiefla¨che eines Proteins entha¨lt in
der Regel viele ausgedehnte zuga¨ngliche Bereiche, besonders in den entfalteten Geometrien,
in denen die Aminosa¨uren relativ weit voneinander entfernt sind, wa¨hrend in den hochgeord-
neten kompakten Zusta¨nden große Bereiche nicht mehr zuga¨nglich sind, und die erlaubten
Geometrien auf schmale Bereiche begrenzt werden, da es selbst bei einer kleiner Geome-
trieverzerrung schnell zu einer Atomkollision mit sehr hoher potentieller Energie kommen
kann. Andererseits behalten aber auch beispielsweise einige Seitenketten eine große Rotati-
onsfreiheit im gefalteten Zustand. Diese Eigenschaften der Protein-Energiefla¨che erschweren
die Suche nach den charakteristischen Punkten. Hier kommt weiterhin hinzu, dass die Fla¨che
eine sehr große Anzahl an lokalen Minima entha¨lt. In der Literatur wird deren Anzahl, die von
der La¨nge Sequenz des Proteins abha¨ngt, mit verschiedenen Gro¨ßenordnungen abgescha¨tzt.
Der gro¨ßte Wert wird hier mit 10N lokalen Minima fu¨r N Aminosa¨uren angesetzt [248], was
zeigt, dass selbst wenn man diesen Wert als eine obere Grenze hierfu¨r annimmt und kleinere
Werte als zehn verwendet, dass schon bei einer durchschnittlichen Gro¨ße des Proteins von 100
bis 200 Aminosa¨uren die Anzahl der lokalen Minima sehr groß ist. Diese Anzahl an Punkten,
unter denen das globale Minimum zu finden ist, ist zu groß, um sie mit den heutigen ver-
fu¨gbaren Computer-Kapazita¨ten in vernu¨nftiger Zeit berechnen zu ko¨nnen. Dies wird in der
Literatur auch als ”kombinatorische Explosion” bezeichnet [184]. Aufgrund dieser Komplexi-
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ta¨t und dem damit verbundenen Zeitproblem ist es nicht mo¨glich, den Konformationsraum
eines mittelgroßen Proteins bzw. die zugeho¨rige Energiehyperfla¨che mit deterministischen
Verfahren durch eine inkrementelle systematische Variation aller Freiheitsgrade zu berechnen
(siehe hierzu auch das Beispiel unten).
Aus diesem Grund werden in der Praxis fu¨r derartige Probleme andere Methoden zur Durch-
suchung des Variablenraumes verwendet, die eher statistischen Ansa¨tzen entsprechen. Fu¨r die
Proteinfaltung haben hier die Moleku¨ldynamik (MD), simulated annealing und Monte-Carlo-
Methoden (MC) besondere Bedeutung und Verbreitung, auf welche aber im Rahmen dieser
Arbeit nicht na¨her eingegangen wird. Angewendet wurden statt diesen sogenannte geneti-
sche Algorithmen, welche sich in ihrer Methodik wie auch in ihrer Sprache an der Biologie
orientieren, indem sie Prinzipien der Evolution in systematischer Form in einen Optimie-
rungsalgorithmus umsetzen. Der Ansatz dieser Methode ist sehr allgemein und kann fu¨r viele
verschiedene Fragestellungen angewendet werden, so dass dieser nicht auf Probleme der theo-
retischen Chemie beschra¨nkt ist. In der Praxis werden genetische Algorithmen beispielsweise
zur Konstruktion und dem Design von Maschinen verwendet oder bei der Optimierung von
Transportwegen, Prozessfu¨hrungen und Produktionsabla¨ufen zur Kostenreduktion.
Im Folgenden werden die allgemeinen Grundlagen und Eigenschaften eines genetischen Al-
gorithmus na¨her erla¨utert, wobei auf eine ausfu¨rhliche Diskussion der Detailfragen wie bei-
spielsweise zum Hintergrund und zur Implementation an dieser Stelle verzichtet wird. Hier
wird auf die entsprechende Literatur verwiesen [249–255]
Genetische Algorithmen basieren auf einer zufallsgesteuerten bzw. statistischen Variablenva-
riation, was zur Folge hat, dass die Ergebnisse und deren Qualita¨t nicht vorhersagbar sind,
sowie dass die Ergebnisse selbst bei exakt gleichen Anfangsbedingungen nicht zwangsweise
reproduzierbar sind. Durch das Wahrscheinlichkeitsmoment fu¨hren die gleichen Rechnungen
im allgemeinen zu unterschiedlichen Ergebnissen, außer wenn ein gut konvergierendes System
vorliegt oder die Simulationsdauer sehr lang wird. Schließlich kann ebenso keine Garantie da-
fu¨r gegeben werden, dass das erhaltene Ergebnis die beste oder u¨berhaupt eine gute Lo¨sung
des Problems darstellt. Eine Einstufung oder Beurteilung des Ergebnisses ist nur dann mo¨g-
lich, wenn das beste Ergebnis bereits vorher bekannt wa¨re, was beispielsweise in Testfa¨llen
durch einen Vergleich mit deterministischen Methoden und durch die allgemeine Kenntnis
u¨ber Eigenschaften des Problems erreicht wird. In dem in der Praxis aber in der Regel ein-
tretenden Fall ist dieses nicht bekannt, so dass die Bestimmung der optimalen Lo¨sung oder
einer, der dieser nahe kommt, nur durch den Vergleich mehrerer unabha¨ngiger Rechnungen
mo¨glich ist.
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Beispiel kombinatorische Explosion
Um die Unmo¨glichkeit der Berechnung aller lokalen Minima zu zeigen, sei hier eine Beispielrech-
nung fu¨r die Parallelschaltung von m Prozessoren gegeben, die jeweils 10k lokale Minima pro
Sekunde berechnen ko¨nnen. Fu¨r ein Protein mit N = 100 Aminosa¨uren und 10N lokalen Minima
wu¨rde die Zeit t zur Berechnung aller Minima
t =
10N
m 10ks−1
=
10N−k
m
s =
10100−k
m
s (4.87)
beno¨tigt. Als Abscha¨tzung mit k = 9 fu¨r einen 1 GHz-getakteten Prozessor undm = 1000 parallelen
Prozessoren ergibt sich so
t =
10100−9
103
s = 1088s ≈ 1080 Jahre (4.88)
Ein genetischer Algorithmus arbeitet mit einem Satz aus mo¨glichen Lo¨sungsansa¨tzen fu¨r
ein Problem. Fu¨r die Geometrieoptimierung von Moleku¨len sind diese Lo¨sungsansa¨tze un-
terschiedliche geometrische Anordnungen. Der gesamte Satz an Lo¨sungsansa¨tzen wird als
Population und die einzelnen Teillo¨sungen als Individuen bezeichnet.
Im Optimierungsprozess werden die Individuen oft codiert dargestellt, wobei die codierte
Form als Genotyp bezeichnet wird. Dieses Verfahren wird eingesetzt, da es die Anwendung
der genetischen Operatoren vereinfachen kann, welche den Genotyp und somit die Individuen
vera¨ndern, um so den Variablenraum abzusuchen. Die Codierung kann und sollte so gewa¨hlt
werden, dass sie dem Problem angepasst ist und einen eindeutigen Zusammenhang mit der
vollsta¨ndigen Darstellung des Individuums liefert. Die nicht-codierte Darstellung wird als
Pha¨notyp bezeichnet und kann fu¨r Moleku¨le beispielsweise die Darstellung in kartesischen
Koordinaten sein. Fu¨r Proteine ko¨nnte eine Codierung zum Beispiel auf einer Diskretisierung
des Konformationsraumes basieren, bei welcher jedem diskreten Zustand eine (ganze) Zahl
zugeordnet wird.
Die Individuen werden iterativ vera¨ndert, wobei eine Iteration als Generation bezeichnet
wird. Die erste Generation bzw. Generation Null werden in der Regel vollkommen zufa¨llig
generiert. Auf die Generation Null und auf die folgenden Generationen wirken dann die ge-
netischen Operatoren, die die Individuen in bestimmter Weise vera¨ndern und ihre Qualita¨t
bestimmen. Die Individuen am Anfang einer Generation werden als Eltern, die Produkte, die
aus deren Vera¨nderungen hervorgehen, als Kinder bezeichnet.
Im Allgemeinen werden bei der Implementation eines ga mehrere Standard-Operatoren ver-
wendet. Dies sind Operatoren zur Variation der Individuen und zur Bewertung und Selektion
dieser fu¨r einen Folge-Zyklus. Welche Operatoren dies sind und wie diese im Programm um-
gesetzt wurden wird in den na¨chsten Abschnitten beschrieben (siehe 4.7.2).
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Diese Operatoren sollen eine Evolution der Lo¨sungen simulieren, so daß diese sich weiterent-
wickeln ko¨nnen und nur die besten Individuen u¨berleben, welche im Rahmen der Population
die besten Lo¨sungen zu einem Problem liefern.
Eine wichtige Eigenschaft eines genetischen Algorithmus ist, dass die Operatoren so konzi-
piert sind, dass die Optimierung auch gro¨ßere Barrieren zwischen unterschiedlichen Bereichen
u¨berwinden kann, um so nach Mo¨glichkeit ein Festsitzen in einem lokalen Minimum zu ver-
meiden. Dies ist bzw. kann mit großen Spru¨ngen im Variablenraum verbunden sein. Trotz
dieser Eigenschaft ist es nicht garantiert, dass die so erhaltenen Lo¨sungen ausgezeichneten
Punkten auf der Fla¨che entsprechen, da es in einem großen Konfigurationsraum sehr un-
wahrscheinlich ist, dass direkt eine Minimumsposition getroffen wird. Aus diesem Grund
wird ein genetischer Algorithmus ha¨ufig mit einer lokalen Gradientenoptimierung verbunden
(Hybridmethode), die direkt aus der Form der Fla¨che ihre Informationen fu¨r die Schritte
der Optimierung gewinnt und so ein Individuum zum na¨chsten Minimum optimieren kann.
Durch diese Kombination kann erreicht werden, dass zwar große Spru¨nge im Variablenraum
vollzogen werden, die erreichten Strukturen aber stets Minima der Fla¨che entsprechen.
Das Ziel hierbei ist es nun, durch die genetischen Operatoren, die die in den Genotypen ent-
haltenen Informationen u¨ber die lokalen Minima auszutauschen und zu kombinieren, so dass
im Idealfall die weiteren erzeugten Individuen energetisch tiefer liegenden Minima entspre-
chen, um sich so u¨ber eine Serie von Spru¨ngen entlang lokaler Minima zum globalen Minimum
zu bewegen.
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4.7.2 Der genetische Algorithmus
Der fu¨r diese Arbeit implementierte genetische Algorithmus basiert in seiner prinzipiellen
Form auf dem bereits vorher publizierten profet-Algorithmus (Protein Folding with Evo-
lutionary Techniques) [160]. Dieser ist dahingehend konzipiert, ein Protein in einer vollsta¨n-
digen atomaren Darstellung zu behandeln und dieses auf einer durch etablierte Potentiale,
wie beispielsweise das ecepp2/3- [221–224] oder das flex-Kraftfeld [256, 257], gegebenen
Energiefla¨che global zu optimieren, wobei die internen Koordinaten Bindungsla¨ngen, -winkel
und -torsionswinkel der Ru¨ckgratatome und die Torsionswinkel der Seitenketten als die such-
raumaufspannenden Variablen verwendet werden. Das Protein wurde in diesem Programm
ohne eine explizite Umgebung im Vakuum bei Null Kelvin angenommen, wobei allerdings die
Mo¨glichkeit besteht, Lo¨sungsmitteleffekte mit einer abstandsabha¨ngigen Dielektrizita¨tskon-
stanten zu approximieren.
Da der Programmquellcode des profet-Algorithmus auf die oben beschriebene Proteindar-
stellung optimiert war, wurde der genetische Algorithmus gro¨ßtenteils vollsta¨ndig neu pro-
grammiert und nur einige bestimmte Unterroutinen des origina¨ren Programms wieder ver-
wendet, um diesen dem in dieser Arbeit gewa¨hlten Proteinmodell anzupassen. Hierzu wurde,
wie in folgenden Abschnitten ausgefu¨hrt wird, der generelle Programmablauf beibehalten,
dieser aber um einige zusa¨tzliche Aspekte erweitert.
Die Basis des genetischen Algorithmus bildete das zur Kraftfeld-Parametrisierung angesetzte
Modell, welches auf einer Cα-Ru¨ckgrat-Darstellung beruhte, die durch die Zentren zur Simu-
lation der Wasserstoffbru¨cken erweitert wurden sowie die eingefu¨hrten Seitenkettenschwer-
punkte, die durch den Cluster-Ansatz beschrieben werden. Die Variablen fu¨r den Konforma-
tionsraum eines Proteins sind die La¨ngen der (Pseudo-) Bindungen zwischen den Cα-Atomen,
daneben die durch drei sequentielle Cα-Atome gegebenen Winkel und die durch vier sequenti-
elle Cα-Atome gegebenen Torsionswinkel sowie die Positionen der Seitenketten-Schwerpunkte.
In den folgenden Abschnitten wird zuna¨chst der grundsa¨tzliche Ablauf des fu¨r diese Arbeit
programmierten genetischen Algorithmus ausgefu¨hrt, worauf im Anschluss die wichtigsten
Programmabschnitte im Detail erla¨utert werden.
Programmablauf
Das Programm la¨sst sich grundsa¨tzlich in zwei hierarchische Ebenen einteilen. Die zu Grun-
de liegende Ebene wird durch den aus dem profet-Algorithmus u¨bernommenen Teil des
Programmes gebildet, der unter Verwendung evolutiona¨rer Methoden den Konformations-
raumes einer Population an Proteinen nach Minima der vorgegebenen (parametrisierten) Be-
wertungsfunktion absucht. Dieser Ebene u¨bergeordnet steht der Repliken-Algorithmus, der
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verschiedene dieser Populationen parallel behandeln kann und wahlweise einen Informati-
onsaustausch zwischen den einzelnen Repliken ermo¨glicht. Ebenso ko¨nnen unterschiedliche
Proteine bearbeitet werden. In der jetzigen Form des Programmes mu¨ssen jedoch alle Pro-
grammabschnitte sequentiell abgearbeitet bearbeitet werden, da noch keine Parallelisierung
des Quellcodes erfolgt ist. Der generelle Verlauf des Programmes fu¨r ein Protein ist in Abb.
4.37 dargestellt und wird detailliert im folgenden zuna¨chst fu¨r nur eine Replik beschriebenen.
Das Programm wurde auf Basis des fortran90/95-Standards programmiert. Die zur Aus-
fu¨hrung beno¨tigten Variablen und Felder werden im Programm dynamisch erstellt, so dass die
maximale Problemgro¨ße von den zur Verfu¨gung stehenden Computerressourcen beschra¨nkt
wird. Das Programm entha¨lt keine expliziten Parallelisierungen.
Die Basis des genetischen Algorithmus ist die iterative Vera¨nderung einer Population bzw.
einer Menge an Proteinstrukturen, welche im u¨bergeordneten Rahmen hier auch als Replik
bezeichnet wird, wenn davon mehrere behandelt werden. Zu Beginn steht die Generierung der
Anfangsstrukturen der Population mit der Anzahl MaxPop. Diese werden beim N-Terminus
beginnend aminosa¨ureweise aufgebaut, wobei zuerst des na¨chste Cα-Atom mit einem zufa¨llig
gewa¨hlten Bindungswinkel und zufa¨llig gewa¨hltem Torsionswinkel an die Kette angeha¨ngt
wird. Der Abstand zweier sequentieller Cα-Atome wurde zuna¨chst mit 3.8 A˚ angesetzt, da
dies der dominierende Abstand in bekannten experimentellen Strukturen ist (siehe hierzu
auch Abschnitt 4.4.1). Konnte dieses Cα-Atom kollisionsfrei platziert werden, wurde die Sei-
tenkette des vorherigen Cα-Atoms gesetzt und auf Kollisionen getestet. Im Falle von Kolli-
sionen wurden die Positionen des zuletzt angeha¨ngten Cα-Atoms bzw. der zuletzt gesetzten
Seitenkette variiert (siehe fu¨r Details weiter unten im Abschnitt Kollisionstests). Bei nicht
behebbaren Fehlern wurde die Struktur verworfen. Nach der Vollendung der Generierung ei-
ner Zufallsanfangsstruktur wird diese lokal optimiert (siehe Abschnitt Evolutionsoperatoren:
Optimierung). Alle erfolgreichen Proteine werden am Ende der Routine gesammelt und nach
ihrer potentiellen Energie geordnet, bis deren Anzahl MaxPop betrug und somit die Popula-
tion vollsta¨ndig war. Dieser Satz an Proteinen wird dann an das Hauptprogramm u¨bergeben,
in dem sich die Entwicklung mittels evolutiona¨ren Methoden anschließt. Diese la¨uft u¨ber
insgesamt MaxGen Generationen. Bei dem Erreichen dieser Zahl an Iterationen, wird das
Programm beendet.
Fu¨r die Evolution der Strukturen werden aus den MaxPop-Proteinen alle mo¨glichen Paarun-
gen gebildet, wobei jede Paarung nur einmal vorkommt. Die Paarbildung war unabha¨ngig
von der Reihenfolge der Proteine, so dass das Proteinpaar mit den Ordnungsnummern k, j
gleich dem Paar j, k ist, wobei k, j ∈ {1, 2, ...,MaxPop}. Dies fu¨hrt zu insgesamt 0.5Max-
Pop (MaxPop - 1) Paarungen. Zuna¨chst wird anhand der voreingestellten Wahrscheinlichkeit
XProb mit 0 ≤ XProb ≤ 1 entschieden, ob eine Kreuzung zwischen den gepaarten Protei-
nen stattfindet. Fu¨r den Austausch an Informationen u¨ber eine Kreuzung wurden im Pro-
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gramm zwei unterschiedliche Methoden realisiert (siehe hierzu Evolutionsoperatoren: Kreu-
zung). Unabha¨ngig von der Entscheidung u¨ber eine Kreuzung, wird im folgenden mit einer
Wahrscheinlichkeit von MutProb mit 0 ≤ MutProb ≤ 1 fu¨r jedes Protein einzeln eine Muta-
tion durchgefu¨hrt. Hierfu¨r stehen wiederum zwei unterschiedliche Verfahren zur Verfu¨gung
(siehe hierzu Evolutionsoperatoren: Mutation). Wenn entweder durch eine Kreuzung oder
durch eine Mutation die Proteinstruktur vera¨ndert worden ist, wird diese nach Abschluss
aller Vera¨nderungen unter Verwendung des Kraftfeldes lokal optimiert (siehe hierzu Evoluti-
onsoperatoren: Optimierung).
Die optimierten Strukturen werden, ebenso wie die Paare oder Einzelproteine, auf welche we-
der der Kreuzungs- noch der Mutationsoperator angewendet wurde, zu einer Gesamtmenge
zusammengefasst, bis dieser Prozess fu¨r alle Paarungen beendet ist. Hierauf folgend werden
aus der Gesamtmenge die Proteine fu¨r die Folgegeneration selektiert, wobei sie dann auch
als Eltern bezeichnet werden. Fu¨r die Selektion ko¨nnen verschiedene Kriterien angewendet
werden (siehe hierzu Evolutionsoperatoren: Selektion).
Dieser Ablauf von Vera¨nderungen der Proteinstruktur durch Kreuzung und Mutation mit
anschließender lokaler Optimierung und Selektion wird solange wiederholt, bis die voreinge-
stellte Anzahl an Generationen durchlaufen wurde. Nach deren Erreichen wird das Programm
beendet.
Dieser Einzelevolution einer Proteinmenge u¨bergeordnet ist es mo¨glich, mehrere Populationen
parallel zu behandeln, wobei diese dann auch als Repliken bezeichnet werden. Die Paralleli-
ta¨t ist hierbei nicht auf die programmtechnische Realisation bezogen, sondern darauf, dass
die Populationen unabha¨ngig voneinander den Evolutionszyklus des genetischen Algorithmus
durchlaufen. Ohne einen Informationsaustausch zwischen den Repliken entspricht das Pro-
gramm in dieser Form zuna¨chst nichts anderem als unabha¨ngigen parallelen Einzella¨ufen des
Programmes mit jeweils nur einer Replik bzw. einer Population. Das Ziel bzw. der Vorteil des
Repliken-Algorithmus besteht darin, die Informationen, die jede Replik u¨ber die zu Grunde
liegende Energiefla¨che mit sich tra¨gt, zu einem oder mehreren Zeitpunkten auszutauschen,
um durch die Kombination der Daten eine effizientere Suche des Konformationsraumes zu
ermo¨glichen, indem Repliken Zugang zu strukturellen Informationen bekommen, die in der
Entwicklung der Einzelreplik bisher nicht enthalten waren. Diese auch als Repliken-Austausch
bekannte Methode wird in dieser oder anderen problemorientierten Realisierung auf unter-
schiedliche Fragestellungen angewendet, wie unter anderem auch in der Proteinfaltung (siehe
hierzu bspw. [258, 259]).
Wie oben bereits erwa¨hnt ist die Implementation des Repliken-Austausches seriell, so dass
alle Repliken generationenweise nacheinander bearbeitet werden (siehe auch Abb. 4.37).
Jede Replik startet mit unterschiedlichen Initialisierungsdaten fu¨r den Zufallszahlen-Generator,
wodurch sie verschiedene Bereiche des Konformationsraumes erfassen, da sich dadurch im
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Regelfall sowohl die Startstrukturen wie auch deren weitere Evolution auf der gegebenen
Energiefla¨che unterscheiden. Sofern der Repliken-Algorithmus nicht bereits zu einem loka-
len oder globalen Minimum konvergiert ist, enthalten die Repliken somit unterschiedliche
Informationen. Der Zeitpunkt bzw. die Generation, zu dem der Austausch zwischen den Re-
pliken stattfindet (RepExGen), wird zu Anfang Programmes festgelegt. Die Mo¨glichkeiten
erstrecken sich hier von maximal einem Austausch nach jeder beendeten Generation, u¨ber
eine Austausch zu einigen bestimmten Generationen bis hin zu keinem Austausch. Erreicht
das Programm im Verlauf eine dieser Generationen, so werden, die Proteine zwischen den
einzelnen Repliken ausgetauscht. Diese geschieht dergestalt, dass zuna¨chst alle Proteine aus
allen Repliken zu einer neuen (ungeordneten) Gesamtmenge zusammengefasst werden, aus
welcher dann mittels Zufallsprinzip die neuen Repliken zusammengestellt werden. Die Zuord-
nung der Proteine zu den Repliken erfolgt also ohne weitere Kriterien wie bspw. energetische
oder geometrische A¨hnlichkeiten. Nach Beendigung der Neuverteilung, durchlaufen die ein-
zelnen Repliken wieder unabha¨ngig voneinander den Evolutionsalgorithmus, bis eine weitere
Austausch-Generation oder das Programmende erreicht wird.
Im ungu¨nstigsten Fall kann es dazu kommen, dass eine energetisch tief liegende nicht-native
Struktur nach Vermischung der Repliken die unterschiedlichen Population dominiert, wodurch
der Algorithmus strukturell und energetisch schnell konvergiert und einem lokalen Minimum
gefangen bleibt.
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Abbildung 4.37: Verlauf des genetischen Algorithmus mit Repliken-Austausch. Es bedeuten ngen die
Nummer der Generation, MaxGen die maximale Anzahl an Generationen, die durchlaufen wird, MaxRep
die Zahl an verwendeten Repliken, nrep die Nummer der Replik, RepExGen die Generation (”Zeitpunkt”)
des Austausches zwischen den Repliken, W eine Wahrscheinlichkeit, XProb die Wahrscheinlichkeit fu¨r eine
Kreuzung und MutProb die Wahrscheinlichkeit fu¨r eine Mutation.
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4.7.3 Programmteile
In den folgenden Abschnitten werden einige wichtige Programmteile eingehender dargestellt.
Diese sind:
• Kollisionstests
• Kreuzungsoperator
• Mutationsoperator
• lokale Optimierung
• Selektion
Kollisionstests
Fu¨r der Vera¨nderung einer Proteinstruktur bietet die Verwendung von internen Koordinaten
einige Vorteile. Aus diesem Grund wird diese Darstellung der Proteingeometrie in verschiede-
nen Programmteilen angewendet. Nachteilig hierbei ist allerdings, dass durch eine A¨nderung
der internen Koordinaten die resultierende Proteingeometrie Kollisionen enthalten kann, die
erst nach der Umwandlung in kartesische Koordinaten festgestellt wird. Eine Kollision, welche
einen unnatu¨rlich kurzen Abstand beschreibt, der in nativen Strukturen nicht auftritt, ist aus
unterschiedlichen Gru¨nden problematisch. Aus einer exakten, fundamentalen Sichtweise her-
aus, ist eine Kollision zu vermeiden, da sie unphysikalisch und nur ein Effekt des gena¨herten
Modells bzw. der unzula¨nglichen Methode ist. Dagegen kann allerdings aus rein praktischer
Sicht heraus bzw. im Licht des alleinigen Ziels, den rmsd-Wert zur nativen Struktur zu mini-
mieren, eine Kollision weniger ins Gewicht fallen, wenn ansonsten die Zielgeometrie gut repro-
duziert wird. (Dies kann beispielsweise Proteingeometrien vorliegen, die auf nmr-Datenbasis
bestimmt wurden.) Neben diesen Aspekten kann sich eine Kollision in einem unerwarteten
Sinne negativ auf Bewegungen auf einer Potentialenergiefla¨che wa¨hrend der Suche nach cha-
rakteristischen Punkten auswirken, wie sie hier fu¨r die globale Optimierung notwendig ist.
Dies ist ein Effekt der Methode der Parameteroptimierung und des funktionalen Ansatzes
des Potentials: Die verwendeten falschen Strukturen wurden so konstruiert, dass sie keine
Kollisionen enthielten, um das Informationsgewicht auf die anderen Wechselwirkungen zu le-
gen. Damit fehlen aber in der Parameteroptimierung die Informationen u¨ber diesen Bereich
der Energiefla¨che. Dies kann, wie im Abschnitt der Ergebnisse der Parameteroptimierung ge-
zeigt, dazu fu¨hren, dass beispielsweise nicht-bindende Potentiale fu¨r zu kurze Absta¨nde stark
attraktiv wirken, was kontra¨r zur physikalischen Realita¨t steht, in der diese Potentiale stark
repulsiv wirken. Werden somit bei sehr kurzen Absta¨nde dort attraktive Funktionen nicht
korrigiert, verfa¨lscht dies die Gesamtenergie, indem eine unrealistische Stabilisierungsenergie
180
4.7 Globale Geometrieoptimierung
hinzugefu¨gt wird. Dies kann in Abha¨ngigkeit des funktionalen Verlaufes der entsprechenden
nicht-bindenden Funktion soweit gehen, dass die Gesamtenergie durch einen einzigen zu kur-
zen Abstand dominiert wird, wodurch die globale Optimierung in diesem lokalen Minimum
gefangen bleibt, welches ein reines Artefakt der Methode ist.
Aus diesem Grund wird im Programmablauf an bestimmten Stellen auf Kollisionen getestet,
um realistische Proteinstrukturen zu erhalten. Als Minimalabsta¨nde zwischen den Seitenket-
ten, den Seitenketten und dem Ru¨ckgrat und zwischen den Ru¨ckgratatomen wurden die auf
Basis des top500h-Proteindatensatzes ausgewerteten ku¨rzesten Absta¨nde verwendet, welche
im Anhang aufgefu¨hrt sind (siehe Tab. 6.1 bis 6.3). Diese Tests werden bspw. nach Anwen-
dung eines Mutations- oder Kreuzungsoperators durchgefu¨hrt.
Fu¨r den gegebenen Fall einer Kollision wurden zuna¨chst Routinen geschrieben, die das Prote-
inru¨ckgrat und die Seitenkettenpositionen vera¨ndern, um nach Mo¨glichkeit eine kollisionsfreie
Anordnung zu finden. Hierzu wurde zuna¨chst der Teil der Sequenz des Proteins beginnend am
N-Terminus vollsta¨ndig aufgebaut bzw. unvera¨ndert verwendet, der keine Kollision enthielt.
Das restliche Protein wurde anschließend aminosa¨ureweise angeha¨ngt, und bei jedem neuen
Rest auf eine Kollision getestet. Lag eine solche vor, wurde das letzte angeha¨ngte Cα-Atom
auf einer Kugeloberfla¨che rotiert, deren Zentrum das vorhergehende Cα-Atom war, was einer
A¨nderung des Bindungswinkels und des Torsionswinkels entsprach, wobei aber der Bindungs-
abstand bzw. der Kugelradius konstant gehalten wurde. Gleichzeitig mit der Vera¨nderung
des letzten Cα-Atoms wurde auch die Position der Seitenkette der vorletzten Aminosa¨ure
jeweils neu berechnet, da diese nicht unabha¨ngig von der Position des zuletzt angeha¨ngten
Cα-Atoms ist. Die abgesuchten Positionen auf der Kugeloberfla¨che entsprachen inkrementel-
len A¨nderungen des zugeho¨rigen Torsionswinkels um jeweils fu¨nf Grad und des zugeho¨rigen
Bindungswinkels um zwei Grad. Sofern mehrere erlaubte Positionen erhalten wurden, wurde
die neue Position des letzten Cα-Atoms nach drei einstellbaren Kriterien gewa¨hlt: a) Dichte-
ste Position zu Urspru¨nglichen, b) kompakteste Gesamtgeometrie oder c) zufa¨llige Auswahl
einer Position aus allen erlaubten. Wenn es von vornherein nur zu einer Kollision verursacht
durch die Seitenkette der Aminosa¨uren kam, dann wurden zuna¨chst auch nur die anderen
Seitenkettenpositionen in Form der Clusterzentren getestet. Konnte hierbei keine erlaubte
Seitenketten-Anordnung gefunden werden, wurde anschließend dann auch die Position des
folgenden Cα-Atoms vera¨ndert.
Lagen viele Kollisionen im Protein vor, so war diese Art der Problembehebung relativ zeit-
aufwendig im Vergleich zu anderen Programmteilen. Daher wurde der Schritt der Kollisi-
onsbehebung in einer spa¨teren Programmversion in die lokale Optimierung miteinbezogen
und das separate Testen von erlaubten Positionen weggelassen. Statt dessen wurden zu dem
urspru¨nglichen Kraftfeld Kollisionspotentiale V (k) hinzugefu¨gt, die den minimalen Abstand
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zwischen zwei Interaktionspunkten gewa¨hrleisten sollten. Diese hatten die generelle Form
V (k)(ri,j) =


c
(k)
si,sj (ri,j − δsi,sj )
2 fu¨r ri,j < δsi,sj
0
(4.89)
Der Abstand ri,j kann hierbei die Absta¨nde Seitenkette-zu-Seitenkette, Seitenkette-zu-C
α-
Atom oder Cα-zu-Cα-Atom repra¨sentieren. Die Konstante δsi,sj ist der Minimalabstand der
zwei Interaktionszentren, wie er aus den top500h-Proteindaten erhalten wurde und c
(k)
si,sj
ist der Gewichtungskoeffizient dieser Funktion im Gesamtpotential, welcher manuell so ein-
gestellt wurde, dass diese Funktion im Falle eines zu kurzen Abstands die entsprechende
nicht-bindende Funktion u¨berwog. Zusa¨tzlich wurden fu¨r die nicht-bindenden Funktionen
eine Da¨mpfungsfunktionen eingefu¨hrt, um unrealistische, bei kleinen Absta¨nden stark at-
traktive Potentiale besser handhabbar zu machen. Die Da¨mpfung, welche Funktionswerte
zwischen Null und eins annehmen kann, wurde innerhalb eines bestimmten Intervalls mit den
Funktionswerten der nicht-bindenden Funktion multipliziert. Wie in Abschnitt 4.4.3 erla¨utert
wird, wurde fu¨r die nicht-bindenden Potentialfunktionen eine untere Grenze (unteres Limit)
l1 definiert, unterhalb derer sie nicht mehr definiert sind. Die aus den Proteindaten gewonnen
Minimalabsta¨nde lagen stets oberhalb dieser Funktionsgrenze, so dass stets δsi,sj > l1 gilt.
Fu¨r den Bereich zwischen diesen beiden Absta¨nden wurde die Da¨mpfungsfunktion η definiert
zu:
η(ri,j) =


1 fu¨r ri,j ≥ δsi,sj
1
2 sin
(
pi(ri,j−δsi,sj )
l1−δsi,sj
− pi2
)
+ 12 fu¨r l1 < ri,j < δsi,sj
0 fu¨r ri,j ≤ l1
(4.90)
Diese Funktion besteht im Intervall l1 < ri,j < δsi,sj aus einer Halbwelle der Sinus-Funktion,
die fu¨r ri,j gegen l1 gegen Null geht, wodurch das nicht-bindende Potential verschwindet,
wa¨hrend sie fu¨r ri,j gegen δsi,sj gegen eins geht, so dass sie fu¨r ri,j ≥ δsi,sj die nicht-bindenden
Potentiale nicht vera¨ndert.
Evolutionsoperatoren: Kreuzung
Der erste Schritt bei der Kombination zweier Eltern bestand in der Verwendung eines Kreu-
zungsoperators (crossover) zwischen beiden Eltern. Fu¨r diesen Operator wurden zwei un-
terschiedliche Varianten implementiert. Die erste Version einer Kreuzung bestand aus einem
direkten Austausch interner Koordinaten zwischen zwei Eltern. Diese internen Koordina-
ten umfassten die Cα-Absta¨nde, -Pseudo-Bindungswinkel und -Pseudo-Torsionswinkel. Nicht
enthalten waren die Seitenkettenkoordinaten (wie fu¨r diese verfahren wurde siehe Evolutions-
operatoren: Optimierung). Bei Ausfu¨hrung dieses Kreuzungsoperators bestand entweder die
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Wahl, die internen Koordinaten vollsta¨ndig ab einem bestimmten Punkt entlang der Sequenz
auszutauschen (Einzelpunkt-Kreuzung) oder die internen Koordinaten zwischen zwei Punkten
in der Sequenz auszutauschen (Mehrpunkt-Kreuzung), wobei die erste Mo¨glichkeit als Spezi-
alfall der zweiten aufgefasst werden kann, indem einer der beiden Punkte entweder mit der
ersten oder der letzten Aminosa¨ure zusammenfa¨llt. Der Vorgang der Mehrpunkt-Kreuzung
wird in folgender Gleichung 4.92 veranschaulicht, wobei ”×” in dieser fu¨r den Kreuzungsope-
rator steht: Gegeben sei ein Satz an Proteinen Pk mit der Ordnungsnummer k fu¨r das Protein
und deren Darstellung in einer Matrix der internen Koordinaten I, die Spaltenweise die Cα-
Absta¨nde dk,i der Atome i und i+1 entha¨lt, sowie die C
α-Winkel κk,i und C
α-Torsionswinkel
τk,i. Die Darstellung eines Proteins Pk in internen Koordinaten I(Pk) ist somit:
I(Pk) =


rk,1 κk,1 τk,1
rk,2 κk,2 τk,2
...
rk,N−1 κk,N−1 τk,N−1


(4.91)
Der Kreuzungsoperator tauscht die internen Koordinaten zwischen zwei solchen Matrizen
zeilenweise, beispielsweise zwischen den Positionen j1 und j2 in der Sequenz. Die Anwendung
des Kreuzungsoperators fu¨hrt dann zu:
I(P1)× I(P2) =


r1,1 κ1,1 τ1,1
r1,2 κ1,2 τ1,2
...
r1,j1 κ1,j1 τ1,j1
...
r1,j2 κ1,j2 τ1,j2
...
r1,N−1 κ1,N−1 τ1,N−1


×


r2,1 κ2,1 τ2,1
r2,2 κ2,2 τ2,2
...
r2,j1 κ2,j1 τ2,j1
...
r2,j2 κ2,j2 τ2,j2
...
r2,N−1 κ2,N−1 τ2,N−1


=
(4.92)
=


r1,1 κ1,1 τ1,1
r1,2 κ1,2 τ1,2
...
r2,j1 κ2,j1 τ2,j1
...
r2,j2 κ2,j2 τ2,j2
...
r1,N−1 κ1,N−1 τ1,N−1


+


r2,1 κ2,1 τ2,1
r2,2 κ2,2 τ2,2
...
r1,j1 κ1,j1 τ1,j1
...
r1,j2 κ1,2,j2 τ1,j2
...
r2,N−1 κ2,N−1 τ2,N−1


= I(P
′
1) + I(P
′
2)
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Im Falle des Einzelpunkt-Operators wa¨re j1 = 1 oder j2 = N . Durch diese Kreuzung werde
komplette Abschnitte unter vollsta¨ndiger Erhaltung der Struktur des getauschten Abschnittes
u¨bertragen.
Neben dem Operator zum Austausch der internen Koordinaten wurden zusa¨tzlich noch der
kartesische Kreuzungsoperator implementiert [260]. Dieser Operator wirkt direkt auf die kar-
tesischen Koordinaten zweier Proteine, so dass hier eine Umwandlung in interne Koordinaten
entfa¨llt. Zuna¨chst werden die zwei Proteine optimal durch eine Minimierung des crmsd-
Wertes u¨berlagert. Dann werden die kartesischen Koordinaten der beiden Ausgangsproteine
X1 und X2 linear kombiniert, so dass ein neues Protein X3 entsteht:
X3 = u · (X2 −X1) + X1 (4.93)
Hierbei ist u ein Gewichtungsfaktor mit 0 ≤ u ≤ 1. Fu¨r u = 0 wird X1 erhalten, fu¨r u = 1 wird
X2 erhalten. Die Werte zwischen Null und eins entsprechen Mischgeometrien beider Proteine,
wobei die anteilige Information der urspru¨nglichen Proteine vom Wert von u abha¨ngt. Dieser
Operator la¨sst sich so auffassen, dass ein Ausgangsprotein unter Verwendung eines anderen
Proteins in Richtung der Koordinaten des anderen Proteins verzerrt wird. Fu¨r die Wahl fu¨r
u werden in [260] zwei verschiedene Mengen an Werten angegeben bzw. vorgeschlagen: Zum
einen eine Menge, bei der das resultierende Protein nah an der Ursprungsgeometrie eines
der Ausgangsproteine bleibt. Bei dieser ist u ∈ {0.05, 0.1, 0.15, 0.85, 0.90, 0.95}. Damit wird
der Konformationsraum dicht bei X1 bzw. X2 erreicht. In der zweiten Menge werden mehr
Strukturinformationen u¨bertragen, wobei eher der Konformationsraum zwischen beiden Aus-
gangsproteinen erreicht wird. Hierbei ist u ∈ {0.1, 0.2, 0.35, 0.65, 0.8, 0.9}. Durch den Benutzer
kann festgelegt werden, welche der beiden Mengen im Programm verwendet werden soll. Bei
dem Aufruf des kartesischen Kreuzungsoperators werden stets alle Proteine zu den gewa¨hlten
u-Werten gebildet, so dass im Unterschied zum Kreuzungsoperator in internen Koordinaten,
bei dem aus zwei Ausgangsproteinen zwei neue Proteine entstehen, hier sechs neue Proteine
gebildet werden. Die weiteren Unterschiede zwischen beiden Operatoren bestehen darin, dass
nach einem Tausch der internen Koordinaten im Regelfall komplett neue Proteine entstehen,
da sich durch die A¨nderung der internen Koordinaten, die Sekunda¨rstruktur und damit auch
gro¨ßtenteils die gesamte Tertia¨rstruktur durch eine Neuarrangierung der Proteinsegmente
vera¨ndern kann. Dies entspricht großen Spru¨ngen im Konformationsraum des Proteins. Der
kartesische Operator vera¨ndert in dieser Hinsicht die Gesamtgeometrie weit weniger, denn
es werden alle Punkte lediglich in Richtung der anderen Koordinaten verschoben, wodurch
keine vollsta¨ndige Neufaltung entsteht. Der große Nachteil bei dieser Methode ist, dass meist
stark verzerrte Strukturen mit unnatu¨rlichen Bindungsla¨ngen oder nicht-bindenden Absta¨n-
den entstehen, die korrigiert werden mu¨ssen.
Dieser Operator eignet sich dafu¨r, ihn in im fortgeschrittenen Stadium einer globalen Opti-
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mierung einzusetzen, wenn die Strukturen bereits nahe eines Minimums sind, da der Kreu-
zungsoperator wie oben beschrieben die Strukturen meist zu stark vera¨ndert, wodurch die
resultierende Struktur wieder weit entfernt vom Minimum ist. Der kartesische Operator ist
dagegen besser geeignet, die lokale Umgebung des Proteins zu erreichen.
Evolutionsoperatoren: Mutation
Neben den Kreuzungsoperatoren wurden auch zwei verschiedene Mutationsoperatoren imple-
mentiert, die sich a¨hnlich zu den beiden Kreuzungsoperatoren unterschiedlich stark auf die
Vera¨nderung der Proteinstruktur auswirken.
Der erste Mutationsoperator Mˆ1 wirkt auf die internen Koordinaten des Proteins und ver-
a¨ndert diese innerhalb eines bestimmten Segmentes. Innerhalb dieses werden die Bindungs-
la¨ngen, -winkel und -torsionswinkel mit neuen Werten u¨berschrieben. Schematisch la¨sst sich
dieser Vorgang wie folgt darstellen, wobei die Mutation auf die Positionen zwischen den Re-
sten j1 und j2 wirkt:
Mˆ1I(Pk) = Mˆ1


rk,1 κk,1 τk,1
rk,2 κk,2 τk,2
...
rk,j1 κk,j1 τk,j1
...
rk,j2 κk,j2 τk,j2
...
rk,N−1 κk,N−1 τk,N−1


=


r2,1 κ2,1 τk,1
r2,2 κ2,2 τk,2
...
r
′
k,j1
κ
′
k,j1
τ
′
k,j1
...
r
′
k,j2
κ
′
k,j2
τ
′
k,j2
...
rk,N−1 κk,N−1 τk,N−1


(4.94)
Die neuen Werte r
′
k,i, κ
′
k,i und τ
′
k,i werden dabei entweder zufa¨llig generiert oder aus einer
Liste vorgegebener Werte ausgewa¨hlt. Dies wurde im Programm so realisiert, dass zuna¨chst
die Art der Mutation ausgewa¨hlt wurde, wobei zwischen drei Typen gewa¨hlt werden konn-
te. Diese waren die α-Helix, das β-Faltblatt oder eine Zufallsgeometrie (random coil). Fu¨r
die ersten beiden Typen wurden fu¨r den Bindungswinkel κ
′
und den Torsionswinkel τ
′
feste
idealisierte Literatur-Mittelwerte κ¯ und τ¯ verwendet, zu denen zur Variation eine kleine Ab-
weichung ∆κ¯ und ∆τ¯ hinzuaddiert wurde, wobei 0 ≤ ∆κ¯ ≤ ∆κ¯max und 0 ≤ ∆τ¯ ≤ ∆τ¯max
ist. Die hierfu¨r verwendeten Werte ebenso wie die minimale und maximale La¨nge Lmin und
Lmax eines mutierten Segmentes sind in Tab. 4.26 aufgelistet. Fu¨r eine Mutation mit Zu-
fallsgeometrie wurden die Winkel und die Torsionswinkel fu¨r das ausgesuchte Segment aus
den in der Tabelle gegebenen Intervallen zufa¨llig gewa¨hlt. Nach der Vera¨nderung der Matrix
der internen Koordinaten wurde diese in die kartesischen Koordinaten umgerechnet und auf
Kollisionen getestet sowie die Seitenketten gesetzt.
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Struktur κ¯/◦ ∆κ¯max/
◦ τ¯/◦ ∆τ¯max/
◦ Lmin Lmax
α-Helix 88 10 130 15 1 10
β-Faltblatt 130 10 178 15 1 4
Zufallsgeometrie [60,170] - [-178,178] - 1 5
Tabelle 4.26: Vorgegebene Werte fu¨r Mutationen der internen Koordinaten. τ ist der Torsi-
onswinkel fu¨r vier sequentielle Cα-Atome und κ der Bindungswinkel zwischen drei sequentiellen
Cα-Atomen.
Der oben beschriebene Mutationsoperator in internen Koordinaten hat a¨hnlich wie der Kreu-
zungsoperator in internen Koordinaten den Effekt, dass kleinste A¨nderungen der internen Ko-
ordinaten große Auswirkungen auf die dreidimensionale Struktur des Proteins haben ko¨nnen.
Dies eignet sich gerade zu Beginn einer Optimierung, um gro¨ßere Bereiche des Konformati-
onsraumes zu erfassen. Am Ende einer Optimierung nahe eines Minimums zeigt sich jedoch
zumeist, dass durch diese Art der Mutation die Vera¨nderungen zu groß sind und sich die
neue Struktur weitab vom erreichten Minimum in Bereichen mit hoher potentieller Energie
befindet. Dies fu¨hrt dazu, dass viele Strukturen wieder verworfen werden mu¨ssen, weil nur
Strukturen mit niedrigerer Gesamtenergie weiterverwendet werden (in einer Monte-Carlo-
Simulation beispielsweise ha¨tten diese Strukturen dagegen eine U¨berlebenswahrscheinlichkeit
proportional zum Boltzmannfaktor). Dieser Mutationsoperator verliert dadurch in den spa¨-
ten Stadien der Optimierung an Effektivita¨t. Daher wurde ein zweiter Mutationsoperator
implementiert, der weniger drastische Vera¨nderungen an der Gesamtstruktur eines Proteins
vornimmt. Dieser fu¨hrt nur lokal zu einer Modifikation des Ru¨ckgrates ohne die relative An-
ordnung des restlichen, nicht mutierten Proteins zu vera¨ndern, weshalb er auch als lokaler
Twist-Operator (LT-Operator) bezeichnet wird [141, 261].
Die Mutation mittels des LT-Operators wird in verschiedenen Schritten durchgefu¨hrt, wel-
che sowohl interne wie kartesische Koordinaten beno¨tigen, wobei schließlich aber die finale
Mutation des Proteins in kartesischen Koordinaten stattfindet. Zuna¨chst wird ein Segment
mit einer maximalen La¨nge von zehn Aminosa¨uren zur Mutation ausgewa¨hlt. Dieses Seg-
ment wird analog zum vorher beschriebenen Mutationsoperator neu gefaltet, wobei die drei
oben beschriebenen Mutationstypen in internen Koordinaten angewendet werden. Anschlie-
ßend werden die kartesischen Koordinaten des Segmentes berechnet. Die neuen Koordinaten
des vera¨nderten Segments werden nun mit seinen Koordinaten vor der Mutation unter Mini-
mierung des crmsd-Wertes u¨bereinandergelegt, so dass das Segment eine zur urspru¨nglichen
mo¨glichst a¨hnliche Orientierung erlangt, um Kollisionen zu vermeiden. Nach der U¨berlage-
rung wird das gesamte Segment so verschoben, dass die Position des ersten Cα-Atoms mit
seiner Position vor der Mutation zusammenfa¨llt. Da nur in Ausnahmefa¨llen die u¨berlager-
ten Segmente eine gleiche oder sehr a¨hnliche La¨nge besitzen, tritt im Regelfall eine Lu¨cke
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am Ende des Segmentes zum benachbarten Cα-Atom des unvera¨nderten Proteinrestes auf.
Diese wird unter Verwendung des fccd-Algorithmus geschlossen [161, 162], welcher nochmal
die Bindungs- und Torsionswinkel des mutierten Segmentes vera¨ndert. Wenn es hierbei nach
dem Schließen der Lu¨cke und dem Setzen der Seitenketten zu Kollisionen kam, wurde das
Segment neu gefaltet und wieder eingesetzt. Dieser Zyklus wurde bis maximal 50 mal wieder-
holt. Wurde innerhalb dieser Anzahl keine erlaubte Anordnung gefunden, wurde die Mutation
verworfen.
Dieser Operator zeigt eine große Erfolgsquote, was die Erzeugung von kollisionsfreien Geo-
metrien betrifft, so dass auch in spa¨ten Stadien der Optimierung bei Verwendung dieses Ope-
rators nur wenige Proteine verworfen werden mu¨ssen. Mit Hilfe des LT-Operators ko¨nnen
Proteingeometrien abschnittsweise neu gefaltet werden, ohne die Gesamtfaltung wa¨hrend der
Mutation zu vera¨ndern. In der anschließenden lokalen Optimierung konnten selbstversta¨nd-
lich Anpassungen der Proteingeometrie an die neue lokale Struktur stattfinden, welche aber
verha¨ltnisma¨ßig gering ausfielen.
Da der LT-Operator im Gegensatz zum Mutationsoperator in internen Koordinaten unge-
eignet ist, große Konformationsbereiche abzusuchen, wurde er so implementiert, dass er in
einer spa¨teren Generation des Programmes als zweiter alternativer Mutationsoperator dazu
genommen wurde. Der LT-Operator wurde aktiviert, wenn ngen ≥ 0.75 MaxGen war.
Evolutionsoperatoren: Optimierung
Nach einer erfolgreichen Kreuzung oder Mutation zweier Eltern erfolgte die lokale Optimie-
rung der resultierenden Proteine. Dieser Schritt setzt sich aus zwei Phasen zusammen. Im
ersten Schritt werden die Seitenkettenpositionen mittels eines weiteren genetischen Algorith-
mus verbessert, wa¨hrend im zweiten Schritt die gesamte Struktur auf Basis des entwickelten
Kraftfeldes zu einem lokalen Minimum der potentieller Energie optimiert wird.
Beim Eintritt in die Optimierungsroutine besitzen die Aminosa¨uren der Proteine bereits
Seitenkettenpositionen, wie sie in den vorher durchlaufenen und oben beschriebenen Routi-
nen wie Mutation oder Kreuzung gesetzt wurden. Das Ziel in diesen Programmabschnitten
war darauf ausgerichtet gewesen, eine Seitenkettenposition zu finden, die nicht im Konflikt
mit anderen Seitenketten oder Cα-Atomen stand, um dem Hauptprogramm kollisionsfreie
Strukturen zuru¨ckzugeben. Die Positionierung der Seitenkette beruhte somit auf rein geome-
trischen Erwa¨gungen. Energetische Aspekte wurden dabei nicht beru¨cksichtigt. Diesem wird
zu Beginn der Optimierungsroutine Rechnung getragen. Durch Testrechnungen zeigte sich
im Vorwege, dass sich bei einer lokalen Geometrieoptimierung mit Gradienteninformation die
Seitenketten-Positionen nur sehr geringfu¨gig a¨nderten, so dass sie nicht in der Lage waren,
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sich vom einem Clusterzentrum zu einem anderen zu bewegen. Gleichzeitig ha¨ngt aber die
Gesamtenergie eines Proteins nicht unbedeutend von der Seitenketten-Konfigurationen ab,
da z. B. zwei gleichartig geladene Seitenketten ein stark repulsives Paarpotential besitzen.
Daher wurde vor dem Schritt der Gradientenoptimierung des gesamten Proteins ein kurzer
genetischer Algorithmus implementiert, der eine optimale bzw. verbesserte Anordnung der
Seitenketten sucht. Bei diesem Algorithmus wurden die Koordinaten der Cα-Atome als fi-
xiert angenommen. Die Seitenketten-Konfigurationen wurden u¨ber einen Vektor codiert, der
die Ordnungsnummer der Clusterpositionen zu jeder Seitenketten enthielt (Genotyp). Der
zugeho¨rige Phenotyp entspricht den kartesischen Koordinaten der Seitenketten im Rahmen
des festen Ru¨ckgrates. Die Anfangskonfigurationen wurden zufa¨llig generiert, und durch die
Konfiguration der Seitenketten des Proteins bei Eintritt in diese Routine erga¨nzt. Wie fu¨r
den u¨bergeordneten ga bereits beschrieben, durchlaufen die Seitenketten-Konfigurationen
eine Anzahl an Generationen, wobei in jeder Generation eine Kreuzung oder Mutation der
Konfigurationen eintreten kann. Die Wahrscheinlichkeiten hierfu¨r waren identisch zu denen
des Hauptprogramms. Nach den Mutationen wurden die Konfigurationen in kartesische Ko-
ordinaten umgewandelt und das Wechselwirkungspotential zwischen den Seitenketten, zwi-
schen den Seitenketten und dem Ru¨ckgrat sowie das Oberfla¨chenpotential berechnet. Da das
Ru¨ckgrat hierbei fixiert war, wurden die bindenden und nicht-bindenden Wechselwirkungen
der Cα-Atome untereinander nicht mit beru¨cksichtigt. Zusa¨tzlich zu diesen Energien wurden
noch die repulsiven Potentiale hinzugenommen, die den Minimalabstand der Seitenketten zu
anderen Punkten beinhalten. Diese Energieberechnung geschah ohne Verwendung von Gradi-
enteninformationen als Einzelenergiewert-Rechnung (single-point energy). Um diesen Teil des
Programmes kurz zu halten, wurden die Anzahl an Individuen (Seitenketten-Konfigurationen)
und Generationen separat in einigen Testla¨ufen bestimmt, wobei ein Kompromiss zwischen
Zeitaufwand und Energieminimierung getroffen wurde. Es wurden insgesamt fu¨nf Individuen
und fu¨nf Generationen fu¨r den Seitenketten-ga verwendet.
Nach Beendigung der Optimierung der Seitenkettenpositionen, wurde das gesamte Protein
lokal mittels des parametrisierten Kraftfeldes optimiert. Fu¨r die Gradientenberechnung wur-
den die analytischen Ableitungen der Potentialfunktionen verwendet. Die Richtungen der
einzelnen Optimierungsschritte auf der Energiefla¨che wurden mittels eines Quasi-Newton-
Algorithmus bestimmt, wobei die Hesse-Matrix u¨ber die bfgs-Methode aktualisiert wurde
[262].
188
4.7 Globale Geometrieoptimierung
Evolutionsoperatoren: Selektion
Nach der lokalen Optimierung aller vera¨nderten Proteine in einer Generation folgte der letz-
te Schritt, welcher zur Vorbereitung der na¨chsten Generation diente. In diesem wurde aus
der vollsta¨ndigen Menge aller in einer Generation vorhandenen Proteine ein Satz bestimmter
Strukturen ausgewa¨hlt, welche an die na¨chste Generation weitergegeben wurde (Eltern). Die
nicht ausgewa¨hlten Proteine wurden dagegen verworfen und nicht weiter verwendet.
Fu¨r die Selektion der Proteine, die die Eltern der na¨chsten Generation bilden, wurden ins-
gesamt drei unterschiedliche Methoden bzw. Kriterien implementiert, die vom Benutzer ein-
gestellt werden ko¨nnen. Zusa¨tzlich zu diesen drei Verfahren, die im folgenden beschrieben
werden, kann eingestellt werden, ob im Programm eine Elite-Strategie verfolgt werden soll
oder nicht. Dies bedeutet, dass, im Falle einer gewu¨nschten Elite-Strategie, unabha¨ngig da-
von, welche Proteine durch die Selektionskriterien ausgewa¨hlt wurden, das Protein mit der
niedrigsten potentiellen Energie garantiert an die na¨chste Generation weitergegeben wird.
Ein Nachteil der Elite-Strategie ist, dass dadurch eine globale Optimierung schnell in einem
lokalen Minimum gefangen bleiben kann. Andererseits aber verliert man Informationen u¨ber
energetisch gu¨nstige Anordnungen, wenn die Elite-Strategie nicht verfolgt wird, und dadurch
das am besten bewertete Protein aus der Menge entfernt wird.
Neben der Festlegung der Elite-Strategie, welche lediglich ein Protein fu¨r die Folgegeneration
auswa¨hlt, muss auch das Kriterium zur Bestimmung der restlichen Proteine einer Popula-
tion, die an die na¨chste Generation weitergegeben wird, bestimmt werden. Hierzu kann im
Programm weiterhin entschieden werden, ob die unvera¨nderten Eltern, die am Anfang einer
Generation standen, mit in den Auswahlprozess aufgenommen werden sollen, oder ob nur aus
den neuen, mutierten Proteinen gewa¨hlt werden soll. Dies wurde stets so eingestellt, dass die
Eltern mit verwendet wurden, um zu verhindern, dass deren Informationen verloren gehen
wu¨rden, wenn alle mutierten Proteine schlechtere Kandidaten darstellen.
Die Selektion der Proteine fu¨r die na¨chste Generation konnte schließlich mit Hilfe dreier ver-
schiedener Kriterien durchgefu¨hrt werden:
a) Auswahl der besten Strukturen. Hierbei werden sa¨mtliche Proteine nach ihrer potentiellen
Energie geordnet und diejenigen mit der niedrigsten Energie u¨bernommen. Hierbei muss sich
die Energie der Proteine um jeweils mindestens einen Wert von 1 · 10−8 Energieeinheiten
unterscheiden. Ansonsten wird angenommen, dass die Proteine zu a¨hnlich sind, so dass nur
eines verwendet wird.
b) Zufa¨llige Auswahl. Hier werden die Proteine vo¨llig zufa¨llig aus der gesamten Menge aus-
gewa¨hlt. Diese Methode gewa¨hrleistet nicht, dass die besten oder guten Strukturen weiterge-
geben werden.
c) Nischen-Kriterium. Dies ist das Kriterium der Wahl, welches durchweg in den Rechnun-
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gen benutzt wurde. Die Proteine werden zuna¨chst wie unter a) nach ihrer Energie geordnet.
Danach werden alle Proteine untereinander auf ihre geometrische A¨hnlichkeit hin untersucht,
welche durch den crmsd-Wert nach einer idealen U¨berlagerung beider Strukturen gegeben
ist. Zwei Strukturen werden hierbei als a¨hnlich eingestuft und der gleichen Kategorie zuge-
ordnet, wenn der crmsd < 3 A˚ ist. Ist ein Protein keinem anderen Protein einer Kategorie
a¨hnlich wird fu¨r dieses Protein eine neue Kategorie erstellt. Wenn alle Proteine Kategorien
zugeordnet wurden, werden beginnend bei der ersten Kategorie und in der Reihenfolge, in der
die anderen Kategorien erstellt wurden, jeweils die ersten Proteine dieser Kategorien ausge-
wa¨hlt, bis genu¨gend Proteine fu¨r die na¨chste Generation selektiert wurden. Dieses Vorgehen
fu¨hrt dazu, dass jeweils die energetisch niedrigsten Strukturen weiterverwendet werden, die
zudem unterschiedliche strukturelle Informationen beinhalten, wodurch eine Diversita¨t der
Population gewa¨hrleistet wird. Sollten nicht genu¨gend Kategorien zur Verfu¨gung stehen, um
die na¨chste Population zu fu¨llen, so werden die fehlenden Proteine unter Verwendung der
Strukturerzeugungsroutinen der Anfangsgeneration neu erstellt.
4.7.4 Zusammenhang zwischen der globalen Geometrieoptimierung und der
Parameteroptimierung
Der genetische Algorithmus wurde im Rahmen dieser Arbeit dazu verwendet, auf der Fla¨che
des nach der Optimierung der Parameter vorhandenen Kraftfeldes die verwendeten Sequenzen
global zu optimieren. Hiermit sollte zum einen die Energiefla¨che dahingehend gepru¨ft werden,
ob der native Zustand das globale Minimum der Potentialfunktion ist, wa¨hrend zum ande-
ren gleichzeitig diejenigen Proteinstrukturen, die in diesem Prozess erzeugt wurden und eine
niedrigere Energie als das native Protein besaßen, fu¨r die na¨chste Iteration der Parameter-
Optimierung verwendet wurden.
Die diesem Vorgehen zugrunde liegende Idee ist es, in einem iterativen Prozess Informatio-
nen u¨ber die Umgebung des globalen Minimums zu erhalten, wobei davon ausgegangen wird,
dass die geometrisch entfernten Strukturen eine ho¨here Energie besitzen, als die Strukturen,
die nahe dem globalen Minimum liegen. Verschiedene Untersuchungen zeigen, dass diese An-
nahme fu¨r Proteine im Allgemeinen gerechtfertigt ist, da die freie Energiefla¨che, die sowohl
die Enthalpie wie auch die Entropie beru¨cksichtigt, fu¨r natu¨rliche Proteine eine Trichterform
besitzt, wobei der native Zustand das globale Minimum bzw. die Spitze des Trichters bildet
[263–265]. Diese Trichterform beschreibt in einer vergro¨berten Art die Form der Energiefla¨-
che als ganzes. Betrachtet man die Energiefla¨che detailliert, so ist diese dennoch von vielen
lokalen Minima und Maxima gekennzeichnet.
Aufgrund der computertechnischen Beschra¨nkungen ko¨nnen zur Parameteroptimierung nur
eine begrenzte Anzahl an Informationen u¨ber die gesamte Energiefla¨che der Proteine verwen-
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det werden. Diese Informationen werden durch die dem Optimierungsprozess zur Verfu¨gung
gestellten Proteingeometrien erhalten. Hierbei entspricht eine Proteingeometrie lediglich ei-
nem isolierten Punkt auf der zu der gegebenen Proteinsequenz geho¨renden hochdimensionalen
Energiefla¨che. Daher ist insgesamt die Informationsbasis verglichen mit der Gesamtgro¨ße der
Fla¨che sehr klein. Verwendet man das grundlegende experimentell bekannte Wissen u¨ber die
nativen Strukturen fu¨r die Proteinstrukturvorhersage, so la¨sst sich der beno¨tigte Bereich der
Energiefla¨che reduzieren. So sind die entfalteten Strukturen oder Strukturen mit sehr unregel-
ma¨ßiger Sekunda¨r- und/oder unregelma¨ßiger Tertia¨rstruktur im Allgemeinen nicht relevant.
Auch die Geometrien mit hoher interner Energie sind weniger aussichtsreiche Kandidaten fu¨r
den nativen Zustand. Aber selbst durch eine solche Reduktion bleibt der mo¨gliche Konforma-
tionsraum sehr groß. Es sei an dieser Stelle noch einmal darauf hingewiesen, dass die Anzahl
der lokalen Minima mit bis zu 10N fu¨r N Aminosa¨uren skaliert, wobei diese Anzahl fu¨r eine
vollsta¨ndige atomare Darstellung des Proteins gilt. Fu¨r eine vergro¨berte Darstellung ist die
Skalierung kleiner.
Aus diesem Grund mu¨ssen die der Parameter-Optimierung zur Verfu¨gung gestellten Geome-
trien auf den wichtigen Bereich der Energiefla¨che beschra¨nkt werden. Dieser umfasst diejeni-
gen Proteins, die aufgrund ihrer Struktur als Mo¨glichkeit fu¨r den nativen Zustand in Betracht
kommen. Dabei handelt es sich im Normalfall um Strukturen, die kompakt gefaltet sind und
die ein Mindestmaß an wohl definierter Sekunda¨r- und Tertia¨rstruktur besitzen. Als Quelle fu¨r
diese Proteine dienten die festen Sa¨tze der falschen Strukturen und die mittels des genetischen
Algorithmus erzeugten Geometrien. Der Unterschied zwischen den falschen Strukturen und
der mittels ga-produzierten Geometrien besteht darin, dass die falschen Strukturen zu einem
beliebigen Energiewert auf der Fla¨che geho¨ren, wa¨hrend die ga-Strukturen (numerische) Mi-
nima der Fla¨che repra¨sentieren. Das Ziel des iterativen Parameter-Optimierungsprozesses ist
es, mit Hilfe dieser Proteine die wichtigen Bereiche der Energiefla¨che abzusuchen und Minima
zu finden, die energetisch niedriger als die native Struktur sind, was unter Voraussetzung der
Gu¨ltigkeit der thermodynamischen Hypothese einem Fehler in der Energiefla¨che entspricht.
Im Idealfall ko¨nnte somit der Bereich um den nativen Zustand erkundet und alle gefunde-
nen Minima durch die Parameter-Optimierung energetisch gegenu¨ber dem nativen Zustand
destabilisiert werden. Diesem Prozess sind aber in der praktischen Durchfu¨hrung bestimmte
Schranken gesetzt. Zum einen ist die Anzahl an Strukturen, die zur Parameter-Optimierung
verwendet werden ko¨nnen, durch die Programm- und/oder durch die Rechner-Architektur
nach oben beschra¨nkt. Zum anderen ist der genetische Algorithmus ein stochastischer Pro-
zess, so dass nicht garantiert werden kann, dass bestimmte Minima u¨berhaupt gefunden wer-
den. Beide Faktoren beschra¨nken die Gro¨ße der verfu¨gbaren Informationsbasis. Zusammen
mit der gewa¨hlten Methodik zur Parameter-Optimierung kommt hierzu eine weitere Schwie-
rigkeit hinzu, welche die Form der Energiefla¨che an sich betrifft. Als Folge des iterativen
Vorgehens a¨ndert sich die Form der Potentialfla¨che von einer Iteration zur na¨chsten, da die
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Parameter an die ausgewa¨hlten Proteine bzw. an die mittels ga gefundenen Minimumstruk-
turen, neu angepasst werden mussten. Aufgrund der oben erwa¨hnten begrenzten Anzahl an
verwendbaren Proteinen sind nur die in einer Iteration verwendeten Punkte (Proteinstruk-
turen) der Fla¨che bekannt, jedoch nicht die Form der Fla¨che zwischen diesen. Durch diese
Tatsache ist das iterative Vorgehen komplizierter als eine reine Suche und Korrektur zu nied-
riger nicht-nativer Minima auf der Potentialfla¨che, da sich von einer Generation zur na¨chsten
die energetische Reihenfolge der Proteine zusammen mit dem Aussehen der Fla¨che a¨ndern
kann. Dies fu¨hrt zu einer Art von direktem Wechselspiel zwischen der Parameteroptimierung
und der globalen Geometrieoptimierung, indem die Parameteroptimierung die Energiefla¨che
bereitstellt, auf der in der globalen Geometrieoptimierung neue Punkte erzeugt werden. Die
Form der Fla¨che und somit die Parameteroptimierung hat aber einen sehr wichtigen Ein-
fluss darauf, welche Proteine im genetischen Algorithmus erzeugt werden. Besonders wichtig
sind hierbei die Minima der Fla¨che, da der genetische Algorithmus in der lokalen Optimie-
rung unter Verwendung des Gradienten des Potentials bzw. der Kru¨mmung der Fla¨che zum
na¨chsten (numerischen) Minimum la¨uft und im globalen Schritt zwischen verschiedenen Mi-
nima springt. Diese Minima aber beeinflussen wiederum in der anschließenden Iteration die
Parameter-Optimierung, wodurch sich die Folgefla¨che von der vorhergehende Energiefla¨che
unterscheiden wird. Diese Wechselspiel ist in Abb. 4.38 symbolisch fu¨r ein Protein entlang
einer eindimensionalen Geometriekoordinate X dargestellt. Vor der Parameter-Optimierung
ist, was in Abb. 4.38a gezeigt ist, keine Energiefla¨che gegeben, bzw. nur eine Art ”Grundfla¨-
che”, die durch die Basisfunktionen ohne optimierte Parameter gegeben ist. Hierdurch ist die
Energie der Proteine nicht bekannt bzw. nicht angepasst. Es besteht lediglich die Forderung,
dass die falschen Proteine Xi energetisch ho¨her als die native Struktur X
∗ sein sollen. Nach
der Parameter-Optimierung kann den Geometrien X eine Energie zugeordnet werden, was
in Abb. 4.38b dargestellt ist. Da aber nur fu¨r die bekannten Geometrien Xi Informationen
vorlagen, ha¨ngt der Bereich der Fla¨che zwischen diesen Punkten von der Optimierung und
den resultierenden Potentialfunktionen ab und ist im Grunde nicht auf einen bestimmten
Wertebereich beschra¨nkt, so dass zwischen den Punkten Xi, die per Konstruktion eine ho¨he-
re Energie als die native Struktur X∗ besitzen, viele energetisch niedrigere Minima existieren
ko¨nnen, was in der Grafik 4.38b beispielsweise durch die Minima zwischen X1 und X2 so-
wie zwischen X∗ und X3 gegeben ist. Im folgenden Schritt wird diese Fla¨che mittels des
genetischen Algorithmus abgesucht, um nach Mo¨glichkeit tiefliegende Minima wie die eben
erwa¨hnten zu entdecken. Die mit dieser Methode gefundenen Minima, die eine niedrigere
Energie als die native Struktur besitzen, werden fu¨r die na¨chste Generation ausgewa¨hlt. Dies
ist in Abb. 4.38c verdeutlicht, wobei die leeren Quadrate die mittels genetischem Algorithmus
gefunden und ausgewa¨hlten energiearmen Strukturen darstellen. Das Minimum zwischen X1
und X2 wurde in diesem Beispiel aufgrund des statistischen Charakters des globalen Opti-
mierungsalgorithmus nicht erreicht, so dass es nicht verwendet kann. Aufgrund der fu¨r dieses
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Beispiel hypothetischen computertechnischen Beschra¨nkung ko¨nnen nur vier falsche Struk-
turen verwendet werden, wodurch die Punkte X1 und X4, die energetisch am weitesten vom
nativen Zustand entfernt sind, aussortiert werden. Somit werden fu¨r die na¨chste Parameter-
Optimierung lediglich die Punkte X2,X3,X5 und X6 verwendet. Mit der erneuten Anpassung
der Parameter, was in Abb. 4.38d gezeigt ist, bei der das Ziel ist, die Basisfunktionen so zu
parametrisieren, dass die Strukturen X5 und X6 energetisch angehoben bzw. X
∗ energetisch
relativ zu diesen abgesenkt wird, vera¨ndert sich die Form der Fla¨che, da u¨ber die Form der
Fla¨che prinzipiell keine weiteren Annahmen gemacht werden, insbesondere auch, was die rela-
tiven Energien der falschen Strukturen untereinander betrifft. Dadurch ko¨nnen beispielsweise
neue Minima entstehen oder vorher existierende Minima verschwinden. Diese A¨nderung ge-
schieht zum einen durch die neu hinzugekommenen Informationen durch die Geometrien der
Punkte X5 und X6, aber ebenso auch durch eine Abnahme an Informationen u¨ber die Fla¨-
che, indem X1 und X4 nicht mehr mitberu¨cksichtigt wurden. Abb. 4.38d zeigt auch, dass
eine erneute Geometrie-Optimierung auf dieser Fla¨che andere Minimumstrukturen erzeugen
wird, als mit Fla¨che aus Abb. 4.38b erhalten wurden.
Hier ist die Frage zu stellen, ob diese Prozedur konvergiert, so dass ein Satz an Proteinstruk-
turen erhalten werden kann, auf dessen Basis eine Potentialfunktion parametrisiert werden
kann, die tatsa¨chlich den nativen Zustand als globales Minimum liefert oder ob aufgrund
der begrenzten Anzahl an Punkten auf der Fla¨che die Fluktuationen von einer Iteration zur
na¨chsten erhaltenen bleiben, so dass stets andere Minima erzeugt werden, die eine nativartige,
aber falsche Geometrie besitzen, die energetisch niedriger als der native Zustand sind.
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a) Vor der Parameter-Optimierung b) Optimierte Energiefla¨che
x1 x2 x* x3 x4
E
x
PO
−−→
x1 x2 x* x3 x4
E
x
↓GGO
d) Neue optimierte Energiefla¨che c) Hinzugenommene ga-Strukturen
x2 x*x5 x3 x6
E
x
PO
←−−
x2 x*x5 x3 x6
E
x
Abbildung 4.38: Schematische Darstellung der Abha¨ngigkeit zwischen der Parameter-
Optimierung (PO) und der globalen Geometrie-Optimierung (GGO). In den Grafiken ist die Energie
E des Proteins in Abha¨ngigkeit einer Geometriekoordinate X aufgetragen. X∗ steht fu¨r die native
Geometrie, die Xi fu¨r die falschen, nicht-nativen Strukturen. In a) sind durch die Punkte die
ausgewa¨hlten Geometrien vor Parameter-Optimierung dargestellt, wobei der hohle Kreis fu¨r die
native Geometrie steht. Durch die unterschiedliche Ho¨he der Punkte ist die Nebenbedingung ver-
deutlicht, dass alle falschen Strukturen eine ho¨here Energie besitzen sollen. b) zeigt die erhaltene
Energiefla¨che nach der Parameter-Optimierung. c) entha¨lt die ausgewa¨hlten Proteine nach der
globalen Geometrieoptimierung fu¨r die na¨chste Parameter-Optimierung. Die Quadrate stehen fu¨r
Geometrien, die aus dem genetischen Algorithmus erhalten wurden. d) zeigt die Energiefla¨che nach
der erneuten Parameter-Optimierung. Die verwendeten falschen Strukturen besitzen eine ho¨here
Energie, da aber keine Informationen zwischen den Punkten vorliegen, ko¨nnen dort energetisch
niedrigere Bereiche entstehen.
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4.8 Ergebnisse der globalen Geometrieoptimierung
4.8.1 Vortest des Programms
Ziel dieser Arbeit war es, unter Verwendung des parametrisierten Kraftfeldes Proteinsequen-
zen global zu optimieren, um so im Idealfall die Struktur des nativen Zustandes bestimmen zu
ko¨nnen. Bevor dieses Verfahren auf unbekannte Sequenzen angewendet werden kann, musste
getestet werden, inwieweit bekannte Strukturen reproduziert werden.
Bevor hierzu der genetische Algorithmus fu¨r die globale Optimierung der Proteinsequenzen
verwendet wurde, wurde er vorher darauf getestet, ob er generell unabha¨ngig von einem
bestimmten Kraftfeld in der Lage sei, reale Proteinstrukturen zu erzeugen und sich dem na-
tiven Zustand zu na¨hern. Hierzu wurden die 15 ku¨rzesten Proteine des reduzierten top500h-
Datenbanksatzes ausgewa¨hlt und testweise durch den genetischen Algorithmus optimiert. Da
hierfu¨r kein Kraftfeld verwendet wurde, wurden die Cα-Bindungsla¨ngen auf 3.8 A˚ fixiert und
nur die Bindungswinkel und -torsionswinkel variiert. Die Energie- bzw. Bewertungsfunktion
in diesen Testla¨ufen war die direkte crmsd-Abweichung von der nativen Struktur nach einer
optimalen U¨berlagerung. Es fand keine lokale Optimierung unter Verwendung von Gradien-
teninformationen statt. Dies bedeutet, dass es leicht zu Kollisionen bzw. zu geometrischen
Anordnungen kommen konnte, die in realen Proteinen nicht mo¨glich oder sehr ungu¨nstig
sind, da keinerlei repulsive (oder attraktive) Wechselwirkungen zwischen den Interaktions-
zentren vorhanden waren. Diese Art der globalen Optimierung ist eine anspruchsvolle Auf-
gabe fu¨r den genetischen Algorithmus, da keine Informationen u¨ber bevorzugte Geometrien
oder Wechselwirkungen innerhalb des Proteins verwendet wurden, wodurch der zuga¨ngliche
Konformationsraum des Proteins wesentlich gro¨ßer ist als bei einer physikalisch richtigen Be-
schreibung. Die einzige Triebkraft war nur durch die Minimierung der strukturellen Differenz
zum nativen Zustand gegeben.
Die 15 fu¨r diesen Vortest ausgewa¨hlten Proteine besaßen eine La¨nge zwischen 50 und 99 Ami-
nosa¨uren und deckten die wichtigsten Sekunda¨r- und Tertia¨rstrukturen ab. Es waren sowohl
reine α-Helix- oder β-Faltblatt-Strukturen, aber auch Proteine mit einer gemischten Struk-
tur enthalten. Jedes Protein wurde in insgesamt zwanzig La¨ufen global optimiert, wobei fu¨r
jedes Protein eine Population von zwanzig Individuen und eine Laufzeit von fu¨nfzig Genera-
tionen angesetzt wurde. Bestimmt wurde zu allen Proteinen der niedrigste erhaltene und der
u¨ber alle La¨ufe gemittelte crmsd-Wert. Die Ergebnisse sind in Tab. 4.27 und die minimalen
crmsd-Werte zusa¨tzlich grafisch in Abb. 4.39 gezeigt.
Die Ergebnisse der minimalen crmsd-Abweichungen zeigen, dass der Algorithmus in der Lage
ist, trotz Mangels an strukturellen Informationen Geometrien zu erzeugen, die dem nativen
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Zustand nahe sind. Die erhaltenen Werte decken einen Bereich von 1.58 bis 5.99 A˚ ab. Wie
aus Abb. 4.39 ersichtlich ist, korrelieren diese Werte schwach mit der La¨nge N der Proteine.
Diese Korrelation ergibt sich daraus, dass die Anzahl an mo¨glichen Konformationen eines
Proteins, wie in Abschnitt 3 beschrieben, mit der Anzahl an Aminosa¨uren N skaliert, wobei
die Obergrenze dieser Skalierung mit N 10 abgescha¨tzt wird. Da die Anzahl an Individuen und
Generation und somit die mo¨gliche Gesamtanzahl an berechenbaren Punkten auf der Ener-
giefla¨che fu¨r alle Proteine konstant war, ist die Abdeckung des Konformationsraumes fu¨r die
gro¨ßeren Proteine schlechter, wodurch die minimalen und mittleren crmsd-Werte schlechter
sind. Zudem ist die Korrelation weniger deutlich, da es sich um einen statistischen Prozess
handelt.
Betrachtet man zusa¨tzlich noch die Anteile der Sekunda¨rstrukturen der nativen Strukturen,
so zeigt sich dass deren Zusammensetzung ebenfalls Auswirkungen auf die Vorhersage ha-
ben ko¨nnen. Dies ist beispielsweise bei den Proteinpaaren 1nkd und 1tud sowie 1lmb(4) und
1fna deutlich. Die Geometrien von 1nkd und 1lmb(4) enthalten lediglich α-Helices, aber keine
β-Faltblattstrukturen, wa¨hrend die Proteine 1tud und 1fna diesbezu¨glich gemischte Geome-
trien enthalten. Die Paarweisen crmsd-Werte dieser Proteine zeigen jeweils ein Verha¨ltnis
von 2.2 zu 4.0 A˚ fu¨r 1nkd und 1tud sowie 4.0 zu 6.0 A˚ fu¨r 1lmb(4) und 1fna, wobei jeweils
das reine α-Helix-Protein zuerstgenannt ist. Der Unterschied in den crmsd-Werten betra¨gt
somit fu¨r beide Paarungen ca. 2 A˚, obwohl sich in jedem Paar die La¨nge der Proteine jeweils
nur um eine Aminosa¨ure unterscheidet. Dies bedeutet, dass bei gleicher La¨nge die Qualita¨t
der Vorhersage ebenso auch mit der Komplexita¨t der dreidimensionalen Struktur zusammen-
ha¨ngt, was darauf zuru¨ckzufu¨hren, dass β-Faltblattstrukturen (oder andere wohl definierte
Supersekunda¨r- oder Tertia¨rstrukturen) algorithmisch wesentlich schwieriger zu erzeugen sind
als α-Helices, welche durch eine ausgepra¨gte Nahordnung stabilisiert werden. Sofern es sich bei
β-Faltblattstrukturen nicht um sog. β-hairpins handelt, sind die Segmente, die sich zu einem
Faltblatt zusammenlagern in der Sequenz meist weit voneinander entfernt, wodurch eine Er-
zeugung dieser Strukturen ohne beispielsweise Potentialinformationen zu verwenden, die eine
Triebkraft in Richtung dieser Strukturen durch eine Wasserstoffbru¨ckenformation erzeugen,
oder ohne eine direkte Generierung der Strukturen durch ein Programm, sehr unwahrschein-
lich ist, da die Anzahl an kombinatorischen Mo¨glichkeiten in der Abfolge der Bindungs- und
der Torsionswinkeln zwischen den Cα-Atomen, die keine β-Strukturen erzeugen, sehr viel
gro¨ßer ist als diejenige, die diese Geometrien entha¨lt.
196
4.8 Ergebnisse der globalen Geometrieoptimierung
 0
 1
 2
 3
 4
 5
 6
 7
 45  50  55  60  65  70  75  80  85  90  95 100 105
R
M
SD
 / 
Å
N
1 2
3
4
5
6
7
8
9
10
11
12
13
14
15
Abbildung 4.39: Darstellung der minimalen crmsd aus Tab. 4.27 mit Anzahl der Aminosa¨uren
N . Die angegebenen Nummern entsprechen den Proteinen der Tab. 4.27
Nr. pdb-Code N rmsdmin/A˚ rmsdmittel/A˚
1 1a92(A) 50 1.58 1.98
2 1hcr(A) 52 1.60 4.45
3 1nkd 59 2.18 3.93
4 1tud 60 4.06 4.83
5 1a1y(I) 63 3.73 4.67
6 1bf4(A) 63 4.16 6.02
7 1msi 66 4.24 4.91
8 1pcf(A) 66 4.51 5.09
9 1gvp 87 5.87 7.09
10 1ten 89 5.39 7.22
11 1ay7(B) 89 5.09 5.98
12 1fna 91 5.99 6.90
13 1lmb(4) 92 3.96 5.51
14 1mol(A) 94 5.17 6.54
15 1bm8 99 4.51 6.17
Tabelle 4.27: Ergebnisse der Testla¨ufe ohne Kraftfeld auf Basis der Minimierung des crmsd-
Wertes. N ist die Anzahl an Aminosa¨uren, rmsdmin der erreichte minimale crmsd-Wert und
rmsdmittel der gemittelte crmsd-Wert aus allen La¨ufen.
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4.8.2 Ergebnisse mit der Potentialfunktion
RMSD-Abweichungen und -Energiekorrelation
In diesem Abschnitt werden im folgenden die Strukturen der Proteine beschrieben, die mittels
des genetischen Algorithmus’ erhalten wurden. Aufgrund der Vielzahl an erzeugten Geome-
trien wird aber nicht auf alle erhaltenen Proteine eingegangen, sondern im Wesentlichen die
Gruppeneigenschaften der zur einer Sequenz geho¨renden Proteinmenge gezeigt oder einzelne
ausgewa¨hlte Proteine als Beispiele aufgefu¨hrt.
Fu¨r die Optimierungsla¨ufe wurden 27 der insgesamt 48 Proteinsequenzen des verwendeten
top500h-Datensatzes ausgewa¨hlt, wobei das Auswahlkriterium die Sequenzla¨nge war. Es
wurden die kleinsten Proteine ausgewa¨hl, da der einem Protein zuga¨ngliche Konformations-
raum mit der Anzahl an Aminosa¨uren skaliert, so dass die globale Suche in diesem fu¨r gro¨ßere
Proteine generell la¨ngere Simulationszeiten erfordert, welchem im genetischen Algorithmus
durch eine gro¨ßere Anzahl an Individuen und/oder durch eine gro¨ßere Anzahl an Generatio-
nen Rechnung getragen werden muss. Zusa¨tzlich steigert eine gro¨ßere Zahl an Aminosa¨uren
die beno¨tigte Dauer fu¨r eine lokale Optimierung, da mehr Wechselwirkungen aufgrund der ho¨-
heren Anzahl an Interaktionszentren zu berechnen sind. Diese Gru¨nden fu¨hren dazu, dass die
beno¨tigte reale Rechenzeit stark mit der Anzahl der Aminosa¨uren anwa¨chst. Um in mo¨glichst
kurzer Zeit dennoch viele Informationen u¨ber die Energiefla¨chen aus der globalen Optimie-
rung zu erhalten, wurden die ku¨rzesten Sequenzen verwendet. Dies hat den Vorteil, dass
so bei vorgegebener Gesamtrechenzeit mehrere unterschiedliche Sequenzen optimiert werden
ko¨nnen, wa¨hrend im Fall der Wahl von großen Proteinen sehr viel weniger Optimierungen
durchgefu¨hrt werden ko¨nnten. Die verwendeten Proteine sind in der ersten Spalte der Tab.
4.28 aufgelistet.
In der globalen Geometrieoptimierung sind im Hinblick auf das Ziel der Strukturvorhersage
des nativen Zustandes zwei Merkmale der erhaltenen Geometrien wichtig: Zum einen ist es
zuna¨chst notwendig zu bestimmen, ob die native Struktur reproduziert werden kann bzw. wie
a¨hnlich die erzeugten Geometrien der Zielstruktur sind. Dieser Unterschied wird hier mit dem
rmsd-Wert der Cα-Atome quantifiziert. Eine solche Einscha¨tzung wurde bereits im Vortest
fu¨r den genetischen Algorithmus ohne das optimierte Potential durchgefu¨hrt (siehe Abschnitt
4.8.1). Weiterhin ist die Kenntnis wichtig, ob die Strukturen mit den kleinsten rmsd-Werten
zu den die energetisch niedrigsten Individuen geho¨ren bzw. welcher funktionaler Zusammen-
hang im Allgemeinen zwischen den rmsd-Werten und der Energie der Proteine besteht.
Zur Beantwortung dieser Fragestellungen werden zuna¨chst fu¨r die jeweilige Parameter-Ite-
ration die minimalen und gemittelten rmsd-Werte betrachtet, die die Strukturen aus der
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globalen Optimierung zur nativen Geometrie besitzen. Diese sind Tab. 4.28 aufgelistet. Die
gemittelten rmsd-Werte (rmsdmittel,n) fu¨r die n-te Parameter-Iteration geben den durch-
schnittlichen rmsd-Wert aller energiea¨rmsten Individuen aus allen Optimierungsla¨ufen bei
Beendigung des Algorithmus wieder. Die minimalen rmsd-Werte (rmsdmin,n) sind die klein-
sten Abweichungen zur nativen Struktur, die im Laufe aller Simulationen gefunden wurden.
Sie sind absolut und nicht gemittelt. Die minimalen rmsd-Werte sind zusa¨tzlich in Abb. 4.42
fu¨r alle Iterationen grafisch aufgetragen. Diese Werte geben die Information daru¨ber, ob der
genetische Algorithmus in Verbindung mit dem optimierten Kraftfeld in der Lage ist, nah-
native Strukturen zu erzeugen. Die Abbildung 4.42 zeigt zuna¨chst, dass auch die rmsd-Werte
fu¨r die Simulationen mit dem optimierten Potential eine lineare Abha¨ngigkeit von der Gro¨ße
der Proteine besitzen. Die Korrelationskoeffizienten fu¨r die (nicht abgebildeten) Regressions-
geraden fu¨r die drei Graphen betragen 0.851, 0.911 und 0.911. Diese Linearita¨t kann darauf
hindeuten, dass fu¨r die Proteine die Suche im Konformationsraum noch nicht ausreichend war.
Hier wa¨re als Verbesserung vorzunehmen, den genetischen Algorithmus mit mehr Individuen
und/oder Generationen laufen zu lassen, bzw. auf eine Parallel-Version umzustellen, in der
zusa¨tzlich mehrere Populationen gleichzeitig bearbeitet werden, so dass zwischen diesen zu-
sa¨tzlich Informationen ausgetauscht werden ko¨nnen. Dieses Vorgehen hat selbstversta¨ndlich
zur Folge, dass dadurch die realen Rechenzeiten weiter zunehmen.
Die Werte in Tab. 4.28 zeigen, dass keine eindeutige Tendenz zu erkennen ist, ob die Zu-
ordnung des nativen Zustandes im Verlauf der Parameter-Iterationen besser oder schlechter
wird. Im Durchschnitt verbleiben die rmsd-Werte auf einem a¨hnlichen Niveau. So ko¨nnen
die Schwankungen in den rmsd-Werten, die von einer Parameter-Iteration zur na¨chsten im
Bereich von ein bis zwei A˚ liegen, auf den stochastischen Charakter des genetischen Algo-
rithmus zuru¨ckgefu¨hrt werden, wodurch nicht erkenntlich ist, ob eine Entwicklung u¨ber die
Parameter-Iterationen zu verzeichnen ist, wenn diese kleiner als die statistischen Schwankun-
gen des genetischen Algorithmus sind.
Insgesamt sind die erreichten rmsd-Abweichungen noch nicht zufriedenstellend. Selbst fu¨r die
ku¨rzesten Proteine 1a92(A), 1hcr(A) und 1nkd sind die rmsd-Werte mit 4.4, 5.6 und 5.4 A˚
fu¨r eine erfolgreiche Vorhersage zu groß. Die zu diesen rmsd-Werten geho¨renden Strukturen
sind in ihrer optimalen U¨berlagerung mit der nativen Struktur in Abb. 4.40 dargestellt. Die
Proteine 1a92(A) und 1nkd sind in ihrer Sekunda¨r- und Tertia¨rstruktur relativ gut reprodu-
ziert, wobei diese zum gro¨ßten Teil lediglich aus angeordneten α-Helices bestehen. Das Protein
1hcr ist generell schwieriger zu reproduzieren, da der α-Helix-Anteil mit ca. 48 % geringer
ist und der Rest dieses Proteins keine regelma¨ßige Sekunda¨rstruktur entha¨lt, wodurch es im
Hinblick beispielsweise auf die Nahwechselwirkungsterme, die darauf ausgelegt sind, sich wie-
derholende Sekunda¨rstrukturen zu erzeugen, unwahrscheinlicher ist, die entsprechende native
Struktur mit einer geringen Energie zu erzeugen.
199
4. Methoden und Ergebnisse
Protein N rmsdmin,0 rmsdmin,1 rmsdmin,2 rmsdmittel,0 rmsdmittel,1 rmsdmittel,2
1a1y(I) 63 7.897 8.987 8.188 11.282 12.445 11.956
1a3a(D) 144 14.034 15.317 13.698 17.982 20.840 18.872
1a92(A) 50 4.376 6.433 7.142 12.507 12.734 12.878
1ay7(B) 89 8.175 10.534 10.695 13.540 14.109 13.755
1bf4(A) 63 9.500 10.152 8.182 12.479 12.612 11.066
1bfg 126 12.703 13.872 12.425 18.319 17.240 17.106
1bgf 124 13.353 12.921 11.197 19.396 18.410 19.915
1bkr 108 11.245 11.421 10.692 15.821 16.034 15.427
1bm8 99 10.419 11.062 11.636 13.112 15.346 14.624
1dhn 121 14.880 14.285 14.540 21.046 18.735 18.138
1dpt(A) 117 13.395 13.739 13.557 16.713 16.483 16.001
1erv 105 11.272 10.693 11.806 14.247 14.157 14.608
1fna 91 12.885 12.587 12.253 17.525 17.107 16.675
1gvp 87 11.833 11.736 12.258 15.947 14.743 15.370
1hcr(A) 52 5.556 6.298 7.572 9.132 10.052 10.151
1ifc 131 14.354 14.139 13.755 17.383 18.251 18.713
1iib(A) 103 11.523 12.203 11.764 13.705 14.805 14.126
1lmb(4) 92 9.898 10.425 9.888 14.593 14.329 14.001
1mol(A) 94 13.797 13.319 13.111 16.390 19.401 16.009
1msi 66 9.441 9.082 8.873 12.271 12.641 12.208
1nkd 59 5.423 7.547 7.556 11.632 11.189 11.840
1pcf(A) 66 9.426 9.695 9.093 12.245 13.244 13.421
1stn(H) 136 14.579 13.760 13.323 19.198 17.386 17.048
1ten 89 13.492 12.504 12.609 17.556 16.202 15.901
1tfe 142 12.926 13.631 13.854 19.014 18.177 17.521
1ttb(A) 127 14.905 15.529 15.032 19.947 19.020 18.830
1tud 60 8.923 8.454 8.977 12.651 12.113 11.234
Tabelle 4.28: U¨bersicht u¨ber die erreichten crmsd-Werte des genetischen Algorithmus fu¨r jeweils
das beste (energetisch niedrigste) Individuum in Abha¨ngigkeit von der Parameter-Iteration n mit
n = 0, 1, 2. Angegeben sind die Anzahl an Aminosa¨uren N , rmsdmin,n der minimale crmsd-Wert
und rmsdmittel,n der gemittelte crmsd-Wert aus den Menge der besten Individuen.
Die anderen gro¨ßeren Proteine erreichen lediglich noch ho¨here rmsd-Werte. Betrachtet man
die zugeho¨rigen Strukturen, so zeigt sich, dass diese zwar kompakt gefaltet sind, deren Fal-
tungsschema aber weit vom nativen Zustand entfernt ist. Eine Mo¨glichkeit dies zu begru¨nden
ko¨nnte in der ungenu¨gend langen Laufzeit bzw. an einer zu kleinen Anzahl an durchlaufe-
nen Iterationen und/oder zu wenigen Individuen im genetischen Algorithmus bestehen, was
einer unzureichenden Exploration der Energiefla¨che entspricht. Diesem sprechen aber einige
Argumente entgegen. Zum einen sind diese optimierten Strukturen, die weit vom nativen Zu-
200
4.8 Ergebnisse der globalen Geometrieoptimierung
a) 1a92(A) b) 1hcr(A)
c) 1nkd
Abbildung 4.40: Optimale U¨berlagerung der mit dem genetischen Algorithmus erhaltenen Struk-
turen mit der kleinsten rmsd-Abweichung zur nativen Struktur fu¨r die Proteine 1a92(A), 1hcr(A)
und 1nkd. Dargestellt sind jeweils die Cα-Atome des Proteinru¨ckgrats. Das gestrichelt dargestellte
Protein ist die native Struktur, das andere das optimierte Protein. Fu¨r die U¨berlagerung wurden
nur die Cα-Atome verwendet.
stand entfernt sind, bereits energetisch gu¨nstiger als dieser. Daher wa¨re es zu erwarten, dass
eine Vera¨nderung der Parameter des genetischen Algorithmus wenige Vorteile bringen wu¨r-
de, sich dem nativen Zustand weiter zu na¨hern, da nur noch energetisch gu¨nstigere Minima
erkundet werden wu¨rden, wobei die Wahrscheinlichkeit dafu¨r, dass sich ein unentdecktes Mi-
nimum in der unmittelbaren Na¨he zum nativen Zustand befindet, eher gering ist. Die geringe
Wahrscheinlichkeit hierfu¨r la¨sst sich wiederum folgendermaßen begru¨nden: Zur Parameter-
Optimierung wurden die auf den nativen Strukturen beruhenden verzerrten Proteine verwen-
det, die die unmittelbare geometrische Nachbarschaft des nativen Proteins erfassen. Diese
Punkte der Energiefla¨che sind per Definition nach der Parameter-Optimierung energetisch
ho¨her als das native Proteine. Die Anzahl dieser falschen Strukturen ist in der Parameter-
Optimierung zwar begrenzt und verteilt sich u¨ber einen hochdimensionalen Raum, anderer-
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seits ist jedoch der native Zustand in der Regel sehr kompakt gefaltet, so dass viele Bereiche
im direkt angrenzenden Konformationsraum durch Atomu¨berlappungen verboten sind, wo-
durch diese in der Parameter-Optimierung vernachla¨ssigt werden ko¨nnen, da diese Kollisionen
mit entsprechenden Wechselwirkungen im Potential erfasst werden ko¨nnen. Zusa¨tzlich sind
die Basisfunktionen zur Berechnung der Energie wiederum relativ einfache Funktionen, die
auf der A˚ngstro¨m-Skala keine starken Oszillationen besitzen. Durch diese Faktoren ist es un-
wahrscheinlich, dass sich geometrisch betrachtet zwischen den verzerrten Strukturen und dem
nativen Protein weitere tiefliegende Minima befinden, die in der Simulation nicht entdeckt
wurden. Die Folgerung hieraus ist, das die nativen Zusta¨nde in der optimierten Form des Po-
tentials lediglich ein lokales Minimum einnehmen, wa¨hrend die Energiefla¨chen viele weitere
energetisch gu¨nstige Minima enthalten, wodurch die Otimierung zu diesen la¨uft und nicht in
der Na¨he des nativen Zustandes endet.
Das andere oben bereits angefu¨hrte und nun weiter ausgefu¨hrte Argument fu¨r die schlech-
ten rmsd-Werte ko¨nnte in einem schlecht parametrisierten genetischen Algorithmus liegen,
wodurch die Energiefla¨che unzureichend erforscht wu¨rde. Da der genetische Algorithmus ein
stochastischer Prozess ist, ließe sich dies lediglich mittels einer großen Anzahl an Testla¨u-
fen ermitteln, bei welchen die Abdeckung des Problemraumes untersucht wird. Dies ist ein
sehr aufwendiger Prozess, der hier nicht durchgefu¨hrt wurde. Ein Hinweis jedoch, ob der Ex-
plorationsvorgang zu kurz angesetzt wurde, liefert die Entwicklung der Proteinenergien in
Abha¨ngigkeit von der Generation. Dies wird in Abb. 4.41 fu¨r vier exemplarisch ausgewa¨hl-
te Proteine 1a92(A), 1bgf, 1nkd und 1ten dargestellt. In dieser Abbildung ist erkenntlich,
dass die Energien zu Beginn der Simulation stark abnehmen und dann im Bereich der Gene-
rationen 10 bis 20 in ein Plateau u¨bergehen, was einem typischen Verlauf eines genetischen
Algorithmus entspricht. Die Erfahrung zeigt, dass, wenn das Plateau der Bewertungsfunktion
erreicht ist, nur noch wenige bis gar keine Verbesserungen des Funktionswertes zu erwarten
sind. Dies liegt typischerweise daran, dass meist relativ zu Beginn einer Simulation eine Geo-
metrie erzeugt wird, die einige gu¨nstige Wechselwirkungen entha¨lt, die die Gesamtenergie im
Protein dominieren. Aufgrund der Komplexita¨t des Konformationsraumes ist es anschließend
unwahrscheinlich, dass in den folgenden Generationen diese Wechselwirkungen aufgelo¨st und
durch andere mindestens genauso gu¨nstige Wechselwirkungen ersetzt werden, da dieser Vor-
gang meist mit gro¨ßeren geometrischen Vera¨nderungen verbunden wa¨re (Dies ist eine Folge
des Selektionsoperators des genetischen Algorithmus). Dies fu¨hrt dazu, dass diese dominie-
renden Wechselwirkungen an die Folgegenerationen vererbt werden und lediglich die anderen
Wechselwirkungen bzw. die restliche Geometrie weiter optimiert wird, bis auch hier keine Ver-
besserungen mehr erzielt werden, wodurch die energetisch Konvergenz erreicht wird. Dieser
Prozess der dominanten Wechselwirkungen, die die Optimierungsrichtung bestimmen, wird
in den Simulationsla¨ufen zwar ha¨ufig beobachtet, ist aber kein hervorstechendes Merkmal des
implementierten genetischen Algorithmus, so dass ebenso auch viele La¨ufe beendet werden, in
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Abbildung 4.41: Mittelwert der Energien der besten Individuen in Abha¨ngigkeit von der Genera-
tion des genetischen Algorithmus. Die dargestellten Energien wurden u¨ber alle Optimierungsla¨ufe
gemittelt.
denen bis zum Schluss merkliche geometrische Vera¨nderungen stattfinden. Aber trotz dieser
Vera¨nderungen, fallen die energetischen Differenzen zum Ende einer Simulation gering aus.
Abb. 4.41 zeigt nun, dass fu¨r die vier ausgewa¨hlten Proteine die energetische Konvergenz er-
reicht wurde, so dass es nicht zu erwarten ist, dass la¨ngere Simulationsla¨ufe im Wesentlichen
bessere Ergebnisse erzeugt ha¨tten. Hieraus ließe sich zumindest schließen, dass die Parameter
des genetischen Algorithmus ausreichend sind, die erreichten lokalen Minima zu erkunden.
Diese Argumente im Kombination mit den Ergebnissen des Vortests fu¨hren zu der Schlussfol-
gerung, dass nicht der genetische Algorithmus an sich ungenu¨gend implementiert ist, um
nah-native Strukturen zu erhalten, sondern, dass die Parametrisierung des Potentials ver-
bessert werden sollte, um die falschen Minima der Energiefla¨che zu minimieren, die sich im
Bereich mo¨glicher Kandidaten fu¨r einen nativen Zustand befinden.
Neben der Erzeugbarkeit der Geometrie des nativen Proteins fu¨r die Strukturvorhersage ist
ein weiterer wichtiger Punkt wie bereits oben angesprochen, der Zusammenhang zwischen
der Energie und der geometrischen Distanz zum nativen Zustand. Fu¨r eine wie in dieser
Arbeit angelegte Vorhersagemethode ist es wichtig, dass ein zur nativen Struktur niedriger
rmsd-Wert mit einer sehr niedrigen Energie korrespondiert. Dies ist wichtig, da ohne weitere
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Abbildung 4.42: Zusammenhang zwischen dem erreichten minimalen rmsdmin,n-Werten in Ab-
ha¨ngigkeit von der Anzahl der Aminosa¨uren N zu jeder Parameter-Iteration In.
Kenntnisse u¨ber die Struktur, was das Ziel einer ab-initio-Strukturvorhersage ist, die Energie
das einzige Bewertungskriterium einer Struktur ist.
Wie oben bereits gezeigt, wurden mit dem genetischen Algorithmus Geometrien erzeugt, die
energetisch niedriger als der native Zustand waren. Hierzu stellt sich die Frage, ob diese Geo-
metrien in ihrer Anzahl in der Gesamtheit aller Geometrien eine untergeordnete oder eine
wichtige Rolle einnehmen. Dies geht mit der Fragestellung, ob die Energiefla¨che viele Minima
besitzt, die energetisch gu¨nstiger als das native Protein sind. Sofern diese Proteine selten auf-
treten ließen sich diese fu¨r die praktische Anwendung der Strukturvorhersage in einem zweiten
eventuell anhand anderer Kriterien eliminieren. Fu¨r die Untersuchung des Zusammenhangs
zwischen der rmsd-Abweichung und der Energie werden die entsprechenden Verteilungen im
folgenden exemplarisch fu¨r einige Proteine betrachtet. Zur Darstellung wurden alle im geneti-
schen Algorithmus erzeugten Strukturen verwendet, da sie in ihrer Gesamtheit Informationen
u¨ber die gleiche Energiefla¨che liefern.
Fu¨r eine fu¨r die Proteinstrukturvorhersage ideal generierte Energiefla¨che wa¨re als Grund-
voraussetzung zu erwarten, dass mit einem gro¨ßeren rmsd-Wert auch die Energie gro¨ßer als
der native Zustand ist, wobei fu¨r diesen Zusammenhang keine bestimmte funktionale Form
verbunden ist, da in der Parameter-Optimierung und bei der Auswahl der Basisfunktionen
keinerlei Annahmen u¨ber die Form der Fla¨che oberhalb der nativen Energie gemacht wurden.
Wie eine solche Verteilung der rmsd-Werte in Abha¨ngigkeit von der Energie fu¨r ein ideali-
sierte Fla¨che im Prinzip aussehen kann bzw. sollte, zeigt Abb. 4.43. Zu erwarten wa¨re, dass
sich die erhaltenen Datenpunkte im Gebiet G befinden, dass jeweils nach unten durch eine
Schranke g1 und nach links durch eine Schranke g2 begrenzt ist. Die explizite Verteilung der
Punkte im Gebiet G und die Form der Schranken ha¨ngen stark von der Form der Fla¨che
ab. Abb. 4.43 soll hierzu verdeutlichen, dass fu¨r eine erfolgreiche Vorhersage keine Struktu-
ren mit einem niedrigen rmsd-Wert existieren sollten, die eine hohe Energie besitzen, was
einer U¨berquerung der Schranke g2 entspra¨che und dass keine Strukturen mit sehr niedriger
Energie, aber hohem rmsd-Wert existieren sollten, was einer U¨berquerung der Schranke g1
entspra¨che. Generell sollte ab einem gewissen geometrischen Abstand zum nativen Zustand
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Abbildung 4.43: Idealisierte zu erwartende Verteilung der rmsd-Werte in Abha¨ngigkeit von der
Energie im Gebiet G, das durch g1 und g2 beschra¨nkt wird.
gelten, dass je kleiner der rmsd-Wert ist, desto kleiner ist auch die Energie. Die gekennzeich-
neten Schranken g1 und g2 enden in der Abbildung nicht bei einem rmsd-Wert von Null, um
zu verdeutlichen, dass eine Abha¨ngigkeit vom Modell und vom Potential existiert, inwieweit
man sich der nativen Geometrie na¨hern kann. Im einem vergro¨berten Modell ko¨nnen bei-
spielsweise bestimmte Wechselwirkungen oder Struktureigenschaften verloren gehen, die eine
falsche von der nativen Struktur gerade noch unterscheiden, wodurch die falsche Struktur
eine zur nativen sehr a¨hnliche Energie besitzt, sich geometrisch aber noch unterscheidet.
Im Folgenden werden hierzu fu¨r einige ausgewa¨hlte Proteine diese Korrelationsgrafiken der
rmsd-Werte dargestellt. Hierzu wurden die Proteine 1a92(A), 1pcf(A), 1ten und 1tfe ausge-
wa¨hlt. Die rmsd-Energie-Zusammenha¨nge fu¨r diese Proteine sind in Abb. 4.44 dargestellt.
Die zusa¨tzliche vertikale Linie in den Abbildungen gibt die native Energie an. Aus dieser Gra-
fik ist grundsa¨tzlich zu entnehmen, dass zu niedrigeren Energien hin die Dichte der Punkte
zunimmt, wa¨hrend bei ho¨heren Energien nur sehr wenige Punkte zu finden sind. Dies ist eine
Folge des exponentiellen Verlaufs der Proteinenergien in der globalen Optimierung wie sie in
Abb. 4.41 dargestellt wurde. Durch die schnelle Abnahme der Energien zu Beginn der Simu-
lation werden nur wenige Minima in diesem Bereich der Energiefla¨che erreicht, wa¨hrend zum
Ende der Simulation kaum noch energetische und strukturelle Verbesserungen erzielt werden,
wodurch im erreichten Energie- und rmsd-Bereich viele dicht beieinanderliegende Punkte
erzeugt werden. Da Abb. 4.44 eine Kombination mehrerer unabha¨ngiger Simulationen mit
unterschiedlichen Startbedingungen ist, ko¨nnen die Ha¨ufungspunkte mit hoher Punktdichte
Informationen u¨ber die Minimastruktur der Energiefla¨che liefern. So entsprechen Gebiete mit
der gleichen Energie und der gleichen rmsd-Abweichung im Regelfall auch einer a¨hnlichen
Geometrie. U¨ber die Ausdehnung der Punktwolke um die Minima ko¨nnen Informationen u¨ber
die Einzugsgebiete der Minima gewonnen werden und damit u¨ber die Form den Energiefla¨-
che. An dieser Stelle sei aber wieder angemerkt, dass diese Darstellung der Energiefla¨che nicht
vollsta¨ndig ist, da bestimmte Minima aufgrund der Methode der globalen Optimierung nicht
erreicht worden sein ko¨nnen. Betrachtet man im einzelnen die erhaltenen Punkteverteilungen
aus Abb. 4.44, so ist die Verteilung fu¨r 1a92(A) am diffusten. Sie zeigt keine deutliche Ten-
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Abbildung 4.44: Streuung der rmsd-Werte in Abha¨ngigkeit von der Energie des Proteins fu¨r vier
ausgewa¨hlte Proteine des genetischen Algorithmus. Die vertikale Linie markiert die Energie des
nativen Proteins.
denz zur Bevorzugung bestimmter Bereiche, was auf eine schlechte statistische Abdeckung
oder auch auf eine relativ flache Energiefla¨che schließen la¨sst. Die anderen drei Proteine zei-
gen gro¨ßere Tendenzen, in bestimmten Bereiche Ha¨ufungen zu bilden, wobei dieses fu¨r 1tfe
am deutlichsten ist. Ebenso zeigt die Punkteverteilung zu diesem Protein die gro¨ßte A¨hn-
lichkeit zur idealen Verteilung, wie sie in Abb. 4.43 dargestellt ist. U¨ber die eingezeichnete
vertikale Linie, die die Energie des nativen Proteins angibt, la¨sst sich schließen, dass die
Energiefla¨chen durch viele Minima charakterisiert sind, die eine niedrigere Energie als das
native Protein besitzen. Zur Darstellung, wie viele Punkte sich oberhalb der nativen Energie
befinden, die fu¨r die Strukturvorhersage als richtig eingestuft werden ko¨nnen, im Vergleich
zu der Anzahl an Punkten, die eine niedrigere Energie als das native Protein besitzen, wurde
das Verha¨ltnis nl/nh fu¨r jedes Protein des Optimierungssatzes berechnet. Hierbei sind nl die
Anzahl an Geometrien, die eine niedrigere als die native Energie besitzen und nh die Anzahl
an Proteinen, die eine ho¨here Energie besitzen. Dies wurde gegen die Anzahl an Aminosa¨u-
ren N der Proteine aufgetragen und ist in Abb. 4.45 dargestellt. Diese Grafik zeigt, dass ein
gewisser Zusammenhang zwischen der Anzahl an Aminosa¨uren und dem Verha¨ltnis nl/nh
besteht, wobei fu¨r kleinere Proteine mehr energetisch niedrigere Minima gefunden werden
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Abbildung 4.45: Verha¨ltnis der Anzahl an energetisch niedrigeren nl zu energetisch ho¨heren nh
Proteinen relativ zur nativen Energie in Abha¨ngigkeit von der Anzahl an Aminosa¨uren.
als fu¨r gro¨ßere. Dies kann zwei Ursachen haben: Zum einen kann fu¨r kleinere Proteine die
Erkundung der Energiefla¨che vollsta¨ndiger sein als fu¨r die gro¨ßeren, wodurch die Simulation
fu¨r die kurzen Proteine in den energetisch niedrigen Minima endet, wobei die entsprechenden
Minima fu¨r die la¨ngeren Proteine aufgrund der gleichen Simulationsdauer noch nicht erreicht
wurden, da der Konformationsraum komplexer ist. Eine alternative oder zusa¨tzliche Erkla¨-
rung hierzu wa¨re, dass das Potential fu¨r gro¨ßere Proteine besser funktioniert, da bei den sehr
kleinen Proteinen die Lo¨sungsmitteleffekte, welche im Potential nicht explizit erfasst sind, ei-
ne wichtige Rolle spielen, wa¨hrend bei den gro¨ßeren Proteinen die Gesamtenergie mehr durch
die proteininternen Wechselwirkungen bestimmt werden.
Des weiteren kann Abb. 4.44 auf ein weiteres Problem des Potentials hindeuten. Wie ersicht-
lich ist, fallen viele Minimumstrukturen auch in den Bereich der nativen Energien, besitzen
aber einen deutlich zu großen rmsd-Wert um als nativ-a¨hnlich qualifiziert zu werden. Es wur-
den im Bereich der nativen Strukturen keine Minima entdeckt, die einen niedrigen rmsd-Wert
besitzen. Dies ko¨nnte zum einen daran liegen, dass der Einzugsbereich des nativen Minimums
sehr schmal ist, wodurch die Wahrscheinlichkeit, durch eine Mutationen mit anschließender
lokaler Optimierung in diesen Bereich zu gelangen, sehr klein sein kann. Zum anderen ko¨nnte
das native Minimum entweder lediglich nur durch sehr kleine U¨bergangsenergien von den
na¨chsten Minima getrennt sein oder es ko¨nnte kein echtes Minimum darstellen, in welchen
der (numerische) Gradient gegen Null strebt. In der Parameter-Optimierung wurden keine
Bedingungen dafu¨r aufgestellt, dass die Summe der ersten Ableitungen der Potentialbasis-
funktionen am Punkt der nativen Gesamtgeometrie X = X∗ eine Nullstelle aufweisen muss.
Als Bedingung wurde lediglich festgelegt, dass der Funktionswert niedriger als alle anderen
Strukturen zu sein hat. Sofern im hochdimensionalen Raum genu¨gend nah-benachbarte Struk-
turen zur Parameter-Optimierung verwendet werden und das Potential nicht stark oszilliert,
ist eine solche reine Funktionswert-Bedingung na¨herungsweise aber auch eine Forderung da-
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nach, dass die native Struktur nahe einem Minimum sein muss. Jedoch wa¨re selbst durch eine
Einbeziehung der Forderung nach einem verschwindenden Gradienten fu¨r die nativen Struktu-
ren nicht gewa¨hrleistet, dass die zugeho¨rigen Minima gut von anderen Minima getrennt sind.
Zur Untersuchung dieser Frage wurden die nativen Strukturen, wie sie in den pdb-Dateien
enthalten sind, direkt einer lokalen Kraftfeldoptimierung unterzogen. Hierbei wurde festge-
stellt, dass die lokal optimierten Strukturen rmsd-Abweichungen von kleiner 0.01 A˚ zu den
urspru¨nglichen Koordinaten nach einer optimalen U¨berlagerung besitzen, woraus geschlossen
werden kann, dass diese Strukturen zumindest sehr nah einem numerischen Minimum sind.
Fasst man dies kurz zusammen, so ko¨nnen sowohl niedrige U¨bergangsenergien wie auch das
mo¨gliche Nichtvorhandensein eines Minimums bei X∗ dafu¨r sorgen, dass die lokale Optimie-
rung nicht bei X∗ konvergiert, sondern zu einem anderen Minimum weiterla¨uft, wodurch die
native Struktur nicht erreicht wird.
Insgesamt kann hieraus gefolgert werden, dass die aus der globalen Optimierung resultieren-
den Energien (noch) nicht als Maß fu¨r die Gu¨te einer Struktur verwendet werden ko¨nnen,
da es keine deutliche Struktur-Energie-Korrelation im unteren Bereich der rmsd-Werte gibt.
Da zusa¨tzlich die rmsd-Werte an sich fu¨r eine Strukturvorhersage zu groß sind, la¨sst sich
daraus schließen, dass die Parametrisierung des Potentials und/oder dessen funktionale Form
unzureichend ist, was dazu fu¨hrt, dass das globale Minimum nicht dem nativen Zustand ent-
spricht, sondern dass andere Bereiche der Energiefla¨che energetisch gu¨nstiger als dieser sind,
was als Folge des limitierten Datensatzes zur Parameter-Optimierung aufgefasst werden kann,
indem diese Bereiche der Energiefla¨che nicht repra¨sentiert werden. Hierdurch kann das erstell-
te Programm noch nicht ohne zusa¨tzliches Wissen u¨ber die native Struktur zur Vorhersage
verwendet werden.
Struktur- und Energiebeitra¨ge
Wie im Text oben gezeigt wurde, ist die Vorhersage des nativen Zustandes mittels der Poten-
tialfunktion bei den ausgewa¨hlten Proteinen noch nicht gelungen. Hierbei ist es nu¨tzlich zu
betrachten, welche Geometrien die optimierten Proteine besitzen und welche Energiebeitra¨ge
maßgeblich zu der Stabilisierung beitragen. Auf diese beiden Punkte wird im folgenden na¨her
eingegangen.
Wie in der Einleitung zu dieser Arbeit beschrieben wurde (siehe Abschnitt 3.1), setzt sich die
Sekunda¨rstruktur natu¨rlich vorkommender Proteine in ihrem nativen Zustand mit bis zu 90 %
aus den regelma¨ßigen sich wiederholenden Einheiten der α-Helix und des β-Faltblattes sowie
aus den Schlaufen und Windungen zusammen. Die tatsa¨chliche Zusammensetzung und die
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relativen Anteile dieser Strukturen ko¨nnen sich stark von Protein zu Protein unterscheiden
(siehe hierzu beispielsweise Tab. 4.5 fu¨r die Zusammensetzung der Proteine des top500h-
Datensatzes). Fu¨r eine erfolgreiche Proteinstrukturvorhersage ist es somit notwendig, dass
im Laufe des genetischen Algorithmus Proteine mit einem hohen Anteil an Sekunda¨rstruktur
erzeugt werden. Dies sollte sich mit der Ausbildung einer kompakten Tertia¨rstruktur fort-
setzen, die ebenfalls native Motive enthalten sollte. Da die Tertia¨rstruktur ein Arrangement
bestehend aus den oben erwa¨hnten regelma¨ßigen Sekunda¨rstrukturen ist, ist die Bildung der
Sekunda¨rstruktur eine notwendige Voraussetzung zur Erzeugung einer nah-nativen Tertia¨r-
struktur, weshalb an dieser Stelle diese geometrische Eigenschaft der Proteine na¨her betrach-
tet wird. Verkompliziert wird diese Sicht allerdings dadurch, dass einige Sekunda¨rstrukturen,
wie beispielsweise die β-Konformation oder die Collagen-Helix, in Isolation nicht stabil sind
und nur durch Bildung einer Supersekunda¨r- oder Tertia¨rstruktur entstehen ko¨nnen.
Betrachtet werden hier wie bereits zuvor die Proteine 1a92(A), 1pcf(A), 1ten und 1tfe. Zu
diesen Proteinen wurde der Anteil θ der Aminosa¨uren an der Gesamtla¨nge berechnet, die
zu einer der beiden Sekunda¨rstrukturen α-Helix oder β-Faltblatt geho¨ren. Zur Definition
dieser Sekunda¨rstrukturen u¨ber die Cα-Atome wurden die Mittelwerte aus Tab. 4.26 ver-
wendet, wobei jeweils vier sequentielle Cα-Atome als strukturdefinierende Einheit angesetzt
wurden. Ein Cα-Atom i wurde einer bestimmten Sekunda¨rstruktur k zugeordnet, wenn der
Torsionswinkel τ der Atome i − 1, i, i + 1, i + 2 in das Intervall τ¯(k) ± ∆τ¯max(k) und wenn
gleichzeitig die beiden Cα-Bindungswinkel κ der Atome i − 1, i, i + 1 sowie i, i + 1, i + 2 in
das Intervall κ¯(k) ± ∆κ¯max(k) fielen (siehe Tab. 4.26 fu¨r die Definition dieser Werte). Ins-
gesamt wurden drei verschiedene Anteile θ dieser so zugeordneten Aminosa¨uren bestimmt.
Zum einen wurde u¨ber alle Individuen gemittelt, die zu einer Population einer Generation
nach dem Sortierungs- und Auswahlprozess geho¨rten, um so einen Gesamtdurchschnittswert
fu¨r den Sekunda¨rstrukturanteil zu erhalten. Des weiteren wurde jeweils das Individuum mit
dem gro¨ßten sowie mit dem kleinsten Anteil an Sekunda¨rstrukturelementen bestimmt, um
eine obere und untere Schranke fu¨r den Sekunda¨rstrukturanteil zu erhalten. Die Ergebnisse
hierzu sind in Abha¨ngigkeit von der Generation des genetischen Algorithmus in Abb. 4.46
dargestellt.
In dieser Grafik ist ersichtlich, dass, beginnend bei der ersten Generation, der Anteil an Sekun-
da¨rstruktur im Verlaufe der Generationen zunimmt. Dies geschieht durch die Einfu¨hrung der
Sekunda¨rstrukturen u¨ber den Mutationsoperator. Nach der anfa¨nglichen Zunahme erreicht
der Anteil ab ca. Generation 15 bis 20 ein Plateau, ab welchem nur noch kleine A¨nderungen im
Anteil auftritt. Der Minimalanteil an Sekunda¨rstruktur betra¨gt fu¨r die dargestellten Proteine
zwischen 5 und 15 %. Der gemittelte Wert erreicht das Plateau bei ca. 20 % und der maximale
Sekunda¨rstrukturanteil liegt zwischen 30 und 40 %. Vergleicht man diese Grafiken mit der
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Abbildung 4.46: Anteil θ der Aminosa¨uren in einer α- oder β-Konformation in Abha¨ngigkeit von
der Anzahl an ga-Iterationen. Die unterste Linie stellt den Minimalanteil, die mittlere Linie den
durchschnittlichen Anteil und die obere Linie den gro¨ßten erhaltenen Anteil dar.
Abb. 4.41, welche den abnehmenden exponentiellen Verlauf der Gesamtenergie darstellt, so
zeigt sich, dass die Zunahme an Sekunda¨rstrukturelementen zu dieser umgekehrt proportio-
nal ist. Die Konstanz in der Zusammensetzung der Sekunda¨rstruktur korrespondiert demnach
aus dem erreichen eines lokalen Minimums, welches der genetische Algorithmus nicht mehr
verla¨sst.
Zusa¨tzlich zu diesen drei Anteilen wurde noch der Sekunda¨rstrukturanteil desjenigen Indi-
viduums betrachtet, das in jeder Generation die niedrigste Energie besitzt. Dessen Anteil
verha¨lt sich sehr a¨hnlich dem gemittelten Anteil, wodurch es nicht explizit in der Abb. 4.46
aufgefu¨hrt wurde. Vergleicht man hierzu wieder Tab. 4.5, so sind die erreichten 20 % Se-
kunda¨rstrukturanteil des energetisch gu¨nstigsten Individuums fu¨r die große Mehrzahl an den
Proteinen unzureichend, einen nativen Zustand darzustellen.
Da der Anteil der Sekunda¨rstrukturen einen zur Energie umgekehrt proportionalen Verlauf
besitzt, wurden zusa¨tzlich die Energieanteile der einzelnen Basisfunktionsklassen analysiert,
die zur Gesamtenergie beitragen. Die Aufteilung der zur Gesamtenergie beitragenden Potenti-
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alklassen Nahwechselwirkung, nicht-bindende Wechselwirkung zwischen den Cα-Atomen und
zwischen den Seitenketten, Oberfla¨chenterm und die Wasserstoffbru¨cken ist in Abb. 4.47 in
Abha¨ngigkeit von der Anzahl an Generationen dargestellt. Da die Energie ab ca. Generation
15 bis 20 nahezu konstant wird, wurden die letzten zehn Generationen nicht mit abgebildet.
Die dargestellten Energien sind Mittelwerte, die u¨ber alle Optimierungsla¨ufe fu¨r das jeweils
energetisch niedrigste Individuum berechnet wurden.
Anhand der Abbildung 4.47 ist zu erkennen, dass fu¨r alle Proteine eine a¨hnliche Entwicklung
der Energieanteile gegeben ist. Wie auch schon in Abschnitt 4.6 gezeigt wurde, zeigt ledig-
lich der Oberfla¨chenterm eine positive Energie, wa¨hrend die anderen Terme stabilisierende
negative Energien beitragen. Am Verlauf der Energien in Abha¨ngigkeit von der Anzahl an
Generationen zeigt sich, dass die Abnahme der Gesamtenergien, wie in Abb. 4.41 dargestellt,
zum u¨berwiegenden Anteil aus der Abnahme der Oberfla¨chenwechselwirkung resultiert. Die-
ser Term ist, besonders zu Anfang einer Simulation, relativ zu den anderen Termen meist sehr
groß, was auf die geringe Kompaktheit und die damit verbundene Exposition der hydropho-
ben Aminosa¨uren der zufa¨llig generierten Anfangsgeometrien zuru¨ckzufu¨hren ist. U¨ber ca. die
ersten zehn Generationen hinweg erfolgt dann eine starke Reduktion des Oberfla¨chenterms,
so dass dieser schließlich vom Betrag her vergleichbar oder kleiner als die anderen wichtigen
Energieterme wie die Nahwechselwirkungen oder die nicht-bindenden Potentiale zwischen den
Cα-Atomen ist. Damit erfu¨llt dieser Potentialterm die intendierte Aufgabe, eine kompakte
Faltung zu erzeugen und Proteine mit großer hydrophober Oberfla¨che zu destabilisieren.
Vergleicht man hierzu die anderen Energiebeitra¨ge, so ist zuna¨chst ersichtlich, dass die Was-
serstoffbru¨cken und die nicht-bindenden Wechselwirkungen zwischen den Seitenketten nur
einen geringen Anteil an der Gesamtenergie beitragen. Der Term der Wasserstoffbru¨ckenbin-
dungen tra¨gt einen Anteil bei, der vom Betrag her eine Gro¨ßenordnung kleiner als beispiels-
weise die nicht-bindenden Wechselwirkungen zwischen den Cα-Atomen ist. Das Seitenketten-
potential ist lediglich fu¨r das Protein 1a92(A) vom Betrag her mit den anderen Funktionen
vergleichbar, wa¨hrend es in den drei anderen Proteinen von untergeordneter Bedeutung ist.
Die wesentlichen negativen Energiebeitra¨ge stammen somit aus den Nahwechseltermen und
den nicht-bindenden Funktionen zwischen den Cα-Atomen. Betrachtet man die A¨nderung die-
ser Terme in Abha¨ngigkeit von der Anzahl der Generationen, so zeigen die nicht-bindenden
Terme zumeist die gro¨ßte A¨nderung (siehe 1pcf(A) und 1ten und weniger deutlich fu¨r 1tfe in
Abb. 4.47), wa¨hrend die anderen Potentiale auf der gegebenen Skala relativ konstant bleiben.
Fasst man diese Ergebnisse zusammen, so kann fu¨r die globale Optimierung gefolgert werden,
dass die Energiereduktion hauptsa¨chlich durch die Minimierung des Oberfla¨chenterms getrie-
ben wird. Dessen Funktionen sind auf den Cα-Atomen zentriert, wodurch dies mit einer dich-
teren Packung der Cα-Atome einhergeht, was zur Folge hat, dass die entsprechenden nicht-
bindenden Wechselwirkungen vom Betrag her leicht zunehmen. Die vergleichsweise geringere
Abnahme der nicht-bindenden Energie basiert darauf, dass durch die dichtere Packung, ge-
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Abbildung 4.47: Beitra¨ge der einzelnen Potentialklassen zur Gesamtenergie in Abha¨ngigkeit von
der Anzahl an Generationen im genetischen Algorithmus. Die Potentialklassen sind BO = Nah-
wechselwirkung (durchgezogene Linie), NB = nicht-bindend zwischen Cα-Atomen (breitere ge-
strichelte Linie), SS = nicht-bindend zwischen Seitenketten (gepunktete Linie), SU = Oberfla¨che
(gestrichelte Linie) und HB = Wasserstoffbru¨cken (gestrichelte und gepunktete Linie).
trieben durch die Oberfla¨chenreduktion, auch Aminosa¨uren bzw. Cα-Atome nah zueinander
angeordnet werden, die eine ungu¨nstige bzw. repulsive Wechselwirkung miteinander besitzen,
was eine gu¨nstigere nicht-bindende Energie zwischen anderen Partnern kompensieren kann.
Da das Oberfla¨chenpotential die Koordinaten bzw. Absta¨nde der Cα-Atome verwendet, hat
dies nur einen indirekten Effekt auf die Seitenkettenpositionen, indem diese der Position der
Cα-Atome ”folgen” mu¨ssen, aber nicht zwangsweise eine gu¨nstige und/oder dichte Packung
einnehmen, obwohl dieses wa¨hrend des Schrittes der lokalen Optimierung mittels eines unter-
geordneten genetischen Algorithmus angestrebt wird. Hierdurch und durch die optimierten
Koeffizienten tra¨gt die Seitenkettenwechselwirkung kaum zur Gesamtenergie bei. Ebenso blei-
ben die die Nahwechselwirkungen konstant, was damit einhergeht, dass nur wenige Amino-
sa¨uren eine Konformation einnehmen, die den regelma¨ßigen Sekunda¨rstrukturen enstspricht.
Dies scheint ebenfalls ein Effekt des Oberfla¨chenpotentials zu sein, da diese Sekunda¨rstruktu-
ren zwar im Laufe des genetischen Algorithmus erzeugt werden, aber energetisch ungu¨nstiger
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sind und dadurch meist verworfen werden. Das Problem hierbei ko¨nnte sein, dass es kei-
nen Prozess im Programm gibt, der eine Sekunda¨rstruktur erzeugt und diese gleichzeitig im
Proteininneren einlagert, um die Oberfla¨che zu reduzieren. Diese wa¨re besonders fu¨r ein β-
Faltblatt ein wichtiger Vorgang, da dieses in einer sehr gestreckten Konformation vorliegt,
wodurch auch die Abschirmung der untereinander direkt benachbarten Aminosa¨uren sehr
gering ist. Dies kann den niedrigen Gesamtanteil an Aminosa¨uren in einer regelma¨ßigen Se-
kunda¨rstruktur erkla¨ren, was im Zusammenhang mit Abb. 4.46 besprochen wurde. Ebenso
resultiert hieraus der geringe Beitrag der Wasserstoffbru¨ckenenergie, da sich ohne wieder-
holende Sekunda¨rstrukturen nur wenige Wasserstoffbru¨cken ausbilden. Dies begru¨ndet auch
den energetischen Unterschied, der sich beispielsweise deutlich zu Abb. 4.31 zeigt, in welcher
die relativen Energiebeitra¨ge der nativen Proteine dargestellt wurden, wobei fu¨r diese die
Wasserstoffbru¨ckenenergie einen wesentlichen Beitrag lieferte.
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Obwohl seit einigen Jahrzehnten bereits in den verschiedensten Arbeitsbereichen intensi-
ve Forschung am Proteinfaltungsproblem von unterschiedlichst orientierten Wissenschaftlern
mit verschiedenen Intentionen und Zielsetzungen betrieben wird, entzieht sich dieses Problem
immer noch einer umfassenden Lo¨sung. Und obwohl in bestimmten spezielleren Fragestellun-
gen, wie beispielsweise der Aufkla¨rung unbekannter Proteinstrukturen oder die Erkla¨rung
spezifischer Reaktionen, an denen Proteine beteiligt sind, große Fortschritte erzielt wurden,
die sowohl fu¨r das theoretische Versta¨ndnis wie auch fu¨r praktische Anwendungen wichtige
Erfolge darstellten, fehlt eine umfassende Erkla¨rung fu¨r die sehr wichtige Grundlagenfrage
u¨ber den Zusammenhang zwischen der dreidimensionalen Struktur eines Proteins und seiner
Aminosa¨uresequenz, welche in der dna codiert gespeichert vorliegt und die Funktion und die
Eigenschaften eines Proteins bestimmt. Mathematisch la¨sst sich dieses Problem verallgemei-
nert u¨ber das Fehlen einer Projektionsvorschrift vom eindimensionalen Sequenzvektorraum,
dessen entscheidende Information in der Reihenfolge der Vektorelemente liegt, auf den drei-
dimensionalen Geometrieraum beschreiben. Prinzipiell existiert diese Projektionsvorschrift
bzw. ein entsprechendes Konversionsverfahren, da u¨ber das Wissen der Quantenmechanik die
gesamten Wechselwirkungen innerhalb des Proteins und mit seiner Umgebung bekannt sind.
Ebenso sind prinzipiell hinreichende Verfahren bekannt, u¨ber die Quantenmechanik den nati-
ven Zustand des Proteins bestimmen zu ko¨nnen. Die Probleme, die einer Lo¨sung hier aber im
Weg stehen, sind hauptsa¨chlich technischer Natur, die in der Architektur heutiger Computer-
systeme begru¨ndet liegen. Fu¨r eine umfassende Berechnung des Proteins und Analyse der frei-
en Energiefla¨che unter Einbeziehung der Umgebung, welche fu¨r eine realistische Beschreibung
notwendige Voraussetzung wa¨re, da die Thermodynamik der Faltung auf der Minimierung
der freien Energie des Gesamtsystems beruht, stehen zwar effiziente mathematische Algo-
rithmen zur Verfu¨gung, aber aufgrund der sehr hohen Komplexita¨t, die durch die Anzahl an
Freiheitsgraden der Moleku¨le gegeben ist, ist es mit heutiger Computertechnik aussichtslos,
hochgenaue quantenmechanische Rechnungen an derart großen Systemen in vernu¨nftiger Zeit
durchfu¨hren zu ko¨nnen. Aufgrund dieser technischen Schranken ist man in der Frage der Pro-
teinfaltung und der Identifikation des nativen Zustandes wie auch in vielen anderen Bereichen
auf Vereinfachungen des Problems angewiesen, wodurch die Dimensionalita¨t des zu explorie-
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renden Variablenraumes erniedrigt wird. Die Umsetzung dieser Reduktion der Freiheitsgrade
wird mit unterschiedlichen Methoden erreicht und ha¨ngt in der Regel in direkter Form mit
der gewa¨hlten Energie- oder Bewertungsfunktion zur Beschreibung der Wechselwirkungen
zusammen. Dieses Vorgehen fu¨hrt zumeist dahin, die Umgebungseffekte zu ignorieren oder
sie in einer impliziten Form zu erfassen und die Anzahl an Interaktionspunkten im Protein
zu verkleinern, indem Atome ausgelassen oder mit anderen zusammengefasst werden. Dies
entspricht einer Gla¨ttung der der Faltung eines Proteins zugrundeliegenden Energiefla¨che,
wodurch die Anzahl an mo¨glichen charakteristischen Punkte auf der Fla¨che kleiner wird. Die
fu¨r die vereinfachten Proteinmodelle benutzten Energiefunktionen sind in ihrer mathema-
tischen Formulierung sehr unterschiedlich. Diese reichen von elaborierten Kraftfeldern, u¨ber
diskretisierte Abstandspotentiale bis hin zu einfachen Kontaktpotentialen. Diese Kombination
von vereinfachten Modellen und Energiefunktionen ermo¨glicht es, auch fu¨r gro¨ßere Proteine
die bekannten mathematischen Verfahren zur Analyse und Vorhersage der Proteinfaltung
anzuwenden. Die Leistung dieser Verfahren wird heutzutage in regelma¨ßig stattfindenden
Wettbewerben verglichen (siehe z. B. casp [266]). Besonders erfolgreich zeigten sich hier-
bei immer wieder statistische Verfahren, die auf der massiven Auswertung von heutzutage
leicht zuga¨nglichen Proteinstrukturdaten beruhen. Ein Aspekt des Erfolges dieser Verfahren
resultiert aus der Tatsache, dass, obwohl kontinuierlich viele Proteinstrukturen experimentell
aufgekla¨rt werden, nach einer gegenwa¨rtigen Einscha¨tzung auf Basis der zur Zeit zur Verfu¨-
gung stehenden Daten nur eine begrenzte Anzahl an Faltungsklassen existieren. Hierdurch ist
es oft mo¨glich, aus den Informationen der Geometrie bekannter Sequenzen auf die Geometrie
a¨hnlicher Sequenzen zu schließen. Diese Methoden, so erfolgreich sie fu¨r die große Anzahl an
Anwendungen sind, haben zwei markante Nachteile. Zuna¨chst funktionieren sie wie bereits
erwa¨hnt nur fu¨r Strukturen, die bereits bekannt sind. Neue Faltungsklassen lassen sich somit
nur unwahrscheinlich vorhersagen. Zweitens lo¨sen sich nicht das Grundproblem zur Erkla¨rung
des kausalen Zusammenhangs zwischen der Sequenz und der dreidimensionalen Proteinstruk-
tur, sondern reduzieren es auf eine pha¨nomenologische Beschreibung.
Im Hinblick auf diese beschriebenen mo¨glichen unterschiedlichen Extrema zur Erfassung des
Proteinfaltungsproblems, die zwischen einer hochgenauen quantenmechanischen Beschrei-
bung und den sehr stark vergro¨berten Modellen liegen, wurde in dieser Arbeit eine Vor-
gehensweise gewa¨hlt, die ebenfalls eine dem Problem angemessene notwendige Modellver-
einfachungen beinhaltet, um la¨ngere Sequenzen technisch zuga¨nglich zu manchen. Fu¨r die
Energiefunktion wurde ein neuartiger Kombinationsansatz bestehend aus der Verwendung
statistischer Datenbank-Informationen und einer Potentialentwicklung u¨ber eine Linearkom-
bination von Basisfunktionen realisiert. Im folgenden werden hierzu die wichtigsten Punkte
dieser Arbeit zusammengefasst.
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Das generelle Ziel war es, einen Algorithmus zu entwickeln, der fu¨r eine vorgegebene Ami-
nosa¨uresequenz im Idealfall eine Vorhersage fu¨r den nativen Zustand erzeugt bzw. fu¨r diesen
mo¨gliche Kandidaten anbietet, was mit der Entwicklung einer algorithmischen Methode ein-
herging, die native Geometrie in einer mo¨glichst großen Menge falscher oder alternativer
Proteinstrukturen identifizieren zu ko¨nnen. Als Basis fu¨r jegliche verwendete Information
musste zuna¨chst ein Proteindatensatz mit verla¨sslichen Strukturen ausgewa¨hlt werden. Hier-
fu¨r wurde der top500h-Proteindatensatz benutzt, welcher sehr viele hochaufgelo¨ste Kristall-
strukturen entha¨lt, die anhand vieler Gu¨tekriterien ausgewa¨hlt wurden. Aus diesem Satz
wurden schließlich 48 Proteine verwendet, die die unterschiedlichen Zusammensetzungen an
Sekunda¨r- und Tertia¨rstruktur repra¨sentierten sowie kompatibel mit dem gewa¨hlten Prote-
inmodell waren. Fu¨r dieses Modell wurde aufgrund der angestrebten Gro¨ße der Zielproteine,
welche einhundert oder mehr Aminosa¨uren enthalten sollten, damit viele biologisch relevante
Sequenzen behandelt werden ko¨nnen, eine vereinfachte bzw. vergro¨berte Darstellung verwen-
det. Das Modell wurde in Anlehnung an andere in der Literatur publizierter Proteinmodelle
konstruiert und enthielt schließlich drei Wechselwirkungszentren fu¨r eine Aminosa¨ure, wel-
che das Cα-Atom, den Schwerpunkt der Seitenkette und das Zentrum der Verbindungslinie
zwischen zwei sequentiellen Cα-Atomen beinhalten. Um hierbei die Anzahl an mo¨glichen
Freiheitsgraden klein zu halten, wurde zuna¨chst untersucht, ob die Position des Seitenketten-
schwerpunktes direkt u¨ber die Koordinaten der Cα-Atome definierbar sei. Da aber, wie sich
zeigte, die Informationen der Ru¨ckgratkoordinaten nicht ausreichend fu¨r eine Positionierung
des Seitenkettenschwerpunktes waren, wurde das Modell in zwei Schritten auf eine flexible
Seitenkettenpositionierung u¨ber ein proteininternes Koordinatensystem erweitert, das auf ei-
ner Clusteranalyse experimentell bekannter Strukturen basierte. Dieses Seitenkettenmodell
kam ohne aufwendigere Berechnungen von Bindungswinkeln oder Torsionswinkeln aus, wo-
durch die numerische Behandlung schneller ist. Zusa¨tzlich zu diesem Clustermodell wurden
aus dem top500h-Proteindatensatz weitere statistische Informationen gewonnen, die bei-
spielsweise bevorzugte oder verbotene Absta¨nde in den verwendeten Proteinen angaben, die
in den spa¨teren Programmteilen Verwendung fanden.
Da das Ziel der Arbeit eine Unterscheidung zwischen nativen und nicht-nativen Strukturen
zum Ziel hatte, wurde die Literatur nach erha¨ltlichen Strukturdatensa¨tzen von falschen Geo-
metrien hin u¨berpru¨ft. Hier zeigte sich, dass, obwohl einige Datensa¨tze existieren, eine nicht
geringe Anzahl der darin enthaltenen Proteine nicht verwendet werde konnten. Die auftre-
tenden Probleme waren dabei, dass die Anzahl an falschen Strukturen zu gering war, dass
Proteine ha¨ufig nicht mit dem angesetzten Proteinmodell kompatibel waren, indem beispiels-
weise Disulfidbru¨cken und/oder Fremdmoleku¨le enthalten waren, und dass die zur Verfu¨gung
gestellten Strukturen ha¨ufig Fehler wie Kettenunterbrechungen, abweichende Anzahl an Ami-
nosa¨uren im Vergleich zur nativen Struktur oder Atomkollisionen enthielten. Aus diesen Gru¨n-
den wurden in dieser Arbeit Programme zur Erzeugung eigener falscher Strukturen erstellt.
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Hierbei wurden zwei verschiedene Sa¨tze an falschen Geometrien mit zwei unterschiedlichen
Methoden generiert. Diese wurden zusa¨tzlich durch einen Satz an publizierten Literaturstruk-
turen erga¨nzt, um eine mo¨glichst breite Informationsbasis bereitstellen zu ko¨nnen. Das Ziel
zur Verwendung dieser drei Sa¨tze, die im spa¨teren Verlauf um einen vierten Satz erweitert
wurden, war eine mo¨glichst umfassende Abdeckung der unterschiedlichen Konformations-
ra¨ume der Energiefla¨che der Proteine, die vom nah-nativen Bereich bis hin zu den schlecht
gefalteten und wenig kompakten Strukturen reichen.
Zur Unterscheidung von falschen und nativen Strukturen ist eine Bewertungsfunktion er-
forderlich, die in der Lage ist, in mathematischer Form die nativen Strukturelemente zu
identifizieren. Hierzu ist es notwendig, dass die Bewertungsfunktion einer bestimmten Ami-
nosa¨uresequenz die richtige Sekunda¨rstruktur zuordnet, welche wie in der Literatur gezeigt
wurde, hauptsa¨chlich u¨ber Wechselwirkungen von in der Sequenz benachbarten Aminosa¨uren
bestimmt wird und somit einer lokalen Codierung entspricht. Zusa¨tzlich muss die Anordnung
der Sekunda¨rstrukturen zur Supersekunda¨r- und Tertia¨rstruktur erkannt werden, wobei in
der Sequenz weit entfernte Aminosa¨uren zusammengelagert werden. Fu¨r die Gestaltung einer
solchen Bewertungsfunktion bzw. eines solchen Potentials wurde ein gemischter Ansatz aus
statistischer Datenanalyse und Entwicklung von Potentialfunktionen mittels Linearkombi-
nation bestimmter Basisfunktionen gemacht. In der Sequenz nah benachbarte Aminosa¨uren
zeigten bestimmte bevorzugte geometrische Anordnungen, die statistisch signifikant waren,
so dass diese zur Definition von Potentialfunktionen genutzt wurden, welche als Nahwechsel-
wirkungen im Kraftfeld enthalten waren. Je gro¨ßer der Abstand zwischen den Aminosa¨uren
in der Sequenz war, um so unkorrelierter waren deren geometrische Anordnungen, so dass
fu¨r in der Sequenz entfernte Aminosa¨uren keine signifikanten statistischen Muster erhalten
wurden. Da zusa¨tzlich aufgrund der Vergro¨berung des Modells und somit der Mittelung u¨ber
mehrere unterschiedliche atomare Wechselwirkungen die effektive Form der Potentiale nicht
bekannt war, wurden die Potentiale zwischen den entfernten Aminosa¨uren als zu bestimmende
Linearkombinationen von Basisfunktionen angesetzt, um die optimale funktionale Form die-
ser Wechselwirkungen bestimmen zu ko¨nnen. Dieser Ansatz wurde fu¨r die Wechselwirkungen
zwischen den Cα-Atomen und zwischen den Seitenketten gemacht. Neben diesen Funktionen
wurden weiterhin noch ein Oberfla¨chenterm, um die kompakte Faltung und die Einlage-
rung der hydrophoben Aminosa¨uren im Proteininneren zu erreichen, sowie ein Potential zur
Beschreibung der Wasserstoffbru¨cken zwischen Ru¨ckgratamideinheiten eingefu¨hrt, das eine
besondere Relevanz zur Bildung der Sekunda¨rstrukturen besitzt.
Die fu¨r dieses Potential notwendigen Parameter in den Basisfunktionen, wie beispielsweise
die Gleichgewichtsabsta¨nde, wurden direkt an die vorhandenen statistischen Daten angepasst,
wa¨hrend die Gewichtungskoeffizienten der Energieterme bzw. Funktionsklassen untereinander
u¨ber die Formulierung und Lo¨sung eines linearen Optimierungsproblems bestimmt wurden.
Hierzu wurde ein Ungleichungssystem aufgestellt, in welchem die Elemente der Koeffizien-
217
5. Zusammenfassung und Ausblick
tenmatrix die Energien der einzelnen Potentialklassen waren, welche durch die Auswertung
der Basisfunktionen berechnet wurden. Der Lo¨sungsvektor des Ungleichungssystems enthielt
die zu bestimmenden Gewichtungskoeffizienten der Basisfunktionsklassen. Die zum linearen
Optimierungsproblem geho¨rende zu minimierende Zielfunktion war durch die Summe der Ge-
wichtungskoeffizientenbetra¨ge gegeben. Die Differenz der Energien der verwendeten falschen
Proteine in Vergleich zu den nativen Strukturen wurden als Nebenbedingungen des linea-
ren Problems eingebunden. Diese Nebenbedingungen forderten, dass die Energie der nati-
ven Struktur stets niedriger als alle Energien der falschen Strukturen zu sein hatte, was im
Sinne der thermodynamischen Hypothese ist, nach welcher der native Zustand das globale
Minimum der freien Energie des Proteinsystems ist, so dass alle andersartig gefalteten Geo-
metrien eine ho¨here Energie besitzen sollten. Insgesamt konnten fu¨r die Nebenbedingungen
u¨ber 700000 falsche Proteinstrukturen verwendet werden, was im Vergleich mit der Litera-
tur eine wesentlich gro¨ßere Anzahl ist als durchschnittlich fu¨r eine solche Aufgabe verwendet
wird bzw. verwendet werden kann. Fu¨r die Parameter-Optimierung wurde das Programm
bpmpd verwendet, das u¨ber einen Innere-Punkte-Algorithmus die Lo¨sung des linearen Pro-
blems bestimmt. Die bearbeiteten Ungleichungssysteme waren dabei stets lo¨sbar, so dass
hieraus gefolgert werden konnte, das im Rahmen der fu¨r das Problem gegebenen Strukturen,
das Proteinmodell in Verbindung mit der Potentialfunktion genau genug war, die falschen
von den nativen Geometrien zu unterscheiden.
U¨ber die Optimierung der Gewichtungskoeffizienten und u¨ber die Definition der Basisfunktio-
nen wurden fu¨r die Proteine Energiefla¨chen erzeugt, auf welchen im Anschluss die zugeho¨rigen
Sequenzen global optimiert wurden. Dies diente der Analyse, ob die generierten Energiefla¨-
chen tatsa¨chlich den nativen Zustand als globales Minimum enthielten. Denn trotz der großen
Anzahl an verwendeten falschen Geometrien, konnte aufgrund der Komplexita¨t des mo¨glichen
Konformationsraumes einer Proteinsequenz nicht garantiert werden, dass dieser hinreichend
abgedeckt wurde, wodurch in den nicht erfassten Bereichen die Potentialfunktion energetisch
gu¨nstigere Minima enthalten kann. Hierfu¨r wurde ein genetischer Algorithmus zusammen
mit den notwendigen Berechnungsroutinen fu¨r das Potential und den Gradienten sowie der
lokalen Optimierung vollsta¨ndig neu implementiert. Aufgrund rechenzeitlicher Erwa¨gungen
wurden von den 48 zur Parameter-Optimierung genutzten Sequenzen nur die 27 ku¨rzesten
Proteine fu¨r die globale Geometrieoptimierung verwendet. Die im genetischen Algorithmus
explorierten Minima, die eine niedrigere Energie als die zugeho¨rige native Struktur besaßen,
wurden zu einer weiteren Gruppe falscher Strukturen zusammengefasst, womit zusammen mit
den oben angegebenen drei Strukturdatensa¨tzen dann insgesamt vier Datensa¨tze mit falschen
Geometrien fu¨r die Parameter-Optimierung zur Verfu¨gung standen.
Dieses Vorgehen wurde zu einem iterativen Prozess erweitert, wobei ein Zyklus aus den Schrit-
ten Parameter-Optimierung auf Basis der ausgesuchten falschen Strukturen, der globalen
Geometrieoptimierung auf den generierten Fla¨chen und Zusammenstellung der neuen Menge
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der falschen Strukturen fu¨r die folgende wiederholte Parameter-Optimierung bestand. Durch
diesen Prozess wurden die im genetischen Algorithmus erhaltenen neuen niedrigen Minima
u¨ber das Niveau des nativen Zustandes gehoben. Dieser Zyklus wurde mit dem Ziel imple-
mentiert, zu einer Konvergenz zu gelangen, bei welcher im Schritt der globalen Geometrie-
optimierung keine relevanten Minima mehr gefunden werden, die eine niedrigere Energie als
der native Zustand besitzen, wodurch eine Unterscheidung bzw. Identifikation dieses Zustan-
des von anderen mo¨glich wa¨re. Insgesamt wurden drei Iterationen durchgefu¨hrt, wobei die
Ergebnisse keine eindeutige Tendenz zeigten, ob sich die Vorhersageergebnisse verbesserten
oder verschlechterten, da die Fluktuationen in den Ergebnissen ebenso auch auf den stati-
stischen Charakter des genetischen Algorithmus zuru¨ckgefu¨hrt werden konnten. Betrachtet
man die strukturellen Differenzen der resultierenden Geometrien so sind diese fu¨r die la¨ngeren
Proteinsequenzen noch zu weit vom nativen Zustand entfernt, als dass eine Vorhersage als
erfolgreich ha¨tte qualifiziert werden ko¨nnen. Fu¨r die kurzen Sequenzen konnten aber Geome-
trien erzeugt werden, die U¨bereinstimmungen mit der nativen Geometrien zeigten, so dass
fu¨r diese rmsd-Abweichungen im Bereich von 4 bis 5 A˚ erreicht wurden. Hier bestand al-
lerdings das Problem, dass es keine eindeutige Energie-Struktur-Korrelation gab, wodurch
nicht wie in der Zielstellung formuliert anhand der Potentialfunktion auf die native Geome-
trie geschlossen werden konnte. Hier konnte gezeigt werden, dass mehrere Probleme dieses
Ergebnis bedingten. So enthielten die im iterativen Prozess erzeugten Energiefla¨chen sehr
viele energetisch gu¨nstigere Minima, wodurch die Geometrieoptimierung nicht beim nati-
ven Zustand endete. Dies schien ein Problem der hochdimensionalen Energiefla¨che zu sein,
so dass aufgrund der computertechnischen Beschra¨nkung nicht genu¨gend falsche Strukturen
verwendet werden konnten, um die vorhandenen energetisch gu¨nstigeren Minima abzudecken.
In direktem Zusammenhang hiermit wurde ein Sekunda¨rstrukturerzeugungsproblem erkannt,
wodurch die optimierten Strukturen einen zu großen Anteil an nicht-regelma¨ßigen Sekun-
da¨rstrukturen enthielten, was eine Folge des Solvatations- bzw. Oberfla¨chenpotentials der
hydrophoben Aminosa¨uren zu sein schien, indem dieses die Energieminimierung im Verlauf
des genetischen Algorithmus dominierte und so eine Sekunda¨rstrukturerzeugung durch die
hierfu¨r angesetzten anderen Terme wie beispielsweise die Nahwechselwirkungen verhinderte.
Neben der globalen Geometrieoptimierung wurde zur Bestimmung der Unterscheidungslei-
stung des entwickelten Proteinpotentials noch ein Erkennungstest (ranking) an vier publi-
zierten Strukturdatensa¨tzen durchgefu¨hrt, die nicht fu¨r die Parameter-Optimierung verwen-
det wurden, und dies mit Literaturergebnissen verglichen. Hier zeigte sich insgesamt, dass
das Potential in der Lage war, eine große Anzahl an nativen Proteinen in den Mengen der
falschen Strukturen zu identifizieren. Markant an diesen Ergebnissen war ein fehlendes qua-
litatives Mittelfeld in der Bestimmung des Ranges der nativen Struktur, da diese entweder
sehr gut oder nur sehr schlecht erkannt wurde. Eine Analyse der den nativen Zustand von den
anderen unterscheidenden Energiebeitra¨gen zeigte, dass vor allem die Nahwechselterme sowie
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das Wasserstoffbru¨ckenpotential fu¨r ein Nicht-erkennen verantwortlich waren. Dies beruhte
hauptsa¨chlich auf einer unterschiedlichen Zusammensetzung der Sekunda¨rstrukturen im na-
tiven Protein und in den falschen Strukturen. So enthielten die falschen Strukturen ha¨ufig
ideale geometrische Anordnungen oder eine gro¨ßere Anzahl an Wasserstoffbru¨ckenbindungen,
wodurch diese insgesamt energetisch gu¨nstiger waren. Der Vergleich der Erkennungstester-
gebnisse mit anderen publizierten Potentialen zeigte, dass das hier entwickelte Kraftfeld ein
Identifikationsniveau im oberen Mittelfeld besitzt. Die Schwa¨chen des Kraftfeldes bei der
vergleichenden Identifikation des nativen Zustandes beruhten aber nicht auf gro¨ßeren prin-
zipiellen Unzula¨nglichkeiten, sondern eher auf Detailfragen der Formulierung und Parame-
trisierung der Basisfunktionen, so dass hier durch A¨nderungen noch bessere Erfolge erzielt
werden ko¨nnten.
Fu¨r die Weiterentwicklung des in dieser Arbeit grundlegend implementierten iterativen Para-
meter-Optimerungsprozesses und globalen Geometrieoptimierung wurden einige Punkte iden-
tifiziert, die in einer zuku¨nftigen Arbeit angegangen werden ko¨nnten, wofu¨r im folgenden ei-
nige Ansto¨ße gegeben werden.
Die Grundlage der Parameter-Optimierung bildeten die eigengenerierten, die aus externen
Quellen hinzugenommenen und die aus der Geometrie-Optimierung stammenden Struktur-
Datensa¨tze. Fu¨r deren Verwendung ko¨nnte eine weitere Analyse von Vorteil sein, indem bei-
spielsweise die eigengenerierten Strukturen einer Kra¨fterelaxation entweder mit dem vorhan-
denen oder einem anderen Kraftfeld unterzogen werden, um direkt Geometrien zu erhalten,
die lokalen Minima auf der Energiefla¨che entsprechen. Gleichzeitig ko¨nnte die geometrische
Distanz der Strukturen untersucht werden, um so beispielsweise redundante Strukturen zu
eliminieren, die die gleichen oder sehr a¨hnliche Bereiche auf der Energiefla¨che abdecken, da
die bisherige Analyse nur die relativen Energien als vergleichendes Kriterium verwendete. Hier
ko¨nnte beispielsweise auch eine Cluster-Analyse der Proteine hilfreich sein, indem Strukturen
mit einem a¨hnlichen oder redundanten Informationsgehalt entfernt werden, wodurch andere
Proteingeometrien zur Parameter-Optimierung hinzugenommen werden ko¨nnen, die bisher
aufgrund der beschra¨nkten Anzahl an Nebenbedingungen nicht einbezogen werden konnten.
Dies ko¨nnte auch zu einer Analyse erweitert werden, die nicht nur rein strukturelle Differen-
zen beru¨cksichtigt, sondern ebenso u¨berpru¨ft, welche Strukturen zu einem Minimum bzw. zu
dessem Einzugsgebiet auf der Energiefla¨che geho¨ren.
Die Zielfunktion fu¨r die Parameter-Optimierung beinhaltete die Minimierung der Gewich-
tungskoeffizienten der Basisfunktionen unter Beru¨cksichtigung der Nebenbedingungen, die
falschen Strukturen gegenu¨ber den nativen Proteinen energetisch zu destabilisieren. Hier
ko¨nnten zusa¨tzlich Gradienten-Informationen hinzugenommen werden, um zu gewa¨hrleisten,
dass die Datenbank-Strukturen der nativen Proteine Minima auf der Energiefla¨che entspre-
chen. Ein Ansatz hierzu wa¨re die Forderung, dass die Summe der Matrixelemente des Gra-
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dienten verschwindet bzw. dass diese Summe numerisch kleiner als ein vorgegebener Wert zu
sein hat.
Bei der Analyse der Energieanteile der Funktionsklassen zu den Erkennungstests zeigten sich
fu¨r die Definition der Potentialbasisfunktionen ebenfalls mo¨gliche Verbesserungsansa¨tze. Die
Nahwechselwirkungsterme destabilisierten einige natu¨rlich vorkommende β-Faltblattstruktu-
ren, wenn diese in einer sehr gestreckten Konformation vorlagen bzw. wenn der Bindungswin-
kel dreier sequentieller Cα-Atome sehr groß war. Hierdurch verschlechterte sich die Energie des
nativen Proteins gegenu¨ber den Alternativgeometrien. Dies war ein Problem der Doppelmini-
mumdefinition der entsprechenden Nahwechselwirkungsbasisfunktion, da sich die gestreckte
Konformation aufgrund der optimierten funktionalen Form im repulsiven Bereich dieses Po-
tentials befand. Hier sollte die funktionale Form angepasst werden, indem beispielsweise das
Minimum fu¨r die β-Konformation verbreitert oder durch eine andere funktionale Form ersetzt
wird.
Fu¨r das Wasserstoffbru¨cken-Potential wurden insgesamt drei Basisfunktionen angesetzt, wo-
bei sich zeigte, dass lediglich die abstandsabha¨ngige Funktion nach der Parameter-Opti-
mierung fu¨r die Gesamtenergien eine Rolle spielte. Hier ko¨nnten die zugeho¨rigen Basisfunk-
tionen eventuell verbessert werden, indem die nach der Parameter-Optimierung als weniger
relevant gewichteten Winkelfunktionen direkt in die Abstandsfunktion miteinbezogen, durch
andere Funktionen ersetzt oder ausgelassen werden. Ebenso ist es mo¨glich die abstands- oder
winkelabha¨ngigen Wasserstoffbru¨cken-Funktionen analog zu den nicht-bindenden Wechsel-
wirkungen u¨ber einen Linearkombinationsansatz zu formulieren, dessen effektive funktionale
Form sich erst u¨ber die Parameter-Optimierung ergibt. Bisher wurden die Wasserstoffbru¨cken-
funktionen direkt an die statistischen Daten angepasst.
Das Oberfla¨chen- oder Solvatationspotential erfu¨llte die ihm zugedachte Aufgabe, nicht-
kompakte Strukturen zu destabilisieren und hydrophobe Aminosa¨uren im Inneren des Prote-
ins abzuschirmen. Hier stellte sich das Problem, dass dieser Energieterm im Vergleich zu den
anderen Energiebeitra¨gen sehr dominant war. Verbesserungen ko¨nnten hier erreicht werden,
indem beispielsweise eine genauere Methode zur Berechnung der lo¨sungsmittelzuga¨nglichen
Oberfla¨che angewendet wird, von welcher der Funktions- bzw. Energiewert abha¨ngt. Der
Vorteil des in dieser Arbeit verwendeten probabilistischen Ansatzes liegt in dessen einfach
zu implementierender Methodik und vor allem in dem beno¨tigten geringen rechentechnischen
Aufwand. Der Nachteil dieser Methode besteht darin, dass, wa¨hrend aus Fehlerkompensa-
tionsgru¨nden die Gesamtoberfla¨che eines Proteins meist sehr gut im Bereich von ein bis
zwei Prozent Ungenauigkeit reproduziert wird, die Oberfla¨chenwerte fu¨r einzelne Aminosa¨u-
ren sta¨rker fehlerbehaftet sein ko¨nnen. Da aber die Potentialberechnung auf den zuga¨nglichen
Oberfla¨chen einzelner Aminosa¨uren beruht, ko¨nnten die durch die Methode erhaltenen Fehler
Auswirkungen auf die Parametrisierung des Potentials haben. Zur Berechnung der Oberfla¨-
che existieren in der Literatur viele Methoden, die exaktere Ergebnisse liefern, wobei aber
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der Gewinn an Genauigkeit gewo¨hnlich durch einen wesentlich gro¨ßeren rechentechnischen
und damit zeitlich gro¨ßeren Aufwand erkauft wird. Hierzu mu¨sste untersucht werden, ob ei-
ne quantitativ korrektere Oberfla¨chenmethode sich auf die Parameter-Optimierung und die
Leistung des Potentials auswirkt.
Neben diesen Proteinmodell- und Energiefunktionsverbesserungsmo¨glichkeiten besitzt auch
der genetische Algorithmus Elemente, die genauer analysiert werden ko¨nnten, um die Leistung
des Programmes zu steigern. Generell ko¨nnen die vor Beginn einer Rechnung festgelegten Pro-
grammparameter wie Individuen- und Generationenanzahl oder Mutationswahrscheinlichkeit
selbst einer Voroptimierung unterzogen werden, um die Programmparameter zu bestimmen,
die in Verbindung mit dem Kraftfeld die besten Vorhersageergebnisse erzielen. Auch die
Operatoren, die fu¨r die Kreuzung oder Mutation von Individuen zusta¨ndig sind, ko¨nnten ver-
bessert werden. Wie im vorangegangen Kapitel dargestellt wurde, bestand hier beispielsweise
das Problem, dass die aus diesen Operatoren resultierenden Geometrien zu unkompakt wa-
ren, wodurch sie aus energetischen Gru¨nden verworfen wurden, was in der Konvergenzphase
des genetischen Algorithmus zu Strukturen mit einem niedrigen Sekunda¨rstrukturgehalt fu¨hr-
te. Hier ko¨nnten Operatoren implementiert werden, die direkt auch auf die Tertia¨rstruktur
wirken und kompakte Geometrien produzieren.
Neben diese A¨nderungen ko¨nnten weitere umfangreichere Modifikationen des Programmes
vorgenommen werden. Beispielsweise ließe sich das Proteinmodell bzw. -potential und der
genetische Algorithmus auf die Behandlung von Disulfidbru¨cken erweitern, wie ebenso auf
Fremdatome und -moleku¨le oder Proteinkomplexe.
Der genetische Algorithmus wie auch Teile der Potential- und Gradientenberechnung las-
sen sich parallelisieren, um deren Berechnung auf mehrere Prozessoren verteilen zu ko¨nnen.
Hierzu ließen sich dann beispielsweise auch fu¨r ein Protein mehrere Populationen gleichzeitig
behandeln, wobei zwischen diesen dann ein Informationsaustausch stattfinden ko¨nnte.
Ein weiteres Ziel sollte in zuku¨nftigen Arbeiten die verbesserte Erzeugung von Sekunda¨r-
und Tertia¨rstrukturen im globalen Optimierungsprozess sein. Ein Mo¨glichkeit hierzu wa¨re
beispielsweise ein Potential einzufu¨hren, dass auf mehrere Aminosa¨uren gleichzeitig wirkt
und die Ausbildung von gro¨ßeren Bereichen mit regelma¨ßiger Struktur bevorzugt.
Generell sind die Mo¨glichkeiten, das vorhandene Potential und die Optimierungsmethoden
zu vera¨ndern, vielfa¨ltig, so dass hier nur Einzelbeispiele gegeben werden konnten. Welche
A¨nderungen sinnvoll und erfolgreich sind, muss durch die praktische Ausfu¨hrung der Metho-
den getestet und mit der Literatur abgeglichen werden. Die Erfahrungen dieser Arbeit zur
Definition des Potentials zeigten, dass vermeintlich logische Ansa¨tze ha¨ufig aufgrund der kom-
plexen Zusammenha¨nge zwischen der Wahl der Basisfunktionen, der Parameter-Optimierung
und der globalen Geometrieoptimierung zu unbrauchbaren Resultaten fu¨hrten, welche, um
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den Rahmen der pra¨sentierten Arbeit nicht zu u¨berspannen, an den entsprechenden Stellen
nicht mitaufgefu¨hrt wurden.
Insgesamt konnte in dieser Arbeit somit ein von Grund auf bisher noch nicht verwende-
tes Potential gestaltet werden, das einen neuartigen kombinierten Ansatz aus statistischen
Informationen und linearkombinierten Basisfunktionen verwendete, welche eine glatte Ener-
giefla¨che erzeugten, die an allen Punkten differenzierbar ist. Hinzu kam eine umfassende
Analyse experimentell bekannter Datenbankstrukturen, die Generierung neuer falscher Pro-
teinstrukturen und mehrerer neuer Ansa¨tze zur Beschreibung der Seitenkettenposition. Diese
Arbeiten und Entwicklungen wurden genutzt, um hierauf ein globales Geometrieoptimerungs-
programm zu implementieren, welches basierend auf der Sequenz eines Proteins Vorschla¨ge
fu¨r den nativen Zustand erzeugt. Zusa¨tzlich wurde die Leistung des Potentials ausfu¨hrlich ge-
gen publizierte Literaturpotentiale getestet, die auf vergleichbaren Proteinmodellen beruhten.
Zusammengefasst zeigten die Resultate bereits teilweise eine gute Vergleichbarkeit mit Lite-
raturergebnissen, sind aber in den aufgezeigten problematischen Bereichen entwicklungsfa¨hig
und verbesserbar. Fu¨r ein von Null auf vollsta¨ndig neu entwickeltes Programm sind die erhal-
tenen Ergebnisse aber sehr ermutigend, so dass zuku¨nftige Entwicklungen dieses Programm
auf ein vollsta¨ndig vergleichbares Niveau heben ko¨nnten.
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6 Anhang
Dieser Anhang entha¨lt zum einen die ausgewerteten Minimalabsta¨nde zwischen den Wech-
selwirkungszentren, welche im genetischen Algorithmus fu¨r die Definition der repulsiven Po-
tentiale verwendet wurden (siehe Abschnitt 4.7.3) sowie zum anderen die Daten der fu¨r die
Seitenketten-Positionierung bestimmten Clusterzentren (siehe Abschnitt 4.2.3).
6.1 Minimalabsta¨nde
Dieser Abschnitt fu¨hrt die aus dem top500h-Proteindatensatz ermittelten Mindestabsta¨n-
de zwischen zwei Seitenketten (Tab. 6.1), zwischen einer Seitenkette und einem Cα-Atom
(Tab. 6.2) und zwischen zwei Cα-Atomen (Tab. 6.3) auf. Diese werden fu¨r jedes der 20·20
Aminosa¨urepaare im folgenden in tabellarischer Matrixform angegeben, wobei jeweils nur das
untere Dreieck und die Diagonale ausgefu¨hrt ist. Das obere Dreieck ergibt sich jeweils aus der
Symmetrie der Matrix.
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6.1
M
in
im
alab
sta¨n
d
e
Ala 3.42
Cys 3.52 3.58
Asp 3.17 3.75 3.06
Glu 3.36 3.16 3.61 3.46
Phe 3.44 3.50 3.72 3.60 3.64
Gly - - - - - -
His 3.39 3.33 3.19 3.70 3.59 - 3.75
Ile 3.62 3.86 3.85 3.76 3.70 - 3.72 4.17
Lys 3.29 3.87 3.26 3.44 3.62 - 3.76 4.01 3.64
Leu 3.75 3.85 3.81 4.01 3.69 - 3.95 4.02 4.03 4.08
Met 3.53 3.55 3.73 3.91 3.99 - 3.88 4.01 3.87 3.98 4.32
Asn 3.35 3.46 3.36 3.52 3.63 - 3.47 3.73 3.67 3.83 3.62 3.62
Pro 3.60 3.78 3.49 3.78 3.84 - 3.73 4.15 3.92 4.23 4.05 3.29 4.00
Gln 3.37 3.85 3.38 3.59 3.70 - 3.80 4.01 3.60 3.79 3.88 3.48 3.89 4.20
Arg 3.30 3.59 3.33 3.48 3.60 - 3.58 3.93 3.38 3.73 3.86 3.46 3.91 3.88 3.70
Ser 3.17 3.34 3.19 3.24 3.52 - 3.43 3.71 3.42 3.74 3.63 3.37 3.58 3.01 3.27 3.06
Thr 3.45 3.55 3.41 3.52 3.36 - 3.55 3.73 3.13 3.71 3.78 3.45 3.81 3.41 3.34 3.13 3.26
Val 3.53 3.84 3.77 3.60 3.80 - 3.71 4.08 3.99 4.04 3.96 3.65 3.93 3.90 3.45 3.35 3.72 3.98
Trp 3.37 3.80 3.49 4.11 3.80 - 3.45 3.84 3.51 3.82 3.91 3.44 3.65 3.53 3.54 3.53 3.58 3.71 4.58
Tyr 3.29 3.86 3.71 3.79 3.49 - 3.51 3.77 3.69 3.96 3.73 3.70 3.67 3.74 3.52 3.31 3.82 3.51 3.79 3.69
Ala Cys Asp Glu Phe Gly His Ile Lys Leu Met Asn Pro Gln Arg Ser Thr Val Trp Tyr
Tabelle 6.1: Minimaler Abstand in A˚ zweier Seitenketten im top500h-Proteindatensatz.
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Cα →
Ala 3.50
Cys 3.62 3.68
Asp 3.39 3.77 3.25
Glu 3.44 3.70 3.71 3.73
Phe 3.56 3.61 3.28 3.77 3.88
Gly 0.00 0.00 0.00 0.00 0.00 0.00
His 3.61 3.85 3.34 3.57 3.77 0.00 3.82
Ile 3.55 3.88 3.77 3.75 3.72 0.00 4.03 3.90
Lys 3.53 3.96 3.67 3.51 3.46 0.00 3.58 3.91 3.66
Leu 3.40 3.81 3.72 3.83 3.49 0.00 3.78 3.89 3.92 4.14
Met 3.56 3.68 3.59 3.75 3.53 0.00 3.84 4.30 4.09 4.23 4.02
Asn 3.65 3.86 3.64 3.65 3.62 0.00 3.84 4.05 3.89 4.02 3.74 3.71
Pro 3.22 3.71 3.52 3.54 3.34 0.00 3.62 3.94 3.49 4.12 3.98 3.43 3.84
Gln 3.61 3.46 3.51 3.73 3.56 0.00 4.09 4.23 4.09 4.04 4.09 3.60 3.82 3.68
Arg 3.56 3.64 3.72 3.79 3.82 0.00 3.82 4.03 3.63 3.72 3.82 3.65 3.82 3.76 3.54
Ser 3.57 3.56 3.54 3.70 3.37 0.00 3.57 3.85 3.83 3.88 3.82 3.70 3.81 3.59 3.59 3.35
Thr 3.55 3.69 3.44 3.58 3.65 0.00 3.97 3.83 3.89 4.10 3.74 3.77 3.82 3.72 3.72 3.44 3.78
Val 3.62 3.72 3.71 3.69 3.74 0.00 3.84 4.28 4.06 4.11 4.04 3.76 3.84 3.61 3.62 2.64 3.70 3.81
Trp 3.76 3.99 3.93 3.86 4.03 0.00 3.42 4.19 4.21 4.24 3.73 3.99 3.88 4.02 3.74 3.54 3.76 3.83 3.97
Tyr 3.61 3.73 3.67 3.92 3.72 0.00 3.85 4.03 3.41 4.20 3.93 3.72 3.76 3.85 3.70 3.51 3.74 3.97 3.71 3.63
SC↓ Ala Cys Asp Glu Phe Gly His Ile Lys Leu Met Asn Pro Gln Arg Ser Thr Val Trp Tyr
Tabelle 6.2: Minimaler Abstand in A˚ zwischen einem Cα-Atom (Zeilen) und einer Seitenkette (Spalten) im top500h-Proteindatensatz.
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Ala 3.78
Cys 4.10 3.97
Asp 3.98 4.43 4.28
Glu 3.95 4.24 4.10 3.90
Phe 3.86 4.06 4.48 4.18 4.20
Gly 3.50 3.67 3.62 3.85 3.78 3.51
His 3.96 4.13 4.23 4.09 3.98 3.64 4.10
Ile 3.94 4.19 3.85 3.91 4.05 3.71 4.07 4.22
Lys 3.94 4.64 3.97 4.11 4.11 3.78 4.19 4.06 4.00
Leu 3.75 4.13 4.16 4.04 4.13 3.74 4.36 4.32 4.06 4.29
Met 4.21 4.42 4.23 4.33 4.18 3.66 4.25 4.18 4.25 4.28 4.35
Asn 4.00 4.33 4.23 3.94 4.11 3.58 3.96 4.12 4.07 3.63 4.11 4.36
Pro 3.77 4.11 4.06 4.06 3.99 3.59 3.97 3.81 3.79 4.01 4.08 4.07 3.97
Gln 4.20 4.62 4.16 4.15 4.28 3.56 3.88 4.13 3.96 4.38 4.31 3.74 4.16 4.19
Arg 4.01 3.97 3.98 4.03 4.18 3.61 3.91 3.99 4.25 3.98 4.02 4.09 3.95 4.13 4.14
Ser 3.55 4.03 3.83 4.15 3.97 3.76 4.03 3.98 3.94 4.02 3.81 3.87 4.01 4.04 3.79 3.75
Thr 3.82 4.22 3.99 3.43 4.00 3.57 4.15 4.21 3.88 4.13 4.22 3.86 3.89 4.18 3.95 3.97 3.77
Val 3.96 4.15 4.20 3.92 3.97 3.76 4.02 4.11 4.05 4.16 4.16 4.15 4.01 4.23 3.96 3.53 3.90 4.25
Trp 4.10 4.95 4.32 4.28 4.24 3.75 4.37 3.86 4.16 3.84 4.04 4.30 3.95 4.12 4.18 4.17 4.23 4.29 4.31
Tyr 3.93 3.99 3.94 4.11 4.16 3.62 4.05 4.20 3.98 4.03 3.80 4.08 3.86 4.27 4.27 4.08 4.13 4.14 3.93 3.93
Ala Cys Asp Glu Phe Gly His Ile Lys Leu Met Asn Pro Gln Arg Ser Thr Val Trp Tyr
Tabelle 6.3: Minimaler Abstand in A˚ zweier Cα-Atome i und j mit |i− j| ≥ 5 im top500h-Proteindatensatz.
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6.2 Seitenketten-Clusterdaten
Dieser Abschnitt zeigt die Daten der Clusterzentren zur Approximation der Position des
Seitenkettenschwerpunktes (siehe Abschnitt 4.2.3). Die folgende U¨bersicht beinhaltet fu¨r jede
Aminosa¨ure AS (mit Ausnahme von Glycin) die Ordnungsnummer Nr. des Clusterzentrums,
die Koeffizienten der Seitenketten-Positionierungsbasisvektoren λ1, λ2 und λ3 (siehe Gl. 4.13
und 4.14), die Population Pop. bzw. die Anzahl an Punkten, die zu einem Clusterzentrum
geho¨ren in Prozent, die Varianz Var der Distanzen der zu einem Clusterzentrum geho¨renden
Punkte, sowie der ku¨rzeste d
(c)
min, der mittlere d
(c)
av und der gro¨ßte Abstand eines Punktes zu
seinem Clusterzentrum d
(c)
max.
AS Nr. λ1/A˚ λ2/A˚ λ3/A˚ Pop./% Var/A˚ d
(c)
min/A˚ d
(c)
av /A˚ d
(c)
max/A˚
Ala 1 -0.9709 0.2739 1.1348 0.6772 0.0104 0.0023 0.1140 0.8330
2 -1.3308 0.0897 0.7065 0.3228 0.0176 0.0110 0.1902 1.9769
Cys 1 -1.7772 -0.7110 1.3672 0.3324 0.0450 0.0486 0.3289 1.0808
2 -2.0094 1.1042 0.5165 0.2874 0.0373 0.0533 0.3618 1.0574
3 -2.1966 -0.7813 0.3087 0.1959 0.0592 0.0561 0.3463 2.0826
4 -0.9251 0.3496 2.1396 0.1843 0.0444 0.0262 0.4264 0.9262
Asp 1 -2.1957 1.1235 0.4665 0.3139 0.0648 0.0455 0.4494 1.4760
2 -1.9842 -0.7658 1.3825 0.3022 0.0348 0.0214 0.2773 1.1833
3 -0.8614 0.3323 2.3604 0.1697 0.0571 0.0266 0.4085 1.4708
4 -1.9872 -1.2775 0.8836 0.1100 0.0247 0.0260 0.3379 1.1228
5 -2.4259 -0.6379 0.2130 0.1041 0.0392 0.0394 0.3783 1.2180
Glu 1 -2.5118 1.4864 1.8374 0.1409 0.0379 0.0345 0.3588 1.1545
2 -2.6666 -0.6480 2.0818 0.1162 0.0225 0.0233 0.3187 0.7402
3 -2.3640 -0.2949 2.5119 0.1088 0.0276 0.0346 0.2955 0.9328
4 -3.2198 -0.4656 0.7557 0.0959 0.0363 0.0813 0.4659 1.1046
5 -2.5055 -1.0482 0.2685 0.0959 0.0455 0.0879 0.4209 1.1874
6 -3.1165 1.0858 0.8993 0.0783 0.0351 0.0386 0.4169 0.9438
7 -2.5641 0.9304 -0.2509 0.0733 0.0643 0.0452 0.5556 1.3871
8 -2.7529 0.1879 2.0409 0.0576 0.0318 0.0474 0.4109 0.8257
9 -1.3620 -1.5947 2.0297 0.0557 0.0643 0.0588 0.4079 1.1839
10 -2.6080 -0.4997 -0.7839 0.0507 0.0917 0.1098 0.5421 2.6211
11 -2.6392 -1.4341 1.3385 0.0436 0.0333 0.0809 0.5008 1.0459
12 -1.4655 0.7419 2.9459 0.0365 0.0917 0.1029 0.5737 1.8569
13 -0.3874 -0.3396 2.9147 0.0281 0.0855 0.0652 0.4910 1.1792
14 -1.6690 2.1732 1.0623 0.0184 0.0882 0.1361 0.5626 1.3665
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Fortsetzung Tabelle 6.4
AS Nr. λ1/A˚ λ2/A˚ λ3/A˚ Pop. Var/A˚ d
(c)
min/A˚ d
(c)
av /A˚ d
(c)
max/A˚
Phe 1 -2.4469 2.2451 0.6754 0.2495 0.0351 0.0325 0.3495 1.2582
2 -2.9013 -1.7332 -0.0230 0.1620 0.0267 0.0626 0.3711 0.8530
3 -2.9136 1.6907 0.0325 0.1183 0.0564 0.0583 0.5042 1.5083
4 -3.1790 -1.0714 -0.3615 0.1066 0.0761 0.0671 0.4440 2.1995
5 -2.8885 -1.3051 1.1881 0.1033 0.0419 0.0551 0.4255 1.2460
6 -2.3716 -2.2855 0.6483 0.0825 0.0369 0.0567 0.4041 1.3277
7 -2.2977 -1.8420 1.6369 0.0808 0.0368 0.0305 0.4712 1.2400
8 -1.1806 0.0510 3.1810 0.0729 0.0799 0.0412 0.5235 1.7202
9 -0.3956 1.0606 3.1744 0.0242 0.0825 0.1007 0.5815 1.4983
His 1 -2.3262 2.0304 0.7072 0.1842 0.0419 0.0274 0.3414 1.4208
2 -2.8849 -1.2692 -0.1091 0.1661 0.0556 0.0607 0.4466 1.5931
3 -2.7152 1.5935 0.1684 0.1584 0.0627 0.0851 0.4432 1.4691
4 -2.5944 -1.2375 1.3430 0.1514 0.0437 0.0332 0.3710 1.2934
5 -2.4016 -1.9786 0.4507 0.1361 0.0236 0.0664 0.4047 0.9685
6 -2.0845 -1.8973 1.3637 0.0935 0.0389 0.0570 0.4229 1.1535
7 -0.3682 0.7136 3.0546 0.0565 0.0757 0.0547 0.5179 1.4598
8 -1.1292 0.0202 2.9455 0.0537 0.0732 0.1467 0.5300 1.4440
Ile 1 -1.7705 0.0641 1.5543 0.4331 0.0365 0.0104 0.2503 1.3737
2 -2.2462 -0.2480 0.3722 0.4331 0.0299 0.0731 0.3049 3.2441
3 -1.9130 0.4220 0.9339 0.1339 0.0212 0.1196 0.4494 1.2677
Lys 1 -2.8272 1.9092 1.5533 0.1187 0.0333 0.0186 0.4161 1.4972
2 -2.8688 -1.0221 2.1954 0.1176 0.0256 0.0754 0.4030 1.0775
3 -2.7328 -0.3038 2.4874 0.0978 0.0320 0.0997 0.4612 0.9418
4 -3.4496 -0.9510 0.3292 0.0872 0.0258 0.1153 0.5047 0.9620
5 -3.2409 1.4973 0.7641 0.0754 0.0251 0.1400 0.5032 1.0206
6 -3.3202 -0.6255 1.3335 0.0748 0.0283 0.0771 0.4855 0.8983
7 -2.7870 -1.7515 1.2739 0.0677 0.0483 0.1622 0.5597 1.7596
8 -2.8490 0.8911 2.0052 0.0562 0.0349 0.0557 0.5462 1.0170
9 -2.6152 -1.7863 0.1727 0.0559 0.0600 0.0744 0.5719 1.5466
10 -2.9198 -0.9357 -0.8405 0.0488 0.1296 0.1411 0.6418 3.0246
11 -3.3843 0.3857 0.2880 0.0488 0.0381 0.1328 0.6204 1.2483
12 -2.7611 1.5509 -0.3035 0.0476 0.0864 0.0945 0.6168 1.6616
13 -1.4573 0.7806 3.2686 0.0459 0.0993 0.0755 0.6596 2.9061
14 -1.8873 2.0385 2.1150 0.0358 0.0882 0.0996 0.6685 1.6876
15 -1.5125 -0.9388 2.8083 0.0218 0.1367 0.0722 0.8493 2.1335
Leu 1 -2.1475 -0.4355 1.3934 0.3146 0.0566 0.0139 0.2661 2.3108
2 -2.5222 -0.5463 0.2225 0.2252 0.0474 0.0276 0.3404 2.3245
3 -2.0969 1.1417 1.0362 0.1823 0.0461 0.0091 0.2790 1.9593
4 -2.4099 0.9501 0.3249 0.1404 0.0305 0.0314 0.3004 1.5099
5 -2.1974 -0.9388 0.9790 0.1374 0.0237 0.0144 0.3113 0.8290
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6. Anhang
Fortsetzung Tabelle 6.4
AS Nr. λ1/A˚ λ2/A˚ λ3/A˚ Pop. Var/A˚ d
(c)
min/A˚ d
(c)
av /A˚ d
(c)
max/A˚
Met 1 -2.5177 -0.1444 2.3237 0.1780 0.0390 0.0323 0.3433 1.5192
2 -2.7169 -0.5740 0.1816 0.1117 0.0272 0.0403 0.3882 0.9641
3 -3.2387 -0.2821 0.7152 0.0926 0.0254 0.0777 0.4101 0.7673
4 -2.6728 -0.7129 1.9825 0.0854 0.0753 0.0733 0.4480 1.6017
5 -2.3365 -1.3326 0.3175 0.0814 0.0543 0.0501 0.3729 1.4716
6 -3.1331 0.9901 0.8587 0.0782 0.0355 0.0959 0.4196 1.0881
7 -2.9925 -1.1345 1.0022 0.0758 0.0373 0.1025 0.4407 1.1323
8 -2.8120 0.7053 0.0931 0.0686 0.0394 0.0607 0.3851 1.0139
9 -2.5789 -0.7428 -0.8096 0.0583 0.1093 0.0816 0.4887 2.2113
10 -2.6448 1.2910 1.7285 0.0519 0.0297 0.0600 0.3887 0.8957
11 -1.8133 1.9635 1.7835 0.0479 0.0570 0.2441 0.5812 1.1839
12 -2.4570 1.0294 -0.7497 0.0351 0.0955 0.1152 0.5799 1.5606
13 -1.6405 0.7038 2.8632 0.0351 0.1032 0.1607 0.6128 1.6370
Asn 1 -1.9969 -0.8088 1.2943 0.2492 0.0284 0.0146 0.2867 1.0163
2 -2.1808 1.1485 0.3620 0.2369 0.0493 0.0419 0.4056 1.6571
3 -1.9619 -1.3935 0.6845 0.1741 0.0219 0.0442 0.3306 0.8524
4 -0.9456 0.3009 2.3033 0.1432 0.0635 0.0448 0.4114 1.6402
5 -2.3532 -0.7839 0.1624 0.1392 0.0872 0.0368 0.3875 2.5463
6 -2.2315 0.4730 1.0292 0.0574 0.0424 0.0821 0.3921 1.1830
Pro 1 -0.3723 -0.7706 1.6458 0.4952 0.0158 0.0132 0.2363 0.7080
2 -1.0298 -1.0478 1.1358 0.4583 0.0223 0.0228 0.2603 1.8527
3 -1.4210 0.1715 1.1603 0.0464 0.0368 0.0601 0.4089 0.7741
Gln 1 -2.4426 -0.3092 2.3750 0.2066 0.0320 0.0395 0.3337 1.0090
2 -3.1549 -0.5344 0.6712 0.1063 0.0336 0.1435 0.4895 1.0667
3 -2.4075 -1.1198 0.2795 0.1063 0.0452 0.0587 0.4599 1.1343
4 -2.5792 1.3776 1.7639 0.0985 0.0369 0.0362 0.3725 0.8838
5 -2.5091 0.9327 -0.2073 0.0958 0.0680 0.0231 0.5026 1.2674
6 -2.9003 -0.3469 1.7146 0.0731 0.0292 0.0608 0.4187 0.9023
7 -2.4723 -0.6421 -0.8032 0.0699 0.0947 0.0361 0.4877 2.4304
8 -3.0991 1.0208 0.7947 0.0686 0.0362 0.0711 0.4447 1.0243
9 -2.5964 -1.3155 1.6538 0.0581 0.0380 0.1204 0.4926 1.2627
10 -1.6638 0.6054 2.8393 0.0368 0.0674 0.1016 0.5344 1.4124
11 -1.3436 -1.6490 1.8526 0.0345 0.0956 0.0866 0.5638 1.4279
12 -1.5934 2.0645 1.4830 0.0268 0.0816 0.1052 0.7392 1.5854
13 -0.5323 -0.4524 2.8583 0.0186 0.1109 0.0970 0.4932 1.7709
Fortsetzung
230
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Fortsetzung Tabelle 6.4
AS Nr. λ1/A˚ λ2/A˚ λ3/A˚ Pop. Var/A˚ d
(c)
min/A˚ d
(c)
av /A˚ d
(c)
max/A˚
Arg 1 -3.9241 0.2960 1.4125 0.0734 0.0474 0.1082 0.5892 1.2581
2 -3.8233 -1.2012 1.9059 0.0730 0.0371 0.0817 0.5233 0.9839
3 -3.3175 -1.2516 2.8784 0.0675 0.0285 0.0698 0.4732 0.8630
4 -4.2130 -1.1142 0.2622 0.0638 0.0509 0.1382 0.6415 1.4046
5 -3.4265 2.4337 1.5727 0.0631 0.0674 0.0676 0.6489 1.8622
6 -2.2901 -0.8728 3.4397 0.0624 0.1286 0.1175 0.5561 2.1396
7 -2.4154 0.1032 3.4380 0.0594 0.0484 0.1041 0.5301 1.1446
8 -3.1672 0.9168 2.5399 0.0594 0.0407 0.1220 0.5706 1.0684
9 -3.5041 -0.1884 2.4604 0.0550 0.0265 0.1039 0.5277 0.8887
10 -2.1001 1.7132 3.2006 0.0525 0.0521 0.1035 0.6490 1.2297
11 -3.7885 -2.0135 0.9038 0.0484 0.0453 0.0894 0.5786 1.1579
12 -3.9284 0.2287 -0.1522 0.0466 0.0493 0.1040 0.6255 1.1904
13 -4.0073 1.6425 0.5572 0.0448 0.0415 0.1110 0.6451 1.1530
14 -3.0253 -1.9580 -1.1237 0.0418 0.1103 0.1323 0.6947 2.0040
15 -1.6841 2.7120 2.4727 0.0400 0.0847 0.1027 0.6861 1.3835
16 -2.7262 -2.3803 2.1700 0.0367 0.0917 0.1889 0.7086 2.1254
17 -2.9922 1.9904 -0.7646 0.0363 0.1144 0.0809 0.7901 1.7556
18 -0.9053 0.6850 4.1763 0.0271 0.2644 0.0836 0.8486 2.9858
19 -3.2220 -0.2279 -1.2781 0.0257 0.1069 0.2719 0.8465 2.2680
20 -2.7295 -2.5099 0.2812 0.0231 0.0597 0.1868 0.7297 1.4399
Ser 1 -1.6107 0.0405 0.8441 0.5345 0.0422 0.1533 0.7209 2.5459
2 -0.9006 0.3899 1.6629 0.4655 0.0403 0.0235 0.3377 1.2088
Thr 1 -1.3797 0.0613 1.3287 0.7677 0.0284 0.0139 0.3750 1.0926
2 -1.8833 0.0575 0.4201 0.2323 0.0346 0.0103 0.2595 1.3474
Val 1 -1.5137 0.2163 1.1706 0.5628 0.0356 0.0129 0.3198 1.1766
2 -1.9105 0.0962 0.3546 0.4372 0.0194 0.0044 0.1770 1.8145
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Fortsetzung Tabelle 6.4
AS Nr. λ1/A˚ λ2/A˚ λ3/A˚ Pop. Var/A˚ d
(c)
min/A˚ d
(c)
av /A˚ d
(c)
max/A˚
Trp 1 -2.3530 2.9335 0.7178 0.0862 0.0298 0.0386 0.3557 0.9847
2 -3.3762 -1.0434 -1.2215 0.0862 0.1303 0.0484 0.4805 2.4827
3 -2.9765 2.1766 -0.3067 0.0748 0.0224 0.0887 0.4793 0.8653
4 -1.9112 3.1036 1.4363 0.0697 0.0264 0.0704 0.4074 0.9095
5 -3.4293 -1.5880 0.0229 0.0684 0.0245 0.1028 0.4285 0.7975
6 -3.8086 -0.7297 -0.1265 0.0672 0.0213 0.1747 0.4655 0.8795
7 -3.0226 -2.1286 0.6727 0.0570 0.0254 0.1031 0.4266 0.7695
8 -2.9797 -1.3541 2.5278 0.0558 0.0507 0.1409 0.5944 1.0425
9 -3.6914 -1.0206 1.1392 0.0545 0.0527 0.1918 0.5628 1.2977
10 -2.7856 2.5524 1.4709 0.0520 0.0434 0.0486 0.3814 1.0461
11 -3.5815 1.3116 -0.0015 0.0520 0.0380 0.0970 0.4644 1.0353
12 -0.1457 2.0760 3.2108 0.0418 0.0666 0.1548 0.6240 1.2405
13 -3.4914 1.7962 0.8325 0.0406 0.0423 0.2166 0.5200 1.1667
14 -2.3016 -2.5748 1.5202 0.0342 0.0899 0.3409 0.6905 1.3031
15 -2.7547 -2.2624 -0.6701 0.0304 0.0437 0.2073 0.5573 0.9759
16 -1.0441 1.0072 3.6087 0.0304 0.1201 0.0860 0.6392 1.3690
17 -3.5310 0.7299 -1.0677 0.0279 0.0436 0.2482 0.5283 0.9128
18 -0.5537 -0.7596 3.7276 0.0266 0.0422 0.1549 0.4380 1.0030
19 -1.6268 -0.5557 3.6302 0.0228 0.0822 0.0796 0.5134 1.0922
20 -2.5624 1.9670 -1.5923 0.0215 0.1689 0.2555 0.7611 1.7366
Tyr 1 -2.4567 2.8755 0.7743 0.1207 0.0513 0.0225 0.3588 1.9591
2 -3.0458 2.3406 0.5605 0.1091 0.0333 0.0293 0.3287 1.2703
3 -2.9294 -2.4671 -0.1005 0.0823 0.0246 0.0736 0.3820 1.2044
4 -3.4285 -1.8056 0.0403 0.0823 0.0166 0.0702 0.3322 0.7199
5 -2.8160 2.5871 -0.0421 0.0712 0.0287 0.0798 0.3516 1.1167
6 -2.4152 -2.8414 0.8337 0.0662 0.0390 0.0443 0.4182 1.0064
7 -3.5987 -1.2594 -0.5998 0.0626 0.0390 0.0574 0.3909 1.1683
8 -3.1860 -1.9749 -0.7577 0.0591 0.1366 0.0815 0.4030 2.7460
9 -3.0686 -2.1403 0.9469 0.0566 0.0159 0.0585 0.3572 0.6231
10 -2.9781 -1.7558 1.7975 0.0525 0.0247 0.0928 0.3651 0.9552
11 -1.4123 0.3358 3.6121 0.0500 0.0607 0.0747 0.5058 1.1844
12 -3.3830 1.7960 -0.2893 0.0495 0.0886 0.1221 0.5389 1.8123
13 -2.3697 -2.3462 1.8903 0.0460 0.0791 0.0470 0.4623 1.8295
14 -3.4689 -1.3512 1.1463 0.0333 0.0407 0.1491 0.4081 1.0537
15 -0.5713 -0.2210 3.8164 0.0318 0.0909 0.0535 0.5655 1.7420
16 -0.2397 1.3200 3.6192 0.0268 0.0794 0.1015 0.6109 1.3705
Tabelle 6.4: Tabelle der optimierten Cluster, mit Aminosa¨ure AS, der Clusternummer Nr., den
Vektorfunktionskoeffizienten λk, der anteiligen Population Pop. des Clusters an allen Punkten, der
Varianz V ar des Clusters und die Absta¨nde der Punkte, die zu jedem Cluster geho¨ren: kleinster
Abstand d
(c)
min, mittlerer Abstand aller Punkte, die zu einem Cluster geho¨ren d
(c)
av und gro¨ßter
Abstand d
(c)
max.
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