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NEW EXAMPLES OF c0-SATURATED BANACH SPACES
I. GASPARIS
Abstract. For every p ∈ (1,∞), an isomorphically polyhedral Banach
space Ep is constructed which has an unconditional basis and does not
embed isomorphically into a C(K) space for any countable and compact
metric space K. Moreover, Ep admits a quotient isomorphic to ℓp.
1. Introduction
Given infinite-dimensional Banach spaces E, X, we call X E-saturated, if
every infinite-dimensional, closed, linear subspace of X has a closed, linear
subspace isomorphic to E. It is a well known fact that ℓp is ℓp-saturated
for every p ∈ [1,∞). A special case of a result of A. Pelczynski and Z.
Semadeni [25], states that every C(K) space, where K is a countable and
compact metric space, is c0-saturated. This result was generalized by V. Fonf
[12], who showed that every infinite-dimensional Banach space whose dual
closed unit ball contains but countably many extreme points is c0-saturated.
These spaces are called Lindenstaruss-Phelps spaces [20]. A consequence of
Fonf’s result is that ℓ1-preduals are c0-saturated. Fonf [13] showed that
Lindenstrauss-Phelps spaces are isomorphically polyhedral that is, they are
polyhedral under an equivalent norm. We recall that a Banach space is
polyhedral if the closed unit ball of every finite-dimensional subspace has
finitely many extreme points. He also showed that separable isomorphically
polyhedral spaces are c0-saturated and have a separable dual. The converse
to this however, is false as was shown by D. Leung [17].
There are several open problems related to the behavior of isomorphically
polyhedral spaces under quotient maps. In this direction, H. Rosenthal
[27] asked if the dual of a separable isomorphically polyhedral space is ℓ1-
saturated. We answer this question in the negative by showing the following
Theorem 1.1. For every p ∈ (1,∞) there exists an isomorphically polyhe-
dral Banach space Ep with an unconditional basis which admits a quotient
isomorphic to ℓp. Moreover, Ep is not isomorphic to a subspace of C(K),
for every countable and compact metric space K.
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Rosenthal ([27], [28]) has also asked another related question, namely if
every quotient of an ℓ1-predual is c0-saturated. E. Odell [24] asked the same
question for the special case of C(K) spaces with K countable and compact.
Note that if some of the spaces Ep, given in the statement of Theorem
1.1, was isomorphic to a subspace of a C(K) space for some countable and
compact metric space K, then standard duality arguments would yield a
quotient of that C(K) space containing an isomorph of ℓp for some p > 1.
The family of spaces (Ep)p>1 is related to an important example due to
D. Alspach [1], of an ℓ1-predual which is a quotient of C(ω
ω) and yet not
isomorphic to a subspace of a C(K) space, for any countable and compact
metric space K. Thus, Alspach’s space and the spaces Ep share common
properties, namely they are isomorphically polyhedral with shrinking bases
and do not embed into any C(K) space with K countable and compact.
There exist however two major differences between those spaces.
The first one is that Alspach’s space does not have an unconditional basis,
in contrast to the spaces Ep. In fact, it does not embed into a space with
an unconditional basis. Indeed, it was shown by Rosenthal [26] that every
L∞-subspace of a space with an unconditional basis must be isomorphic to
c0. Since Alspach’s space is not isomorphic to c0, it does have the aforemen-
tioned property. We also note that the results of N. Ghoussoub and W. B.
Johnson [15] imply that Alspach’s space does not even embed into an order
continuous Banach lattice.
Another difference between the spaces Ep and Alspach’s space is that none
of the Ep’s is isomorphic to a quotient of a separable L∞-space. Indeed, D.
Lewis and C. Stegall ([16], [30]) have shown that the dual of an infinite-
dimensional, separable L∞-space is either isomorphic to ℓ1, or to C[0, 1]
∗,
and so it is a space of cotype 2. It turns out however, that every Ep contains
uniformly complemented ℓn1 ’s and therefore it can not be a quotient of a
separable L∞-space.
The spaces (Ep)p>1 form a new list of examples of c0-saturated Banach
spaces which admit reflexive quotients. The first example of such a space
was given by P. Casazza, N. Kalton and L. Tzafriri [10] who showed that a
certain Orlicz function space is c0-saturated and admits ℓ2 as a quotient. It
was observed in [24] that this space did not posess an unconditional basis. D.
Leung [18] constructed a c0-saturated Banach space with an unconditional
basis which has a quotient isomorphic to ℓ2.
Using interpolation methods, S. Argyros and V. Felouzis [5] showed that
every reflexive Banach space with an unconditional basis admits a block
subspace which is a quotient of a c0-saturated Banach space, as well as
of an ℓp-saturated space (1 < p < ∞). These methods have been recently
extended by S. Argyros and T. Raikoftsalis [8] to cover all separable reflexive
spaces. They show that every separable reflexive space is a quotient of a
c0-saturated Banach space with a basis, as well as of an ℓp-saturated space
(1 < p <∞) with a basis.
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We shall next describe how this paper is organized. In section 3 we give
the construction of a family (Ep)p∈[1,∞) of spaces having unconditional bases.
These spaces are closely related to the well known example of J. Schreier
[29]. We show that every member of this family is isomorphically polyhedral
by applying results of V. Fonf ([12], [13]) and J. Elton [11].
We prove in section 4 that Ep admits a quotient isomorphic to ℓp for every
p > 1. We show in particular, that if (en) denotes the natural basis of Ep,
then there exist finite subsets (Fn) of N with maxFn < minFn+1 for all
n ∈ N and limn |Fn| =∞, so that the convex block basis (u
∗
n) of (e
∗
n) given
by u∗n =
∑
i∈Fn
(1/|Fn|)e
∗
i , is equivalent to the usual ℓq-basis, where q is the
exponent conjugate to p. It then follows that the averaging map Q : Ep → ℓp
defined by Q(
∑
n anen) = (
∑
i∈Fn
ai/|Fn|)n is a bounded, linear surjection.
The proof of the fact that each Ep is not isomorphic to a subspace of
a C(K) space with K countable and compact, is given in section 5. By a
theorem of S. Mazurkiewicz and W. Sierpinski [23], it will suffice showing
that Ep is not isomorphic to a subspace of C(α) for every countable ordinal
α. We recall here that C(α) stands for the space of real valued functions,
continuous on the ordinal interval [1, α] endowed with the order topology.
We also recall that the isomorphic classification of the spaces C(α) is due
to C. Bessaga and A. Pelczynski [9].
To accomplish this task, we use a criterion which gives sufficient conditions
for a Banach space with a shrinking unconditional basis not to embed in
C(α) for all α < ω1. This criterion is inspired by an argument due to V.
Fonf [12] and might be of independent interest. Before giving the precise
statement, we introduce some notation. If (en) is a normalized Schauder
basis for a Banach space and x, y are blocks of (en), we write y  x if
|e∗n(y)| ≤ |e
∗
n(x)|, for all n ∈ N.
Theorem 1.2. Let (en) be a normalized, shrinking, unconditional basis for
a Banach space X. Assume that there exists a semi-normalized block basis
(xn) of (en) satisfying the following property: For every M ∈ [N], every
α < ω1 and every ǫ > 0, there exists a block basis (um)m∈M of (en) with
finitely many non-zero terms so that
(1) um  xm, ∀m ∈M .
(2) ‖
∑
m∈M um‖ = 1.
(3) ‖
∑
m∈F um‖ < ǫ, for all F ⊂ M with F ∈ Sα, the Schreier family
of order α.
Then, X is not isomorphic to a subspace of C(K) for every countable and
compact metric space K.
2. Preliminaries
Our notation is standard as may be found in [22]. We shall consider
Banach spaces over the real field. By a subspace of a Banach space, we
always mean a closed, linear subspace. If X is a Banach space then BX
stands for its closed unit ball. A bounded subset B of the dual X∗ of X is
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norming, if there is some constant ρ > 0 such that supx∗∈B |x
∗(x)| ≥ ρ‖x‖,
for all x ∈ X. In case B ⊂ BX∗ and ρ = 1, B is called isometrically norming.
ext(BX∗) stands for the set of the extreme points of BX∗ .
X is said to contain an isomorph of the Banach space Y (or, equivalently,
that X contains Y isomorphically), if there exists a bounded linear injection
from Y into X having closed range. A subspace Y of X is said to be
complemented in X, if it is the range of a linear, idempotent operator on X.
A sequence (xn) in a Banach space is said to be semi-normalized if
infn ‖xn‖ > 0 and supn ‖xn‖ <∞. It is called a basic sequence provided it is
a Schauder basis for its closed linear span inX. (xn) is equivalent to the usual
ℓp basis for some p ∈ [1,∞) (resp. c0 basis), if there exist positive constants
λ1 ≤ λ2 such that λ1(
∑n
i=1 |ai|
p)1/p ≤ ‖
∑n
i=1 aixi‖ ≤ λ2(
∑n
i=1 |ai|
p)1/p
(resp. λ1maxi≤n |ai| ≤ ‖
∑n
i=1 aixi‖ ≤ λ2maxi≤n |ai|) for every choice of
scalars (ai)
n
i=1 and all n ∈ N.
If (en) denotes the usual ℓp basis for some p ∈ [1,∞), (resp. c0 basis) and
k ∈ N, then ℓkp (resp. ℓ
k
∞) stands for the subspace of ℓp (resp. c0) spanned
by (ei)
k
i=1. A Banach space X is said to contain uniformly complemented
ℓnp ’s, for some p ∈ [1,∞], if there exist a constant C > 0 and linear maps
Tn : ℓ
n
p → X, Sn : X → ℓ
n
p satisfying SnTnx = x for all x ∈ ℓ
n
p and ‖Tn‖ ≤ C,
‖Sn‖ ≤ C, for all n ∈ N.
A Schauder basis (en) for a Banach space X is called shrinking, if the
sequence (e∗n) of functionals biorthogonal to (en) is a Schauder basis for X
∗.
A basic sequence (xn) is called suppression 1-unconditional, if for every
choice of scalars (ai)
n
i=1, and every F ⊂ {1, . . . , n}, we have that ‖
∑
i∈F aixi‖
≤ ‖
∑n
i=1 aixi‖. Evidently, such a basic sequence is unconditional, that is,
every series of the form
∑
n anxn converges unconditionally, whenever it
converges.
If (xn) is a basic sequence in some Banach space X, then a sequence (un)
of non-zero vectors in X, is a block basis of (xn) if there exist a sequence
of non-zero scalars (an) and a sequence (Fn) of sucessive finite subsets of
N (i.e, maxFn < minFn+1 for all n ∈ N), so that un =
∑
i∈Fn
aixi, for all
n ∈ N. We then call Fn the support of un for all n ∈ N. Any member of a
block basis of (xn) will be called a block of (xn).
A separable Banach space X is a L∞-space ([19], [21]), if there exist
a constant C > 0 and an increasing sequence (Xn) of finite-dimensional
subspaces of X with ∪nXn dense in X and such that the Banach-Mazur
distance between Xn and ℓ
dimXn
∞ does not exceed C for all n ∈ N.
IfM is an infinite subset of N, then we let [M ] denote the set of its infinite
subsets, while [M ]<∞ stands for the set of all finite subsets of M .
Given finite subsets E, F of N, then the notation E < F indicates that
maxE < minF . If µ, ν are finitely supported signed measures on N, then
we write µ < ν if suppµ < supp ν.
A family F of finite subsets of N is said to be hereditary, if G ∈ F
whenever G ⊂ F and F ∈ F . It is called spreading, if {n1, < . . . , nk} ∈ F
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whenever {m1, < . . . ,mk} ∈ F and mi ≤ ni for all i ≤ k. F is compact, if it
is compact in the topology of pointwise convergence in 2N.
The Schreier families {Sα : α < ω1}, were introduced in [2].
S1 = {F ∈ [N]
<∞ : |F | ≤ minF} ∪ {∅}.
The higher ordinal Schreier families are then defined by transfinite induction.
We do not give the precise definition, since it will not be needed in the sequel.
All we need to know, is that they are hereditary, spreading and compact,
and that they exhaust the complexity of the countable and compact metric
spaces. More precisely, it is shown in [2] that Sα is homeomorphic to the
ordinal interval [1, ωω
α
], for all α < ω1.
3. The construction of Ep
A lot of examples of Banach spaces with unconditional bases, such as
Schreier’s [29] or Tsirelson’s [32] spaces, are constructed through the follow-
ing general method: Given n ∈ N, let e∗n denote the point mass measure
at n. In order to simplify our notation, if µ is a finitely supported signed
measure on N and n ∈ N, we write µ(n) instead of µ({n}). Suppose that
M is a collection of finitely supported signed measures on N satisfying the
following properties:
(a): e∗n ∈M, for all n ∈ N.
(b): |µ(n)| ≤ 1, for all µ ∈ M and n ∈ N.
(c): If µ ∈ M and I ⊂ N, then µ|I ∈ M.
Then, we can define a norm ‖ · ‖M on c00 in the following manner:
‖x‖M = sup
{∣∣∣∣
∑
n
x(n)µ(n)
∣∣∣∣ : µ ∈ M
}
, ∀x ∈ c00.
Let XM denote the completion of (c00, ‖ · ‖M). The conditions imposed on
M ensure that (XM, ‖·‖M) is a Banach space and that the natural basis (en)
of c00 is a normalized, suppression 1-unconditional Schauder basis for XM.
Moreover, the elements ofM act naturally as bounded linear functionals on
XM and in fact, BX∗
M
is the w∗-closed convex hull in X∗M of M∪−M. In
particular, M isometrically norms XM and (e
∗
n) becomes the sequence of
functionals biorthogonal to (en). We also have that (e
∗
n) is normalized.
For our purposes, given p ∈ [1,∞), we shall choose a particular set Mp
of non-negative measures on N, subject to conditions (a)-(c), and let Ep =
(XMp , ‖ · ‖Mp). To do so, we first fix a sequence (Fn) of successive finite
subsets of N. This choice of (Fn) does affect the definition of Ep. However,
the isomorphic properties of Ep we are interested in, are independent of this
choice as long as (Fn) satisfies limn |Fn| = ∞. More spesifically, Ep will be
isomorphically polyhedral independently of the choice of (Fn). Ep will not
be isomorphic to a subspace of a C(K) space for any countable and compact
metric space K, if limn |Fn| = ∞. The same growth condition on (Fn) will
give us that ℓp is isomorphic to a quotient of Ep when p > 1.
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Definition 3.1. (1) A finitely supported measure µ on N is a p-measure,
if there exists a sequence (Gn) of finite subsets of N with Gn an initial
segment of Fn (we allow Gn = ∅), for all n ∈ N so that
µ =
∑
n
|Gn|
p
|Fn|p
e∗maxGn , and
∑
n
|Gn|
p
|Fn|p
≤ 1
(in case Gn = ∅ for some n ∈ N, we interpret the corresponding
summand as the zero measure).
(2) Let µ1 < · · · < µk be a finite sequence of non-zero p-measures. For
each i ≤ k, let mi denote the smallest n ∈ N satisfying Fn∩suppµi 6=
∅. The sequence (µi)
k
i=1 is called admissible, if {minFmi : i ≤ k} ∈
S1.
We now define
Mp =
{ k∑
i=1
µi : k ∈ N, µ1 < · · · < µk is an admissible sequence of
p−measures
}
∪ {e∗n : n ∈ N}.
It is clear from the definition that Mp satisfies conditions (a) and (b). The
spreading property of S1 gives us that (c) is also satisfied. Hence, (en) is a
suppression 1-unconditional basis for Ep.
We are going to show that Ep is c0-saturated. This will be accomplished
through our next proposition, which provides some natural conditions im-
posed on a bounded norming subset of the dual of a Banach space with a
basis, that ensure that the space is c0-saturated. The proof of this proposi-
tion relies on Elton’s theorem [11] and a compactness argument used in the
proof of the reflexivity of mixed Tsirelson spaces [4].
Proposition 3.2. Let X be a Banach space with a normalized Schauder
basis (en). Let (e
∗
n) denote the sequence of functionals biorthogonal to (en).
Assume there is a bounded norming subset B of X∗ with the following prop-
erty: There exists a compact family F of finite subsets of N such that for
every b∗ ∈ B there exist F ∈ F and a finite sequence (b∗k)k∈F of finitely
supported absolutely sub-convex combinations of (e∗n) so that b
∗ =
∑
k∈F b
∗
k
and min supp b∗k ≥ k for all k ∈ F . Then,
∑
n |b
∗(en)| <∞, for all b
∗ ∈ B
w∗
and X is c0-saturated.
Proof. Let K denote the w∗-closure of B in X∗. K is a w∗-compact subset
of X∗ which norms X and thus X embeds isomorphically in C(K). In view
of Elton’s theorem [11], it will suffice showing that (x∗(en)) is an absolutely
summable sequence for every x∗ ∈ K. To this end, suppose that B ⊂ dBX∗ ,
for some d > 0, and let (b∗n) be a sequence in B w
∗-converging to some
x∗ ∈ K. Our assumptions allow us find, for every n ∈ N, some Fn ∈ F
and a finite sequence (b∗nk)k∈Fn of finitely supported absolutely sub-convex
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combinations of (e∗n) so that
b∗n =
∑
k∈Fn
b∗nk, and min supp b
∗
nk ≥ k, ∀ k ∈ Fn.
We may assume, without loss of generality by passing to subsequences if
necessary thanks to the compactness of F , that (Fn) converges pointwise to
some F ∈ F . Moreover, we may assume that for every n ∈ N, Fn = F ∪Gn
with Gn disjoint from F and limnminGn = ∞ (this is the case when (Fn)
has no constant subsequence. Otherwise, the rest of the argument becomes
simpler and it concludes as in the last paragraph of the present proof). It
follows from this that w∗ − limn
∑
k∈Gn
b∗nk = 0.
Indeed, write u∗n =
∑
k∈Gn
b∗nk and b
∗
n =
∑
k∈F b
∗
nk + u
∗
n, for all n ∈ N. If
M = supn ‖e
∗
n‖, then ‖u
∗
n‖ ≤M |F |+d, for all n ∈ N, as b
∗
n ∈ B ⊂ dBX∗ and
‖b∗nk‖ ≤M for all k ∈ Fn and n ∈ N. Hence, (u
∗
n) is a uniformly bounded in
norm sequence of finite linear combinations of (e∗n) with limnmin suppu
∗
n =
limnminGn = ∞ (assuming, as we clearly may, that u
∗
n 6= 0 for all n ∈ N)
and so w∗ − limn u
∗
n = 0, as required.
We conclude that x∗ = w∗ − limn
∑
k∈F b
∗
nk. Once again, after passing to
subsequences and diagonalizing, we can assume that w∗ − limn bnk = b
∗
k ∈
X∗, for all k ∈ F and thus, x∗ =
∑
k∈F b
∗
k. Fix some l ∈ F . Since (b
∗
nl)n is a
sequence of absolutely sub-convex combinations of (e∗n), we must have that∑
n |b
∗
l (en)| ≤ 1. Therefore,∑
n
|x∗(en)| ≤
∑
k∈F
∑
n
|b∗k(en)| ≤ |F |
and so (x∗(en)) is absolutely summable. This completes the proof. 
Remark 3.3. In the applications of Proposition 3.2, the sequence (b∗k)k∈F
will consist of disjointly supported absolutely sub-convex combinations of (e∗n)
with {min supp b∗k : k ∈ F} ∈ F .
We shall actually show that Ep is isomorphically polyhedral. This is a
consequence of the next proposition, which is most likely known although
we have not been able to find an exact reference.
Proposition 3.4. Let X be a Banach space with a normalized Schauder
basis (en). Assume that there exists a w
∗-compact, norming subset B of X∗
such that ∑
n
|b∗(en)| <∞, ∀ b
∗ ∈ B.
Then, X is isomorphic to a Lindenstrauss-Phelps space and therefore, it is
isomorphically polyhedral.
Proof. We first observe that X naturally embeds into C(B), as B is norm-
ing. Since (b∗(en)) is absolutely summable for every b
∗ ∈ B and (en) is
normalized, we obtain that limn b
∗(un) = 0 for every normalized block basis
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(un) of (en), and every b
∗ ∈ B. It follows now that (un) is weakly null and
thus, (en) is shrinking. We next define
N = {σ1b
∗|[1, n] + σ2e
∗
k : b
∗ ∈ B, σi ∈ {−1, 0, 1} (i = 1, 2), n < k in N}.
This is a bounded subset of X∗. We can now define a norm ‖ · ‖N on X by
‖x‖N = sup
ν∈N
|ν(x)|, ∀x ∈ X.
Let Y = (X, ‖·‖N ). Evidently, as B is norming, ‖·‖N is an equivalent norm
on X.
We claim that ext(BY ∗) ⊂ N . Let us assume momentarily that this claim
is proved. Then, clearly, N can be covered by a countable union of norm-
compact subsets of Y ∗, and so the same holds true for ext(BY ∗). A result of
Elton [11] now yields that Y is isomorphic to a Lindenstrauss-Phelps space
and hence, X is isomorphically polyhedral by the results of [13].
To prove the claim, we employ Milman’s theorem, as N isometrically
norms Y , and obtain that ext(BY ∗) ⊂ N
w∗
. We are going to show that
if ν ∈ N
w∗
is infinitely supported with respect to (e∗n), then ν is not an
extreme point of BY ∗ . This clearly implies the validity of the claim. Now,
since ν is infinitely supported, we may write ν = σb∗ for some infinitely
supported b∗ ∈ B and σ ∈ {−1, 1}. Since (b∗(en)) is absolutely summable,
we can find n0 ∈ N such that
∑
n>n0
|b∗(en)| < 1. We next write
ν = σb∗|[1, n0] +
∑
n>n0
σb∗(en)e
∗
n
and hence, for a suitable choice of signs (σn)n>n0 , we have that
ν =
∑
n>n0
|b∗(en)|(σb
∗|[1, n0] + σne
∗
n) + (1−
∑
n>n0
|b∗(en)|)σb
∗|[1, n0].
Since b∗ is infinitely supported, we have managed to express ν as a convex
combination of distinct elements ofN ⊂ BY ∗ and so it can not be an extreme
point of BY ∗ . 
Remark 3.5. A special case of a result due to G. Androulakis [3] implies
that if the w∗-compact norming set B in the statement of Proposition 3.4 is
replaced by a boundary set for X, i.e., a subset of the unit sphere of X∗ on
which every non-zero vector of X attains its norm, then some subsequence
of (en) spanns an isomorphically polyhedral subspace of X.
Corollary 3.6. Ep is isomorphically polyhedral and (en) is an uncondi-
tional, shrinking normalized basis for Ep.
Proof. It follows directly from the definition of Mp, that (en) is a nor-
malized, suppression 1-unconditional basis for Ep. Let µ ∈ Mp. We first
verify that the conditions given in Proposition 3.2 are fulfilled by µ with
F = S1. Indeed, this is obvious when µ = e
∗
n for some n ∈ N. Other-
wise, µ =
∑k
i=1 µi for some k ∈ N and p-measures µ1 < · · · < µk with
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{min suppµi : i ≤ k} ∈ S1. Since every p-measure is a finitely sup-
ported sub-convex combination of (e∗n), we deduce from Proposition 3.2
that (b∗(en)) is absolutely summable for every b
∗ ∈ Mp
w∗
, and that Ep is
c0-saturated. We have already observed in the proof of Proposition 3.4 that
the summability property of Mp
w∗
, implies that (en) is shrinking. This
fact of course could be deduced from James’s characterization of shrinking
unconditional bases, as Ep is c0-saturated and hence it can not contain an
isomorph of ℓ1. Finally, an appeal to Proposition 3.4 gives us that Ep is
isomorphically polyhedral. 
Remark 3.7. J. Lindenstrauss and R. Phelps [20] asked whether the dual
of a Lindenstrauss-Phelps space has the Schur property. This question was
answered in the negative by E. Tokarev [31]. The spaces Ep for p > 1, also
provide counterexamples to the preceding question, since it will be shown
in the next section that they admit quotients isomorphic to ℓp. A simple
example of a Lindenstrauss-Phelps space whose dual fails the Schur property,
is Schreier’s space S. Indeed, S, as presented in [24], is isomorphic to a
subspace of C(ωω) and hence it is isomorphic to a Lindenstrauss-Phelps
space. Letting (en) denote the natural normalized Schauder basis of S, then
(en) is shrinking and (e
∗
n) is a normalized weakly null sequence in S
∗. It
follows now that S∗ fails the Schur property. It can be shown that S∗ is
ℓ1-saturated.
The next lemma describes a simple method for selecting subsequences of
(en), equivalent to the c0-basis.
Lemma 3.8. (1) Let (Gn) be a sequence of finite subsets of N with Gn
an initial segment of Fn for all n ∈ N, such that
∑
n(|Gn|/|Fn|)
p ≤ 1.
Then,
∑
n µ(Gn) ≤ 1, for all µ ∈Mp.
(2) Let (Gn)n∈I be a finite sequence of finite subsets of N with Gn an
initial segment of Fn for all n ∈ I ⊂ N, such that
∑
n(|Gn|/|Fn|)
p ≤
1. Then, ‖
∑
n∈I
∑
k∈Gn ek‖ ≤ 1.
Proof. We need only prove (1) as (2) follows immediately from (1). Let
µ ∈ Mp. In case µ = e
∗
n for some n ∈ N, then the assertion holds triv-
ially. Every other element of Mp admits a representation of the form
µ =
∑d
n=1(|Hn|/|Fn|)
pe∗maxHn for some d ∈ N and finite sets (Hn)
d
n=1 with
Hn an initial segment of Fn, for all n ≤ d.
Now let n ∈ N with n ≤ d. It is clear that either Hn is an initial segment
of Gn, or maxHn > maxGn. If the former, then µ(Gn) = (|Hn|/|Fn|)
p ≤
(|Gn|/|Fn|)
p. If the latter, then µ(Gn) = 0. In any case, we have that µ(Gn)
≤ (|Gn|/|Fn|)
p, for all n ≤ d. Of course, µ(Gn) = 0, for all n > d. Hence,∑
n
µ(Gn) ≤
∑
n
(|Gn|/|Fn|)
p ≤ 1,
as required. 
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Remark 3.9. It follows directly from the definition of the norming set Mp,
that for every p ≥ 1, the subsequence (emaxFn) of the basis (en) of Ep gener-
ates a spreading model equivalent to the usual ℓ1 basis. In fact, it is equiva-
lent to the corresponding subsequence of the natural basis of Schreier’s space.
Consequently, Ep contains uniformly complemented ℓ
n
1 ’s.
4. Ep, p > 1, admits a quotient isomorphic to ℓp
In this section we assume that p > 1 and that
∑
n 1/|Fn| < 1. Our
objective is to show that Ep admits a quotient isomorphic to ℓp. Let q > 1
be the exponent conjugate to p. We first introduce some notation.
Notation. Fix scalars α > 1 and β > 0 satisfying α+ βq−1 < p. Let γ > 0
satisfy α+ βq−1 + γ = p.
We also fix a scalar θ ∈ (0, 1) and set ǫn = θ
αn , for all n ∈ N. Note that
ǫn+1 = ǫ
α
n, for all n ∈ N. It is clear that
∑
n nǫ
λ
n <∞, for all λ > 0.
We shall also require that minFn > 1 + 2/ǫn, for all n ∈ N. The main
result of this section is the following
Theorem 4.1. Let u∗n =
∑
i∈Fn
(1/|Fi|)e
∗
i , for all n ∈ N. Then (u
∗
n) is
equivalent to the usual basis of ℓq.
In the next series of lemmas, we show that (u∗n) satisfies upper and lower
ℓq estimates. The lower estimates will be straightforward, while the upper
ones require some technical calculations. In the sequel, (u∗n) is the sequence
given in Theorem 4.1.
Lemma 4.2. (u∗n) dominates the usual ℓq basis.
Proof. Note first that (u∗n) is a normalized (convex) block basis of (e
∗
n) in
E∗p . This is so since ‖
∑
i∈Fn
ei‖ = 1, for all n ∈ N (observe that the support
of every member of Mp meets each Fn in at most one point). We thus
obtain that (u∗n) is normalized and suppression 1-unconditional.
Now let n ∈ N and (ai)
n
i=1 be scalars in [0, 1] with
∑n
i=1 a
q
i ≤ 1. For each
i ≤ n choose an initial segment Gi of Fi so that
|Gi|/|Fi| ≤ a
q−1
i < (|Gi|/|Fi|) + (1/|Fi|).
This choice ensures that
n∑
i=1
(|Gi|/|Fi|)
p ≤
n∑
i=1
a
p(q−1)
i =
n∑
i=1
aqi ≤ 1.
Let u =
∑n
i=1
∑
k∈Gi
ek. We deduce from Lemma 3.8, that ‖u‖ ≤ 1. It
follows now that∥∥∥∥
n∑
i=1
aiu
∗
i
∥∥∥∥ ≥
n∑
i=1
aiu
∗
i (u) =
n∑
i=1
ai
∑
k∈Fi
(1/|Fi|)e
∗
k(u) =
n∑
i=1
ai(|Gi|/|Fi|)
≥
n∑
i=1
ai(a
q−1
i − (1/|Fi|)) ≥
n∑
i=1
aqi −
n∑
i=1
(1/|Fi|).
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Next suppose that n ∈ N and (ai)
n
i=1 is a scalar sequence satisfying
∑n
i=1 |ai|
q
= 1. Let I+ = {i ≤ n : ai ≥ 0} and I
− = I \ I+. Our preceding work yields
that ∥∥∥∥
∑
i∈Ij
aiu
∗
i
∥∥∥∥ ≥
∑
i∈Ij
|ai|
q −
∑
i∈Ij
(1/|Fi|), ∀ j ∈ {+,−}.
We deduce now from the above and the fact that (u∗n) is suppression 1-
unconditional, that
2
∥∥∥∥
n∑
i=1
aiu
∗
i
∥∥∥∥ ≥ 1−
∞∑
i=1
(1/|Fi|) > 0.
Therefore, letting A = (1/2)(1 −
∑∞
i=1(1/|Fi|)) > 0, we obtain that∥∥∥∥
n∑
i=1
aiu
∗
i
∥∥∥∥ ≥ A
( n∑
i=1
|ai|
q
)1/q
for every n ∈ N and all choices of scalars (ai)
n
i=1 ⊂ R. The proof of the
lemma is now complete. 
Lemma 4.3. Let u =
∑
n anen be a finitely supported vector in Ep, with
‖u‖ ≤ 1 and an ≥ 0, for all n ∈ N. Suppose that there exist n ∈ N, a finite
set I ⊂ N and integers (ji)i∈I with ji ∈ Fi for all i ∈ I, so that aji ≥ ǫn,
for all i ∈ I. Then, letting Gi = [minFi, ji] ∩ Fi for all i ∈ I, the following
estimate holds: ∑
i∈I
aji(|Gi|/|Fi|)
p ≤ (n+ 1)‖u‖.
Proof. Set I1 = {i ∈ I : i ≥ n}. Then, set I2 = {i ∈ I1 : (|Gi|/|Fi|)
p ≥ 1/2}
and I3 = I1 \ I2. It is clear that∑
i∈I\I1
aji(|Gi|/|Fi|)
p ≤ (n− 1)max
i∈I
aji ≤ (n− 1)‖u‖.
The assertion of the lemma will follow once we show that for each s ∈ {2, 3}
there exists τs ∈ Mp such that∑
i∈Is
aji(|Gi|/|Fi|)
p = τs(u).
To this end, we first claim that |I2| ≤ [2/ǫn].
Indeed, if the claim were false, I2 would contain at least m = 1 + [2/ǫn]
elements. So let i1 = min I2 and choose i1 < i2 < · · · < im in I2. Consider
the p-measures νk = (|Gik |/|Fik |)
pe∗jik
, for all k ≤ m (observe that by def-
inition, Gi is an initial segment of Fi for all i ∈ I). We know that i1 ≥ n
and so minFi1 ≥ minFn > 2/ǫn, by our initial assumptions on (Fn). This
in turn implies that minFi1 ≥ m and thus, {minFik : k ≤ m} ∈ S1. It
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follows now that (νk)
m
k=1 is admissible and so ν =
∑m
k=1 νk belongs to Mp.
Therefore,
1 ≥ ‖u‖ ≥ ν(u) =
m∑
k=1
ajik (|Gik |/|Fik |)
p ≥ m(ǫn/2),
using the hypothesis that ajik ≥ ǫn and the fact that ik ∈ I2 for all k ≤ m.
We infer from the above, that m ≤ 2/ǫn, contradicting the definition of m.
This contradiction proves our claim.
Setting now τ2 =
∑
i∈I2
(|Gi|/|Fi|)
pe∗ji we obtain, via the claim, that
{minFi : i ∈ I2} ∈ S1, as minFi1 ≥ minFn > 2/ǫn. Hence, τ2 ∈ Mp.
It is also clear that
∑
i∈I2
aji(|Gi|/|Fi|)
p = τ2(u).
We next pass to the search for τ3. We first choose a (necessarily non-
empty) initial segment J1 of I3 which is maximal with respect to the condi-
tion
∑
i∈J1
(|Gi|/|Fi|)
p ≤ 1. In case J1 = I3, we set τ3 =
∑
i∈I3
(|Gi|/|Fi|)
pe∗ji .
Then, τ3 is a p-measure and so it belongs to Mp. It is clear that, in this
case,
∑
i∈I3
aji(|Gi|/|Fi|)
p = τ3(u).
If J1 is a proper initial segment of I3, then, by maximality, we must have
1/2 <
∑
i∈J1
(|Gi|/|Fi|)
p ≤ 1,
as (|Gi|/|Fi|)
p < 1/2, for every i ∈ I3. We now set µ1 =
∑
i∈J1
(|Gi|/|Fi|)
pe∗ji .
This is a p-measure satisfying µ1(u) ≥ ǫn/2 because aji ≥ ǫn, for all i ∈ I,
and
∑
i∈J1
(|Gi|/|Fi|)
p > 1/2.
We repeat the same process to I3 \ J1 and obtain an initial segment J2 of
I3\J1, and a p-measure µ2 =
∑
i∈J2
(|Gi|/|Fi|)
pe∗ji so that either J1∪J2 = I3,
or, J2 is a proper initial segment of I3 \ J1 satisfying µ2(u) ≥ ǫn/2. If the
former, the process stops. If the latter, the process continues. Because I3 is
finite, this process will terminate after a finite number of steps, say k. We
shall then have produced successive subintervals J1 < · · · < Jk of I3 with
I3 = ∪
k
r=1Jr, and p-measures µ1 < · · · < µk with µr =
∑
i∈Jr
(|Gi|/|Fi|)
pe∗ji ,
for all r ≤ k. Moreover, µr(u) ≥ ǫn/2, for all r < k.
We claim that k ≤ m = 1 + [2/ǫn]. Indeed, assuming m < k, we have by
the choice of k, that µr(u) ≥ ǫn/2, for all r ≤ m. But also, m < minFn ≤
minFmin J1 , since J1 ⊂ I1, and thus, (µr)
m
r=1 is admissible. Therefore,
1 ≥ ‖u‖ ≥
m∑
r=1
µr(u) ≥ mǫn/2,
whence m ≤ 2/ǫn which is a contradiction. We finally set τ3 =
∑k
r=1 µr.
Since k ≤ m ≤ minFmin J1 , we have that (µr)
k
r=1 is admissible and so
τ3 ∈ Mp. But also, I3 = ∪
k
r=1Jr and so
∑
i∈I3
aji(|Gi|/|Fi|)
p = τ3(u),
completing the proof of the lemma. 
Lemma 4.4. Let u =
∑
n anen be a finitely supported vector in Ep, with
‖u‖ ≤ 1 and an ≥ 0, for all n ∈ N. Let I be a finite subset of N. For
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each i ∈ I, let G0i denote the smallest initial segment of Fi that contains
{j ∈ Fi : aj ≥ ǫ1} as a subset, while for n ∈ N, let G
n
i denote the smallest
initial segment of Fi that contains {j ∈ Fi : ǫn+1 ≤ aj < ǫn} as a subset.
Also, let jni = maxG
n
i for every n ∈ N ∪ {0} with G
n
i 6= ∅. Then, given a
finite sequence of non-negative scalars (ρi)i∈I , the following estimates hold:∑
i∈I
ρi
∑
j∈Fi: aj≥ǫ1
aj/|Fi| ≤ (1/ǫ1)
∑
i∈I
aj0i (|G
0
i |/|Fi|)
p +
∑
i∈I
ρqi(4.1)
∑
i∈I
ρi
∑
j∈Fi: aj<ǫn
aj/|Fi| ≤
∑
i∈I
ρi
∑
j∈Fi: aj<ǫn+1
aj/|Fi|+(4.2)
+ ǫγn
∑
i∈I
ajni (|G
n
i |/|Fi|)
p + ǫβn
∑
i∈I
ρqi , ∀n ∈ N.
where, in the above, each summand which includes a term of the form ajni ,
with Gni = ∅, is interpreted to be equal to 0.
Proof. We first verify the validity of (4.1). We set
I0 =
{
i ∈ I :
∑
j∈Fi: aj≥ǫ1
aj/|Fi| ≥ ρ
q−1
i
}
.
Suppose that I0 6= ∅. Then, |G
0
i |/|Fi| ≥ ρ
q−1
i , for all i ∈ I0 and so
ρi ≤ (|G
0
i |/|Fi|)
1
q−1 , ∀ i ∈ I0.
Note also that∑
j∈Fi: aj≥ǫ1
aj ≤ ( max
j∈Fi: aj≥ǫ1
aj)|G
0
i | ≤ (1/ǫ1)aj0i |G
0
i |, ∀ i ∈ I.
We infer from the above that∑
i∈I0
ρi
∑
j∈Fi: aj≥ǫ1
aj/|Fi| ≤
∑
i∈I0
(|G0i |/|Fi|)
1
q−1 (1/ǫ1)aj0i
(|G0i |/|Fi|)
= (1/ǫ1)
∑
i∈I0
aj0i (|G
0
i |/|Fi|)
p.
The preceding inequality holds trivially when I0 = ∅. By combining the
above relations we obtain∑
i∈I
ρi
∑
j∈Fi: aj≥ǫ1
aj/|Fi| =
∑
i∈I0
ρi
∑
j∈Fi: aj≥ǫ1
aj/|Fi|+
∑
i∈I\I0
ρi
∑
j∈Fi: aj≥ǫ1
aj/|Fi|
≤ (1/ǫ1)
∑
i∈I0
aj0i (|G
0
i |/|Fi|)
p +
∑
i∈I\I0
ρiρ
q−1
i
≤ (1/ǫ1)
∑
i∈I
aj0i
(|G0i |/|Fi|)
p +
∑
i∈I
ρqi
and so (4.1) holds.
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We next prove (4.2). Fix n ∈ N and set
ρni =
∑
j∈Fi: ǫn+1≤aj<ǫn
aj/|Fi|, ∀ i ∈ I.
Observe that
ρni ≤ ( max
j∈Fi: ǫn+1≤aj<ǫn
aj)(|G
n
i |/|Fi|)
≤ ǫn(|G
n
i |/|Fi|) ≤ (ǫn/ǫn+1)ajni (|G
n
i |/|Fi|),∀ i ∈ I.
Define In = {i ∈ I : ρni ≥ ǫ
β
nρ
q−1
i }. Suppose that In 6= ∅ and let i ∈ In.
Then, ǫβnρ
q−1
i ≤ ǫn(|G
n
i |/|Fi|). Hence,
ρi ≤ (|G
n
i |/|Fi|)
1
q−1 ǫ
1−β
q−1
n , ∀ i ∈ In.
We thus obtain from the preceding relations that
∑
i∈In
ρiρni ≤
∑
i∈In
(|Gni |/|Fi|)
1
q−1 ǫ
1−β
q−1
n (ǫn/ǫn+1)ajni (|G
n
i |/|Fi|)
= (ǫ
q−β
q−1
n /ǫn+1)
∑
i∈In
ajni (|G
n
i |/|Fi|)
1+ 1
q−1 = ǫγn
∑
i∈In
ajni (|G
n
i |/|Fi|)
p,
where, in the above, we made use of the fact that ǫn+1 = ǫ
α
n, and so
q − β
q − 1
− α =
q
q − 1
−
β
q − 1
− α = p−
β
q − 1
− α = γ,
by the choice of α, β, γ. Note also that the preceding estimate is still valid
if In = ∅. We finally have the estimate∑
i∈I
ρi
∑
j∈Fi: aj<ǫn
aj/|Fi| =
∑
i∈In
ρiρni +
∑
i∈I\In
ρiρni +
∑
i∈I
ρi
∑
j∈Fi: aj<ǫn+1
aj/|Fi|
≤
∑
i∈I
ρi
∑
j∈Fi: aj<ǫn+1
aj/|Fi|+ ǫ
β
n
∑
i∈I\In
ρiρ
q−1
i +
+ ǫγn
∑
i∈In
ajni (|G
n
i |/|Fi|)
p
≤
∑
i∈I
ρi
∑
j∈Fi: aj<ǫn+1
aj/|Fi|+
+ ǫγn
∑
i∈I
ajni (|G
n
i |/|Fi|)
p + ǫβn
∑
i∈I
ρqi .
This proves (4.2). 
Lemma 4.5. Let u =
∑
n anen be a finitely supported vector in Ep, with
‖u‖ ≤ 1 and an ≥ 0, for all n ∈ N. We define, for every i ∈ N,
λ0i (u) =
∑
j∈Fi: aj≥ǫ1
aj/|Fi|, and, λ
n
i (u) =
∑
j∈Fi: aj<ǫn
aj/|Fi|, ∀n ∈ N.
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Let I be a finite subset of N and (ρi)i∈I ⊂ [0,∞). Then, the following
estimates hold:∑
i∈I
ρiλ
0
i (u) ≤ (2/ǫ1)‖u‖ +
∑
i∈I
ρqi
∑
i∈I
ρiλ
n
i (u) ≤
∑
i∈I
ρiλ
n+1
i (u) + (n + 2)ǫ
γ
n‖u‖+ ǫ
β
n
∑
i∈I
ρqi , ∀n ∈ N.
Proof. Adhering to the notation given in Lemma 4.4, we deduce from Lemma
4.3, that ∑
i∈I
ajni (|G
n
i |/|Fi|)
p ≤ (n+ 2)‖u‖, ∀n ∈ N ∪ {0},
as ajni ≥ ǫn+1, for all n ∈ N ∪ {0}. The desired estimates follow now from
(4.1) and (4.2), respectively. 
Corollary 4.6. Let B = 4(1+2/ǫ1+
∑∞
n=1 ǫ
β
n+
∑∞
n=1(n+2)ǫ
γ
n). Then, for
every I ⊂ N, finite, and all choices of scalars (ρi)i∈I with
∑
i∈I |ρi|
q ≤ 1, we
have that ∥∥∥∥
∑
i∈I
ρiu
∗
i
∥∥∥∥ ≤ B.
Proof. Assume first that all the ρi’s are non-negative. Let u =
∑
n anen be
a finitely supported vector in Ep, with ‖u‖ ≤ 1 and an ≥ 0, for all n ∈ N.
Set δn = ǫ
β
n + (n+2)ǫ
γ
n, for all n ∈ N. We now have the following estimates∑
i∈I
ρiu
∗
i (u) =
∑
i∈I
ρiλ
0
i (u) +
∑
i∈I
ρiλ
1
i (u)
≤ 1 + (2/ǫ1) +
∑
i∈I
ρiλ
2
i (u) + δ1,
by applying Lemma 4.5. Recursive applications of Lemma 4.5 now yield
that
∑
i∈I
ρiu
∗
i (u) ≤ 1 + (2/ǫ1) +
∑
i∈I
ρiλ
n+1
i (u) +
n∑
k=1
δk, ∀n ∈ N.
But since I is finite and limn ǫn = 0, there exists some d ∈ N such that
λd+1i (u) = 0 for all i ∈ I. This in turn implies that
∑
i∈I
ρiu
∗
i (u) ≤ 1 + (2/ǫ1) +
d∑
k=1
δk ≤ B/4.
Since (en) is suppression 1-unconditional, this gives us that∥∥∥∥
∑
i∈I
ρiu
∗
i
∥∥∥∥ ≤ B/2.
The general case follows immediately from the preceding estimate. 
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Proof of Theorem 4.1. Lemma 4.2 and Corollary 4.6 yield positive constants
A < B satisfying
A
( n∑
i=1
|ρi|
q
)1/q
≤
∥∥∥∥
n∑
i=1
ρiu
∗
i
∥∥∥∥ ≤ B
( n∑
i=1
|ρi|
q
)1/q
,
for every n ∈ N and all choices of scalars (ρi)
n
i=1. Thus, (u
∗
n) is equivalent
to the ℓq basis. 
Corollary 4.7. ℓp is isomorphic to a quotient of Ep and the map Q : Ep →
ℓp given by
Q
(∑
n
anen
)
=
(∑
k∈Fn
ak/|Fn|
)∞
n=1
is a well-defined, bounded linear surjection.
Proof. Theorem 4.1 yields that Q is a well-defined, bounded, linear operator.
Let (zn) be the unit vector basis of ℓp. Then, it is easy to see that Q
∗(z∗n) =
u∗n, for all n ∈ N. Theorem 4.1 now implies that Q
∗ is an isomorphic
embedding of ℓ∗p into E
∗
p and therefore, Q is a surjection. 
5. Ep does not embed in C(α), α < ω1
In this section we give the proof of Theorem 1.2. We then apply this
result to show that for all p ≥ 1, Ep is not isomorphic to a subspace of a
C(K) space for any countable and compact metric space K, provided that
limn |Fn| =∞. We first introduce some notation.
Notation. Let (en) be a normalized basic sequence in some Banach space
X. Let x and y be blocks of (en). We write y  x if |e
∗
n(y)| ≤ |e
∗
n(x)| for
all n ∈ N. In the case where X = C(K) and (en) consists of non-negative
functions on K, we write y + x if 0 ≤ e
∗
n(y) ≤ e
∗
n(x) for all n ∈ N.
Evidently, 0 ≤ y ≤ x, pointwise on K.
It will be more convenient for us to work with non-negative, continuous
functions on some compact metric space. In this setting, Theorem 1.2 is
reformulated as follows:
Theorem 5.1. Let K be a compact metric space and (fn) be a normalized
basic sequence in C(K) consisting of non-negative functions on K. Assume
that there exists a semi-normalized weakly null block basis (gn) of (fn) with
f∗n(gn) ≥ 0 for all n ∈ N, satisfying the following property: For every M ∈
[N], every α < ω1 and every ǫ > 0, there exists a block basis (um)m∈M of
(fn) with finitely many non-zero terms so that
(1) um + gm, ∀m ∈M .
(2) ‖
∑
m∈M um‖ = 1.
(3) ‖
∑
m∈F um‖ < ǫ, for all F ⊂M with F ∈ Sα.
Then, K is uncountable.
Assuming that Theorem 5.1 is proved, we shall give the proof of Theorem
1.2.
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Proof of Theorem 1.2. Let K be a compact metric space such that C(K)
contains an isomorph of X. We show that K is uncountable. We first
choose a normalized basic sequence (hn) in C(K), equivalent to (en), and
let Y denote the closed subspace of C(K) spanned by (hn). Let T : X → Y
be an isomorphism with Ten = hn for all n ∈ N. Set c = ‖T
−1‖. Let
(xn) be a semi-normalized block basis of (en) according to the hypothesis
of the theorem, and set yn = cTxn, for all n ∈ N. Then, (yn) is a semi-
normalized block basis of (hn). It is a routine to check that (yn) satisfies
the same property, relatively to (hn), that (xn) enjoys in the statement of
the theorem.
We next set fn = |hn|, for all n ∈ N. Clearly, (fn) is normalized weakly
null in C(K). By passing to a subsequence if necessary, we may assume,
without loss of generality, that (fn) is basic. Write yn =
∑
i∈In
bihi, where
I1 < I2 < . . . is a sequence of successive finite subsets of N and (bi)i∈In are
scalars for all n ∈ N. Put gn =
∑
i∈In
|bi|fi for all n ∈ N. The uncondi-
tionality of (hn) yields that (gn) is semi-normalized. Indeed, letting C > 0
denote the unconditional constant of (hn), fix some t ∈ K. For each n ∈ N,
choose a collection of signs (σi)i∈In so that gn(t) =
∑
i∈In
biσihi(t). Then,
gn(t) ≤
∥∥∥∥
∑
i∈In
biσihi
∥∥∥∥ ≤ C
∥∥∥∥
∑
i∈In
bihi
∥∥∥∥ = C‖yn‖.
Hence, as t ∈ K was arbitrary, ‖yn‖ ≤ ‖gn‖ ≤ C‖yn‖, for all n ∈ N. Since
(yn) is semi-normalized, so is (gn).
We also obtain that (gn) is weakly null. Indeed, let t ∈ K and write, as
we did in the previous paragraph, gn(t) =
∑
i∈In
biσihi(t) for all n ∈ N. Set
rn =
∑
i∈In
biσihi for all n ∈ N. Then, (rn) is a semi-normalized block basis
of (hn). Since the latter is shrinking, (rn) is weakly null and so we get that
limn rn(t) = 0. Thus, limn gn(t) = 0 as well. The assertion follows since
t ∈ K was arbitrary and (gn) is semi-normalized.
We finally show that (gn) satisfies the property described in the statement
of Theorem 5.1. To this end, letM ∈ [N], α < ω1 and ǫ > 0. We may choose
a block basis (vm)m∈M of (hn) with finitely many non-zero terms so that
vm  ym, ∀m ∈M, and∥∥∥∥
∑
m∈M
vm
∥∥∥∥ = 1, while
∥∥∥∥
∑
m∈F
vm
∥∥∥∥ < ǫ/C, ∀F ⊂M, F ∈ Sα.(5.1)
Write vm =
∑
i∈Im
λihi, where |λi| ≤ |bi| for all i ∈ Im and m ∈M . Define
wm =
∑
i∈Im
|λi|fi. It is clear that wm + gm, for all m ∈ M . (5.1) now
implies that ∥∥∥∥
∑
m∈M
wm
∥∥∥∥ ≥
∥∥∥∥
∑
m∈M
vm
∥∥∥∥ = 1.
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Using an argument similar to that in the previous paragraph, based on the
unconditionality of (hn), we obtain that∥∥∥∥
∑
m∈F
wm
∥∥∥∥ ≤ C
∥∥∥∥
∑
m∈F
vm
∥∥∥∥, ∀F ⊂M.
Hence, we deduce from (5.1), that ‖
∑
m∈F wm‖ < ǫ, for all F ⊂ M with
F ∈ Sα.
Setting um = wm/‖
∑
m∈M wm‖, for all m ∈ M , we see that (um) sat-
isfies conditions (1)-(3) in the hypothesis of Theorem 5.1. Therefore, K is
uncountable. 
The proof of Theorem 5.1 requires some preparatory steps.
Lemma 5.2. Let K be a set, ρ > 0 and (ǫn) a sequence of positive scalars.
Let (gn) be a sequence of non-negative functions on K, converging pointwise
to the zero function on K. Assume that for every M ∈ [N], M = (mn),
there exist t ∈ K, I ∈ [N], I = (in), and a sequence (umn) of non-negative
functions on K, satisfying the following:
(1) umn ≤ gmn , for all n ∈ N.
(2)
∑i1
i=1 umi(t) ≥ ρ.
(3) (1 + ǫmin )
∑in
i=1 umi(t) ≤
∑in+1
i=1 umi(t), for all n ∈ N.
Then, K is uncountable.
Proof. Suppose to the contrary, that K is countable and let (tn) be an
enumeration of the elements ofK. Choosem1 ∈ N arbitrarily. Using the fact
that (gn) is pointwise null onK, we can inductively choose a nested sequence
M1 ⊃ M2 ⊃ . . . of infinite subsets of N so that letting mk+1 = minMk, for
all k ∈ N, the following hold:
mk < mk+1, ∀ k ∈ N, and,∑
m∈Mk
gm(tj) < ρǫmk , ∀ j ≤ k, ∀ k ∈ N.(5.2)
Set M = (mk). Our assumptions yield a sequence (umk ) of non-negative
functions on K, an infinite sequence of positive integers (ik), and a t ∈ K,
satisfying (1)-(3). Suppose t = td for some d ∈ N. We infer from (3) that
(1 + ǫmid )
id∑
i=1
umi(td) ≤
id+1∑
i=1
umi(td).
Note that mid+1 ≥ mid+1 = minMid , and so (mi)
id+1
i=id+1
⊂ Mid . It follows
now, as umj ≤ gmj for all j ∈ N, that
id+1∑
i=id+1
umi(td) ≤
id+1∑
i=id+1
gmi(td) ≤
∑
m∈Mid
gm(td).
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(5.2) now implies that
∑id+1
i=id+1
umi(td) < ρǫmid , as d ≤ id. We deduce from
the above that
(1 + ǫmid )
id∑
i=1
umi(td) <
id∑
i=1
umi(td) + ρǫmid ,
whence,
i1∑
i=1
umi(td) ≤
id∑
i=1
umi(td) < ρ,
contradicting (2). Thus, K is uncountable. 
We shall next attempt to localize the content of the previous lemma, in
terms of countable ordinals. Fix a compact metric space K, a normalized
basic sequence (fn) in C(K), consisting of non-negative functions on K, and
a semi-normalized block basis (gn) of (fn) with f
∗
n(gn) ≥ 0 for all n ∈ N.
Assume that (gn) is weakly null. We also fix ρ ∈ (0, 1) and a null sequence
of positive scalars (ǫn).
Definition 5.3. Let M ∈ [N], M = (mn), and F = {mi1 , < · · · < min},
be a finite subset of M . An F -chain supported by M , is a finite sequence
(umi)
in
i=1 ⊂ C(K) with umi + gmi , for all i ≤ in, for which there is some
t ∈ K satisfying the following:
(1)
∑i1
i=1 umi(t) ≥ ρ.
(2) (1 + ǫmik )
∑ik
i=1 umi(t) ≤
∑ik+1
i=1 umi(t), for all k < n.
Given M ∈ [N], we set
FM = {F ∈ [M ]
<∞ : there exists an F − chain supported by M} ∪ {∅}.
Evidently, FM is a hereditary family of finite subsets of M . If ρ ≤ infn ‖gn‖,
then it is easy to see that FM contains the singletons of M . We also have
that FL ⊂ FM , for all L ∈ [M ].
Lemma 5.4. Assume that for every M ∈ [N], FM is not compact in the
topology of pointwise convergence. Then, K is uncountable.
Proof. Let M ∈ [N], M = (mn). Since FM is hereditary and not pointwise
compact, there exists an infinite sequence of positive integers (in), so that
{mi1 , . . . ,min} ∈ FM , for all n ∈ N. Set Mn = {m ∈M : m ≤ min}, for all
n ∈ N. We can select, for each n ∈ N, a sequence (unm)m∈Mn ⊂ C(K) with
unm + gm, for all m ∈Mn, and a tn ∈ K, so that∑
m∈M1
unm(tn) ≥ ρ, and,
(1 + ǫmik )
∑
m∈Mk
unm(tn) ≤
∑
m∈Mk+1
unm(tn), ∀ k < n.
Let m ∈ M . Since unm + gm, for all n ∈ N with m ∈ Mn, we have that
(unm)n:m∈Mn is a bounded sequence in the finite dimensional subspace of
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C(K) spanned by (fi)i∈supp gm (the support of gm is measured with respect
to (fn)). We can thus inductively select a nested sequence J1 ⊃ J2 ⊃ . . . of
infinite subsets of N so that, for all k ∈ N, the sequence (unmk)n∈Jk converges
uniformly on K to a function umk + gmk .
We next choose integers j1 < j2 < . . . with jk ∈ Jk for all k ∈ N. We may
assume, without loss of generality thanks to the compactness of K, that
limn tjn = t ∈ K. It follows that limn u
jn
m = um, uniformly on K, for all
m ∈M . We deduce from the choices made above, that
∑
m∈M1
ujnm (tjn) ≥ ρ, and,(5.3)
(1 + ǫmik )
∑
m∈Mk
ujnm (tjn) ≤
∑
m∈Mk+1
ujnm (tjn), ∀ k < n.(5.4)
Finally, let n → ∞ in (5.3), while fix k ∈ N and let n → ∞ in (5.4), to
conclude that ∑
m∈M1
um(t) ≥ ρ, and,
(1 + ǫmik )
∑
m∈Mk
um(t) ≤
∑
m∈Mk+1
um(t), ∀ k ∈ N.
Since (gn) is weakly null, we see that the hypotheses of Lemma 5.2 are
fulfilled and hence K is uncountable. 
The key step in proving Theorem 5.1 is contained in our next proposition
Proposition 5.5. Assume that for everyM ∈ [N], M = (mn), every α < ω1
and every ǫ > 0, there exist n ∈ N and (umi)
n
i=1 ⊂ C(K) with umi + gmi
for all i ≤ n, so that
∥∥∥∥
n∑
i=1
umi
∥∥∥∥ = 1, yet,
∥∥∥∥
∑
m∈F
um
∥∥∥∥ < ǫ, ∀F ⊂ {m1, . . . mn}, F ∈ Sα.
Then, FM is pointwise compact for no M ∈ [N].
Proof. Let us suppose that for some L ∈ [N], FL is pointwise compact. By a
classical result [23], FL will then be homeomorphic to some ordinal interval
[1, β], with β < ω1. The dichotomy result of [14] now yields M ∈ [L] and
α < ω1 so that FL ∩ [M ]
<∞ ⊂ Sα. Therefore, FM ⊂ Sα, for some M ∈ [L]
and α < ω1.
Since limn ǫn = 0 and 0 < ρ < 1, we can assume, without loss of generality,
that
ρ
∞∏
i=1
(1 + ǫmi) < 1, where, M = (mi).
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We next choose 0 < ǫ < ρ with (ρ+ ǫ)
∏∞
i=1(1 + ǫmi) < 1. Our assumptions
yield n ∈ N and (umi)
n
i=1 ⊂ C(K) with umi + gmi for all i ≤ n, so that∥∥∥∥
n∑
i=1
umi
∥∥∥∥ = 1, yet,
∥∥∥∥
∑
m∈F
um
∥∥∥∥ < ǫ, ∀F ⊂ {m1, . . . mn}, F ∈ Sα.
Choose t ∈ K with
∑n
i=1 umi(t) = 1. Note that umi(t) ≤ ‖umi‖ < ǫ for all
i ≤ n, as Sα contains all singletons.
Let i1 be the smallest integer in {1, . . . , n} satisfying
∑i1
i=1 umi(t) ≥
ρ. Clearly, i1 > 1 as um1(t) < ǫ < ρ. We also have that i1 < n as∑n−1
i=1 umi(t) ≥ 1− ǫ > ρ.
We next let i2 be the smallest integer in {i1 + 1, . . . , n} satisfying
(1 + ǫmi1 )
∑i1
i=1 umi(t) ≤
∑i2
i=1 umi(t). Note that i2 exists since
(1 + ǫmi1 )
i1∑
i=1
umi(t) = (1 + ǫmi1 )
(i1−1∑
i=1
umi(t) + umi1 (t)
)
< (1 + ǫmi1 )(ρ+ ǫ) < 1,
by the minimality of i1 and since ‖umi1‖ < ǫ.
We continue in this manner selecting integers i2 < · · · < ik ≤ n so that
for each l ∈ {2, . . . k}, il is the smallest integer in {il−1 + 1, . . . n} satisfying
(1 + ǫmil−1 )
il−1∑
i=1
umi(t) ≤
il∑
i=1
umi(t).
Moreover, ik satisfies 1 ≤ (1 + ǫmik )
∑ik
i=1 umi(t).
It is clear that this process can not carry on after the k-th stage. We now
obtain the following estimates:
1 ≤ (1 + ǫmik )
ik∑
i=1
umi(t) = (1 + ǫmik )
(ik−1∑
i=1
umi(t) + umik (t)
)
≤ (1 + ǫmik )
(
(1 + ǫmik−1 )
ik−1∑
i=1
umi(t) + umik (t)
)
, since ik is minimal,
=
( k∏
j=k−1
(1 + ǫmij )
) ik−1∑
j=1
umj (t) +
( k∏
j=k
(1 + ǫmij )
)
umik (t).
A similar argument, using the minimality of ik−1, yields that
1 ≤
( k∏
j=k−2
(1 + ǫmij )
) ik−2∑
j=1
umj (t)+
+
( k∏
j=k−1
(1 + ǫmij )
)
umik−1 (t) +
( k∏
j=k
(1 + ǫmij )
)
umik (t).
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We continue in this fashion, using the minimality of il for 2 ≤ l ≤ k and
after k − 1 steps, we reach the estimate
1 ≤
( k∏
j=1
(1 + ǫmij )
) i1∑
j=1
umj (t) +
k∑
j=2
( k∏
l=j
(1 + ǫmil )
)
umij (t)
≤
( k∏
j=1
(1 + ǫmij )
) i1−1∑
j=1
umj (t) +
k∑
j=1
( k∏
l=j
(1 + ǫmil )
)
umij (t)
< ρ
k∏
j=1
(1 + ǫmij ) +
( k∏
j=1
(1 + ǫmij )
) k∑
j=1
umij (t),
by the minimality of i1.
We infer from the above that
1 <
( k∏
j=1
(1 + ǫmij )
)(
ρ+
k∑
j=1
umij (t)
)
.
However, the choice of the indices (ij)
k
j=1 guarantees that {mij : j ≤ k} ∈
FM and so {mij : j ≤ k} ∈ Sα. Therefore, by the choice of the umi ’s, we
have that
k∑
j=1
umij (t) ≤
∥∥∥∥
k∑
j=1
umij
∥∥∥∥ < ǫ
and so
1 < (ρ+ ǫ)
k∏
j=1
(1 + ǫmij ) < 1.
This contradiction yields the assertion of the proposition. 
Proof of Theorem 5.1. The hypotheses of the theorem and Proposition 5.5
yield that FM is not pointwise compact for every M ∈ [N]. Lemma 5.4 now
implies that K is uncountable. 
Our final task is to apply Theorem 1.2 to Ep and show it does not embed
into C(α) for all α < ω1.
Corollary 5.6. Assume that limn |Fn| = ∞. Then, for every p ≥ 1, Ep is
not isomorphic to a subspace of a C(K) space for any countable and compact
metric space K.
Proof. Let (en) be the natural basis for Ep. We know it is normalized,
unconditional and shrinking. We set xn =
∑
i∈Fn
ei for all n ∈ N. Then,
(xn) is a normalized block basis of (en) and thus, it is weakly null. The
assertion of the corollary will be established, once we show that (xn) satisfies
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the assumptions of Theorem 1.2. To this end, let M ∈ [N], α < ω1 and
ǫ ∈ (0, 1). We may assume, without loss of generality, that
minM > 2p+1/ǫ, and,
∑
m∈M
1/|Fm| < 1/2
p+1.
Let k = minFminM . It is clear that 1/k < ǫ/2
p+1. It is shown in [7] (cf. also,
[6]), that there exist finitely supported probability measures µ1 < · · · < µk
on N so that for all i ≤ k,
suppµi ⊂M, and, µi(F ) < ǫ/2
p+1, ∀F ∈ Sα.
Fix i ≤ k. For each m ∈ suppµi we can find an initial segment Gim of Fm
such that
(5.5) |Gim|/|Fm| ≤ µi(m)
1/p < (|Gim|/|Fm|) + (1/|Fm|).
We set τi =
∑
m∈suppµi
(|Gim|/|Fm|)
pe∗maxGim . We next let τ =
∑k
i=1 τi.
Since µi is a probability measure, (5.5) yields that τi is a p-measure for all
i ≤ k. We also have that (τi)
k
i=1 is admissible, as k ≤ minFm, for allm ∈M .
Hence, τ ∈ Mp. We now define
vm = (1/k)
∑
j∈Gim
ej , ∀m ∈ suppµi, ∀ i ≤ k.
It is clear that vm  xm, for allm ∈ ∪
k
i=1suppµi. We now have the following
estimate
τ
( k∑
i=1
∑
m∈suppµi
vm
)
=
k∑
i=1
∑
m∈supp µi
τi(vm)(5.6)
=
k∑
i=1
(1/k)
∑
m∈supp µi
(|Gim|/|Fm|)
p.
Taking in account (5.5), we have that
µi(m) <
[
(|Gim|/|Fm|) + (1/|Fm|)
]p
≤ 2p(|Gim|/|Fm|)
p + (2p/|Fm|
p),
for all m ∈ suppµi and i ≤ k, and so,
1 =
∑
m∈supp µi
µi(m) ≤ 2
p
∑
m∈suppµi
(|Gim|/|Fm|)
p + 2p
∑
m∈suppµi
1/|Fm|
p,
for all i ≤ k. (5.6) now implies that
2p
∥∥∥∥
k∑
i=1
∑
m∈supp µi
vm
∥∥∥∥ ≥ 1− 2p
k∑
i=1
(1/k)
∑
m∈supp µi
1/|Fm|
p
≥ 1− 2p
∑
m∈M
(1/|Fm|) > 1− 2
p(1/2p+1) = 1/2.
Hence, D = ‖
∑k
i=1
∑
m∈supp µi
vm‖ > 1/2
p+1. We finally set
um = (1/D)vm, ∀m ∈ ∪
k
i=1suppµi.
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Put also um = 0, if m /∈ ∪
k
i=1suppµi. It is clear that ‖
∑
m∈M um‖ = 1 and
that um  xm for all m ∈M , as k > 2
p+1.
Finally, let F ⊂ M , F ∈ Sα. We need to show that ‖
∑
m∈F um‖ < ǫ.
It will suffice showing that ‖
∑
m∈F vm‖ < ǫ/2
p+1. We can assume that
F ⊂ ∪ki=1suppµi.
Given m ∈ F , let im denote the unique i ≤ k with m ∈ suppµi. It follows
that ∑
m∈F
vm =
∑
m∈F
∑
j∈Gimm
(1/k)ej .
Let Λ ∈ Mp. If Λ = e
∗
l for some l ∈ N, then clearly,
Λ
(∑
m∈F
vm
)
≤ 1/k < ǫ/2p+1.
When |suppΛ| > 1, then Λ is of the form
Λ =
∞∑
i=1
(|Gi|/|Fi|)
pe∗maxGi ,
where each Gi is an initial segment of Fi. It follows now that if Λ(vm) 6= 0
then suppΛ ∩ Fm 6= ∅ and Gm ⊂ Gimm. Thus,
Λ(vm) ≤ (|Gimm|/|Fm|)
p(1/k), ∀m ∈ F
and so
Λ
(∑
m∈F
vm
)
≤ (1/k)
∑
m∈F
(|Gimm|/|Fm|)
p
≤ (1/k)
∑
m∈F
µim(m), by (5.5)
= (1/k)
k∑
i=1
µi(F ) < ǫ/2
p+1,
as required. 
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