We study the identification and estimation of Gorman-Lancaster style hedonic models of demand for differentiated products for the case when one product characteristic is not observed. Our identification and estimation strategy is a two-step approach in the spirit of Rosen (1974) . Relative to Rosen's approach, we generalize the first stage estimation to allow for a single dimensional unobserved product characteristic, and also allow the hedonic pricing function to have a general, non-additive structure. In the second stage, if the product space is continuous and the functional form of utility is known then there exists an inversion between the consumer's choices and her preference parameters. This inversion can be used to recover the distribution of random coefficients nonparametrically. For the more common case when the set of products is finite, we use the revealed preference conditions from the hedonic model to develop a Gibbs sampling estimator for the distribution of random coefficients. We apply our methods to estimating personal computer demand.
Introduction
This paper considers the identification and estimation of hedonic models (Gorman (1980) , Lancaster(1966 Lancaster( , 1971 ) of consumer demand in differentiated products markets. The application of hedonic models was pioneered by Rosen (1974) . However, Rosen's approach, while widely used in the past in some empirical literatures (e.g., housing and labor markets), has been neglected in many other empirical literatures (e.g., I.O.), and has otherwise drawn some recent criticisms (e.g., Brown and Rosen (1982) , Epple (1987) , Bartik (1987) , and others) that have proven difficult to address.
We believe that there are two main reasons that hedonic models have not been used in empirical work more widely. One is that the model as outlined by Rosen (1974) assumes perfect competition and a continuum of products. While these assumptions may be appropriate in some markets, such as housing, in many other markets they are not. In I.O. applications, for example, imperfect (oligopolistic) competition is often specifically a topic of interest. In imperfectly competitive markets, the existence of the hedonic price function is not generally guaranteed, and in cases where it does exist it is not likely to have a simple additively separable form. It is also rare for oligopolistic markets to contain more than a few hundred products, making the continuous product space assumption less palatable. Thus, we relax these assumptions. We begin the paper by showing that if demand is given by the hedonic model, then even if there is imperfect competition or a finite number of products, there exists a hedonic price surface. We also generalize Rosen's model such that the price function can take on a general nonseparable form. Finally, we develop estimators for consumers' preference parameters for the case when there are a small (finite) number of products in the market.
The other reason that hedonic models have not been more widely used is perhaps even more important: it is the strict assumption that all product characteristics are perfectly observed.
In practice, typically only a very small number of product characteristics are observed. As a result, it is common for the perfect observability assumption to lead to revealed preference violations. For example, it is common for data sets to contain two products with positive demand in the same period, where one of the products is "better" in every dimension of characteristics space, and also has a lower price. In our data on computer demand this is true for 357 of the 695 products. In such cases, there is no set of parameters under which the hedonic model can rationalize the observed demands. This problem has led to the wide use of discrete choice econometric models (such as logit, probit, etc.) that allow for further product differentiation through a random error term. In this paper we relax the assumption of perfect observability of product characteristics, and instead allow one product characteristic to be observed by the consumer but not by the econometrician (see also Berry and Pakes (2001) for an alternative approach to this problem). We believe that with these generalizations (imperfect competition, nonseparable price function, discrete product space, unobserved characteristics) the hedonic model will be substantially easier to apply to standard data sets. We support this claim further by applying the model to personal computer demand in section 6.
Similarly to Rosen's approach, this paper's estimation procedure has two stages. In the first stage, price data are used to recover both the hedonic pricing function and the unobserved characteristics. Generalizing the first stage to allow for nonseparability and unobserved product characteristics requires some additional assumptions, and we consider four specific cases of interest. The first case is when the unobserved product characteristics are independent of the observed product characteristics (using the results of Matzkin (2003) ). This first case is a slightly stronger version of the (mean) independence assumption commonly used in the empirical literature. In the second case, the consumer maximizes utility by first choosing a "model" and then choosing an "options package." This second case is a nonparametric analog to fixed effects in a linear model. Many product markets, such as automobiles and computers, have this feature. The third case is when there is at least one market in which prices are not a function of the observed characteristics. The leading example for this case is packaged goods industries, in which different varieties of the same brand frequently have the same price, while different brands have different prices. The fourth case is a nonseparable nonparametric instrumental variables approach due to Imbens and Newey (2002) .
In the second stage of the estimation procedure we investigate the recovery of consumers' preference parameters from demand data at both the aggregate or household levels. Identification of preferences is well understood for the case when the data contains many observations for each consumer under widely varying pricing regimes (see Mas-Colell 1977) . However, real data sets are seldom this rich, frequently containing only a single observation per consumer.
If the choice set is continuous, then the household level preference parameters must satisfy a set of first order conditions that require the marginal rate of substitution between a continuous product characteristic and the composite commodity to equal the implicit price of that product characteristic. If the functional form of the utility function is known and the parameter vector is of equal or lesser dimension than the characteristics vector, then these first order conditions can be used to recover household level random coefficients. By aggregating household level random coefficients, the population distribution of random coefficients can be obtained nonparametrically.
It is more common in empirical applications for the market to contain a small number of products, so we go on to consider this second case. In this case, an individual consumer's random coefficients typically are not identified from the revealed preference conditions even if the parametric form of utility is known. Instead, the revealed preference conditions imply that each individual's taste coefficients lie in a set. This set tends to be smaller when there are more products in the market, eventually converging to a singleton. We show how to use these sets for each individual to construct bounds on the population distribution of random coefficients. The procedure is shown to converge to the population distribution of taste coefficients as the number of products becomes large. We also develop a computationally simple Gibbs sampling procedure that can be used to estimate the population distribution of taste coefficients when the product space is finite.
Our estimation procedure avoids the criticisms of Brown and Rosen (1982) , Epple (1987) and Bartik (1987) primarily by being less ambitious than the Rosen paper with respect to the second stage estimation of preferences. Rosen's approach attempts to obtain higher order approximations to the utility function by imposing homogeneity across individuals, and runs into an identification problem in the process. We retain all of the heterogeneity across individuals (by allowing each individual to have different utility parameters), and instead rely on parametric restrictions to the utility function to provide identification. 1 The approach in this paper also has much in common with demand models used in the recent empirical literature in I.O. beginning with Berry (1994) and Berry, Levinsohn, and Pakes (1995) [BLP] , and including Nevo (2001) , Petrin (2002) , and many others. In particular, that literature has shown the importance of including unobserved product characteristics in the demand model. The primary difference between the hedonic model in this paper and the BLP-style models is that the hedonic model does not have an iid random error term in the utility function. Including the iid error term in the utility function amounts to assuming that the characteristics space is infinite dimensional. Along with the particular distributional assumptions employed, this assumption has implications to the shape of the demand curve, most commonly leading to demand curves that have a hyperbolic shape and asymptote to both the price and quantity axes. The hedonic model studied here does not imply any particular shape for the demand curve (other than it be downward sloping). Therefore, in practice, the two models would typically lead to different results, particularly in predicting demand for prices outside the range of the observed data. In some applications, these differences may be substantive. Indeed, Petrin (2002) shows that the iid component of utility can have a large impact on the results of welfare studies. Since it is likely to be very difficult in practice to know which model is more correct, we view the hedonic model as a valid alternative to the standard discrete models (see also Ackerberg and Rysman (2002) , Bajari and Benkard (2003) , and Berry and Pakes (2001) for further discussion of these issues).
An advantage of the hedonic approach relative to standard approaches is that it facilitates nonparametric estimation of the individual preference parameters. For example, in section 6 we nonparametrically estimate the distribution of a 20-dimensional taste vector for the characteristics of desktop personal computers. We find that, in general, consumers' tastes for the various characteristics (e.g. RAM, Hard Drive Capacity, CPU speed) are highly positively correlated, and this result includes consumers' taste for the unobserved characteristic. We also 1 Note that Ekeland, Heckman, and Nesheim (2001) provide a solution to the identification problem outlined by Epple (1987) and Bartik (1987) . However, their approach allows for only a single dimensional characteristic which must be observed.
find that consumers' tastes for desktop computer characteristics have been rapidly increasing over time, likely due to changes in the prices of complementary goods such as internet access and computer software. This evidence suggests that the assumption that taste distributions are fixed over time, commonly made in demand applications, would likely lead to poor results for personal computer demand.
In our opinion, the primary disadvantage of the approach presented here is its data requirement. The first stage estimation is likely to require significantly more data than other alternatives. Another potential disadvantage is that it requires a stronger independence assumption than is commonly used. However, we also relax this requirement somewhat by allowing the error term to be nonadditive. Thus, the model is easily capable of generating features such as heteroskedasticity that are often found in empirical work. Lastly, the method allows for only a single-dimensional, vertically differentiated unobserved characteristic. 2
The rest of the paper proceeds as follows. Section 2 introduces the model and notation, and proves that if demand is given by the hedonic model then there exists an equilibrium price function. Section 3 shows identification of the price function and unobserved product characteristics (first stage). Section 4 shows identification of preferences (second stage).
Section 5 presents econometric estimators consistent with the arguments of sections 3 and 5.
Finally, section 6 applies the estimators to estimating personal computer demand.
The Model
In our model, a product j ∈ J is a finite dimensional vector of characteristics, (x j , ξ j ), where x j = (x j1 , ..., x jK ) is a K dimensional vector of characteristics observed by both the consumer and the econometrician, and ξ j is a scalar that represents a characteristic of the product that is observed only by the consumer. The set X = ∪ j∈J (x j , ξ j ) ⊆ R K+1 represents all products that are available to consumers in the market.
Let p jt denote the price of product j in market t ∈ T . The elements of T can be thought of as markets separated by space or time. Consumers are utility maximizers who select a product j ∈ J along with a composite commodity c ∈ R + . Each consumer, i, has a utility function given by u i (x j , ξ j , c) : X × R + → R. The price of the composite commodity is normalized to one. Consumers have income y i and consumer i's budget set in market t, B(y i , t), must satisfy:
The Price Function
This section shows under weak conditions that, in any equilibrium, the model above implies that prices in each market must have the following properties: (i) there is one price for each bundle of characteristics, (ii) the price surface is increasing in the unobserved characteristic, and (iii) the price surface satisfies a Lipschitz condition. The theorem relies only on consumer maximization, the fact that prices are taken as given, and some simple assumptions on consumers' utility functions. Most importantly, it is independent of supply side assumptions.
We make the following three assumptions.
A1 u i (x j , ξ j , c) is continuously differentiable in c and strictly increasing in c, with
A3 u i is strictly increasing in ξ j .
Assumption A3 is the most restrictive assumption of the three. It implies that there is no satiation in the unobserved product characteristic. However, without A3 the price function is not guaranteed to be increasing in ξ.
Theorem 1. Suppose that A1-A3 hold for every individual in every market. Then, for any two products j and j with positive demand in some market t,
(ii) If x j = x j and ξ j > ξ j then p jt > p j t .
Proof. See appendix.
The intuition for the theorem is that if properties (i)-(iii) were not satisfied by the equilibrium prices, then some of the goods could not have positive demand.
The equilibrium price function for market t is denoted p t (x j , ξ j ). It is a map from the set of product characteristics to prices that satisfies p jt = p t (x j , ξ j ) for all j ∈ J , and we assume throughout the rest of the paper that (i)-(iii) hold. Because (iii) holds for all pairs of products, in the limit the price function must be Lipschitz continuous.
Discussion
Because the theorem above is based on demand side arguments only, it is general to many types of equilibria, both dynamic and static. Note, however, that the theorem only speaks to the prices of products actually observed with positive demand. A consequence is that for some cost functions and some demand patterns, certain bundles may never be observed. For example, this is likely to be the case if the cost function was discontinuous. In such cases it also seems likely that there would be a selection problem in the price function estimation.
Note also that the price function in each market is an equilibrium function that is dependent upon market primitives. In this section we demonstrate that the price function and the unobserved product characteristics {ξ j } are identified if the unobserved product characteristic ξ is independent of the observed product characteristics x. This is true even if prices are observed with error.
First, consider identification of the price surface if prices are observed without error. We begin with two assumptions.
A4 ξ is independent of x.
A5 For all markets t and all x, p t (x, ·) is strictly increasing, with
for all t and some δ > 0. 3 Assumption A4, which requires full independence, is a strengthening of the mean independence assumption commonly used in the empirical literature in I.O. However, allowing for nonseparability also relaxes the independence assumption. In models where the errors enter linearly, independence rules out heteroskedastic unobservables, which are often thought to be important in applied work. Nonseparability allows the underlying independent error to interact with observed data in ways that replicate models of heteroskedasticity.
If independence holds, then the support of the unobserved product characteristics does not depend on the observed characteristics so that p t : A × E → R, where A ⊆ R K is the support of x, and E ⊆ R is the support of ξ. Assumption A5 follows from more primitive assumptions on consumer preferences (see Theorem 1).
For the case where there is a single market, that is T = {1}, and no measurement error in prices, the results of Matzkin (2003) can be used to show under weak conditions that both the functional form of p 1 (·) and the distribution of the unobserved product characteristics, {ξ j }, are identified up to a normalization on ξ. The first part of our identification proof follows Matzkin (2003) , the only differences being that her results are extended to cover the case of many markets, and we use an alternative normalization that facilitates estimation.
Let I be the set of price functions satisfying A5,
Since the unobserved product attribute has no inherent units, it is only possible to identify it up to a monotonic transformation. Thus, without loss of generality, we assume that a normalization has been made to ξ such that the marginal distribution of ξ is U [0, 1].
Technically, this amounts to normalizing ξ using its distribution function.
We define identification to be identification within the set satisfying the normalization made above,
ii. For all p ∈ I,
We now show that identification holds in the case where prices are measured without error.
Theorem 2. If prices are observed without error and A4-A5 hold, then p t is identified in I for all t. Furthermore, {ξ j } is identified.
Proof. We first show how to construct the unobserved product characteristics using the conditional distribution of prices,
To construct the price function for each market we need only invert the above relationship,
From the proof of the theorem we can see that, in the absence of measurement error, identification of the unobserved product characteristics can be obtained in a single cross-section.
Therefore, for example, identification is obtained even if products are observed in only one market. We mention this because it implies that identification is obtained even if the unobserved product characteristics for each product change over time, as is commonly assumed in the empirical literature. It also means that identification is obtained even if the distribution of the unobserved product characteristics changes over time (or across markets).
In the appendix we show that cross-market variation can be used to obtain identification when prices are measured with error. However, in that case each product must be observed in many markets.
Identification Using "Options Packages"
This section provides an alternative set of assumptions that also provide identification and that we believe may be satisfied in some applications. In some markets, consumers simultaneously choose a model, and an options package for that model. For instance, a car buyer's problem could be represented as choosing a model (Camry, Taurus, RAV4,...) and a package of options associated with the model (horsepower, air conditioning, power steering, ...).
Purchases of computers might also be well represented as the joint choice of a model (Dell Dimension 8100, Gateway Profile 2, Compaq Presario 5000 Series,...) and an options package (RAM, processor speed/type, hard drive,...). In this section, we demonstrate that if it is the case that the product unobservable ξ j corresponds to a model and the x j correspond to an options package then it is possible to identify the pricing function and the unobserved product characteristics.
Let z denote a model and Z denote the set of all models. The set of models induces a partition of J . The map π : J → Z associates products (j) with models (z). The inverse image of z under π is the set of products that are model z, where each product has a possibly different options package x. The model z is observable and x and z have joint distribution
The first assumption in this section says that ξ is shared by products that are the same model:
In order to identify the product unobservable, we also need there to be a "baseline" or standard options package that is available for all models z. We formalize this requirement using the following assumption,
A7. There exists anx ∈ A such that for all z ∈ Z, f (x|z) > 0.
Due to the lack of implicit units for ξ, we again can only identify ξ and the price function up to a normalization. In this case we normalize ξ such that
shows identification for the case where prices are observed without error.
Theorem 3. If prices are observed without error and A5-A7 hold, then p t is identified in I for all t. Furthermore, {ξ j } is identified.
Proof. For each product j, let j * be a product such that π(j) = π(j * ) and x j * =x. Such a product exists for every model π(j) by A7. Then, similarly to the previous section,
This equation identifies {ξ j }.
The price function in each market is given by the prices of non-baseline packages. For any
Again in this case, identification of the unobserved product characteristics is obtained in a single cross-section. However, unlike the independence case above, in this case identification can be obtained in a single cross section even if prices are measured with error (see appendix).
The reason for the difference is that we now observe many products in each market that are known to have the same value of ξ.
Another consequence of observing many products in each market that are assumed to have the same value for the unobservable is that the model is overidentified, and is therefore testable. If there is no measurement error in prices, then the model is rejectable in the sense that assumption A6 may be violated in the data.
Identification With a Rich Set of Price Functions
The third approach to identification is unique in that it requires no additional assumptions on the joint distribution of x and ξ. Instead, we rely on two assumptions about the set of price functions that are observed. First, we suppose that the data is rich enough that there is one market in which prices do not depend very much on the observed characteristics. We do not assume that the researcher knows which market this is.
A8 There exists a market, t, such that p t (x, ξ) = f (ξ), with f ξ > 0.
In our opinion, assumption A8 is not likely to hold in the majority of applications, but may hold in some specialized circumstances. A8 is most likely to hold in markets where "quality" is the primary differentiating feature of the product with respect to determining price. For example, in many packaged goods markets, even though consumers may have strong preferences over "flavors", which would typically be observable as dimensions of x, all flavors of a given product line often have exactly the same price, while different product lines have different prices. 4
Second, we also need weak monotonicity of prices in all of the characteristics, A9 For all markets t, p t (x, ξ) is weakly increasing in all of the observed characteristics, x, and strictly increasing in the unobserved characteristic, ξ.
We think that A9 is likely to hold in many applications. If all individuals have monotone preferences over all characteristics, then A9 holds by an argument similar to that of Theorem 1. However, A9 might hold even if this were not the case. For example, if marginal costs were sufficiently increasing in all characteristics, then A9 would also hold.
Theorem 4. If prices are observed without error, A8 and A9 hold, and (x, ξ) have full support
Proof. Let x ≡ (x 1 , ..., x k , ξ x ) and y ≡ (y 1 , ..., y k , ξ y ) be two points in the commodity space.
In order to prove that the {ξ j } are identified, we show that the ranking of ξ x and ξ y is uniquely determined. Let x * = (min(x 1 , y 1 ), ..., min(x k , y k )) be the component by component minimum of the observed characteristics of the two products. Define J ⊆ J as follows:
It follows from A8 and A9 that there exists an element j ∈ J and a market t such that
This identifies the ranking of {ξ j }. A normalization thus identifies the {ξ j } and F x,ξ . Identification of p(x, ξ) follows directly.
Note that the proof above requires the fact that all products are observed in many markets.
Identification Using Instruments
In the event that the unobserved product characteristics are not independent of all of the observed characteristics, a fourth possible approach for identifying and estimating the first stage of the model would be to use nonseparable nonparametric instrumental variables. The details of such an approach have not to our knowledge been worked out in general. However, Imbens and Newey (2002) provide estimators for triangular systems that are applicable to our model in many applications.
The primary difficulty with using the Imbens and Newey instrumental variables approach is that it necessitates finding instruments that determine (in the sense of functional dependence) the value of the "endogenous" observed characteristic(s) but that are independent of the unobserved characteristic. In the kinds of applications that we are interested in, the past empirical literature has relied on independence assumptions between the observed and unobserved characteristics, showing that such instruments may be difficult to find. However, there are some applications where it is possible. For example, as instruments for the endogenous characteristics (e.g. racial make-up) of a given neighborhood, Bayer, McMillan, and Ruben (2002) use the fixed characteristics (e.g. housing stock characteristics) of housing in surrounding neighborhoods.
Identification of Preferences
The results of Section 3 provide sufficient conditions for identification of p t (x, ξ) and {ξ j }. If the consumer demand function is known for all p ∈ I, then the results of Mas-Colell (1977) provide sufficient conditions for identification of consumer i's weak preference relation, i . 5
Unfortunately, most data sets are not this rich. Therefore, we consider the identification of consumer preferences in cases where less information about the demand function is available.
The first case we consider is when the choice set is continuous, but there are a finite number of observations per individual. This case is similar to that of the Rosen (1974) . We also consider the more common case where the set of products is discrete in section 4.2.
Continuous Choice Set and a Finite Number of Observations Per Individual
Typically only a small number of choices are observed per consumer, often just one. By standard arguments, at each chosen bundle, the marginal rate of substitution between characteristics is equal to the slope of the consumer's budget set at that point. This information provides only local information about preferences at each chosen bundle.
A simple way to narrow down the range of possibilities, however, is to place parametric restrictions on the consumer's indifference curves. These restrictions can be viewed either as an identifying assumption, or as providing a local approximation to the utility function.
Many discrete choice models in the literature assume that utility is linear or log-linear in (x, ξ, c), e.g.,
In the equation above, the utility of household i for product j depends on household specific preference parameters, β i = (β i,1 , ..., β i,K , β i,ξ ). If there is an interior maximum, then the first order conditions for utility maximization are
These first order conditions can be solved simply for the unknown preference parameters of the individual,
If the price function, p t , and unobserved characteristics {ξ j } are known, then in this example household i's preference parameters, β i = (β i,1 , ..., β i,K , β i,ξ ), can be recovered even if only a single choice of the household, (x j , ξ j ), is observed. By aggregating the decisions of all of the household in market t, F t (β), the population distribution of taste coefficients in market t can be learned.
In general, we characterize an agent by a B dimensional parameter vector β i ∈ R B . Since the previous section has shown that the unobservables, {ξ j }, are identified by the price function,
we proceed as if ξ is known and write the utility function as
where the dependence of utility on ξ is dropped to simplify notation.
Agents choose the element x ∈ X that maximizes utility. If both u and p(x) are differentiable, then the first order necessary conditions are
Let x(β) denote the optimal choice of x conditional on β. The first order conditions can be implicitly differentiated to yield
where u(x; β) = u(x, y i − p(x); β i )
Theorem 5. Suppose β i ∈ B ⊆R B , where B is an open convex subset and x ∈ R K . Then if
x (β) is locally negative definite or positive definite, then β i is locally identified. If K = B, and x (β) is globally positive definite or negative definite, then x(β) is one-to-one.
Proof: The first part of the theorem follows from the local version of the inverse function theorem. The second part follows from the global inverse function theorem since if (13) is everywhere positive or negative definite, then x(β) is one-to-one so that the preferences are globally identified. (see Gale and Nikaido (1965) ). Q.E.D.
Theorem 5 places tight restrictions on the types of utility functions that can be identified using the choice data. Conditional on knowing the price surface p, we can identify at most K random coefficients per choice observation. While this may seem like a negative result, we do not view it that way. Even just a first order approximation to the utility function may be good enough for many applications. For example, the experiment of removing a single good from the market to evaluate the consumer surplus obtained from the good (e.g. Petrin (2002)) would involve only local changes to utility if the choice set is rich. Additionally, if more than one choice per household is available, the first order conditions can be used to provide higher order approximations to the utility function.
Discrete Product Space
In practice, there are at least three reasons why the continuous choice model might not provide a good approximation to choice behavior. First, the number of products in the choice set may not be sufficiently large that the choice set is approximately continuous. Second, many product characteristics are fundamentally discrete (e.g., "power steering", "leather seats").
Third, some consumers may choose products at the boundaries (e.g., the fastest computer).
In place of the marginal conditions in (12), when the product space is discrete, consumer maximization implies a set of inequality constraints. If consumer i chooses product j ∈ {1, ..., J} then
Therefore, it must be that β i ∈ A ij , where
If the choice set is finite, the A ij sets will typically not be singletons, implying that the parameters β i are not identified. However, that does not mean that the data is non-informative.
If the choice set is rich, the A ij sets may be small. In the appendix it is shown that if all of the characteristics are continuous and the choice set is compact, then as the number of products increases, the A j sets converge to the individual taste coefficients β i . In applications where the A ij sets are large enough that the lack of identification matters, we show below that it is possible to proceed in two ways. First, the A ij sets can be used to construct bounds on the aggregate distribution of the taste coefficients. Second, it is possible to use Bayesian techniques to identify one candidate aggregate distribution of interest.
Non-Purchasers and Outside Goods
In our model, individuals that choose not to purchase any product are handled similarly to those that do purchase. The decision not to purchase any product is the same as the consumer spending all of her income on the composite commodity c. That is, it is as if she purchases a bundle that provides zero units of every characteristic and carries a zero price.
In either the continuous or discrete product space cases, this would imply a set of inequalities for nonpurchasers of the form,
These inequalities could then be used similarly to those above in (15) to locate nonpurchasers' preference parameters. Note that (17) provides only inequalities and therefore there is an identification problem for non-purchasers even if the product space is continuous.
Estimation

Estimation, Stage 1: Independence Case
We assume that the econometrician observes prices and characteristics for j = 1, ..., J products across t = 1, ..., T markets. In this section we maintain all of the assumptions in section 3.1. In particular, we assume that x and ξ are independent. We leave out estimation of the options packages case here for the sake of brevity.
In the discrete choice set case (section 5.3 below) our first stage consists of using prices to estimate the value of the unobservables. In the continuous choice set case, it is also necessary to know the price function derivatives. If there is measurement error, then before the first stage estimation it is necessary to do some smoothing to remove the measurement error. 6
LetF pt|x=x 0 (e 0 ) be an estimator for the conditional distribution of prices given x = x 0 at the point e 0 in market t. For example, a kernel estimator (such as those outlined in Matzkin (2003)) or a series estimator (such as those outlined in Imbens and Newey (2002) ) could be used. In section 6 we found that a local linear kernel estimator (Fan and Gijbels (1996)) worked best. Define an estimator for ξ by the following,
While Matzkin (2003) does not explicitly consider estimation of the unobservable, the asymptotic properties of the estimator in (18) are analogous to those of the estimator considered in Theorem 4 of that paper.
If there is measurement error, then the same estimators can be used except that it is first necessary to estimate the true prices. However, after plugging in the estimated true prices, the asymptotic properties of the estimator would change. 7
Estimation of Preferences, Continuous Product Space
Next, a strategy is outlined for estimating preferences in the case of one observation per individual and a simple functional form for utility. When multiple observations per individual are available, other, more flexible specifications, can be estimated similarly.
To illustrate the approach, assume that the consumer's utility takes the form in equation (6).
Then the first order conditions imply that equations (9) and (10) must hold. This suggests the following estimator for β i
where (x i j ,ξ i j ) represents the (estimated) bundle chosen by individual i and
represents an estimator for the derivative of the price function at the chosen bundle. Provided that an estimator is available for the derivatives of the price function, it is thus possible to estimate β i . One way to estimate the price function derivatives is by using the derivatives of a price function estimator. The price function can be estimated analogously to (18) above (except using (3)) and using either a kernel or series-based approach. Matzkin (2003) also provides a direct estimator for the price function derivatives.
The asymptotic properties of the taste coefficient estimators depend only on the sample sizes for the first stage. Because of this, it is possible to obtain accurate estimates of the entire vector of taste coefficients for each individual using only a single choice observation.
Using the estimated taste coefficients for a sample of individuals along with their observed demographics, it is then possible to construct a density estimate of the joint distribution of taste coefficients and demographics in the population.
Estimation of Preferences, Discrete Product Space
In this section, we propose an approach to estimating β i when the product space is discrete. Section 4.2 demonstrated that the taste coefficients are typically not identified in this case.
The strategy, therefore, is to recover the sets of taste coefficients that are consistent with consumers' choices. This approach is in the spirit of the bounds literature (see Manski (1995 Manski ( , 1997 and Manski and Pepper (2000) ). We also borrow heavily from the literature on Bayesian estimation of discrete choice models (Albert and Chib (1993) , Geweke, Keane, and Runkle (1994) , and McCulloch and Rossi (1996) ).
To illustrate our approach, suppose that only data from a single market is used. In that case, the bounds estimator of β i is A ij . The problem with estimating these bounds is that, when there are a large number of products and product characteristics, the A ij sets are high dimensional and determined by a large number of inequalities, making it difficult to characterize them analytically. Instead, we propose to use numerical methods. We cast the problem of estimating the taste coefficients into a Bayesian paradigm. Specifically, we construct a likelihood function and a prior distribution over the parameters such that the support of the posterior distribution corresponds to the A ij sets. We then derive a simple Gibbs sampling algorithm to simulate from this posterior distribution. As the number of simulation draws becomes sufficiently large, we can learn the support of the posterior distribution and hence the set of parameters that solve the inequalities (15).
The inequalities (15) generate a likelihood function in a natural fashion. The likelihood that a consumer with taste coefficients β i chooses product j is:
That is, consumer i chooses product j so long as her taste coefficients imply that product j is utility maximizing. For technical convenience, the prior distribution for β i , p(β i ) is a uniform distribution over the region B. Typically, this region would be defined by a set of conservative upper and lower bounds for each taste coefficient. The posterior distribution for β i , p(β i |C(i), x, p) conditional on the econometrician's information set then satisfies
The posterior distribution is uniform over those β i ∈ B that are consistent with the agents choice. So long as B completely covers all of the A ij sets, the posterior is uniform over A ij .
In applications, the econometrician is usually interested in some function of the parameter values g(β i ) such as the posterior mean or the revenue a firm would receive from sending a coupon to send to household i. In our case we are interested in the value of the aggregate distribution function of the β i 's. We cover estimation of that below. In general, the object of interest can be written as:
One way to evaluate the above integral is by using Gibbs sampling. Gibbs sampling generates a sequence of S pseudo-random parameters β
(1)
i , ..., β
with the property that:
In what follows, we describe the mechanics of generating the set of pseudo-random parameters
i . Readers interested in a more detailed survey of Gibbs sampling can consult the surveys by Geweke (1996 Geweke ( , 1997 .
Suppose that household i chooses product j. The first step in developing a Gibbs sampler is to use equation (22) to find the distributions,
If the specification of utility is linear in the β i and X j , it is straightforward to derive the conditional densities (25). 8 For example, in the model (6), if j is utility maximizing for
which implies that:
Since both prior distribution and the likelihood are uniform, it follows that the conditional distribution (25) is uniform on the interval [β 1,min , β 1,max ] , where β 1,min = max min
β 1,max = min max
. (33) The conditional distribution for the remaining β's is also a uniform distribution defined by inequalities that are analogous to (32) and (33). So long as β i enters the utility function linearly, the conditional distributions are uniform.
i,2 ) be an arbitrary point in the support of the posterior. The Gibbs sampling algorithm proceeds as follows:
2. Draw β i,l conditional on the vector β i,−l as in step 1, for l = 2, ..., K.
Return to 1.
This algorithm is quite simple to program since at each step it only requires the econometrician to compute upper and lower bounds similar to ( 32) and (33) and draw a sequence of uniform random numbers. The sequence of random draws obtained can be used to construct bounds on the distribution function.
An alternative to the bounds approach would be to construct a point estimate for the distribution of tastes for the entire population of consumers. Let F (β 1 , . .., β K ) be the cumulative distribution function for the K taste coefficients. It follows that:
The sample analog of the last expression, using the Gibbs draws, can be used as an estimator for F . This estimator uses the uniform prior to choose one of many possible distributions consistent with the data.
The algorithm can also be used to estimate more general models of choice. Suppose, for example, that consumers are observed more than once. If household i is observed to choose n i times, then n i (J − 1) inequalities are implied by maximization. The conditional distributions used in Gibbs sampling can then be derived analogously to (32) and (33). The algorithm can also be extended to the cover estimation error in the unobserved product characteristics by using an estimate of ξ j and proceeding as above. If ξ j is estimated imprecisely, so that it has a non-degenerate distribution F (ξ j ), the posterior can be simulated by first drawing ξ j ∼ F (ξ j ) for j = 1, ..., J and then, for each draw, using the Gibbs sampling algorithm above.
Results When Independence is Violated
In this section we discuss the implications to the results if the estimators above are applied when the independence assumption is violated. The implications to the first stage estimation
are similar to what they would be if running OLS when mean independence is violated, except that the argument only holds locally due to the nonparametric approach. If ξ is (locally) positively correlated with one of the x variables, then in the first stage part of the price effect of ξ would be falsely attributed to that x, such that the marginal price of x was biased upward and the marginal price of ξ was biased downward. In the second stage, this bias would lead to similar biases in our estimates of consumer's preference parameters: the preference for x would be biased upward, and the preference for ξ biased downward. This can most easily be seen by looking at equations (19) and (20).
Clearly this bias would influence marginal willingness-to-pay estimates for characteristics (i.e., the taste distributions). What is less clear are the implications for marginal willingness-to-pay for goods (e.g. the elasticity of demand). Since goods represent bundles of both observed and unobserved characteristics, and since both marginal willingness-to-pay and marginal prices are biased, to some extent these biases offset each other in the demand system for goods. We have verified this intuition analytically by looking at some simple models. In some special cases, such as linear utility and linear price function, the biases exactly cancel each other. We conclude that if the independence assumption is violated then the demand system estimators are likely to be biased. However, the sign and magnitude of the bias depends on the shape of the equilibrium price function and individual preferences in the market being studied.
Application to Computer Demand
In this section we apply our proposed estimators to demand for desktop personal computers.
Our data comes from the PC Data Retail Hardware Monthly Report and includes quantity sold, average sales price, and a long list of machine characteristics for desktop computers.
Please see Benkard and Bajari (2002) for a more detailed discussion of this data. 9
The raw data set contained 29 months of data, but we initially concentrate only on the data for the last period, December 1999, covering 695 machines. We chose to use data from a single period both to keep the estimation simple and also to test how well our methods work on a single cross-section, a case where traditional demand estimation techniques do not typically work well. The data set reportedly covers approximately 75% of U.S. retail computer sales.
The raw data contained a large number of characteristics, including dummies for each individual processor type. We eliminated the processor dummies in favor of a CPU benchmark variable. 10 The final data set contained 19 characteristics, including five operating system dummies (Win 3.1, NT 4.0, NT, Win 98, Win 95) plus CPU benchmark, MMX, RAM, hard drive capacity, SCSI, CDROM, DVD, modem, modem speed, NIC, monitor dummy, monitor size (if monitor supplied), zip drive, desktop (versus tower), and refurbished. Summary statistics for this data are given in table 1. To show that accounting for unobserved characteristics is very important in this application, under the assumption that all characteristics are perfectly observed, 357 of the 695 products are dominated, meaning that there is some other product that has strictly better values of the observed characteristics and a lower price.
First Stage Results: Unobserved Product Characteristics
Because it would be difficult to use nonparametric techniques on a 19-dimensional system, in the application we concentrate on the three most important continuous characteristics: CPU benchmark, RAM, and hard drive capacity. However, we also found that the results were not as clean if the remaining 16 characteristics were simply omitted. Therefore, for the purposes of the first stage regressions, we made the assumption that the price function is additively separable in the remaining characteristics, with coefficients that are known and equal to the values obtained from an OLS regression. Thus, the first stage estimates are obtained using price data after the linear effect of the other 16 characteristics has been removed (OLS coefficients listed in table 1).
While this assumption was largely made for convenience in the estimation, we believe that additive separability is likely to hold for many of the remaining characteristics because many of them represent such things as peripheral devices that can easily be removed from the computer and bought or sold on a secondary market. Therefore, arbitrage should limit 10 CPU benchmark was obtained from www.cpuscorecard.com. A regression of CPU benchmark on chip speed interacted with chip dummies yielded an R 2 of 0.999.
deviations of the price function from additive separability in these characteristics.
Our first stage estimates were obtained using a local linear kernel estimator (Fan and Gijbels (1996) ) corresponding to equation (18), with a normal kernel. Equation (18) was derived using the U [0, 1] normalization and thus results in estimates of ξ that are limited to the unit interval.
Bandwidths were chosen by eye to be large enough that small wiggles in the distribution function were eliminated. This results in a bandwidth that is likely to be oversmoothing the distribution function somewhat relative to the MSE minimizing bandwidth. For our purposes it is useful to oversmooth since we use estimates of the price function derivatives to solve for starting values for the Gibbs sampling algorithm in the second stage of estimation. Note, however, that because we are treating the product space as finite, we only need the first stage estimates of ξ in order to estimate the demand system. We do not need estimates of the price function except for the fact that they provide convenient starting values for the Gibbs estimator.
An important issue with respect to our approach is how precisely it is possible to estimate the ξ's for each product. Table 2 shows the distribution of standard errors for the estimated ξ's using both an asymptotic approximation (from Fan and Gijbels (1996) ) and also a bootstrap that assumes iid sampling of products (an assumption that we recognize is not likely to reflect the economics of the product entry and exit processes, but that was maintained purely to provide a check for the asymptotic standard errors). The asymptotic standard errors average 0.01, with 95% of the estimated ξ's having standard errors less than 0.018. The bootstrap standard errors were generally very similar but slightly larger in magnitude. 11
In summary, we found that, with very few exceptions, it was possible to estimate the unobserved product characteristics quite precisely. We believe that this result reflects several features of our model and data. One important feature of the model is the fact that in our model ξ corresponds to a distribution function (or a quantile), and is therefore much easier to estimate than, for example, the corresponding density. Another reason for the precision of the results is that in our data the characteristics space is quite densely filled so that, with the exception of a few outlying products, every product has close neighbors in characteristics space.
We also estimated the bias in the ξ estimates, and found it to be small, but more importantly we found that the rank ordering of the ξ estimates was nearly identical whether or not the estimated bias term was included. Hence, we left the estimated bias out of our final first stage estimates.
Second Stage Results: Preferences and Demand Curves
In estimating the demand system, high dimensional systems are easily handled. Thus, for the purposes of the demand system estimation, we included all 19 observed characteristics as well as the unobserved characteristic. For the purposes of this example, we used the quasi-linear functional form for utility (as in equation (6)), linear in the logs of the continuous characteristics (CPU benchmark, hard drive, RAM, ξ) and linear in the remaining characteristics, including price. The unobserved characteristics obtained from the first stage were normalized such that budget sets were always convex. We also tried several alternative normalizations and found that the effects of the choice of normalization on the results were small.
We used the Gibbs sampling estimator described in section 5.3 to estimate the distribution of the individual taste coefficients. Starting values for the Gibbs algorithm were obtained by using the values of the taste coefficients obtained if it were assumed that the true product space was continuous (as in section 5.2). 12 After a series of initial draws that were discarded, we simulated 1000 taste coefficient draws per product, for a total of 695000 (20-dimensional) draws. 13 The draws were then re-weighted by the observed total demand for each product in order to make calculations from the posterior distribution of the taste coefficients. The approach of simulating a fixed number of draws per product, as opposed to varying the 12 In some cases these starting values were not inside the appropriate Aij set for the discrete case and hence we used a numerical search algorithm to find a point nearby that was inside the correct set.
13 Including the initial draws, this process took about an hour on our Sun Ultra 60 workstation.
number of draws simulated with demand for the product, guarantees similar precision of the simulation results across the entire taste distribution space.
Figures 1-5 graph the (kernel smoothed) taste distributions for the three continuous characteristics, as well as SCSI and the unobserved characteristic. In all cases the taste distributions were converted into marginal willingness-to-pay figures so that the absolute value of the coefficients could be interpreted as dollars. Except for CPU benchmark, the willingness-to-pay distributions generally look somewhat log-normally distributed, and seem reasonable given 1999 prices. Modal marginal willingness-to-pay for RAM is between one and two dollars per megabyte, while modal marginal willingness-to-pay for hard drive capacity is approximately 1.25 cents per megabyte.
One result that surprised us was that the data appear to be quite informative even for the dummy characteristics such as SCSI. For dummy characteristics, the revealed preference bounds obtained for each individual are generally looser than they are for continuous characteristics. In our data, two things appear to be true. First, the individual bounds are more informative than we expected. While it is not generally possible to place very tight bounds on the SCSI taste coefficient independently of the other coefficients, extreme values of the SCSI coefficient often require extreme values of the other coefficients in order to rationalize the individual's choice. Therefore, the revealed preference sets have relatively small volume in areas with extreme values for the SCSI coefficient, which causes our estimator to place small weight on extreme values even at the individual level. The second thing is that the individual posterior distributions turn out to be quite informative about the shape of the overall population distribution once they have been aggregated up. Table 3 shows the correlation in tastes across this subset of characteristics. We find that there is a high positive correlation between the taste parameters for most of the characteristics.
Notably, this is true even for the unobserved characteristic. While this last result makes intuitive sense, it is reassuring that the taste distributions reflect this correlation despite the fact that unobserved characteristics were assumed to be independent of the observed characteristics in the first stage estimation.
Using the estimated taste distributions it is easy to simulate estimates of the demand curves and price elasticities for each product using explicit aggregation. However, when we did this we found that the implied demand elasticities were counterintuitively high (the median own price elasticity was around -100). After further investigation, we attribute this finding to the perfect information assumption made in the model. The model assumes that each consumer costlessly obtains perfect information regarding all 695 products in the choice set. With such a large number of products in the choice set, products are on average quite close in price and characteristics space. According to the model, products are sufficiently similar and sufficiently close in price that if consumers had perfect information then the price elasticities should be very high.
However, such high price elasticities do not seem to us to be consistent with profit maximization and the likely levels of entry and fixed costs. We interpret the result instead as a rejection of the perfect information assumption. We believe that in actuality consumers have search costs and therefore, when making a purchase, they only acquire information about a small number of products, perhaps only a handful.
In order to try to capture the effect of imperfect information, we reestimated the model using only those products that are most prominent and that most consumers could easily obtain information on. The easiest way to do this was to eliminate products that had small market shares from the choice set. Thus, we reestimated the model eliminating any product that sold less than 5000 units, corresponding to a minimum market share of 0.75%. This left the 24 largest products, together accounting for 72% of total sales. 14 After reestimating the demand model including only these products, the estimated demand elasticities ranged from -4 to -72, with a median elasticity of -11, results which we think are much more plausible. Table 4 describes the top five products in terms of sales and table 5 lists the estimated cross-price elasticities for these five products. Two features of the elasticities are worth 14 A drawback of using this product selection method is that it tended to select quite similar products of the type that typically sold the most units, as opposed to picking the best selling product in each class. Thus, we believe that the price elasticities estimated may still be biased upward relative to a model in which the search process was modeled explicitly.
mentioning. The first is that the products that are most similar substitute the most highly (e.g., the two Compaq's). The second is that there are some cross price elasticities that are exactly zero, a feature that can be generated by the hedonic model but cannot be generated by standard econometric discrete choice models. For example, in the table the HP6535 and the Compaq5461 do not substitute at all. Presumably this is because there are other products located between these two products in characteristics space. Figure 6 shows the estimated demand curve for the HP6535, with the actual price and quantity denoted on the graph. The estimated demand curves in our model must be downward sloping by utility maximization. However, because the shape of the curve is determined by individuals' marginal willingness-to-pay for each product, and we have placed no restrictions on the taste distributions, any shape of downward sloping demand may result from the estimation. For example, it would be easy to obtain kinked demand curves. Despite that, the shape of the demand curve obtained for the HP6535 is typical of those we obtained for other products. We generally find that demand curves for computers are quite steep for high prices, with a flattening in the middle near the observed price, and then steeper again for low prices. The upper steep portion is obtained because typically there is some small mass of consumers who strongly prefer this particular product. The flattening in the middle reflects a large mass of consumers that are willing to switch to other neighboring products without very much compensation. The steepening at low prices reflects the fact that at low prices the product in question has already captured a large market share and thus there are few consumers left to gain by lowering price further. One difference that showed up for some products is that when there is a close substitute present with slightly higher price the demand curve may head more quickly to the vertical axis, without showing the steep portion in figure   6 .
In our opinion, the shape of the demand curve in figure 6 is quite reasonable compared with the demand curves implied by standard discrete choice econometric models, which necessarily asymptote to both axes, and also compared with standard multi-stage models, which are typically quadratic. These results suggest that the revealed preference conditions from the hedonic model may be a good alternative way of obtaining identification of demand systems.
We also experimented with estimating the model across different time periods in the data and obtained similar results to those above. The most striking differences we found across periods was a clear progression of the estimated taste distributions. Figure 7 shows the estimated distribution for the taste for CPU for three periods in the data. In the initial data period (August 1997), the CPU taste distribution looks somewhat log-normally distributed.
In the final period (December 1999) it looks somewhat normally distributed, except that it has shifted upward quite dramatically. In the intermediate periods, the taste distributions lie in between those for the two endpoints, but also show markedly higher variance. It is as if, over the period of the data, there is a growing group of consumers whose tastes for computer hardware haved jumped upward, such that by December 1999 this group reflects the entire population. Over this period, use of the internet is growing rapidly and we speculate that it is this complementarity that leads to the upward shift in tastes for computer hardware. Note that this evidence also strongly suggests that the assumption of constant taste distributions over time, which is commonly used in applications of demand estimation, would not be correct for this industry.
Finally, we wish to note that the results reported in this section represent essentially all of the estimations we ran for this model and were thus obtained without the need for any kind of specification search other than the reduction of the product space noted above.
Conclusion
This paper has investigated the identification and estimation of hedonic discrete choice models of differentiated products. Specifically, we showed how to generalize Rosen's (1974) approach in four primary ways: (1) we allow for one product characteristic that is not observed by the econometrician, (2) we allow for imperfect competition, (3) we generalize the first stage estimation to the nonseparable case, (4) we allow for a discrete product space and discrete characteristics in estimating preferences. Our hope is that these generalizations will make it much easier to apply hedonic demand models in empirical work in a wider set of applications in the future.
Indeed, in applying the model to computer demand, allowing for unobserved characteristics was shown to be important because it allowed rationalization of demand for all products using standard models of utility. Under the assumption that all product characteristics are perfectly observable, as in Rosen (1974) , many products that were observed to have positive demand in the data would have been dominated.
We view the hedonic model as a valid alternative to existing approaches in empirical demand applications that may also be preferable in some cases. One advantage of the hedonic model is that it facilitates flexible estimation of utility coefficients. For computer demand, we found that the taste parameters for various computer characteristics, including the unobserved characteristic, were highly positively correlated. The hedonic model also provides an alternative way of estimating the demand curve for prices that are not observed in the data.
This alternative may be useful in evaluating the welfare effects of alternative policies such as those considered by Trajtenberg (1989) and Petrin (2002) . The primary disadvantages of the hedonic model seem to be its data requirement, and the fact that the perfect information assumption may be too strict in practice.
A Identification with Measurement Error in Prices
A.1 Independence Case
We now consider the case where prices are observed with error. Specifically, we assume that p jt is not observed. Instead, the econometrician observes y jt , where
We assume classical measurement error:
For the purposes of identification it is not necessary that jt be iid. All that matters is that,
for every x and ξ, a law of large numbers holds for jt across each of j and t.
For identification with measurement error it is necessary for products to be observed in many markets, as can be seen in the proof of the following theorem.
Theorem 6. If prices are observed with error, A4, A5, and B1 hold, then p t is identified in I for all t. Furthermore, {ξ j } is identified.
Proof. Let
and letp T j ≡p T (x j , ξ j ). For each product we can observep T j by averaging the observed prices, y jt , across markets. Since the measurement error is conditional mean zero for every (x, ξ), it averages to zero for large T .
For each product, j, define the set J j = {k ∈ J | x k = x j and lim
The set J j is the set of all products with the same characteristics, both observed and unobserved, as product j. The value of the price function for each product j, p jt is identified by averaging prices within each market t across the set of products J j :
The measurement error again averages to zero.
Since the value of the price function is identified for each product in each market, the rest of the proof of identification follows by Theorem 2.
Finally, jt = y jt − p t (x j , ξ j ), so jt and the joint distribution of and x and ξ are also identified.
A.2 Options Packages Case
Proving identification when there is measurement error in prices is trivial since models are observed.
Theorem 7. If prices are observed with error, A5-A8 and B1 hold, then p t is identified in I for all t. Furthermore, {ξ j } is identified.
Proof. Let J j = {k ∈ π −1 (π(j)) | x k = x j }. As above, J j is the set of all products with the same characteristics as j. Then
where the measurement error again averages to zero. The rest of the proof is by Theorem 3.
B Convergence of the Discrete Model to the Continuous Model
In the text, it was shown that when the set of products is discrete, β i is not identified.
However, as the number of choices become sufficiently large, β i can learned in the limit.
Furthermore, the sets A j shrink at a rate 1 J .
To simplify notation, attention is restricted to the case where all product characteristics are observable to both the consumer and the econometrician. Consumer i's utility is written as u ij = u(x j , p j , β i ). Also, suppose that p(x) that maps characteristics into prices for any product j. To simplify notation, this function is assumed to be independent of the number of products J in the market, although the results could be modified to cover this case. Three assumptions about the product space and the utility are made: Assumption 2. For any β i ,when the choice set is all of X , the jacobian x (β), as defined in (13) is everywhere positive definite or negative definite.
Suppose that we draw a random sequence x (1) , x (2) , ..., x (n) , ... of products from x. Let S (n) = {x (1) , x (2) , ..., x (n) } be the set of choices available to consumer i. Let C(n) be the utility maximizing choice for consumer i when she can choose from S (n) . Let B (n) ⊆ B be the set of taste coefficients that make C(n) a maximizing choice from the set S (n) . Note that as an implication of assumptions 1 and 2, the global inverse function theorem can be applied and x(β) is one-to-one.
Theorem 8. Suppose that Assumptions 1-2 hold. Then with probability one, lim n→∞ B (n) = β i .
Proof: Let x * be the utility maximizing product for a household with random coefficients β * i when the entire set of products X is available. As n → ∞, lim n→∞ C(n) = x * . Let 
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