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RAMIFICATION FILTRATION OF THE GALOIS
GROUP OF A LOCAL FIELD VIA DEFORMATIONS
VICTOR ABRASHKIN
Abstract. Let K be a field of formal Laurent series with coef-
ficients in a finite field of characteristic p, G<p — the maximal
quotient of Gal(Ksep/K) of period p and nilpotent class < p and
{G
(v)
<p}v>0 — its filtration by ramification subgroups in the up-
per numbering. Let G<p = G(L) be the identification of nilpotent
Artin-Schreier theory: hereG(L) is the group obtained from a suit-
able profinite Lie Fp-algebra L via the Campbell-Hausdorff compo-
sition law. We develop a new technique to characterize the ideals
L(v) such that G(L(v)) = G
(v)
<p and to find their generators. Given
v0 > 0 we construct epimorphism of Lie algebras η¯
† : L −→ L¯†
and the action ΩU of the formal group αp = Spec Fp[U ], U
p = 0,
of order p on L¯†. Suppose dΩU = B†U , where B† ∈ Diff L¯†, and
L¯†[v0] is the ideal of L¯† generated by the elements of B†(L¯†). The
main result of the paper states that L(v0) = (η¯†)−1L¯†[v0]. In the
last sections we relate this result to the explicit construction of
generators of L(v0) obtained earlier by the author and develop its
more efficient version.
Introduction
Let K be a complete discrete valuation field of characteristic p with
finite residue field k ≃ FpN0 , N0 ∈ N. Let K<p be a maximal p-
extension of K with the Galois group Gal(K<p/K) := G<p of nilpotence
class < p and exponent p. The group G<p represents sufficiently large
non-abelian quotient of the absolute Galois group of K but has definite
advantage due to the following fact: any p-group G of nilpotence class
s0 < p and exponent p can be presented in the form G(L), where L is a
Lie Fp-algebra of nilpotence class s0 and the set G(L) := L is provided
with a group structure via the Campbell-Hausdorff composition law,
cf. Sect.1.2.
Consider the decreasing filtration by ramification subgroups in the
upper numbering {G(v)<p}v>0 of G<p. These subgroups reflect arithmetic
structure on G<p, cf. motivation in [7]. First results about these ram-
ification subgroups were obtained by the author in [1]. This approach
included:
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a) a construction of the identification G<p = G(L), where L is ex-
plicitly defined Lie Fp-algebra (nilpotent Artin-Shreier theory);
b) a specification of ideals L(v) such that G(v) = G(L(v)): we con-
structed explicit elements Fα,−N ∈ Lk := L ⊗ k, α > 0, such that L(v)
appears as the minimal ideal in L such that for all α > v, Fα,−N ∈
L(v)k := L
(v) ⊗ k (here N = N(v) is a sufficiently large fixed natural
number).
For a generalization of these results, cf. [2, 3], and their application
to an analogue of the Grothendieck conjecture, cf. [4, 5]. Recently, we
applied them to the study of the structure of an analogue Γ<p = G(L)
of the group G<p for complete discrete valuation fields K of mixed
characteristic containing non-trivial p-th roots of unity, cf. [8, 9]. As
a result, we described the corresponding ramification ideals L(v) and
related them to the image of the Demushkin relation in Γ<p. In these
papers we developed a new technique (a linearization procedure) which
allowed us to work with arithmetic properties of local fields in terms
of Lie algebras. The statement of final results in terms of Lie algebras
looks quite natural and, it seems impossible to express them in a rea-
sonable way just in terms of involved groups. In some sense this could
be considered as an evidence of the existence of a hidden “analytic
structure” on the Galois side which is reflected on the level of Lie alge-
bras in our case. However, when obtaining these mixed characteristic
results we used quite substantially the characteristic p results from the
papers [1], [2] and [3]. It should be pointed out that in [1] the proof
of the main result was not done completely in terms of Lie algebras:
the verification of the criterion which describes the ramification ideals
L(v) was not linearized and required heavy and highly non-trivial cal-
culations in the enveloping algebra of L. Later in the papers [2] and
[3] these calculations were generalized to the case of groups of period
pM , M > 1 (but still of nilpotence class < p) but it became clear that
it would be unlikely to continue in such a way in more complicated
situations, say, in the case of higher local fields, cf. e.g. [10].
In this paper we develop a linearization procedure which allows us
to obtain the results from [1] exclusively in terms of Lie theory. For
a given v0 > 0, we characterize the ramification ideal L(v0) in terms
of deformations of some auxilliary Lie Fp-algebra L¯† with a suitably
chosen module of coefficients. This algebra is provided with an action
of a formal group of order p which comes from a derivation of a higher
order. The appearance of such derivations is quite a new phenomenon.
Note that in [8, 9] we also used the action of formal group of order p
but it came from usual derivations.
Let us sketch briefly the main steps of our approach.
We start with a choice of an (sufficiently general) epimorphism ηe :
G −→ G(L) which induces identification G<p ≃ G(L) given by the
nilpotent Artin-Shreier theory. Here L is a profinite Lie Fp-algebra
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such that its extension of scalars Lk := L⊗k has a fixed set of profinite
generators. The map ηe depends on a choice of an element e ∈ LK :=
L ⊗K specified below.
Choose v0 ∈ R, v0 > 0. We aim to characterize the ideal L(v0) ⊂ L
such that ηe(G
(v0)) = L(v0). For this reason we:
a) introduce a decreasing central filtration of L by its ideals L =
L(1) ⊃ · · · ⊃ L(s) ⊃ . . . , and set L¯ = L/L(p) with the induced
filtration {L¯(s)}s>1 (note that L¯(p) = 0);
b) introduce a lift V : L¯† −→ L¯ where L¯† is a Lie Fp-algebra of
nilpotent class < p together with its central filtration L¯†(s) such that
V(L¯†(s)) = L¯(s) and L¯†(p) = 0;
c) specify a group epimorphism ηe¯† : G −→ G(L¯
†) such that
Vηe¯† = ηe¯ := ηemodG(L(p));
d) introduce the actions Ωγ : L¯† −→ L¯† of the elements γ ∈ Z/p;
e) introduce the ideal L¯[v0] in L¯ as the minimal ideal such that for
any γ ∈ Z/p, V−1L¯[v0] ⊃ Ωγ(KerV) (this condition is not easy to study
because the action of Z/p appears in terms of complicated Campbell-
Hausdorff group law);
f) establish that the actions Ωγ can be defined in terms of some co-
action ΩU : L¯† −→ L¯† ⊗ Fp[U ] of the formal group scheme αp = Fp[U ],
Up = 0, with coaddition ∆U = U ⊗ 1 + 1⊗ U ;
g) if dΩU = B
†U is the differential of ΩU (here B
† ∈ DiffL¯†) then
L¯[v0] appears as the minimal ideal in L¯ containing VB†(L¯†);
h) verify that L(v0) = p¯r−1L¯[v0], where p¯r is the natural projection
from L to L¯.
The above characterization of L(v0) can be used for a considerable
simplification of the process of recovering explicit generators in [1].
These generators appeared in [1] as “linear” components of some ele-
ments from L(v0). Our characterization allows us to skip the verification
that these linear components generate the ideal L(v0).
The methods of this paper admit a generalization to the Galois
groups of period pM as well as to the case of higher dimensional lo-
cal fields in the characteristic p case. In particular, the “pM -version”
[3] of [1] required much more complicated study of “non-linear” com-
ponents which can be now avoided due to our approach (the paper in
preparation). This also will provide us with much better background
for the papers [8, 9] and their upcoming “pM -versions” including the
case of higher dimensional local fields.
Notation. Suppose s ∈ N. For any topological group G, we denote
by Cs(G) the closure of the subgroup of G generated by the commu-
tators of order > s. If L is a toplogical Lie algebra then Cs(L) is the
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closure of the ideal generated by commutators of degree > s. For any
topological A-modules M and B we use the notation MB :=M⊗ˆAB.
1. Preliminaries
Suppose K is a field of characteristic p, Ksep is a separable closure of
K and G = Gal(Ksep/K). We assume that G acts on Ksep as follows:
if g1, g2 ∈ G and a ∈ Ksep then g1(g2a) = (g1g2)a. Denote by σ the
morphism of taking p-th power in K.
In [1, 2] we developed a nilpotent analogue of the classical Artin-
Schreier theory of cyclic field extensions of characteristic p. We are
going to use the covariant analog of this theory, cf. the discussion in
[7], for explicit description of the group G<p = G/GpCp(G) as follows.
1.1. Lie algebra L. Suppose K = k((t)) where t is a fixed uniformizer
and k ≃ FpN0 with N0 ∈ N. Fix α0 ∈ k such that Trk/Fp(α0) = 1.
Let Z+(p) = {a ∈ N | gcd (a, p) = 1} and Z0(p) = Z+(p) ∪ {0}.
Let L˜ be a profinite free Lie Fp-algebra with the (topological) module
of generators K∗/K∗p and L = L˜/Cp(L˜). We can obtain the set
{D0} ∪ {Dan | a ∈ Z
+(p), n ∈ Z/N0}
of topological generators of Lk via the following identifications:
(K∗/K∗p)⊗ˆFpk = HomFp(K/(σ − id)K , k) =
HomFp(⊕a∈Z+(p)kt
−a ⊕ Fp α0 , k) =
∏
a∈Z+(p)
HomFp(kt
−a, k)× kD0
and HomFp(kt
−a, k) =
∏
n∈Z/N0
kDan, where for any α ∈ k and a, b ∈
Z+(p), Dan(αt
−b) = δab σ
n(α). Note also that the first identification
uses the Witt pairing [11, 6] and D0 comes from t⊗1 ∈ (K∗/K∗p)⊗ˆFpk.
For any n ∈ Z/N0, set D0n = t⊗ (σnα0) = (σnα0)D0.
1.2. Groups and Lie algebras of nilpotent class < p. The basic
ingredient of the nilpotent Artin-Schreier theory is the equivalence of
the category of p-groups of nilpotent class s0 < p and the category of
Lie Zp-algebras of the same nilpotent class s0, [14, 13]. In the case of
objects killed by p, this equivalence can be explained as follows.
Let L be a Lie Fp-algebra of nilpotent class < p, i.e. Cp(L) = 0.
Let A be an enveloping algebra of L. Then there is a natural em-
bedding L ⊂ A, the elements of L generate the augmentation ideal J
of A and we have a morphism of algebras ∆ : A −→ A ⊗ A uniquely
determined by the condition ∆(l) = l ⊗ 1 + 1⊗ l for all l ∈ L.
Applying the Poincare-Birkhoff-Witt Theorem as in [1] Sect. 1.3.3,
we obtain that:
— L ∩ Jp = 0;
— Lmod Jp = {amodJp | ∆(a) ≡ a⊗1+1⊗amod (J⊗1+1⊗J)p} ;
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— the set e˜xp(L)modJp is identified with the set of all ”diagonal
elements modulo degree p“, i.e. with the set of a ∈ 1 + J modJp such
that ∆(a) ≡ a ⊗ amod(J ⊗ 1 + 1 ⊗ J)p. (Here e˜xp(x) =
∑
06i<p x
i/i!
is the truncated exponential.)
In particular, there is a natural embedding L ⊂ A/Jp and in terms
of this embedding the Campbell-Hausdorff formula appears as
(l1, l2) 7→ l1 ◦ l2 = l1 + l2 +
1
2
[l1, l2] + . . . , l1, l2 ∈ L ,
where e˜xp(l1)e˜xp(l2) ≡ e˜xp(l1 ◦ l2)mod Jp. This composition law pro-
vides the set L with a group structure and we denote this group by
G(L). Note that a subset I ⊂ L is an ideal in L iff G(I) is a nor-
mal subgroup in G(L). Clearly, G(L) has exponent p and nilpotent
class < p. Then the correspondence L 7→ G(L) is the above mentioned
equivalence of the categories of p-groups of exponent p and nilpotent
class s < p and Lie Fp-algebras of the same nilpotent class s. This
equivalence can be naturally extended to the categories of pro-finite
Lie algebras and pro-finite p-groups.
1.3. Epimorphism ηe : G −→ G(L). Let L be a finite Lie Fp-algebra
of nilpotent class < p and set Lsep := LKsep. Then the elements of G =
Gal(Ksep/K) and σ act on Lsep through the second factor, Lsep|σ=id = L
and (Lsep)
G = LK. The covariant nilpotent Artin-Schreier theory states
that for any e ∈ G(LK), the set
F(e) = {f ∈ G(Lsep) | σ(f) = e ◦ f}
is not empty and for any fixed f ∈ F(e), the map τ 7→ (−f) ◦ τ(f) is a
continuous group homomorphism pif (e) : G −→ G(L). The correspon-
dence e 7→ pif (e) has the following properties:
a) if f ′ ∈ F(e) then f ′ = f ◦ l, where l ∈ G(L), and pif(e) and pif ′(e)
are conjugated via l;
b) for any continuous group homomorphism pi : G −→ G(L), there
are e ∈ G(LK) and f ∈ F(e) such that pif (e) = pi;
c) for appropriate elements e, e′ ∈ G(LK) and f, f ′ ∈ G(Lsep), we
have pif(e) = pif ′(e
′) iff there is an x ∈ G(LK) such that f ′ = x ◦ f and,
therefore, e′ = σ(x) ◦ e ◦ (−x).
In [1, 2, 3] we applied this theory to the Lie algebra L from Sect.1.1
via a special choice of e ∈ LK. Now we just assume that
(1.1) e ≡
∑
a∈Z0(p)
t−aDa0modC2(LK) .
Under this assumption the map pif (e)modGpC2(G) induces a group
isomorphism of Gab⊗ˆFp and G(L)/C2(G(L)) = Lab = K∗/K∗p, which
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coincides with the inverse to the reciprocity map of local class field the-
ory, cf. [6]. This also implies that pif(e) (when taken modulo GpCp(G))
induces a group isomorphism G<p ≃ G(L). We agree to fix a choice
of f ∈ F(e) and use the notation ηe = pif (e). So, at this stage, ηe is
just an arbitrary lift of the canonical isomorphism of local class field
theory.
1.4. Auxiliary fields K′γ. Our approach to the ramification filtration
in G<p substantially uses the construction of a totally ramified extension
K′ ofK such that [K′ : K] = q and the Herbrand function ϕK′/K has only
one edge point (r∗, r∗). Here q = pN
∗
with N∗ ∈ N, and r∗ = b∗/(q−1),
where b∗ ∈ Z+(p). For simplicity, we assume that N∗ ≡ 0modN0, i.e.
σN
∗
acts as identity on the residue field k of K. More substantial
restrictions on these parameters will be introduced in Sect.2.1.
For a detailed explanation of the construction of K′ cf. e.g. [3],
Sect.1.5. We just recall that if r∗ = m/n with coprime m,n ∈ N, then
K′ = K(Un) ⊂ K(u)(U), where un = t and U q + r∗U = u−m. We
can apply Hensel’s Lemma to choose a uniformizer t1 in K′ such that
t = tq1E(t
b∗
1 )
−1, where E(X) = exp(X +Xp/p+ · · ·+Xp
n
/pn + . . . ) ∈
Zp[[X ]] is the Artin-Hasse exponential.
We need the following generalization of the construction of K′.
For γ ∈ Z/p \ {0}, let the field K′γ = k((tγ)) be such that:
a) [K′γ : K] = q;
b) ϕK′γ/K(x) has only one edge point (r
∗, r∗);
c) K′γ = k((tγ)), where t = t
q
γE(γt
b∗
γ )
−1.
The fields K′γ appear in the same way as the field K
′. More precisely,
K′γ = K(U
n
γ ) ⊂ K(u)(Uγ), where u
n = t and U qγ + γr
∗Uγ = u
−m. Note
that K′γ is separable over K.
1.5. The criterion. Suppose K′γ is the field from Sect.1.4. Consider
the field isomorphism ιγ : K −→ K′γ such that ιγ : t 7→ tγ and ιγ |k = idk.
Let eγ = (idL ⊗ ιγ)e. Then σN
∗
eγ(tγ) = e(t
q
γ).
Choose fγ ∈ F(eγ) and consider pifγ (eγ) : Gal(Ksep/K
′
γ) −→ G(L).
For Y ∈ Lsep and an ideal I in L, define the field of definition of
Y modIsep over, say, K as
K(Y modIsep) := K
H
sep ,
where H = {g ∈ G | (idL ⊗ g)Y ≡ Y modIsep}.
For any field extension E ′/E in Ksep, define the biggest ramification
number
v(E ′/E) = max{v | Gal(Ksep/E)
(v)acts non-trivially on E ′} .
The methods from [1, 2, 3] are based on the following criterion.
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Suppose v0 > 0, r
∗ < v0 and the auxiliary fields K′γ correspond to
the parameters r∗ and N∗ (with q = pN
∗
).
Proposition 1.1. Suppose f = Xγ ◦ σN
∗
(fγ). Then L(v0) is the mini-
mal ideal in the family of all ideals I of L such that
v(K′γ(Xγ modIsep)/K
′
γ) < qv0 − b
∗.
The proof goes along the lines of the proof for γ = 1, cf. e.g. [3],
Sect.1.6. It is based just on the following elementary properties of the
upper ramification numbers:
— if v = v(K(f mod Isep)/K) then:
• v(K′γ(fγ modIsep)/K
′
γ) = v;
• v(K′γ(fγ modIsep)/K) = ϕK′γ/K(v);
• if v > r∗ then ϕK′γ/K(v) = r
∗ + (v − r∗)/q < v.
Note that f = Xγ ◦σ
N∗fγ implies that e(t) = σXγ ◦σ
N∗eγ ◦ (−Xγ).
Inversely, suppose X ∈ Lsep and
(1.2) e(t) = σX ◦ σN
∗
eγ ◦ (−X) .
Then l = (−σN
∗
fγ) ◦ (−X) ◦ f ∈ Lsep|σ=id = L and replacing fγ by
fγ ◦ l ∈ F(eγ) we obtain f = X ◦ σN
∗
fγ . Therefore, in Prop.1.1 we can
use identity (1.2) instead of the identity f = Xγ ◦ σN
∗
fγ.
Note that for any γ, there is a unique field isomorphism ι′γ : K
′
γ −→ K
such that ι′γ(tγ) = t and ι
′
γ |k = id. Therefore, if we set e
(q) := e(tq) and
γ ∗ e(q) := e(tqE(γtb
∗
)−1) then Prop.1.1 can be stated in the following
equivalent form.
Proposition 1.2. If Xγ ∈ Lsep is such that
γ ∗ e(q) = σXγ ◦ e
(q) ◦ (−Xγ)
then L(v0) is the minimal ideal in the set of all ideals I of L such that
v(K(Xγ mod Isep)/K) < qv0 − b
∗ .
Suppose J˜ ⊂ L is a closed ideal and pi : L −→ L := L/J˜ is a natural
projection. Then we can use eL = piK(e) ∈ LK, fL := pisep(f) ∈ Lsep,
ηeL = piηe : G −→ G(L) and XγL := pisep(Xγ) to state the following
analog of Prop.1.2.
Proposition 1.3. L(v0) := ηeL(G(v0)) is the minimal ideal in the set of
all ideals I of L such that v(K(XγLmodIsep)/K) < qv0 − b∗.
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1.6. Lie algebra L¯ and epimorphism ηe¯. Introduce a weight func-
tion wt : Lk −→ N on Lk by setting on its generators wt(Dan) = s
if (s − 1)v0 6 a < sv0. We obtain a decreasing central filtration by
the ideals L(s) = {l ∈ L | wt(l) > s} of L such that L(1) = L.
This weight function gives us also a decreasing filtration of ideals J (s)
in the enveloping algebra A such that J (1) = J and for any s,
(J (s) + J p) ∩ L = L(s) (use the Poincare-Birkhoff-Witt theorem).
Consider a k-submodule N in LK generated by all t−bl, where for
some s > 1, l ∈ L(s)k and b < sv0. Then N has a natural structure of
Lie algebra over k. For any i > 0, let N (i) be the k-submodule in LK
generated by all t−bl where l ∈ L(s) and b < (s − i)v0. Then N (i) is
ideal in N .
Let p¯r : L −→ L¯ := L/L(p) be a natural projection. Then L¯(s) =
p¯r(L(s)) is a decreasing central filtration in L¯ such that L¯(p) = 0. Let
N¯ ⊂ L¯K be an analog of N (where the algebra L¯ is used instead of L).
For i > 0, let N¯ (i) be the appropriate ideals in N¯ . Note that
N¯ (p − 1) ⊂ L¯m, where m = tk[[t]] (use that L¯(p) = 0), and introduce
the Lie algebra N˜ = N¯/N¯ (p− 1).
From now on we assume (in addition to (1.2)) that:
(1.3) e ∈ N
(now ηe is not an arbitrary lift of the reciprocity map of class field
theory but it is still quite general).
Let e¯ := p¯rKe ∈ N¯ and f¯ := (p¯rsep)f ∈ L¯sep. If ηe¯ := p¯r · ηe then
for any τ ∈ G, η¯e¯(τ) = (−f¯) ◦ τ f¯ . Verify that ηe¯ depends only on
e˜ := e¯mod N¯ (p− 1) ∈ N˜ .
Proposition 1.4. Let e¯′ ∈ L¯K and e¯′ ≡ e¯mod N¯ (p − 1). Then there
is a unique f¯ ′ ∈ L¯sep such that σf¯ ′ = e¯′ ◦ f¯ ′ and f¯ ′ ◦ (−f¯ ) ∈ N¯ (p− 1).
Proof. We can use that σ is topologically nilpotent on N¯ (p− 1) ⊂ L¯m
to obtain a unique x¯ ∈ N¯ (p− 1) such that e¯′ = (σ¯x) ◦ e¯ ◦ (−x¯):
— indeed, apply induction on s > 1 modulo the ideals L¯(s)K as follows:
– if s = 1 there is nothing to prove;
– if s > 1 and x¯s ∈ N¯ (p− 1) is such that e¯′ = (σx¯s) ◦ e¯ ◦ (−x¯) + As
with As ∈ L¯(s)K, then As ∈ N¯ (p − 1) ∩ L¯(s)K. If δ = −
∑
m>0
σm(As)
then x¯s+1 := x¯s + δ ∈ N¯ (p− 1) ∩ L¯(s)K, σδ − δ = As and
e¯′ ≡ (σx¯s+1) ◦ e¯ ◦ (−x¯s+1)mod L¯(s+ 1)K .
Clearly, f¯ ′ = x¯ ◦ f¯ ∈ L¯sep with x¯ := x¯p satisfies the requirements of
proposition. If f¯ ′′ ∈ L¯sep also has such properties then f¯
′′ ◦ (−f¯ ′) ∈
N¯ (p− 1) ∩ L¯ = 0 and f¯ ′′ = f¯ ′. 
2. Lie algebra L¯† and ideal L¯[v0] ⊂ L¯
In this section we introduce the Lie Fp-algebra L¯† together with the
epimorphism of Lie algebras V : L¯† −→ L¯ and its section (j0)−1 : L¯ ≃
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L¯†[0] ⊂ L¯†. Let αp = SpecFp[U ], Up = 0, be the formal group scheme
over Fp with the coaddition ∆(U) = U ⊗ 1 + 1⊗ U . We introduce the
coaction ΩU : L¯† −→ Fp[U ] ⊗ L¯† of αp on L¯† and use it to define and
characterize the ideal L¯[v0] of L¯.
2.1. Parameters r∗ and N∗. Fix u∗ ∈ N and w∗ > 0. (Below we
will specify u∗ = (p− 1)(p− 2) + 1 and w∗ = (p− 1)v0.)
For 1 6 s < p, denote by δ0(s) the minimum of positive values of
v0 −
1
s
(a1 + a2/p
n2 + · · ·+ au/p
nu) ,
where u 6 u∗, all ni ∈ Z>0 and ai ∈ [0, w∗) ∩ Z. The existence of such
δ0(s) can be proved easily by induction on u for any fixed s.
Set δ0 := min{δ0(s) | 1 6 s < p}.
Let r∗ ∈ Q be such that r∗ = b∗0/(q
∗
0 − 1), where q
∗
0 = p
N∗0 with
N∗0 > 2, b
∗
0 ∈ N and gcd(b
∗
0, p(q
∗
0 − 1)) = 1. The set of such r
∗ is dense
in R>0 and we can assume that r
∗ ∈ (v0 − δ0, v0).
For 1 6 u 6 u∗, introduce the following subsets in Q :
— A[u] is the set of all
a1p
−n1 + a2p
−n2 + · · ·+ aup
−nu ,
where 0 = n1 6 · · · 6 nu, all ai ∈ [0, w∗) ∩ Z. If M ∈ Z>0 we denote
by A[u,M ] the subset of A[u] consisted of the elements satisfying the
additional restriction nu 6M . Note that A[u,M ] is finite.
— B[u] is the set of all numbers
r∗(b1p
−m1 + b2p
−m2 + · · ·+ bup
−mu) ,
where all 0 = m1 6 · · · 6 mu, bi ∈ Z>0, b1 6= 0 and b1 + · · ·+ bu < p.
(In particular, 0 /∈ B[u].) For M ∈ Z>0, B[u,M ] is the subset of B[u]
consisted of the elements satisfying the additional restrictionsmu 6M .
The set B[u,M ] is also finite.
Lemma 2.1. For any u, A[u] ∩B[u] = ∅.
Proof. Note that A[u] ⊂ Z[1/p]. Prove that B[u] ∩ Z[1/p] = ∅.
It will be sufficient to verify that for any n1, . . . , nu, b1, . . . , bu ∈ Z>0
such that 0 < b1 + · · ·+ bu < p, we have
b1p
n1 + · · ·+ bup
nu 6≡ 0mod (q∗0 − 1) .
Since q∗0 ≡ 1mod (q
∗
0 − 1) we can assume that all ni < N
∗
0 . But then
0 < b1p
n1 + · · · + bupnu 6 (p − 1)pN
∗
0−1 < q∗0 − 1. The lemma is
proved. 
For α, β ∈ Q, set ρ(α, β) = |α− β|.
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Lemma 2.2. If α /∈ B[u] then
ρ(α,B[u]) := inf{ρ(α, β) | β ∈ B[u]} 6= 0 .
Proof. Use induction on u.
If u = 1 there is nothing to prove because B[1] is finite.
Suppose u > 1 and ρ(α,B[u]) > 0.
Choose Mu ∈ Z>0 such that r∗(p− 1)/pMu+1 < ρ(α,B[u])/2.
If β ∈ B[u + 1] \ B[u + 1,Mu] then there is β
′ ∈ B[u] such that
ρ(β, β ′) < ρ(α,B[u])/2. Then
ρ(α, β) > ρ(α, β ′)−ρ(β ′, β) > ρ(α,B[u])−ρ(α,B[u])/2 = ρ(α,B[u])/2 ,
and we obtain
ρ(α,B[u+ 1]) > min{ρ(α,B[u+ 1,Mu]), ρ(α,B[u])/2} > 0 .
The lemma is proved. 
Lemma 2.3. If β /∈ A[u] then ρ(β,A[u]) 6= 0.
Proof. The proof is similar to the proof of above Lemma 2.2. 
Lemma 2.4. For all u1, u2 6 u
∗, ρ(A[u1], B[u2]) > 0.
Proof. If u1 = 1 this follows from Lemma 2.2 because A[1] is finite.
Suppose u1 > 1 and ρ(A[u1], B[u2]) = δ > 0.
Choose M1 ∈ Z>0 such that w∗/pM1 < δ/2.
If α ∈ A[u1 + 1] \ A[u1 + 1,M1] then there is α′ ∈ A[u1] such that
ρ(α, α′) < δ/2. Then for any β ∈ B[u2], we have
ρ(α, β) > ρ(α′, β)− ρ(α, α′) > δ/2 .
Therefore, for any α ∈ A[u1 + 1],
ρ(α,B[u2]) > min{ ρ(A[u1 + 1,M1], B[u2]), δ/2 }} > 0 .
Lemma is proved. 
Fix the values u∗ = (p− 1)(p− 2) + 1 and w∗ = (p− 1)v0
(since u∗ > p− 1, B[u∗] = B[p− 1]).
Choose N∗ ∈ N satifying the following conditions:
C1) N∗ ≡ 0modN∗0 ;
C2) pN
∗
ρ(A[u∗], B[u∗]) > 2r∗(p− 1);
C3) r∗(1− p−N
∗
) ∈ (v0 − δ0, v0).
Introduce q = pN
∗
and b∗ = b∗0(q − 1)/(q0 − 1) ∈ N.
Note that r∗ = b∗/(q − 1) and b∗ ∈ Z+(p).
Proposition 2.5. If α ∈ A[u∗] and β ∈ B[u∗] then
q |qα− (q − 1)β| > b∗(p− 1) .
RAMIFICATION VIA DEFORMATIONS 11
Proof. Indeed, the left-hand side of our inequality equals
q |qα− (q−1)β| = q2|α−β+β/q| > q2|α−β|−βq > q2ρ(A[u∗], B[u∗])
−r∗(p− 1)q > 2r∗(p− 1)q − r∗(p− 1)q = r∗(p− 1)q > b∗(p− 1) .

2.2. The set A0. Use the above parameters r∗, N∗, q = pN
∗
.
Definition. A0 is the set of all ι = pm(qα− (q− 1)β), where m ∈ Z>0,
α ∈ A[u∗, m], β ∈ B[u∗, m] ∪ {0} and |ι| 6 b∗(p − 1). (Note that
pmα ∈ Z>0 and pmβ/r∗ ∈ N.)
Let A00 := {ι ∈ A
0 | β = 0}.
Lemma 2.6. Suppose ι = pm(qα− (q − 1)β) ∈ A0. Then:
a) A00 = {qa | a ∈ [0, (p− 1)v0) };
b if β 6= 0 then m < N∗ (in particular, A0 is finite);
c) the integers pmα and pmβ/r∗ do not depend on the presentation
of ι in the form pm(qα− (q − 1)β) from the definition of A0.
Proof. a) Here 0 6 pmα/(p − 1) 6 b∗/q ∈ (v0 − δ0, v0). By the choice
of δ0 in Sect.2.1, the inequalities p
mα/(p− 1) < v0 and pmα/(p− 1) 6
v0 − δ0 are equivalent.
b) If β ∈ B[u∗, m] and m > N∗ then by Prop.2.5, |ι| > b∗(p− 1) i.e.
ι /∈ A0.
c) If ι = pm
′
(qα′− (q−1)β ′) is another presentation of ι then pmβ/r∗
and pm
′
β ′/r∗ are non-negative congruent modulo q integers and the
both are smaller than q. Indeed, if β/r∗ = b1 + b2p
−m2 + · · ·+ bup−mu ,
where all 0 6 mi 6 m and u 6 u
∗, then
pmβ/r∗ 6 pm(b1 + · · ·+ bu) 6 p
m(p− 1) < pm+1 6 q
because m < N∗. Similarly, pm
′
β ′/r∗ < q. Therefore, they coincide
and this implies also that pmα = pm
′
α′. 
Corollary 2.7. Suppose that ι = pm(qα − (q − 1)β) ∈ A0. Then the
sum of the “ p-digits” b1 + · · · + bu of the appropriate β/r
∗ = b1 +
b2p
−m2 + · · ·+ bup−mu depends only on ι.
Definition. ch(ι) := b1 + · · ·+ bu .
In the notation from Sect.2.2 suppose ι = pm(qα − (q − 1)β) ∈ A0.
By Lemma 2.6 pmα depends only on ι and can be presented (non-
uniquely) in the form a1p
n1 + a2p
n2 + · · ·+ aupnu where all coefficients
ai ∈ [0, (p− 1)v0)) ∩ Z, 0 6 ni 6 m, n1 = m and u 6 u∗.
Definition. κ(ι) is the maximal natural number such that for any
above presentation of pmα, κ(ι) 6 u.
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Remark. a) If ι ∈ A0 then κ(ι) 6 u∗ and ch(ι) 6 p− 1;
b) if ι ∈ A00 then ch(ι) = 0;
c) if ι ∈ A00 and ι 6= 0 then κ(ι) = 1.
2.3. Lie algebras L † and L¯ †. Suppose ι = pm(qα− (q−1)β) ∈ A0 is
given in the standard notation from Sect.2.2. Let w0(ι) be the minimal
natural number such that ι < w0(ι)b∗.
Definition. The subset A+(p) consists of ι ∈ A0 such that
— ι > 0;
— gcd(pmα , pmβ/r∗, p) = 1;
— w0(ι) + ch(ι) 6 p− 1;
— κ(ι) 6 (p− 2)ch(ι) + w0(ι).
Remark. For any ι ∈ A+(p), (p−2)ch(ι)+w0(ι) 6 (p−2)2+p−1 = u∗ .
The elements of {t−ι | ι ∈ A+(p)} behave “well” modulo (σ − id)K,
i.e. the natural map
∑
ι∈A+(p)
kt−ι −→ K/(σ − id)K is injective. This is
implied by the following proposition.
Proposition 2.8. Let vp be the p-adic valuation such that vp(p) = 1.
a) Then all ιp−vp(ι), where ι ∈ A+(p), are pairwise different.
b) If ι ∈ A+(p) and ch(ι) = 1 then ιp−vp(ι) > qv0 − b∗.
Proof. a) Suppose ι = pm(qα− (q − 1)β) ∈ A+(p).
If ch(ι) = 0 then ι 7→ ιp−vp(ι) identifies {ι ∈ A+(p) | ch(ι) = 0} with
Z+(p) ∩ [0, (p− 1)v0), cf. Lemma 2.6a).
Remark. For similar reasons, if 1 6 s < p and a ∈ Z+(p)∩[0, (p−1)v0)
then a < sv0 iff qa < sb
∗.
If ch(ι) > 1 then ιp−m /∈ pN, i.e. m > vp(ι).
Indeed, ιp−m = qα−(q−1)β ∈ pN implies (use that qα ∈ pN because
m < N∗) that p−m(b1+b2p
m2+ · · ·+bup
mu) ∈ pN where all mi ∈ [0, m].
But this number is 6 ch ι < p. The contradiction.
Then by Prop.2.5, ιp−vp(ι) > ιp−m = |qα − (q − 1)β| >
(b∗/q)(p − 1) = r∗(1 − q−1)(p − 1) > (v0 − δ0)(p − 1) (use property
C3 from Sect.2.1).
Finally, if ι ∈ A00 then ιp
−vp(ι) = a < (p − 1)v0 implies that a <
(v0− δ0)(p−1) by the choice of δ0, cf. Sect.2.1. On the other hand, for
all ι ∈ A+(p) with ch(ι) > 1, the values ιp−vp(ι) are different (use that
gcd(pmα, pmβ/r∗) 6≡ 0mod p) and bigger than (v0 − δ0)(p− 1).
b) Here ιp−ιp(ι) = ιp−m = qα− b∗. If α > v0 then ι−vp(ι) > qv0 − b∗.
If α < v0 then ιp
−vp(ι) 6 q(v0 − δ0 − r∗(q − 1)/q)) < 0, cf. condition
C3) from Sect.2.1. The contradiction.
The proposition is completely proved. 
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Definition. A0(p) = A+(p) ∪ {0}.
Let L˜ †k be the Lie algebra over k with the set of free generators
{ D†ιn | ι ∈ A
+(p), n ∈ Z/N0} ∪ {D
†
0} .
Set (compare with Sect.1.1) D †0n = σ
n(α0)D
†
0 , use the notation σ for
the σ-linear k-automorphism of L˜ †k such that for all ι ∈ A
0(p), σ :
D †ιn 7→ D
†
ι,n+1, and introduce the Lie Fp-algebras L˜
† := L˜ †k |σ=id and
L † = L˜ †/Cp(L˜ †). Note that L˜† ⊗ k = L˜
†
k, and this matches the
agreement about extension of scalars from the end of Introduction.
For ι ∈ A0(p), set w†(ι) = w0(ι) + ch(ι).
Remark. Now the last inequality from the above definition of ι ∈
A+(p) can be written as κ(ι) 6 (p− 3)ch(ι) + w†(ι).
Introduce the †-weights, wt†(D†ιn) := w
†(ι).
Denote by {L †(s)}s>1 the minimal central filtration of L † such that
all D †ιn with wt
†(D †ιn) > s belong to L
†(s)k. This means that L†(s)k is
an ideal in L†k generated as k-module by all [. . . [D
†
ι1n1
, D†ι2n2 ], . . . , D
†
ιrnr ]
such that w†(ι1) + · · ·+ w†(ιr) > s. Note that Cs(L†) ⊂ L†(s).
Let p¯r† : L† −→ L¯† := L†/L†(p) be the natural projection. Then L¯†
is provided with the induced decreasing central filtration by the ideals
L¯ †(s) = p¯r †(L¯ †(s)), s > 1, and L¯†(p) = 0.
Let A† be an enveloping algebra for L†.
For m ∈ Z>0, let A†[m]k be the k-submodule in A
†
k generated by all
monomials D†ι1n1D
†
ι2n2
. . .D†ιrnr such that ch(ι1) + · · ·+ ch(ιr) = m.
By setting A†[m] = A† ∩ A†[m]k we obtain a grading in the cate-
gory of Fp-algebras A† = ⊕m>0A†[m] and the induced grading L† =
⊕m>0L†[m] in the category of Lie algebras.
For s > 1, set L†(s)[m] = L†(s)∩L†[m] and L¯†[m] = L†[m]/L†(p)[m].
Note that L¯†[p] = 0 (use that for any l ∈ L¯†[p], wt†(l) > p).
This gives the induced gradings L¯† = ⊕m>0L¯†[m] and L¯†(s) =
⊕m>0L¯†(s)[m], where L¯†(s)[m] := L¯†(s) ∩ L¯†[m] and L¯†(s)[s] = 0.
Definition. If l ∈ L¯†[m]k, l 6= 0, we set ch(l) = m.
Note that L¯†[m]k is a k-submodule of L¯
†
k generated by all commuta-
tors [. . . [D†ι1n1 , . . . ], D
†
ιrnr ] such that
∑
16j6r
ch(ιj) = m.
Clearly, for any m1, m2, [L¯†[m1], L¯†[m2]] ⊂ L¯†[m1 +m2].
2.4. Lie algebra N˜ sp. Let N † be the k-submodule in L†K generated
by the elements of the form t−bl, where l ∈ L †(s)k and b < sb∗. Then
N † is a Lie k-subalgebra in L †K and for j > 0, t
jb∗N † are ideals in N †.
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Introduce similarly the k-subalgebra N¯ † in L¯†K (generated by all
t−bl, where l ∈ L¯ †(s)k and b < sb∗) and its ideals tjb
∗
N¯ †. Note that
t(p−1)b
∗
N¯ † ⊂ L¯ †m (use that L¯
†(p) = 0).
Set N˜ † = N¯ †/t(p−1)b
∗
N¯ †.
The grading from Sect.2.3 induces the gradings N¯ † = ⊕m>0N¯ †[m]
and N˜ † = ⊕m>0N˜
†[m] on the Lie k-algebras N¯ † and N˜ †.
Definition. Let N˜ sp be the k-submodule in N˜ † generated by the ele-
ments of the form t−ιl with l ∈ L¯†(s)[m]k such that:
a) ι ∈ A0;
b) ι+ ch(ι)b∗ < sb∗;
c) ch(ι) > m, κ(ι) 6 (p− 3)m+ s.
Remark. Condition b) means that t−ιl ∈ t ch(ι)b
∗
N˜ †.
Lemma 2.9. a) N˜ sp is a Lie subalgebra in N˜ †.
b) For any j > 0, t jb
∗
N˜ sp is an ideal in N˜ sp.
Proof. a) Suppose w1 = t
−ι1l1 and w2 = t
−ι2l2 belong to N˜ sp. We must
prove that w = [w1, w2] ∈ N˜ sp.
We can assume that for j = 1, 2, lj ∈ L¯†(sj)[mj]k, where sj = wt†(lj)
and mj = ch(lj). We can assume also that s := s1+ s2 < p (otherwise,
wt†([l1, l2]) > p and [w1, w2] = 0). Then m := m1 +m2 < p (because,
m1 6 s1 and m2 6 s2). This implies that l := [l1, l2] ∈ L¯†(s)[m]k.
Let ι := ι1 + ι2. Then
ι+ (ch(ι1) + ch(ι2))b
∗ < sb∗ 6 (p− 1)b∗ .
This implies that ι < (p − 1)b∗. If −ι > (p − 1)b∗ then t−ιl ∈
t(p−1)b
∗
N˜ † = 0. Therefore, we can assume that |ι| < (p− 1)b∗.
In addition, it will be sufficient to consider the case m′ := ch(ι1) +
ch(ι2) < p. (Otherwise, for j = 1, 2 wj ∈ tch(ιj)b
∗
N˜ † and w = [w1, w2] ∈
tm
′b∗N˜ † = 0.)
Now notice that κ(ι) 6 κ(ι1)+κ(ι2) 6 (p−3)m+s < u∗ , i.e. ι ∈ A0.
Finally, ch(ι) = m′ > m and w ∈ N˜ sp.
b) It will be sufficient to verify that tjb
∗
w ∈ N˜ sp, where w = t−ιl
with l ∈ L¯†(s)[m]k, ch(ι) > m, ι+ch(ι)b
∗ < sb∗ and κ(ι) 6 (p−3)m+s.
Suppose ch(ι) + j < p.
In this case ι′ = ι − jb∗ ∈ A0. Indeed, ch(ι′) = ch(ι) + j < p
and κ(ι′) = κ(ι) < u∗. Therefore, tjb
∗
w = t−ι
′
l ∈ N˜ sp, because
ι′+ch(ι′)b∗ = ι−jb∗+(ch(ι)+j)b∗ < sb∗ and κ(ι′) = κ(ι) 6 (p−2)m+s.
If ch(ι) + j > p then (as earlier) tjb
∗
w ∈ t(ch(ι)+j)b
∗
N˜ † = 0.
The lemma is proved. 
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Clearly, we have the induced grading N˜ sp = ⊕m>0N˜ sp[m], where
N˜ sp[p−1] = 0. Any element from N˜ sp[m] appears as a sum of elements
of the form t−ιl, where for some s > 1, l ∈ L¯†(s)[m]k, ι+ch(ι)b∗ < sb∗,
ch(ι) > m and κ(ι) 6 (p− 3)m+ s.
Definition. For j > 0 and s > 1, let:
a) N˜ sp〈j〉 be the k-submodule in N˜ sp generated by all t−ιl ∈ N˜ sp
such that for some m > 0, t−ιl ∈ N˜ sp[m] and ch(ι) > m+ j;
b) N˜ sp(s, j〉 be the submodule in N˜ sp〈j〉 generated by t−ιl (in the
above notation) such that l ∈ Cs(L¯
†
k).
Note that:
— N˜ sp〈0〉 = N˜ sp(1, 0〉 = N˜ sp;
— all N˜ sp〈j〉 and N˜ sp(s, j〉 are ideals in N˜ sp;
— for all j1, j2 and s1, s2, [N˜ sp〈j1〉, N˜ sp〈j2〉] ⊂ N˜ sp〈j1 + j2〉 and
[N˜ sp(s1, j1〉, N˜ sp(s2, j2〉] ⊂ N˜ sp(s1 + s2, j1 + j2〉;
— N˜ sp〈p− 1〉 = 0.
— for any ι ∈ A0(p), t−ιD†ι0 ∈ N˜
sp.
2.5. The action Ωγ. Suppose γ ∈ Z/p. If ι = p
n(qα− (q− 1)β) ∈ A0
and t−ιl ∈ N˜ sp , where l ∈ L¯†k, then by Lemma 2.9
Ωγ(t
−ιl) := t−ιe˜xp(γ(pnα)tb
∗
)l ∈ N˜ sp .
If w ∈ N˜ sp then there is a unique presentation w =
∑
ι∈A0 t
−ιlι,
where all t−ιlι ∈ N˜ sp, and we set
Ωγ(w) =
∑
ι∈A0
Ωγ(t
−ιlι) .
The correspondence w 7→ Ωγ(w) is a well-defined action of the ele-
ments γ of the (additive) group Z/p on the Lie algebra N˜ sp. This action
is unipotent because for any n ∈ N˜ sp〈j〉, Ωγ(n) ≡ nmod N˜ sp〈j + 1〉.
Choose e¯sp ∈ N¯ † satisfying the following two conditions:
(2.1) e¯sp ≡
∑
ι∈A0(p)
t−ιD†ι0modC2(L¯K) ;
(2.2) e˜sp := e¯spmod t(p−1)b
∗
N¯ † ∈ N˜ sp .
A choice of e¯ sp allows us to associate to the above defined actions
Ωγ the “conjugated” actions of A
†
γ on L¯
† as follows.
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Proposition 2.10. For any γ ∈ Z/p, there are unique c˜γ ∈ N˜ sp〈1〉
and A†γ ∈ AutLieL¯
† such that
a) σc˜γ ∈ N˜ sp〈1〉 and Ωγ( e˜
sp) = (σc˜γ) ◦ (A†γ ⊗ idK)e˜
sp ◦ (−c˜γ);
b) for any ι ∈ A0(p), A†γ(D
†
ι0)−D
†
ι0 ∈ ⊕m<ch(ι)L¯
†[m]k.
Proof. We need the following lemma.
Lemma 2.11. Suppose j, s > 1 and n ∈ N˜ sp(s, j〉. Then there are
unique S(n),R(n) ∈ N˜ sp(s, j〉 such that
a) R(n) =
∑
ι∈A+(p)
t−ιlι with all lι ∈ Cs(L¯†)k (if ch(ι) < j then lι = 0);
b) n = R(n) + (σ − id)S(n).
Proof of lemma. Note that any n ∈ N˜ sp(s, j〉 appears as a sum of ele-
ments of the form t−ιl, where for some m0 and s0, it holds
l ∈ L¯†(s0)[m0]k ∩ Cs(L¯†)k, ι + ch(ι)b∗ < s0b∗, ch(ι) > m0 + j and
κ(ι) 6 (p− 3)m0 + s0. When proving the existence of S(n) and R(n)
we can assume that n = t−ιl.
— Let ι < 0 .
Set R(n) = 0 and S(n) = −
∑
m>0 t
−ιpmσml.
If −ιpm > b∗(p− 1) then t−ιp
m
σml ∈ tb
∗(p−1)N˜ † = 0.
If −ιpm < b∗(p− 1) then:
— ιpm + ch(ιpm)b∗ 6 ι+ ch(ι)b∗ < s0b∗ = wt†(σml)b∗;
— m0 = ch(l) = ch(σml) and ch(ιpm) = ch(ι) > m0 + j;
— κ(ιpm) = κ(ι).
Therefore, if ι < 0 then both R(n),S(n) ∈ N˜ sp(s, j〉.
— Let ι > 0 .
Suppose pm(ι) is the maximal power of p such that ι = pm(ι)ι1 and
ι1 ∈ A0. Then ι1 ∈ A+(p). Indeed, we must verify just the last
inequality for κ(ι) from the definition of A+(p) in Sect.2.3. Using that
t−ιl ∈ N˜ sp, w0(ι) > 1 and ch(ι) > m0 + 1 we obtain that
κ(ι) 6 (p− 3)m0 + s0 6 (p− 3)ch(ι) + 2 6 (p− 2)ch(ι) + w0(ι) .
Then we set
R(n) = t−ι1σ−m(ι)l, S(n) =
∑
06m<m(ι)
σm(R(n)) .
Finally, if 0 6 m 6 m(ι) then σmR(n) ∈ N˜ sp〈j〉. Indeed,
— ι1p
m + ch(ι1p
m)b∗ 6 ι+ ch(ι)b∗ < s0b∗ = wt†(σ−m(ι)+ml)b∗;
— ch(ι1p
m) = ch(ι) > m0 + j, σ−m(ι)+ml ∈ L¯†(s0)[m0]k ∩Cs(L¯†)k ;
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— κ(ι1p
m) = κ(ι).
So, we proved the existence of R(n) and S(n).
The uniqueness follows from the fact that for j > 1, N˜ sp〈j〉|σ=id = 0
and the appropriate t−ι are independent modulo (σ−id)K, cf. Prop.2.8.
The lemma is proved. 
Continue the proof of Prop.2.10.
Use induction on i > 1 to prove the proposition modulo N˜ sp(i, i〉.
— If i = 1 take c˜γ = 0, A
†
γ = id and use Ωγ(e˜
sp)− e˜ sp ∈ N˜ sp(1, 1〉.
— Assume 1 6 i < p and for c˜γ ∈ N˜ sp(1, 1〉 and A†γ ∈ AutLie(L¯
†),
H = Ωγ e˜
sp − (σc˜γ) ◦ (A
†
γ ⊗ idK) e˜
sp ◦ (−c˜γ) ∈ N˜
sp(i, i〉 .
Then R(H),S(H) ∈ N˜ sp(i, i〉. Set R(H) =
∑
ch(ι)>i+m
t−ιHιm, where
all Hιm ∈ L˜†[m]k ∩ Ci(L¯†)k. Introduce A†′γ ∈ AutLie(L¯
†) by setting
for all involved ι and m, A†′γ (D
†
ι0) = A
†
γ(D
†
ι0) −
∑
mHιm. Set also
c˜ ′γ = c˜ γ − S(H). Then
Ωγ e˜
sp ≡ (σc˜ ′γ1) ◦ (A
†′
γ ⊗ idK)e˜
sp ◦ (−c˜ ′γ)mod N˜
sp(i+ 1, i+ 1〉 .
The uniqueness follows similarly by induction on i and the unique-
ness part of Lemma 2.11.
The proposition is proved. 
We have obviously the following properties.
Corollary 2.12. For any γ, γ1 ∈ Z/p,
a) A†γ+γ1 = A
†
γA
†
γ1;
b) Ωγ(c˜γ1) ◦ (A
†
γ1
⊗ idK)c˜γ = c˜γ+γ1 ;
c) if l ∈ L¯†[m] then A†γ(l)− l ∈ ⊕m′<mL¯
†[m′], e.g. A†γ|L¯†0 = id .
2.6. The action ΩU . Let A
† := A†γ|γ=1. Then for any γ = nmod p,
A†γ = A
†n, in particular, A†p = idL¯† . By part c) of the above corollary,
for all m > 0,
(A†γ − idL¯†)
(
⊕m′6mL¯
†[m′]
)
⊂ ⊕m′<mL¯
†[m′] .
Therefore, there is a differentiation B† ∈ EndLieL¯† such that for all
m > 0, B†(L¯†[m]) ⊂ ⊕m′<mL¯†[m′] and for all γ ∈ Z/p, A†γ = e˜xp(γB
†).
Applying the methods from [8], Sect.3 we obtain the existence of
c˜ j ∈ N˜ sp〈j〉 with 1 6 j < p, such that:
if c˜U = c˜
1U + · · ·+ c˜ p−1Up−1 ∈ N˜ sp⊗Fp[U ], where Up = 0, then for
all γ ∈ Z/p, c˜U |U=γ = c˜γ. (Here also all σc˜ j ∈ N˜ sp〈j〉.)
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As a result, we obtain the action ΩU of the formal group scheme
αp = SpecFp[U ] (here U
p = 0 and ∆ : U 7→ U ⊗ 1 + 1⊗ U) on the Lie
algebra N˜ sp. In particular,
(2.3) ΩU (e˜
sp) = σ(c˜U) ◦ (A
†
U ⊗ id)e˜
sp ◦ (−c˜U ) .
where A†U |U=γ = A
†
γ.
This formalism allows us to recover uniquely the action ΩU from its
differential dΩU := Ω
1U , where ΩU =
∑
06i<pΩ
iU i (here Ω0 = id).
Similarly, the cocycle c˜U is determined uniquely by its linear part c˜
1.
2.7. Ideals L¯ †[v0] and L¯[v0].
Recall that L¯ †[0] is the minimal Lie subalgebra of L¯ † such that L¯ †[0]k
contains all D†ιn with ι ∈ A
0
0(p) = {ι ∈ A
0(p) | ch(ι) = 0}. Then L¯ †[0]
has the induced filtration {L¯ †(s)[0]}s>1 and there is epimorphism of
filtered Lie algebras V 0 : L¯† −→ L¯[0] such that D†ιn 7→ D
†
ιn if ι ∈ A
0
0(p)
and D†ιn 7→ 0, otherwise.
By Lemma 2.6, A00(p) = {qa | a ∈ [0, (p−1)v0)∩Z
+(p)}. By Remark
from the proof of Proposition 2.8a), the correspondences D†qa,n 7→ Dan
establish isomorphism of filtered Lie algebras j0 : L¯†[0] −→ L¯.
Let V := j0V0 : L¯† −→ L¯.
Define the ideal L¯ †[v0] as the minimal ideal in L¯
† containing all
A†γ(KerV), γ ∈ Z/p. Set L¯[v0] = V(L¯
†[v0]). Then L¯[v0] is the minimal
ideal in L¯ such that V−1(L¯[v0]) is invariant with respect to all A †γ .
Proposition 2.13. If l ∈ L¯ † and γ ∈ Z/p then
V(A†γl) ≡ V(l)mod L¯[v0] .
Proof. a) Let l′ = V0(l). Then l ∈ l′ +KerV and, therefore,
A†γ(l) ∈ A
†
γ(l
′) + A†γ(KerV) ⊂ l
′ + V−1L¯[v0] .
It remains to apply V to this embedding. (Use that A†γ |ImV0 = id.) 
The ideal L¯[v0] can be also defined in terms related to the action
ΩU . If B
† is the differentiation from Sect.2.6 then L¯[v0] appears as the
minimal ideal in L¯ such that L¯[v0]k contains all the elements VB
†
k(D
†
ι0),
where ι ∈ A0(p) and ch(ι) > 1 (if ι ∈ A00(p) then B
†(D†ι0) = 0). This is
implied by the following proposition.
Proposition 2.14. Suppose I is an ideal in L¯. Then the following
conditions are equivalent:
a) for any γ ∈ Z/p, A†γ(KerV) ⊂ V
−1(I);
b) B†(KerV) ⊂ V−1(I).
RAMIFICATION VIA DEFORMATIONS 19
Proof. Part a) implies b) because for any l ∈ L¯† we have a non-
degenerate system of linear relations
(2.4) (A†γ − idL¯†)l ≡
∑
16s<p
γsB†s(l)/s! modI
with γ = 1, . . . , p− 1.
Vice versa, b) implies that for all s > 1, B†s(KerV) ⊂ B†(KerV).
Indeed, L¯† = KerV ⊕ L¯†[0] implies that V−1(I) = KerV ⊕ (j0)−1(I).
Therefore, B† 2(KerV) ⊂ B†(V−1(I)) = B†(KerV) (use B†|L¯†[0]) = 0).
It remains to use relations (2.3). Proposition is proved. 
2.8. Lie algebras N (q), N¯ (q) and N˜ (q).
Introduce an analogue N (q) ⊂ LK of N as the k-module generated
by all t−al, where for some s > 1, l ∈ L(s)k and a < sb∗. It is a
Lie k-algebra and e(q) together with all γ ∗ e(q), γ ∈ Z/p, cf. Sect.1.5,
belong to N (q).
Similarly, introduce the Lie algebras N¯ (q) (use the algebra L¯ instead
of L) and N˜ (q) = N¯ (q)/t(p−1)b
∗
N¯ (q). These algebras are related to N (q)
via the natural projection p¯rK : LK −→ L¯K. The appropriate images of
e(q) in N¯ (q) and N˜ (q) will be denoted, resp., by e¯(q) and e˜(q). Note that
there are natural identifications N¯ (q) = VK(N¯ †) and N˜ (q) = VK(N˜ †),
where N¯ †, N˜ † and VK were defined in Sect.2.
2.9. Generators of L¯[v0]. Introduce the following condition of com-
patibility
(2.5) VK(e¯
sp) = e¯(q) .
Recall that Prop.2.14 implies that L¯[v0] is the minimal ideal in L¯
such that for all ι ∈ A0(p) with ch(ι) > 1, VkB
†
k(D
†
ι0) ∈ L¯[v0]k. (Note
that this implies VB†(C2(L¯†)) ⊂ L¯[v0], L¯].)
Proposition 2.15. If ch(ι) > 2 then VkB
†
k(D
†
ι0) ∈ [L¯[v0], L¯]k.
Proof. Suppose e˜ (q) =
∑
a
t−qal
(q)
a and e˜ sp =
∑
ι
t−ιlspι , where all l
(q)
a ∈ L¯k
and lspι ∈ L¯
†
k. Note that:
— if a ∈ Z0(p) then l(q)a ≡ Da0modC2(L¯)k;
— if a /∈ Z0(p) then l(q)a ∈ C2(L¯)k;
— if ι = qa with a ∈ Z, then Vk(lspι ) = l
(q)
a , otherwise Vk(lspι ) = 0;
— if ι ∈ A0(p) then lspι ≡ D
†
ι0modC2(L¯
†)k, otherwise, l
sp
ι ∈ C2(L¯
†)k.
Applying formalism from Sect.2.6 we obtain
(2.6) ΩU (e˜
sp) ≡ (Uσc˜ 1)◦(e˜ sp+U(B†⊗ idK)e˜
sp)◦(−Uc˜ 1)modU2N˜ † ,
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where c˜ 1, σc˜1 ∈ N˜ sp〈1〉. Note that
ΩU(e˜
sp) ≡ e˜ sp + U
∑
ι
(pmα)ιt
−ι+b∗lspι modU
2 ,
where ι = q(pmα)ι − (q − 1)(pmβ)ι.
Applying VK to relation (2.6) and setting x˜ := VKc˜1 we obtain
(2.7) e˜(q) + U
∑
a
at−qa+b
∗
l(q)a ≡
(Uσx˜) ◦
(
e˜(q) + U
∑
ι
t−ιVkB
†
k(l
sp
ι )
)
◦ (−Ux˜)modU2N˜ (q) .
Let f˜1, f˜2 ∈ N˜ (q) be such that
(Uσx˜) ◦ e˜ (q) ≡ e˜ (q) + U(σx˜+ f˜1)modU
2
e˜ (q) ◦ (−Ux˜) ≡ e˜ (q) + U(−x˜ + f˜2)modU
2 .
There are explicit formulas for f˜1 and f˜2, cf. e.g. Sect.3.2 of [8], but we
need only that they are just Fp-linear combinations of the commutators
[. . . [σx˜, e˜ (q)], . . . , e˜ (q)] and, resp., [. . . [x˜, e˜ (q)], . . . , e˜ (q)].
Comparing the coefficients for U in (2.7) we obtain
(2.8)
∑
a
at−qa+b
∗
l(q)a = σx˜− x˜+
∑
ι
t−ιVkB
†
k(l
sp
ι ) + f˜1 + f˜2 .
Note that:
a) c˜ 1, σc˜1 ∈ N˜ sp〈1〉 implies that x˜, σx˜ ∈
∑
ch(ι)>1
t−ιL¯k;
b) { y ∈
∑
ch(ι)>1
t−ιL¯k | σy = y} = 0;
c) if ι 6∈ A0(p) then VkB
†
k(l
sp
ι ) ∈ [L¯[v0], L¯]k;
d) if ι ∈ A0(p) then VkB
†
k(l
sp
ι ) ≡ VkB
†
k(D
†
ι0)mod [L¯[v0], L¯]k.
Let x˜ =
∑
ι
t−ιxι and f˜1 + f˜2 =
∑
ι
t−ιfι, where xι, fι ∈ L¯k and the
both sums are taken for ι ∈ A0 such that ch(ι) > 1. Let x˜[m] be a part
of the first sum containing all the summands t−ιxι with ch(ι) = m.
Similarly, define a part f˜ [m] of the second sum. Note that f˜ [m] is
a linear combination of the commutators [. . . [x˜[m], e˜(q)], . . . , e˜(q)] and
[. . . [σ(x˜[m]), e˜(q)], . . . , e˜(q)].
Then (2.8) and above congruence d) imply that for any m > 2,
H[m] ≡ −f˜ [m] ∈ mod [L¯[v0], L¯]K ,
where H[m] := σ(x˜[m])− x˜[m] +
∑
ch(ι)=m
t−ιVkB
†
k(D
†
ι0).
Let D¯(s) := [L¯[v0], L¯] + L¯(s).
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Prove by induction on s > 1 that x˜[m] ∈ D¯(s)K and VkB
†
k(D
†
ι0) ∈
D¯(s)k (here ch(ι) = m).
If s = 1 there is nothing to prove.
Suppose it is proved for s < p.
Then f˜ [m] ∈ D¯(s+1)K and, therefore, H[m] ∈ D¯(s+1)K. Then ana-
log of Lemma 2.11 implies that x˜[m] and
∑
ch(ι)=m
t−ιVkB
†
k(D
†
ι0) belong
to D¯(s+ 1)K. In particular, all VkB
†
k(Dι0) ∈ D¯(s+ 1)k.
The proposition is proved because D¯(p) = [L¯[v0], L¯]. 
Corollary 2.16. L¯[v0] is the minimal ideal in L¯ such that for all ι ∈
A
0
1(p) := {ι ∈ A
0(p) | ch(ι) = 1}, VkB
†
k(D
†
ι0) ∈ L¯[v0]k.
3. Application to the ramification filtration
3.1. Statement of the main result. Recall that in Sect.1 we fixed
an element e ∈ LK satisfying conditions (1.1) and (1.3). We also fixed
f ∈ Lsep such that σf = e◦f and introduced epimoirphism ηe = pif (e) :
G −→ G(L) which induces identification G<p ≃ G(L). Conditions (1.1)
and (1.3) mean that ηe is a “sufficiently good” lift of the reciprocity
map of class field theory. We are going to describe the ideal L(v0) of L
such that ηe(G(v0)) = L(v0) under additional condition of compatibility
(2.5). In the next section we will use a special case of this assumption
to obtain the explicit description of the ideal L(v0) from the paper [1].
Remark. Condition (2.5) states that there is e¯sp ∈ N¯ † such that
VK(e¯sp) = e¯(q); this can be done if e =
∑
a>0
t−ala, where all la ∈ Lk.
Consider the parameters r∗, N∗, q from Sect.2 (they depend on the
original v0 and the appropriate δ0 > 0 chosen there). Note that if e
(q) =
σN
∗
(e) and f (q) = σN
∗
(f) then the appropriate morphism pif(q)(e
(q))
coincides with ηe.
Recall that in Sect.2 we introduced the ideal L¯[v0] of L¯ defined in the
terms of action of the formal group αp on e˜
sp = e¯spmod t(p−1)b
∗
N¯ † ∈
N˜ sp ⊂ N˜ † which satisfies assumption (2.1) and the compatibility con-
dition (2.5).
Theorem 3.1. L(v0) = p¯r−1L¯[v0].
3.2. Inductive assumption. Prove theorem by induction on s0 > 1
in the folowing form (the statement of theorem appears with s0 = p)
(3.1) L(v0) + Cs0(L) = p¯r
−1(L¯[v0]) + L(s0) .
It is obviously true for s0 = 1 because C1(L) = L(1) = L.
Suppose (3.1) holds for some 1 6 s0 < p.
Note that for any γ ∈ Z/p, the image γ ∗ e˜(q) of γ ∗ e¯(q) in N˜ (q)
coincides with VKΩγ(e˜ sp).
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Proposition 3.2. There is xγ ∈ tb
∗ ∑
16s<s0
t−sb
∗
L(s)m ⊂ N (q) such that
γ ∗ e(q) ≡ (σxγ) ◦ e
(q) ◦ (−xγ)mod (L
(v0) + Cs0(L))K .
Proof. From Prop.2.10 a) it follows that
γ ∗ e˜ (q) = (σx˜γ) ◦ (VA
†
γ ⊗ idK)e˜
sp ◦ (−x˜γ) ,
where x˜γ = VK(c˜γ) ∈ VK(N˜ sp〈1〉) ⊂ VK(tb
∗
N˜ †) = tb
∗
N˜ (q) (use Remark
before Lemma 2.9).
Recall that e¯ sp ∈ N¯ † is a lift of e˜ sp ∈ N˜ sp ⊂ N˜ † such that VK(e¯ sp) =
e¯(q) and σ is nilpotent on the kernel of the projection N¯ † −→ N˜ †.
Therefore, proceeding simialrly to the proof of Prop.1.4 we can establish
the existence of a unique lift x¯γ ∈ tb
∗
N¯ (q) of x˜γ such that
(3.2) γ ∗ e¯ (q) = (σx¯γ) ◦ (VA
†
γ ⊗ idK)e¯
† ◦ (−x¯γ) .
Prop.2.13 implies that (VA†γ⊗idK)e¯
† ≡ e¯(q)mod L¯[v0]K and we obtain
the following congruence
(3.3) γ ∗ e(q) ≡ (σxγ) ◦ e
(q) ◦ (−xγ)mod p¯r
−1L¯[v0]K ,
where xγ ∈ LK is any lift of x¯γ .
We can choose xγ ∈ t
b∗
∑
16s<s0
t−sb
∗
L(s)m when taking this con-
gruence modulo the ideal (p¯r−1L¯[v0] + L(s0))K. It remains to use the
inductive assumption. The proposition is proved. 
Remark. a)Due to the criterion from Sect.1.5 congruence (3.3) already
implies that L(v0) ⊂ p¯r−1L¯[v0] (use that all xγ are defined over K).
b) In the above proof we have automatically that σx¯γ ∈ tb
∗
N¯ (q) and
σxγ ∈ tb
∗∑
16s<s0
t−sb
∗
L(s)m.
For (non-commuting) variables U and V from some Lie Fp-algebra
L of nilpotent class < p, let δ0(U, V ) := U ◦ V − (U + V ). Note, if
U and V are well-defined modulo Cs0(L) then δ
0(U, V ) is well-defined
modulo Cs0+1(L).
Let yγ = γ ∗ e(q) − e(q) + δ0(γ ∗ e(q), xγ)− δ0(σxγ , e(q)).
Lemma 3.3. For any γ ∈ Z/p, there is Xγ ∈ Lsep such that
a) γ ∗ e(q) ≡ (σXγ) ◦ e(q) ◦ (−Xγ)mod ([L(v0),L] + Cs0+1(L))sep ;
b) Xγ ≡ xγ mod (L(v0) + Cs0(L))sep.
Proof of lemma. Prop.3.2 implies that
yγ ≡ σxγ − xγ mod (L
(v0) + Cs0(L))K .
Therefore, there is Xγ ∈ Lsep such that σXγ−Xγ = yγ and Xγ satisfies
the congruence b).
It remains to note that a) is equivalent to the following congruence
σXγ −Xγ ≡ γ ∗ e
(q) − e(q) + δ0(γ ∗ e(q), Xγ)− δ
0(σXγ, e
(q))
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modulo ([L(v0),L] + Cs0+1(L))sep and by the same modulo we have
δ0(γ ∗ e(q), Xγ) ≡ δ0(γ ∗ e(q), xγ) and δ0(σXγ, e(q)) ≡ δ0(σxγ , e(q)). 
The element yγ can be uniquely written as
yγ =
∑
m>0
a∈Z+(p)
t−ap
m
lam + lO ,
where all lam ∈ Lk and lO ∈ LO (and O = k[[t]] ⊂ K). By Prop.1.3
the ideal L(v0)+Cs0+1(L) appears as the minimal ideal in the set of all
ideals I such that:
— I ⊃ [L(v0),L] + Cs0+1(L);
— if a ∈ Z+(p) and a > qv0 − b∗ then l(a) :=
∑
m>0 σ
−mlam ∈ Ik.
Proposition 3.4. L(s0 + 1) ⊂ L(v0) + Cs0+1(L), or (equivalently) if
a > s0v0 then all Dan ∈ L
(v0)
k + Cs0+1(L)k.
Proof. We have e(q), γ ∗ e(q) ∈ N (q) and γ ∗ e(q) − e(q) ∈ tb
∗
N (q). Then
from Prop.3.2 we obtain that yγ ≡ γ ∗ e(q) − e(q) modulo
[tb
∗
N ,N ] ⊂ (tb
∗
N ) ∩ C2(L)K ⊂
⊂
∑
26s1+s26s0
[L(s1),L(s2)]mt
−(s1+s2−1)b∗ + L(s0 + 1)K ∩ C2(L)K
⊂ t−(s0−1)b
∗
Lm + L(s0 + 1)K ∩ C2(L)K.
Lemma 3.5. L(s0 + 1) ∩ C2(L) ⊂ L
(v0) ∩ C2(L) + Cs0+1(L).
Proof of lemma. From the definition of L(s0 + 1) it follows that the
k-module L(s0 + 1)k ∩ C2(L)k is generated by the commutators
[. . . [Da1n1, Da2n2 ], . . . , Darnr ]
such that r > 2 and wt(Da1n1) + · · ·+ wt(Darnr) > s0 + 1.
Here for 1 6 i 6 r, wt(Daini) = si, where (si − 1)v0 6 ai < siv0.
Hence, if s′i := min{si, s0} then
∑
i s
′
i > s0 + 1 (use that r > 2).
By inductive assumption all Daini ∈ L(s
′
i)k ⊂ L
(v0)
k + Cs′i(L)k and,
therefore, our commutator belongs to L(v0)k + Cs0+1(L)k. It remains to
note that (L(v0) + Cs0+1(L)) ∩ C2(L) = L
(v0) ∩ C2(L) + Cs0+1(L).
The lemma is proved. 
Lemma 3.5 implies that for a > (s0 − 1)b∗, all l(a) modulo the ideal
L(v0)k ∩C2(L)k + Cs0+1(L)k appear as linear combinations of the linear
terms of γ ∗ e(q) − e(q). More precisely, this can be stated as follows.
Let ∑
a∈Z+(p)
t−aq(E(atb
∗
)− 1)Da0 =
∑
a′,u
α(a′, u)t−qa
′+ub∗Da′0 ,
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where a′ and u run over Z+(p) and N, resp., and all α(a′, u) ∈ Fp (note
that α(a′, 1) = a′).
Lemma 3.6. If a > (s0 − 1)b∗ then
l(a) ≡
∑
m>0
qa′−ub∗=apm
α(a′, u)Da′,−mmod (L
(v0)
k ∩ C2(L)k + Cs0+1(L)k) .
Proof of Lemma. Suppose a0 ∈ Z
0(p) satisfies the following inequality
a0 > s0v0. Then a = qa0 − b∗ > (s0 − 1)b∗ and l(a) is congruent to
a0Da00 + {k-(pro)linear combination of Da′m′ with a
′ > a0} .
Since all such l(a) should belong to L(v0)+Cs0+1(L), this implies that
all Da00 with a0 > s0v0 (or, equivalently, with the weight > s0 + 1)
must belong to L(v0)k + Cs0+1(L)k. 
Proposition is proved. 
3.3. Interpretation in L¯†. It remains to prove that in L¯ we have
L¯(v0) + Cs0+1(L¯) = L¯[v0] + L¯(s0 + 1). By Prop.3.4 and Remark from
Sect.3.2 it will be sufficient to establish that
L¯(v0) + L¯(s0 + 1) ⊃ L¯[v0] + L¯(s0 + 1) .
We can use the inductive assumption in the following form
L¯[v0] + L¯(s0) = L¯
(v0) + L¯(s0) .
By the definition of L¯[v0] and Prop.2.15 the ideal L¯[v0] + L¯(s0 + 1)
appears as the minimal ideal in the set of all ideals I of L¯ such that :
• I ⊃ D¯(s0 + 1) := [L¯[v0], L¯] + L¯(s0 + 1) = [L¯
(v0), L¯] + L¯(s0 + 1);
• if ι ∈ A01(p) then VkB
†
k(D
†
ι0) ∈ Ik.
Prove that for any ι ∈ A01(p), VkB
†
k(D
†
ι0) ∈ L¯
(v0)
k + L¯(s0 + 1)k or,
equivalently, for any γ 6= 0,
Vk(A
†
γ − idL¯k)(D
†
ι0) ∈ L¯
(v0)
k + L¯(s0 + 1)k .
Fix γ 6= 0 and consider equality (3.2).
By Prop.2.13, (VA †γ ⊗ idK)e¯
† ≡ e¯(q)mod (L¯[v0] + L¯(s0))K. Hence,
there is Zγ ∈ (L¯[v0] + L¯(s0))sep such that
σZγ − Zγ = (V(A
†
γ − idL¯†)⊗ idK)e¯
† ,
and we obtain (use that (L¯[v0] + L¯(s0 + 1))mod D¯(s0 + 1) is abelian)
γ ∗ e¯(q) = σ(x¯γ ◦ Zγ) ◦ e¯
(q) ◦ (−(x¯γ ◦ Zγ))mod D¯(s0 + 1)sep.
Therefore, the ideal L¯(v0) + L¯(s0 + 1) ⊃ D¯(s0 + 1) is the minimal in
the family of all ideals I such that
• L¯[v0] + L¯(s0 + 1) ⊃ I ⊃ D¯(s0 + 1);
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• v(Zγ mod Isep/K) < qv0 − b∗ (use that x¯γ is defined over K).
By Prop.2.15 we have the following congruence modulo D¯(s0 + 1)K
(V(A†γ − idL¯†)⊗ idK)e¯
† ≡
∑
ch(ι)=1
t−ιV(A†γ − idL¯†)D
†
ι0 .
For any ι ∈ A01(p), consider W¯γι := Vk(A
†
γ − idL¯†)kD
†
ι0 ∈ L¯k .
Recall that L¯[v0]k+L¯(s0+1)k is generated by all W¯γι and the elements
of D¯(s0 + 1)k. Then
Zγ ≡
∑
ch(ι)=1
Zγιmod D¯(s0 + 1)sep ,
where Zγι ∈ (L¯[v0] + L¯(s0 +1)/D¯(s0+ 1))sep, σZγι−Zγι = t−ιWγι and
Wγι := W¯γιmod D¯(s0 + 1)k ∈ ((L¯[v0] + L¯(s0 + 1)/D¯(s0 + 1))k.
Note that all above Zγι come essentially from elementary Artin-
Schreier equations. More precisely, suppose {ωj} is a (finite) Fp-basis of
(L¯[v0] + L¯(s0+1)/D¯(s0+1). Then for some wγιj ∈ k, Wγι =
∑
j
wγιjωj
and Zγι =
∑
j
zγιjωj, where z
p
γιj − zγιj = wγιjt
−ι. In particular, for
any fixed ι (and γ), K(Zγι) is a composit of all K(zγιj). Therefore,
K(Zγι)/K is an elementary abelian p-extension, which is either trivial
or has only one ramification number ιp−vp(ι).
This immediately implies that
— K(Zγ mod Isep)/K coincides with the composite of all
K(Zγιmod (I/D¯(s0+1))sep)/K (use that for different ι these extensions
are linearly disjoint because by Prop.2.8a) their ramification numbers
are different).
In particular,
— if Wγι /∈ Ik then the field K(Zγιmod (I¯/D¯(s0 + 1))sep)/K is a
finite abelian p-extension with only one ramification number ιp−vp(ι);
— by Prop.2.8a), the ramification numbers of different non-trivial
extensions K(Zγιmod (I/L¯
∗(s0 + 1))sep)/K are different.
As a result, the biggest upper ramification number of the field ex-
tension K(Zγ modIsep)/K coincides with max{ιp
−vp(ι) | Wγι /∈ Ik}.
By Prop.2.8b), if ι ∈ A01(p) then ιp
−vp(ι) > qv0−b∗. This implies that
the biggest upper ramification number v(K(Zγ mod Isep)/K) < qv0−b∗
if and only if all Wγι ∈ Ik, i.e. I = L¯[v0] + L¯(s0 + 1).
Theorem 3.1 is completely proved.
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4. Construction of explicit generators of L¯[v0]
4.1. Choice of e ∈ LK. In [1, 2, 3] we fixed the group isomorphism
G<p ≃ G(L) induced by the epimorphism ηe = pif (e) : G −→ G(L) via
a special choice of e ∈ LK. In this paper we use more general element
e by assuming that
(4.1) e˜xp e ≡ 1 +
∑
16s<p
η(a1, . . . , as)t
−(a1+···+as)Da10 . . . Das0modJ
p
K .
Here J is the augmentation ideal in the enveloping algebra A of L. In
the above sum the indices a1, . . . , as run over Z
0(p) and the “structural
constants” η(a1, . . . , as) ∈ k satisfy the following identities:
Ie) η(a1) = 1;
IIe) if 0 6 s1 6 s < p then
η(a1, . . . , as1)η(as1+1, . . . , as) =
∑
π∈Is1s
η(aπ(1), . . . , aπ(s)),
where Is1s consists of all permutations pi of order s such that the se-
quences pi−1(1), . . . , pi−1(s1) and pi
−1(s1 + 1), . . . , pi
−1(s) are increasing
(i.e. Is1s is the set of all “insertions” of the ordered set {1, . . . , s1} into
the ordered set {s1 + 1, . . . , s}).
Assumption Ie) means that e satisfies (1.1) from Sect.1.
Assumption IIe) means that
∆(e˜xp(e)) ≡ e˜xp(e)⊗ e˜xp(e)mod (JK⊗ˆ1 + 1⊗ˆJK)
p ,
i.e. e˜xp(e) is diagonal modulo degree p. This means that e is a k-
linear combination of the commutators t−(a1+···+ar)[. . . [Da10, . . .], Das0].
In particular, e satisfies the assumption (1.3) from Sect.1 and the com-
patibility (2.5) can be easily satisfied. Therefore, we can use Theorem
3.1 to obtain generators of the ramification ideal L(v0). Note that in
the majority of applications of the results from [1, 2, 3] we used the
simplest choice e =
∑
a∈Z0(p) t
−aDa0, where all η(a1, . . . , as) = 1/s!.
4.2. Statement of the main result. For a¯ = (a1, . . . , as) with all
ai ∈ Z0(p), set η(a¯) = η(a1, . . . , as).
Definition. Let n¯ = (n1, . . . , ns) with s > 1. Suppose there is a
partition 0 = i0 < i1 < · · · < ir = s such that if ij < u 6 ij+1 then
nu = mj+1 and m1 > m2 > · · · > mr. Then set
η(a¯, n¯)s = σ
m1η(a¯(1)) . . . σmrη(a¯(r)) ,
where a¯(j) = (aij−1+1, . . . , aij ). If such a partition does not exist we
set η(a¯, n¯)s = 0. (If there is no risk of confusion we just write η(a¯, n¯)
instead of η(a¯, n¯)s.)
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If s = 0 we set η(a¯, n¯)s = 1.
For a¯ = (a1, . . . , as), n¯ = (n1, . . . , ns), set D(a¯,n¯) = Da1n1 . . .Dasns.
Note, if e(N∗, 0] := σ
N∗−1(e) ◦ σN
∗−2(e) ◦ . . . σ(e) ◦ e then
e˜xp e(N∗, 0] ≡
∑
a¯,n¯
η(a¯, n¯)sD(a¯,n¯)modJ
p
K.
For α > 0 and N ∈ Z>0, introduce F0α,−N ∈ Lk such that
F0α,−N =
∑
16s<p
ai,ni
a1η(a¯, n¯)[. . . [Da1n1 , Da2n2], . . . , Dasns] .
Here:
— a¯ = (a1, . . . , as), n1 = 0 and all ni > −N ;
— α = γ(a¯, n¯) = a1p
n1 + a2p
n2 + · · ·+ aspns .
Note that non-zero terms in the above expression for F0α,−N can
appear only if 0 = n1 > n2 > . . . > ns and α ∈ A[p− 1, N ].
Our result about explicit generators of L¯[v0] can be stated in the
following form.
Let F¯0α,−N be the image of F
0
α,−N in L¯[v)]k.
If ι = qpmα−pmb∗ ∈ A01(p) is the standard presentation from Sect.2.2
we indicate the dependance of α and m on ι by setting α = α[ι] and
m = m[ι]. Recall that α(ι) ∈ A[p− 1, m[ι]] and m[ι] < N∗.
Let m(ι) be the maximal non-negative integer such that ιpm(ι) 6
(p− 1)b∗. For any ι ∈ A01(p), fix a choice of mι > m(ι).
Theorem 4.1. L¯[v0] is the minimal ideal in L¯ such that for all ι ∈
A01(p), F¯
0
α[ι],−(m[ι]+mι
∈ L¯[v0]k.
The proof is given in Sections 4.3-4.6 below.
4.3. Recurrent relation. We are going to carry out computations in
the enveloping algebra A¯ of the Lie algebra L¯. Note that the natural
embedding L¯K ⊂ A¯K remains still injective when taken modulo J¯
p
K.
This can be establshed similarly to the corresponding property for Fp-
Lie algebras from Sect.1.2. Using in addition universal properties of
the enveloping algebra AK we obtain the following lemma. (We are
going to use this properties slightly later below.)
Lemma 4.2. Suppose I is an ideal in the Lie algebra L of nilpotence
class < p. Let A be an enveloping algebra of L and JI := IA – the
corresponding (two-sided) ideal in A. Then:
a) (JI + J
p) ∩ L = I;
b) (JJI + JIJ + J
p) ∩ L = [I, L].
Coming back to the proof of Theorem 4.1 consider relation (2.5) and
choose e˜ sp =
∑
ι t
−ιlspι such that for all ι ∈ A
0(p) with ch(ι) > 1,
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lspι = D
†
ι0 if ι ∈ A
0(p) and lspι = 0, otherwise. In other words, the part
of e˜ sp which “disappears under VK” coincides with
∑
ch(ι)>1
t−ιD†ι0.
Note that e˜xp (U ∗ e¯ (q)) ≡ e˜xp e¯ (q) + E¯U mod A¯KU2, where
E¯ =
∑
s>1
ai∈Z
0(p)
η(a1, . . . , as)t
−(a1+···+as)q+b∗(a1 + · · ·+ as)Da10 . . .Das0 .
Apply e˜xp to (2.7) and find a lift x¯ of x˜ to N¯ (q) such that
e˜xp e¯(q)+ E¯U ≡ (1+Uσx¯)
e˜xp e¯(q) + U ∑
ch(ι)>1
t−ιVkB
†
k(D
†
ι0)
 (1−Ux¯)
modulo J¯ pKU + A¯KU
2 by proceeding similarly to the proof of Prop.1.4.
Comparing the coefficients for U and setting VkB
†
k(D
†
ι0) = Vι0 we obtain
in A¯K the following congruence modulo J¯
p
K
(4.2) σx¯− x¯+
∑
ι
t−ιVι0 ≡ E¯ + (e˜xp e¯
(q) − 1)x¯− σx¯(e˜xp e¯ (q) − 1) .
This equality gives a recurrent procedure to determine uniquely the
elements x¯ ∈
∑
ch(ι)>1
t−ιL¯k + t(p−1)b
∗
N¯ (q) and Vι0 ∈ L¯k.
4.4. Some combinatorial identities. Let
−e[ 0, N∗) := (−e) ◦ (−σe) . . . (−σ
N∗−1e)
and introduce the constants ηo(a¯, n¯) ∈ k by the following congruence
e˜xp(−e[ 0, N∗)) ≡
∑
ηo(a¯, n¯)D(a¯,n¯)modJ
p
K.
Set ηo(a¯) := ηo(a¯, 0¯).
It can be easily seen that if there is a partition from the definition
of η-constants in Sect.4.2 such that m1 < m2 < · · · < mr then
ηo(a¯, n¯)s = σ
m1ηo(a¯(1))σm2ηo(a¯(2)) . . . σmrηo(a¯(r)) .
Otherwise, ηo(a¯, n¯)s = 0.
If there is no risk of confusion we just write η(1, . . . , s) instead of
η(a¯, n¯)s and use the similar agreement for η
o. E.g. the equalities
e(N∗, 0] ◦ (−e[ 0, N∗)) = e[ 0, N∗) ◦ (−e(N∗, 0]) = 0
can be written as the following identities
(4.3)
∑
06s16s
η(1, . . . , s1)η
o(s1 + 1, . . . , s) =
∑
06s16s
ηo(1, . . . , s1)η(s1 + 1, . . . , s) = δ0s
(here δ0s is the Kronecker symbol).
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For 1 6 s1 6 s < p, consider the subset Φss1 of substitutions pi
of order s such that pi(1) = s1 and for any 1 6 l 6 s, the subset
{pi(1), . . . , pi(l)} of the segment [1, s] is “connected”, i.e. there exists
n(l) ∈ N such that
{pi(1), . . . , pi(l)} = {n(l), n(l) + 1, . . . , n(l) + l − 1}.
By definition, we set Φs0 = Φs,s+1 = ∅.
Set Bs1(1, . . . , s) =
∑
π∈Φss1
η(pi(1), . . . , pi(s)).
Note that:
— B0(1, . . . , s) = Bs+1(1, . . . , s) = 0;
— B1(1, . . . , s) = η(1, 2, . . . , s);
— Bs(1, . . . , s) = η(s, s− 1, . . . , 1).
Lemma 4.3. Suppose 0 6 s1 6 s < p. Then:
a) Bs1(1, . . . , s) +Bs1+1(1, . . . , s) = η(s1, . . . , 1)η(s1 + 1, . . . , s);
b) ηo(1, . . . , s) = (−1)sη(s, s− 1, . . . , 1);
c) for indeterminates X1, . . . , Xs,∑
16s16s
π∈Φss1
(−1)s1−1Xπ−1(1) . . .Xπ−1(s) = [. . . [X1, X2], . . . , Xs].
Proof. a) Use that all insertions of (s1, ..., 1) into (s1 + 1, . . . s) are
“connected” and start either with s1 or s1 + 1.
b) Clearly, part a) implies that∑
06s16s
(−1)s1η(s1, . . . , 1)η(s1 + 1, . . . , s) = δ0s .
Then our statement follows from above relation (4.3).
c) Use that the right-hand side is a linear combintion of the monomi-
als Xi1 . . .Xis such that for any l > 1, {j | ij ∈ [1, l]} is a “connected”
segment of consecutive l integers. 
4.5. Lie elements F¯ [ι] and F¯ [ι]0. Introduce the following notation:
— n¯ = (n1, . . . , ns) > M means that all ni > M . Similarly, we
interpret n¯ > M , n¯ 6 M and n¯ < M .
— γ(a¯, n¯) = a1p
n1 + · · ·+ aspns.
For 1 6 s1 6 s, let γ
∗
[s1,s]
(a¯, n¯) =
∑
s16u6s
aup
nu where n∗u = 0 if
nu = M(n¯) := max{n1, . . . , ns} and n∗u = −∞, otherwise (i.e. in this
case pn
∗
u = 0).
For ι ∈ A01, introduce
F¯ [ι] =
∑
(a¯,n¯)
∑
16s16s
ηo(1, . . . , s1 − 1)η(s1, . . . , s)γ
∗
[s1,s]
(a¯, n¯)D(a¯,n¯) ∈ A¯k .
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Here the first sum is taken over all (a¯, n¯) of lengths 1 6 s < p such
that n¯ > 0 and γ(a¯, n¯)− pM(n¯)b∗ = ι.
Let F¯ [ι]0 be a part of the above sum taken under the additional
condition m(n¯) := min{n1, . . . , ns} = 0.
Note that for any ι ∈ A01 and m > 0,
σmF¯ [ι]0 + σ
m−1F¯ [ιp]0 + · · ·+ F¯ [ιp
m]0 = F¯ [ιp
m] .
In particular, F¯ [ι] =
∑
ι′,m σ
mF¯ [ι′]0 where the sum is taken over all
ι′ ∈ A01 and m > 0 such that ι
′pm = ι.
Proposition 4.4. If ι ∈ A01 is given in standard notation in the form
ι = qpmα− pmb∗ then F¯ [ιpn] = σm+nF¯0α,−(m+n).
Proof. We have
σ−(m+n)F¯ [ιpn] =
∑
16s16s<p
(a¯,n¯)
ηo(1, . . . , s1 − 1)η(s1, . . . , s)γ
∗
[s1,s](a¯, n¯)D(a¯,n¯) ,
where the sum is taken for all (a¯, n¯) such thatM(n¯) = 0, n¯ > −(m+n)
and γ(a¯, n¯) = α. By Lemma 4.2, it holds that
ηo(1, . . . , s1 − 1) = (−1)
s1−1η(s1 − 1, . . . , 1)
and we obtain∑
16s16s<p
(a¯,n¯)
(−1)s1−1(Bs1−1(1, . . . , s) +Bs1(1, . . . , s))γ
∗
[s1s](a¯, n¯)D(a¯n¯) =
∑
16s16s<p
(a¯,n¯)
(−1)s1−1Bs1(1, . . . , s)(γ
∗
s1s
(a¯, n¯)− γ∗s1+1,s(a¯, n¯))D(a¯,n¯) =
∑
16s<p
(a¯,n¯)
∑
16s16s
(−1)s1−1Bs1(1, . . . , s)as1p
n∗s1D(a¯n¯) =
∑
16s<p
(a¯,n¯)
∑
16s16s
π∈Φss1
(−1)s1−1η(pi(1), . . . , pi(s))as1p
n∗s1D(a¯,n¯) =
∑
16s<p
(a¯,n¯)
η(1, . . . , s)a1
∑
16s16s
π∈Φss1
(−1)s1−1Da
pi−1(1)npi−1(1)
. . .Da
pi−1(s)npi−1(s)
=
∑
16s<p
(a¯,n¯)
η(1, . . . , s)a1[. . . [Da1n1 , Da2n2], . . . , Dasns] = F¯
0
α,−(m+n) .
Proposition is proved. 
Corollary 4.5. All F¯ [ιpm] and F¯ [ιpm]0 belong to L¯k.
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4.6. Solving recurrent relation (4.2). For ι ∈ A0, let
— m(ι) := max{m | ιpm ∈ A0}(= max{m | |ιpm| 6 (p− 1)b∗}).
— Aprim1 = A
0
1 \ pA
0
1 (note that A
0
1(p) = {ι ∈ A
prim
1 | ι > 0}).
As earlier, set D¯ := [L¯[v0], L¯], L¯[v0](s) := L¯[v0] + L¯(s) and D¯(s) :=
D¯ + L¯(s). Clearly, L¯[v0] = L¯[v0](p) and D¯ = D¯(p).
Proposition 4.6. a) x¯ ≡
∑
ι,m F¯ [ιp
m]t−ιp
m
mod L¯[v0]K, where the sum
is taken over all i ∈ Aprim1 and m > 0;
b) if ι ∈ A01(p), then Vι0 ≡ −σ
−m(ι)F¯ [ιpm(ι)] mod D¯k ;
Proof. Apply induction on 1 6 s0 < p by assuming that a) holds
modulo L¯[v0](s0)K and deducing from this that a) and b) hold modulo
the ideals L¯[v0](s0 + 1)K and, resp., D¯(s0 + 1)k.
Clearly, a) holds with s0 = 1.
Suppose 1 6 s0 < p and part a) holds modulo L¯[v0](s0)K. Applying
this assumption to the right-hand side of (4.2) we obtain (use (4.3))
that
(4.4) σx¯− x¯+
∑
ι
t−ιVι0 ≡ −
∑
ι,m
F¯ [ιpm]0t
−ιpm
modulo (J¯ J¯L¯[v0](s0)+ J¯L¯[v0](s0)J¯ + J¯
p)K, cf. notation from Lemma 4.2.
Here the right-hand sum is taken over all ι ∈ Aprim1 and m > 0.
Since the both parts of congruence (4.4) belong to L¯K, part b) of
Lemma 4.2 implies that (4.4) holds modulo [L¯[v0](s0), L¯]K = D¯(s0+1)K.
Remark. Since x¯, σx¯ ∈ N¯ (q) relation (4.4) implies that F¯ [ιpm]0 ∈
D¯(s0 + 1)k = D¯k + L¯(s0 + 1)k if ιpm > s0b∗.
Apply the operators S and R from Lemma 2.11 to recover the ele-
ments
∑
i∈A0(p) t
−ιVι0 and x¯ modulo D¯(s0 + 1)K as follows.
Let x¯ = x¯+ + x¯−, where x¯+ (resp., x¯−) is the linear combination of
elements of L¯k with positive (resp., negative) powers of t.
If ι < 0 then S(F¯ [ιpm]0t−ιp
m
) = −
∑
n>0 σ
nF¯ [pmι]0t−ιp
n+m
and,
therefore, x¯+ ≡
∑
ι,m F¯ [ιp
m]t−ιp
m
mod D¯(s0 + 1)K, where the sum is
taken over all ι ∈ Aprim1 \ A
0
1(p) and m > 0. This gives part a) modulo
L¯[v0](s0 + 1)K ⊃ D¯(s0 + 1)K at the level of positive powers of t.
Let ι ∈ A01(p). Then R(t
−ιpmF¯ [ιpm]0) = t−ισ−mF¯ [ιpm]0 and
Vι0t
−ι ≡ −t−ι
∑
06m6m(ι)
σ−mF¯ [ιpm]0 ≡ −t
−ισ−m(ι)F¯ [ιpm(ι)]
modulo D¯(s0 + 1)K. This gives part b).
As a result, we have the following congruences modulo L¯[v0](s0+1)K:
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S(x¯−) ≡ −
∑
ι,m
S(t−ιp
m
F¯ [ιpm]0) ≡ −
∑
ι,m
∑
06m1<m
t−ιp
m1σ−m+m1F¯ [ιpm]0
≡ −
∑
ι,m
t−ιp
m
∑
m1>m
σ−m1+mF¯ [ιpm1 ]0 ≡ −
∑
ι,m
t−ιp
m
∑
m1+m2=m
m2<0
σm2F¯ [ιpm1 ]0
≡
∑
ι,m
t−ιp
m
∑
m1+m2=m
m1,m2>0
σm2F¯ [ιpm1 ]0 =
∑
ι,m
F¯ [ιpm]t−ιp
m
(here ι and m run over A01(p) and, resp., Z>0) because∑
m2+m1=m
σm2F¯ [ιpm1 ]0 = F¯ [ιp
m] ≡ σm−m(ι)Vιmod L¯[v0](s0 + 1)k .
This completes the induction step for part a). 
Corollary 4.7. L¯[v0] is the minimal ideal in L¯ such that L¯[v0]k con-
tains all F¯ [ιpmι ].
Proof. If m > m(ι) then ιpm > (p− 1)b∗ and by remark in the proof of
Prop. 4.6, F¯ [ιpm]0 ∈ D¯k . Therefore, F¯ [ιpmι ] ≡ F¯ [ιpm(ι)] mod D¯k. 
Theorem 4.1 is completely proved.
5. Explicit boundaries
Theorem 4.1 gives explicit generators for the ideal L(v0) but these
generators still depend on the choice of auxilliary parameters δ0, b
∗ and
q = pN
∗
. At the very beginning we chose these parameters to perform
linearization of the general criterion from Sect. 1.5. This allows us to
simplify the proof but the final result still depends on the numbers
m[ι] + m(ι) related to the construction of auxiliary coefficients t−ι,
ι ∈ A0.
As we have noticed in the Introduction, an analogue of Theorem 4.1
was obtained in [1] by different methods. The appropriate construction
of generators F0α,−N also involves a boundary N˜(v0) (such that N >
N˜(v0), cf. below). The proof of existence of this boundary in [1], Sect.5
and [3], Sect.2 is combinatorial and is not completely constructive.
In Sect. 5.1 we will rely Theorem 4.1 to the main result of [1] and
prove that it holds with the boundary N˜(v0) = N
∗− 1. In Sect. 5.2 we
obtain quite reasonable and natural upper estimate for this boundary.
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5.1. Relation to the main result from [1].
In [1] (cf. also [3]) we proved the following theorem.
Theorem 5.1. There is N˜(v0) ∈ N such that if N > N˜(v0) is any
fixed natural number then L(v0) is the minimal ideal in L such that for
all α > v0, F0α,−N ∈ L
(v0)
k .
Below we deduce this result from Theorem 4.1 with N˜(v0) = N
∗−1.
Proof. Let L⋆N [v0] be the minimal ideal in L such that for all α > v0,
F0α,−N ∈ L
⋆
N [v0]k. We are going to prove that if N > N˜(v0) := N
∗ − 1
then L⋆N [v0] = L
(v0).
We can use induction on s > 1 to deduce for a > sv0 from F0a,−N ∈
L⋆N [v0] that Da0 ∈ L
⋆
N [v0]k + L(s + 1)k, e.g. cf. Lemma 2.3 from [9].
This implies that L(p) ⊂ L⋆N [v0].
Denote by L¯⋆N [v0] the image of L
⋆
N [v0] in L¯ = L/L(p).
Theorem 4.1 shows that L¯N [v0] is already the minimal ideal in L¯
such that {F0α[ι],−N | ι ∈ A
0
1(p)} ⊂ L¯[v0]k (use that m[ι] +m(ι) < N
∗).
Therefore, it remains to show that for any α > v0, F¯0α,−N ∈ L¯[v0].
Note that F¯0α,−N 6= 0 implies that α ∈ A[p − 1, N ]. Then by
Lemma2.6, qpN+1α − pN+1b∗ > qpN
∗
α − pN
∗
b∗ > (p − 1)v0. There-
fore, out theorem is implied by the following lemma. 
Lemma 5.2. Suppose M > 0 and qpM+1α−pM+1b∗ > (p−1)b∗. Then
a) F¯0α,−M ∈ L¯[v0]k;
b) if in addition qpMα− pMb∗ > (p− 1)b∗ then
F¯0α,−(M−1) ≡ F¯
0
α,−M mod D¯k .
Proof of lemma. Apply induction on M > 0.
Let M = 0, then F¯0α, 0 is a linear combination of the commutators
[. . . [Da′10, Da′20], . . . , Da′r0] ,
where a′1 + · · ·+ a
′
r = α.
If qα − b∗ > (p − 1)b∗ then α > pb∗/q > (p − 1)(v0 − δ0) and
this implies α > (p − 1)v0, cf. Lemma 2.6 a). Therefore, the above
commutators belong to L¯(p) = 0. Indeed, if (si−1)v0 6 a′i < siv0 then∑
i
wt(Da′i 0) =
∑
i
si > α/v0 > p− 1.
If qα− b∗ 6 (p− 1)b∗ then ι := qα− b∗ ∈ A01(p) and m(ι) = 0. Then
Theorem 4.1 implies F¯0α,0 = F¯ [ι] ∈ L¯[v0]k.
Suppose M > 1.
If qpMα − pMb∗ 6 (p− 1)b∗ then there is ι ∈ A01(p) and n > 0 such
that ιpn = qpMα− pMb∗ ∈ A01 and, therefore, m(ι) = n 6M . Then by
Theorem 4.1 with m =M −n we obtain F¯0α,−M = σ
−M F¯ [ιpn] ∈ L¯[v0]k.
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Suppose now that qpMα− pMb∗ > (p− 1)b∗.
We can prove now simultaneously the remaining case of a) and b).
By the induction assumption F¯0α,−(M−1) ∈ L¯[v0]k.
Note that F¯0α,−M −F¯
0
α,−(M−1) is a linear combination of the terms of
the form
(5.1) [. . . [F¯0α′,−(M−1), Da′1,−M ], . . . , Da′r ,−M ] ,
where α = α′ + (a′1 + · · ·+ a
′
r)/p
M , r > 1 and α′ ∈ A[p− 1,M − 1].
It remains to prove that (5.1) belongs to D¯k = [L¯[v0], L¯]k.
Let s ∈ N be such that sb∗/q > a′1 + . . .+ a
′
r > (s− 1)b
∗/q.
Then a′1 + . . .+ a
′
r > (s− 1)v0 (cf. Sect.2.1) and
∑
i
wt(Da′i,−M) > s.
(If (si − 1)v0 6 a′i < siv0 then
∑
i
si > (a
′
1 + . . . + a
′
r)/v0 > s − 1.)
We can assume that s 6 p − 2 because, otherwise, (5.1) belongs to
L¯(p)k = 0. Now the inequality a′1 + . . .+ a
′
r < sb
∗/q implies
(p− 1)b∗/pM < qα− b∗ 6 qα′ − b∗ + sb∗/pM
and, therefore,
(5.2) qpMα′ − pMb∗ > (p− 1− s)b∗ .
If qpMα′ − pMb∗ > (p − 1)b∗ then by the induction assumption
F¯0α′,−(M−1) ∈ L¯[v0]k and (5.1) belongs to D¯k.
If qpMα′−pMb∗ 6 (p−1)b∗ then ι′ := qpMα′−pMb∗ ∈ A01, m(ι
′) = 0
(use that ι′ > b∗) and, therefore, F¯ [ι′] ∈ L¯[v0]k. Then inequality (5.2)
together with Remark from Sect. 4.6 imply that
F¯ [ι′′pM−m]0 ∈ D¯k + L¯(p− s)k .
Note that α′ ∈ A[p − 1,M − 1] implies that pMα′ ≡ 0mod p and
ι′/p ∈ A01. Now the identity F¯ [ι
′] = F¯ [ι′]0 + σF¯ [ι
′/p] implies that
F¯ [ι′/p] ∈ L¯[v0]k + L¯(p− s)k .
It remains to note that σM−1F¯0α′,−(M−1) = F¯ [ι
′/p], this implies that
F¯0α′,−(M−1) ∈ L¯[v0]k + L¯(p− s)k and, as a result, (5.1) belongs to D¯k.
The lemma is proved. 
5.2. Efficient boundaries.
Suppose v♭0 < v0 is such that for any v ∈ (v
♭
0, v0], G
(v) = G(v0). The
existence of v♭0 follows from the left-continuity property of ramification
filtration.
Introduce the weight function wt♭ on Lk such that wt♭(D0) = 1 and
if s ∈ N is such that (s− 1)v♭0 < a 6 sv
♭
0 then wt
♭(Dan) = s. Introduce
the minimal central filtration {L♭(s)}s>1 on L such that Dan ∈ L
♭(s)k
iff wt♭(Dan) > s.
Proposition 5.3. L♭(p) ⊂ L(v0).
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Proof. Recall that the central filtration L(s), s > 1, from Sect. 1.6 is
related to the weight function wt such that wt(Dan) = s iff (s−1)v0 6
a < sv0. For any v ∈ (v♭0, v0] let wtv will be the weight function
such that wtv(Dan) = s iff (s − 1)v > a < sv. Denote by Lv(s)
the corresponding central filtration on L. (Note that L(s) = Lv0(s).)
Clearly, if v1 < v2 then Lv1(s) ⊃ Lv2(s).
If wt♭(Dan) > s then a > (s − 1)v♭0, there is v ∈ (v
♭
0, v0] such that
a > (s − 1)v and, therefore, wtv(Dan) > s. This implies that L♭(p) ⊂
∪vLv(p).
Suppose the commutator A = [. . . [Da1n1 , . . .], Darnr ] ∈ Lv(p). Then
there are si such that (si − 1)v 6 ai < siv and
∑
i
si > p. But then
all non-zero ai > (si − 1)v
♭
0 and wt
♭(Daini) > si. If ai = 0 then
wt♭(Daini) = wtv(Daini) = 1, and this implies that A ∈ L
♭(p).
As a result, L♭(p) coincides with the union of all Lv(p).
It remains to note that by Prop.3.4 for any v ∈ (v♭0, v0], Lv(p) ⊂
L(v) = L(v0). 
For any α > v0 choose a minimal Mα ∈ Z>0 such that pMα+1(α −
v♭0) > (p− 1)v
♭
0.
Let L♭[v0] be the minimal ideal in L such that L♭[v0]k contains L♭(p)
and all F0α,−Mα with α > v0.
Theorem 5.4. L♭[v0] = L(v0)
Proof. By Theorem 5.1, L(v0)k is the minimal ideal in L containing
Lv0(p)k and all F
0
α,−(N∗−1), where α ∈ A[p−1, N
∗−1] and α > v0. The
number of such α is finite. Therefore, there is v ∈ (v♭0, v0] such that all
pMα+1(α− v) > (p− 1)v.
Let L¯v = L/Lv(p) and L¯
(v)
v = L¯
(v0)
v are the images of L(v) = L(v0)
in L¯v. By Lemma 5.2, the images of F¯0α,−Mα and F¯
0
α,−(N∗−1) in L¯v
are congruent modulo [L¯(v0)v , L¯v]k. Therefore, L¯
(v0)
v is the minimal Lie
algebra such that for all α > v0, the images of F0α,−Mα belong to L¯
(v0)
v k .
It remains to note that Lv(p) ⊂ L♭(p).
Theorem is proved. 
Remark. a) The ramification breaks (jumps) of the field extension
K<p/K form a discrete subset on R>1 there is only finitely many rami-
fication jumps in [0, v0]; if these jumps are known Theorem 5.4 can be
applied to any two successive breaks v♭0 and v0.
b) From Theorem 5.1 it follows that all jumps of the ramification
filtration {G(v) | v < v0} belong to the set C consisting of all a1+a2/pn2+
· · · + ap−1/pnp−1 < V0, where all ai, ni ∈ Z>0 and a1 + · · · + ap−1 <
(p − 1)v0. Then C contains a maximal element, cf. Sect.2.1, and this
element can be taken as v♭0.
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