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1. INTRODUCTION 
Oscillatory solutions of ordinatry differential equations with and without 
deviating arguments have been vigorously investigated in the literature. For 
a survey of results concerned with oscillations in scalar differential 
equations we refer to Kartsatos [4]. Except for some partial results in 
Levin [S], Myskis [6] and Nakagiri [7], oscillations in integrodifferential 
equations have not been discussed in the literature in any generality. 
Integrodifferential equations can provide a generalised framework for a 
unified discussion of oscillations in delay-differential, functional differential 
and equations with unbouned delays. In the opinion of the author there 
has been no published work concerned with oscillations in systems 
(nonscalar) of equations. We initiate in the following work on oscillations 
in systems of integrodifferential equations. Our result below when suitably 
specialised to a scalar case, yields sharp results known for scalar cases. 
We consider a linear system of integrodifferential equations of the form 
dx,(t) dt= i ag Ji k&-s) xj(s) ds, i= 1, 2 ,..., n (1.1) 
j= 1 
with the following assumptions: 
(i) a, (i, j = 1, 2 ,..., n) are real constants with a,, # 0, i = 1, 2 ,..., n. 
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(ii) k,: [O, m)-)(- co, 03); k, is piecewise continuous (locally) on 
[0, co) such that 
k,(s) b 0; 0 -c IO=’ k&f ds < a; loez sk;,(s) ds < m, i = I, 2 ,..., n. 
6 Ikij(s)l ds< co; jrn slk,(s)l d;F< co, i, j= 1, 2 ,..., n, i# j. 
0 
Under the above hypotheses one can show that solutions of (1.1) when 
supplemented with initial conditions (x,(O), x,(O),..., x,(O)) E R” are defined 
on [0, co) and are of exponential order; for instance we have from (1.1) 
Xi(t)=X,(O)+ i u,, (I.21 
j= 1 
and hence 
Ilx(t)ll 6 ci+ c2 
I 
; Ilx(s)ll 4 t > 0, (1.3) 
where c,, c2 are positive constants and Ilx(t)ll =x1=, Ix,(t)/. It will follow 
from (1.3) that X,(A) (i= 1, 2 ,..., n) is of exponential order on CO, co). Thus 
we can use the technique of Laplace transforms for investigating (1.1). 
Since the literature on oscillations of non-scalar systems of ordinary or 
delay-differential equations is (almost) non-existent, we will adopt the 
following definition. 
DEFINITION. A nontrivial vector x(t) = {xi(t),..., x,(t)} defined on 
[0, co) will be called oscillatory if and only if at least one component of the 
vector {x,(t),..., x,(t)} has arbitrarily large zeros on [0, co). A vector 
{x,(t),..., x,(t)] is said to remain away from the origin if and only if 
lim inf i Ixi(t)l >O. 
l-02 is, 
We note that if a vector {xl(t),..., x,,(t)} defined for t > 0 is non- 
oscillatory then there exists a r* 2 0 such that all components remain away 
from zero for all t Y t*. We remark that the above definition of oscillatory 
solutions of nonscalar systems is not the only possible generalisation of a 
similar notion for solutions for scalar equations; however, our definition of 
oscillatory solutions of vector systems reduce to the familiar one if the vec- 
tor systems as a special case reduce to scalar systems. 
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2. LINEAR INTEGRODIFFERENTIAL SYSTEMS 
Let X(E,) denote the Laplace transform of a solution vector of (1.1) 
defined by 
x(n) = {x,(n),..., X,(~)}* 
x,(t) e-“‘dt, j= I, 2,..., n (2.1) 
and let B(A) denote the n x n matrix of Laplace transforms of k,,(.) defined 
by 
B(A) = (Cm)l,) 
= a,- 
( J 
ox k,(s) epLs ds. , 
! 
i, j= 1, 2 ,..., n. (2.2) 
The Laplace transform of any solution of (1.1) is then given by 
X(A) = [XZ- E(A)] -’ a(0); x(O) = Cx,(O),..., x,m1’ 
= adj. [AZ- B(i)] 
H(A) 
.w 1, (2.3 
where 
H(I) = det[AI- B(A)]. (2.4 
By the inversion theorem on Laplace transforms we have from (2.1))(2.4) 
that any solution of (1.1) is given by 
(2.5) 
where ~7 is a real number greater than the real parts of all the roots of 
H(A) = 0; the existence of such a real number 0 is well known (Hale [3]). 
The integral in (2.5) can be evaluated using residue calculus so that 
.z( t ) = c jT,( t)&, t > 0, (2.6) 
where the vector pj(t) is determined as follows: 
d.(t) = residue of adjcAz- ‘(‘)’ e”‘z(O) 
J 
H(A) 
at a root Ai of H(A) = 0. (2.7) 
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The convergence of the series representation in (2.6) has been established 
by Banks and Manitius [ 11. With these preparations we are now ready to 
formulate our result. 
THEOREM 2.1. In addition to hypotheses (i) and (ii) above, assume the 
following: 




ior Ski,(S) ds) e > 1 + e i lai,l J: ~lkq(~)l ds, (2.8) 
/=I 
j#i 
i = 1, 2,..., n 
Then all bounded nontrivial solutions of (1.1) defined on [0, co) are 
oscillatory. 
Proof. Suppose the assertion of the theorem is not true; that is, there 
exists a bounded non-oscillatory solution of ( 1.1). Then it will follow from 
(2.6) that there exists at least one real nonpositive root of H(1) = 0. Let A* 
be such a root. Since H(O)=det[B(O)], and since B(0) is nonsingular, 
A* # 0. Thus I* < 0. By Gershgorin’s theorem (Franklin [2, pp. 161, 1621) 
on eigenvalues of matrices, A* satisfies 
IA* - Uii jam k,,(S) e L*.s dsl < f laiij p Ik&s)l ec’*‘ds 
1=1 
‘+’ 
We have from 
for some iE { 1, 2 ,..., n>. (2.9) 
IA*1 = aij Irn k,,(s) e -“.’ ds + ,I* - aij IS k,,(s) e-“*” ds 
3 \a,] jx k,(s) e-“*” ds - 
0 
2 laiil s ‘3c kij(s) e -‘*’ 0 




for some i E { 1, 2 ,..., n }. 
1 + 2 laijl Iom lk,,(s)l s (elA*‘“/ll*l s) ds 
J=I 
/#i 
3 la,, I I 3c skii(s)(eli*‘s/lA*l s) ds for some i E ( 1, 2 ,..., n }. (2.10) 0 
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Taking the infimum on both sides for IA* I E (0, Z’ ), we get 
1 +e i la,,1 i,,’ sik,,(.S)l ds3elu,,l (_’ .sk,,(s) ds, 
/=I “0 
/#I 
for some i E { 1, 2 ,..., n 1.. (2.1 1 ) 
But (2.11) contradicts (2.8). Thus when (2.8) and other conditions of the 
theorem hold, (1.1) cannot have a bounded nonoscillatory solution and the 
proof is complete. 
The proof of the following corollary is similar to that of the above 
theorem. 
COROLLARY 1. Consider a linear system of delay-differential equations 
y= i a..x,(t-r,), i = 1, 2,..., n 
j=l 
(i) a,-, s&i, j= 1, 2,..., n) are real constants such that 
ail Z O, Tjj>O (i= 1, 2,..., n) 
(ii) the matrix A = (a,) is nonsingular. Zf 
n 
la,il tiie> 1 + e 1 lQjj zI,, i = 1 , 2, 3 ,..., n. (2.13) 
,=I 
iii 
then all bounded solutions of (2.12) are oscillatory. 
COROLLARY 2. Consider the nonhomogeneous linear system 




where au, k, (i, j= 1, 2,..., n) satisfy the hypotheses of Theorem 2.1. Assume 
fi: [0, GO) + (-co, w); f, is piecewise continuous (locally) on [0, co) and 
SF Ifi dt < co (i= 1, 2,..., n). If (2.8) holds then all bounded solutions of 
(2.14) which do not converge to zero asymptotically are oscillatory. 
Proof We note that s: Ifi dt < CE (i= 1, 2,..., n) implies that 
fi(t) + 0 as t --* CC and the Laplace transform of f, exists; if F,(A) = 
Pi(L)/Qi(A) (i= 1, 2,..., n) denotes the Laplace transform off, where P, is 
analytic on the complex A-plane then the zeros of Qi have negative real 
parts since otherwise f, cannot approach zero as t -+ co. Thus the non- 
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homogeneous term of the type considered in (2.14) can contribute only 
terms of the solution of (2.14) which converge to zero at t + co. The 
remaining proof is as that of Theorem 2.1. 
COROLLARY 3. Under the same hypotheses as in Theorem 2.1, all boun- 
ded solutions of 
dx;(t) n i= ‘2 2y...’ n’ dt - ,T, ai, Iox k,(t -3) Xi(s) ds, (2.15) 
which do not converge to zero are oscillatory on [0, 00). 
ProofI Proof follows from Corollary 2 if we rewrite (2.15) in the form 
dx,(t) 
T= f a,]ik,(l-s)xj(s)ds 
j= 1 
+ i a,j%k,(t-s)x/(S)ds, i = 1, 2 ,..., n, (2.16) 
j=, 1 
and set 
k,(t-s) x,(s) ds, i= 1, 2 ,..., n. (2.17) 
For all bounded solutions of (2.15) on [0, co) one can verify that sr Ifj(t)l 
dt ~0, wheref, is as in (2.17) due to the hypotheses on k, (i,j= 1, 2,..., n). 
Thus Corollary 3 is only a special case of Corollary 2. 
3. NONLINEAR INTEGRODIFFERENTIAL SYSTEMS 
A special case of the sufficient conditions obtained in the foregoing to 
describe the oscillatory behaviour of linear systems will be used now for the 
derivation of a set of sufficient conditions for all bounded solutions of a 
class of nonlinear integrodifferential systems to be oscillatory. Precisely we 
have the following: 
THEOREM 3.1. Consider a system of not-necessarily linear integrodif- 
ferential equations of the form 
h,(t) 
-= - 5 jf k&-s) g,(y,(s)) ds+fi(t), 
dt 
i= 1, 2,..., n (3.1) 
/=I 0 
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for which the following are assumed; 
0) k,: CO, xl+ CO, “G); k,, is piecewise continuous (locall?!) on 
[0, co) such that 
o< I rkij(s)ds<m; O<j= skii ds < ‘x:, i= 1, 2 ,..., n. 0 0 
(3.2) 
= 06 s Sk,,(s) ds < co, i, j= 1, 2 ,..., n; i #j. 
(ii) gV: (-CC, a)+(-x,~); g,j is continuous on ( - a, CC) such 
that 
J%$Y)>Q y#O, i, j=l, 2 ,..., n. 
(iii) f,: [O, Go) + (-co, c0); f, is piecewise continuous (focally) on 
[0, CO) such that fr If,(t)/ dt< CC (i= 1, 2 ,..., n). 
(iv) Let 
&,=,‘Ff, !!$d; plj=sup giio 
I,<0 I? 
@(t)=kdt) (min {il})-z, k,,(t) (7;: {;I]). 
ifi 
(3.3) 
Let It, @(t -s) h(s) ds 3 6 > 0 for t > 0, where 6 is a positive constant and 
h: [0, co) -+ [0, co), h is piecewise continuous (locally) on [0, co) such that 
lim inf, _ cc h(t)>O. If 
then every bounded solution y(t)= {y,(t),..., y,(t)} of (3.1) (if defined on 
[0, co)) is oscillatory on [0, co) or Cr=, [vi(t)1 -+ 0 as t + a3. 
Proof: Suppose there exists a bounded solution y(t) = (yl(t),..., y,(t)) 
of (3.1) defined on [0, co) such that y does not oscillate and 
lim inf it; [vi(t)1 >O. 
1-m i= 1 
It will then follow that there exists a to > 0 such that 
.Yitt+ tO)+o for t>,O, i=l, 2 ,..., n. 
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Define a vector x(t) = (xl(t),..., x,(t)} so that 
xi(t) = .Yi(l+ to), t > 0 i = 1 , 2 ,..., n. 
It will then follow that x is bounded for t 30 and x,(t) #O for any t 20 
and i = 1, 2 ,..., n. We can then rewrite (3.1) in the form 
(3.5) 
where 
Our hypotheses onfi, k,, g, will imply that 
i = IF,(f)1 dt< 03, i = 1, 2 )...) n. (3.7) 0 
Since x,(t) # 0 for t 2 0 (i = 1, 2,..., n) we have from the fact 
dlxi(t)l dx- -= 
dt 
[sign x,(t)1 -, 
dt 
i = 1, 2,..., n 
that 
dlxi(t)l -d -[ik.(t-s) [min {;:}I lxis)l ds 
dt 
+ f /fk,(t-s) 
j=1 O 
[ max {;I}] Ixj(s)l ds 
/#i 
+ IFi(t)19 i= 1, 2,..., n 
and hence 
(3.8) 
For convenience let S(t)=x;= 1 Ix,(t)l; F(t)=C:=, II;;(t)l; it will then 
follow from (3.9) and our hypotheses (relating to F,(t), i= 1, 2,..., n) that 
F(t)--+0 as t--b cc and S(t)>0 for tg0 
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and furthermore that dS/dt < 0 for all sufficiently large t. Thus if S(t) does 
not converge to zero as t 4 a, we have lim, _ , S(t) = ,U > 0 for some ~1. 
Choose a t* > 0 such that 
7 
F(s) ds < f for t>t*. 
We have from (3.9) that 
F(s) d.p+[= ii“ @(s-u) S(u) du} ds. (3.10) 
I 0 
Define a sequence S’“‘(t) (m = 0, 1, 2, 3,...) as follows: 
P’(t) = S(t), t>,O 
i S(t), 
m = 0, 1, 2, 3 ,.... (3.11) 
One can show by induction that 
0 < 4 6 . < S’” + ’ ’ (t)<P)(t) 6 ‘.’ <P(t) <S”‘(t) \ 
6 S’O’( t) = S(t) for tat* (3. 
It is easy to see that lim,, ~ S’““(t) exists pointwise and let S*(t 
12) 
I= 
lim, + x ScmJ(t) for t 3 t*. By the Lebesgue convergence theorem S* 
satisfies the integral equation 
S*(t)=;-/x F(s)ds+ jx {j;:@(s-.)S*(u)du)ds, t>t*, (3.13) 
f I 
where we define S*(t*) = lim S(t), _ ,*+ . Thus the existence of a non- 
oscillatory y bounded away from the origin asymptotically implies that 




‘@(t-u)v(u)du+ i IFi(t)l, tat*. 
r=l 
(3.14) 
But all bounded solutions of (3.14) either oscillate or converge to zero as 
t + co and this follows from Theorem (2.1) and (3.14). Thus the existence 
of S* and hence the existence of a non-oscillatory solutions y(t) = {y,(t),..., 
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y,(t)} of (3.1) leads to a contradiction which proves that all bounded 
solutions of (3.1) either oscillate or converge to the origin as t + CO. The 
proof is complete. 
We conlude with the remark that our results provide only sufficient con- 
ditions for the oscillation of all bounded solutions of the equations con- 
sidered; an interesting observation is the following: is it necessary that all 
the diagonal elements aii (i = 1, 2,..., n) is (1.1) be nonzero for the 
oscillations studied? 
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