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Abstract
In this paper, we study the norm squares Bp for Qp spaces and norm squares Ap for Mp spaces on the
unit ball of Cn. For a holomorphic function f on the unit ball, we prove that
Bp(f )
∫ 1
0 g
p(t)dψ(t)∫ 1
0 g
q(t)dψ(t)
·Bq(f )
holds for (n− 1)/n < q < p < n/(n− 1), where
g(t) = n + 1
2n
1∫
t
(1 − τ2)n−1τ−2n+1 dτ, ψ(t) = t
2n
(1 − t2)n−1 ,
and that
Ap(f )
p(nq + 1)B(n,n(p − 1)+ 1)
q(np + 1)B(n,n(q − 1)+ 1) ·Aq(f )
holds for p > q > (n − 1)/n, where B(·,·) denotes the classical Beta function. This is a stronger version
of the known nesting properties. The relations between the Qp norm, Mp norm and Bloch norm are given
also.
© 2006 Elsevier SAS. All rights reserved.
Résumé
Dans cet article, nous étudions la norme carrée Bp pour les espaces Qp et la norme carrée Ap pour les
espaces Mp pour la boule unité dans Cn. Pour une fonction f holomorphe sur la boule unité, nous montrons
que
Bp(f )
∫ 1
0 g
p(t)dψ(t)∫ 1
0 g
q(t)dψ(t)
·Bq(f )
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596 Z. Chen / Bull. Sci. math. 130 (2006) 595–611est valable pour (n− 1)/n < q < p < n/(n− 1), oú
g(t) = n+ 1
2n
1∫
t
(1 − τ2)n−1τ−2n+1 dτ, ψ(t) = t
2n
(1 − t2)n−1 ,
et que
Ap(f )
p(nq + 1)B(n,n(p − 1)+ 1)
q(np + 1)B(n,n(q − 1)+ 1) ·Aq(f )
est valable pour p > q > (n − 1)/n, oú B(·,·) denote la fonction classique de Beta. Ceci est une version
plus forte des propriétés connues d’inclusion. On donne aussi les relations entre la norme Qp , la norme Mp
et la norme de Bloch.
© 2006 Elsevier SAS. All rights reserved.
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1. Introduction
Let B be the unit ball of Cn, i.e.
B = {z = (z1, z2, . . . , zn) ∈ Cn: |z| = (|z1|2 + · · · + |zn|2)1/2 < 1},
and S = ∂B. Let ν denote the Lebesgue measure on Cn = R2n, so normalized that ν(B) = 1, and
σ the normalized surface measure on S, so that σ(S) = 1. The measures ν and σ are related by
the following formula:∫
B
f dν = 2n
1∫
0
r2n−1 dr
∫
S
f (rζ )dσ(ζ ). (1.1)
The identity∫
S
f dσ =
∫
S
dσ(ζ )
1
2π
2π∫
0
f (eiθ )dθ (1.2)
is called integration by slices (cf. [9, p. 15]). Let Aut(B) be the group of biholomorphic automor-
phisms of B. For a ∈ B, let ϕa be the mapping in Aut(B) which satisfies ϕa(0) = a, ϕa(a) = 0.
If τ is the measure defined on B by dτ(z) = (1 − |z|2)−n−1 dν(z), then∫
B
f dτ =
∫
B
(f ◦ ϕ)dτ
for every f ∈ L1(τ ) and ϕ ∈ Aut(B). τ is called the Möbius invariant measure on B.
Let H(B) denote the collection of all holomorphic functions on B. For f ∈ H(B), denote
∇f (z) =
(
∂f
∂z1
,
∂f
∂z2
, . . . ,
∂f
∂zn
)
, Rf (z) = z1 ∂f
∂z1
+ · · · + zn ∂f
∂zn
,
which are the complex gradient and radial derivative, respectively, of f at z. Define
∇˜f (z) = ∇(f ◦ ϕz)(0), z ∈ B,
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The Green’s function is defined as G(z, a) = g(ϕa(z)), where
g(z) = n + 1
2n
1∫
|z|
(1 − t2)n−1t−2n+1 dt.
There exist constants C1,C2, such that
C1
(
1 − |z|2)n|z|−2(n−1)  g(z) C2(1 − |z|2)n|z|−2(n−1). (1.4)
With p > 0, f ∈ H(B) and a ∈ B we associate integrals:
Ip(f, a) =
∫
B
∣∣∇˜f (z)∣∣2Gp(z, a)dτ(z),
Jp(f, a) =
∫
B
∣∣∇˜f (z)∣∣2(1 − ∣∣ϕa(z)∣∣2)np dτ(z).
For p > 0 and f ∈ H(B), let
Bp(f ) = sup
a∈B
Ip(f, a), Ap(f ) = sup
a∈B
Jp(f, a).
Qp and Mp are the classes of all functions f for which Bp(f ) < ∞ and Ap(f ) < ∞ re-
spectively. B(f )1/2 and A(f )1/2 are called the Qp norm and Mp norm of f respectively. If
0 <p  (n− 1)/n or p  n/(n− 1), Qp contains only the constant functions (cf. [9]). It is also
well known that for 1 < p < n/(n − 1), Qp is the space of Bloch functions, and Q1 = BMOA
(the analytic functions of bounded mean oscillation). For (n−1)/n < p  1, the spaces Qp have
a nesting property, that is, Qp ⊂ Qq for (n − 1)/n < p < q  1.
The notion of the spaces Qp and Mp was first considered for holomorphic functions defined
in the unit disk Δ of the complex plane (cf. [2,4,5,11,12]) and, later, generalized to hyperbolic
Riemann surfaces R (cf. [1,3]) and the unit ball of Cn (cf. [8]). In [6], the explicit and precise
relation among Qp norm for hyperbolic Riemann surfaces was given. It was proved that for any
p > q  0 and any a ∈ R,∫ ∫
R
∣∣f ′(z)∣∣2Gp(z, a)dx dy  2q−p(p + 1)
(q + 1)
∫ ∫
R
∣∣f ′(z)∣∣2Gq(z, a)dx dy
and consequently,
Bp(f )
2q−p(p + 1)
(q + 1) Bq(f ).
The purpose of this paper is to generalize these inequalities to the unit ball B of Cn. We prove
that for a ∈ B and (n − 1)/n < q < p < n/(n− 1), we have∫ ∣∣∇˜f (z)∣∣2Gp(z, a)dτ(z) ∫ 10 gp(t)dψ(t)∫ 1
0 g
q(t)dψ(t)
∫ ∣∣∇˜f (z)∣∣2Gq(z, a)dτ(z) (∗)
B B
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Bp(f )
∫ 1
0 g
p(t)dψ(t)∫ 1
0 g
q(t)dψ(t)
Bq(f ),
where
ψ(t) = t
2n
(1 − t2)n−1 .
Meanwhile, we prove a similar inequality for Jp(f, a): for (n− 1)/n < q < p and a ∈ B,∫
B
∣∣∇˜f (z)∣∣2(1 − ∣∣ϕa(z)∣∣2)np dτ(z) cp,q ∫
B
∣∣∇˜f (z)∣∣2(1 − ∣∣ϕa(z)∣∣2)nq dτ(z), (∗∗)
where
cp,q = p(nq + 1)B(n,n(p − 1)+ 1)
q(np + 1)B(n,n(q − 1)+ 1) ,
and B(·,·) is the classical Beta function. The inequalities (∗) and (∗∗) are proved in Section 2.
Their equality statements are also settled.
It follows from (∗) and (∗∗) that the values∫
B
|∇˜f (z)|2Gp(z, a)dτ(z)∫ 1
0 g
p(r)dψ(r)
and
np + 1
n2p B(n,np − n + 1)
∫
B
∣∣∇˜f (z)∣∣2(1 − ∣∣ϕa(z)∣∣2)np dτ(z)
are decreasing with respect to p. It turns out that both of the above values tend to the same limit
|∇˜f (a)|2 as p → n/(n− 1) and p → ∞ respectively. This is proved in Section 3.
2. Proofs of (∗) and (∗∗)
To prove our main results, we need some lemmas.
Lemma 1. Let Bt = {z ∈ Cn: |z|  t}. Then, for any monomial f (z) = zα  zα11 zα22 · · · zαnn , we
have
φ(t) =
∫
Bt
∣∣∇˜f (z)∣∣2 dτ(z) = n!α!|α|
(n − 1 + |α|)! ·
t2(n+|α|−1)
(1 − t2)n−1 , (2.1)
where |α| = α1 + α2 + · · · + αn  1, α! = α1!α2! · · ·αn!.
Proof. We have
∇f (z) =
(
∂
∂z1
f (z), . . . ,
∂
∂zn
f (z)
)
= (α1zα1−11 zα22 · · · zαnn , . . . , αnzα11 zα22 · · · zαn−1n )
and
Rf (z) = α1zα1 · · · zαnn + · · · + αnzα1 · · · zαnn = |α|zα.1 1
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= (1 − |z|2)(α21∣∣zα1−11 · · · zαnn ∣∣2 + · · · + α2n∣∣zα11 · · · zαn−1n ∣∣2 − |α|2|zα|2)

(
1 − |z|2)J (z)
and, consequently by (1.1),
φ(t) =
∫
Bt
(
1 − |z|2)J (z)dτ(z)
= 2n
t∫
0
r2n−1(1 − r2)−n dr
∫
S
J (rζ )dσ(ζ )
= 2n
t∫
0
r2n−1(1 − r2)−n dr · r2|α|−2
∫
S
(
α21
∣∣ζ α1−11 · · · ζ αnn ∣∣2 + · · ·
+ α2n
∣∣ζ α11 · · · ζ αn−1n ∣∣2 − |α|2r2|ζ α|2)dσ(ζ ). (2.2)
Using a known formula (cf. [9, p. 16]):∫
S
∣∣ζ β11 · · · ζ βnn ∣∣2 dσ(ζ ) = (n− 1)!β1! · · ·βn!(n − 1 + β1 + · · · + βn)! ,
we obtain
φ(t) = 2n
t∫
0
r2(n+|α|)−3(1 − r2)−n
(
(n− 1)!α!|α|
(n − 1 + |α| − 1)! − |α|
2 (n − 1)!|α|!
(n − 1 + |α|)! r
2
)
dr
= 2n
t∫
0
r2(n+|α|)−3(1 − r2)−n · (n − 1)!α!
(n − 1 + |α| − 1)!
(
|α| − |α|
2
n− 1 + |α| r
2
)
dr
= 2n
t∫
0
r2(n+|α|)−3(1 − r2)−n · (n − 1)!α!|α|
(n − 1 + |α|)!
[
(n − 1)+ |α|(1 − r2)]dr
= n!α!|α|
(n− 1 + |α|)!
(
(n− 1)
t2∫
0
rn+|α|−2(1 − r)−n dr + |α|
t2∫
0
rn+|α|−2(1 − r)−n+1 dr
)
.
So, to show (2.1), it suffices to prove that
(n − 1)
t2∫
0
rn+|α|−2(1 − r)−n dr + |α|
t2∫
0
rn+|α|−2(1 − r)−n+1 dr = t
2(n+|α|−1)
(1 − t2)n−1 . (2.3)
We prove (2.3) by induction. Let |α| be fixed. (2.3) is true for n = 1 obviously. Now, assume
that (2.3) holds for n = k. Let n = k + 1. Then, integrating by parts, we have
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t2∫
0
r(n+|α|−2)(1 − r)−n dr + |α|
t2∫
0
r(n+|α|−2)(1 − r)−n+1 dr
= k
t2∫
0
r(k+|α|−1)(1 − r)−k−1 dr + |α|
t2∫
0
r(k+|α|−1)(1 − r)−k dr
= t2(k+|α|−1)(1 − t2)−k − (k + |α| − 1) t2∫
0
r(k+|α|−2)(1 − r)−k dr
+ |α|
k − 1
(
t2(k+|α|−1)(1 − t2)−k+1 − (k + |α| − 1) t2∫
0
r(k+|α|−2)(1 − r)−k+1 dr
)
= t
2(k+|α|−1)
(1 − t2)k−1
(
1
1 − t2 +
|α|
k − 1
)
− k + |α| − 1
k − 1
(
(k − 1)
t2∫
0
rk+|α|−2(1 − r)−k dr
+ |α|
t2∫
0
rk+|α|−2(1 − r)−k+1 dr
)
.
Thus, by the assumption of induction,
k
t2∫
0
r(k+|α|−1)(1 − r)−k−1 dr + |α|
t2∫
0
r(k+|α|−1)(1 − r)−k dr
= t
2(k+|α|−1)
(1 − t2)k−1
(
1
1 − t2 +
|α|
k − 1
)
− t
2(k+|α|−1)
(1 − t2)k−1 ·
k + |α| − 1
k − 1
= t
2(k+|α|−1)
(1 − t2)k−1
(
1
1 − t2 − 1
)
= t
2(k+|α|)
(1 − t2)k .
This shows that (2.3) holds for n = k + 1. The lemma is proved. 
Lemma 2. If f (z) =∑α aαzα ∈ H(B), then
φ(t) =
∫
Bt
∣∣∇˜f (z)∣∣2 dτ(z) =∑
α
|aα|2 · n!α!|α|
(n − 1 + |α|)! ·
t2(n+|α|−1)
(1 − t2)n−1 . (2.4)
Proof. By (1.3),
∣∣∇˜f (z)∣∣2 = (1 − |z|2)(∣∣∣∣∑
α
aαα1z
α1−1
1 z
α2
2 · · · zαnn
∣∣∣∣2 + · · ·
+
∣∣∣∣∑aααnzα11 zα22 · · · zαn−1n ∣∣∣∣2 − ∣∣∣∣∑aα|α|zα∣∣∣∣2).α α
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S
zαz¯β dτ(z) = 0 if α 
= β (cf. [9, p. 16]),
φ(t) =
∑
α
2n|aα|2
t∫
0
r2(n+|α|)−3
(1 − r2)n dr
(∫
S
α21
∣∣ζ α1−11 ζ α22 · · · ζ αnn ∣∣2 dσ(ζ )+ · · ·
+
∫
S
α2n
∣∣ζ α11 ζ α22 · · · ζ αn−1n ∣∣2 dσ(ζ )− r2 ∫
S
|α|2|ζ α|2 dσ(ζ )
)
.
Using (2.2) and (2.1), we obtain (2.4). The lemma is proved. 
Lemma 3. For f ∈ H(B) and p > 0, we have∫
Bt
∣∣∇˜f (z)∣∣2Gp(z, a)dτ(z) = t∫
0
gp(r)dφ(r) (2.5)
and ∫
Bt
∣∣∇˜f (z)∣∣2(1 − ∣∣ϕa(z)∣∣2)np dτ(z) = t∫
0
(1 − r2)np dφ(r), (2.6)
where g(r) is defined in the introduction,
φ(r) =
∫
|ϕa(z)|<r
∣∣∇˜f (z)∣∣2 dτ(z) = ∫
Br
∣∣∇˜(f ◦ ϕa)(z)∣∣2 dτ(z),
and the Stieltjes integrals are understood as the limits as t → 1 if t = 1.
Proof. By the Möbius invariance of the Green function G(z, a) and the Bergman metric τ(z),
and using (1.1) twice, we have∫
Bt
∣∣∇˜f (z)∣∣2Gp(z, a)dτ(z)
=
∫
Bt
∣∣∇˜(f ◦ ϕa)(z)∣∣2Gp(z,0)dτ(z)
= 2n
t∫
0
r2n−1gp(r)
(1 − r2)n+1 dr
∫
S
∣∣∇˜(f ◦ ϕa)(rζ )∣∣2 dσ(ζ )
=
t∫
0
gp(r)d
(
2n
r∫
0
t2n−1
(1 − t2)n+1 dt
∫
S
∣∣∇˜(f ◦ ϕa)(tζ )∣∣2 dσ(ζ )
)
=
t∫
0
gp(r)d
(∫
Br
∣∣∇˜(f ◦ ϕa)(z)∣∣2 dτ(z))= t∫
0
gp(r)dφ(r).
This shows (2.5). (2.6) can be obtained in the same way. The lemma is proved. 
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0  t < 1, such that φ(t) = O(t2n) as t → 0, φ(t)/ψ(t) is non-decreasing, where ψ(t) = t2n/
(1− t2)n−1. For n−1
n
< p < n
n−1 and 0 t  1, define hp(t) =
∫ t
0 g
p(r)dφ(r) where the integral
is understood as in Lemma 3. Then, for n−1
n
< q < p < n
n−1 , we have
hp(1)∫ 1
0 g
p(r)dψ(r)
 hq(1)∫ 1
0 g
q(r)dψ(r)
, (2.7)
where g(r) is defined in the introduction. Furthermore, the equality holds with a finite value if
and only if φ(t) = Cψ(t) where C is a constant.
Proof. Assume that n−1
n
< q < p < n
n−1 and hq(1) < ∞. For r > 0, integrating by parts and
using the facts that φ(t)/ψ(t) is non-decreasing and gq(t)φ(t) → 0 as t → 0 give
hq(r) =
r∫
0
gq(t)dφ(t) = gq(t)φ(t)|r0 − q
r∫
0
φ(t)gq−1(t)dg(t)
= gq(r)φ(r) − q
r∫
0
φ(t)gq−1(t)dg(t)
 gq(r)φ(r) − q
r∫
0
φ(r)
ψ(r)
ψ(t)gq−1(t)dg(t)
= gq(r)φ(r) − q φ(r)
ψ(r)
r∫
0
ψ(t)gq−1(t)dg(t)
= φ(r)
ψ(r)
(
gq(r)φ(r) − q
r∫
0
ψ(t)gq−1(t)dg(t)
)
= φ(r)
ψ(r)
r∫
0
gq(t)dψ(t). (2.8)
On the other hand,
dhq(r) = gq(r)dφ(r) gq(r) φ(r)
ψ(r)
dψ(r),
since φ(r)
ψ(r)
is non-decreasing and, consequently,
d
(
φ(r)
ψ(r)
)
= − φ(r)
ψ2(r)
dψ(r)+ 1
ψ(r)
d
(
φ(r)
)
 0,
dφ(r) φ(r)
ψ(r)
dψ(r).
Thus,
dhq(r)
h (r)
 (φ(r)/ψ(r))g
q(r)dψ(r)
(φ(r)/ψ(r))
∫ r
gq(t)dψ(t)
= g
q(r)dψ(r)∫ r
gq(t)dψ(t)
.
q 0 0
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hq(r) hq(1)
∫ r
0 g
q(t)dψ(t)∫ 1
0 g
q(t)dψ(t)
.
Then, noting that hq(1) < ∞ and gp−q(r)hq(r) = O(r2n−2(n−1)p) as r → 0, integrating by
parts and using the above estimate, we have
hp(1) =
1∫
0
gp(r)dφ(r) =
1∫
0
gp−q(r)gq(r)dφ(r)
=
1∫
0
gp−q(r)dhq(r) = gp−q(r)hq(r)|10 − (p − q)
1∫
0
hq(r)g
p−q−1(r)dg(r)
= −(p − q)
1∫
0
hq(r)g
p−q−1(r)dg(r)
 −(p − q)hq(1)∫ 1
0 g
q(t)dψ(t)
1∫
0
r∫
0
gq(t)dψ(t)gp−q−1(r)dg(r)
= − hq(1)∫ 1
0 g
q(t)dψ(t)
1∫
0
gq(t)dψ(t)(p − q)
1∫
t
gp−q−1(r)dg(r)
= hq(1)
∫ 1
0 g
p(t)dψ(t)∫ 1
0 g
q(t)dψ(t)
.
This shows (2.7).
If φ(t) = Cψ(t) for 0  t < 1, it is easy to see that the equality in (2.7) holds with a finite
value. Conversely, if φ(t)/ψ(t) is not a constant and hq(1) < ∞, then there exist t0 > 0 such that
φ(t)/ψ(t) < φ(t0)/ψ(t0) φ(r)/ψ(r) for t < t0  r . Thus, we see from the proof of (2.8) that
the strict inequality in (2.8) holds for any r > t0, and finally the strict inequality in (2.7) holds
for n−1
n
< p < q < n
n−1 . The lemma is proved completely. 
Theorem 1. Let f ∈ H(B). Then, for a ∈ B and n−1
n
< q < p < n
n−1 , we have∫
B
∣∣∇˜f (z)∣∣2Gp(z, a)dτ(z) ∫ 10 gp(t)dψ(t)∫ 1
0 g
q(t)dψ(t)
∫
B
∣∣∇˜f (z)∣∣2Gq(z, a)dτ(z) (2.9)
and, as a consequence,
Bp(f )
∫ 1
0 g
p(t)dψ(t)∫ 1
0 g
q(t)dψ(t)
Bq(f ). (2.10)
Furthermore, the equality in (2.9) holds if and only if f = L ◦ φa , where L is a linear function.
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Lemma 2, φ(r)/ψ(r) is non-decreasing. Using (2.5) in Lemma 3 and Lemma 4 we obtain (2.9).
To prove the second part of the theorem, we only need to consider the case that a = 0. Let
f (z) = a1z1 +· · ·+anzn. Then, by Lemma 2, φ(t) = (|a1|2 +· · ·+|an|2)ψ(t). Using the equality
statement in Lemma 4, we see that the equalities in (2.7) and (2.9) hold. Conversely, if the
equality in (2.9) holds, then equality in (2.7) holds and φ(t) = Cψ(t). Thus, using Lemma 2, we
see that f is a linear function. The theorem is proved. 
Lemma 5. Let φ(t) and ψ(t) be defined as Lemma 4. For p > (n − 1)/n and 0 t  1, define
lp(t) =
∫ t
0 (1 − r2)np dφ(r), where the integral is understood as in Lemma 3. Then,
lp(t)
p(nq + 1)B(n,np − n+ 1)
q(np + 1)B(n,nq − n+ 1) lq(1) for p > q > (n− 1)/n. (2.11)
Furthermore, the equality in (2.11) holds with a finite value if and only if φ(t) = Cψ(t) where
C is a constant.
Proof. The proof of this lemma is similar to that of Lemma 4. Assume that p > q > (n − 1)/n
and lq(1) < ∞. This time, we have
lq(r) =
r∫
0
(1 − t2)nq dφ(t) = (1 − t2)nqφ(t)|r0 −
r∫
0
φ(t)d(1 − t2)nq
= (1 − r2)nqφ(r) −
r∫
0
φ(t)d(1 − t2)nq
 (1 − r2)nqφ(r) − φ(r)
ψ(r)
r∫
0
ψ(t)d(1 − t2)nq
= φ(r)
ψ(r)
(
(1 − r2)nqψ(r)−
r∫
0
ψ(t)d(1 − t2)nq
)
= φ(r)
ψ(r)
r∫
0
(1 − t2)nq dψ(t)
and
dlq(r) = (1 − r2)nq dφ(r) (1 − r2)nq φ(r)
ψ(r)
dψ(r).
Thus,
lq(r) lq(1)
∫ r
0 (1 − t2)nq dψ(t)∫ 1
0 (1 − t2)nq dψ(t)
,
and
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1∫
0
(1 − r2)np dφ(r) =
1∫
0
(1 − r2)n(p−q) dlq(r)
= (1 − r2)n(p−q)lq(r)|10 −
1∫
0
lq(r)d(1 − r2)n(p−q) = −
1∫
0
lq(r)d(1 − r2)n(p−q)
− lq(1)∫ 1
0 (1 − t2)nq dψ(t)
1∫
0
r∫
0
(1 − t2)nq dψ(t)d(1 − r2)n(p−q)
= − lq(1)∫ 1
0 (1 − t2)nq dψ(t)
1∫
0
1∫
t
d(1 − r2)n(p−q)(1 − t2)nq dψ(t)
= lq(1)∫ 1
0 (1 − t2)nq dψ(t)
1∫
0
(1 − t2)np dψ(t).
The integration
∫ 1
0 (1 − t2)np dψ(t) can be calculated as follows.
r∫
0
(1 − t2)np dψ(t) =
1∫
0
(1 − t2)np
(
2(n − 1) t
2n−1
(1 − t2)n +
2t2n−1
(1 − t2)n−1
)
dt
= (n − 1)
1∫
0
(1 − t)n(p−1)tn−1 dt +
1∫
0
(1 − t)n(p−1)+1tn−1 dt
= n
2p
np + 1B
(
n,n(p − 1)+ 1).
(2.11) is proved. The equality statement can be proved in the same way as in the proof of Theo-
rem 1. 
Like Theorem 1, we have
Theorem 2. Let f ∈ H(B). Then, for a ∈ B and p > q > (n − 1)/n, we have∫
B
∣∣∇˜f (z)∣∣2(1 − ∣∣ϕa(z)∣∣2)np dτ(z)
 p(nq + 1)B(n,n(p − 1)+ 1)
q(np + 1)B(n,n(q − 1)+ 1)
∫
B
∣∣∇˜f (z)∣∣2(1 − ∣∣ϕa(z)∣∣2)nq dτ(z) (2.12)
and, as a consequence,
Ap(f )
p(nq + 1)B(n,n(p − 1)+ 1)
q(np + 1)B(n,n(q − 1)+ 1) Aq(f ). (2.13)
Furthermore, the equality in (2.12) holds if and only if f = L ◦ φa , where L is a linear function.
It is an open question to give the equality conditions of (2.10) and (2.13).
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In this section, we study the relations between Qp norm, Mp norm and Bloch norm.
Lemma 6. Let φ(t), ψ(t) and hp(t) be defined as in Lemma 4. If there exists a p0, such that
n−1
n
< p0 <
n
n−1 and hp0(1) < ∞, then
lim
p→ n
n−1
hp(1)∫ 1
0 g
p(r)dψ(r)
= lim
t→0
φ(t)
ψ(t)
.
Proof. Since gp0(r)φ(r) → 0 as r → 0, integrating by parts, for t < 1, we have
hp0(1)
t∫
0
gp0(r)dφ(r) = gp0(r)φ(r)|t0 − p0
t∫
0
φ(r)gp0−1(r)dg(r) gp0(t)φ(t).
This shows that gp0(t)φ(t) is bounded. Thus,
hp(1) =
1∫
0
gp(r)dφ(r) = gp(r)φ(r)|10 − p
1∫
0
φ(r)gp−1(r)dg(r)
= −p
1∫
0
φ(r)gp−1(r)dg(r) = −p
1∫
0
φ(r)
ψ(r)
gp−1(r)ψ(r)dg(r)
= p φ(r)
ψ(r)
1∫
r
gp−1(t)ψ(t)dg(t)
∣∣∣∣∣
1
0
− p
1∫
0
1∫
r
gp−1(t)ψ(t)dg(t)d
(
φ(r)
ψ(r)
)
.
For r > 1/2, we have
φ(r)
ψ(r)
 hp0(1)g−p0(r)ψ(r)−1 M1(1 − r2)−np0+n−1,
−
1∫
r
gp−1(t)ψ(t)dg(t)
1∫
r
(1 − t2)n(p−1)−(n−1)+(n−1) dt
= M2
1∫
r
(1 − t2)n(p−1)−(n−1)+(n−1) dt
= M2
1∫
r
(1 − t2)n(p−1) dt = O((1 − r)np−n+1).
Thus,
lim
r→1
φ(r)
ψ(r)
1∫
gp−1(t)ψ(t)dg(t) = 0.r
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p
1∫
0
gp−1(t)ψ(t)dg(t) =
1∫
0
ψ(t)dgp(t) = ψ(t)gp(t)|10 −
1∫
0
gp(t)dψ(t)
= −
1∫
0
gp(t)dψ(t).
It follows that
p
φ(r)
ψ(r)
1∫
r
gp−1(t)ψ(t)dg(t)
∣∣∣∣∣
1
0
= lim
r→0
φ(r)
ψ(r)
1∫
0
gp(t)dψ(t).
Let
Ip = − p∫ 1
0 g
p(t)dψ(t)
1∫
0
1∫
r
gp−1(t)ψ(t) dg(t)d
(
φ(r)
ψ(r)
)
.
To show the lemma, it suffices to prove that Ip → 0 when p → nn−1 .
Since φ(r)/ψ(r) is non-negative, continuous and non-decreasing, for  > 0, there exits a
δ > o such that 0
∫ δ
0 d(
φ(r)
ψ(r)
) <  and, consequently,
I ′p = −
p∫ 1
0 g
p(t)dψ(t)
δ∫
0
1∫
r
gp−1(t)ψ(t)dg(t)d
(
φ(r)
ψ(r)
)

δ∫
0
d
(
φ(r)
ψ(r)
)
< .
On the other hand, using (1.4), we have
I ′′p = −
p∫ 1
0 g
p(t)dψ(t)
1∫
δ
1∫
r
gp−1(t)ψ(t)dg(t)d
(
φ(r)
ψ(r)
)
 M∫ 1
0 g
p(t)dψ(t)
1∫
δ
1∫
r
(1 − t)n(p−1) dt d
(
φ(r)
ψ(r)
)
 M
′∫ 1
0 g
p(t)dψ(t)
1∫
δ
(1 − r)n(p−1)+1 d
(
φ(r)
ψ(r)
)
.
Since ψ(r) is increasing, d(φ(r)/ψ(r)) dφ(r)/ψ(r). Thus,
I ′′p 
M ′∫ 1
0 g
p(t)dψ(t)
1∫
δ
(1 − r)n(p−1)+1
ψ(r)
dφ(r)
 M
′′∫ 1
0 g
p(t)dψ(t)
1∫
gp(r)dφ(r)δ
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′′∫ 1
0 g
p(t)dψ(t)
1∫
δ
gp−p0(r) · gp0(r)dφ(r)
 M
′′gp−p0(δ)∫ 1
0 g
p(t)dψ(t)
1∫
δ
gp0(r)dφ(r) M
′′gp−p0(δ)hp0(1)∫ 1
0 g
p(t)dψ(t)
.
It is easy to verify that
1∫
0
gp(t)dψ(t)M
1∫
0
t−2(n−1)p+2n−1 dt → ∞ as p → n/(n− 1).
So, I ′′p <  and, consequently, Ip < 2, if p is close to n/(n − 1) sufficiently. The lemma is
proved. 
Theorem 3. Let f ∈ H(B) and a ∈ B. If there exists a p0 such that (n− 1)/n < p0 < n/(n− 1)
and ∫
B
∣∣∇˜f (z)∣∣2Gp0(z, a)dτ(z) < ∞,
then
lim
p→ n
n−1
∫
B
|∇˜f (z)|2Gp(z, a)dτ(z)∫ 1
0 g
p(r)dψ(r)
= ∣∣∇˜f (a)∣∣2.
Proof. Since∫
B
∣∣∇˜f (z)∣∣2Gp0(z, a)dτ(z) = ∫
B
∣∣∇˜(f ◦ ϕa)(z)∣∣2Gp0(z,0)dτ(z)
=
1∫
0
gp0(r)dφ(r) = hp0(1) < ∞,
where φ(r) is defined in Lemma 3, using Lemma 6, we have
lim
p→ n
n−1
∫
B
|∇˜f (z)|2Gp(z, a)dτ(z)∫ 1
0 g
p(r)dψ(r)
= lim
p→ n
n−1
∫
B
|∇˜(f ◦ ϕa)(z)|2Gp(z,0)dτ(z)∫ 1
0 g
p(r)dψ(r)
= lim
p→ n
n−1
∫ 1
0 g
p(r)dφ(r)∫ 1
0 g
p(r)dψ(r)
= ∣∣∇(f ◦ ϕa)(0)∣∣2 = ∣∣∇˜f (a)∣∣2.
The theorem is proved. 
Similar to Lemma 6 and Theorem 3, we have Lemma 7 and Theorem 4.
Lemma 7. Let φ(t), ψ(t) and lp(t) be defined as Lemma 5. If there exists a p0 > (n− 1)/n such
that lp0(1) < ∞, then
lim
p→∞
np + 1
n2pB(n,np − n + 1) lp(1) = limr→0
φ(r)
ψ(r)
.
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gives
lp(1) =
1∫
0
(1 − r2)np dφ(r) = (1 − r2)npφ(r)|10 −
1∫
0
φ(r)d(1 − r2)np
= 2np
1∫
0
φ(r)
ψ(r)
ψ(r)(1 − r2)np−1r dr = 2np
1∫
0
φ(r)
ψ(r)
r2n+1(1 − r2)np−n dr
= −2np φ(r)
ψ(r)
1∫
r
t2n+1(1 − t2)np−n dt
∣∣∣∣∣
1
0
+ 2np
1∫
0
1∫
r
t2n+1(1 − t2)np−n dt d
(
φ(r)
ψ(r)
)
.
For r > 1/2, we have
φ(r)
ψ(r)
 lp0(1)(1 − r2)−np0ψ(r)−1 M(1 − r2)−np0+n−1,
1∫
r
t2n+1(1 − t2)np−n dt = O(1 − t2)np−n+1.
Thus,
lim
r→1
φ(r)
ψ(r)
1∫
r
t2n+1(1 − t2)np−n dt = 0.
On the other hand,
lim
r→0 2np
φ(r)
ψ(r)
1∫
r
t2n+1(1 − t2)np−n dt = n
2pB(n,np − n + 1)
np + 1 limr→0
φ(r)
ψ(r)
.
Let
Jp = 2(np + 1)
nB(n,np − n+ 1)
1∫
0
1∫
r
t2n+1(1 − t2)np−n dt d
(
φ(r)
ψ(r)
)
= np + 1
nB(n,np − n+ 1)
1∫
0
1∫
r2
tn(1 − t)np−n dt d
(
φ(r)
ψ(r)
)
.
To prove the lemma, it suffices to show that Jp → 0 as p → ∞.
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is non-negative, continuous and non-decreasing, for  > 0, there exist a δ > 0, such
that 0
∫ δ
0 d(
φ(r)
ψ(r)
) < , and consequently,
J ′p =
np + 1
nB(n,np − n+ 1)
δ∫
0
1∫
r2
tn(1 − t)np−n dt d
(
φ(r)
ψ(r)
)

δ∫
0
d
(
φ(r)
ψ(r)
)
< .
On the other hand, integrating by parts, we have
J ′′p =
np + 1
nB(n,np − n+ 1)
1∫
δ
1∫
r2
tn(1 − t)np−n dt d
(
φ(r)
ψ(r)
)
 np + 1
n(np − n + 1)B(n,np − n + 1)
1∫
δ
(1 − r2)np−n+1 d
(
φ(r)
ψ(r)
)
.
Since ψ(r) is increasing, d(φ(r)/ψ(r)) dφ(r)/ψ(r). Thus,
J ′′p 
np + 1
n(np − n + 1)B(n,np − n+ 1)
1∫
δ
(1 − r2)np−n+1 1
ψ(r)
dφ(r)
 M(np + 1)(1 − δ)
n(p−p0)
(np − n+ 1)B(n,np − n + 1)
1∫
0
(1 − r2)np0 dφ(r)
 M
′(np + 1)lp0(1)
np − n+ 1
(1 − δ)np(np + 1)
(np − n+ 1)
 M
′′(np + 1)lp0(1)
np − n + 1 · (1 − δ)
nppn.
Now, it is easy to see that J ′′p <  and Jp < 2 if p is sufficiently large. The lemma is proved. 
Theorem 4. Let f ∈ H(B) and a ∈ B. If there exists a p0 such that p0 > (n − 1)/n and∫
B
∣∣∇˜f (z)∣∣2(1 − ∣∣φa(z)∣∣2)np0 dτ(z) < ∞,
then
lim
p→∞
np + 1
n2pB(n,np − n + 1)
∫
B
∣∣∇˜f (z)∣∣2(1 − ∣∣φa(z)∣∣2)np dτ(z) = ∣∣∇˜f (a)∣∣2.
A function f ∈ H(B) is said to be a Bloch function if
B∞(f ) = sup
a∈B
∣∣∇˜f (a)∣∣2 < ∞.
B∞(f )1/2 is called the Bloch norm of f (see [10]). As consequences of Theorems 3 and 4, we
have
Bp(f )∫ 1
gp(r)dψ(r)
 B∞(f ),
n − 1
n
< p <
n
n− 1 , (3.1)
0
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n2pB(n,np − n+ 1)  B∞(f ), p >
n− 1
n
. (3.2)
Consequently, all of Qp and Mp spaces are contained in the Bloch space. There are two open
questions: (i) Whether the left sides of (3.1) and (3.2) tend to B∞(f ) as p → n/(n − 1) and
t → ∞ respectively? (ii) What is the equality condition for (3.1) or (3.2)?
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