Transfer learning has the potential to reduce the burden of data collection and to decrease the unavoidable risks of the training phase. In this letter, we introduce a multirobot, multitask transfer learning framework that allows a system to complete a task by learning from a few demonstrations of another task executed on another system. We focus on the trajectory tracking problem where each trajectory represents a different task, since many robotic tasks can be described as a trajectory tracking problem. The proposed multirobot transfer learning framework is based on a combined L 1 adaptive control and an iterative learning control approach. The key idea is that the adaptive controller forces dynamically different systems to behave as a specified reference model. The proposed multitask transfer learning framework uses theoretical control results (e.g., the concept of vector relative degree) to learn a map from desired trajectories to the inputs that make the system track these trajectories with high accuracy. This map is used to calculate the inputs for a new, unseen trajectory. Experimental results using two different quadrotor platforms and six different trajectories show that, on average, the proposed framework reduces the firstiteration tracking error by 74% when information from tracking a different single trajectory on a different quadrotor is utilized.
. The proposed multi-robot, multi-task architecture. The multi-robot transfer learning framework is composed of two methods (i) an iterative learning control (ILC) module to learn an input such that the output tracks a desired output signal and (ii) an L 1 adaptive controller to force different systems to behave in the same repeatable, predefined way. Hence, trajectories learned on a source system can directly be transferred to a target system. The multi-task transfer learning framework learns a map from a desired trajectory to the inputs that make the system track it accurately. When a new trajectory is encountered, the learned map is used to calculate the inputs for the new trajectory.
Training robots to operate in changing environments is complex and time-consuming. Transfer learning reduces the unavoidable risks of the training phase and the time needed to train each robot on each single task. In this letter, we develop a multi-robot, multi-task transfer learning framework that allows a system to complete a task by learning from a few demonstrations of another task executed on another system, see Fig. 1 . We focus on trajectory tracking as many robotic tasks can be formulated as trajectory tracking problems. The proposed multi-robot, multi-task transfer framework achieves high-accuracy trajectory tracking from the first iteration for a wide range of robot dynamics and desired trajectories.
In the realm of multi-robot transfer, the work in [4] learns an optimal static gain between the outputs of two linear, time-invariant (LTI), single-input, single-output (SISO) systems when they try to follow the same reference. The transformation error is minimized when the two systems have stable poles that lie close to each other. In [5] , a preliminary study of transfer learning between two nonlinear, unicycle robots is presented. In [6] , it is proved that the optimal transfer learning map between two robots is, in general, a dynamic system. An algorithm is also provided for determining the properties of the optimal dynamic map, including its order, relative degree and the variables it depends on. In [7] , a data transfer mechanism based on manifold alignment of input-output data is proposed. The transferred data improves learning of a model of a robotic arm by using data from a different robotic arm. In [8] , an algorithm for robust transfer of learned policies to target environments with unmodeled disturbances or unknown parameters is developed. This method improved performance on unmodeled disturbances by 50-300%, compared to naive transfer. However, this algorithm was not evaluated on physical systems.
Multi-task transfer is important to consider because learning approaches, such as iterative learning control (ILC), are usually not able to transfer knowledge from previously learned tasks to new, unseen tasks. In [9] , using knowledge from previously learned trajectories, a linear map is created to calculate the inputs required to track unseen trajectories. Experimental results show that only one learned trajectory is needed to improve the performance on a new trajectory. However, the variables required for the linear map are selected through experimental trial-anderror, which may be time consuming. In [10] , reinforcement learning is used to learn a value function for a particular load. Once learned, it is used to generate swing-free trajectories for aerial vehicles with suspended loads. Then, sufficient criteria are found to allow transfer of the learned policy to different models, states and action spaces. In [11] and [12] , a deep neural network (DNN) is trained to achieve a unity map between the desired and actual outputs. The DNN adapts the reference signal to a feedback control loop to enhance the tracking performance of unseen trajectories. In [13] , neural networks allow generalization of a task based on a single instance of the given task. However, the architecture of the neural network must be tailored to the specific task.
In the realm of multi-task and multi-robot transfer, the work in [14] trains neural network policies that can be decomposed into "task-specific" and "robot-specific" modules. When a new robot-task combination is encountered, the appropriate robot and task modules are composed to solve the problem. This architecture enables zero-shot generalization with a variety of robots and tasks in simulation. Neural network approaches require a significant amount of data and computational resources to train. In this letter, we emphasize data efficiency to achieve successful transfer in experiments.
The goal of this work is to design a learning architecture that is able to achieve high-accuracy tracking in the first iteration (i) despite the presence of changing dynamics which include switching the robot hardware altogether, and (ii) by using previously learned trajectories and generalizing knowledge to new, unseen trajectories. We propose a multi-task transfer framework placed on top of a multi-robot transfer framework (see Fig. 1 ).
The proposed, multi-robot transfer framework is based on the combined L 1 adaptive control and ILC approach introduced in [15] . The ILC improves tracking performance over iterations, while the L 1 adaptive controller forces dynamically-different nonlinear systems to behave as a specified linear model. Hence, trajectories learned on a system can be transferred among dynamically different systems (equipped with the same underlying L 1 adaptive controller) to achieve high-accuracy tracking. The proposed, multi-task transfer scheme does not require exact knowledge of the system model or significant amounts of data as in [14] . Instead, it learns a map between a single desired trajectory and the inputs that make the system track the desired trajectory accurately. This map is used to calculate the inputs needed to track a new, unseen trajectory with high accuracy. Unlike [9] , where trial-and-error is used, we derive the structure of this map based on concepts from control theory, the vector relative degree. The proposed approach also allows the system to continue learning over iterations after transfer.
The remainder of this letter is organized as follows. The problem is defined in Section III. The details of the proposed approach and the main results are presented in Section IV. Experimental results on two quadrotors are presented in Section V. Conclusions are provided in Section VI.
II. BACKGROUND
In this section, we review the definitions needed for the remainder of the letter. Consider a discrete-time, LTI, multi-input, multi-output (MIMO) system:
where 
∀i, j ∈ {1, . . . , p} is nonsingular. Remark 1: If the system (1) has a vector relative degree (r 1 , . . . , r p ), then we have ⎡ ⎢ ⎣ y 1 (k + r 1 ) . . .
For SISO systems, the relative degree is the number of sample delays between changing the input and observing a change of the output, and can be easily determined experimentally from the system's step response.
Remark 2: Analogous to the case of SISO systems, the vector relative degree of a MIMO system can be determined from easy-to-execute experiments. In particular, one can carry out p experiments; in each experiment, one should apply a unit step input to only one of the p inputs, and monitor the responses of the p outputs. From Definition 1, a good estimate of the relative degree r i is the number of sample delays between changing any of the inputs and seeing a change in the output y i .
In other words, for the p easy-to-execute experiments, one can observe the minimum time delay obtained from the different experiments for each output dimension. After estimating the vector relative degree (r 1 , . . . , r p ), one still needs to verify that A 0 is invertible, see Definition 1. Note that from Remark 1, the rank of A 0 can be indirectly checked by studying the rank of Y r where [Y r ] ij = y i (r i )| j and y i (r i )| j is the value of the output y i at time index r i for the step input experiment j, and assuming that for the p experiments, the step inputs are applied at time index 0 and the system is initiated from the same initial condition x 0 = 0.
We next review the definition of zero dynamics. The zero dynamics of (1) are the invariant dynamics under which the system (1) evolves when the output y is constrained to be zero for all times. The zero dynamics represent the internal dynamics of the system when the system output is stabilized to zero. By representing the system (1) in the so-called Byrnes-Isidori normal form, it can be shown that the order of the minimum realization of the zero dynamics is n − r, where r = p i=1 r i [16] , [17] . The system (1) is minimum phase if its zero dynamics are asymptotically stable in the Lyapunov sense. Based on the definition of zero dynamics and from (2), it can be shown that if the system (1) is minimum phase, then the input
achieves asymptotic stability of the internal dynamics of (1). We use this fact in Section IV-B.
Finally, we review the definition of the projection operator, which will be used in Section IV-A. We define ∇ as the vector differential operator.
Definition 2 (Projection operator): Consider a convex compact set with a smooth boundary given by
with λ m ax being the norm bound imposed on the vector λ, and λ > 0 is a projection tolerance bound of our choice. The projection operator is defined as [18] :
III. PROBLEM STATEMENT
The objective of this work is to achieve high-accuracy trajectory tracking in the first iteration in a multi-robot, multi-task framework, in which (i) there are uncertain, possibly changing environmental conditions, (ii) the training and testing robots are dynamically different, and (iii) the training and testing trajectories are different. We consider a control architecture as shown in Fig. 1 . A multi-task framework is designed on top of a multirobot framework.
The multi-robot framework combines an adaptive controller with a learning-based controller as in [15] . The adaptive controller forces two dynamically-different, minimum phase systems, which can be nonlinear systems, to behave in the same predefined way, as specified by a, possibly linear, reference model. The learning-based controller improves the tracking performance over iterations. Since dynamically different systems are forced to behave in the same predefined way, trajectories learned on a training system can be directly applied to a different testing system achieving high-accuracy trajectory tracking in the first iteration.
In the multi-task framework, information of the desired trajectory and the learned input trajectory (y * ,l 2 , u l 2 ) for a single, previously learned trajectory l is given, where the subscript 2 is used to agree with the multi-robot framework notation, see Fig. 2 . We aim to determine a map M from the desired outputs y * ,l 2 to the learned inputs u l 2 , such that the error between My * ,l 2 and u l 2 is minimized, by solving:
We show in this letter that for linearized or LTI systems the map M is time-and state-invariant, and consequently, when a new desired trajectory (l + 1) is encountered, an input trajectory that minimizes the trajectory tracking error can be calculated by:
. Unlike [9] where the structure of the map M is obtained through experimental trial-and-error, we use results from control systems theory to provide design guidelines for calculating the map M.
IV. METHODOLOGY
In this section, we describe in detail the multi-robot and multitask transfer architectures for MIMO systems.
A. Multi-Robot Transfer
The multi-robot transfer framework is based on the idea that an adaptive controller is able to force two dynamically different systems to behave in a predefined way. In this work we focus on MIMO systems. Therefore, any MIMO L 1 adaptive controller implementation, such as [19] , [20] , can be used. For convenience and completeness, we present the MIMO L 1 adaptive controller that we implemented in our experiments in Section V. The extended L 1 adaptive controller assumes that the uncertain and changing dynamics of the robotic system can be described by a MIMO system for output feedback:
where y 1 (s) and y 2 (s) are the Laplace transforms of the translational velocity y 1 (t) ∈ R p and the position y 2 (t) ∈ R p , respectively, A(s) is a transfer function matrix of strictlyproper unknown transfer functions that can be stabilized by a proportional-integral controller, u L 1 (s) is the Laplace transform of the input u L 1 (t) ∈ R p , and d L 1 (s) is the Laplace transform of disturbance signals defined as:
The L 1 adaptive output feedback controller aims to design a control input u L 1 (t) such that the output y 2 (t) ∈ R p tracks a bounded piecewise continuous reference input u 2 (t) ∈ R p . We aim to achieve a desired closed-loop behavior by nesting the output of the L 1 adaptive controller with output y 1 (t) ∈ R p which tracks u 1 (t) ∈ R p within a proportional feedback loop (see Fig. 2 ). The desired inner loop behavior is given by the following first-order reference dynamic systems:
where m i > 0. We can rewrite system (4) in terms of the reference system (5) as follows:
where the uncertainties in A(s) and
. The equations that describe the implementation of the extended L 1 output feedback controller are:
Adaptation Law:˙ σ(t) = ΓProj( σ(t), − y(t)) , with σ(0) = 0, where y(t) := y 1 (t) − y 1 (t) and Proj(. , .) is defined in Section II. The adaptation rate Γ > 0 is subject to the lower bound specified in [18] and is set very large for fast adaptation.
Control Law:
is a diagonal transfer function matrix of low-pass filters:
where ω i > 0. By filtering out the high frequencies inσ(s), high adaptation gains can be used without deteriorating the transient behavior of the system. Closed-Loop Feedback:
where K = diag(K 1 , . . . , K p ), and K i ∈ R + is a proportional gain; used to make y 2 (t) track u 2 (t).
We The extended L 1 adaptive controller makes the system (roughly) behave as a linear, MIMO system described by:
The multi-task transfer framework, discussed in the next subsection, requires a desired trajectory and the correct input that makes the system track the desired trajectory. To construct this pair of desired trajectory and corresponding correct input, we use an optimization-based ILC [21] to modify the input and improve the tracking performance of the system, which now behaves close to (8) , in a small number of iterations 1, . . . , j. The objective is to make y 2 (t) track a desired output trajectory y * 2 (t), which is defined over a finitetime interval. We assume that there exist input, state and output trajectories (u * 2 (t), x * (t), y * 2 (t)) that are feasible with respect to the true dynamics of the L 1 -controlled system under linear constraints on the system inputs and/or outputs. We also assume that the system stays close to the desired trajectory; hence, we only consider small deviations from the above trajectories ( u 2 (t), x(t), y 2 (t)). The small deviation signals are discretized since the input of computer-controlled systems is sampled and measurements are only available at fixed time intervals. We use [22, eq. (12) ] to write the output and input trajectories in the lifted representation as y 2 
Now consider the minimum phase, discrete-time, LTI, MIMO system:
where A L 1 , B L 1 and C L 1 are the discrete-time matrices that describe (8) . To capture the dynamics of a complete trial by a static mapping, we compute the lifted representation of (9) using [22, eq. (13) and (14)] to obtain:
where the subscript j represents the iteration number, F ILC is a constant matrix derived from the discretized model (9) and d ∞ represents a repetitive disturbance that is initially unknown, but is identified during the learning process. In many control applications, constraints must be placed on the process variables to ensure safe and smooth operations. The system may be subject to linear input or output constraints:
where S c and Z c are matrices of appropriate size. Following [22, eq. (19)-(26)], we implement an iterationdomain Kalman filter to obtain an estimate of the disturbance d ∞ , d j |j , based on measurements from iterations 1, . . . , j. Using (10) and the estimated disturbance, the estimated output error y 2,j +1|j can be represented by:
At the end of iteration j, an update step computes the next input sequence u 2,j +1 that minimizes the estimated output error y 2,j +1|j and the control effort u 2,j +1 based on the following cost function:
J( u 2,j +1 ) = y 2,j +1|j Q y 2,j +1|j + u 2,j +1 R u 2,j +1 , subject to (11) , where Q is a constant, positive semi-definite matrix and R is a constant, positive definite matrix. The resulting convex optimization problem can be solved efficiently with state-of-the-art optimization libraries. In this work, we use the IBM ILOG CPLEX Optimizer. Remark 3: If the source and target systems have underlying L 1 adaptive controllers with different reference models, then it is still possible to implement the multi-robot framework by using the reference models to build a map from the source system to the target system [6] . Using this map, trajectories learned on the source system can be transferred to the target system, which has a different reference model.
B. Multi-Task Transfer
To facilitate transfer learning between different desired trajectories, a mapping is learned from desired trajectories to the inputs that make the system track these trajectories. Our proposed multi-task transfer learning framework uses insights from control systems theory and knowledge of a single previously learned trajectory to calculate the reference input of a new, unseen trajectory to minimize the trajectory tracking error. We showed that the input-output behavior of the system under the extended L 1 adaptive control is LTI, MIMO and minimum phase, see (8) . We use (1) to describe the controlled system and assume it is minimum phase.
Lemma 1: Consider a minimum phase, discrete-time, MIMO, LTI system (1), and a smooth desired trajectory y * 2 . Then, there exists a control input sequence u 2 that achieves perfect tracking of y * 2 . Moreover, at time instant k, the control input u 2 (k) can be represented as a linear combination of the state x(k) and the values y * 2,1 (k + r 1 ), . . . , y * 2,p (k + r p ), where y * 2,i (j) is the value of the ith component of the desired output at time index j, and (r 1 , . . . , r p ) is the vector relative degree of the system.
Proof: From Definition 1 the matrix A 0 is nonsingular. Hence, we can define the following control law:
. . .
By assumption, the desired trajectory y * 2 (k) , k ≥ 0, is known. Hence, at time step k, y * 2,1 (k + r 1 ), . . . , y * 2,p (k + r p ) are all known, and (13) can be realized.
Next, by plugging the control law (13) into (2), we obtain: ⎡ ⎢ ⎣ y 1 (k + r 1 ) . . .
Since the system (1) is minimum phase by assumption, then as discussed in Section II, the control input u 2 
achieves asymptotic stability of the internal dynamics of (1). Since for linear systems asymptotic stability implies bounded-input, bounded-output (BIBO) stability, then it is evident that under the control law (13) and for bounded reference input y * 2 , the internal states of (1) are bounded.
Finally, by applying the control law (13) at each time step k, k ≥ 0, we have from (14) , y i ( k) = y * 2,i ( k), for each k ≥ r i , i.e., the perfect tracking condition is achieved. From the control law (13), the input u 2 (k) is a linear combination of x(k) and y * 2,1 (k + r 1 ), . . . , y * 2,p (k + r p ), which completes the proof. Suppose that we are given a smooth desired trajectory y * 2 and using a learning approach, such as ILC, we are able to obtain for this particular desired trajectory an input sequence vector u 2 that achieves high-accuracy tracking performance. Similar to [9] , we use the desired output and learned input trajectories (y * 2 , u 2 ) to learn a transfer learning map M that minimizes the transfer learning error as in (3) . Unlike [9] , in which the map is constructed through experimental trial-and-error, we use Lemma 1 to construct the map. In particular, we know from Lemma 1 that to achieve perfect tracking, u 2,i (k), i = 1, . . . , p, should be a linear combination of x(k) and y * 2,1 (k + r 1 ), . . . , y * 2,p (k + r p ), where (r 1 , . . . , r p ) is the vector relative degree of (1). We assume, for now, that the state x(k) can be measured or estimated, and stored. Hence, we propose to build, with the available information, the following windowing function:
whereȳ * 2 (a) = [y * 2,1 (a + r 1 ), . . . , y * 2,p (a + r p )], and N r = N − max j ∈{1,...,p} (r j ). Using the windowing function W (x, y * 2 ), we define the following learning process:
where u 2,i = [u 2,i (0), . . . , u 2,i (N r )] T is the collection of the ith elements of u 2 , obtained from the ILC algorithm. This is a linear regression problem for the parameter vector θ i ∈ R n +p . Remark 4: The vectors of unknowns θ i , i ∈ {1, . . . , p}, are all functions of the system matrices A, B, C, which is evident from (13) and the definition of the matrix A 0 in Definition 1. We emphasize that the vectors θ i do not depend on the desired trajectory y * 2 or the system states. Therefore, we can reuse the calculated vectors θ i , which build an invariant map, to calculate for new, unseen, desired trajectories correct input vectors that achieve perfect tracking. In particular, we use the vectors θ i to calculate the control input that achieves perfect tracking of a new desired trajectory y * ,new 2 as follows: (17) where θ i , i ∈ {1, . . . , p} are calculated by (16) (17) does not assume the knowledge of the system matrices A, B and C as in (13) . It only assumes the knowledge of the vector relative degree of the system, which can be calculated from (8) , or obtained through experiments, see Remark 2.
Notice that the construction of the windowing function W (x, y * 2 ) requires the knowledge of the system states or estimated values of the states. We now discuss how the proposed transfer learning approach can be extended to the case where the state measurements or their estimated values are not available. To this end, we review an important Lemma from [23] .
Lemma 2: Consider the discrete-time, LTI system (1), and suppose that the pair (A, C) is observable. Then, the system state x(k) is given uniquely in terms of input-output sequences as follows:
whereN is an upper bound on the system's observability index, 
In other words, if the system (1) is observable, then the state vector can be represented as a linear combination of a finite sequence of past inputs and outputs of the system. From Lemmas 1 and 2, it can be shown that the control input u 2 (k) that achieves perfect tracking of the desired trajectory can be represented as a linear combination of u 2 (k − 1), . . . , u 2 (k −N ), y(k − 1), . . . , y(k −N ), y * 2,1 (k + r 1 ), . . . , y * r,p (k + r p ), where y(k) is the actual output of the system at time step k, (r 1 , . . . , r p ) is the vector relative degree of (1) andN is an upper bound of the observability index of (1).
Hence, for observable systems, our approach is still valid when only input-output data is available. In this case, the ILC algorithm will also be used to calculate an input u that will make the output y track the desired trajectory y * 2 with high accuracy. Using this input-output information, we can redefine the windowing function (15) by substituting the state x(k) with a finite sequence of input-output information such that:
whereȳ * 2 (a) = [y * 2,1 (a + r 1 ), . . . , y * 2,p (a + r p )],ū(a) = [u T (a − 1) , . . . , u T (a −N )], andȳ(a) = [y T (a − 1) , . . . , y T (a − N )]. Similar to (16) , we then calculate the vectors of unknown parameters θ I O ,i . The vectors are functions of the matrices of system (1) and can be used to calculate the required input when a new, unseen trajectory is encountered. For this case, the proposed control law is:
In order to allow the system to continue learning after transfer, we need to provide the ILC with an initial estimate of the repetitive disturbance d 0,tr ans . We assume that the calculated input u new 2 achieves perfect tracking of the new trajectory; hence, y 2,j +1|j in (12) is 0. Using (12) and the calculated input u new 2 , we are able to calculate the disturbance d 0,tr ans .
In this subsection, we derived the multi-task transfer learning framework for linear/linearized systems. This is not a big restriction given that the underlying L 1 adaptive controller is able to force a nonlinear system to approximately behave as a linear model. In fact, the L 1 adaptive controller can be replaced by another adaptive controller with a reference model, e.g., a model reference adaptive controller. However, we implement the L 1 adaptive controller as it provides performance bounds on the output and input signals [18] . Nevertheless, it should be noted that the proposed framework can be also extended to nonlinear systems with well-defined vector relative degrees and stable inverse dynamics. In particular, analogous to Lemma 1, it can be shown that there exists a control input satisfying perfect tracking of an arbitrary, smooth trajectory y * 2 , and this input is a nonlinear function of the state x(k) and the values y * 2,1 (k + r 1 ), · · · , y * 2,p (k + r p ), where (r 1 , . . . , r p ) is the system's vector relative degree. In practice, one can use a nonlinear regression model, e.g., a neural network or a Gaussian Process, to approximate this unknown nonlinear function [11] , [12] . Alternatively, smooth nonlinear systems can be approximated by piecewise affine/linear systems with arbitrary accuracy [24] . One can construct a cover/partition of the state space of a nonlinear system, and represent the nonlinear system in each region of the cover/partition with a local, affine/linear model. One can use the above proposed results to define a linear transfer learning map for each local region, resulting overall in a piecewise linear transfer learning map. The details will be further studied in future publications.
V. EXPERIMENTAL RESULTS
This section shows the experimental results of the proposed multi-robot, multi-task framework applied to quadrotors for high-accuracy trajectory tracking. We assess three aspects to verify the effectiveness of the proposed framework: (i) capability to transfer different trajectories between different quadrotor Fig. 3 . The two different quadrotors used in the experiments. The quadrotor on the left is the Bebop 2, and on the right is the AR.Drone 2.0. Fig. 4 . The six different trajectories that are used to test the multi-robot, multi-task transfer framework. The source and target trajectories used to assess repeatability and different reference models are depicted in dark blue and orange, respectively. platforms, (ii) repeatability of results, and (iii) use of different reference models for the L 1 adaptive controllers of the source and target systems. These experiments significantly extend the experiments in [15] , which only assessed the multi-robot transfer learning framework.
The vehicles used in the experiments are the Parrot AR.Drone 2.0 and the Parrot Bebop 2 (see Fig. 3 ). Each quadrotor has an underlying L 1 adaptive controller that makes both vehicles behave close to a reference system. In what follows, the signals u 1,i (t) are the desired translational velocities, u 2,i (t) are the desired translational positions, y 1,i (t) are the quadrotor translational velocities and y 2,i (t) are the quadrotor translational positions in the i = x, y, z directions, respectively. A central overhead motion capture camera system provides position, roll-pitch-yaw Euler angles and rotational velocity measurements, and through numerical differentiation, we obtain translational velocities. We propose six different trajectories to test our approach, as shown in Fig. 4 . To quantify the tracking performance, an average position error along the trajectory is defined by:
where e j (i) = u 2,j (i) − y 2,j (i) and j = x, y, z.
A. Multi-Robot, Multi-Task Transfer: Capabilities
To assess the performance of the proposed multi-robot, multitask transfer framework under different conditions, we generate six different trajectories (see Fig. 4 ) to be transferred from Boxplots summarize the six one-to-all experiments of the multi-robot, multitask framework, which significantly decreases the error in the first iteration after transfer. On each box, the red mark indicates the median, while the bottom and top edges indicate the 25th and 75th percentiles, respectively. The whiskers represent the most extreme data points. the AR.Drone 2.0 to the Bebop 2. We learn each of the six trajectories on the AR.Drone 2.0 using the multi-robot framework (Section IV-A). We devise a one-to-all transfer scheme, in which we use one of the six trajectories as a source trajectory to transfer to each of the six trajectories, now called target trajectories (including the source trajectory, which is the the multirobot transfer learning case). Using the multi-task framework (Section IV-B), we apply the one-to-all scheme six times such that each of the six trajectories is the source trajectory once (6 source × 6 target trajectories). Fig. 5 shows, for each of the six target trajectories, the tracking error on a Bebop 2 during a learning process at iteration 1 (open circles) and at iteration 10 (filled circles) when no transfer information is used. The tracking errors in the first iteration after applying the one-to-all, multi-robot, multi-task transfer are summarized in six boxplots, each of which corresponds to one target trajectory. The red mark on each box indicates the median, while the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers represent the most extreme data points. Using the proposed framework significantly reduces the error in the first iteration. On average, the percentage of error reduction for the 36 experiments is 74.12%, when using only 6 seconds of training data (length of each trajectory). This is a significant improvement compared to (i) [9] where the structure of the transfer map is determined by trial-and-error, and (ii) [14] where the training of neural networks requires a significant amount of data.
B. Multi-Robot, Multi-Task Transfer: Repeatability
We also test the repeatability of the above results. We choose a single pair of source and target trajectories (in Fig. 4 , dark blue and orange trajectory, respectively). We repeat ten times a 10-iteration learning process on the Bebop 2 with underlying L 1 adaptive controller and ILC when (i) no transfer is used, and (ii) transfer information from the source trajectory learned on the AR.Drone 2.0 is used to initialize the learning process. Fig. 6 shows the mean error over the ten repetitions for each of the 10 iterations. The proposed framework significantly decreases the tracking error in the first iteration. The standard deviation is very low, with a mean of 0.0013 m and 0.0016 m for the no transfer and transfer cases, respectively. This is achieved as the Fig. 6 . For a single source and target trajectory pair, the average position errors over ten 10-iteration ILC processes when the Bebop 2 is tracking the target trajectory are shown (i) in blue, when the proposed multi-robot (AR.Drone 2.0 to Bebop 2), multi-task (source to target trajectory) framework is used, and (ii) in black, when no transfer information is used. The errors after the proposed multi-robot, multi-task transfer when the source and target systems have L 1 adaptive controllers with different reference models are shown in magenta. L 1 adaptive controller forces the Bebop 2 to behave like the reference model despite the presence of disturbances.
C. Multi-Robot, Multi-Task Transfer: Different Reference Models for the L 1 Adaptive Controllers
For completeness, we include experimental results for Remark 3, when the source and target systems have L 1 adaptive controllers with different reference models. In particular, we modified the reference model of the Bebop 2, and used a mapping between the reference models in addition to the proposed multi-robot, multi-task transfer framework. The tracking error of a 10-iteration ILC process using transfer information is shown in magenta in Fig. 6 . The proposed framework reduces the tracking error in the first iteration after transfer by 74.86%, even when the L 1 adaptive controller of the target system has a different reference model.
VI. CONCLUSIONS
In this letter, we introduced a multi-robot, multi-task transfer learning framework for MIMO systems. We focused on the trajectory tracking problem. The multi-robot transfer learning framework is based on a combined L 1 adaptive controller and ILC. The L 1 adaptive controller forces systems to behave like a specified linear reference model, allowing learned tasks to be directly transferred to other systems. The multi-task transfer learning framework uses control theory results to build a time-and state-invariant map from the desired trajectory to the input that accurately tracks this trajectory. This map can be used to generate inputs for new desired trajectories. Experimental results on two different quadrotors and six different trajectories show that the proposed framework reduces the first-iteration tracking error by 74% on average, when information from tracking a different, single trajectory on a different quadrotor is utilized.
