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Abstract - Colonoscopy has contributed to a marked decline in 
the number of colorectal cancer related deaths. However, 
recent data suggest that there is a significant (4-12%) miss-rate 
for the detection of even large polyps and cancers. To address 
this, we have been investigating an ‘automated feedback system’
which informs   the   endoscopist   of   possible sub-optimal 
inspection during colonoscopy. A fundamental step of this 
system is to distinguish non-informative frames from 
informative ones. Existing methods for this cannot classify 
water/bubble frames as non-informative even though they do 
not carry any useful visual information of the colon mucosa. In 
this paper, we propose a novel texture feature based on 
accumulation of pixel differences, which can detect water and 
bubble frames with very high accuracy with significantly less 
processing time. The experimental results show the proposed 
feature can achieve more than 93% overall accuracy in almost 
half of the processing time the existing methods take.
Keywords: Colonoscopy; Clustering; Texture; Pixel 
Difference; Feature Extraction
1 Introduction
Colonoscopy is an endoscopic technique that allows a 
physician to inspect the mucosa of the human colon. It has 
contributed to a marked decline in the number of colorectal 
cancer related deaths [1]. However, recent data suggest that 
there is a significant (4-12%) miss-rate for the detection of even 
large polyps and cancers [2]. To address this, we have been 
investigating an ‘automated feedback system’ which informs
the   endoscopist   of   possible sub-optimal inspection during 
colonoscopy in order to improve the quality of the actual 
procedure being performed [3, 4].
A fundamental step of this system is to distinguish non-
informative frames from informative ones. An informative 
frame in a colonoscopy video can be broadly defined as a frame 
which is useful for convenient naked-eye analysis of the colon
mucosa (Fig. 1). A non-informative frame has the opposite 
definition (Fig. 2). In general, non-informative frames can be 
considered out-of-focus frames. Informative and non-
informative frames can be loosely termed as clear and blurry 
frames, respectively. We developed an accurate algorithm for 
this informative frame filtering (IFF) [5], which is firstly to 
detect the  presence of such vivid lines, and secondly to 
measure the amount of curvaceous connectivity they possess. 
Then, with a carefully chosen threshold, we identify frames 
which exhibit more curvaceous connectivity and classify them
as informative, and vice-versa.
Fig. 1. Examples of Informative Frames.
Fig. 2. Examples of Non-Informative Frames.
Fig. 3 shows some frames having water and bubbles, 
which do not carry any useful visual information of mucosa.
These frames need to be classified as non-informative. 
However, most IFF algorithms [5, 6] classify them as 
informative since they have clear edges and are in-focus. These
types of frames are caused by water injection for cleaning 
purpose during the colonoscopy procedure, and need to be 
discarded from the further processing. We define a frame as 
water or bubble frame if more than 50% of the frame is covered 
with water or bubble. We call the frames in Fig. 3(a-b) ‘water’
frames, and the ones in Fig. 3(c-d) ‘bubble’ frames for 
convenience. Based on our observation with 100 colonoscopy 
videos, the percentage of these frames varies from 5.6% to 
20.7% and 9.7% on average. Accurately detecting and 
discarding water and bubble frames can improve the 
performance of the ‘automated feedback system’ mentioned 
earlier [3, 4].
          (a)         (b)         (c)                     (d)
Fig. 3. Examples of Water/Bubble Frames: (a) and (b) Water frames, 
(c) and (d) Bubble frames.
In this paper, we propose a novel method for water and 
bubble frame detection based on image texture focusing on 
accumulation of pixel value differences. We compare it with 
other existing texture based algorithms in terms of accuracy 
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and execution time. To further reduce the execution time, we 
investigate different clustering methods. The proposed method
performs very well in terms of accuracy and execution speed 
with or without clustering. More detailed explanation of 
accuracy and execution speed of the method is described in 
Section 4. Therefore, our main contribution is to propose a 
novel method which can detect water and bubble frames with 
very high accuracy in significantly less processing time. 
The remainder of this paper is organized as follows. 
Related work is presented in Section 2. The proposed technique 
is described in Section 3. In Section 4, we discuss our 
experimental setup and results. Finally, Section 5 presents 
some concluding remarks.
2 Related work
To the best of our knowledge, water and bubble frame 
detection in colonoscopy videos has not been investigated 
before. The most closely related work is our previous work [5]. 
Recently, a new non-informative frame filtering method based 
on difference of Gaussian filtering has been proposed [6] but it
has same limitation like ours in which very clear water and 
bubble frames can be classified as informative. The clustering 
of non-informative frames in GI endoscopy videos is proposed 
for manifold learning to create structured manifolds from 
complex endoscopic videos [7]. Color and texture based 
features are extracted to classify the colon status as either 
normal or abnormal using Principle Component Analysis to 
reduce the size of features [8]. Besides, there exist several 
texture detection techniques. The most commonly used ones 
are: Higher Order Local Auto Correlations (HLAC) [9], LBP 
(Local Binary Patterns) [10], Gabor filter banks [11], Leung-
Malik filter banks [12], the traditional texture features (i.e., 
Contrast, Correlation, Energy, Homogeneity, etc.) based on 
Gray-Level Co-Occurrence Matrix (GLCM) [13], MPEG-7
texture features [14] as well as Discrete Fourier Transform 
(DFT) [15]. All of these methods are competitive in terms of 
accuracy but their execution speeds vary a lot. We present the 
evaluation method and results of most of these existing 
algorithms. Also, we will compare our proposed method and 
these existing methods in Section 4 in terms of both ‘with
clustering’ and ‘without clustering’.
3 Methodology
The water and bubble textures are not uniform throughout 
the image resulting in a significant variations in the textures. 
Therefore, it is better to extract the features based on blocks 
rather than the entire image. We divide the images (720x480 
pixels) into a number of blocks in which each block is 128x128 
pixels. We experimented with various block sizes such as 
32x32, 64x64, 128x128, and 256x256 pixels, and empirically 
determined the block size of 128x128 pixels to be optimal for 
capturing unique textures, and computationally efficient. For 
better capturing of the non-uniform textures, we allow an 
overlap for block division, which means one block overlaps 
50% horizontally and vertically with its neighboring blocks.
All extracted blocks will be preprocessed in the next step. 
3.1 Preprocessing
Some of the blocks as seen in Fig. 4(a) and (b) need to be 
discarded from further processing. Fig. 4(a) shows a corner 
block with black borders consisting of many black pixels.
Including these blocks in the feature extraction process may 
cause inconsistent results since black pixels in the borders are 
not from the colon. To filter out those blocks, first we separate 
red, green and blue channels from the original RGB color
space, and normalize them so that the intensity value range for 
each channel becomes between 0 and 1. If all RGB channel 
values of a pixel are less than a threshold (BPThld), it will be 
considered as a black pixel. If the black pixel percentage of a 
block is greater than a threshold (BBPPThld), we discard it. We 
use RGB color space to avoid the processing overhead of color 
space conversion.
Some of the blocks like in Fig. 4(b) have very high uneven 
illumination which may provide incorrect characteristics of 
textures. The uneven illumination is characterized by 
calculating the standard deviation of the gray values of all the 
pixels in the block. We discard those blocks by thresholding 
with the standard deviation. If the standard deviation of a block 
is greater than a threshold (BSDThld), we discard it. The actual 
values of the thresholds discussed above are summarized in 
Table 1, which are determined experimentally. The threshold 
values are determined one at a time using the entire training 
images. Once the block filtering is done, each remaining block 
such as shown in Fig. 4(c) is converted into a grayscale block
for further processing. To make the grayscale properties 
consistent throughout the procedure, we normalize the block by 
subtracting the minimum grayscale value from each pixel in the 
block.
                             (a)                 (b)                  (c)
Fig. 4. Discarded blocks due to (a) black borders, (b) high standard 
deviation, and (c) Example of a block remained after block filtering.
TABLE 1. BLOCK FILTERING THRESHOLDS
Parameters Threshold values
Black Border Pixel BPThld = 0.05
Black Border Pixel Percent BBPPThld = 5.0%
Block Standard Deviation BSDThld = 0.25
3.2 Proposed feature extraction method
We consider a window of 3x3 pixels, in which an average 
of the absolute differences between the center pixel (Pc) and its 
eight neighbors (P1 ~ P8) is calculated using (1), where n = 8.
 ܦܫܨܨ( ௖ܲ) =  ଵ௡ σ | ௞ܲ െ ௖ܲ|௡௞ୀଵ . (1)
This process is repeated over the entire block. One reason why 
we consider 3x3 window is to provide a fair comparison with 
LBP where its best accuracy is achieved with this window size 
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[10]. A major difference between our new texture feature and 
others is that it considers not only patterns of pixel differences
but also what center pixels are associated with them. A 
comparison between LBP and DIFF is shown in Fig. 5. As seen, 
LBP considers which pixel value is larger among a center and 
its neighbors, but does not consider how much larger whereas 
DIFF does retain the pixel value difference when it compares a 
center pixel value with its neighbors. For a block of 128x128 
pixels, 15,876 (126x126) DIFF values are generated after 
excluding the border pixels. Minimum and maximum possible 
values of DIFF are 0 and 255, respectively. Also, possible 
values of Pc and Pk are between 0 and 255. Therefore, the 
number of occurrences of these values can be represented as a 
matrix (256x256) in which its columns and rows represent 
different DIFF and Pc values, respectively. 
Now, the texture of a block is represented by 65,536 
(256x256) numbers. We reduce this number by quantization. 
The quantization of the center pixel (Pc) values is 
straightforward. Since it has 256 values, it can be quantized into 
any number by dividing by 2m (m = 1, 2, …, 8). In our case we 
quantize it into 16 values (256/24), 8 value (256/25), 4 value 
(256/26) and so on. The quantization reduces the size of the 
feature vector and thereby accelerates the performance whereas 
too much quantization may generate unreliable features 
depending on the nature of textures in the images. 
DIFF values generated by (1) for the blocks of our 
colonoscopy images are typically less than 50, and mostly less 
than 10 based on the observation of our entire training images.
In fact, the first 10 DIFF values (i.e., the first 10 bins in the 
histogram) represent more than 95% DIFF values of the entire 
block for all image types. The reason is that the pixel value 
differences in a 3x3 window are very small since neighboring 
pixels are very similar. We consider some combinations of 
quantized center pixel (Pc) values with quantized DIFF values 
as new features such as ‘DIFF_2_10’ with 2 center pixel (Pc)
values and 10 DIFF values. Similarly, ‘DIFF_16_10’ with 16 
center pixel (Pc) values and 10 DIFF values, ‘DIFF_1_10’ with 
one center pixel (Pc) value and 10 DIFF values, and so on. The 
selection of DIFF values and center values for a particular 
feature is dependent on the characteristics of textures in the 
blocks.
      (a) LBP      (b) DIFF
Fig. 5. Comparison of feature extraction between LBP and DIFF.
3.3 Evaluation method
Evaluation method has mainly two phases: Training and 
Testing.  For Training, each input image is divided into a 
number of blocks, and the block filtering and normalization are 
applied as discussed above. A selected feature is computed for 
all blocks, and it is used to train a KNN (k-nearest neighbors) 
classifier [16] with k=1. We experimented with different values 
of k, but found k=1 giving best results for our dataset. We also 
tested other classifiers such as CART (Classification and 
Regression Tree) Decision Tree and SVM (Support Vector 
Machine) with linear kernel in MATLAB. Their comparison 
results will be discussed later. For Testing, a test image is 
divided into the same number of blocks with the same block
size used in Training. The same block filtering and 
normalization as used in Training are applied to all blocks in 
the test image. Using the trained KNN classifier, we determine 
for each block to which type it belongs. Lastly, we calculate the  
probability of each type i.e. water/bubble or normal by dividing 
the detected number of blocks for each type by the total number 
of blocks processed for that image. If the test image has at least
50% water/bubble blocks, it is classified as a water/bubble
frame. Otherwise, it is classified as normal frame. The rationale 
behind 50% threshold is that the colon mucosa is mostly hidden 
in an image covered with water/bubble by more than half.
These types of frames will negatively affect the feedback 
system.
4 Experiments
All experiments were conducted on a Windows 7 64-bit 
PC with Intel i7 2.8GHZ processor and 6GB RAM using 
MATLAB R2014a. We present our results using commonly 
used performance metrics [17]: Recall (or Sensitivity) (R), 
Specificity (S), Precision (P), and Accuracy (A). They are
based on Table 2 of True Positive (TP), False Positive (FP), 
False Negative (FN), and True Negative (TN). Precision (P) 
computed as TP/(TP+FP) is the ratio of correctly classified 
positive instances from the predicted positives. Recall (or 
Sensitivity) (R) computed as TP/(TP+FN) is the ratio of 
correctly classified positive instances. Specificity (S) computed 
as TN/(TN+FP) is the ratio of correctly classified negative 
instances. The accuracy (A) computed as
(TP+TN)/(TP+FP+FN+TN) is the ratio of correctly classified 
instances. The number of images and blocks used for training
and testing are summarized in Table 3.
TABLE 2. EVALUATION METRICS
Actual PredictedWater/Bubble Normal
Water/Bubble TP FN
Normal FP TN
TABLE 3. DESCRIPTION OF NUMBERS OF IMAGES AND BLOCKS USED
Type Training TestingImage Block Image Block
Water + Bubble 588 22,049 288 10,522
Normal 599 21,296 284 10,456
Total 1,187 43,345 572 20,978
4.1 Existing feature extraction
We compare several existing texture feature extraction 
methods such as Higher Order Local Auto Correlations 
(HLAC) [9],  three versions (LBP59, LBP10, and Local 
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variance method (LOCAL_VAR)) from the original LBP [10], 
Gabor filter banks (GABOR) [11], Leung-Malik filter banks 
(LM) [12], the traditional textures (Contrast, Correlation, 
Energy, and Homogeneity) based on Gray-Level Co-
Occurrence Matrix (GLCM) [13], MPEG-7 based texture 
features (MPEG-7_HTD (Homogeneous Texture Descriptor)
and MPEG-7_EHD (Edge Histogram Descriptor)) [14], and 
Discrete Fourier Transform (DFT) [15]. All of these feature 
extraction methods were implemented in MATLAB except the 
MPEG-7 descriptors which were implemented in C.
Higher Order Local Auto Correlations (HLAC) [9] is
evaluated where the primitive features are obtained from the 
binary image by computing the sums of the products of the gray 
scale values of the corresponding pixels with 25 local 3x3 
masks resulting in a 25 bin feature vector.
LBP (Local Binary Patterns) is a widely used method that 
describes the local texture patterns. Although it can be 
generalized to any size and any neighbors, we only focused on 
a 3x3 pixel neighborhood because it provides better accuracy 
according to [10], and it is computationally less expensive than 
larger neighborhoods. LBP59 contains 59 bins where the first 
58 bins are 58 uniform patterns, and the last bin is everything 
else. Similarly, LBP10 is obtained as described in [10], and is 
called rotation invariant uniform LBP. It contains 10 bins 
where the first 9 bins contain the 9 rotation invariant uniform 
patterns, and the last bin contains all remaining ‘non-uniform’ 
patterns. The local variance method (LOCAL_VAR) is 
obtained as described in [10], which takes the mean of 8 pixel 
neighbors, and subtracts the mean from each of those 
neighbors. For our experiment, we set the number of bins to 
256 since larger bin size takes longer processing times.
We also considered Gabor filter banks with 80-bin feature 
vectors (GABOR) [11]. First, we obtain 40 different Gabor 
filters (5 scales and 8 orientations), and convolute each filter 
with the input block to get 40 different response matrices. We 
obtain Local Energy and Mean Amplitude by using the 
response matrices. Local Energy is calculated by summing up 
the squared values of a response matrix. Similarly, Mean 
Amplitude is calculated by summing up the absolute values of 
a response matrix. We included another popular filter bank 
called Leung-Malik (LM) [12] which is a multi-set, multi-
orientation filter bank with 48 filters. It consists of first and 
second derivatives of Gaussians at 6 orientations and 3 scales 
making a total of 36 filters, 8 Laplacian of Gaussian (LOG) 
filters, and 4 Gaussian filters. Similar local energy and mean 
amplitude as in GABOR feature are computed to make a 96 bin 
feature vector.
Traditional texture features based on Gray-Level Co-
Occurrence Matrix (GLCM) [13], which show the relationships 
between adjacent pixels are also included for the comparisons. 
Here its feature vector consists of four texture features 
(Contrast, Correlation, Energy, and Homogeneity).
For MPEG-7 based texture features, we have used 
Homogeneous Texture Descriptor (HTD) and Edge Histogram 
Descriptor (EHD) [14]. MPEG7_HTD is composed of a 62 bin 
feature vector. The first two are the mean and the standard 
deviation of the image block. The rest are the energy and the 
energy deviation of the Gabor filtered responses. 
MPEG7_EHD represents local edge distributions in the image 
block by 80 bin feature vector.
We have explored Discrete Fourier Transform (DFT) [15]
based feature as well. First, we get DFT of the input block using 
Fast Fourier Transform (FFT) algorithm [15]. To reduce the 
feature vector size, we take the mean and standard deviation of 
each row of the resultant block, and use them as features. In this 
way, a block is represented by a 256 bin feature vector with 128 
means and 128 standard deviations. 
4.2 Evaluation without clustering
We evaluated a total of 15 features including 5 different 
versions of our DIFF features (DIFF_1_10, DIFF_1_50, 
DIFF_2_10, DIFF_8_10, and DIFF_16_10). Table 4 shows the 
results in terms of precision, recall, specificity, and accuracy 
for both image and block levels. Most feature methods are 
providing decent (i.e., 90-95%) image level accuracies. Also,
there is little difference in the block level accuracies. We 
observed that almost all of our feature methods (DIFF_1_50, 
DIFF_2_10, DIFF_8_10, and DIFF_16_10) performed on par 
with popular existing methods. We will discuss their 
performances with clustering and their computation costs later.
4.3 Evaluation with clustering
For more efficient and faster computing, we consider 
clustering of the blocks. To provide accurate detection of water 
and bubble frames, a huge number of blocks in the training set 
need to be compared with the blocks in an unseen image. By 
the clustering, we can reduce the number of comparisons,
which impacts the execution speed. A cluster has hundreds of 
feature vectors generated from hundreds of blocks. Instead of 
comparing with these hundreds of vectors, we can compare 
with one vector which is its centroid (i.e., mean). For the 
clustering purpose, we use K-means, K-medoids and Fuzzy C-
means clustering [16]. But, first we need to find an optimal 
number of clusters. To do that, we use the Elbow method which 
is simple but effective [18] where Within Cluster Sum of 
Squares (WCSS) is observed for different number of clusters. 
We ran K-means clustering for k = 10, 20, 30, …, Kmax, where 
Kmax equals 500 in our case, and the WCSS value is computed
for each k. Our goal is to find the minimum value of k without 
sacrificing the accuracy of the classification. 
Then, we plot clusters (k) versus WCSS values. The 
optimal number of clusters is estimated by looking for k for 
which WCSS is not decreasing rapidly. Fig. 6 shows the plot 
for water/bubble blocks as well as normal blocks in which 
DIFF_2_10 feature is used for computing WCSS values. The 
plot was obtained based on all of the training blocks for both 
water/bubble and normal images as listed in Table 3. As seen 
in the plot, after the k value around 50, the WCSS values do not 
decrease rapidly. And, after the k value around 300, the WCSS 
values change very slowly, which makes the graph almost flat. 
So, we can see that an optimal k value can be in the range from 
50 to 300. Next, we find the optimal k from this range. 
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TABLE 4. IMAGE AND BLOCK LEVEL ACCURACY WITHOUT CLUSTERING AND WITH CLUSTERING (INSIDE PARENTHESIS) (UNIT:%)
Fig. 6. Optimal cluster estimation using Within Cluster Sum of 
Squares (WCSS).
We tested several different k values. Fig. 7 and 8 show the 
image and block level accuracies when K-means clustering is 
used with different cluster sizes and with DIFF_2_10 as 
feature. It can be seen that the best image and block level 
accuracies are achieved at the cluster size of around 200 which 
falls in the estimated range by WCSS plot. The numbers inside
the parentheses in Table 4 show the results in terms of 
precision, recall, specificity, and accuracy for both image and
block levels with clustering of size 200. As seen, the 
performances are degraded for the most of the features when 
compared with those without clustering. DIFF_1_10, 
DIFF_2_10, DIFF_8_10, DIFF_16_10, LBP59, and LM are 
still good (i.e., better than 90%). We claim that DIFF_2_10 is 
our choice since it is faster than the others. A speed comparison 
of feature extraction of various features with and without 
clustering will be discussed later.
Fig. 7. Image level accuracy for different numbers of clusters using 
DIFF_2_10 feature.
Fig. 8. Block level accuracy for different numbers of clusters using 
DIFF_2_10 feature.
Features
Image Block
Precision Recall Specificity Accuracy Precision Recall Specificity Accuracy
DIFF_1_10 91.1 (90.8) 88.5 (85.4) 91.2 (91.2) 89.9 (88.3) 69.9 (70.7) 67.9 (66.7) 70.5 (72.2) 69.2 (69.4)
DIFF_1_50 91.0 (88.9) 89.9 (88.9) 90.8 (88.7) 90.4 (88.8) 70.0 (70.1) 67.9 (66.7) 70.8 (71.4) 69.3 (69.0)
DIFF_2_10 95.8 (97.0) 90.3 (89.9) 96.1 (97.1) 93.2 (93.5) 76.3 (75.5) 70.1 (69.4) 78.1 (77.4) 74.1 (73.4)
DIFF_8_10 96.0 (96.2) 91.7 (87.1) 96.1 (96.5) 93.9 (91.8) 77.1 (75.6) 72.0 (68.1) 78.4 (78.2) 75.2 (73.1)
DIFF_16_10 95.4 (95.1) 92.7 (87.5) 95.4 (95.4) 94.1 (91.4) 75.7 (74.7) 72.1 (69.5) 76.8 (76.4) 74.4 (72.9)
LBP10 88.8 (78.2) 91.3 (90.9) 88.4 (74.3) 89.9 (82.7) 72.8 (72.5) 72.7 (81.5) 72.7 (68.9) 72.7 (75.2)
LBP59 93.1 (90.5) 93.7 (89.6) 92.9 (90.5) 93.4 (90.0) 76.4 (79.2) 75.4 (76.1) 76.6 (79.9) 75.9 (78.0)
HLAC 91.6 (87.7) 94.4 (84.0) 91.2 (88.0) 92.8 (86.0) 69.9 (66.5) 72.9 (65.7) 68.4 (66.8) 70.7 (66.2)
GLCM 86.3 (78.9) 85.4 (87.1) 86.2 (76.4) 85.8 (81.8) 63.6 (62.3) 62.8 (63.2) 63.9 (61.6) 63.3 (62.4)
LOCAL_VAR 91.1 (89.2) 82.3 (77.4) 91.9 (90.5) 87.1 (83.9) 69.2 (70.5) 65.0 (65.2) 70.9 (72.6) 67.9 (68.9)
GABOR 94.1 (97.7) 93.7 (45.1) 94.0 (98.9) 93.5 (71.8) 74.0 (87.6) 74.7 (47.5) 73.7 (93.3) 74.2 (70.3)
LM 93.4 (95.1) 93.7 (93.7) 93.3 (95.1) 93.5 (94.4) 73.4 (71.7) 74.2 (74.4) 73.0 (70.5) 73.6 (72.5)
DFT 95.9 (96.6) 90.3 (78.1) 96.1 (97.2) 93.2 (87.6) 70.5 (74.4) 67.2 (61.5) 71.7 (78.7) 69.5 (70.0)
MPEG7_HTD 96.7 (81.5) 93.1 (95.1) 96.8 (78.2) 94.9 (86.7) 77.8 (67.2) 74.6 (75.5) 78.6 (62.9) 76.6 (69.2)
MPEG7_EHD 77.8 (66.2) 92.7 (95.8) 73.2 (50.3) 83.0 (73.2) 67.4 (60.6) 78.4 (74.2) 61.8 (51.3) 70.1 (62.8)
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We also evaluated our best performing feature 
DIFF_2_10 using different clustering algorithms and 
classifiers. We set the number of cluster to 200 as before and 
cluster our training blocks using K-medoids and Fuzzy C-
Means as well as K-means clustering algorithms [16]. For the 
classification we chose SVM and CART Decision Tree to 
compare with KNN [16]. Fig. 9 and 10 show the results of a
total of nine combinations of the three clustering algorithms 
and three classifiers for the image and block levels,
respectively. As seen, KNN with K-means clustering is the best 
among all in terms of accuracy. We observed that k-means and 
decision tree combination gives best recall percentage but it is 
not as good in terms of other metrics. We excluded the 
classification results of the other features because of space 
limitation.
Fig. 9. DIFF_2_10 image level accuracies with 3 different clustering 
algorithms and 3 classifiers.
Fig. 10. DIFF_2_10 block level accuracies with 3 different 
clustering algorithms and 3 classifiers.
4.4 Execution speed comparison
Computation cost is really important in a colonoscopy 
video processing system since a very large number of frames 
need to be evaluated. We compare the computation costs of 
some of the better performing features. Tables 5 and 6 show the 
results of the total computation costs for entire images of 
training and testing listed in Table 3 for both ‘without 
clustering’ and ‘with clustering. As seen, our DIFF based 
features are more than 2 times faster than the others for the 
training phase in both with and without clustering evaluations.  
For the testing phase, our best performing feature DIFF_2_10 
is significantly faster than all other similarly performing 
features. For example – per frame testing cost for DIFF_2_10 
is 746.9/572 (these numbers are from Tables 3 and 5) = 1.3 
seconds. Since all the implementations are done in MATLAB, 
the cost can be reduced significantly once implemented in 
C/C++. As mentioned earlier, the main reason for clustering is 
to reduce the number of comparisons in the testing phase 
thereby reducing the computation cost. We observed that the 
computation cost improves dramatically in the testing phase for 
feature methods with a larger feature vector size like 
DIFF_16_10 (160 bin) and DFT (256 bin). For example – the 
testing time of DIFF_16_10 is reduced more than 2 times with 
clustering. Even without considering the one-time cost like 
clustering and training, classification using our DIFF based 
features is significantly faster than that using the other feature
TABLE 5. EXECUTION TIME WITHOUT CLUSTERING (UNIT: SECONDS)
Features Training Testing Total
DIFF_1_10 251.4 668.8 920.2
DIFF_2_10 278.6 746.9 1,025.5
DIFF_8_10 278.0 1,101.1 1,379.1
DIFF_16_10 283.1 1,562.9 1,846.0
LBP10 965.9 1,061.3 2,027.2
LBP59 857.3 1,251.6 2,108.9
HLAC 1,278.9 1,272.2 2,551.1
DFT 677.2 2,311.9 2,989.1
MPEG7_HTD 1,842.1 2,061.3 3,903.4
LM 8,565.0 4,941.6 13,506.6
GABOR 16,713.2 13,407.6 30,120.8
TABLE 6. EXECUTION TIME WITH CLUSTERING (UNIT: SECONDS)
Features Clustering Training Testing Total
DIFF_1_10 775.6 244.0 624.5 1,644.1
DIFF_2_10 794.7 271.5 642.4 1,708.6
DIFF_8_10 1,167.0 327.3 674.5 2,168.8
DIFF_16_10 2,513.5 370.5 675.9 3,559.9
DFT 4,861.3 749.8 846.4 6,457.5
LBP10 1,254.2 916.3 959.9 3,130.4
LBP59 1,287.5 827.9 979.6 3,095.0
HLAC 1,763.7 1,281.2 1,172.4 4,215.3
MPEG7_HTD 4,003.2 2,109.9 1,605.0 7,718.1
LM 9,477.5 8,825.1 3,727.2 22,029.8
GABOR 18,408.8 17,142.5 8,532.2 44,083.5
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extraction methods. This shows that our DIFF based features 
are computationally efficient without sacrificing accuracy.
5 Conclusion
To improve quality of colonoscopy, we have been 
investigating an ‘automated feedback system’ which informs 
the   endoscopist   of   possible sub-optimal inspection during 
the procedure. One of the basic steps of this system is to 
distinguish non-informative frames from informative ones. 
Existing methods for this cannot classify water/bubble frames 
(which do not carry any useful visual information of mucosa)
as non-informative frames since they focus on image clarity not 
image semantic. To consider image semantic, we propose a 
novel image texture feature based on accumulation of pixel 
differences, which can detect water and bubble frames with 
very high accuracy and significantly less processing time. To 
reduce processing time even more, we employ clustering which 
can reduce the number of time-consuming comparisons. The 
experimental results show the proposed feature can achieve 
more than 93% overall accuracy in almost half of the time 
existing methods take.
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