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Resumen
Este trabajo se centra en el uso de te´cnicas provenientes de la teor´ıa de la Lo´gica
Difusa con el propo´sito de conseguir un sistema de clasificacio´n de ima´genes. El
vector de caracter´ısticas utilizado para representar cada una de las ima´genes se ha
construido con descriptores lingu¨´ısticos difusos, permitiendo la reduccio´n de los datos
con los que trabajar y facilitando la labor de clasificar ima´genes.
Como aportacio´n principal del trabajo destacamos la construccio´n de distintos
descriptores o conceptos lingu¨´ısticos y su integracio´n en un sistema de clasificacio´n
de ima´genes. Los mencionados descriptores esta´n destinados a representar los colores
de una imagen en diferentes zonas de la misma, de forma que aquellas ima´genes con
los mismos descriptores de color, se agrupan en una misma clase1 del sistema de
clasificacio´n.
Por u´ltimo presentamos una revisio´n cr´ıtica de nuestra te´cnica en la que hablamos
de las ventajas e inconvenientes de la misma.




1. Introduccio´n y motivacio´n 4
2. Historia y conceptos de la Lo´gica Difusa 7
3. Descriptores lingu¨´ısticos difusos de imagen 14
3.1. Representacio´n de zonas mediante conceptos lingu¨´ısticos . . . . . . . 17
3.2. Representacio´n de colores mediante conceptos lingu¨´ısticos . . . . . . . 22
3.3. Descriptor de imagen . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4. Descriptores lingu¨´ısticos difusos auto-adaptados 31
5. Aplicacio´n de los descriptores y resultados 35
5.1. Clasificacio´n de ima´genes . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.2. Bu´squeda de ima´genes similares . . . . . . . . . . . . . . . . . . . . . 40





La principal caracter´ıstica de los seres vivos es su capacidad de interpretacio´n y
adaptacio´n al medio que les rodea. En el ejemplo de las plantas observamos que sus
ra´ıces se ramifican y extienden para encontrar agua, adema´s de que los tallos alcanzan
grandes alturas en busca del sol. Una prueba de ello son los a´rboles de bosques con
mucha vegetacio´n, como puede ser el Amazonas. En e´l, los a´rboles luchan entre
s´ı por la supervivencia intentando ser ma´s altos y alcanzar la luz. La comprensio´n
que tenemos de las plantas nos permite ver como razonable y lo´gica esta forma de
adaptacio´n; Sin embargo, cuando hablamos de co´mo se adaptan los humanos y los
animales, no lo asimilamos de la misma manera, ya que consideramos que la vista
toma un papel fundamental. Por eso se nos hacen tan peculiares casos de adaptacio´n
como el de los topos, murcie´lagos y otros animales que no disponen de este sentido.
Nos resulta dif´ıcil entender su capacidad de supervivencia a menos que pensemos y
admitamos que observan el mundo a trave´s de otros sentidos. En el ejemplo de los
murcie´lagos sabemos que utilizan un sistema de feedback o retro-alimentacio´n que
consiste en producir sonidos que rebotan por el sitio en el que se encuentran, de
forma que en funcio´n de co´mo y cua´ndo escuchan el sonido que ellos mismos han
generado, pueden recrear en su cabeza una imagen de do´nde esta´n. Hay que destacar
que para los humanos la visio´n es el principal sentido por el que somos capaces de
interpretar y adaptarnos al medio, ya que no so´lo analizamos ra´pidamente lo que nos
rodea, sino que almacenamos recuerdos en nuestra memoria en forma de ima´genes
recurriendo a ellos antes de actuar. Este motivo es el responsable de que tengamos
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que plantearnos que el murcie´lago recrea una imagen en su cabeza (algo que nosotros
asociamos a la visio´n y a los recuerdos), puesto que es compatible con nuestra idea
de ima´genes, recuerdos y adaptacio´n.
En la actualidad, la aproximacio´n automa´tica e informa´tica ma´s cercana a la idea
de interpretacio´n-adaptacio´n es lo que se conoce como sistema de clasificacio´n, que
consiste en un programa informa´tico que utiliza datos en los cuales conf´ıa (recuerdos
o conocimientos pasados reales), para predecir reacciones, adaptaciones o comporta-
mientos futuros. Este tipo de sistemas se pueden aplicar en numerosas situaciones.
Ejemplos de ello son la bolsa, en la que se intenta predecir el movimiento del mercado
en base a los acontecimientos ocurridos a lo largo de la historia, o la medicina, en la
que nuevamente un programa informa´tico recibe los s´ıntomas de un paciente y ana-
liza casos similares sugiriendo posibles enfermedades. Sin embargo, no hay ejemplos
reales de sistemas de clasificacio´n que tomen como datos iniciales ima´genes, puesto
que no hay una forma ra´pida y precisa de trabajar con ellas.
En este trabajo presentamos una manera simplificada de describir ima´genes te-
niendo en cuenta so´lo la informacio´n que consideramos importante. El objetivo del
proyecto es concienciar de la necesidad de extraer la informacio´n importante de una
imagen y trabajar so´lo con dicha informacio´n, ya que actualmente la tecnolog´ıa to-
dav´ıa tiene limitaciones de tiempo a la hora de procesar muchos datos. En nuestro
caso le hemos dado importancia a las tonalidades de color de la imagen (rojo, verde,
muy rojo, azul, etc.), y la forma con la que definimos dichas tonalidades es mediante
la teor´ıa de la Lo´gica Difusa. Esto nos permite trabajar con conceptos lingu¨´ısticos
del habla, cuya interpretacio´n es mucho ma´s amplia que la de un simple nu´mero
(ejemplo: rojo incluye los tonos rojo oscuro, carmes´ı, granate, etc.). Si en lugar de
centrarnos en los colores de las ima´genes nos hubie´semos centrado en las figuras,
tras someter la imagen a cierto procesamiento, podr´ıamos llegar a obtener conceptos
lingu¨´ısticos como persona, camio´n, sen˜al, casa, flor, etc. Mediante la combinacio´n
de ambos podr´ıamos incluso discriminar escenas, paisajes o hechos, como pueden
ser accidentes, robos, dia´logos... Lo que queremos transmitir con este trabajo es
la posibilidad de una nueva manera de representar ima´genes mediante conceptos
lingu¨´ısticos (tambie´n los llamaremos descriptores) donde no so´lo evitamos tratar con
muchos datos, sino que tambie´n tratamos que la informacin almacenada se asemeje
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a los conceptos y a la interpretacio´n propia de los humanos. En definitiva, la repre-
sentacio´n de imgenes propuesta cumple los requisitos necesarios para cualquier tipo
de Inteligencia Artificial, en la medida que trata de imitar el comportamiento hu-
mano. Adema´s, persigue objetivos secundarios como la rapidez en el procesamiento
de la escena, el almacenamiento de conceptos, o la deteccio´n exitosa de elementos y
sucesos. Todo esto directamente relacionado con la interpretacio´n del medio a partir
de la visio´n y los recuerdos, y la correspondiente adaptacio´n al mismo.
A continuacio´n hablamos brevemente de la teor´ıa que permite esta representacio´n
de los conceptos lingu¨´ısticos, la teor´ıa de la lo´gica difusa. La base del me´todo que
proponemos, junto a sus respectivas construcciones y definiciones de los descriptores
de imagen, se detalla en la Seccio´n 3. Una variacio´n del me´todo, que incluye el ajuste
de la definicio´n de dichos descriptores de forma automa´tica, se plantea en la Seccio´n 4.
Finalmente, en las Seccio´nes 5 y 6 mostramos algunos resultados obtenidos con una
aplicacio´n de bu´squeda de ima´genes desarrollada en el trabajo, y discutimos sobre
estos resultados mencionando ejemplos de aplicaciones que podr´ıan beneficiarse de
los mismos.
Cap´ıtulo 2
Historia y conceptos de la Lo´gica
Difusa
La lo´gica difusa, o teor´ıa de conjuntos difusos, tiene sus cimientos en los tiempos
del filo´sofo griego Aristo´teles, cuando planteo´ una primera visio´n de la denominada
Ley del Pensamiento, base de la lo´gica cla´sica y las matema´ticas, donde se aseguraba
que dados los enunciados {A es x} y {A es diferente de x}, so´lo uno de ellos pod´ıa
ser cierto al mismo tiempo [21]. Hera´clito fue´ el primero en contradecir esta teor´ıa
proponiendo que las cosas pod´ıan ser verdaderas y falsas a la vez, sin embargo, hasta
Plato´n en su obra La Repu´blica no se encontro´ ninguna referencia a la simultaneidad
de veracidad y falsedad.
A pesar de las menciones teo´ricas de Plato´n, el primer desarrollo formal que
planteo´ una lo´gica con ma´s de dos posibles valores y distinta a la lo´gica cla´sica de
Aristo´teles, se llevo´ a cabo por  Lukasiewicz entre 1917 y 1920. Estos desarrollos
condujeron a lo que hoy se conoce como lo´gica trivaluada de  Lukasiewicz, debido
a que un enunciado o elemento puede adoptar los valores aceptado, no aceptado o
indeterminado, siendo este tercer valor de verdad, la indeterminacio´n, la novedad
respecto a las lo´gicas cla´sicas y modernas. A partir de los trabajos de  Lukasiewicz se
llevaron a cabo numerosos estudios y se definieron teor´ıas [3] de la mano de Russell,
Heisenberg, Black, etc. En este contexto fue´ Lotfi A. Zadeh en los an˜os sesenta quien
introdujo la lo´gica difusa en su famoso ensayo Fuzzy Sets [20].
Esta teor´ıa tuvo gran impacto en el mundo de la industria ya que permitio´ la
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construccio´n sistemas de control para cadenas de montaje y produccio´n, representan-
do con conceptos generales y abstractos situaciones de riesgo (sucia, llena, inclinada,
muy caliente, etc.) y permitiendo al sistema tomar decisiones ma´s fiables de manera
automa´tica. Un ejemplo de ello es la primera aplicacio´n industrial de la lo´gica di-
fusa en el an˜o 1978, cuando la empresa Smidth & Company creo en Dinamarca un
sistema de control de un horno de cemento. Otra regio´n donde la lo´gica difusa se
acepto´ ra´pidamente fue Japo´n, pa´ıs donde ten´ıa influencia en diferentes proyectos.
Por ejemplo, la empresa Fuji Electric disen˜o´ un purificador de agua basado en lo´gica
difusa, y la compan˜´ıa Matsushita Panasonic comercializaba una unidad suministra-
dora de agua caliente [18]. Un ejemplo ma´s reciente de la lo´gica difusa y que permite
ver las muchas posibilidades de la misma es entre otros, un controlador por radio de
un helico´ptero no tripulado [2]. El sistema era capaz de reconocer palabras simples
y hacer los movimientos oportunos debido a que las palabras estaban definidas me-
diante la lo´gica difusa y no ten´ıan so´lo dos interpretaciones (como ser´ıa con la lo´gica
cla´sica). Para el caso de la palabra continu´a, se pod´ıan dar muchas interpretaciones,
tales como ve recto, mantente inclinado, sigue aterrizando, etc. , pero gracias a la
lo´gica difusa, dependiendo de la situacio´n en la que se encontraba el helico´ptero una
interprecacio´n ten´ıa ma´s relevancia que otra.
El aspecto central de los sistemas basados en la teor´ıa de la lo´gica difusa es que, a
diferencia de los que se basan en la lo´gica cla´sica, tienen la capacidad de reproducir
aceptablemente los modos usuales del razonamiento, considerando que la certeza
de una proposicio´n es una cuestio´n de relevancia o grado. Adema´s, son capaces
de obtener una cierta continuidad en la representacio´n, as´ı como en la decisio´n,
debido a que la manera en que los hechos (verdades) se representan es gradual.
Zadeh explicaba esta teor´ıa haciendo referencia a una situacio´n real y cercana a
la comprensio´n de cualquier persona, como son “las alturas”. Para ello distingu´ıa
entre dos conjuntos de personas, los hombres altos y los hombres bajos. Segu´n la
lo´gica cla´sica, se establece un umbral de altura a partir del cual los hombres son
considerados altos, mientras que los hombres que tienen una estatura menor quedan
excluidos de dicho conjunto. Esto supone una particio´n del conjunto de hombres en
dos clases diferenciadas. Estableciendo el criterio de que una persona alta es cualquier
persona de altura mayor o igual a 180 cms, la lo´gica cla´sica dir´ıa que una persona
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de 179 cms de altura es baja. Sin embargo, gracias a la lo´gica difusa propuesta por
Zadeh, una persona de 1.79 metros podr´ıa seguir siendo considerada alta con un
grado entre 0 y 1 (ejemplo: 0.92). Esto, obviamente supone un acercamiento a la
interpretacio´n de un humano, basada en intuiciones ma´s o menos vagas en lugar
de a umbrales bien definidos. No´tese tambie´n que la lo´gica difusa incluye la lo´gica
cla´sica, ya que la pertenencia completa o no a un conjunto (ser alto o bajo con
total seguridad) queda definida con un grado de 0 o´ 1. As´ı pues, las caracter´ısticas
ma´s atractivas de la lo´gica difusa son su flexibilidad, tolerancia con la imprecisio´n,
su capacidad para modelar problemas dif´ıciles de plantear y su base en el lenguaje
natural.
En el pa´rrafo anterior hemos hablado de dos conjuntos, el conjunto de los hombres
altos y el de los hombres bajos. El significado original de conjunto refleja la tendencia
a organizar, resumir y generalizar el conocimiento sobre los objetos del mundo real,
encapsulando aquellos objetos cuyos miembros comparten una serie de caracter´ısticas
o propiedades. Todos los objetos pueden ser clasificados en un conjunto (aceptados
o rechazados). Normalmente la decisio´n de aceptar se denota por 1 y la de rechazar
por 0. Esto indica que una decisio´n de clasificacio´n puede expresarse a trave´s de una
funcio´n caracter´ıstica.
SeaA un conjunto en el universoX, la funcio´n caracter´ıstica asociada aA,A(x), x ∈
X, se define como:
A(x) =
{
1 si x ∈ A
0 si x /∈ A (2.1)
Otro significado de conjunto es el de conjunto difuso, cuya diferencia esta´ en
que puede contener elementos de forma parcial porque no estemos completamente
seguros de do´nde clasificarlo. Esto consiste en que cada elemento tiene un valor entre
0 (exclusio´n completa) y 1 (pertenencia completa), expresando el grado con el que el
objeto es compatible con las propiedades y caracter´ısticas distintivas del conjunto.
Cuanto ma´s cerca este´ del 1, mayor sera´ su pertenencia a ese conjunto y cuanto ma´s
cercano a 0, indicara´ menor pertenencia.
µA : X → [0, 1] (2.2)
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En la literatura se han presentado muchas extensiones de los conjuntos difusos,
cada una de ellas centra´ndose en co´mo se expresa esta pertenencia parcial. Una
gran parte se consideran extensiones directas de conjuntos difusos porque tratan de
generalizar y ampliar a´reas de la matema´tica [5, 8], mientras que otras como la teor´ıa
de conjuntos rough, tratan de capturar y formalizar situaciones ambigu¨as [16] (visio´n
automa´tica, control automa´tico de sistemas, teor´ıa de decisio´n, etc.).
Para que una funcio´n de pertenencia represente adecuadamente a un conjunto,
no es suficiente con representar el concepto del conjunto sino que se debe adecuar al
contexto de la aplicacio´n espec´ıfica que se desea tratar. Es por ello que muchas formas
parame´tricas se han desarrollado, as´ı como te´cnicas para el ajuste de las mismas. En
este contexto cabe destacar, por ejemplo, la teor´ıa de las 2-tuplas (2-tuples), donde los
conjuntos difusos se expresan como una forma esta´ndar y un desplazamiento lateral
sobre el dominio de aplicacio´n del mismo [10]. Sin embargo, en muchas ocasiones la
representacio´n de los conjuntos suele ser sencilla, con una fa´cil interpretacio´n de los
te´rminos, ya que muchas veces la solucio´n ma´s acertada es la menos compleja. Por
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Funcio´n gaussiana
µA(x) = e





La aplicacio´n de conjuntos difusos en aplicaciones espec´ıficas suele derivar en
problemas al definir dichos conjuntos. No todos los ejemplos son tan sencillos co-
mo la separacio´n de personas entre altos y bajos, y en muchas ocasiones es dif´ıcil
modelar la interpretacio´n humana acerca de un hecho. Por ejemplo, en ocasiones
la informacio´n que manipula un problema puede no ser fa´cil de definir de manera
precisa mediante un valor cuantitativo (nu´mero), sin embargo, puede ser fa´cilmente
valorada en forma cualitativa. En este caso, suele ocurrir que el uso de un enfoque
lingu¨´ıstico difuso se adapte mejor que un enfoque nume´rico. Esto implica que a la
hora de evaluar feno´menos relacionados con la percepcio´n subjetiva (disen˜o, gusto,
...) se utilizan palabras del lenguaje natural (bonito, feo, dulce, salado,...) en lugar
de valores nume´ricos. En la teor´ıa de conjuntos difusos se pueden representar los
aspectos cualitativos como palabras mediante etiquetas lingu¨´ısticas.
Una etiqueta lingu¨´ıstica se caracteriza por un valor sinta´ctico que la identifica
y un valor sema´ntico que la representa. El nombre que la define es una palabra o
frase perteneciente a un conjunto de te´rminos lingu¨´ısticos y el significado de dicho
nombre viene dado por un subconjunto difuso que lo representa. Al ser las palabras
menos precisas que los nu´meros, el concepto de etiqueta lingu¨´ıstica parece una buena
propuesta para caracterizar a aquellos feno´menos que son demasiado complejos para
poder ser evaluados mediante valores nume´ricos precisos.
Formalmente, la definimos como una 3-tupla o terceto (Etiqueta, A, X ) donde
Etiqueta es el nombre asociado al conjunto difuso A en el universo X. En nuestro
proyecto consideramos dos universos distintos para una imagen: zonas (izquierda,
derecha, centro, arriba y abajo) e intensidad de color (poco intenso, normal y muy
intenso). Un ejemplo de conjunto difuso representado por la etiqueta lingu¨´ıstica Poco
Intenso, puede ser el de la Figura 2.1, que considera so´lo p´ıxeles con valores entre 0
y 0.5.













Figura 2.1: Representacio´n de ejemplo del conjunto difuso Poco Intenso. Los valores
comprendidos entre 0 y 0.5 tienen un grado de pertenencia al conjunto entre [0,1].
De 0.5 a 1, el grado de pertenencia es 0.
Dado que la teor´ıa de la lo´gica difusa afronta problemas en los que participan
mu´ltiples universos, es posible que en algu´n momento se precise de la combinacio´n
de los conjuntos difusos definidos en cada uno. Se han estudiado multitud de ma-
neras de combinar conjuntos difusos, generalmente como una manera de recuperar
los operadores (unio´n, interseccio´n) de la lo´gica cla´sica, as´ı como la complemen-
tacio´n (o negacio´n) de te´rminos. La combinacio´n de varios conjuntos mediante la
interseccio´n [13], formalizada por el operador asociativo y, representa los te´rminos
que comparten todos los conjuntos involucrados. En la teor´ıa de conjuntos difusos,
las intersecciones se definen como normas triangulares, aunque otros operadores de
similares caracter´ısticas han sido presentados, tales como las co´pulas [9] o los opera-
dores de overlap [7]. Ejemplos de t-normas son el mı´nimo (TM(x, y) = mı´n(x, y)), el










































Figura 2.2: Interseccio´n de dos conjuntos difusos. En rojo podemos ver la zona de
interseccio´n.
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Ana´logamente, la combinacio´n de conjuntos mediante la unio´n, se formaliza por el
operador asociativo o, y representa los te´rminos de todos los conjuntos involucrados,
sean compartidos o no. En la teor´ıa de conjuntos difusos, las uniones se definen como
conormas triangulares (t-conormas). Las t-conormas ma´s utilizadas son el ma´ximo
(SM(x, y) = max(x, y)), la suma probabil´ıstica (SP(x, y) = (x + y) − (x · y)) y la










































Figura 2.3: Unio´n de dos conjuntos difusos. En rojo podemos ver la zona de unio´n.
No´tese que tanto las t-normas como las t-conormas son casos espec´ıficos de fun-
ciones de agregacio´n, que cumplen las condiciones de frontera M : [0, 1]n → [0, 1] tal
que M(01, ..., 0n) = 0 y M(11, ..., 1n) = 1. Por lo que cualquiera de las mencionadas
t-normas se pueden utilizar para calcular la interseccio´n de varios conjuntos difusos,
del mismo modo que cualquier t-conorma propuesta puede ser va´lida para calcular
la unio´n.
Cap´ıtulo 3
Descriptores lingu¨´ısticos difusos de
imagen
Como hemos mencionado en secciones anteriores, la intencio´n de esta propues-
ta es introducir el uso de conceptos difusos o conceptos provenientes de la lo´gica
difusa a la hora de clasificar o agrupar ima´genes con caracter´ısticas comunes. Ma´s
concretamente, la intencio´n es usar descriptores basados en estos conceptos para la
representacio´n de la imagen. Dado que la percepcio´n del entorno que tiene el ser hu-
mano var´ıa mucho de unas personas a otras, tratar de describir una imagen mediante
conceptos matema´ticos cla´sicos esperando un consenso en el valor de la descripcio´n,
es algo poco realista.
Un primer punto a considerar es el impacto que tiene la percepcio´n individual
en la descripcio´n de ima´genes. De cara a clarificar esta duda, hemos mostrado una
imagen (Figura 3.1) a un grupo de personas al azar. Dado que quer´ıamos que todos
los individuos partieran de la misma interpretacio´n, les explicamos que la imagen
se hab´ıa construido a partir de tres sub-ima´genes independientes: una roja, otra
verde y una azul; y que la combinacio´n de las tres genera la que ven. De acuerdo
a esta construccio´n de la imagen a partir de las otras tres mencionadas, pedimos a
los participantes que valoraran con un nu´mero entre 0 y 10 cua´l cre´ıan que era la
importancia de cada sub-imagen a la hora de construir la final. Este experimento
se ha realizado preguntando a 30 individuos diferentes sobre la misma imagen. Los
resultados de las valoraciones se pueden apreciar en la Figura 3.2 y el Cuadro 3.1.
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Figura 3.1: Imagen RGB utilizada en la pre-experimentacio´n.
No´tese que a pesar de no ser un nu´mero elevado de personas, se puede concluir que
existe una gran variedad de resultados distintos, debido a la dif´ıcil interpretacio´n que
tienen los valores nume´ricos propios de la matema´tica cla´sica.
La Figura 3.2 muestra la distribucio´n de las valoraciones que han dado los indi-
viduos en cada sub-imagen. La tendencia que hay en cualquiera de ellas es a diferen-
ciarse varios picos o puntos de inflexio´n, lo que nos hace creer que a pesar de utilizar
un sistema descriptivo ba´sico centrado en las matema´ticas cla´sicas, nunca consegui-
remos una descripcio´n consensuada va´lida. Reforzando esta teor´ıa se encuentra el
Cuadro 3.1, en el que observamos los valores proporcionados por cada individuo.
En e´l comprobamos como a pesar de que existe algu´n valor ma´s representativo para
cada color (en la Figura 3.2 destaca el valor 4 para el color azul y el 5 para el verde),
al centrarnos en la valoracio´n personal de los individuos nos damos cuenta de que
cada descripcio´n en su conjunto (sumando rojo, verde y azul) es diferente al resto,
lo que dificulta au´n ma´s la idea de que una imagen tenga una descripcio´n basada en
la lo´gica cla´sica y sea mı´nimamente aceptada por la mayor parte del colectivo.
A partir de este experimento obtuvimos otra informacio´n de especial relevancia
para nuestro modelo. A lo largo del experimento pra´cticamente una cuarta parte de
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Figura 3.2: Gra´ficas de la tendencia ma´s comu´n entre las valoraciones de los indivi-
duos. Los ejes horizontales representan los posibles valores de importancia que puede
tener una sub-imagen de cara a la construccio´n de la imagen final. Los ejes verticales
representan el nu´mero de veces que se ha repetido un valor de importancia. Cada
color de la gra´fica indica la correspondiente sub-imagen.
rojo 3 3 3 3 2 1 5 5 3 4 2 2 0 8 7 0 8 7 8 3 7 7 1 4 4 7 6 7 8 9
verde 5 2 3 3 4 5 1 1 2 2 3 4 5 5 4 5 2 3 2 5 6 7 4 5 6 7 2 5 6 9
azul 2 3 3 3 3 3 4 4 4 4 4 4 4 4 5 5 6 6 7 7 7 7 8 8 8 8 9 9 9 10
Cuadro 3.1: Valoraciones de cada individuo sobre la importancia de cada color en la
Figura 3.1. Las columnas representan la opinio´n de cada individuo.
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los participantes tuvieron la necesidad de diferenciar entre la zona superior e inferior
de la imagen, ya que sent´ıan que el valor que estaban asignando no era acorde con to-
da la imagen sino con so´lo un trozo de la misma. Por este motivo, nuestra propuesta
trata de representar ima´genes de una forma ma´s cercana a las necesidades humanas,
teniendo en cuenta tanto propiedades relacionadas con zonas de una imagen como
con colores. La forma en la que hemos considerado estas propiedades se explican en
los apartados: Representacio´n de zonas mediante conceptos lingu¨´ısticos y Represen-
tacio´n de colores mediante conceptos lingu¨´ısticos. El primero trata de explicar co´mo
definimos las zonas que diferencia un ser humano dentro de una imagen, mientras
que el segundo trata de sustituir los valores nume´ricos utilizados normalmente para
definir los colores de las ima´genes, por conceptos lingu¨´ısticos ma´s ambiguos, pero
tambie´n ma´s comprensibles por las personas. Por el contrario, un u´ltimo apartado
denominado Descriptores de imagen se centra en la construccio´n definitiva de los
descriptores que van a caracterizar una imagen, a partir de las representaciones de
zonas y colores.
3.1. Representacio´n de zonas mediante conceptos
lingu¨´ısticos
Desde las primeras etapas de nuestra vida, con el fin de facilitar la comunicacio´n
entre los individuos de una sociedad, se nos han inculcado diferentes formas de descri-
bir do´nde se encuentra un objeto, escenario, persona, etc. Algunas de estas palabras
se caracterizan por estar asociadas a la distancia entre el observador y el objeto
(lejos, cerca, pro´ximo, alejado,...); mientras que otras tratan de describir la posicio´n
del objeto alrededor de la persona: delante, detra´s, al lado, etc. En la tema´tica de
imagen, entendiendo como imagen un mapa bidimensional (2D) de p´ıxeles, y al no
tener informacio´n sobre la profundidad de la escena, nos vemos obligados a olvidar
los conceptos mencionados y utilizar otros ma´s apropiados. En este caso usamos los
conceptos izquierda, derecha, arriba, abajo, etc., cubriendo el problema que se encon-
traban los usuarios del experimento previo, cuando quer´ıan hacer referencia so´lo a
una parte de la imagen.
Una versio´n de los conceptos izquierda, derecha, arriba, abajo, basada en la lo´gica
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(a) Arriba (b) Izquierda (c) Derecha (d) Abajo
Figura 3.3: Resultado de extender los cuatro conjuntos Izquierda (a), Derecha (b),
Arriba (c) y Abajo (d) a un sistema de dos dimensiones (conjuntos-2D) para trabajar
sobre ima´genes. Blanco indica una pertenencia 1, y negro una pertenencia 0.
cla´sica se presenta en la Figura 3.3. En esta figura, cada conjunto lingu¨´ıstico se asocia
a una representacio´n bidimensional que llamaremos conjunto-2D. La parte negra de
la representacio´n hace referencia a los p´ıxeles de la imagen que no son relevantes
para el conjunto espec´ıfico, mientras que la parte blanca hace referencia a aquellos
que s´ı lo son. La forma en que se relacionan dichos conjuntos 2D y las ima´genes se
aprecia en la Figura 3.4, donde la zona de la imagen en negro simula los p´ıxeles de la
misma que no se han tenido en cuenta debido al conjunto lingu¨´ıstico que esta´ siendo
considerado.
Adema´s, como se explica en la Seccio´n 2, se pueden combinar varias zonas de la
imagen para hacer referencia a otro sitio concreto (p.e., la esquina superior-izquierda)
mediante una interseccio´n de conjuntos lingu¨´ısticos. La Figura 3.5 muestra el resulta-
do de la interseccio´n entre los conjuntos 2D Izquierda y Arriba utilizando la t-norma
mı´nimo y el efecto de este nuevo conjunto-2D en la imagen. Del mismo modo, la
Figura 3.6 muestra las primeras cuatro representaciones de zonas de una imagen,
asociadas a la interseccio´n de los conceptos lingu¨´ısticos Izquierda-Arriba, Derecha-
Arriba, Izquierda-Abajo y Derecha-Abajo.
Conforme avanza´bamos en el proyecto, consideramos la posibilidad de an˜adir
una nueva zona denominada centro, ya que es donde frecuentemente se encuentra el
objeto principal de las ima´genes. Sin embargo, dado que existe cierta incertidumbre
sobre que´ es el centro, porque no tiene un taman˜o y una forma concreta, recurrimos
a la lo´gica difusa para su representacio´n y la del resto de zonas.
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Figura 3.4: Seleccio´n de diferentes trozos de una imagen a partir de los conjuntos-2D.
La primera columna son las ima´genes de ejemplo. La segunda columna las represen-
taciones gra´ficas de los conjuntos-2D. La tercera columna son las zonas de la imagen
consideradas para los conjuntos Izquierda, Derecha, Arriba y Abajo.
Figura 3.5: Imagen original e imagen resultante tras someter la original al conjunto-
2D, producto de la interseccio´n entre los conjuntos-2D izquierda y arriba.
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(a) Izq-Arr (b) Izq-Abj (c) Dch-Arr (d) Dch-Abj
Figura 3.6: Interseccio´n de los conjuntos-2D esta´ticos que definen las zonas a consi-
derar de una imagen.
Representar las zonas mediante lo´gica difusa implica cambiar la forma en la que
se definen los conjuntos difusos en cada zona: (izquierda, derecha, arriba y abajo).
Donde antes se utilizaba una representacio´n binaria o cla´sica (un elemento so´lo pue-
de: o pertenecer al conjunto, representa´ndose con 1, o no, representa´ndose con 0),
ahora hay que utilizar una representacio´n difusa en la que un elemento pertenece al
conjunto con un grado de verdad en [0, 1]. En la Figura 3.7 vemos la nueva defini-
cio´n de los conjuntos basada en la lo´gica difusa, junto con su representacio´n en dos
dimensiones, adema´s de la representacio´n de los nuevos conceptos Centro Vertical y
Centro Horizontal. Valores claros indican las zonas de la imagen con mayor relevan-
cia en dicho conjunto, mientras que valores oscuros indican las zonas que aportan
menos informacio´n. No´tese que el mapa de pertenencia no incluye u´nicamente blanco
o negro, sino tonos grises que indican zonas de la imagen a considerar, aunque con
menos fuerza que las zonas con tonos blancos.
Para el caso de la combinacio´n de zonas hemos utilizado la misma interseccio´n
de conjuntos utilizada en el caso anterior, el mı´nimo, dada la interpretacio´n sencilla
y directa del operador. No obstante, se podr´ıa sustituir por cualquier otra t-norma si
se encontraran beneficios de rendimiento o interpretabilidad. Las representaciones de
estos nuevos conjuntos-2D, asociados a los conceptos lingu¨´ısticos: Izquierda-Arriba,
Derecha-Arriba, Izquierda-Abajo y Derecha-Abajo; se ven en la Figura 3.8.
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(a) Arriba (b) Izquierda (c) Derecha (d) Abajo
(e) Centro Vertical (e) Centro Horizontal
Figura 3.7: Resultado de extender los seis conjuntos difusos: Izquierda (a), Derecha
(b), Arriba (c), Abajo (d), Centro Vertical (e) y Centro Horizontal (f).
(a) Izq-Arr (b) Izq-Abj (c) Centro (d) Dch-Arr (e) Dch-Abj
Figura 3.8: Interseccio´n de los conjuntos-2D difusos que definen las zonas a considerar
de una imagen.
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3.2. Representacio´n de colores mediante concep-
tos lingu¨´ısticos
Independientemente de los elementos y objetos que hay en las fotograf´ıas, una de
las cosas que marco´ el antes y el despue´s de las mismas fue la posibilidad de darles
color. Para entender la forma con la que se consigue que una imagen tenga color,
vamos a explicar brevemente co´mo se percibe el color en la vida real y sus or´ıgenes.
Gracias a Newton y a su descubrimiento del espectro en 1671, cuando tras dirigir
un haz de luz hacia un prisma de vidrio triangular con un a´ngulo, una parte de la luz
se reflejaba mientras que otra pasaba a trave´s del vidrio descomponie´ndose en bandas
de colores, se empezo´ a hablar de la luz como causante del color. Actualmente, dicha
teor´ıa se explica aduciendo que la luz es un conjunto de ondas electromagne´ticas que
los objetos son capaces de absorber o reflejar. Esto es importante, ya que las ondas
reflejadas que un objeto no es capaz de absorber, son las que llegan a nuestro cerebro
y se interpretan como un color.
Existen multitud de colores asociados al reflejo de estas ondas electromagne´ticas.
Un ejemplo de espectro es la Figura 3.9, donde vemos todos los colores que percibi-
mos, aunque agrupa´ndolos por tonalidad podemos resumirlos en violeta, azul, cian,
verde, amarillo y rojo. El color blanco (color asociado a la luz) es el color que se
forma si absolutamente todas las ondas electromagne´ticas se reflejan sobre un ob-
jeto. Sin embargo, cuando un cuerpo absorbe todas las ondas, no se refleja nada,
obtenie´ndose lo que se conoce como el color negro (color asociado a la oscuridad o a
la ausencia de color).
Aunque anteriormente hemos mencionado los colores ma´s comunes, un experi-
mento llevado a cabo por Thomas Young [19] demostro´ que con so´lo tres de los seis
colores se pod´ıan obtener el resto. El experimento consistio´ en proyectar y superponer
sobre un mural, los focos de seis linternas que ten´ıan los colores visibles del espectro.
Figura 3.9: Espectro visible por el ojo humano.
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Figura 3.10: Combinacio´n de los focos rojo, verde y azul, para generar los colores
primarios: rojo, verde, azul, amarillo, magenta y cian. En el centro se observa el
blanco, producto de la combinacio´n de los tres focos, y en el fondo el negro, debido
a la no presencia de luz.
El resultado fue que con so´lo utilizar los focos rojo, verde y azul se obten´ıan el resto
de colores, adema´s de que la combinacio´n simulta´nea de los tres focos formaban la
luz blanca (Figura 3.10). Gracias a este resultado los mencionados colores adoptaron
el nombre de colores primarios en la luz 1 y ma´s adelante surgio´ el formato de imagen
digital ma´s utilizado en la actualidad, el formato RGB.
El formato RGB es el acro´nimo ingle´s de Rojo-Verde-Azul (Red-Green-Blue), y
se denomina as´ı porque, de acuerdo al experimento de Thomas Young, las ima´genes
se componen de tres capas, una que representa la intensidad de color rojo, otra de
color verde y otra de color azul. La visio´n final de una imagen es la superposicio´n de
las tres capas, ya que como hemos mencionado anteriormente, combinando los tres
colores primarios se pueden obtener el resto. Por el contrario, no siempre es necesario
utilizar los tres colores, ya que a veces una imagen puede requerir un color producto
de la combinacio´n de so´lo dos primarios o de ninguno. El formato RGB afronta este
hecho permitiendo en cada capa valores en el rango [0, 1]2 para hacer referencia a
1No confundir con los colores primarios tradicionales (para pintura) que son rojo, amarillo y
azul.
2Normalmente toma valores en [0, 255] porque un pixel se representa con 8 bits, pero hay varia-
ciones que usan distinto nu´mero de bits y el rango cambia. Por eso generalizamos a [0, 1].
Cap´ıtulo 3. Descriptores lingu¨´ısticos difusos de imagen 24
Figura 3.11: Combinacio´n con diferentes intensidades del rojo, verde y azul, para
comprobar la obtencio´n de otros colores ante un cambio en la intensidad.
la intensidad de cada color en la imagen. El 0 significa ausencia de color, mientras
que 1 hace referencia a su ma´xima intensidad. Si al combinar las tres capas se diese
el caso de que un punto o pixel de la imagen es de la forma (1, 1, 1), la percepcio´n
humana de dicho pixel ser´ıa el color blanco. Si en cambio fuese de alguna de las
siguientes formas: (1, 0, 0), (0, 1, 0) o (0, 0, 1), la percepcio´n ser´ıa el color rojo, verde
o azul, respectivamente. No´tese que un pixel esta´ formado por la combinacio´n de tres
valores y que cada valor adopta una intensidad entre 0 y 1. Esto quiere decir que un
pixel tiene infinitas combinaciones diferentes, cada una asociada a un color con una
tonalidad e intensidad distinta. Una muestra reducida de las combinaciones de estos
valores se aprecia en la Figura 3.11. En ella intentamos recoger algunos de los colores
que se producen al combinar los colores primarios con diferentes intensidades. En el
Cuadro 3.2 puede verse la intensidad que se le ha dado a cada color.
Como ya hemos mencionado, en este trabajo pretendemos disen˜ar un sistema




























Cuadro 3.2: En esta tabla se indica la intensidad (alta: ↑, media: → y baja: ↓) aso-
ciada a cada capa, roja (R), verde (G) y azul (B), de cada posicio´n de la Figura 3.11.
La intensidad ↑ indica un valor 1. La intensidad→ indica un valor 0.5. La intensidad
↓ indica un valor 0.
que describa las ima´genes en funcio´n de sus colores y de forma similar a como lo
har´ıa una persona, es decir, mediante los colores ma´s representativos expresados
de manera ambigua: ((roja)), ((ligeramente azul)), ((amarilla)), etc., ya que de cara a
construir programas que funcionen con grandes bases de datos de ima´genes, es mucho
ma´s ra´pido trabajar con unos pocos descriptores que con los miles de p´ıxeles y valores
que tiene una imagen en formato RGB. De la misma forma que con los conceptos
lingu¨´ısticos que representan las zonas (izquierda, derecha, centro...), los conceptos
rojo, ligeramente azul, etc., son conceptos con un alto grado de incertidumbre, ya
que como se ve en la Figura 3.12, muchas tonalidades de un color pueden considerarse
solo uno, p. e. rojo. La causa de estas variaciones del mismo color, se debe al amplio
rango de intensidades ([0, 1]) que pueden adoptar los p´ıxeles de una misma capa de
la imagen. Estudios como el de Jose Manuel Soto [17] tratan de encontrar formas
de agrupar estas tonalidades para representar sema´nticamente los colores, aunque
continu´a sin poder proporcionar una definicio´n precisa.
Figura 3.12: Escala croma´tica del color rojo.
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(a) Intensidad Baja (a) Intensidad Media (a) Intensidad Alta
Figura 3.13: Conjuntos difusos construidos para representar las intensidades de los
p´ıxeles. El conjunto Intensidad Baja considera p´ıxeles con intensidades entre 0 y 0.5.
El conjunto Intensidad Media considera p´ıxeles con intensidades entre 0.1 y 0.9. El
conjunto Intensidad Alta considera p´ıxeles con intensidades entre 0.5 y 1.
En nuestra propuesta tratamos de diferenciar tanto los colores de tonalidades
similares como los bien diferenciados, extrayendo el nivel de intensidad: Intensidad
Alta, Intensidad Media e Intensidad Baja (Figura 3.13); de cada color representa-
do en cada capa RGB. Estos niveles de intensidad los definimos por medio de tres
conjuntos difusos porque no tenemos certeza de cua´ndo un valor deja de ser intenso
(Intensidad Alta), para ser medianamente intenso (Intensidad Media) o nulo (In-
tensidad Baja). Adema´s, entendemos que cuando varias ima´genes distintas tienen el
mismo nivel de intensidad capa a capa (R-R, G-G, B-B), significa que todas ellas
comparten un mismo color o un color parecido con ligeras variaciones de tonalidad.
La aplicacio´n de los conjuntos difusos a una capa de la imagen nos dice cua´l es el
grado de pertenecia de los p´ıxeles al correspondiente conjunto, es decir, que´ relevancia
tiene cada pixel para el conjunto en cuestio´n. En la Figura 3.14 mostramos un ejemplo
de este proceso con 9 p´ıxeles y los tres conjuntos difusos recie´n mencionados. Empieza
mostrando la intensidad de los 9 p´ıxeles en una de las capas de la imagen y continu´a
buscando en cada conjunto Intensidad Baja, Intensidad Media e Intensidad Alta, el
valor entre 0 y 1 que esta´ asociado a la intensidad de cada pixel. Dichos valores entre
0 y 1 se denominan grados de pertenencia, y como ya mencionamos en la Seccio´n 3,
el 1 (o´ tonos blancos) representa la ma´xima pertenencia al conjunto y el 0 (o´ tonos
oscuros) la mı´nima. A la hora de elegir el conjunto difuso que mejor representa a los
9 p´ıxeles realizamos una media ponderada de los grados de pertenencia, puesto que
una media mayor significa que esos p´ıxeles son ma´s relevantes cuando se considera
el conjunto difuso en cuestio´n. En el ejemplo de la Figura 3.14 destaca claramente el









































Figura 3.14: Ca´lculo de la pertenencia de los p´ıxeles a cada conjunto difuso. a) Trozo
de imagen con los valores de intensidad de una capa (R, rojo). b) Definicio´n de los
conjuntos difusos. c) Dos formas de visualizar el grado de pertenencia de los p´ıxeles
(nume´rico y visual). d) Media de las pertenencias.
conjunto Intensidad Baja, ya que a simple vista se percibe que los 9 p´ıxeles tienen
grados de pertenencia mucho mayores que en los otros dos casos (su media es 0.84,
frente a 0.15 y 0).
Finalmente, la representacio´n del color de una imagen esta´ formada por las tres
etiquetas lingu¨´ısticas de los conjuntos en los que los p´ıxeles de cada capa tienen
mayor relevancia. El ejemplo que representa el concepto lingu¨´ıstico azul ser´ıa de la
forma: ((Intensidad Baja (capa R), Intensidad Baja (capa G), Intensidad Alta (capa
B))); mientras que otras representaciones de color directamente relacionadas con to-
nos que conocemos, son las que mencionamos a continuacio´n y que hemos obtenido
por experimentacio´n y observacio´n de resultados:
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Claro: (( Alta, Alta, Alta )).
Amarillo: (( Alta, Alta, Baja )).
Violeta: (( Alta, Media, Alta )).
Rosa: (( Alta, Media, Media )).
Naranja: (( Alta, Media, Baja )).
Rojo: (( Alta, Baja, Baja )).
Marro´n: (( Media, Media, Baja )).
Verde: (( Baja, Alta, Baja )).
Azul: (( Baja, Baja, Alta )).
Oscuro: (( Baja, Baja, Baja )).
3.3. Descriptor de imagen
Dado que ya sabemos representar tanto zonas de una imagen como colores, en este
apartado establecemos un descriptor de imagen fruto de la combinacio´n de ambas
representaciones. El proceso es el siguiente:
1. Leer una imagen en formato RGB y separar cada capa en sub-ima´genes: R, G
y B (Figura 3.15).
2. Obtener los grados de pertenencia de R, G y B a los conjuntos Intensidad Baja,
Intensidad Media e Intensidad Alta (Figura 3.15 (a)).
3. Calcular las representaciones de las zonas de la imagen de acuerdo al taman˜o
de la misma (Figura 3.15 (b)).
4. Mediante la agregacio´n producto, construir los mapas de interseccio´n Intensidades-
Zona haciendo la interseccio´n entre la pertenencia de la imagen a los conjuntos
Intensidad Baja, Media y Alta, y las representaciones de las zonas (Figura 3.15
(b)).
5. Guardar para cada capa aquellos mapas de interseccio´n que tengan el valor
promedio de pertenencia mayor, es decir, que el tono medio de la imagen sea
el ma´s claro (Figura 3.15 (d)).
6. Extraer las etiquetas Intensidad Baja (B), Intensidad Media (M) o Intensidad
Alta (A) que corresponden a los resultados obtenidos en el paso anterior. En el
ejemplo de la Figura 3.15, el descriptor definitivo de la imagen es el siguiente:
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[(( A, M, B )), (( A, M, B )), (( A, B, B )), (( A, M, B )), (( A, B, B ))],
ordenado segu´n las zonas:
[Arriba-Izquierda, Arriba-Derecha, Centro, Abajo-Izquierda, Abajo-Derecha],
lo que indica que el color general de la imagen es anaranjado ((( A, M, B ))),
nota´ndose un aumento de rojo en la parte central y abajo a la derecha ((( A,
B, B ))).
Varios factores no tenidos en cuenta al plantear esta propuesta son co´mo afecta
a nuestra percepcio´n del color la asociacio´n que hacemos de una imagen con una
escena real, al igual que co´mo afecta a nuestra percepcion del color la influencia de
unos colores sobre otros. En la Figura 3.15 hay un claro ejemplo de la unio´n de ambos
problemas, puesto que en primer lugar identificamos una flor, por lo que la asociamos
con el campo y percibimos el fondo completamente verde en lugar de anaranjado, y
en segundo lugar, al haber un fondo ma´s iluminado en unas zonas que en otras, hay
momentos en los que la imagen nos parece rosada y no rojiza.
En la siguiente seccio´n, tratamos de resolver el problema de la influencia de unos
colores sobre otros, utilizando un ajuste automa´tico de los conjuntos Intensidad
Baja, Media y Alta en funcio´n de la cantidad de rojo, verde y azul en la imagen.
El problema de la asociacio´n de ima´genes y escenas queda pendiente para futuras
investigaciones ya que intervienen factores psicolo´gicos que escapan al alcance de
este trabajo.
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Figura 3.15: Proceso de generacio´n del descriptor definitivo de una imagen. Expli-
camos los pasos centra´ndonos so´lo en la capa R: a) Pertenencias de la capa R a los
conjuntos Intensidad Baja (B), Media (M) y Alta (A). b) Zonas definidas segu´n
el taman˜o de la imagen original. c) Interseccio´n de las pertenencias relativas a las




Hay ocasiones en las que nuestra percepcio´n de un color cambia debido a que dos
o ma´s colores se encuentran pro´ximos a e´l. Esta percepcio´n var´ıa de unos colores a
otros puesto que no todos son igual de susceptibles al cambio. Los rosados, verdosos
y anaranjados suelen ser los ma´s propensos a este hecho. En las Figuras 4.1, 4.2
y 4.3], obtenidas del libro La interaccio´n del color, de Josef Albers[1], mostramos
algunos de estos ejemplos.
En esta seccio´n proponemos un ajuste automa´tico de los conjuntos difusos Inten-
sidad Baja, Intensidad Media e Intensidad Alta propuestos en el apartado anterior,
con el objetivo de afrontar los problemas relacionados con la influencia de color.
Figura 4.1: En esta imagen hay varios rojos de tonalidades distintas. A pesar de no
haber demasiada diferencia entre las tonalidades de algunos casos (2, 4 y 8), el 4
parece el ma´s intenso a causa de los rojos de su lado.
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Figura 4.2: El color de alrededor de los dos pequen˜os cuadrados verdes nos hace
percibir que se trata del mismo tono de verde cuando en realidad es distinto.
Figura 4.3: En estas dos ima´genes vemos el color amarillo influenciado por el azul y
el rojo. Esta mezcla de colores nos da la sensacio´n de percibir un tono verde en la
mezcla del amarillo con el azul, y naranja en la mezcla con el rojo.
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Entendemos que los valores que antes considera´bamos en cada conjunto, es decir,
Intensidad Baja, valores entre 0 y 0.5; Intensidad Media, valores entre 0.1 y 0.9;
Intensidad Alta, valores entre 0.5 y 1; no son la mejor representacio´n de los colores.
Debido a que la percepcio´n humana del color se ve influenciada por la cantidad del
mismo en la imagen (como se apreciaba en la Figura 4.1). Por este motivo, el pro-
cedimiento que hemos seguido es el de ajustar los conjuntos segu´n el tono medio de
cada capa de la manera siguiente:
1. Detectamos el valor promedio de intensidad en una capa.
2. Establecemos el valor anterior como el punto ma´ximo de su correspondiente
conjunto Intensidad Media.
3. Ajustamos los conjuntos Intensidad Baja e Intensidad Alta modificando sus
l´ımites superior e inferior, respectivamente, hacie´ndolos coincidir con el valor
ma´ximo del conjunto Intensidad Media.
Siguiendo el procedimiento anterior, existen casos en los que el conjunto Inten-
sidad Media tiene su ma´ximo valor pro´ximo a 0 y 1 sobreescribiendo los conjuntos
Intensidad Baja e Intensidad Alta. Esto es un comportamiento a corregir, dado que
de esta manera las etiquetas pierden su interpretabilidad. Con este objetivo defini-
mos una funcio´n que restringe el desplazamiento de dicho punto conforme se aleja del
centro. Por ejemplo, un valor promedio 0.36 estar´ıa levemente restringido, por lo que
su valor final ser´ıa ligeramente ma´s cercano al centro (0.02 unidades ma´s cercano),
es decir 0.38. Un valor promedio 0.1 bastante alejado del centro tendr´ıa una mayor
restriccio´n obtenie´ndose un valor final de 0.15 (0.05 unidades ma´s cercano al centro).
La funcio´n que calcula el nuevo punto, x, a partir de su proximidad al centro se ha
conseguido igualando las integrales de dos funciones:∫ 0.5
0




siendo a = 2.5, b = −4.25, c = 1.5, α = −2, β = 1 y m el valor promedio original.
Al despejar x, siempre se obtiene un valor entre [0, 0.5] aunque la media original, m,
se aleje del centro por la derecha (m > 0.5). Por este motivo, cuando m > 0.5 es
necesario recalcular x como x = 1− x.
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Figura 4.4: Representacio´n de las dos funciones utilizadas para restringir el despla-
zamiento del ma´ximo punto del conjunto Intensidad Media. En rojo se aprecia el
a´rea de la recta αx + β para el punto 0.1 (energ´ıa disponible). En gris el a´rea de la
para´bola ax2 + bx+ c para el punto 0.15 (hasta donde hemos llegado con la energ´ıa
disponible en el punto 0.1 de la recta).
El comportamiento de la funcio´n que surge al igualar ambas integrales se basa
en el concepto de energ´ıa, en el sentido de que mover un punto desde el centro (0.5)
a otro sitio requiere un gasto de energ´ıa. La integral de la funcio´n ax2 + bx + c
indica la energ´ıa necesaria para desplazar un punto a otro lugar que no sea el centro
(a´rea gris de la Figura 4.4). La hemos definido como una para´bola porque se acerca
al significado natural de esfuerzo. Es decir, la nocio´n de que cuanto ma´s trabajas
ma´s energ´ıa gastas y ma´s te cuesta alcanzar el siguiente reto debido al cansancio
acumulado. La integral de la funcio´n αx+β representa la energ´ıa ma´xima que puede
gastar un nuevo punto para desplazarse (a´rea roja de la Figura 4.4), y se define como
una funcio´n lineal para facilitar el comportamiento asociado al esfuerzo.
Una vez adaptados los conjuntos Intensidad Baja, Intensidad Media e Intensidad
Alta, el proceso de extraccio´n de descriptores de imagen es el mismo que el explicado
en la Seccio´n 3. Para diferenciar entre los descriptores obtenidos mediante este ajuste
o como en la seccio´n anterior, denominaremos a los originales descriptores ba´sicos y
a los ajustados descriptores auto-adaptados.
Cap´ıtulo 5
Aplicacio´n de los descriptores y
resultados
En este cap´ıtulo probamos nuestros descriptores de ima´genes en sus dos variantes:
descriptores difusos y descriptores difusos auto-adaptados. Dada la escasez de pro-
puestas similares en la literatura, no existe la posibilidad de comparar detalladamente
la eficiencia de nuestro sistema. Por ello, lo evaluamos mediante dos aplicaciones de
imagen. La primera, clasificacio´n de ima´genes, tiene por objetivo agrupar las ima´ge-
nes con las mismas caracter´ısticas; La segunda, bu´squeda de ima´genes similares, se
caracteriza porque, en lugar de trabajar con los descriptores como tal, utilizamos el
mayor valor medio de pertenencia de los mapas de interseccio´n intensidades-zonas
mencionados en la Seccio´n 3.3 (fase 5). Ambas aplicaciones se han ejecutado con dos
bases de datos de 350 ima´genes que hemos encontrado1. La primera (BBDD1) consta
de ima´genes obtenidas aleatoriamente de los repositorios de Flickr aunque intentan-
do cubrir toda la gama de colores ma´s comunes (negro, blanco, rojo, azul, verde,
violeta, rosa, naranja, amarillo, marro´n, etc.) (Figura 5.1). La segunda (BBDD2) la
hemos construido variando el brillo y color de una imagen de la BBDD1 (Figura 5.2).
Adema´s, para facilitar la forma de trabajo, todas las ima´genes tienen un taman˜o de
600× 600 p´ıxeles.
1Las ima´genes tienen licencia Creative Commons con permisos de uso pero no distribucio´n. En
caso de querer utilizarlas contactar con el autor (juan.cerron@unavarra.es).
35
Cap´ıtulo 5. Aplicacio´n de los descriptores y resultados 36
Figura 5.1: Base de datos generada a partir de ima´genes de Flickr.
Figura 5.2: Base de datos generada a partir de una imagen.
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5.1. Clasificacio´n de ima´genes
La primera prueba ha consistido en extraer los descriptores de cada imagen para
agrupar aquellas que tengan la misma descripcio´n. En la Figura 5.3 y la Figura 5.4
mostramos algunos agrupamientos hechos de acuerdo a los descriptores difusos cal-
culados segu´n la Seccio´n 3. En la Figura 5.5 y la Figura 5.6 mostramos los mismos
agrupamientos habiendo utilizado los descriptores difusos auto-adaptados segu´n la
Seccio´n 4. En todas las figuras ensen˜amos un ma´ximo de 9 ima´genes por grupo, ya
que consideramos que es un nu´mero suficientemente representativo del conjunto de
ima´genes. Aquellos grupos en los que no se llega a 9 ima´genes por la reducida base
de datos con la que trabajamos, se rellenan con huecos negros. Los agrupamientos de
las Figuras 5.3 y 5.5 coinciden con aquellos que tienen el mismo descriptor de color
en todas sus zonas, es decir, los que contienen ima´genes con un color homoge´neo. Los
agrupamientos de las Figuras 5.4 y 5.6, al ser una base de datos con pocas ima´genes
homoge´neas, representan grupos que tienen un descriptor similar en todas sus zonas,
aunque no necesariamente el mismo. La decisio´n de poner estos agrupamientos se
debe a que simplifica la tarea de visualizar y valorar los resultados.
En lo referente a los resultados, la impresio´n inicial acerca del agrupamiento de
las ima´genes es positiva. En general, los agrupamientos son buenos y distinguimos
con facilidad que´ colores esta´n representados en cada conjunto de ima´genes (de iz-
quierda a derecha y de arriba a abajo: negro, rojo, marro´n, naranja, verde, azul,
violeta, rosa y blanco.). S´ı podemos destacar que en contra de lo esperado, los des-
criptores ba´sicos funcionan mejor que los auto-adaptados ya que a pesar de mostrar
agrupaciones parecidas en la BBDD2 (Figuras 5.4 y 5.6), en la BBDD1 (Figuras 5.3
y 5.5) hay un mayor contraste de colores. Los descriptores ba´sicos so´lo muestran pro-
blemas en el grupo rojo donde aparece alguna imagen marro´n, seguramente porque
utilizar el mismo rango [0, 1] para definir tanto el rojo, como el verde y el azul, es
insuficiente teniendo en cuenta que el rojo influye ma´s en la percepcio´n del color de
los humanos [6]. En cambio, con los descriptores auto-adaptados encontramos ima´ge-
nes amarillas, naranjas y negras infiltradas en los grupos naranja, verde y violeta,
respectivamente. Adema´s, bastantes ima´genes bien agrupadas con los descriptores
ba´sicos, con los descriptores auto-adaptados han desaparecido del grupo en el que
tendr´ıan que estar.
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Figura 5.3: Ima´genes de la BBDD1 agrupadas segu´n los descriptores difusos ba´sicos.
Figura 5.4: Ima´genes de la BBDD2 agrupadas segu´n los descriptores difusos ba´sicos.
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Figura 5.5: Ima´genes de la BBDD1 agrupadas segu´n los descriptores difusos auto-
adaptados.
Figura 5.6: Ima´genes de la BBDD2 agrupadas segu´n los descriptores difusos auto-
adaptados.
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Figura 5.7: Ima´genes agrupadas en el conjunto < M,M,M > segu´n los descriptores
ba´sicos.
Aunque en los ejemplos mostrados se obtienen resultados visualmente muy posi-
tivos para algunos casos, hay que mencionar que ninguna de las variantes de nuestros
descriptores resulta completamente fiable. Existe una agrupacio´n en la que, debido
al amplio rango de valores permitidos dentro del conjunto Intensidad Media, cuando
las ima´genes adoptan la etiqueta Intensidad Media en sus tres capas, roja, verde y
azul, conseguimos erro´neamente un conjunto de ima´genes con colores muy variados.
La Figura 5.7 nos deja ver esta variedad de colores de la que hablamos. Este pro-
blema sucede tanto utilizando descriptores ba´sicos como auto-adaptados en ambas
bases de datos.
5.2. Bu´squeda de ima´genes similares
La segunda prueba consiste en buscar las ima´genes ma´s parecidas a otra dada
siguiendo el mismo proceso que en la Seccio´n 3, pero sin llegar a etiquetar las ima´ge-
nes con B (Intensidad Baja), M (Intensidad Media) o A (Intensidad Alta), es decir,
sin llegar a definir lo que hasta ahora llama´bamos descriptores.
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A continuacio´n re-enumeramos los pasos de la Seccio´n 3 para nuestro propo´sito:
1. Leer una imagen en formato RGB y separar cada capa en sub-ima´genes: R, G
y B.
2. Obtener los grados de pertenencia de R, G y B a los conjuntos Intensidad Baja,
Intensidad Media e Intensidad Alta.
3. Calcular las representaciones de las zonas de la imagen de acuerdo al taman˜o
de la misma.
4. Mediante la agregacio´n producto, construir los mapas de interseccio´n Intensidades-
Zona haciendo la interseccio´n entre la pertenencia de la imagen a los conjuntos
Intensidad Baja, Intensidad Media e Intensidad Alta, y las representaciones de
las zonas.
5. Calcular el valor promedio de cada imagen del mapa de interseccio´n.
6. Guardar los 45 valores promedio (uno por imagen del mapa de interseccio´n)
como si fuesen los nuevos descriptores de imagen (los llamaremos “falsos des-
criptores de imagen”).
Una vez tenemos estos “falsos descriptores de imagen” almacenados para todas las
ima´genes de prueba, la aplicacio´n consiste en extraer el “falso descriptor de imagen”
de la que se desea buscar sus semejantes y buscar aquellas con los “falsos descrip-
tores de imagen” ma´s similares. Decimos que dos ima´genes son similares cuando la
distancia eucl´ıdea entre los elementos de sus “falsos descriptores” es pro´xima a 0 [4].
En las siguientes figuras revelamos ejemplos de las ima´genes semejantes obtenidas
para algunos casos. Presentamos dos conjuntos de ima´genes en cada bu´squeda por-
que a la izquierda esta´n las ima´genes encontradas utilizando la definicio´n ba´sica de
los conjuntos Intensidad Baja, Intensidad Media e Intensidad Alta para calcular los
“falsos descriptores”, mientras que el de la derecha son las encontradas utilizando
los conjuntos auto-adaptados.
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a) b) a) b)
a) b) a) b)
Figura 5.8: Bu´squeda de ima´genes similares a otra dada en la BBDD1. Las columnas
a) son las tres mejores ima´genes conseguidas utilizando la definicio´n ba´sica de los
conjuntos. Las columnas b) son las tres mejores ima´genes conseguidas utilizando la
definicio´n auto-adaptada de los conjuntos.
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a) b) a) b)
a) b) a) b)
Figura 5.9: Bu´squeda de ima´genes similares a otra dada en la BBDD2. Las columnas
a) son las tres mejores ima´genes conseguidas utilizando la definicio´n ba´sica de los
conjuntos. Las columnas b) son las tres mejores ima´genes conseguidas utilizando la
definicio´n auto-adaptada de los conjuntos.
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En la BBDD1 comprobamos que cualquiera de las dos te´cnicas consigue resulta-
dos positivos, puesto que la tonalidad de las ima´genes encontradas es similar. Esta
tonalidad permite encontrar ima´genes de escenarios parecidos ya que muchas tona-
lidades esta´n directamente relacionadas con escenas. Podemos ver muestras de ello
en la Figura 5.8, donde se han detectado paisajes, a´rboles, atardeceres y mares en la
primera foto encontrada de cada ejemplo, que son escenas directamente relacionadas
con la que se esta´ buscando en cada caso.
Por otro lado, en la BBDD2 observamos que el me´todo que utiliza conjuntos
auto-adaptados (columnas b) de la Figura 5.9) proporciona mejores bu´squedas. Este
me´todo parece resultar mejor cuando se trata de buscar una misma imagen con
diferente tonalidad. Esta percepcio´n tiene sentido porque, al ajustar los conjuntos
difusos en base al tono medio de la imagen, y aunque la tonalidad general de la
imagen se modifique, la descripcio´n que se obtiene sigue siendo muy similar.
Cap´ıtulo 6
Conclusiones y l´ıneas futuras
A lo largo de este trabajo hemos mostrado un nuevo me´todo de caracterizacio´n
de ima´genes en base a los colores de la misma. Cada imagen se describe mediante
unas tonalidades o conceptos lingu¨´ısticos: rojo, azul, verde, negro, violeta, marro´n,
etc.; que se representan matema´ticamente por medio de la teor´ıa de la lo´gica difusa.
Dado que una imagen RGB puede estar definida por muchas tonalidades (tres capas
de color: roja (red, R), verde (green,G) y azul (blue,B); e infinitos valores diferen-
tes de tonalidad en cada capa (todos los posibles del intervalo [0, 1])) y queremos
reducirlas a so´lo unas pocas (rojo, azul, verde, negro, violeta, marro´n, etc.), nece-
sitamos establecer que´ tonalidades de las originales encajan dentro de cada uno de
nuestros conceptos lingu¨´ısticos. Esta generalizacio´n de tonos no es sino una forma de
imitar la clasificacio´n humana, incapaz de recordar tonos espec´ıficos, almacenando
descripciones ma´s vagas en su lugar. Adema´s, esta asociacio´n no es directa porque
no sabemos en que´ momento una tonalidad original deja de pertenecer a uno de
nuestros conceptos lingu¨´ısticos para pertenecer al siguiente, sin embargo, la teor´ıa
de conjuntos difusos nos permite trabajar en esos momentos en los que no sabemos
definir algo con certeza.
En definitiva, gracias a la mencionada teor´ıa podemos definir aproximadamente
que´ rango de valores de las tonalidades originales esta´n asociados a cada uno de
nuestros conceptos. Concretamente utilizamos dos formas de aproximar estos rangos:
una esta´tica en la que los l´ımites entre una tonalidad y otra no son valores simples
sino intervalos fijos, y otra dina´mica en la que los intervalos que indican los l´ımites
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entre tonalidades cambian segu´n el tono medio de la imagen con la que se trabaja.
Tras establecer las asociaciones correspondientes y por tanto, ser capaces de redu-
cir la informacio´n de una imagen en unas pocas caracter´ısticas, es decir, en nuestros
conceptos lingu¨´ısticos, hemos realizado dos pruebas cuya intencio´n es revelar si el uso
de esta te´cnica tiene futuro. La primera trata de una clasificacio´n o agrupamiento
de ima´genes segu´n los conceptos lingu¨´ısticos que las definen y tiene como objetivo
asegurarnos de que las ima´genes agrupadas comparten visualmente las mismas tona-
lidades. La segunda prueba consiste en una bu´squeda de ima´genes similares a otra
dada para intentar establecer un orden mas alla´ de la mera agrupacio´n de ima´ge-
nes. En cualquier caso, ambas pruebas tratan de demostrar que nuestro me´todo de
extraccio´n de caracter´ısticas de imagen funciona en diferentes aplicaciones.
Los resultados de ambas pruebas son bastante interesantes teniendo en cuenta
que se trata de un estudio preliminar de la te´cnica, y por ello no nos hemos centrado
en obtener la mejor forma de ajustar los rangos de las tonalidades. En cualquier
caso, las agrupaciones y las bu´squedas se hacen de forma efectiva excepto en algunos
ejemplos en los que nuestros conceptos lingu¨´ısticos parecen no estar bien asociados
a colores concretos. Esto se debe a que utilizamos ima´genes en formato RGB, un
formato que siempre combina tres colores para producir el color final, y en cuya
combinacio´n tambie´n se ve afectada la iluminacio´n de la imagen. El hecho de que la
iluminacio´n este´ considerada dentro del valor que representa el color de una imagen es
contraproducente, porque provoca que dos colores que deben tener valores cercanos,
como son el rojo y el rojo oscuro, tengan valores muy diferentes, y a la hora de elegir
el rango de tonalidades originales que se asocia a nuestro concepto lingu¨´ısticos rojo,
inclu´ımos otros colores que no deber´ıan estar (marro´n). Sin embargo, conf´ıamos en
que nuestro me´todo de extraccio´n de descriptores de imagen puede funcionar mucho
mejor en otros formatos como son Hunter-Lab y CIELAB [14], ya que en ellos, el
color se genera de manera distinta y ma´s cercana a co´mo lo percibimos los humanos.
Ambos siguen siendo formatos de imagen con tres capas, pero esta vez so´lo dos de
ellas se utilizan para definir el color (cromaticidad) mientras la tercera indica la
iluminacio´n.
Dentro de los buenos resultados, podemos decir que no hay una propuesta mejor
que otra sino dos propuestas diferentes para aplicaciones diferentes. La primera pro-
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puesta responde mejor ante situaciones en las que hay que distinguir entre colores
con tonalidades de color parecidas. Si en lugar de enfocar esta propuesta a descri-
bir todas las tonalidades ba´sicas, la enfocamos y preparamos para describir muchas
tonalidades de un u´nico color, la agricultura, meteorolog´ıa y domo´tica podr´ıan ser
muy buenas aplicaciones. En el caso de la agricultura, una ca´mara podr´ıa grabar y
estudiar la tonalidad de verde de los campos para regar con ma´s o menos frecuencia
en funcio´n de su tonalidad, o notificar cuando una planta fuese lo suficientemente
verde como para ser recogida. En el caso de la meteorolog´ıa, se podr´ıa utilizar para
detectar la tonalidad del cielo y prever posibles lluvias y bajadas de temperatura. A
su vez, esta previsio´n del tiempo podr´ıa ser utilizada por un sistema domo´tico para
que regulase la temperatura de una casa, recogiese o extendiese un toldo, etc. La
segunda propuesta se caracteriza porque las tonalidades originales que se incluyen
dentro de nuestros conceptos lingu¨´ısticos var´ıan segu´n la imagen que esta´ siendo
tratada. Esto significa que un mismo concepto, por ejemplo azul, puede representar
un color diferente en segu´n que ima´genes, su contexto, etc.. En una imagen de un
atardecer despejado el concepto azul puede indicar un tono azul claro, sin embargo,
el concepto azul en ese mismo atardecer nublado puede indicar un azul-oscuro. Por
este motivo, una buena aplicacio´n de esta propuesta podr´ıa ser video-vigilancia ya
que se podr´ıan analizar las ima´genes de v´ıdeo y obtener de ellas los mismos conceptos
lingu¨´ısticos tanto de d´ıa como de noche, pudiendo decidir con facilidad cua´ndo hay
algo raro y nuevo en la escena. Otra posible aplicacio´n podr´ıa ser la de recuperacio´n
de ima´genes muy oscuras o muy blancas, ya que los conceptos lingu¨´ısticos se definen
en funcio´n de la tonalidad media de la imagen y en zonas donde so´lo se ve blanco o
negro podr´ıan identificarse conceptos como azul, rojo, naranja, etc.
Sin o´bice a nada de lo anterior, debemos remarcar la provisionalidad de los co-
mentarios anteriores, principalmente debido a la escala del trabajo y a escaso tiempo
disponible. Todas las conclusiones extra´ıdas de nuestros experimentos deber´ıan ser
refrendadas con conjuntos de ima´genes ma´s amplios y, adicionalmente, deber´ıan usar-
se o desarrollarse medidas que sean capaz de cuantificar el e´xito en cada uno de los
experimentos.
Desde nuestro punto de vista, el tema que se trata en este trabajo tiene un
enfoque muy pra´ctico y u´til en la vida real. A pesar de que so´lo es un estudio
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preliminar, hemos sido capaces de detectar aplicaciones en las que el me´todo tendr´ıa
gran relevancia debido a los pocos datos con los que trabaja y a la precisio´n de estos
datos, similar a la precisio´n de las palabras que utiliza el ser humano. Sin embargo,
queda un largo camino en el mundo de los conceptos lingu¨´ısticos ya que tanto para
los explicados en este trabajo (colores) como para conceptos lingu¨´ısticos dedicados
a objetos (au´n por descubrir), hace falta un estudio y una dedicacio´n mucho mayor.
Para futuros trabajos, en lo referente a colores queremos probar nuestros des-
criptores con distinto nu´mero de tonalidades bien ajustadas mediante algoritmos
evolutivos, adema´s de con diferentes formatos de imagen. En cuanto a los conceptos
referentes a objetos, tenemos intencio´n de plantear desde el principio co´mo extraer
representaciones difusas de rectas, cuadrados, c´ırculos, etc. estudiando previamente
cua´l es el mejor punto de partida: ima´genes de bordes [15] o ima´genes sobre las que
se aplican algoritmos de regiones de intere´s [11, 12] (ROIs, por sus siglas inglesas).
Finalmente y a largo plazo, trataremos de componer de dichas representaciones con
el objetivo de generar un nuevo objeto (por ejemplo el concepto sen˜al, producto de
la unio´n entre un tria´ngulo y un recta´ngulo).
Consideramos que la idea de un sistema inteligente capaz de interpretar el medio
que le rodea con conceptos propios de las personas (conceptos de colores, formas,
escenas...) es algo muy alejado de la realidad. Sin embargo, pensamos que igual que
muchos otros descubrimientos a priori impracticables, desarrollar una inteligencia
artificial basada en conceptos lingu¨´ısticos no so´lo ser´ıa posible sino que facilitar´ıa la
programacio´n y el disen˜o de nuevos sistemas que actualmente resultan muy complejos
de definir.
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