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Abstract
An encompassing study of nonlinear optical properties of two-dimensional quasirel-
ativistic systems is presented. The electrons in such systems may be adequately
described by Dirac spinors, solutions to an equation formally equivalent to the Dirac
equation in (2 + 1) dimensions. In order to model the carrier dynamics as a conse-
quence of optical excitations, the Dirac-Bloch Equations (DBEs) are derived, their
framework explained and their predictions simulated in a wide range of excitation
conditions. In particular, intense and ultrashort pulses, whose effect on media is
oftentimes challenging to obtain, are used to study and analyse general optical fea-
tures through a prediction of the non-perturbative current and respective spectrum.
As a starting point, pristine graphene samples are analysed and it is shown that
the DBEs predict previously-forbidden second-harmonic generation. This result is
to be contrasted with predictions from the Semiconductor Bloch Equations, which
are shown to be inadequate to model graphene in such an excitation regime. If a
gap in the spectrum is opened, the carriers acquire a Berry phase and may also
produce interband-mediated harmonics of any desired order upon appropriate tun-
ing. The effects of lack of centrosymmetry, trigonal warping and spin-orbit coupling
are also considered, and studied for transition metal dichalcogenides by applying the
generalised Dirac-Bloch Equations. High even-harmonic generation, in accordance
with recent experiments, is predicted, alongside anisotropic effects on the current.
The results and methods outlined in this thesis help establish new techniques to un-
derstand and predict the nonlinear optical behaviour of a range of two-dimensional
relativistic-like semiconductors admitting two effective bands, and help pave the way
to predict quantitatively, in a generalised fashion, the effect of wide range of intrinsic
or deliberate properties on nonlinear optical features of the media.
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Chapter 1
Introduction
It is hard to believe that any well-rounded scientist or science enthusiast, up-to-date
with the latest developments in Physics, Technology and Nobel prize hysteria, has
not heard of the word ”graphene” in some form or another. ”Graphene is the name
given to a single layer of carbon atoms densely packed into a benzene-ring structure”,
as was described in the seminal paper reporting its experimental realisation [4].
As an atom-thick layer of carbon atoms arranged in a hexagonal structure, graphene
provides the basis of many nanostructures of carbon (known by the jargon allotropes):
carbon nanotubes can be thought as rolled-up sheets of graphene; graphite can be
construed as a particular stacking of such layers. Buckminsterfullerene C60, also
known as a ”buckyball”, can also be thought of a spherical version of graphene.
These structures can now be produced in the laboratory but this was not the case
until very recently. Long theoretically predicted by Wallace [5], who determined the
energy spectrum of a single electron in graphene in 1947, graphene was thought to be
an abstract artefact of Solid State Physics, never to be produced in the laboratory.
Most notably, Physics heavyweights Landau [6], Peirls [7] and later Mermin [8]
invoked thermodynamical arguments to dispute the notion that two-dimensional
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crystals can be stable, due to a divergent contribution of thermal fluctuations in
low-dimensional crystal lattices. The rest is history - Geim and Novoselov [4] were
successful in producing the first sample that would be unequivocally characterised as
graphene in 2004. For those efforts, they were bestowed the highest honorary award
attributed to the advancement of Humanity - the Nobel prize in Physics in 2010.
Why exactly?
The physics of graphene and related materials has attracted an ardent interest since
the initial experimental realisation of graphene monolayers [4]. What exactly is so
special about this particular material? How come is the research output concerning
graphene still so abundant fourteen years after its physical realisation? Firstly,
the electronic structure displayed by the carriers is remarkable: at relative low
energies, graphene shows a unique Dirac-like band structure and this implies that
quasielectrons behave as if they were massless Dirac fermions [9], akin to ”charged
photons” or neutrinos!
It is not surprising, by the title of this thesis, that under certain conditions, quasi-
particles may also be quasirelativistic. Electrons in graphene are ballistic in the sense
that their Fermi velocity is a whopping 0.3% of the speed of light! While it is true
that they do not attain velocities compared to the speed of light, where relativistic
effects take place, the absence of both a gap, a crucial aspect of semiconductors,
and curvature in the energy dispersion for low-lying electronic states, suggest this
tempting analogy, namely to model them with a relativistic equation.
Due to this special property, graphene electronics is quite different from conventional
semiconductor electronics, and holds the promise of revolutionising the technological
landscape in many different ways [9]. It is no surprise that graphene has been the
spotlight in Material Science research and, involuntarily, shaped the direction of
two-dimensional crystals research in many unrelated ways.
2
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Furthermore, on the technological side, a tremendous effort to link novel effects and
properties to new devices and related applications have reached so far as to use
graphene as an ”atomic sieve” and as a biosensor [10, 11]. Its mechanical properties
truly are amazing. Reports that ”establish graphene as the strongest material ever
measured” [12] motivate this claim.
For the theorist, graphene provides a joyful playground for studying and idealising
a myriad of theoretical concepts. Given its quasirelativistic nature, graphene is
expected to show signatures of features found in (high-energy) Quantum Electrody-
namics, such as the Klein tunelling [13], Zitterbewegung [14]. Furthermore, graphene
eventually led the research community to a true paradigm change in an abundant
scope of areas: a deeper understanding of universal electronic properties through
a topological analysis of the underlying Hamiltonian, leading to the discovery of
many novel topological states [15, 16]. With this understanding, the Quantum Hall
effect has been established alongside experimental observations [17]. Reports of
superconductivity in twisted bilayer graphen have been published this year [18].
Graphene has prominently kicked off a whole new ambition in Condensed Matter
Physics to engineer systems with generalised topological properties to new realms
[19]. Examples of this are given by the observation of (three-dimensional) Dirac
semimetals [20, 21], Weyl semimetals [22, 23] and, very recently, to new quasiparticles
known as type-II Dirac fermions, which seem to break Lorentz invariance [24, 25].
The future seems promising for the field.
This work is concerned with understanding the optical properties of Dirac fermions
and it relies on a particular employment of methods to predict optical phenomena
of graphene and, at large, two-dimensional quasirelativistic materials. It begs the
question: In what way are these quasirelativistic features present in the optical inter-
actions? Apart from their noteworthy electronic properties, massless Dirac fermions,
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the term used to describe the carriers in monolayer graphene, have already been
shown extraordinary optical features [26] which have already been employed in pho-
tonics for ultrafast photodetectors [27], optical modulation [28], molecular sensing
[29], and several nonlinear applications [30, 31].The conical dispersion itself is known
to induce highly nonlinear dynamics for light [32]. Graphene’s optical response is
characterized by a highly-saturated absorption at rather modest light intensities [33],
a remarkable property which has already been exploited for mode-locking in ultrafast
fiber-lasers [34]. The high nonlinear response of graphene leads to the efficient gen-
eration of higher harmonics [35, 36].
The understanding of how these fermions interact with light in extreme and ultra-
short conditions remains, to a large extent, incomplete. The work presented in this
thesis tries to address this point with the aid of a set of equations, termed the Dirac-
Bloch Equations (DBEs), which will be derived precisely and analysed with realistic
probing parameters typical of intense (high electric field amplitudes) and short (few
pulse optical cycles).
Graphene is not the only medium for which this quasirelativistic treatment is war-
ranted. In particular, transition metal dichalcogenides (TMDs) present an interest-
ing platform to study such interactions in Dirac materials. In the framework of the
Dirac-Bloch formalism, several generalisations will be obtained in order to make the
treatment as general as possible. This will eventually lead to equations modelling a
general two-dimensional quasirelativistic medium.
Thesis Structure
The work will be presented in the following sequence. In Chapter 2, the main ingre-
dients that will allow a treatment of light-matter interactions are outlined. Firstly, a
brief explanation underlying the theory of crystal lattices, notably within the tight-
binding formalism, will allow for the electronics of the system to be characterised.
4
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The ”reduction” of the usual Schro¨dinger Equation, which describes electrons in
such systems very accurately, to the Dirac equation will be made. Subsequently,
the quantum-mechanical characterisation of the massless Dirac fermions will be
obtained. After a brief review of the necessary concepts in Optics, these particles will
be coupled to light and their properties compared with those of more conventional
semiconductors.
In Chapter 3, a foundational concept, that of a two-level system will be introduced
and, with it, the carrier dynamics of a semiconductor will be shown to be modelled
by the Semiconductor Bloch Equations (SBEs). With them, the low-field excitation
regime of graphene will be studied and several well-established results confirmed by
the simulations.
The idea behind the main theoretical machinery of this work is presented in Chapter
4, where the dynamics of a two-level system described by the Dirac equation is shown
to be modelled by the Dirac-Bloch Equations (DBEs). Many novel features will be
presented. Subsequently, a comparison between both models will lead to the conclu-
sion that the SBEs are an approximation of the DBEs and that they are unsuitable
to understand optical features of graphene when ultrashort and intense pulses are
used to probe it. In particular, such a difference is manifested in the dynamical
centrosymmetry breaking mechanism, an effect which allows even harmonics to be
generated in a centrosymmetric medium at normal incidence.
In the same spirit as the previous section, Section 5 is concerned with the general-
isation of the methods used to obtain the DBEs for gapped Dirac-like dispersions,
which are termed the Massive Dirac-Bloch Equations. Realistic samples prepared in
the laboratory are normally deposited on a substrate or have defects in their arrange-
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ments. These and related features can be satisfactorily accommodated in the theory
precisely by gapping the spectrum. A nontrivial, momentum and time-dependent
Berry phase in the carrier dynamics is found when doing so. When considering the
output spectrum, this phase is seen to suppress odd harmonics. The opening of a
gap in the spectrum leads to different results to gapless samples. In particular, a
mechanism from Extreme Optics known as ”third- harmonic generation in disguise
of second-harmonic generation” leads to an harmonic enhancement of a particular
order, dictated by tuning conditions between the energy gap and the photon energy.
Finally, in Chapter 6, an all-new class of two-dimensional crystals that has sparked at-
tention in the field for their robust and efficient optoelectronic properties – transition
metal dichalcogenides – will be studied within the Dirac-Bloch framework developed
in the previous sections, leading to the Generalised Dirac-Bloch Equations. From
an optics point of view, such monolayers are alluring due to their lack of centre of
inversion in their underlying lattice, unlike graphene. This property is explored to
probe nonlinearities in the system.
With these equations, it is possible to link the harmonic composition of the generated
current to any effective two-band model described by the Dirac equation.
A conclusion, encompassing a summary of the results and an outline of prospective
future work is given in Chapter 7.
6
Chapter 2
The Physics of Graphene
2.1 Overview
Graphene is simply a layered structure of carbon atoms. From this point of view, the
standard theory of crystals and solids may be used to understand it as a quantum
mechanical system. In this section, the basic theory that underpins most of how the
electronic properties of crystals in a particular lattice arrangement are understood is
introduced. Most tools to study such condensed matter systems revolve around the
tight-binding approximation, introduced in Section 2.2.2.
With it, it will be shown that, for the particular case of a graphene monolayer, the
conduction and valence bands depend linearly on the magnitude of the crystal mo-
mentum, touching each other at two special points in reciprocal space. Tied to this
observation, a reduction of the usual scalar wavefunction describing the carriers, de-
termined from the Schro¨dinger equation, to the two-component spinor described by
a (2+1)-dimensional Dirac equation, is presented.
In order to fully appreciate the physicochemical reasons behind this unusual prop-
erty, a brief explanation underlying the process of orbital hybridisation is given in
Section 2.2.1. Ultimately, the orbital hybridisation leads to the rather strong hexago-
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nal arrangement – known as a honeycomb lattice– that is responsible for its structural
stability.
The consequences of such a geometrical disposition are deep. Such a real-space lattice
is not a Bravais lattice although it can be decomposed into two Bravais triangular
sublattices. As will be seen, this fact will allow such a decomposition to play the role
of a degree of freedom, in turn allowing the quasiparticles describing the unhybridised
electrons to be written in a relativistic fashion, leading to the celebrated Dirac Equa-
tion.
Once the relativistic analogy is set up, mimicking the electronic features of the carriers
in the low-momentum regime, this framework yields startling features. For instance,
the density of states of a graphene monolayer is, contrary to what is predicted of usual
two-dimensional semiconductors, shown to be linear in Section 2.3.1, as a consequence
of the linearity of the dispersion. Not surprisingly, its optical properties are expected
to differ from a conventional semiconductor. A brief exposition of the tools and con-
cepts necessary to understand them is given in Section 2.4.1. With them, the law
of universal absorption, another astonishing feature of graphene, is derived. As will
be discussed, this consideration leads to deep conclusions about the non-perturbative
nature of graphene.
2.2 Electronic Band Structure
To start off, the concept of a quasiparticle must be framed. Dynamical phenomena
in condensed matter systems, owing much to the system intrinsic geometrical config-
uration, may sometimes be idealised with the aid of particles. Depending on whether
these obey fermionic or bosonic rules, they are termed quasiparticles or collective
excitations, respectively. Examples of such dynamical phenomena may be a transfer
of charge, energy, momentum or spin and are obviously a result of often complicated
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and intricate many-body interactions across the system.
The quasiparticle picture is particularly helpful precisely because it can reduce these
phenomena to effective free-like single-particle excitations. For these reasons, one
must distinguish conceptually the idea of an electron dispersing in free space, and
of one constrained in a particular atomic arrangement, interacting with many other
constituent parts of the system (including other electrons). For brevity purposes, the
mouthful ”quasielectron”, used to describe electronic quasiparticles, will not be used
throughout this thesis. Any subsequent description of ”electrons” is meant in this
way.
2.2.1 Hybridisation
Before engaging in discussions about the structure of graphene, it is enlightening to
understand how those particular geometric arrangements make themselves manifest.
In the jargon of Chemical Physics (or Physical Chemistry), the quasiparticles of inter-
est in graphene are known as pi electrons. The fundamental reason why such electrons
may be represented by 2-component states is related to the geometrical arrangements,
which arises from the sp2 hybridisation of the outer shell electrons of the carbon ions
- conceptualised through its hexagonal, honeycomb lattice.
A carbon atom has six electrons in a configuration 1s22s22p2. The first shell is nor-
mally irrelevant to chemical bonding, leaving the second shell, containing 2 electrons
in the 2s orbital and another 2 in the |2px〉 , |2py〉 , |2pz〉, available to participate in
bonding. As intuition tells, the 2s orbital is energetically more favourable than the
remaining energy-degenerate 2p orbitals, being 4 eV lower [37].
However, while bonding with other elements, namely carbon itself, this argument
breaks down. The energy gain can be even higher if one 2s electron is promoted to
one of the 2p orbitals, so that the three of them have one unpaired electron. This
entails the basic idea behind hybridisation: the electrons are to be understood as a
9
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Figure 2.1: Diagram representation of the two sublattices – A (blue) and B (purple)
– within the real lattice of graphene, including the next neighbour vectors δi and
next-neighbour vectors ai. The unit cell is the turquoise rhombus.
superposition of the |2s〉 and |2p〉 states. It turns out that the planar configuration of
the layer is obtained through sp2 hybridisation, resulting in three new orbitals |sp2i 〉
(i = 1, 2, 3) comprised of linear combinations of the |2s〉 and two p orbitals, arbitrarily
taken as |2px〉 and |2py〉.
Through this process, all orbitals in the n = 2 shell – the |sp2i 〉 and the remaining
|2p〉 – have one unpaired electron. The geometric shape of these new hybridised or-
bitals indeed reveals three (σ) carbon bonds along the horizontal plane, which are
120◦ apart and hence organise the atoms in a hexagonal, honeycomb arrangement.
Moreover, the separation between the carbon atoms, dictated by these orbitals, is the
lattice constant a = 0.142 nm. The unhybridised (pi) orbital, |2pz〉 has upper and
lower symmetrical lobes and is perpendicular to the plane. The chemically-reactive
electrons are the ones belonging to these orbitals and, any mention of ”electrons” in
graphene will be meant to denote these. pi bonding between close-by pi electrons is
at the heart of the production of surface currents in graphene.
Even though all lattice sites, located at the corners of the hexagons, are composed
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of identical carbon atoms, it is clear that the honeycomb lattice arrangement does
not represent a Bravais lattice T , a type of geometric arrangements where all lattice
sites can be obtained through a suitable linear combination of a particular set of of
vectors ai:
T = {n1a1 + n2a2 | n1, n2 ∈ Z} (2.2.1)
where the basis of this space is known as the primitive vectors. The minimal area
spanned by the basis is known as the unit cell.
This is a relevant observation. To see why the honeycomb lattice is not Bravais,
consider Fig. 2.1. The vectors δi connecting the nearest neighbours, all purple, to
the blue site would have to also connect any purple site to all surrounding blue ones.
However, it is clear that these vectors would have to be rotated by 60◦. The blue and
purple sites are hence not physically equivalent. If only alternate sites are considered,
i.e. only the blue or purples sites, it can now be seen that the underlying triangular
lattice T is indeed Bravais, leading to all sites to be related by a unique set of trans-
lational vectors and hence a Bravais lattice defined as Eq. ( 2.2.1) requires by taking,
for instance, the primitive vectors a1 =
√
3a(1, 0) and a2 =
√
3a
2
(1,
√
3).
This construction holds for either colour of sites separately. This distinction of
”species” is not made aimlessly: it is now clear that the honeycomb lattice can be
decomposed into two Bravais sublattices, blue and purple, each containing one site
per unit cell. Given that there is only one pi electron per lattice site, the unit cell
contains two valence electrons. This leads to the conclusion that the underlying lat-
tice of graphene is a triangular with two sites per unit cell, which is depicted as the
turquoise rhombus in Fig 2.1. As will be seen shortly, the physical meaning behind
this decomposition is vital to understand the electronics of the pi electrons.
These triangular sublattices are normally denoted by A and B. In this case, they are
not too different: one is simply shifted by ±δ3 with respect to the other. Therefore,
for a sublattice index j (j = A,B), a shift vector δj can associate any point of the
11
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Figure 2.2: Depiction of the reciprocal lattice of the honeycomb lattice. Given the
sublattice decomposition, two non-equivalent points in momentum space appear K
and K′, contained in the reciprocal unit cell, the blue rhombus. All non-equivalent
points are contained within the first Brillouin zone, depicted in orange.
honeycomb lattice to a point on that particular triangular sublattice j. Many choices
for such shift vectors can be found although a rather simple choice is to fix one sub-
lattice j with the honeycomb lattice (leading to δj = 0) and describe any other point
in the other sublattice i 6= j with a shift of δi = δ3.
The reciprocal lattice of each triangular sublattice is also a triangular sublattice, but
now spanned by the vectors b1 = 2pi/(
√
3a)(1,−1/√3) and b2 = 4pi/(3a)(1, 0). If
only inequivalent vectors are considered, i.e. vectors which cannot be obtained by a
shift of any other vector in the reciprocal lattice, are considered, the Brillouin zone
(BZ) is obtained. This region defines the crystal momentum: all possible lattice ex-
citations must therefore be identifiable with one such vector.
Fig. (2.2) depicts the reciprocal lattice, with the Brillouin zone. It resembles a
hexagon, bounded by six corners. These points cannot all belong to the interior,
since four of them are related to the other two by a reciprocal vector shift. The two
remaining, inequivalent points are termed the Dirac points and denoted by K and
K′. Importantly, there is one unfilled pi electron state per atom, as the three σ bonds
that resulted from the sp2 hybridisation of the orbitals leave the remaining pi electron
available for pairing. Therefore, the relevant dispersion to understand the electronic
properties of graphene is the pi bands, composed of the chemically and physically
12
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reactive pi electrons.
As will be shortly seen, the Dirac points are crucial in understanding the low-energy
properties of the pi electrons in graphene, i.e. far from the Γ point, located exactly in
the centre of the hexagon. The next section will introduce methodologies to describe
the electronic band of such electrons.
2.2.2 Tight-Binding Approximation
In order to calculate the electronic bands of the pi electrons, the tight-binding
formalism is used. In this method, the wavefunction of the overall many-body
system is assumed to be a linear superposition of atomic wavefunctions, localised
at a particular lattice site. The latter is calculated without any reference to the
lattice, i.e. without accounting for any environmental interaction. For this reason,
the atomic wavefunction is not a true eigenstate of the system. This difference is
assumed to stem from overlaps of neighbouring atomic wavefunctions at different
sites. Furthermore, the overlap is assumed to decay quickly given the localisation of
the electron on its site – hence why it is ”tightly-bound”.
To see this, an atomic Hamiltonian at a lattice site l in position Rl is consid-
ered:
Hl = − h¯
2∇2
2m
+ Vl(r−Rl) (2.2.2)
where ∇2 is the Laplacian, m the mass of the free electron and Vl(r − Rl) is the
potential at site l. The electron wavefunction at that site is the eigenfunction of the
atomic Hamiltonian, satisfying:
Hl(r)φn(r−Rl) = Enφn(r−Rl) (2.2.3)
13
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where n is an index labelling the different orbitals composing the atom at site l and
n their energy. In a mean-field approach, the full Hamiltonian is composed of the
single-particle contributions Hl, leading to an effective potential that may be treated
as a perturbation ∆V (r):
H =
∑
l
Hl = − h¯
2∇2
2m
+
∑
Rl
Vl(r−Rl)︸ ︷︷ ︸
∆V (r)
(2.2.4)
At this stage, the goal is to find the n eigenstates ψk(r) and their respective eigen-
values n of this Hamiltonian. The atomic energies are categorically not the same as
the band energies – that is the point!
Before one attempts to calculate them, an ansatz that solves Eq. (2.2.4) must be
found. The symmetries of the underlying lattice constraint the wavefunction across
the lattice itself.
The technicalities of such statement lie deep in what is known as Bloch’s theorem.
Given the physical invariance of the lattice sites in a Bravais lattice, the wavefunction
must not behave differently when shifted by any lattice vector R. In particular, this
means that a suitable translation operator T (R) must commute with the Hamilto-
nian. Consequently, both operators share the same eigenfunctions:
T (R)ψk ≡ ψk(r + R) = eik·Rψk(r) (2.2.5)
Given the Bravais decomposition of the honeycomb lattice just discussed, the wave-
function must in general be written as a linear combination of two components, one
describing amplitudes from each sublattice:
ψk(r) = akψ
(A)
k (r) + bkψ
(B)
k (r) (2.2.6)
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In this fashion, each component satisfies Bloch’s Theorem, whenever R is a vector
of each underlying triangular sublattice. The coefficients α(k) and β(k) naturally
quantify the probability of finding the electron in each sublattices.
Given the alternate nature of the lattice sites, the essence of the tight-binding phi-
losophy becomes clear: an electron of momentum k is initially assumed to be fairly
localised at an atomic site, belonging to a particular sublattice. The local site is itself
composed of its atomic orbitals, dependent on the atomic character of the site. How-
ever, due to the overlap of the wavefunction sitting this particular lattice site with
another electron wavefunction sitting on a adjacent lattice site, a non-zero probability
of a transition into adjacent sites. Quantities pertaining to this mechanism are usu-
ally not easily reachable given the intrinsic complexities of the orbitals in question.
In this instance, the p orbitals are not inherently challenging.
The Bloch functions ψ
(j)
k (r) of either sublattice are too general to compute. To at-
tain an ansatz which satisfies Bloch’s Theorem, the tight-binding assumption relies
on constructing them using atomic wavefunctions φ(j), eigenfunctions of the atomic
Hamiltonian:
ψ
(j)
k (r) =
∑
Rl
eik·Rlφ(j)(r + δj −Rl) (2.2.7)
where the sum is performed over all Bravais lattice vectors. In the present case, these
correspond to the |pz〉 orbitals at each site. The connection to the sublattice index is
now clear: the primitive unit cell in graphene contains two atoms (one per sublattice),
as seen in Fig (2.1).
Precisely because the wavefunction Ψk(r) must comply with Bloch’s Theorem, itself
not warranted if the underlying lattice is not Bravais, a decomposition into Bravais
sublattice must be found. This consideration alone leads to a decomposition of the
wavefunction into two independent components, each pertaining to the different sub-
lattices A and B and individually.
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To obtain a matrix representation of the tight-binding Hamiltonian that will allow
for the energy dispersion to be obtained, one must solve the Schro¨dinger equation
Hψk = kψk. In the sublattice basis chosen in Eq. (2.2.6), the matrix elements must
read:
H ijk = ψ
(i)∗
k Hψ
(j)
k (2.2.8)
Given the expansion of each sublattice wavefunction in terms of the atomic orbitals
of Eq. (2.2.7), this is generally a hugely difficult task. However, after a rather lengthy
derivation which can be found in [37], the Hamiltonian elements are calculated more
easily if the following decomposition of the Hamiltonian is performed:
H ijk = N(
(i)sijk + t
ij
k ) (2.2.9)
In it, the first part contains the on-site energy i of the orbital i, multiplied by
what is known as the overlap matrix sijk ≡ ψ(i)∗k ψ(j)k . This matrix accounts for the
orthogonality between the orbital bases of each individual sublattice species:
sijk (r) =
∑
Rl
eik·Rl
∫
φ(i)∗(r + δi)φ(j)(r + δj −Rl)d2r. (2.2.10)
Given the usual normalisation condition of the atomic orbitals, the diagonal entries
of the overlap matrix are unity. The perturbation to the potential energy of Eq. (
2.2.4) is fully expressed in the hopping matrix t which, not surprisingly, is related to
the expectation value of the perturbation ∆V between sites i and j:
tijk (r) =
∑
Rl
eik·Rl
∫
φ(i)∗(r + δi)∆V (r)φ(j)(r + δj −Rl)d2r, (2.2.11)
The factor of N accounts for the number of atoms per unit cell. As previously dis-
cussed, if one fixes the relative shifts as δB = δ3 and δA = 0, the sum over the Bravais
lattice vectors Rl is performed on the sublattice which has δi = 0. Keeping the con-
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vention, the sublattice A is chosen as such. The space integrals in each matrix yield
the amplitude of the process and are assumed a constant. Finally, the decomposition
just presented allows for the energy dispersion λk to be obtained by solving the secular
equation:
det
[
H ijk − λksijk
]
= 0 (2.2.12)
leading to exactly N bands (λ = 1, ..N). With the sublattice basis, two bands are
thus predicted.
Considering that the hopping matrix involves a challenging integral in space, summed
over all lattice vectors, it is not surprising that the underlying calculation of its el-
ements presents many difficulties. Further simplifications are often taken given the
particular system.
Since both sublattices are comprised of the same atomic orbitals, the out-of-plane,
vertically-oriented pz orbitals contribute the same amount to the on-site energy and
would yield an irrelevant shift in the dispersion given in Eq. (2.2.12). Furthermore,
since it can be reasonably assumed that contributions from neighbouring atoms are
more relevant, the sum over the lattice vectors may be performed by first considering
the nearest neighbours, followed by the next-nearest neighbours and so on.
Given the alternate nature of the disposition of the sublattices, the nearest neighbours
are always located at different sublattices. The amplitude of this particular element
is known as the (nearest neighbour) hopping factor:
t =
∫
φA
∗
(r)∆V φB(r + δ3)d
2r (2.2.13)
For graphene, it has a value t = 2.8 eV [2]. To compute the remaining phases in
the hopping matrix t given in Eq. (2.2.11), the associated phases to each hopping are
simply given by the appropriate triangular Bravais lattice vectors that connect an
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arbitrary A site, at position r, to the nearest B sites –B1, B2, B3, illustrated in Fig.
2.1. In order to find the shift in the position argument of the wavefunction at those
points, one can use a2 − δ3 for B1, a3 − δ3 for B2 and 0− δ3 for B3. Therefore, the
off-diagonal entries of the hopping matrix are simply tABk = t
BA ∗
k = tγk, where the
phase acquired by each hopping is γk:
γk = 1 + e
−ik·a2 + e−ik·a3 (2.2.14)
The nearest-neighbour approximation assumes that the contribution to the atomic
potential does not need to consider interactions between lattice sites farther away than
the second smallest distance. Given the alternate nature of the honeycomb lattice, any
contribution will come from sites separated by ‖a1,2‖. This approximation already
yields satisfactory results for most solids for which the tight-binding treatment applies
and depends on the type of orbitals.
The addition of further sites to the calculation is similar in style: the next-nearest
neighbours (nnn) are now of the same sublattice type:
t′ =
∫
φA
∗
(r)∆V φA(r + a1)d
2r (2.2.15)
where a1 is the vector connecting the amplitude of this nnn-hopping was obtained
using the A sublattice but the B sublattice produces the same hopping factor. Again,
from an arbitrary A sublattice site, six connections to other A sites are found, with
the overall phase γ′k :
γ′k = e
ik·a1 + eik·a2 + eik·a3 + e−ik·a1 + e−ik·a2 + e−ik·a3
= 2
3∑
i=1
cos(k · ai)
(2.2.16)
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Gathering all hopping terms leads to the hopping matrix:
t(k) =
t′γ′k tγk
tγ∗k t
′γ′k
 (2.2.17)
As one may expect, the contributions from the the overlap matrix s tend to be very
small in comparison to their hopping counterparts. Going up to nearest-neighbours
only, the sum is performed exactly like was performed for t. The normalisation of
each sublattice Bloch wavefunction leads to the diagonal entries being 1. As for its
off-diagonal entries, their amplitude is given by:
s =
∫
φA∗(r)φB(r + δ3)d2r (2.2.18)
and the overall phase exactly equal to t i.e. equal to γk, leading to a matrix:
s(k) =
 1 sγk
sγ∗k 1
 (2.2.19)
finally allowing the tight-binding dispersion to be written to a great accuracy as:
λk =
t′γ′k + λt|γk|
1 + λs|γk| (2.2.20)
where the secular equation of Eq. (2.2.12) was used. Given that the overlap amplitude
s is much smaller than the others, the denominator can be Taylor-expanded as
1/(1 + x) ≈ 1− x, leading to:
λk ≈ t′γ′k + λ (t− t′sγ′k) |γk|−ts|γk|2
≈ t′γ′k + λt|γk|−ts|γk|2
(2.2.21)
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where the last step assumes t′ << t. A bit of algebra yields a relation between the
phases as γ′k = |γk|2−3, which allows the dispersion to be written as:
λk = (t
′ − st)︸ ︷︷ ︸
t′eff
|γk|2+λt|γk|−3t′ (2.2.22)
The factor 3t′ corresponds to a constant shift and is therefore irrelevant. What is
interesting is that the inclusion of the overlaps leads to a renormalisation of the nnn
hopping amplitude. This effect is incredibly feeble in graphene, since t′ is measured
to be t′ ≈ 0.01t = 0.028 eV. As for the overlap amplitude, it is impossible to obtain
given that measurements cannot differentiate t′ from t′eff .
It is now clear that if only the nn hoppings are considered, the dispersion is simply:
λk = λt|γk|= λt
√√√√1 + 4 cos(√3kxa
2
)
cos
(
kya
2
)
+ 4 cos2
(
kya
2
)
(2.2.23)
where the explicit components of ai were used. a3 is not part of the basis that was
previously chosen: it is the combination a3 = a2−a1. If this dispersion of Eq. (2.2.23)
is now Taylor-expanded, for small k, it becomes linear with the momentum, leading
to the famous Dirac cones:
λk = λh¯vF‖k‖ (2.2.24)
where the constant vF ≡ 3ta/(2h¯) ≈ c/300 is known as the Fermi velocity and plays
a crucial role in the reduction of the pi electrons to two-dimensional Dirac spinors.
The applicability of this approximation holds up to energies of ≈ 1 eV, where a bend-
ing naturally arises so a peak is reached at the Γ point, as illustrated in Fig. 2.3.
This regime is nonetheless intriguing. Firstly, it indicates that graphene behaves
like a zero-gap semiconductor. The positive and negative signs of Eq. (2.2.24) imply
the existence of two symmetrical bands, naturally interpreted as the conduction and
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Figure 2.3: The energy dispersion of graphene using a Tight Binding model for the
pi electrons in the Brillouin zone. The inset shows the conical structure for small k
described on the corners. Figure taken from [2].
valence bands, respectively. Furthermore, this symmetry imply something deeper,
namely the equivalence between electron and hole states occupying each band. The
Fermi energy lies at the band-touching.
In principle, the introduction of a next-nearest neighbour interactions breaks such
symmetry, as seen in Eq. (2.2.22). The rather strong covalent bonding of the near-
est neighbour corrections in graphene absolutely dominate the overall perburbation
expansion. Indeed, as was previously discussed, measurements of the nnn hopping
amplitude put this figure as t′ ≈ 0.01 eV, compared to its nn amplitude counterpart
of t ≈ 2.8 eV [2].
2.3 Massless Dirac Fermions
The previous section offered insightful clues to the adequacy of thinking of the carriers
in graphene as massless Dirac fermions. In particular, the linear dispersion provides
an exciting result since it mimics the dispersion found for massless quasiparticles
notably neutrinos and photons, which are known to be ultra-relativistic. Many in
the research community ponder the implication of such a connection. Is it possible
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to probe high-energy physics concepts, adequate for such relativistic particles in a
low-energy framework?
In this section, the quasirelativistic nature of the carriers is formalised. The connec-
tion between the Dirac equation in (3 + 1) dimensions will be shown to model the
plane-confined carriers in (2 + 1) dimensions, allowing interesting analogies to be
presented between both models.
The Dirac Equation was formulated by Dirac in 1928 [38] in the hope of reconciling
Special Relativity with Quantum Mechanics for a spin 1/2 fermion. The particle, of
rest mass m, is described with the aid of a 4-dimensional spinor Ψ and, in free-space,
must satisfy:
(ih¯γµ∂µ −mc)Ψ = 0 (2.3.1)
where c is the speed of light. The γ matrices are 4-dimensional objects and not
uniquely defined. A suitable representation for them must however satisfy the Clifford
algebra:
{γµ, γν} = 2ηµνI4 (2.3.2)
where {·, ·} denotes the anti-commutator and I4 the identity operator. Additionally,
they must satisfy the Hermicity condition:
(γ0)† = γ0 (γi)† = −γi (2.3.3)
If Eq. (2.3.1) is left-multiplied by γ0 and the definition αµ ≡ γ0γµ applied:
(ih¯αµ∂µ −mcγ0)Ψ = 0 (2.3.4)
The metric tensor is taken as ηµν = diag(1,−1,−1,−1). The differential 4-vector
has covariant components ∂µ = {(1/c)∂t,∇} and contravariant components ∂µ =
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{(1/c)∂t,−∇}. The remaining dot product thus takes the form:
αµ∂µ = ηµνα
µ∂ν = α0∂0 +α ·∇ =
(
1
c
)
∂t +α ·∇ (2.3.5)
Where α0 = (γ0)2 = I by the anticommutation relation.
This is a partial differential equation, depending on space. However, through the
canonical relation p = −ih¯∇, the equation is Fourier-transformed, becoming an
ordinary differential equation in time. This form is, of course, reminiscent of the
Schro¨dinger equation.
ih¯
d
dt
Ψ =
(
cα · p +mc2γ0)︸ ︷︷ ︸
HD
Ψ (2.3.6)
The operator on the right-hand side becomes associated to the (Dirac) Hamiltonian
HD. For a massless fermion, m = 0 and γ0 becomes irrelevant. As for ai, and
consequently γi, the Dirac representation can be constructed with the aid of the
two-dimensional Pauli matrices:
σ1 =
0 1
1 0
 σ2 =
0 −i
i 0
 σ3 =
1 0
0 −1
 (2.3.7)
the Dirac representation of γ matrices is simply taken as:
γ0 =
I 0
0 −I
 γi =
 0 σi
−σi 0
 (2.3.8)
In such representation, the Dirac Hamiltonian in the Dirac representation:
H
(D)
D =
 0 c σ · p
c σ · p 0
 (2.3.9)
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The analogy is now clear: if c is replaced with vF, the (3+1) Dirac Equation for a
massless fermion is composed of two 2-dimensional equivalent blocks of the form:
H(k) = h¯vFσ · k (2.3.10)
This Hamiltonian measures the energy from the K point. For the purpose of this
section, only one such valley will be considered given their symmetric role in the
physics of ungapped graphene. In it, σ is known as the pseudospin and characterises
many important properties of the quasiparticles [39].
The dot product is to be taken as σ · k = σxkx + σyky over the in-plane wavevector,
where σµ (µ = 1, 2) are the Pauli matrices. In matrix form, the Hamiltonian of
Eq. (2.3.10) reads:
H(k) = h¯vF
 0 kx − iky
kx + iky 0
 = h¯vF |k|
 0 e−iφk
eiφk 0
 (2.3.11)
Where the phase is given by φk = arctan
(
ky
kx
)
. As expected, this model accounts
for the linearity of the dispersion calculated from first principles, that resulted in
Eq. (2.2.24). The eigenvalues of H(k) in Eq. (2.3.11) are:
λk = λh¯vF|k| (2.3.12)
with two symmetric branches λ = 1,−1. Its associated normalised eigenstates may
be obtained as:
|λk〉 = 1√
2
e− i2φk
λe
i
2
φk
 (2.3.13)
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The wavefunction of each band λ, represented by Ψλk(r), is a solution of the Time-
Independent Schro¨dinger Equation:
H(k)Ψλk(r) = λ,kΨ
λ
k(r) (2.3.14)
and simply is the r-representation of the ket states:
Ψλk(r) = 〈r |λk〉 =
1√
A
eik·r
e− i2φk
λe
i
2
φk
 (2.3.15)
where A is the area of the sample. The splitting of the upper and lower components
in this fashion is beneficial for future calculations. Consider the normalisation of such
wavefunctions: ∫ 〈
Ψλ
′
k′(r)
∣∣∣Ψλk(r)〉 d2r = 1A 〈λ′k′ |λk〉
∫
e−i(k
′−k)·rd2r
=
2pi
A
〈λ′k′ |λk〉 δ(k′ − k)
(2.3.16)
As for the spinor normalisation, it reads:
〈λ′k′ |λk〉 = 1
2
(
e
i
2
(φk′−φk) + λλ′e−
i
2
(φk′−φk)
)
=
 cos(φk − φk′) if λ = λ
′
i sin(φk − φk′) if λ 6= λ′
(2.3.17)
Evidently, for k′ = k, one obtains 〈λ′k′ |λk〉 = δλ′λ. With the knowledge of the
wavefunction, many properties and features of the system may be unravelled.
2.3.1 Density of States
The density of states plays a particularly important role in the dynamics and inter-
actions of electrons within a condensed matter system. It can be seen as a degree of
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degeneracy, accounting for the number of available quantum states for a given fixed
energy interval.
Unlike an electron in two dimensions modelled by the Schro¨dinger Equation, which
admits a constant density of states (per unit volume per unit energy) [40], the linear-
ity of the dispersion of low-momentum electrons just discussed leads, by extension,
to another interesting result — the density of states of the carriers in graphene is
also linearly proportional to their energy.
The calculation for a then-hypothetical graphene monolayer in 1952, a mere five years
after the dispersion had been obtained by Wallace, was already well established [41],
by a direct calculation of the specific heat using a Debye frequency distribution. In
addition to that, the appearance of non-differentiable points in the density of states
leads to fascinating phenomena, such as enhancemenet in the electric resistance
and optical conductivity of the material [42]. For more physically-relevant graphene
flakes, the effect of geometry, size and edge terminations have been reported to create
various van Hove singularities which in turn affect the optical response of the flake [43].
Before engaging in this particular calculation, the general definition is given, where
g() denotes the density of states of the states in the interval [− δ, + δ]:
g() = gvgs
1
A
∑
k
δ(− (k)) (2.3.18)
Here, A is the area of the monolayer sample. Since the dispersion of Eq. (2.2.24)
is not dependent on which Dirac point the Hamiltonian is measured from nor on
the spin contributions, since they do not appear in the quasirelativistic model so far
developed, one must introduce the valley and spin degeneracy factors, respectively
given by gv and gs. These are gv = gs = 2, respectively for the K and K
′ valleys and
for the spin up and down contributions.
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Figure 2.4: Plot of density of states of a honeycomb lattice using tight-binding meth-
ods in the nearest neighbour regime (the nnn-hopping amplitude is set to 0). This
function hints at the existence of van Hove singularities, two non-differentiable critical
points symmetrical about the point where the dispersion vanishes. Most importantly,
a linear relation for low frequencies in such point may be seen in the right plot. Taken
from [2]
The calculation of the density of states, as dictated by Eq. (2.3.18) is in general
rarely obtained through analytical methods, given the intrinsic complexity of general
dispersions. However, in the linear regime of the dispersion, the general definition of
Eq. (2.3.18) can be simplified using the continuum approximation:
∑
k
7→ A
(2pi)2
∫
d2k (2.3.19)
where the sum is performed over momentum. Using the energy dispersion of
Eq. (2.2.24) and integrating with polar coordinates k ≡ ‖k‖, φ ≡ arctan (ky/kx) , it
becomes:
1
(2pi)2
∫
d2kδ(− (k)) = 1
(2pi)2
∫ ∞
0
dkk
∫ 2pi
0
dφδ(− (k))
=
2pi
(2pi)2
∫ ∞
0
dkkδ(− (k))
=
2pi
(2pi)2
∫ ∞
0
dkkδ(− h¯vFk)
(2.3.20)
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where the integration in both variables is independent given the dispersion is purely
radial. The evaluation of the integrand is performed using the following identity of
the Dirac-δ distribution:
δ(f(k)) =
∑
ki
δ(k − ki)
|f ′(ki)| (2.3.21)
where the sum is performed over the zeroes of f(k), ki. Letting f(k) :=  − (k),
and given that k is necessarily non-negative, a unique solution k0 arises for a fixed ,
namely whenever k0 = /(h¯vF), hence the density of states becomes:
g() = gsgv
2pi
(2pi)2
∫ ∞
0
dkk
(
1
h¯vF
)
δ
(
k − 
h¯vF
)
(2.3.22)
Finally, the sifting property of the δ distribution:
∫ ∞
−∞
f(k)δ(k − k0)dk = f(k0) (2.3.23)
implies that, for f(k) ≡ k, g() takes the form:
g() = gvgs
2pi
(2pi)2
||
h¯2v2F
=
2||
pih¯2v2F
(2.3.24)
where the modulus sign arises from the equivalence of k0 for either a positive or
negative energy.
It can then be seen that the density of states is piecewise linear. This result is
surprising for a two-dimensional system and to be contrasted with a Fermi gas in
two-dimensions, which admits a constant density of states. The neutrality point
occurs at the Dirac point i.e. when  = 0, where g() becomes non-differentiable.
From a QFT point of view, the linearity of the spectrum is unique in that it implies
the Coulomb interactions between the carriers are not screened [44]. As will be seen
throughout this work, the Dirac points really are remarkable and dictate much of the
physics observed in graphene.
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2.4 The Optics of Graphene
2.4.1 Overview
In order to understand how matter behaves optically, an obvious ingredient is missing
- light. Throughout this work, a semiclassical approach will be used to describe any
light-matter interactions. This is to say that any electromagnetic field are taken as
classical fields, while the carriers in the crystal are treated quantum mechanically.
Maxwell Equations provide the fundamental relationship between electromagnetic
fields and matter.
This relationship is not easy to quantify for most part: it is a feedback-based hierar-
chy of external and induced fields which act as a response to the external disturbance
on their charge configuration. Finding macroscopic quantities that describe these
two different types of contributions is at best challenging.
Light is classically understood, at the macroscopic level, by the specification of
the electric field E(r, t) and the magnetic field B(r, t). Depending on the coupling
profile, matter will respond to the perturbation. In the simplest picture, a charge
distribution will take place, leading to the medium polarisation. Dynamical charge
distributions create electric currents in the sample. The harmonic composition of
such currents acts in many ways as a means to probe the light-matter interactions.
However intuitive, this picture completely overlooks the difficulty of obtaining reliable
estimates of such quantities.
To further complicate the task, these estimates depend hugely on which optical
excitation regime is chosen. A rough separation of affairs concerns the electric field
intensity. If the macroscopic polarisation responds linearly to the electric field, the
system is said to be excited in the linear optical regime. Otherwise, it is known
as nonlinear. It is known, and somewhat expected, that there is a remarkable
qualitative departure from the linear regime when the field intensity becomes large,
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leading to a modification of the optical properties of the material itself when probed.
Therefore, these properties are field-dependent and thus frequency-dependent, in
highly nontrivial ways.
The features are also strictly dependent on the features of the medium and a gener-
alisation of the principles is not easy to achieve. The advancement of highly-coherent
laser devices, with which intense monochromatic beams can be created relieably at
the femtoscale, has revolutionised the field and proved to be a trustworthy plat-
form to study intense excitation regimes. The field of Nonlinear Optics has been
irrevocably linked to the methods and mechansisms that provide the framework
for understanding harmonic generation, sum and difference-frequency generation,
saturable absorption, self-induced transparency [45] and many other concepts not
found in the more usual, linear branch of Optics [46, 47] and has inspired more
general treatments such as Quantum Optics [48], where full quantum-mechanical
properties of both matter and light fields are taken into account.
Not surprisingly, the linearity of the spectrum of massless Dirac fermions makes
graphene an interesting platform to probe many optical phenomena. For instance,
diffusive electron transport and temperature-dependent resistivity and conductivity
vary from what is expected of a conventional semiconductor [49, 50].
As will be showed in Section 2.4.3, when excited with a weak electromagnetic field,
a graphene monolayer absorbs all frequencies with the same efficiency of approxi-
mately 2.3%. Fascinatingly, this rate is not dependent on any excitation parameter,
rendering it universal, given by the fundamental constants:
pi
e2
4piε0h¯c
= piαQED (2.4.1)
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where αQED is the fine-structure constant in Quantum Electrodynamics. Related to
this behaviour is the conductivity of a graphene sheet, which is also a constant [51]
and related to the quantum of conductance 2e2/h, as:
σ0 =
e2
4h¯
(2.4.2)
The frequency-dependent character of the conductivity as the excitation energy is
increased may be appreciated in [52]. Despite the existence of defects and other en-
vironmental factors, the universal optical conductivity has been been experimentally
verified in the spectral range of 0.2–1.2 eV [53].
In this section, a brief review of the necessary main optical and optoelectronic prop-
erties of graphene is given. The techniques needed to introduce light interactions
within the formalism just exposed wil also be presented. With them, a calculation
of the electric dipole moment induced by photon absorption is presented and used to
compare the same quantity that is found for semiconductors. To make sense of what
is meant by a weak field, a rather brief review of the concepts of linear optics will be
given here and used in later sections to retrieve results pertaining to this regime.
2.4.2 Semiclassical Light-Matter Interactions
Nonlinear Susceptibility
For simplicity, a space-independent electric field E(t) is considered for now. The
(macroscopic) polarisation P (t) is normally obtained through expansion in powers of
the field [46]
P (t) = 0
(
χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...
)
≡ P (1)(t) + P (2)(t) + P (3)(t) + ...
(2.4.3)
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where 0 is the permittivity of free space. The quantity χ
(i) denotes the ith order of the
electric susceptibility. The information about the optical properties of the material
is encoded in it. Since the electric field is input as a scalar, the susceptibility is a
constant, dependent on the material.
Given the nature of the expansion, each order of the polarisation P (i) ≡ 0χ(i)Ei only
makes sense if subsequent terms become smaller i.e. P (i) > P (i+1). Field intensities
for which this expansion is broken are exceedingly high. For instance, an estimation
of the susceptibility of a hydrogen atom leads to a second-order susceptibility χ(2) ≈
1.94 × 10−12 mV−1 and a third-order susceptibility χ(3) ≈ 3.78 × 10−24 m2V−2 [46].
A critical electric field intensity is then:
Ecrit ≈ χ
(2)
χ(3)
(2.4.4)
leading to a critical intensity Icrit estimation of the order:
Icrit =
1
2
0cE
2
crit ≈ 3.4× 1020 Wm−2 (2.4.5)
a rather large value! It is therefore generally safe to assume the expansion is mean-
ingful. If the electric field is now a vector field E = (Ex, Ey, Ez), the susceptibility is
much more complicated. Each expansion of it, χ(i+1), becomes a rank-(i+ 1) tensor.
Anisotropic media need to be necessarily treated in this fashion.
The jth component of the polarisation is now expressed as [54]:
Pj = 0
(∑
k
χ
(1)
jk Ek +
∑
k,l
χ
(2)
jklEkEl +
∑
k,l,m
χ
(3)
jklmEkElEm + ...
)
(2.4.6)
This formula assumes an instantaneous response: that the polarisation at a time t
only depends on the susceptibility at that instant. In reality, the response depends
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on past times t′ < t too, leading to a more general form for the polarisation:
Pj(t) = 0
[
3∑
k=1
∫ ∞
0
χ
(1)
jk (τ)Ek(t− τ)dτ
+
3∑
k,l=1
∫ ∞
0
χ
(2)
jkl(τ )Ek(t− τ1)El(t− τ2)dτ
+
3∑
k,l,m=1
∫ ∞
0
χ
(3)
jklm(τ )Ek(t− τ1)El(t− τ2)Em(t− τ3)dτ + ...
] (2.4.7)
where τ denotes a vector τ = (τ1, τ2, τ3, ...), with its differential being dτ =
dτ1dτ2dτ3....
In this fashion, the linear and nonlinear contributions can be retrieved easily. In
particular, the first-order susceptibility tensor χ(1) is a matrix that describes the lin-
ear part of the polarisation. If only the linear contribution is considered, Eq. (2.4.7)
allows a simple decomposition to be made:
P(t) = 0
∫ ∞
0
χ(1)(τ)E(t− τ)dτ (2.4.8)
If Eq. (2.4.8) is Fourier-transformed, i.e. by obtaining the frequency-dependent po-
larisation and electric field:
P(ω) ≡ 1
2pi
∫ ∞
−∞
P(t)e−iωtdt
E(ω) ≡ 1
2pi
∫ ∞
−∞
E(t)e−iωtdt
(2.4.9)
one can see that a non-instantaneous response leads to a frequency-dependent sus-
ceptibility χ(1)(ω), a phenomenon that leads to a particular dispersion profile of the
medium. It can be simply obtained by the Convolution Theorem:
P(ω) = 0χ
(1)(ω)E(ω) (2.4.10)
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This equation defines the linear response of the system to the electric field. Interest-
ingly, the first nonlinearity in most materials is found when considering the third-order
term in the expansion i.e. the second-harmonic susceptibility contribution is null.
The condition for this phenomenon to occur is related to the centrosymmetry of
the material: whether the lattice has the property for which the mapping r 7→ −r
preserves its structure. To appreciate the role of centrosymmetry in second-order sus-
ceptibility, one must simply consider a simple homogeneous instantaneously-polarised
medium [46]. Then, from Eq. (2.4.3), its corresponding second-order contribution to
the polarisation is simply:
P (2)(t) = 0χ
(2)E2(t) (2.4.11)
It can now be seen that if E 7→ −E, then P (2) 7→ P (2). However, if the system is
centrosymmetric, P (2) must also change sign when the electric field does. This leads
to the conclusion that P (2) must vanish. Since both 0 and E(t) do not vanish, it
follows that χ(2) does i.e. χ(2) = 0.
This conclusion has deep consequences. In particular, graphene is a centrosymmetric
medium and this result should hold. This can be seen, for instance, in its angular-
symmetric conical dispersion, implying that k = −k. This argument will be seen to
be somewhat incomplete, in the sense that if the dispersion becomes time-dependent
and shifts considerably, k(t) 6= −k(t) in general. The lattice is no longer static but
also oscillates with the pulse. This phenomenon will ultimately allow second-harmonic
waves to be generated in the sample, as will be discussed in Section 4.3.1.
Minimal Substitution
In order to couple light to electrons in a crystal structure, an accurate scheme to
introduce the light contributions into the Schro¨dinger equation, the equation which
models the dynamics of the carriers, must be found. Simple gauge arguments suffice
and lead to the establishment of two additional fields: the electromagnetic vector
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potential A and the electromagnetic (scalar) potential U .
Semiclassically, the interaction of radiation with matter may be appropriately ob-
taining by applying the minimal substitution – a change of the electronic momentum
through the vector electromagnetic potential as given by:
p 7→ p− q
c
A = p +
e
c
A (2.4.12)
where q = −e is the electron charge. The relevance of these fields can be understood
by symmetry considerations: a free electron in the lattice is described by the time-
dependent Schro¨dinger equation:
ih¯
∂
∂t
ψ(r, t) +
[
h¯2
2m
∇2 + V (r)
]
ψ(r, t) = 0 (2.4.13)
where V (r) is the lattice potential introduced in Eq. (2.2.2). If a physically irrel-
evant phase χ(r, t) is applied to one of its solutions in the form of the local gauge
transformation Ψ(r, t) 7→ Ψ(r, t)eiχ(r,t), the Schro¨dinger equation must be changed to:
ih¯
∂
∂t
Ψ(r, t) +
[
h¯2
2m
(
∇+ ie
h¯
A
)2
− eU + V
]
Ψ(r, t) = 0 (2.4.14)
in order to comply with the invariance of the probability density |Ψ(r, t)|2. In this
fashion, the equation was made gauge-invariant under such gauge transformation.
Consequently, the potentials must transform as:
A(r, t) 7→ A(r, t)− h¯
e
∇χ(r, t)
U(r, t) 7→ U(r, t) + h¯
e
∂
∂t
χ(r, t)
(2.4.15)
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Figure 2.5: A typical electric field E(r, t) pulse profile in the time domain, bounded
by its upper (red) and lower (orange) envelopes. The pulse is well described by its
envelope if it is fast-oscillating.
meaning both potentials are gauge-dependent and not physical. The physical elec-
tromagnetic fields can be unambiguously defined via:
E = −∇U − 1
c
∂
∂t
A
B = ∇×A
(2.4.16)
with the identification of the momentum operator as p ≡ −ih¯∇, the minimally-
coupled Hamiltonian takes the form:
H =
1
2m
(
p +
e
c
A(r, t)
)2
− eU(r, t) + V (r) (2.4.17)
The electromagnetic four-potential aµ ≡ (U,A), where A denotes the three Cartesian
components of the electromagnetic vector potential A, is not uniquely defined given
the constraints of Eq. (2.4.15). A useful complete gauge choice, and one that will
be extensively used in all theory and simulations developed in this work, is known
as the radiation gauge, achieved by the requirements that ∇ · A = 0. The scalar
electromagnetic potential can be set to U(r, t) = 0. In this way, E(r, t) is related to
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A(r, t) simply as:
E(r, t) = −1
c
∂A(r, t)
∂t
(2.4.18)
Dipole Approximation
Another assumption that simplifies subsequent calculations is given by the dipole
approximation. The electric field E(r, t) associated with light, under some circum-
stances, may be assumed to be a function of time only. This results in no spatial
dependence when considering the effects of light on the dynamics of an electron. The
optical fields (both applied and induced) are supposed to have characteristic wave-
lengths much larger than the next-neighbour separation and the atom diameter. For
instance, the applied electric field E(r, t), here taken in the form of a continuous
wave, remains uniform throughout the whole carbon atom since, for an atom sitting
at r = r0:
E(r0 + r, t) = E(t)e
ik·(r0+r)
= E(t)eik·r0
(
1 + ik · r− (k · r)
2!
+ ...
)
≈ E(t)eik·r0
(2.4.19)
where the approximation k · r  1 was explicitly used. The same reasoning can be
applied to the electromagnetic vector potential A(r, t).
Slowly Varying Envelope Approximation
In general, and in the context of pulsed excitations, E(r, t) is a fast-oscillating wave
over many optical cycles, bounded by an envelope E(r, t). This field configuration
does not admit, in general, analytical solutions to dynamical equations which depend
on it. Therefore, it becomes impractical - if not impossible - to retrieve E from its
primitive, A, as Eq. (2.4.18) suggests.
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To find a method to relate E(r, t) to A(r, t), the Slowly Varying Envelope Approxi-
mation (SVEA) allows a huge deal of complexity to be removed from many models,
while keeping the same physical information of the pulse. This of course is contingent
on excitation conditions.
Generally, an electric field E(r, t), of optical frequency ω0 may be decomposed through
its envelope E (r, t) :
E(r, t) =
1
2
(E (r, t)e−iω0t + E ∗(r, t)eiω0t) (2.4.20)
and likewise for A(r, t) with envelope A (r, t):
A(r, t) =
1
2
(A (r, t)e−iω0t +A ∗(r, t)eiω0t) (2.4.21)
Inserting Eqs. 2.4.20 and 2.4.21 into Eq. 2.4.18 yields
1
2
(E (r, t)e−iω0t + E ∗(r, t)eiω0t) = − 1
2c
(
˙A e−iω0t − iω0e−iω0tA
)
(2.4.22)
which leads to the following relation between the field envelopes:
E = −1
c
(∂t − iω0)A (2.4.23)
The Slowly Varying Envelope Approximation may now be used: one may assume that
the temporal rate of change of the envelope is negligible, i.e. |∂tA |  ω0 |A |. Then:
E ≈ iω0
c
A ⇔A ≈ − ic
ω0
E (2.4.24)
Optical Absorption
As the field penetrates the medium, the intensity of its corresponding electric field
will decay. This decay can be associated with the sample’s absorption. In order to
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quantify this process, the refractive index n(ω) is defined as:
n(ω) =
√
(1)(ω) =
√
1 + χ(1)(ω) (2.4.25)
where the dielectric function ε(ω) quantifies the electric permittivity of the material
when excited at a frequency ω.
For the case of two-dimensional materials without a substrate, the background con-
tributions to these two quantities will not be considered. If they were, they would
lead to a renormalisation of the field speed and the dieletric function [50].
As the pulse propagates throughout sample, the field wavevector, which is not to be
confused with the electronic wavevector k, will satisfy a dispersion relation, deter-
mined by the medium’s frequent-dependent properties:
q(ω)2 =
ω2
c2
n2(ω) =
ω2
c2
ε(ω) (2.4.26)
The field will have its intensity decreased as it penetrates the material. If this decay
is exponential, then:
E(r, t) = E(0, t)exp(iq · r) = E(0, t)exp
(
i
ω
c
(n
′
(ω) + in
′′
(ω)) · r
)
(2.4.27)
where the refractive index has been split in its real and imaginary parts n(ω) ≡
n′(ω) + in′′(ω). The damping is consequently related to the imaginary part of the
refractive index.
Assuming the wave only propagates in the direction perpendicular to the plane oc-
cupied by the sample, its intensity may be computed as the average of the Poynting
vector S(r, t):
S(z, t) = |E(z, t)×H(z, t)|=
√
0
µ0
|E(z, t)|2zˆ (2.4.28)
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and therefore proportional to |E|2. The auxiliary magnetic field H is simply pro-
portional to the magnetic field density B since no magnetisation is present. If the
time-dependent term is averaged, the spacial dependence on the intensity may be
written as I(z) = I0e
−α(ω)z given that:
〈S(z)〉 = 0
µ0
〈E2(0, t)〉 exp
(
−2ω
c
n′′(ω)z
)
(2.4.29)
In this way, and attending to the definition in Eq. (2.4.25) and Taylor-expanding it
up to first-order, the absorption coefficient α(ω) is:
α(ω) = 2
ω
c
Im
(√
1 + χ(1)(ω)
)
≈ ω
c
χ(1)
′′
(ω) (2.4.30)
where the susceptibility was also written as χ(1)(ω) ≡ χ(1)′(ω)+ iχ(1)′′(ω). This result
will be used for Eq. (3.6.30), where the explicit evaluation of the linear susceptibility
leads to the prediction of the law of universal absorption of graphene.
2.4.3 Optical Response
With all these ingredients presented, the light-matter coupling can be included in
the Hamiltonian describing massless Dirac fermions. In order to do this, the min-
imal substitution that was given in Eq. (2.4.12) is applied to the Hamiltonian of
Eq. (2.3.10):
Hk 7→ vFσ · (p + e
c
A) = vFσ · p + evF
c
σ ·A(t)
≡ H0 +Hint(t)
(2.4.31)
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naturally yielding the explicit interaction term Hint. In SVEA conditions, Eq. 2.4.24
allows the interaction operator to be expressed in terms of the electric field envelope:
Hint(t) = −ievF
2ω0
σ · E (2.4.32)
which, if compared to the standard electric dipole moment operator µ, satisfying
Hint(t) = −µ · E (t), allows one to find the following representation of the electric
dipole operator for massless Dirac fermions:
µˆ =
ievF
2ω0
σˆ (2.4.33)
Electric Dipole Moment
With a representation of the interaction, the associated electric dipole moment, the
observable of this operator, is simply its expectation value. Conveniently, the calcu-
lation of expectations of a position-independent operator Qˆ is easily achieved due to
the orthogonality of the plane waves associated with different |λk〉 states, since:
∫
R2
Ψ†λ′,k′(r)QˆΨλ,k(r)d2r =
〈
λ′k′
∣∣∣ Qˆ ∣∣∣λk〉∫
R2
ei(k−k
′)·rd2r
=
(2pi)2
A
δ(k− k′)
〈
λ′k′
∣∣∣ Qˆ ∣∣∣λk〉 (2.4.34)
where the following identity for the p-dimensional Dirac δ function was used:
(2pi)pδ(p)(k− k′) =
∫
Rp
ei(k−k
′)·rdpr (2.4.35)
the expectation value of Eq. (2.4.34) vanishes for k′ 6= k, implying that only transi-
tions where the initial and final states have the same momentum are allowed (vertical
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Figure 2.6: If carrier-carrier interactions are ignored, the only transitions are vertical
and are between two energy eigenstates, effectively making it a two-level system. Due
to the conical dispersion, any optical frequency will be in resonance with a suitable
two-level system.
transitions i.e. k = k′:
∫
R2
Ψ†λ′,k(r)QˆΨλ,k(r)d2r =
4pi2
A
〈
λ′k
∣∣∣ Qˆ ∣∣∣λk〉 (2.4.36)
Furthermore, two kinds of transitions at k can be differentiated: interband transitions,
satisfying λ′ = −λ and intraband transitions, satisfying λ′ = λ. The matrix elements
of the dipole moment operator µˆ for a Cartesian component j are thus simply:
µλ,λ
′
i (k) = 〈λ′k | µˆi |λk〉 (2.4.37)
with the knowledge of the SVEA representation of Eq. (2.4.33), the contribution to
both in-plane coordinates x, y can be obtained.
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For instance, the x component satisfies:
〈λk|µx|λ′,k〉 = ievF
2ω0
〈λk|σx|λ′,k〉 = ievF
4ω0
(
eiφk/2 λe−iφk/2
)0 1
1 0

e−iφk/2
λ′eiφk/2

=
ievF
4ω0
(
λ′eiφk + λe−iφk
)
=

iλevF
2ω0
cosφk for λ
′ = λ (intraband)
λevF
2ω0
sinφk for λ
′ = −λ (interband)
(2.4.38)
Similarly, the y component has:
〈λk|µy|λ′,k〉 = ievF
2ω0
〈λk|σy|λ′,k〉 = −evF
4ω0
(
eiφk/2 λe−iφk/2
)0 −1
1 0

e−iφk/2
λ′eiφk/2

= −evF
4ω0
(−λ′eiφk + λe−iφk)
=

iλevF
2ω0
sinφk for λ
′ = λ (intraband)
λevF
2ω0
cosφk for λ
′ = −λ (interband)
(2.4.39)
This quantity has dimensions [µ] =
QL/T
1/T
= [Q][L] as expected since classically, one
has µ = −e · r.
How to interpret the effects of the interaction Hamiltonian on the eigenstates? In
the picture that has been developed so far, electronic excitations can be collected
according to their energy, giving rise to bands. In suitable resonant conditions, pho-
ton absorption leads to a change of the charge distribution throughout the sample,
conceptualised as the creation of a polarisation field. To quantify this change at a
fundamental level, the mechanism of photon absorption can be thought of as the
43
D. Carvalho CHAPTER 2. THE PHYSICS OF GRAPHENE
creation of a dipole between the newly-promoted valence electron to the conduction
band and the vacant state in the valence band, since they carry opposite charges. This
dipole thus create an attractive Coulomb interaction. In the quasiparticle picture, a
photon of energy h¯ω0 may, given a vertical energy separation between a valence and
conduction bands ∆ < h¯ω0 induce an electronic excitation of that electron. This
process is thus equivalent to the creation of a hole in the valence band and an electron
in the conduction band.
Given the gapless nature of the spectrum, a spectrally-distributed pulse will have a
frequency component resonant with some two-level system of a fixed momentum k.
In this setting, graphene is idealised as an infinite, non-interacting two-level system.
This is a central concept throughout this work and will be dealt with in more detail
in Section 3.2.
Fine-Structure Constant αG
Without the machinery of linear optics which was just introduced, the law of universal
absorption can be obtained by using Fermi’s golden rule. If the light-matter inter-
action described by the dipole-field term in the Hamiltonian of Eq. 2.3.10 is treated
as perturbation, Fermi’s golden rule may be used to estimate the transition rate of
valence to conduction electronic eigenstates.
The application of this approach is well justified as all calculations have been per-
formed in the low field limit
The transition rate from |−λ,k〉 to |λ,k′〉 is:
T|−λ,k〉→|λ,k〉 =
2pi
h¯
|〈λk′ |µk,k′ · E |λ,k′〉 |2g(k′). (2.4.40)
Here, g(k′) is the density of states at the energy of the final state |λ,k′〉. The optical
dipole matrix M for vertical transitions in k is diagonal. Using the symmetry of
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the treatment in either the x or y components, one may, without loss of generality,
consider µx,k, given in Eq. (2.4.38) . Again, considering the interband transitions
λ′ = −λ and k′ = k, M reads:
Mkk′ = [µkE ]δkk′ =
evF
2ω0
sin(φk)E (2.4.41)
This quantity is now angle-averaged i.e. 〈f(φ)〉 ≡ 1/(2pi) ∫ 2pi
0
f(φ)dφ:
|〈µkE 〉 |2= e
2v2F
4ω20
|E |2〈cos2(φk)〉 = e2v2F
4ω20
|E |2
∫ 2pi
0
sin2(φk)dφk
2pi
=
e2v2F
8ω20
|E |2 (2.4.42)
In perfect resonance, at a transition energy 0 exactly equal to the difference energy
between the initial and final states of δk = 2k, one has 0 = k/2 and the density of
final states is therefore:
g(0) =
2
pih¯2v2F
h¯ω0
2
=
ω0
pih¯v2F
(2.4.43)
At this energy, the transition probability, the transition happens at k = k0 (the
wavevector of the external electromagnetic wave), Tω0 takes the form:
Tω0 =
2pi
h¯
|〈−λk0 |µk0 · E |λ,k0〉 |2g(0)
=
2pi
h¯
e2v2F
8ω20
|E |2 ω
2
0
pih¯v2F
=
e2
4ω0h¯
2 |E |2
(2.4.44)
Therefore, the power of the absorbed radiation is PABS = Tω00 = Tω0h¯ω0, whereas
the total power input by the radiation field is PIN =
c
4pi
|E |2. The optical absorption
α(ω0) is given by their ratio:
α(ω0) =
PABS
PIN
=
4piTω0h¯ω0
c|E |2 =
e2|E |2
4h¯
c|E |2
4pi
=
pie2
h¯c
= piαQED (2.4.45)
where αQED is the fine-structure constant from Quantum Electrodynamics (QED).
Measurements of the universal absorption have been reported [3]. Fig. 2.7 shows
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Figure 2.7: Experimental verification of the law of universal absorption of a graphene
monolayer. As will be seen in Section 3.7.2, the transmittance allows for the ab-
sorbance of the medium to be retrieved. Taken from [3].
such measurements. Two features are prominent: (i) the decrease in the light trans-
mittance is piα ≈ 2.3% and (ii) this value is a constant for all wavelengths. This
result explains why graphene, unlike its related allotrope graphite, is optically trans-
parent. The inset on the right shows how the number of graphene layers impacts the
absorbance. Naturally, by around five layers the overall absorption is far greater and,
for such a reduced number of layers, this decrease occurs in units of the monolayer
absorbance αG.
This constant also leads to other fundamental considerations regarding the nature
of quantum field theories applied to graphene. This discussion will be made in Sec-
tion 3.5.1.
In Section 3.7.2, this same result will be obtained via a rather different method,
wherein the Semiconductor Bloch Equations will provide a numerical validation of
this result.
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Figure 2.8: Plots of the normalised interband dipole moment element along kx, in
units of µinter(0). Its dependence on (a) electron-hole mass ratio me/mh for a fixed
energy gap and (b) the energy gap, in an intrinsic semiconductor
A Qualitative Comparison to Semiconductors
The dipole moment calculated in the last section is vastly different to what is nor-
mally expected of semiconductors. It is therefore instructive to see the qualitative
difference between their optical transitions. For the case of a simple free-electron in a
semiconductor the optical dipole matrix element changes depend on the modulus of
k. For a quadratic dispersion, with bands separated by ∆ at k = 0, it can be written
as a Lorentzian curve [49]:
µλλ′(k) = µλλ′(0)
∆
∆ + h¯
2|k|2
2
(
1
me
+ 1
mh
) (2.4.46)
where me and mh correspond respectively to the electron and hole masses of each
band. Unlike the electrons in graphene, the electron and hole states in a semiconduc-
tor have a non-zero effective mass, determined by the curvature of their dispersion
branch:
mi = h¯
2
(
∂2i(k)
∂k2
)−1
(2.4.47)
For graphene, the dipole moment can be seen to be inversely proportional to the
optical frequency and hence the electron-hole separation r = µ/e, for a fixed k. Im-
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Figure 2.9: (a) Plot of the interband dipole matrix elements for graphene both Carte-
sian components. A singularity at |k|= 0 is hinted. In (b), the density plot of the
interband contribution, here plotted for an optical wavelength of ω0 = 484 THz shows
it more explicitly.
portantly, this quantity is not-well defined for k = 0, i.e. the Dirac points, as seen
by the divergence of the elements calculated in Eq. (2.4.38)-(2.4.39), where, for in-
stance, cosφk = kx/|k|, undefined when k = 0. This is easily understandable since
the two-level system becomes degenerate there, given the band-touching.
Charge separation may be inferred from measurements of the dipole moment. For
instance, for a pulse of frequency ω0 = 484 THz (visible, red radiation), the opti-
cal dipole moment is determined to be |µ|≈ 6.88 × 10−8 e cm, corresponding to a
separation of r = 6.88 A˚= 2.88a.
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Chapter 3
The Semiconductor Bloch
Equations
3.1 Overview
The previous chapter was mainly concerned with the electronic properties of a general
condensed matter system, in the presence of of an underlying lattice configuration.
Subsequently, the two bands of the pi electrons in graphene predicted in tight-binding
conditions were obtained in Section 2.2. These lead to two valleys, located at two
special points termed Dirac points, where the dispersion is linearly proportional to
the crystal momentum.
Having exposed the treatment underlying electrons in a lattice and a classical elec-
tromagnetic field, this chapter focuses on how to couple both elements. This task will
be implemented by using the framework of a two-level system, an ubiquitous concept
permeating many areas of Physics. In particular, this chapter is devoted to one such
implementation, which became known as the Semiconductor Bloch Equations (SBEs).
The modus operandi behind the SBEs stems from well-established equations, known
as the Optical Bloch Equations (OBEs) or sometimes the Maxwell-Bloch Equations
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which describe the dynamics of a single two-level system when coupled to light, in par-
ticularly useful conditions. The first realisations of such systems came from Atomic
Physics, where energy levels in particular atomic systems can be manipulated to
achieve population inversion, leading to the first successful physical realisation of the
laser [55].
The notion that a many-body quantum system like a semiconductor, encoding nu-
merous complex scattering and responses when excited with light, may be described
with two-level systems is perhaps unanticipated. It turns out that the versatility of
a two-level treatment is excellently suited to treat light-matter interactions in many
condensed matter systems. The SBEs offer a striking and revolutionary application
of these principles in the realms of condensed matter physics.
Research within this formalism has been intensively applied to semiconductors [49,
56–58] and it has been extremely successful in explaining many phenomena such as
dipole-dipole effects in dense media [59, 60], Rabi oscillations [61, 62] and optical
bistability [63], self-induced transparency [45] and even single-mode inhomogenously
broadened lasers [64]. The effect of ultrashort pulses on dense semiconducting media
was studied not long after the SBEs were formulated [63]. The scope of the SBEs can
be expanded to allow various incoherent and scattering contributions in the carrier
dynamics to be considered [65].
Theoretical approaches to model the nonlinear dynamics of graphene typically rely on
the Boltzmann transport equation, accounting only for intraband electron dynamics
[32]. As a zero-gap semiconductor, the SBEs have been applied to graphene [66] by
adapting the conical dispersion to the usual dispersion of a semiconductor in order
to account for the interband dynamics only.
Not surprisingly, the main goal of this chapter is thus to present results concerning the
application of the SBEs to monolayer graphene. In order to achieve that, the OBEs
shall be derived and discussed as a means of introducing the necessary jargon and
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concepts to obtain the SBEs, whose predictions are analysed in Section 3.7. The main
success of the SBEs lies on the linear optical regime, wherein many well-established
results in the literature may be retrieved, providing a validation of these models to
model light-matter interactions accurately in such regime. In particular, the direct
proportionality between the absorption and the fine structure constant in graphene,
discussed in the previous chapter in Section 2.4.3, may be retrieved. Conveniently,
this regime also allows for analytical solutions of the SBEs to be obtained in special
probing conditions, which are derived in Section 3.6.
3.2 The Theory of Two-Level Systems
The building blocks of any of the models that will be presented throughout this
thesis are what physicists like to term ’two-level systems’. Many realisations of this
concept may be obtained in various branches of both Physics and Mathematics,
varying from qbits, extensively exploited for Quantum Computing and Information,
both theoretically [67] and experimentally [68], to the dynamics of a spin-1/2 particle
interacting with a time-dependent magnetic field, for instance by Rabi as early as
1937 [69]. In the realm of Condensed Matter Physics, a myriad of systems display
features that can be understood in such a framework [55].
It is surprising how many physical systems can be adequately described by two-level
systems, given how simple it can be understood mathematically. A two-level system
refers to a quantum system whose features can be fully captured by a superpo-
sition of two independent states, here denoted by the lower ket |1〉 and upper
ket |2〉. The representation in which states from the underlying two-dimensional
Hilbert space are presented is irrelevant at this level. For most applications to quan-
tum systems, one would choose the space representation |ψµ(r)〉 ≡ 〈r|i〉, with i = 1, 2.
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In this framework, the system dynamics can always be described, in this basis, with
the aid of a ket-state |ψ(t)〉
|ψ(t)〉 = c1(t) |1〉+ c2(t) |2〉 = c1(t)
1
0
+ c2(t)
0
1
 =
c1(t)
c2(t)
 (3.2.1)
i.e. a linear combination of two states, described by a column vector, determined by
suitable coefficients ci(t). The element |ci(t)|2 will evidently return the probability
per unit time of observing the system in the state |i〉. The basis is now assumed to
be comprised of the eigenstates of the Hamiltonian of the system, H0, with energies
as given by H0 |i〉 = i |i〉. The general state of Eq. (3.2.1) must therefore solve the
Time-Dependent Schro¨dinger Equation:
ih¯
d
dt
|ψ(r, t)〉 = H0 |ψ(r, t)〉 , (3.2.2)
whose solution is straightforwardly given by:
|ψ(r, t)〉 =
∑
i
ci exp
(
−iit
h¯
)
|ψi(r)〉 . (3.2.3)
where |ψi(r)〉 are eigenstates of H0 and ci the weight of such eigenstates in the linear
superposition.
An important consequence of the existence of such a basis is that an Hermitian Qˆ
operator acting on the state space may always be written in the form:
Qˆ =
 α γe−iθ
γeiθ β
 (3.2.4)
provided α, β, γ and θ ∈ R. Clearly, Qˆ = Qˆ†. Such operators are obviously of
importance since their eigenvalues are real. In order to obtain a matrix representation
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of such operator in this particular basis, one may exploit the fact that there must
be 2 × 2 linearly independent operators, the projectors, acting on the ket-space and
defined as the outer product |i〉 〈j|, (i, j = 1, 2), with the aid of the completeness
relation
∑
i |i〉 〈i| = I, I being the identity operator.
The Hamiltonian H0 is thus easily found to be:
H0 = I · H0 · I =
(∑
i
|i〉 〈i|
)
H0
(∑
j
|j〉 〈j|
)
=
∑
i,j
|i〉 〈i|H0 |j〉 〈j|
=
∑
i,j
|i〉 jδij 〈j| =
∑
i
i |i〉 〈i| = 1 |1〉 〈1|+ 2 |2〉 〈2|
=
1 0
0 2

(3.2.5)
The system thus far does not seem very interesting: each state of Eq. (3.2.3) will
oscillate sinusoidally at its particular frequency ωi = i/h¯. The Hamiltonian H0 is
interpreted as being determined and known - after all this is why one may assume
that the energies of such states are known. What if the two-level system is now
coupled to a perturbation that modifies such energies and perhaps even the basis? In
that instance, the dynamics could in principle become exceedingly complex, in turn
leading to a much more challenging task of computing the time evolution of the
coefficients ci(t).
A feasible way to incorporate interactions with the two-level system is to write the
Hamiltonian of the system as a sum of a Hamiltonian known for a particular regime
and a perturbation part as H = H0 +HI. The expected value of such a perturbation
is then:
〈ψ(t) |HI |ψ(t)〉 = (c∗1(t) 〈1|+ c∗2(t) 〈2|)HI(c1(t) |1〉+ c2(t) |2〉)
= |c1(t)|2〈1 |HI | 1〉+ |c2(t)|2〈2 |HI | 2〉
+ c1(t)c2(t)
∗ 〈2 |HI | 1〉+ c2(t)c1(t)∗ 〈1 |HI | 2〉
(3.2.6)
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This interaction will be assumed to only induce a perturbation between the two states,
meaning that 〈i |HI | i〉 = 0. This assumption is generally warranted, as will be seen
in Section 3.4, when the interaction Hamiltonian will be explicitly given. In the same
fashion, the matrix form of such a general interaction Hamiltonian may be obtained
as:
HI = I · HI · I =
(∑
i
|i〉 〈i|
)
HI
(∑
j
|j〉 〈j|
)
=
∑
i,j
|i〉 〈i |HI | j〉︸ ︷︷ ︸
Iij
〈j| = I12 |1〉 〈2|+ I21 |2〉 〈1|
=
 0 I12
I21 0

(3.2.7)
Naturally, since HI must be hermitian, one has I12 = I21∗ and a polar representation
Iij ≡ |Iij|eiφ is possible, leading to a full Hamiltonian in the general form of Eq. (3.2.4):
H = H0 +HI =
 1 |I12|eiφ
|I12|e−iφ 2
 (3.2.8)
This step is exactly what allows light-matter interactions to be obtained between
an external optical field and the two-level system. The two-level system is a mathe-
matical realisation of matter, as was developed in Section 2.2, whereas the interaction
Hamiltonian allows an external parameter to drive its dynamics. An appropriate form
ofHI is of course necessary to ultimately solve the Schro¨dinger equation encompassing
the full dynamics and that is achieved in the next section.
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3.3 The Optical Bloch Equations
A first step to solve the dynamics of the full Hamiltonian is now given, following
the explanations provided in [48]. If the field is assumed constant in space and only
varies in time, the interaction between the atom and the field is classically written as
a dipole-like interaction:
HI(t) = −er · E(t) (3.3.1)
where both vectors are given in their Cartesian coordinates. For the sake of simplicity,
the field is now assumed to be linearly polarised in the xˆ direction. In this dipole-type
interaction, diagonal entries in the interaction Hamiltonian would imply a permanent
dipole moment and so for this treatment one shall assume that these vanish.
From Eq. (3.2.6), it can thus be seen that the system will have zero dipole moment if
the product c1c
∗
2(t) 6= 0 i.e. whenever the atom is in a superposition of both states. In
accordance with the expansion in the equation, the interaction Hamiltonian elements
may be split as Iij = −E(t)µij, where µij = e 〈i|xˆ|j〉.
Finally, the Hamiltonian matrix of Eq. (3.2.8) is applied to the general state of
Eq. (3.2.1) using the TDSE (Eq. (3.2.2)). At this stage, and for simplicity pur-
poses, the electric field is taken to be a monochromatic plane wave of frequency ω0,
of the form E(t) = E cos(ω0t), where E is its amplitude. Splitting the magnitude
and phase of the dipole moment µ12 = |µ12|eiφ, the following system of differential
equations is obtained:
c˙1(t) = −iω1c1(t) + iΩRe−iφ cos(ω0t)c2(t)
c˙2(t) = −iω2c2(t) + iΩReiφ cos(ω0t)c1(t)
(3.3.2)
The parameter ΩR = |µ12|E /h¯ is the Rabi frequency and describes the driving fre-
quency at which the populations will oscillate when coupled to the field.
However neatly expressed, this set of differential equations is in general not possible
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to be solved analytically given the fast oscillation of the coefficients. One reasonable
way out is to express the coefficients ci in terms of their slowly-varying amplitudes
c˜i = cie
iωit. If the transition frequency is denoted by ∆ω ≡ ω2 − ω1, the equations
become:
˙˜c1(t) =
iΩR
2
e−iφ
(
ei(ω0−∆ω)t + e−i(ω0+∆ω)t
)
c˜2(t)
˙˜c2(t) =
iΩR
2
eiφ
(
e−i(ω0−∆ω)t + ei(ω0+∆ω)t
)
c˜1(t)
(3.3.3)
The Rotating Wave Approximation (RWA) is now applied, by only keeping the co-
herent terms i.e. terms close to resonance. Terms proportional to exp (±i(∆ω + ω0))
are therefore ignored. This is in general a good assumption for many systems. How-
ever, as will be seen in the next chapter, these terms are important in dealing with
ultrashort pulses, where the notion of a slow-varying oscillation is often ill-defined, if
the frequency of the pulse is comparable with the inverse pulse duration.
Solving this set of equations leads to the Optical Bloch Equations (also known as the
Maxwell-Bloch Equations). These were derived as far as 1965 [70] and provide a way
to describe the dynamics of a single two-level system when coupled with a classical
electromagnetic field of a single frequency mode:
c1(t) =
(
a1e
iΩt
2 + a2e
−iΩt
2
)
ei
∆t
2
c2(t) =
(
b1e
iΩt
2 + b2e
−iΩt
2
)
e−i
∆t
2 .
(3.3.4)
The coefficients a1/2 and b1/2 are determined by the system’s initial conditions and
provide no insight into the physics. What is remarkable is that the two-level system
is described by two characteristic frequencies, namely the detuning frequency ∆ =
∆ω − ω0 and the generalised Rabi frequency Ω =
√
Ω2R + ∆
2.
A sensible boundary condition is given as c2(0) = 0 and c1(0) = 1, meaning that the
two-level system is initially in the ground state. It is customary to introduce more
physically relevant dynamical variables than the coefficients themselves. Eq. (3.2.7)
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already hinted at a definition: the polarisation 1 p(t) = c˜∗1c˜2µ12 + c˜1c˜
∗
2µ
∗
12 and takes
the form:
p(t) = 2Re
(
iΩR
Ω
µ12
(
cos
(
Ωt
2
)
+
i∆
Ω
sin
(
Ωt
2
))
sin
(
Ωt
2
)
ei(φ+ω0t)
)
(3.3.5)
The inversion of a two-level system is defined as the difference of the occupation
probabilities and may be expressed as:
w(t) = |c2(t)|2−|c1(t)|2=
(
∆2 − Ω2R
Ω2
)
sin2
(
Ωt
2
)
+ cos2
(
Ωt
2
)
(3.3.6)
Interestingly, the polarisation oscillates with the same frequency as the field. As
for the inversion, different detunings yield different Rabi cycles, reflecting different
oscillations profiles between the ground and excited states. For a vanishing detuning,
the system is said to be on resonance and the inversion is total - w(t) = cos(ΩRt),
meaning that the populations will shift sinusoidally between the lower and upper
states. For extremely detuned systems, the interaction is minimal and the inversion
does not change much from its initial conditions, leading to an inversion w(t) ≈ −1.
3.4 Derivation
To understand the philosophy of the SBEs, their derivation is now shown, following
the outline presented in [49]. The main elements in it are conceptually very close to
what was presented in the previous section. The notation will nonetheless be more
suited for a condensed matter system. In particular, the variables needed to describe
the system’s evolution will be chosen to be physically more transparent. Despite
such similarities, the density matrix of the two-level system will be used instead.
1The polarisation may take several names in the literature: dipole moment, coherence or tran-
sition probability. In this work, these will not be referring to the exact same quantity but will be
related by different phase factors.
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The convenience of it relies on the fact that at no point of the derivation neither
the knowledge of the eigenstates nor the Time-Dependent Schro¨dinger equation are
needed.
Electronic transitions in semiconductors are adequately understood with the aid of
the electronic bands that originate as an aggregate of reactive orbitals. Since the
bands are functions of the crystal momentum, it is convenient to take the two levels
as the eigenstates of the free Hamiltonian for fixed momentum k - here denoted by
|v,k〉 and |c,k〉. The energy of each state |c/v,k〉 will be denoted as c/v,k. The
wavefunction in direct space of such states can be simply obtained by taking the
scalar product ψk(r) = 〈r|λ,k〉.
As usual, the two-level system may be generally represented as:
|ψk(t)〉 = ηv(t) |v,k〉+ ηc(t) |c,k〉 (3.4.1)
It is natural to associate the coefficients ηv and ηc to the valence and conduction
bands, respectively, given the considerations that led to Eq. (3.2.1). The density
matrix of the two-level system is simply given by the general definition:
ρk(t) = |ψk(t)〉 〈ψk(t)| =
ηv,k(t)
ηc,k(t)
(η∗v,k(t) η∗c,k(t))
=
 η2v,k(t) ηv,k(t)η∗c,k(t)
ηc,k(t)η
∗
v,k(t) η
2
c,k(t)

≡
nv,k(t) p∗k(t)
pk(t) nc,k(t)

(3.4.2)
Similarly to the OBEs, new dynamical variables were chosen. In this new picture,
the excitation is a combination of valence and conduction states, situated in their
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respective branches of the dispersion. Subsequently, the occupation number for each
band is simply the square nc/v,k ≡ η2c/v,k, naturally a real quantity. The system is
conservative, as seen by the normalisation of the density matrix - Tr(ρk) = 1:
nc,k + nv,k = 1, (3.4.3)
which in turn implies quasiparticle number conservation and rendering the electron
and hole occupations dependent.
The microscopic polarisation was introduced as the product in the off-diagonal entries
and is a measure of the mixing of two states in the basis: only when the excitation is
in a combination of valence and conduction states will the product ηv,kη
∗
c,k be nonzero.
Employing the dipole approximation, the coupling to light is introduced as usual, lead-
ing to purely off-diagonal electric dipole momentum operator, as shown in Eq. (3.2.7):
H Ik =
 0 −µ∗k · E
−µk · E 0
 (3.4.4)
where the dot product is performed over the Cartesian components of the field and
the dipole moment. The full Hamiltonian of the two-level system at wavevector k
under consideration is then:
Hk = H0k +HIk =
 v,k −µ∗k · E
−µk · E c,k
 . (3.4.5)
Given the properties of the density matrix, it follows that for a general operator Qˆ,
its expectation value may be calculated as 〈Qˆ〉 = Tr
(
ρkQˆ
)
. This fact allows the
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energy of the Hamiltonian of Eq. (3.4.5) to be calculated as:
〈
Hˆk
〉
= Tr

 v,k −µ∗k · E
−µk · E c,k

nv,k p∗k
pk nc,k


= v,knv,k + c,knc,k − pkµ∗k · E− p∗kµk · E
(3.4.6)
With all necessary elements in place, the evolution of this mixed state, is determined
by the Liouville-von Neumann Equation:
ρ˙k = − i
h¯
[Hk, ρk]− ρ˙k|decoh
The last term was added to account for decoherence mechanisms, naturally present
in any open system. There are many ways to achieve such a term that preserves the
properties of the density matrix, the most notable being given by the Lindblad master
equation [71]. Alternatively, phenomenological decay rates γ1 and γ2, respectively
for the inversion and microscopic polarisation and whose physical relevance will be
examined in Section 3.5.2, may adequately be added, given that incoherent effects
are not central in this work.
In this way, the free-carrier Semiconductor Bloch equations are obtained:
p˙k + i(ωk − iγ2)pk + ih¯wkE · µk = 0 (3.4.7)
w˙k + γ1(wk − w0k)− 2ih¯E · (µkp∗k − µ∗kpk) = 0 (3.4.8)
Here, the detuning is different for each state i.e. ωk = (c,k − v,k)/h¯ and therefore
dependent on the shape of the dispersion. w0k is the equilibrium value of the popu-
lations for each momentum and a broader discussion of it may be found in Section
3.5.2 whereas µk is the interband dipole moment matrix element that was introduced
in Section 2.4.3.
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In the absence of dephasing i.e. for γ1 = γ2 = 0, the conservation of probability, given
by the normalisation of Eq. (3.4.3) is re-expressed in the new dynamical variables as:
w2k + 4|qk|2= 1 (3.4.9)
As performed previously, these equations can be adapted to model the slowly-varying
part of the oscillations. In this case, the microscopic polarisation is split as pk =
qke
−iω0t and, using the decomposition of Eq. (2.4.20) for a space-independent electric
field E(t), the SVEA-approximated becomes:
q˙k + i(ωk − ω0 − iγ2)qk + i
2h¯
wkEµk = 0
w˙k + γ1(wk − w0k)−
i
h¯
(Eµkq∗k − E ∗µ∗kqk) = 0
(3.4.10)
The polarisation oscillates now with the detuning δk ≡ ωk − ω0. Importantly, only
terms oscillating with e−iω0t were kept. It will be seen in the next section that this
assumption is equivalent to applying the Rotating Wave Approximation.
3.4.1 Macroscopic Polarisation
Following the discussion in Section 2.4.2, the polarisation of the medium, through its
susceptibility, which acts as a response to the interaction with an electromagnetic field,
encompasses a breadth of information about the light-matter interactions present.
The SBEs allow for the identification between the microscopic dynamics of the two-
level systems to the polarisation described by Eq. (2.4.7) to be obtained.
To obtain the time dynamics of the polarisation, the carrier-field contribution HˆF−C
from the Hamiltonian in Eq. (2.3.10) allows for a sensible definition of it, namely from
the condition:
E(t)
∑
k
(
µkα
†
kβ
†
−k + µ
∗
kβˆ−kαˆk
)
= ε0V Pˆ (t)E(t) (3.4.11)
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where the volume of the sample V = Ad is comprised of its area and the atomic
thickness d ≈ 0.33 nm and 0 the electric permittivity of free space. The polarisation
operator is thus:
Pˆ (t) =
1
ε0V
∑
k
(
µkα
†
kβ
†
−k + µ
∗
kβˆ−kαˆk
)
(3.4.12)
with the aid of the density matrix of Eq. (3.4.2), its expectation value, describing the
time dynamics of the polarisation is:
P (t) =
〈
Pˆ
〉
= Tr(Pˆ ρk) =
1
ε0V
∑
k
Tr

 0 µ∗k
µk 0

nv,k p∗k
pk nc,k


=
1
ε0V
∑
k
pkµ
∗
k + p
∗
kµk
(3.4.13)
Furthermore, since the polarisation is real-valued, and all dipole moments rotate with
the frequency of the incident field, the following decomposition is possible:
P(t) =
1
2
(
Q(t)e−iω0t + Q∗(t)eiω0t
)
(3.4.14)
Equating (3.4.14) to (3.4.13) and again decomposing the microscopic polarisation via
pk = qke
−iω0t, give:
1
2
(
Q(t)e−iω0t +Q∗(t)eiω0t
)
=
1
ε0V
∑
k
µ∗kqke
−iω0t + µkq∗ke
iω0t (3.4.15)
The polarisation can thus be obtained by adequately calculating the k-dependent
polarisation, weighting it by the dipole moment and average this quantity over mo-
mentum space:
Q(t) =
2
ε0V
∑
k
µ∗kqk(t) (3.4.16)
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This scheme is rather useful! If the SBEs can be numerically solved, it is, in principle,
possible to produce the macroscopic polarisation of the sample due to the optical
excitation. This is exactly what shall be done in the Section 3.7.
3.5 Additional Effects & Mechanisms
3.5.1 Coulomb Interactions
A major question not discussed up to this stage concerns the addition of Coulomb
interactions. After all, electron-electron interactions are the fundamental mechanism
driving an overwhelming number of phenomena in compounds and structures. In
order to introduce such effects, and in view of what has been developed so far, two-
level systems at different momenta must be able to exchange energy.
Rather surprisingly, their effect can be beautifully understood in terms of the picture
so far developed. Eqs.(3.4.7)-(3.4.8) are coupled in two variables at the same k. Once
a Coulomb potential is introduced in the dynamics of the carriers, the corresponding
optical variables depend on any other across momentum space, meaning all two-level
systems are now coupled.
The effective consequence is that the two-level systems suffer a renormalisation of all
the parameters so far discussed. To see this, a second quantisation of the Hamiltonian
is more suitable. In this setting, and for this particular problem, the operators of
interest will be the usual creation and annihilation operators for each band. Using
the band index c(v) for conduction (valence), the creation (annihilation) of an electron
of momentum k is denoted by aˆ†c/v,k(aˆc/v,k).
In the electron-hole picture, one speaks strictly of creation and annihilation of these
quasiparticles, rendering the band index unnecessary. For this purpose, one defines
the electron creation and annihilation operators respectively by αˆ†k ≡ aˆ†c,k. Likewise,
the hole creation and annihilation operators are respectively defined as βˆ†−k ≡ aˆv,k,
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leading to a Hamiltonian:
(3.5.1)
Hˆ =
∑
k
(
e,kαˆ
†
kαˆk + h,kβˆ
†
−kβˆ−k
)
︸ ︷︷ ︸
HˆK
−
∑
k
E(t)
(
µkα
†
kβ
†
−k + µ
∗
kβˆ−kαˆk
)
︸ ︷︷ ︸
HˆF−C
+
1
2
∑
k,k′,q
q 6=0
Vq
(
αˆ†k+qαˆ
†
k′−qαˆk′αˆk + βˆ
†
k+qβˆ
†
k′−qβˆk′ βˆk − 2αˆ†k+qβˆ†k′−qβˆk′αˆk
)
︸ ︷︷ ︸
HC−C
,
where the free Hamiltonian HˆK denotes the kinetic contributions of the carriers,
HˆC−C denotes the carrier-carrier Coulomb interactions (electron-electron, hole-hole
and electron-hole) and HˆF−C contains the dipole coupling to the optical field E(t).
Vq is the Fourier-transformed Coulomb potential.
Through this formalism, the occupation probability ne/h,k(t) and the transition prob-
ability pk are expressed as the expectation value of suitable creation and annihilation
operators:
ne,k(t) =
〈
αˆ†kαˆk
〉
nh,k(t) =
〈
βˆ†−kβˆ−k
〉
pk(t) =
〈
βˆ−kαˆk
〉 (3.5.2)
Unfortunately, this procedure is recursive, demonstrating the richness of many-body
correlations among the carriers. A closed-form of a dynamical equation describing
the evolution of some interaction operator is in general not possible to be found. This
can be seen through the Heisenberg equation of motion . For an operator Qˆ:
d
dt
Qˆ =
i
h¯
[
Hˆ, Qˆ
]
(3.5.3)
If the Hamiltonian of Eq. (3.5.1) is introduced in it, the evaluation of the commutator
will indefinitely create new higher-order expectations: in the first step, four-operator
expectation values coming fromHC−C would have to be determined. In principle, they
can be evaluated again using Eq. (3.5.3), yielding new, longer products of operators.
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Even though this procedure clearly does not terminate, an exact decomposition of
its left-hand side is possible 2. In particular, the expectation value of the operator in
question may be split in a Hartree-Fock term and a scattering term:
d
dt
〈
Qˆ
〉
≡ d
dt
〈
Qˆ
〉 ∣∣∣∣
HF
+
d
dt
〈
Qˆ
〉 ∣∣∣∣
scatter
(3.5.4)
The Hartree-Fock term contains the exactly-solvable contributions whereas the second
term contains scattering events which are responsible for the higher-order correlations.
Any model therefore requires a truncation so an approximation to the solution may
be obtained.
If one truncates the expansion at the level of four-operators, the Hartree-Fock (or
mean-field approximation) decomposes its expectation value in terms of the two-
operator expectation values in Eq. (3.5.2). For instance:
〈α†k′+qβ−k+qαk′αk〉 ≈ pk′ne,kδk−q,k′ (3.5.5)
This decomposition allows the equations of motion of the variables to be obtained as:
p˙k + i(ω˜e,k + ω˜h,k)pk + i(ne,k + nh,k − 1)ω˜R,k − p˙k|scatter= 0
n˙e,k + 2Im (ω˜R,kp
∗
k)− n˙e,k|scatter= 0
n˙h,k + 2Im (ω˜R,kp
∗
k)− n˙h,k|scatter= 0
(3.5.6)
Equations in (3.5.6) resemble the carrier-free Semiconductor Bloch Equations in
Eqs. (3.4.7)-(3.4.8). Apart from the scattering contributions, the Hartree-Fock part
is formally the same. The difference is, of course, that the quasiparticles’ energy and
2A derivation of this decomposition may be found in the Appendix of [49]
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the Rabi frequency have been renormalised, respectively as:
ω˜i = ωi − 1
h¯
∑
q
V|k−q|ni,q
ω˜R,k = ωR,k +
1
h¯
∑
q 6=k
V|k−q|pk
(3.5.7)
In practice, due to the the conservation expressed in Eq. (3.4.3) and the fact that the
Coulomb scattering terms in HC−C conserve quasiparticle number, the quasiparticles’
occupations are not independent of each other and can thus be lumped into a single
variable wk ≡ 2ne,k − 1 - the inversion at k.
This renormalisation is manifested in optical and electronic properties of semicon-
ductors. Graphene again defies the expectable: it seems that the Rabi frequency
renormalisation may be ignored in some energy scales. Firstly, Quantum Field The-
ories of graphene are not easy to obtain due to its non-perturbative nature. This is
to be contrasted with perturbative renormalisation group methods, which are known
to converge reliably. The fine-structure constant of (suspended) graphene is:
αG =
e2
h¯vF
≈ 2.2. (3.5.8)
This expression is obtained through the replacement c 7→ vF in the QED fine structure
αQED ≈ 1/137, a number well below unity. Consequently, since vF ≈ c/300, this
means that αG ≈ 300αQED, a figure above unity and thus troublesome to apply
perturbative methods.
Most metals are described as Landau fermi liquids and their Coulomb interactions
appropriately accounted for in such framework. A QED analysis of graphene reveals
some differences, due to its quasirelativistic nature [44]. The vanishing of the density
of states at the Fermi level leads to short-range interactions being irrelevant [72].
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Similar conclusions were obtained by Hofmann et al [73] by applying non-perturbative
Random Phase Approximation methods to conclude that long-ranged interactions are
screened in the layer and the many-body system shows features of a weekly-interacting
Landau Fermi Liquid. The screening effect no longer applies at very low electronic
densities, at which stage a renormalisation of the Fermi velocity is both predicted [74]
and measured [75]. For these reasons, the conceptualisation of graphene as a non-
interacting ensemble of two-level systems should not lead to any major disagreement
about its physics. This is what is assumed from now and no Coulomb interactions
shall be considered in the graphene SBEs and, later in Section 4, in the DBEs.
3.5.2 Temperature and Doping
Up until this point, the decay rates which render the two-level system decoherent
have not been explained or introduced conceptually. This section is devoted to shed
some light on the physics behind it and how to incorporate these mechanisms in the
SBEs 3.
Since the band occupations nλ,k arise from electron and hole distributions in mo-
mentum space and changes thereof, it is not surprising that the inversion is given by
them. In particular:
wk = nk,e + nk,h − 1 = nk + (1− n−k)− 1
= nk − n−k
(3.5.9)
If the sample is in a quasi-equilibrium regime described by a temperature T , and the
system is doped by µ so that the Fermi level no longer sits at the Dirac points, an
approximation of the carrier distribution in momentum space may be obtained with
the aid of the Fermi-Dirac distribution of the each type of carrier.
3The Dirac-Bloch Equations, the subject-matter of Chapter 4, models the two-level system de-
coherence in the exact same fashion.
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For µe = µh ≡ µ, the quasi-equilibrium populations follow:
n0k = fk − f−k =
1
1 + exp
(
h¯vF |k|−µ
kBT
) − 1
1 + exp
(
− h¯vF |k|+µ
kBT
)
= −
sinh
(
h¯vF |k|
kBT
)
cosh
(
µ
kBT
)
+ cosh
(
h¯vF |k|
kBT
) (3.5.10)
Scattering mechanisms, such as carrier-carrier or carrier-phonon, radiative recombi-
nation, or defects in the sample drive the occupation distribution to change towards
a quasi-equilibrium distribution, as alluded in the previous section.
In general, this re-equilibration takes time in a certain scale and is not easy to quan-
tify. Moreover, many different processes take place. For a sample initially in thermal
equilibrium, the carriers show a very narrow, isotropic occupation distribution in mo-
mentum space. After the application of an optical field, over a time in the order of
approximately 5 − 15 fs, the system is no longer thermally distributed and a highly
anisotropic, broad distribution is found to promote high-momentum states. Within
a certain thermalisation time, this distribution is again equilibrated. This process
is achieved mainly due to electron-electron scattering, especially of high momentum
and, in graphene, takes roughly 50 fs. This results in a narrow, quasi-equilibrium
distribution at a different temperature than the initial one. Subsequently, phonon-
electron scattering, optical-to-phonon decay fully thermalise the distribution within
a much slower time interval, of approximately 1 ps.
Modelling this situation presents many theoretical and experimental challenges. In
particular, an estimate of such decay rates for suspended graphene seems unlikely to
be accurately taken. To further complicate the matter, experimental measurements of
samples on a subtrates vary significantly given their composition and chemical prepa-
ration. Time and Angle-Resolved Photoemission Spectroscopy (ARPES) techniques
estimate these relaxation times as T1 ≈ 150 fs and T2 ≈ 0.8 ps [76]. These figures
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are heavily affected by a combination of initial temperature, doping, pump fluence,
excitation energy and substrate type. On the theoretical side, the SBEs themselves
have been used in order to model such mechanisms [77].
With these figures, an estimate of the decay rates can be taken simply as the inverse
of these lifetimes i.e. γi ≡ T−1i . In the context of this work, the optical excitation
considered is an ultrafast regime, allowing to safely disregard the decoherence rates
altogether. This is approximately true for ultrashort pulses in the coherent regime,
i.e. for pulse durations much shorter than the dephasing times, t0  T1,2, where t0 is
the input pulse duration.
3.6 Low-Field Regime
As a starting point to understand nonlinear interactions, it is instructive to analyse
the predictions of the SBEs when the external electric field intensity is small. The
results that are obtained should be in conformity with the principles of Linear Optics,
outlined in Section 2.4.1. The SBEs are explicitly dependent on the field and thus
exceedingly complicated to solve analytically.
However, the k-dependent microscopic polarisation pk in the regime of low field in-
tensity can be obtained analytically by solving the SBEs with suitable conditions.
If one further assumes that the system is initially found in its ground state i.e.
wk[t = 0] ≈ −1, this situation reflects a picture where all carriers are in a suit-
able k-state in the valence band and only a negligible subset of carriers undergoes
optical excitation or de-excitation. If the field dynamics is assumed to maintain this
situation, the inversion becomes a simple constant dictated by this initial condition.
Mathematically, this instance presents an advantage since the SBEs may be solved
analytically. Although the SBEs are composed of two coupled equations, this pre-
scription allows the dynamical equation governing the population inversion in the
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regime of low field intensity to be dismissed, leading to
wk(t) = ne,k(t) + nh,k(t)− 1 ≈ −1 (3.6.1)
for all momenta.
The solutions vary given the electric field profile and will be explored shortly. Before
engaging in the derivation, the SVEA-approximated SBEs of Eq. (3.4.10) may be
computed numerically.
The dimensionless scaling of all the quantities are given in Appendix A.1. The pulse
central frequency is now described by the dimensionless parameter Ω0, quantifying
the number of optical cycles per pulse. The dimensionless field intensity parameter
ψ0 runs between 0 and roughly 10 in order to capture linear to extreme nonlinear
intensities, as will be shortly seen. In order not to confuse other usages of the symbol
τ , the dimensionless time parameter will still be denoted by t.
In order to have a taste of what the SBEs predict, the complex-valued microscopic
polarisation qk and the real-valued inversion wk are now shown for a field of dimen-
sionless amplitude ψ0 = 10
−2 and frequency Ω0 = 30, ensuring the field envelope
describes the field fairly well. A momentum state will be denoted by |k˜, φk˜〉 - the
dimensionless momentum magnitude and angle, respectively. k˜ is scaled so that
electronic states for which the band separation exactly matches the photon energy
have dimensionless momentum k˜ = 1. The dimensionless detuning is then simply
δk˜ = k˜− 1.
Fig. 3.1 shows the dynamics of the real and imaginary part of the microscopic polar-
isation qk˜ when probed with a sech plotted for various values of the detuning, for a
fixed angle φk˜ = pi/3. The dimensionless electromagnetic field and respective vector
potential may be found in Eq. (4.5.1) in the same appendix. Fig. 3.2(a) shows the
same situation as before, but now showing how the detuning affects the inversion. In
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Figure 3.1: The role of the detuning on the slowly-varying microscopic polarisation
– (left) Im(qk˜) and (right) Re(qk˜) – for sech pulse of field intensity ψ0 = 10
−2 and
frequency Ω0 = 30. An angle φk˜ = pi/3 is fixed.
Figure 3.2: The role of (left) the detuning on the inversion for a sech pulse of field
intensity ψ0 = 10
−2 and frequency Ω0 = 30, for a fixed angle φk˜ = pi/3 (right) the
field envelope on the inversion for a resonant state |1, pi/3〉.
both figures, it is clear that the dynamics of the two-level system is heavily affected by
the detuning δk˜: resonant or near-resonant states attain higher values of the inversion
and have greater coherence amplitudes. Conversely, very detuned states are barely
affected by the field.
3.6.1 Analytical Solutions of the SBEs
Setting wk = −1, and making use of the field decomposition in Eq. (2.4.20), the
SVEA-approximated equation governing the microscopic polarisation (the first equa-
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tion in Eq. (3.4.10)) reads:
q˙k + i(ωk − ω0 − iγ2)qk = iµk
2h¯
E (t) (3.6.2)
The solution is obtained using the integrating factor e
∫
i(ωk−ω0−iγ2)dt = ei(ωk−ω0−iγ2)t,
leading to:
qk(t) =
i
2h¯
e−i(ωk−ω0−iγ2)t
∫ t
−∞
ei(ωk−ω0−iγ2)t
′
µkE (t
′)dt (3.6.3)
Noting that the dipole moment is not time-dependent and introducing a new variable
τ = t− t′, it becomes:
qk(t) =
i
2h¯
µk
∫ ∞
0
E (t− τ)e−i(ωk−ω0−iγ2)τdτ (3.6.4)
This form is useful as long as such integral may be expressed analytically. Its formal
simplicity stems from something more fundamental. The SVEA that was applied to
the electric field implies the Rotating Wave Approximation (RWA). To see this, the
full field is now kept in Eq. (3.4.10), leading to:
qk(t) =
i
2h¯
µke
−i(ωk−ω0−iγ2)t
∫ t
−∞
ei(ωk−ω0−iγ2)t
′
(
E (t′) + E ∗(t′)e2iω0t
′
)
dt′ (3.6.5)
For the sake of simplicity, a continuous wave of amplitude E0 is assumed so the field
may be taken out of the integral, which can be evaluated as:
qk(t) =
µkE0
2h¯
(
1
ωk − ω0 − iγ2 +
e2iω0t
ωk + ω0 − iγ2
)
. (3.6.6)
It is clear that the resonant term, for which ωk − ω0 ≈ 0, dominates over the non-
resonant term for which ωk + ω0 ≈ 2ω0, meaning:
1
ωk − ω0 
1
ωk + ω0
(3.6.7)
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and therefore neglecting the terms rotating with eiω0t in the SBEs is congruent with
the RWA.
The condition wk = −1 can be somewhat relaxed in an approximation known as the
quasi-equilibrium approximation [78], in which the inversion is simply assumed to
vary little in the dephasing time 1/γ2 i.e. wk(t
′) ≈ wk(t) for t′ < 1/γ2, conveniently
allowing this term to be taken out of the integral.
The form just found in Eq. ( 3.6.4) is very suggesting. If causality is imposed through
the inclusion of the Heaviside Θ-step function, the integration range may be extended
to the reals:
qk(t) =
i
2h¯
µk
∫ ∞
−∞
E (t− τ)e−i(δk−ω0−iγ2)τΘ(τ)dτ (3.6.8)
thus allowing a response function R(τ) = e−i(ωk−ω0−iγ2)τΘ(τ) to be identified. This
looks remarkably similar to the linear response expressed in Eq. (2.4.8)! The time-
dependent polarisation is then expressed as a convolution of the field and the response
function. A frequency-dependent polarisation may be obtained as:
qk(t) =
iµk
2h¯
(R(t)~ E (t))⇔ q˜k(δω) = iµk
2h¯
R˜(δω)E˜ (δω) (3.6.9)
where the tilded variables represent the Fourier transform of their time-dependent
counterparts and ~ denotes the convolution operation. This is nothing more than
re-expressing Eq. (2.4.10) in its microscopic version. Given the SVEA treatment
taken, the frequency argument refers to the detuning frequency i.e. δω = ω−ω0. The
response function can be easily Fourier-transformed to:
R˜(δω) = F [e−i(δk−iγ2)τΘ(τ)] = Θ˜(δω + δk − iγ2)
=
1
i (δω + δk − iγ2) + piδ(δω + δk − iγ2)
(3.6.10)
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yielding a Fourier-transformed microscopic polarisation:
q˜k(δω) =
µk
2h¯
E˜ (δω)
(
1
δω + δk − iγ2 + ipiδ(δω + δk − iγ2)
)
(3.6.11)
Even after applying a generous number of assumptions to simplify the problem,
time-dependent solutions to Eq. (3.6.8) are challenging to obtain given the generality
of the field profile. A continuous wave presented no difficulty, resulting in the solution
in Eq. (3.6.6).
Analytical solutions for two pulse-like excitations are now shown - a Gaussian and sech
profiles. The effect of dephasing is also ignored by setting γ2 = 0. The dipole moment,
approximated by SVEA and calculated in Eq. (2.4.38), rescales simply to µk˜ = sinφk˜.
Gaussian Pulse
If the electric field is taken as a Gaussian pulse, whose electric field is ψ(t) of the
form:
ψ(t) = ψ0e
− 1
2
(t−tf)2 , (3.6.12)
where ψ0 is the field amplitude, attained when t = tf , the polarisation is found to be:
qk˜(t) =
√
pi
2
ψ0 sinφk˜e
1
4(2i(tf−2t)−δk˜)δk˜ Erfc
(
1
2
(tf − 2t+ iδk˜)
)
(3.6.13)
Here, δk˜ is the dimensionless detuning and Erfc the complex complementary error
function. The analytical form of the microscopic polarisation just derived may be
compared with the its numerical output, computed from Eq. (3.4.10). For this com-
parison to be meaningful, a field intensity must be chosen so that the approximation
in Eq. ( 3.6.1) holds. Note that, on resonance, the polarisation is purely imaginary.
As for a general off-resonant state, real and imaginary part of the microscopic polar-
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Figure 3.3: Comparison of the microscopic polarisation of a state |k˜, φk˜〉 between its
numerical and analytical form, when probed with a Gaussian pulse in the low field
regime, with ψ0 = 10
−3. (a) and (b) show respectively its real and imaginary part for
a resonant momentum state |1, pi/3〉. (c) and (d) show the same, for an off-resonant
state |1.15, pi/3〉.
isation show general features: its real part is roughly similar in shape as the electric
field, whereas its imaginary part is roughly similar to the derivative of the field.
Secant Pulse
If the excitation is now chosen to be a sech pulse given by ψ(t) = ψ0sech (t) and with
the aid of new variables s = 1
2
(1 + iδk˜) and y = e
t, the polarisation of Eq. (3.6.4)
takes the form:
qs(y) = iψ0 sinφk˜
(y
s
)
2F1(1; s; s+ 1;−y2) (3.6.14)
where the Gaussian hypergeometric function is defined as:
2F1(α, β; γ; t) =
∞∑
k=0
(α)k(β)k
(γ)k
tk
k!
(3.6.15)
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and (α)k is the Pochhammer symbol:
(α)k =
k−1∏
j=0
(α + j) (3.6.16)
Hypergeometric functions are known to be incredibly general. In fact, most elemen-
tary functions may be expressed as a limiting case of them, for particular functional
relations in its four defining parameters. One such instance is provided by the resonant
two-level systems with dimensionless wavevector k˜ = 1, i.e. δk˜ = 0 and consequently
s = 1
2
, leading to:
q 1
2
(y) = 2iψ0 sinφk˜y 2F1(1,
1
2
;
3
2
;−y2)
= 2iψ0 sinφk˜
∞∑
k=0
((
1
2
)
k
(1)k(
3
2
)
k
)
(−1)ky2k+1
k!
.
(3.6.17)
With the identification of (1)k = k!, the computation of the remaining Pochhammer
symbols yields: (
1
2
)
k(
3
2
)
k
=
1
2
· 3
2
· 5
2
· ... · 2k−1
2
3
2
· 5
2
· 7
2
· ... · 2k+1
2
=
1
2k + 1
(3.6.18)
in the original variables, the resonant polarisation becomes:
q1/2(t) = 2iψ0 sinφk˜
∞∑
k=0
(−1)k
2k + 1
(et)2k+1 = 2iψ0 sinφk˜ arctan(e
t) (3.6.19)
a purely imaginary function. The induced polarisation of off-resonant states may also
be obtained by considering a general detuning. The Pochhammer symbols of the
underlying hypergeometric function of Eq. (3.6.14) can be computed exactly as:
(1)k(s)k
(s+ 1)kk!
=
(s)k
(s+ 1)k
=
s · (s+ 1) · (s+ 2) · ... · (s+ k − 1)
(s+ 1) · (s+ 2) · (s+ 3) · ... · (s+ k)
=
s
s+ k
.
(3.6.20)
76
D. Carvalho CHAPTER 3. THE SEMICONDUCTOR BLOCH
EQUATIONS
Figure 3.4: Comparison of Im(qk) between its simulation output and analytical form,
for the momentum state |k˜, φk˜〉 = |1, pi/3〉 in the low field regime.
meaning:
qs(t) = iψ0y sinφk˜
∞∑
k=0
(
1
k + s
)
(−1)ky2k
= iψ0y sinφk˜Φ(−y2, 1, s)
(3.6.21)
where the Hurwitz-Lerch Φ Transcendental is defined as:
Φ(z, α, β) =
∞∑
k=0
zk
(k + β)α
. (3.6.22)
It h may be expressed as a less esoteric function: using the integral identity:
Φ(z, s, a) =
1
Γ(s)
∫ ∞
0
us−1e−au
1− ze−udu (3.6.23)
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valid as long for t < 0, as Re(s) > 0, Re(a) > 0 and z ∈ C\[1,∞), the Hurwitz-Lerch
Φ Transcendental further reduces to an incomplete Beta function:
Φ(−e2t, 1, s) = 1
Γ(1)
∫ ∞
0
e−su
1 + e2t−u
du
=
1
s
+ (−e2t)−sB(−e2t, s+ 1, 0)
(3.6.24)
where the incomplete Beta function is:
B(z, a, b) =
∫ z
0
ua−1(1− u)b−1du (3.6.25)
As expected, all the machinery developed so far must break down when the condition
wk(t) ≈ −1 is violated. From this expectation, a reasonable critical field intensity ψ0
may be inferred, separating the linear from the nonlinear regime.
In order to verify this condition, the inversion wk is plotted alongside the comparison
of the polarisation obtained from analytical and numerical methods. Fig. 3.5 shows,
as before, the comparison between the low-field-approximated microscopic polarisa-
tion, alongside its corresponding inversion obtained numerically from Eq. (3.4.10),
for varying electric field amplitudes ψ0 for a state on resonance i.e. for δk˜ = 0. The
imaginary part of the coherence in increasing field intensity are shown in (a), (b), (e)
and (g). Their respective inversions are shown in (b), (d), (f) and (h).
These allow to capture three different situations after the low-field assumption is
broken. The first regime is described by a slight dephasing from the numerical mi-
croscopic polarisation, retaining the main shape. This happens for instances that
change the inversion in time, but never enough to reach a positive value. For fields
with intensity ψ0 ≈ 0.5 it can be seen that the difference in the saturation value of
the polarisation is very considerable. Its inversion is still always negative.
The assumption is then severely broken for field intensities that allow the inversion to
attain positive values, happening for around ψ0 = 1 and seen in (f). In that instance,
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Figure 3.5: Comparison of Im(qk) between its simulation (blue, full) and analytical
form (red, dashed) alongside a plot of its respective inversion for the resonant mo-
mentum state |k˜, φk˜〉 = |1, pi/3〉. Four cases are shown, for a varying field amplitude.
(a) and (b) were obtained with ψ0 = 0.1, (c) and (d) with ψ0 = 0.5, (e) and (f) with
ψ0 = 1 and (g) and (h) with ψ0 = 5.
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the theoretical prediction fails to account for the inflection point occurring when the
inversion switches sign. Subsequently, higher fields further modulate the inversion,
as seen for a field intensity of ψ0 = 5 in (g) and (h). In general the number of lobes
which modulate the main shape of the polarisation seems to match the value of ψ0.
The low-field breaking can be made more transparent mathematically if the conser-
vation law of Eq. (3.4.9) is analysed: if the inversion is solved from it, it follows:
wk = ±
√
1− 4|qk|2 (3.6.26)
In the low excitation regime, the negative root is used, since the initial condition
w0k = −1. However, if the field is strong enough to excite the system so |qk|≈ 1/2,
the inversion will take either branches throughout the time dynamics.
With this analysis, one may take an educated guess that a departure from the linear
optical regime is attained for field intensity parameters of around ψ0 = 0.2. By ψ0 = 1
the complete divergence between the predictions from linear response is notable and
linear theory no longer applies at all.
In the next section, these notions will become clearer as the macroscopic polarisation
will be obtained. Most importantly, it will be seen that, particularly for high field
intensities, and most importantly ultrashort pulses, the slowly-varying amplitude of
the field and its effect on the slowly-varying polarisation fails to capture the exact
light-matter dynamics.
3.6.2 Law of Universal Absorption
The framework of the SBEs allow for a rather important result of linear optics to be
obtained. It was derived in Section 2.4.3 that, for low field amplitudes, the absorbance
of a graphene monolayer, a quantity which measures the efficiency of light absorbed
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from a source, is a constant across the frequency spectrum i.e. independent of the
input pulse frequency. This constant is related to the fine structure constant of QED,
and takes the value piαQED ≈ 2.3%.
For this result to be retrieved from the SBEs, a low-field regime must naturally
be assumed, by neglecting the inversion dynamics. In this regime, the microscopic
polarisation, which in frequency domain takes the form given in Eq. (3.6.11) may
be inserted into the definition of the macroscopic polarisation envelope Q, given in
Eq. (3.4.15):
Q˜(δω) =
gsgv
h¯ε0AdG
∑
k
(
|µk|2
(
1
δω + δk − iγ2 + ipiδ(δω + δk − iγ2)
))
E˜ (δω)d
2k
(3.6.27)
In this fashion, the linear optical susceptibility χ(1)(δω), as introduced in Eq. (2.4.10)
can easily be read off as the function multiplying the Fourier-transformed field en-
velope. The absorption is related to its imaginary part χ
′′
(δω), as was derived in
Eq. (2.4.30). In the limit of vanishing dephasing i.e. γ2 → 0, and applying the
continuum approximation, it is:
χ
′′
(δω) =
1
h¯0dGpi
∫ 2pi
0
|µk|2dφk
∫ ∞
0
δ(δω + δk)kdk (3.6.28)
where the the integral was split in its angular and radial variables. With the
interband-driven SVEA-approximated dipole moment µk = (evF/ω0) sin(φk) from
Eq. (2.4.38).
As for the radial integration, the integrand is expressed in terms of the linear variable
k with the aid of Eq. (2.3.21) which, with the sifting property of the(Eq. (2.3.23))
gives:
∫ ∞
0
δ(δk + δω)kdk =
1
2vF
∫ ∞
0
δ
(
k − ω0 − δω
2vF
)
kdk =
ω0 − δω
4v2F
(3.6.29)
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where the momentum detuning is δk = ωk−ω0 = 2vFk−ω0. Therefore, at the optical
frequency i.e. δω = 0, the linear optical absorption coefficient is, as dictated by the
calculation obtained in Eq. (2.4.30):
α(ω0) =
ω0
c
χ
′′
(0) =
e2
40h¯cdG
= piαQEDdG (3.6.30)
i.e. a constant and, more importantly, independent of optical frequencies, as ex-
pected. Note that the αG is the absorption i.e. the absorption per unit length times
(absorbance) multiplied by the distance dG.
The response function that dictated the introduction of the δ distribution is, strictly
speaking, an abuse of notation as it is meaningless without being integrated. The same
result could be obtained by starting from the microscopic polarisation of Eq. (3.6.6)
and integrating it to obtain Q, leading to:
χ(δω) =
1
h¯ε0dGpi2
∫ 2pi
0
|µk|2dφk
∫ ∞
0
1
ωk − ω0 − iγ2kdk (3.6.31)
The radial complex integral can be evaluated with the aid of the Sokhotski–Plemelj
theorem stating that for a function f : C→ C continuous on R:
lim
γ2→0+
∫ β
α
f(ζ)
ζ ± iγ2dζ = P
[∫ β
α
f(ζ)
ζ
dζ
]
∓ ipif(0) (3.6.32)
P [f ] denotes the Cauchy principal value of f , which expresses the improper integral
without its singularity at ζ = ζ0:
P
[∫ β
α
f(ζ)dζ
]
≡ lim
γ2→0+
[∫ ζ0−γ2
α
f(ζ)dζ +
∫ β
ζ0+γ2
f(ζ)dζ
]
(3.6.33)
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The real part is irrelevant for this purpose. By inspection, if the variable ζ
is chosen as ζ = ωk − ω0 = 2vFk − ω0, one has f(ζ) = (ζ + ω0)/(2vF) and hence
Eq. (3.6.32) can be used, yielding the same imaginary part as obtained in Eq. (3.6.30).
This result will be verified in the next section, where a method will be devised to verify
this law numerically. In order to do this, the reflected and transmitted fields have to
be constructed from the macroscopic polarisation. For these objects to constructed,
the SBEs have to be obtained numerically.
3.7 Simulations of Optical Properties
So far, the variables under consideration refer to microscopic quantities, bearing no
significance to observables of the sample. In the framework so far developed, the
system is comprised of all allowed momentum states, each one a two-level system.
In this section, the connection between the microscopic quantities pertaining to all
two-levels and described by the SBEs to macroscopic responses of the system will be
made.
The regime that was used in obtaining the dynamics of the two-level system deter-
mines which momentum states are necessary to account for the macroscopic dynamics.
If the full electric field and the polarisation are considered, any macroscopic quan-
tity will be defined once all contributions are considered i.e. all momentum states
considered. Naturally, the numerical realisation of this integral must contain a finite,
momentum cutoff kc.
Conversely, if SVEA is applied to the SBEs, the resonant momentum states i.e. k˜ ≈ 1
will contribute the most. It is thus natural to introduce a cutoff in the magnitude of
k to ensure only states within a width x from resonance are considered i.e. the region
(k0 − x, k0 + x), where k0 is the photon momentum.
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Hence for a general k dependent function fk, its macroscopic counterpart is:
∑
k
fk =

A
(2pi)2
∫ 2pi
0
∫ x
−x fσdσdφ (SVEA)
A
(2pi)2
∫ 2pi
0
∫ kc
0
fkkdkdφ (Full Field)
(3.7.1)
where σ = k − k0 is the detuning from the photon momentum k0.
3.7.1 Macroscopic Polarisation
In the previous section, a straightforward comparison against the predictions from
low-field theory allowed a quick estimate for when nonlinear effects should be relevant
in the dynamics of a two-level system coupled to light. This resulted in a critical value
ψ0 ≈ 0.2.
The same methodology can now be applied to the averaged, macroscopic polarisation
Q(t). Fig. 3.6 shows the simulated envelope polarisation field when excited with a
sech pulse. It has been normalised by Q0 = eω0/(2vFpi
20dG). The linear regime can
Figure 3.6: Evolution of Im(Q) for various electric field intensities of a sech pulse.
The integration was carried out with a width x = 0.15.
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be roughly estimated when the sample is probed with a field intensity approximately
within the range ψ0 ∈ [0, 0.3].
Deviations from the linear regime occur when the polarisation profile shows a lobe,
which becomes perfectly symmetrical when ψ0 = 1. Extreme nonlinear conditions
are provided for much higher values, when the lobe becomes modulated.
As one would expect, the dynamics of the polarisation in the nonlinear regime is non-
trivial and depends hugely on the incident field profile, leading to very different time
dynamics of the polarisation for the same field amplitude. To see this, the evolution
of the polarisation when probed with four different pulse profiles – a Gaussian (a),
a sinc (b), a sechtanh (c) and a supergaussian (d) – is shown in Fig. 3.9. The blue
plots show the linear response, with ψ0 = 10
−9.
In comparison with the red line (ψ0 = 0.2), a critical value when the nonlinear regime
is accessed, and the yellow line (ψ0 = 5) probed in clearly nonlinear conditions, the
linear polarisation does not show signs of modulation by the field. In contrast to that
situation, its extreme nonlinear counterparts show very nontrivial behaviour.
3.7.2 Dynamics of the Reflected and Transmitted Fields
With the knowledge of the macroscopic polarisation, which accounts for the field gen-
erated by the time variation of the electric dipoles in the sample as a result of the
optical excitation, it is possible to construct the reflected and transmitted fields that
are set up as a consequence of the optical interaction.
If an incident wave of electric field ψI propagates in a medium of refractive index n1,
the Maxwell equations can be used to model the light propagation in the graphene
sample and construct the reflected field ψR, which propagates in the outgoing di-
rection, and transmitted field ψT, which propagates in the incoming direction in a
medium of refractive index n2. These naturally depend on the incoming field but also
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Figure 3.7: Sketch representing the reflected and transmitted fields that are set up
when a graphene monolayer is illuminated by an incident pulse. The light-matter
interactions can be captured in the generated polarisation of the sample.
on the generated polarisation of the medium:
ψR(t) =
(
n1 − n2
n1 + n2
)
ψI(t) +
(
Q0
A0
)
dG
(n1 + n2)c
(iω0Q− ∂tQ) (3.7.2)
ψT(t) =
(
2n1
n1 + n2
)
ψI(t) +
(
Q0
A0
)
dG
(n1 + n2)c
(iω0Q− ∂tQ) (3.7.3)
These fields are dimensionless, with Q0 =
eω0
2vF0dGpi2
and A0 =
2h¯ω0
evFt0
.
If the incident field intensity is low, the polarisation is also low and the first terms
in Eqs. (3.7.3)-(3.7.2) dominate. This can be seen in Fig. 3.8 where an incident field
amplitude ψ0 = 10
−6, well within the linear regime, is used to excite the sample. The
behaviour may be appreciated for different pulse profiles and seen as general, in the
sense that the incident (blue) and (transmitted) fields retain their shape, regardless
of field profile. The energy carried in the transmitted field is reduced, giving rise to
a reflected field (red) of small amplitude, in the opposite direction.
In Fig. (3.10), the dynamics of the reflected field when set up by an incident sech
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Figure 3.8: Plot of the incident, reflected and transmitted fields in the sample for
various pulse profiles in the linear regime. The incident amplitude is ψ0 = 10
−6.
pulse of central frequency Ω0 = 50 is shown by varying the incident field amplitude
ψ0. In the linear regime of excitation shown in (a), one expects the reflected and
transmitted fields to keep roughly the shape of the incoming field, albeit with a de-
creased amplitudes and with different signs given their propagation direction, as just
discussed.
However, once the field is strong enough to create a nontrivial polarisation, the re-
flected field too becomes nontrivial and it depends exclusively on it when both media
have the same refractive index i.e. n1 = n2.
These features just discussed also depend on the frequency of the pulse. In the di-
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Figure 3.9: Effect of the incident field amplitude on the macroscopic polarisation,
seen through Im(Q). The sample is excited with different pulse profiles and the
result shown in each window (a) − (d). Three regimes are shown: linear (blue),
with ψ0 = 10
−9, extreme nonlinear (yellow), with ψ0 = 5, as well as a transiting
linear-to-nonlinear regime (red), with ψ0 = 0.2 are shown.
mensionless units used, Ω0 = ω0t0 conveys the number of optical cycles. It can be
seen in Fig. 3.11 that the reflected field converges rather quickly when increasing
the pulse frequency. It is however clear that few-cycle pulses excite the sample very
differently as seen in (a), where a one-cycle pulse, the ultimate limit imposed by the
Heisenberg Uncertainty Principle, is shown. By roughly 10 optical cycles, has greatly
converged to the field set up by a long pulse, as seen in (b). One can see in (c) that
by roughly 25 optical cycles, the pulse starts to show features of a long one, given its
similarity to a pulse with 50 optical cycles, shown in (d). These aspects will become
crucial in understanding the full-field dynamics in the DBEs.
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Figure 3.10: Role of the incident field intensity on the reflected field for a sech pulse,
of central frequency Ω0 = 50
3.7.3 Law of Universal Absorption
With the time dynamics of the reflected and transmitted fields set up, the reflectance
R, transmittance T and absorbance A are the coefficients satisfying:
R =
∫∞
−∞|ψR|2dt∫∞
−∞|ψI |2dt
T =
∫∞
−∞|ψT |2dt∫∞
−∞|ψI |2dt
A = 1−R− T (3.7.4)
After the SBEs are solved numerically and averaged, the reflected and transmitted
fields are constructed respectively through Eq. (3.7.2) and Eq. (3.7.3) and conse-
quently the optical coefficients of Eq. (3.7.4) are retrieved through their numerical
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Figure 3.11: Role of the incident field central frequency Ω0 on the reflected field for
a sech pulse, of amplitude ψ0 = 1
integration in time. If the variation of two independent coefficients, in this case the
absorbance A and transmittance T , in terms of the field amplitude is shown, the
same analysis regarding the linear-to-nonlinear regime transition holds.
Fig. (3.12) displays this exact setup, where the x axis shows the logarithm of the
incident field intensity for easier visualisation. Firstly, the low-field intensity regime
shows a plateau in the absorbance, shown in window (a), at exactly the value of the
absorption piαQED ≈ 2.3%, confirming the law of universal absorption.
This is understandably also seen in (b), where the transmittance plots shows a
plateau T ≈ 97.75%. Subsequent higher values of the field lead to a decrease of the
absorbance and an increase of the transmittance. Field intensities for which this
behaviour is no longer constant again set a critical transition value. This is seen for
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Figure 3.12: (a) Absorbance of the sample as a function of the log of the incident
field intensity, as defined in Eq. (3.7.4). In the linear regime, a plateau at A = 2.3%
confirms the law of universal absorption. (b) The same functional behaviour is found
for the transmittance, where the plateau is now placed at T ≈ 97.75%.
log10 ψ0 ≈ −1, agreeing with the previous estimate.
3.7.4 Third-harmonic Generation
The construction of the reflected and transmitted fields is also useful since their
harmonic composition allows to infer the existence of harmonic generation in the
sample, through the nonlinear polarisation. A validation of the claim of strong χ(3)
nonlinearities in graphene can also be found by using the SBEs.
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For a clearly nonlinear incident field intensity ψ0 = 1, the full-field SBEs (Eqs.-(3.4.7)-
(3.4.8)) may be employed and appropriately averaged according to the prescription
given in Eq. (3.7.1). The time-dependent of all fields in the sample may consequently
be reconstructed. The Fourier-transform of the reflected and transmitted fields are
plotted in terms of the harmonic order (ω/ω0)− 1 in Fig. 3.13. The pump frequency
is thus found at zero.
As it is expected from centrosymmetric media, no even harmonics are generated,
meaning sample-produced optical fields should not have intensity peaks centred at
odd positions on the harmonic order axis. This is indeed observed. Interestingly, the
the third-harmonic components of the transmitted field is higher than its counterpart
in the reflected field. This behaviour is characteristic of materials with a high χ(3).
In this setting, one may see that graphene indeed shows nonlinear features, starting
at the first allowed nonlinear contribution, the third.
The reason why the full-field polarisation was considered is related to the fact that the
third-harmonic enhancement of the transmitted field cannot be captured by SVEA
conditions i.e. the peaks would overlap with the peak of the reflected field. It is
therefore reasonable to assume that the full-field dynamics, containing the full oscil-
lations of the optical fields, is necessary to capture signatures of ultrashort, intense
pulses. In the next chapter, this treatment will be employed to graphene but using a
different, yet related, set of equations to model the carrier dynamics – the Dirac-Bloch
Equations.
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Figure 3.13: Fourier-transform of the reflected and transmitted fields generated from
a graphene sample, plotted against the harmonic order. The pump frequency is found
at 0.
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Chapter 4
The Dirac-Bloch Equations
4.1 Overview
In the previous chapter, the SBEs were used to model the optical behaviour of
graphene. Although the linear regime was well described by them, it was seen that
the slowly-varying polarisation used in the derivation of the SBEs fails to predict
third harmonic generation in graphene, a well-established result in the literature [46].
That in itself does not prove the unsuitability of the SBEs - it merely shows that full
field should be considered. This is particularly true for ultrashort pulses, whose en-
velope does not resemble the full field, leading to a wrong estimation of the dynamics
of the two-level system and hence of any optical quantity which depends on it.
In Chapter 2, the reduction of the Schro¨dinger Equation to the Dirac Equation was
established. If next-nearest-neighbour effects are neglected and the dispersion is ex-
panded around two special, Dirac points, located at the corners of the first Brillouin
zone, the bands become degenerate there, changing linearly with the momentum of
the electron - leading to the famous Dirac cones. For that reason, graphene is rather
peculiar, what is known as a zero-gap semiconductor.
Given this realisation, an appropriate question to ask is ”why should graphene be
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modelled by the Semiconductor Bloch Equations?” One can wonder if the two-level
systems modelling the carriers in graphene, obeying a completely different equation,
given their pseudo-relativistic nature, are suitably described by the SBEs. This chap-
ter tries to answer that question, by applying the machinery so far developed to a
two-level system described by the Dirac Equation, leading to the Dirac-Bloch Equa-
tions (DBEs).
As will be seen in Section 4.5, both the SBEs and DBEs share a great deal of simi-
larity. However, crucial differences lead to the prediction of an unusual phenomenon
– the dynamical centrosymmetry breaking. This occurs when a graphene monolayer
is illuminated by a short and intense pulse at normal incidence and can only be pre-
dicted by the DBEs [79, 80]. Due to the pulse-induced oscillations of the Dirac cones,
a dynamical breaking of the layer’s centrosymmetry takes place, leading to the gen-
eration of second harmonic waves.
This is a deeply unintuitive result, given the previous discussion of centrosymmetric
media! In order to obtain it, a slightly different route will be taken: the photo-
generated current will be analysed, as opposed to the macroscopic polarisation. With
this procedure, more information can be accessed and, with that, a more rigorous
understanding can be obtained when the predicted current output by both the SBEs
and DBEs is compared and analysed.
4.2 Derivation
The Dirac-Bloch Equations are now derived. The starting point must obviously be
the Dirac equation for a massless electron in graphene. To couple light, the minimal
substitution of Eq. (2.4.12), explained in Section 2.4.2, is applied to the corresponding
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Hamiltonian of the Dirac Equation, given in Eq. (2.3.10), leading to:
ih¯
d
dt
|Ψξk(t)〉 = vF σ(ξ) ·
(
p +
e
c
A(t)
)
︸ ︷︷ ︸
Hξk(t)
|Ψξk(t)〉 , (4.2.1)
The operator on the right-hand side may be identified with the time-dependent Hamil-
tonian Hξk(t). In this formalism, both valleys – K (ξ = +1) and K
′ (ξ = −1) – are
simultaneously considered through the inclusion of the valley degree of freedom ξ.
As usual, vF ≈ c/300 is the Fermi velocity in a graphene monolayer, c the speed of
light in vacuum, −e is electron charge, σ(ξ) ≡ (ξσx, σy) a valley-dependent 2D Pauli-
matrix vector. In this way, and ignoring the field dependence for now i.e. by setting
A(t) = 0, one can see that the Hamiltonian of a valley is related to the other simply
by making the transformation px 7→ −px. The time-dependent 2-spinor |Ψξk(t)〉 is the
solution to the equation and represents electrons in the conduction and valence bands
for a specific electronic momentum p ≡ h¯k.
This Hamiltonian has been minimally-coupled to light. The composition on the mo-
mentum that originates from it leads to the promotion of the time-dependent mo-
mentum to the field-dependent canonical momentum, with the following polar repre-
sentation:
p 7→ p + e
c
A(t) ≡ pik(t)⇔
 φk 7→ arctan
[
py
px+
e
c
A(t)
]
≡ θk(t)
|p|7→
√[
px +
e
c
A(t)
]2
+ p2y ≡ |pik(t)|
(4.2.2)
The phase θk(t) is termed the dynamical angle. The electric field E ≡ −(1/c)A˙
is assumed linearly polarised. Without loss of generality, since the dispersion is
radial, such polarisation may be assumed to be along the arbitrary xˆ axis i.e.
A(t) = (A(t), 0, 0). As before, normal incidence conditions are assumed, as well
as the Coulomb gauge given by the condition ∇·A = 0 and explained in Section 2.4.2.
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A very subtle difference, which will only be lightly touched for now and expanded in
Section 4.5, is that, unlike the treatment applied to the OBEs, and consequently the
SBEs, the treatment in the DBEs is non-perturbative. Mathematically, this means
that the solution to Eq. (4.2.1) must be obtained with the presence of the field. The
concept of eigenstates in a time-dependent setting is a tricky one, as by definition
these are stationary states. This fact presents a challenge!
To see this, the field-free Hamiltonian is considered, i.e. with A = 0. Then, since the
Hamiltonian is time-independent, the solution to Eq. (4.2.1) is simply given by the
evolution operator Uk(t) = e
− it
h¯
Hξk , meaning |Ψξk(t)〉 = Uk(t) |ψξk〉, for an initial spinor
|ψξk〉.
The reason is rather simple: if the evolution operator is Taylor-expanded:
Uk(t) =
∞∑
j=0
1
j!
(−it
h¯
)j (
Hξk
)j
(4.2.3)
it can be conveniently expressed as a matrix by using an orthonormal basis comprised
of the Hamiltonian eigenstates |uξλ,k〉, i.e. two states (λ = −1, 1) for which Hξk |uξλ,k〉 =
ξλ,k |uξλ,k〉 and 〈uξλ′,k|uξλ,k〉 = δλ,λ′ .
Given the Hamiltonian representation derived in Eq. (3.2.5), naturally diagonal, the
computation of Uk(t) follows directly:
Uk(t) =
∞∑
j=0
1
j!
(
−it
h¯
)j (∑
λ
(
ξλ,k
)j
|uξλ,k〉 〈uξλ,k|
)
=
∑
λ
e−
it
h¯
Hξk |uξλ,k〉 〈uξλ,k| .
(4.2.4)
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This representation clearly satisfies the required time evolution dictated by the solu-
tion: for a general, time-independent |ψξk〉 =
∑
λ′ c
ξ
λ′ |uξλ′,k〉:
Uk(t) |ψξk〉 = e−
it
h¯
Hξk
∑
λ,λ′
cξλ′ |uξλ,k〉 〈uξλ,k|uξλ′,k〉
= Uk(t) |ψξk〉 = |Ψξk(t)〉
(4.2.5)
The reason why this solution may be obtained is of course due to the time-
independence of the eigenstates. The addition of the electromagnetic potential A(t)
makes the Hamiltonian time-dependent and the reasoning just exposed breaks down.
Naively, one could guess that the solution would be given by the integrating factor
I(t) = e
∫ t′
−∞H
ξ
k(t
′)dt′ . However, the Hamiltonian is now a matrix, which does not
commute at different times and such quantity seems hard, if not impossible, to
retrieve.
Unlike what one could suppose, this issue is not solved by considering another
dynamical picture (or representation) of the system. It is often the case that such a
representation change does not allow the problem to be solved. For these reasons,
general analytical solutions of Eq. (4.2.1) are not known.
However, a procedure, originally outlined in two seminal papers by Ishikawa [81, 82],
may be applied to yield an ansatz i.e. a formal guess which solves Eq. (4.2.1).
Conceptually, it is not terribly different to what was developed so far: the eigenstates
will be generalised to their instantaneous counterparts and the evolution phase factor
will now depend on time in such a way that the Dirac Equation is satisfied.
The instantaneous eigenstates are spinors which satisfy
Hξk(t) |uξλ,k(t)〉 = ξλ,k(t) |uξλ,k(t)〉 (4.2.6)
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where the instantaneous energy ξλ,k(t) is now time-dependent too. In order to obtain
both, the Hamiltonian is first written in matrix form :
Hξk(t) =
 0 vF(ξpix(t)− ipiy(t))
vF(ξpix(t) + ipiy(t)) 0

= ξvF|pik(t)|
 0 e−iξθk(t)
eiξθk(t) 0

(4.2.7)
where the canonical momentum polar coordinates were introduced through the iden-
tity ξpix(t)− ipiy(t) = ξ|pik(t)|e−iξθk(t).
Two symmetric dispersion branches arising from it take the form:
ξλ,k(t) = λvF|pik(t)|= λvF
√(
px +
e
c
A(t)
)2
+ p2y (4.2.8)
This time-dependent dispersion is globally equivalent across both valleys and is plot-
ted in Fig 4.2. For this reason, the positive branch of the dispersion, equal for both
valleys, will be denoted as k i.e. 
ξ
λ,k = λk. Unsurprisingly, the instantaneous eigen-
states are not formally different to the eigenstates found for the free Dirac fermions
in Eq. (2.3.13), albeit generalised to any valley ξ. The instantaneous eigenstate is
now decomposed into its upper and lower components:
|uξλ(t)〉 ≡
ϕξλ,k(t)
φξλ,k(t)
 (4.2.9)
in turn yielding the following system of equations to solve:
ξe
−iξθkφξλ,k = λϕ
ξ
λ,k
ξeiξθkϕξλ,k = λφ
ξ
λ,k
(4.2.10)
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Both amplitudes must therefore satisfy ϕξλ = ξe
−iξθkφξλ. It is convenient to explicitly
include the dynamical angle in the spinor. To do that, the lower component may be
fixed to φξλ ≡ λe−iξθk/2. Noting that λ2 = ξ2 = 1, this choice leads to normalised
states satisfying 〈uξλ,k(t)|uξλ′,k(t)〉 = δλλ′ :
|uξλ,k(t)〉 =
1√
2
ξe−iξθk(t)/2
λeiξθk(t)/2
 (4.2.11)
Considering the discussion that lead to the construction of the spinor when applying
the tight-binding model for graphene in Section 2.2.2, it can be seen that the am-
plitude of the upper and lower components, which correspond to each sublattice A
and B, are the same. This is a statement of sublattice equivalence and leads to the
invariance of physics under each sublattice. The next chapter will address a way to
break such symmetry.
Having obtained, in a sense, a time-dependent basis, the natural question to ask is:
how can a solution |Ψξk(t)〉 be obtained? A sensible ansatz is provided upon con-
structing the superposition:
|Ψξk(t)〉 =
∑
λ
cξλ,k(t) |uξλ,k(t)〉 e−iλΩk(t) (4.2.12)
where an additional yet-to-be-determined phase Ωk(t) was added. In this fashion,
the field interaction is accounted for by generalising the field-free eigenstates to a
time-dependent ansatz. After inserting this ansatz in Eq. (4.2.1), its left-hand side
becomes:
ih¯
d
dt
|Ψξk〉 = ih¯
∑
λ
(
c˙ξλ,k |uξλ,k〉+ cξλ,k |u˙ξλ,k〉 − iλΩ˙kcξλ,k |uξλ,k〉
)
e−iλΩk (4.2.13)
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As for the right-hand side:
Hξk |Ψξk〉 = Hξk
∑
λ
cξλ,k |uξλ,k〉 e−iλΩk =
∑
λ
ξλ,kc
ξ
λ,k |uξλ,k〉 e−iλΩk (4.2.14)
it is clear that the third term in Eq. (4.2.13) cancels with the term from Eq. (4.2.14)
if h¯Ω˙k = k. This phase, termed dynamical phase, is then:
Ωk(t) =
1
h¯
∫ t
−∞
k(t
′)dt′
=
vF
h¯
∫ t
−∞
√(
px +
e
c
A(t′)
)2
+ p2y dt
′
(4.2.15)
Now, noting that |u˙ξλk〉 = (−iξθ˙k/2) |uξ−λ,k〉, the first two terms in Eq. (4.2.13) can
be pre-multiplied by 〈uξ
λ¯,k
|. Then, using the state orthonormality, the sum over
λ ∈ {λ¯,−λ¯} leads to the condition:
c˙ξ
λ¯
=
(
iξθ˙k
2
)
cξ−λ¯e
2iλ¯Ωk (4.2.16)
As per usual, the coefficients dynamical variables are converted the optically-relevant
variables:
wξk ≡ |cξ+,k|
2 − |cξ−,k|
2
(inversion) (4.2.17)
qξk ≡ cξ+,k
(
cξ−,k
)∗
e−2iΩk+iω0t (microscopic polarisation) (4.2.18)
In the framework of the DBEs, the variable ρξk ≡ cξ+,k
(
cξ−,k
)∗
, previously used in the
OBEs and SBEs, is termed coherence. The additional phase just introduced allows
the DBEs to be conveniently written in same form as the OBEs. As usual, ω0 denotes
the central frequency of the input pulse. The derivatives of Eqs. (4.2.17)-(4.2.18) are
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straightforwardly obtained as:
w˙ξk = c˙
ξ
+,k
(
cξ+,k
)∗
+ cξ+,k
(
c˙ξ+,k
)∗
− c˙ξ−,k
(
cξ−,k
)∗
− cξ−,k
(
c˙ξ−,k
)∗
q˙ξk = i(ω0 − 2Ω˙k)qξk +
(
c˙ξ+,k(c
ξ
−,k)
∗ + cξ+,k(c˙
ξ
−,k)
∗
)
ei(ω0t−2Ωk)
(4.2.19)
Using the condition in Eq. (4.2.16), the Dirac-Bloch Equations for monolayer graphene
are finally obtained as:
q˙ξk + i(2Ω˙k − ω0 − iγ2)qξk +
iξ
2
wξkθ˙ke
iω0t = 0, (4.2.20)
w˙ξk + γ1(w
ξ
k − w0k) + iξθ˙k
(
qξke
−iω0t − qξk
∗
eiω0t
)
= 0, (4.2.21)
The dephasing effects are, as usual, included phenomenologically through the co-
efficients γ1,2 ≡ 1/T1,2 whereas the effect of intrinsic, field-independent parameters
such as temperature and chemical potential can be incorporated in a momentum-
dependent equilibrium value of the populations w0k, following a methodology outlined
in Section 3.5.2.
Following the discussion in the same section, these equations do not take into ac-
count any kind of effective Coulomb interactions amongst the carriers. Despite that,
no approximations were applied in obtaining the dynamics of the coefficients. This
fact presents a remarkable possibility: to express the electric current generated in the
sample as a consequence of the optical excitation in an exact way. It is expected that
the dynamics of two-level system, described by the evolution of wξk and q
ξ
k, determines
such a current. This is indeed verified in the next section, where the link between the
evolution of the dynamical variables and the photo-generated current is established.
The price to pay for this exact form is, of course, that no analytical solutions of the
DBEs may be found as was the case for the SBEs in the linear regime. One must
therefore apply reliable numerical routines to solve the DBEs.
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4.3 The Relationship between the SBEs and DBEs
At this stage, the difference between the Semiconductor Bloch equations derived in
Section 3.4, a mere cosmetic conceptual adjustment to the Optical Bloch equations
given in Section 3.3 has not been justified beyond the introduction of the instanta-
neous eigenstates that resulted from the minimal substitution in the Hamiltonian of
Eq. (4.2.1). It may even feel like such a distinction is based on theoretical pedantry
alone. However, this feature is crucial in understanding the discrepancies in the
current that is predicted by both models.
What exactly makes the SBEs and DBEs different? The answer boils down to the
way the wavefunction is obtained and how it, in turn, relates to observables. The
philosophy underlying the DBEs must be contrasted with the one employed in the
SBEs. The Hamiltonian used in Eq. (4.2.1), unlike the OBEs and SBEs, is not
understood as a ”free” plus ”perturbed” one, of the form Hk(t) = H
0
k + H
int
k (t) but
rather as a non-separable time-dependent system, where the dependence comes from
the composition k 7→ k + e/(h¯c)A(t). Mathematically, this situation is reflected in
the structure of the wavefunction itself, which is accounted for by all contributions
in the Hamiltonian, as opposed to using the field-free wavefunction.
An observable O(t) is thus obtained as 〈Ψξk(t)|Oˆ(t)|Ψξk(t)〉, where the spinor solves
the full Hamiltonian, as opposed to the perturbative form 〈Ψξk|Oˆ(t)|Ψξk〉, where the
latter spinor is a solution to the field-free Hamiltonian.
The SBEs are exactly a limiting case of the DBEs. In order to reduce the DBEs in Eqs.
(4.2.20-4.2.21) to the SBEs in Eqs.(3.4.7)-(3.4.8), one must neglect the contribution
of the photon momentum (e/c)A(t) in the quantities Ω˙k and θ˙k, obtaining exactly the
SBEs used, for instance, in Ref. [83]. This reduction is never acceptable in gapless
media as will be shown shortly.
This difference leads, of course, to some differentiating features of the DBEs. These
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may be appreciated by comparing the full-field SBEs in to the DBEs. After an
explicit computation from the definition of the dynamical angle given in Eq. (4.2.2)
is performed:
θ˙k =
epyE(t)
|pik(t)|2 =
e sin θkE(t)
|pik(t)| , (4.3.1)
the function that multiplies the electric field may be interpreted as the dipole moment:
µξk(t) = ξ
θ˙k(t)
2E(t)
. (4.3.2)
Consequently, if A(t) = 0 is set, the time-independent dipole moment of the SBEs
is obtained. Additionally, it is clear that the SVEA-approximated dipole moment
calculated in Eq. (2.4.38) is obtained by evaluating the SBE dipole moment when the
electronic momentum is resonant with the photon’s i.e. whenever |k|= ω0/(2vF) ≡
|k0|:
µξk(t) =
ξ
2
epy(
(px +
e
c
A(t))2 + p2y
)︸ ︷︷ ︸
DBEs
−−−−→
A(t)=0
ξe
2
sinφk
|k|︸ ︷︷ ︸
SBEs
−−−−→
k=k0
Kvalley
evF
ω0
sinφk︸ ︷︷ ︸
SVEA−SBEs
(4.3.3)
The dipole moment in the DBEs is a time-dependent quantity – meaning that the
dipole moment is temporally oscillating with the pulse. Given the lack of applications
in any other realistic physical situations in the literature, this is very unusual in the
theory of two-level systems. Furthermore, the light-matter coupling is not attained
simply by incorporating the electric field in the equations, as was done in the OBEs
and SBEs; the driving term now exhibits a complex coupling that includes both the
electric field E and the vector potential A.
As an illustration of the point, the macroscopic polarisation is shown in Fig. 4.1 for
the case of an extremely ultrashort (Ω0 = 1) and intense (ψ0 = 1) pulse. (a) shows
its real part, while (b) its imaginary part. The red line shows the prediction of the
DBEs when using the SVEA dipole moment. The internal oscillations, dictated by
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the time dependence of the full-field dipole moment and shown by the blue plots, are
absent from the SVEA approximation. Consequently, the harmonic composition of
the polarisation must therefore show qualitative differences.
Additionally, the frequency detuning between a specific two-level system with
Figure 4.1: Comparison of the macroscopic polarisation predicted by the DBEs, when
considering a full-field (blue) or SVEA (red) electric dipole moment. The sample is
probed with an electric field with parameters Ω0 = 1 and ψ0 = 1.
wavevector k and the pulse frequency ω0 is also oscillating in time as:
2Ω˙k(t)− ω0 = 2vF
h¯
√(
px +
e
c
A(t)
)2
+ p2y − ω0 (4.3.4)
as seen in the second term in Eq. (4.2.20). In other words, the pulse itself modulates
the band structure continuously, leading to global dynamical oscillations of the Dirac
cone. This feature stems from the use of the dynamical phase of Eq. (4.2.15). It is
expected that this rather non-trivial phase affects the generation of currents. The
confirmation will be given when the significance of such a modulation in the gener-
ation of new harmonics will be given in Section 4.5, where both models are compared.
4.3.1 Dynamical Centrosymmetry Breaking
A fundamental feature found in the DBEs that must be discussed before proceeding
to any comparison between the models is what will be termed a dynamical centrosym-
105
D. Carvalho CHAPTER 4. THE DIRAC-BLOCH EQUATIONS
Figure 4.2: Sketch showing the dynamical centrosymmetry breaking mechanism in
graphene, when illuminated by short, intense pulses at normal incidence. The Dirac
cone is shaken from the px = py = 0 position by the time-dependent pulse momentum
e
c
A(t)
metry breaking mechanism. As was seen in the previous section, the fundamental
difference between the SBEs and DBEs is due to the role of the photon momentum.
The instantaneous energy eigenvalues derived in Eq. (4.2.8) show the global time
dependence for all k states.
This view is to be contrasted with the time-independent dispersion – found in
Eq. (2.3.12) – used in the SBEs. When A(t) = 0, one recovers the unperturbed Dirac
cone band structure λ,k = λh¯vF|k|. However, for A(t) 6= 0, the whole Dirac cone
oscillates around the k = 0 point together with the pulse along the px direction due
to the pulse polarisation along xˆ.
A graphical depiction of this oscillation is shown in the sketch of Fig. 4.2. When
the Dirac cone is displaced the inversion symmetry in momentum space, namely
k → −k, is temporarily broken, and so is the inversion symmetry in real space
r→ −r, leading to a dynamical breaking of the centrosymmetry, induced by the pulse
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itself. The extent of the shift depends, of course, on the field intensity. Thefore, one
expects substantial dynamical predictions for intense pulses. The linear regime is
thus still well-described by the SBEs, where this effect is manifestly absent.
Most light-matter interactions may be treated perturbatively. In contrast, it will
be seen that, if the pulse is intense enough, this situation leads to the possibility
of radiating second-harmonic-generated radiation at normal incidence, a situation
which is normally forbidden due to the supposed centrosymmetry of the graphene
lattice.
It must be categorically emphasized that this mechanism, which will in turn lead
to the prediction of second-harmonic waves, is not the only one through which
such harmonics may be generated. Many other mechanisms are well established
in the literature and proposed through a myriad of techniques, encapsulated, for
instance, in the well-known photon-drag effect. It is a relativistic phenomenon in
which the pulse is illuminated obliquely on the graphene layer. In this setting, the
photon-drag effect uses perturbative methods and also leading to the prediction of
THz and SHG radiation effects [84, 85]. Furthermore, electric field in-plane biasing
[86] and quadrupole interactions [87] have also shown the possibility of creating such
harmonics.
The novelty of these results relies on the existence of a theoretical mechanism sup-
ported by the Dirac-Bloch formalism which, in the extreme nonlinear optical regime,
predicts previously-forbidden even harmonics to be generated at normal incidence in
centrosymmetric relativistic-like media.
4.3.2 Shortcomings of SBEs
More relevantly, the SBEs are often inadequate when studying gapless Dirac media
like graphene and, for pulses that are short or intense enough, they will also fail
even in the case of gapped Dirac media such as MoS2, WSe2 and phosphorene [88].
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The study of gapped relativistic dispersions, which will eventually lead to the gen-
eralisation of the DBEs to accommodate for a gap, is the subject-matter of Chapter 5.
In order to show precise conditions for the failure of SBEs, the model of Eqs. (4.2.20)-
(4.2.21) is extended to a gapped layer solely for the purpose of obtaining its dispersion.
For simplicity, only the K valley is considered. In order to do this, a mass term in
Eq. (4.2.1), proportional to the energy gap ∆ is inserted and only the K valley is
considered i.e. ξ = 1:
ih¯
d
dt
|Ψk(t)〉 =
[
vF σ ·
(
p +
e
c
A
)
+
∆
2
σz
]
|Ψk(t)〉 , (4.3.5)
where σz is the diagonal Pauli matrix.
From Eq. (4.3.5), one can write straightforwardly the instantaneous energy eigenstates
as
λ,k(t) = λvF
√
(px +
e
c
A(t))2 + p2y +
(
∆
2vF
)2
(4.3.6)
In the vicinity of the band gap centre (px = py = 0), the contribution of the pho-
ton momentum can be neglected only for those pulse amplitudes satisfying |eA/c|
∆/2vF. In this case, the DBEs are identical to the SBEs, since in this way the time
dependence of the frequency detuning and the dipole moment µk are eliminated.
Therefore, the SBEs are a valid description of light-matter interaction in gapped 2D
Dirac media only when the pulse spectrum does not overlap substantially with the
Dirac point, or when the intensity of the pulse is not too large with respect to the
gap energy.
The above condition for the SBEs to be approximately valid can be translated into a
condition for the input pulse intensity: I  Icr, where
Icr ≡ 1
8
c0
(
ω0∆
evF
)2
. (4.3.7)
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If the intensity of the pulse is such that I ≥ Icr, the SBE description loses its validity.
To make things worse, even for low-intensity light, short pulses satisfying the condition
ω0t0 < ∆/(4h¯ω0) will overlap too much with the Dirac point, also leading to the
breaking of the validity of the SBEs.
Therefore the SBEs description of gapped Dirac layers is approximately valid only if
pulses are neither too short nor too intense. It is crucial to observe that for gapless
media such as graphene, for which ∆ = 0, it is in principle never possible to accurately
describe light-matter interactions via the SBE, since the condition I  Icr can never
be satisfied.
4.4 Currents
Given the considerations that established that the treatment employed in the DBEs
is nonperturbative in nature, since the full field is accounted for (as opposed to the
usual field expansion and order truncation methods shown in Section 2.4.2), as well
as the full pulse properties (as opposed to slowly-varying envelope / rotating wave
approximation conditions), a desirable quantity to study is the two-dimensional cur-
rent generated across the sample. Although the macroscopic polarisation produced
in the sample provides many crucial insights, the photo-generated current allows for
far more detailed information.
In the same spirit as the one used for obtaining the macroscopic polarisation in
terms of the microscopic polarisation, the physical, macroscopic current generated
in the sample may be obtained by adequately averaging over all microscopic current
contributions generated by each momentum state.
This method ultimately allows an analysis of the system response to be obtained
when probed in extreme nonlinear optical conditions, without any field expansion.
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The procedure to attain this goal is shown in this section.
In order to obtain the time dynamics of the photo-generated current, one proceeds
by first determining the µ-component (µ = x, y) of the current contribution of a
particular momentum state p in a valley ξ, in time domain. For consistency purposes,
such contribution to the current is termed a microscopic current jξµ,k and can be
obtained by applying a suitable current density operator jˆξµ to the ansatz |Ψξk〉 given
in Eq. (4.2.12), which reads:
〈Ψξk|jˆξµ|Ψξk〉 =
∑
λ,λ′
(cξλ)
∗cξλ′e
−i(λ′−λ)Ωk 〈uξλk|jˆξµ|uξλ′k〉
=
∑
λ
[
|cξλ|2〈uξλk|jˆξµ|uξλk〉+ (cξλ)∗cξ−λe2iλΩk 〈uξλk|jˆξµ|uξ−λk〉
] (4.4.1)
Naively, one may expect this element to give the current observable as it is the
expectation value of the current density operator for the wavefunction employed in
this framework. However, since the system admits time reversibility, it is known that
energy bands approximated within a tight-binding formalism must satisfy a sum rule
that prevents dissipative currents in the valence bands to be produced [89].
The dispersion of the infinitely-extended bands given in Eq. (4.2.8) and instantaneous
eigenstates of Eq. (4.2.11) are a result of an approximation in momentum space,
namely for electronic states in the vicinity of the Dirac points, where they possess
relativistic properties.
Therefore, the physical current cannot be simply accounted for by Eq. (5.5.1), as it
contains unphysical divergences. The current can nonetheless be regularised through
the introduction of a term which acts as an ad-hoc subtraction of the current generated
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in the valence band thus:
jξµ,k(t) = |cξ+|2〈uξ+,k|jˆξµ|uξ+,k〉+ |cξ−|2〈uξ−,k|jˆξµ|uξ−,k〉︸ ︷︷ ︸
intraband
− 〈uξ−,k|jˆξµ|uξ−,k〉︸ ︷︷ ︸
valence band current
+ qξke
−iω0t 〈uξ−,k|jˆξµ|uξ+,k〉+ (qξk)∗eiω0t 〈uξ+,k|jˆξµ|uξ−,k〉︸ ︷︷ ︸
interband
.
(4.4.2)
The Hamiltonian of Eq. (5.3.2) is a low-momentum representation of the carriers,
since it was obtained as a first-order k ·p approximation. A local form of the current
density operator may be found which renders the current density operator valley-
dependent. The full current, which takes in both valley contributions is of course
independent of ξ. For a Cartesian coordinate µ, it is given as:
jˆξµ,k = −
e
h¯
∂
∂kµ
Hξk (4.4.3)
resulting in momentum-independent resulting in
jˆξx = −(ξevF/h¯)σx
jˆξy = −(evF/h¯)σy.
(4.4.4)
In this fashion, the construction of the current in Eq. (4.4.2) allows for the separation
of current terms which originate within the same band (intraband) and across different
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bands (interband).
〈uξλ,k|jˆξx|uξλ′,k〉 = −ξevF 〈uξλ,k|σx|uξλ,k〉
= −ξevF
2
(
ξeiξθk/2 λe−iξθk/2
)0 1
1 0

ξe−iξθk/2
λ′eiξθk/2

= −evF
2
(
λ′eiξθk + λe−iξθk
)
=
 −λevF cos θk for λ
′ = λ (intraband)
λξievF sin θk for λ
′ = −λ (interband)
(4.4.5)
where, by parity, cos(ξθk) = cos(θk) and sin(ξθk) = ξ sin(θk).
As for the y component:
〈uξλ,k|jˆξy |uξλ′,k〉 = −evF 〈uξλ,k|σy|uξλ′,k〉
= −ievF
2
(
ξeiξθk/2 λe−iξθk/2
)0 −1
1 0

ξe−iξθk/2
λ′eiξθk/2

= −ξievF
2
(−λ′eiξθk + λe−iξθk)
=
 −λevF sin θk for λ
′ = λ (intraband)
−λξievF cos θk for λ′ = −λ (interband)
(4.4.6)
Importantly, the current elements satisfy the conditions:
〈uξλ,k|jˆξµ|uξλ,k〉 = −〈uξ−λ,k|jˆξµ|uξ−λ,k〉 (intraband) (4.4.7)
〈uξλ,k|jˆξµ|uξ−λ,k〉 = 〈uξ−λ,k|jˆξµ|uξλ,k〉
∗
(interband) (4.4.8)
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Inserting the current elements calculated in Eqs.(4.4.5)-(4.4.6) in Eq. (4.4.2) leads to
the microscopic current:
jξx,k = −evF
(
|cξ+,k|2cos θk −
(
|cξ−,k|2+1
)
cos θk + iξ sin θk
(
qξke
−iω0t − (qξk)∗eiω0t
))
= −evF
(
cos θk(w
ξ
k + 1)− 2ξ sin θkIm
(
qξke
−iω0t
))
(4.4.9)
Similarly for the y component:
jξy,k = −evF
(
|cξ+,k|2sin θk −
(
|cξ−,k|2+1
)
sin θk − iξ cos θk
(
qξke
−iω0t − (qξk)∗eiω0t
))
= −evF
(
sin θk(w
ξ
k + 1) + 2ξ cos θkIm
(
qξke
−iω0t
))
(4.4.10)
The valence band current term that has been subtracted is incorporated as a regular-
isation for the intraband current leading, in a sense, to a reassignment wk 7→ wk + 1
in Eqs. (4.4.9)-(4.4.10), which has been used in [81]. With the knowledge of the con-
tribution from a particular momentum state and valley to the µ component of the
current, the physical photo-generated current is obtained through:
Jµ(t) ≡ Jintraµ (t) + Jinterµ (t)
=
∑
k,ξ
jξk(t) ≈
gs
dG4pi2
∑
ξ
(∫
jξk(t)d
2k
) (4.4.11)
where gs = 2 denotes the spin degeneracy (given that the quasirelativistic equations
do not account for spin), d2k ≡ |k| d|k|dφk is the 2D differential in momentum space
and dG = 0.33 nm is the thickness of the monolayer. The macroscopic contributions
from intraband and interband currents may of course be accessed given the explicit
separation in jξµ,k.
Rather importantly, it must be emphasized that the integration over momentum must
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cover the whole space, as opposed to the usual first Brillouin zone, since the dispersion
is not periodic, given the low-momentum approximation.
4.5 A Comparison of the DBEs and SBEs
In the same spirit of Section 3.7, and in order to establish the fundamentally different
predictions from both the DBEs – Eqs. (4.2.20)-(4.2.21) – and the full-field SBEs
–Eqs.(3.4.7)-(3.4.8) – in the nonlinear regime, both sets of equations were numerically
simulated with the same parameters. As before, a highly accurate Runge-Kutta
algorithm was used and, to this end, the equations were rescaled so all variables are
dimensionless. The scaling of both the DBEs and SBEs is given in Appendix A.1.
With a numerical output of the inversion and microscopic polarisation, the mi-
croscopic currents may be composed as given by Eqs. (4.4.9)-(4.4.10). The final,
macroscopic current, whose definition is found in Eq. (4.4.11), is obtained by dis-
cretising momentum space in a reasonably fine mesh. The integration in momentum
space is performed using the trapezoidal rule and, given the formalism that was
developed, the space is parametrised by the polars of each dimensionless momentum
state, as before denoted as k˜ = ||k˜|, φk˜〉.
In order to ensure that all appropriate contributions are taken, the radial integration
is performed up to a cutoff value, predetermined to ensure that the amplitude of the
microscopic polarisation is at that scale is below a strict threshold. A sensible value
for such cutoff was found to be |k˜|= 10.
Finally, the current in time domain is Fourier-transformed so a harmonic analysis
may be performed. The same methodologies apply to the SBEs, where the current
contributions are obtained by setting A(t) = 0 in their DBEs counterparts.
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Figure 4.3: Comparison of the macroscopic current Jx between the DBEs and the
SBEs, in the full-field treatment, for a sech pulse of central frequency Ω0 = 5. (a)
shows an extreme similarity between the models since it is obtained in the linear
regime. For intense fields, (b) shows slightly different outputs. These are crucial in
understanding harmonic generation in the sample.
In order to solidify the claim that the nonlinear regime induces different time dy-
namics in the photo-generated current, the SBEs and DBEs were solved in the linear
regime, for a field amplitude ψ0 = 10
−9 and nonlinear regime, for a field amplitude
ψ0 = 1. The current predicted by both methods is shown in Fig. 4.3. Firstly, the
current only shows a nonzero component Jy , namely the one in the light polarisation
direction, which was taken to be in xˆ. Consequently, the integrated current compo-
nent Jy vanishes identically.
4.3(a) shows a perfect match between both models in the linear regime. However, a
an intense field leads to additional time dependences in the DBEs, which ultimately
make the current output slightly different to the SBEs.
The current formulae dictating its dynamics are dependent on which valley the exci-
tations take place. It is thus in principle possible to obtain different outputs for each
valley, leading to an asymmetrical contribution of the valleys to the overall current.
However, the valley-dependent currents are the same. Consequently, a degeneracy
factor of 2 may be introduced in the first line of Eq. (4.4.11). This degeneracy factor
has also been found in works by Ishikawa [81, 82].
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Figure 4.4: Total and partial emission spectra and currents excited by a t0 = 10
fs pulse, normally incident and linearly polarized, with an input energy I = 114
GW/cm2, at zero temperature. (a, b, c) shows results obtained by solving numerically
the DBEs (4.2.20-4.2.21), (a) the total (intraband + interband) spectrum, (b) the
separated interband (blue line) and intraband (red line) spectra, and (c) the current
Jx(t) circulating on the graphene layer [J0 ≡ −eω20/(4dvF) is a reference scale]. Similar
figures are calculated in (d, e, f) using the SBEs, i.e. neglecting the photon momentum
in the DBEs.
For the simulations that produced Fig. 4.4, the graphene sheet is pumped with
a normally incident pulse, of duration t0 = 10 fs, central wavelength λ0 = 800 nm,
intensity I = 114 GW/cm2, and at temperature T = 0 ◦K.
Realistic, zero-averaged localised electric and vector potential fields, in order not to
introduce unphysical static electric fields. Their respective dimensionless definitions
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are given as:
ψ(τ) = ψ0sech(τ) cos(Ω0τ)−
(
ψ0
Ω0
)
sech(τ)tanh(τ) sin(Ω0τ)
a(τ) = −ψ0
Ω0
sech(τ) sin(Ω0τ)
(4.5.1)
The output spectra S(ω) = |ωJ(ω)|2 in dB and the integrated circulating current
Jx(t) are shown in Fig. 4.4(a, b, c) (first column). The factor ω, proportional to
the density of states in Eq. (2.3.24) is added so that the spectrum does not show
decaying harmonic peaks.
The output spectrum in dB of the total current, comprised of the intraband and
interband currents, when using the DBEs, is shown in Fig. 4.4(a). The dynamical
centrosymmetry breaking described above leads to a relatively strong SHG signal,
indicated in the figure, at ω/ω0 = 2. This SHG signal is an absolute novelty in the
theory of graphene, since it was previously thought to be impossible to obtain such
signal in normal incidence conditions. Figure 4.4(a) also shows the more conventional
high-harmonic generation typical of a χ(3) material, with peaks emitted at odd integer
values of ω/ω0.
Figure 4.4(b) is the same as Fig. 4.4(a), but the contributions of the intraband
(red solid line) and the interband (dashed blue line) currents are separated. For the
odd-order high-harmonic generation peaks, the intraband and interband currents
basically contribute equally to the emission (the two lines are almost superimposed),
while the SHG peak mainly comes from the contribution of the intraband current.
Figure 4.4(c) shows the temporal evolution of the total current Jx(t). In particular,
it is found that Jy(t) = 0 after integration over the momenta, as it should be since
the pulse is linearly polarised along the xˆ-axis. However, nothing prevents the study
of arbitrary polarisation configurations of the system, yielding in general Jy 6= 0.
Figs. 4.4(d, e, f) show the same quantities as (a, b, c), this time calculated by using
the SBEs. No SHG is predicted by the SBEs and therefore these equations ultimately
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Figure 4.5: Total emission spectra for non-vanishing chemical potential µ,
parametrised by z ≡ 2µ/(h¯ω0), for z = 0.1 (solid blue line), 0.5 (dashed red line)
and 1 (dashed-dotted green line). Temperature is T = 300 ◦K. One can observe a
drastic reduction of the SHG peak when progressively increasing the doping.
fail to show evidence of important physics contained in the Dirac equation (4.2.1).
One can also notice that Fig. 4.4(d) and (e) are identical, since the intraband
contributions are totally absent in the SBE formulation. Furthermore, the intensities
of the odd-harmonic peaks in the SBEs in Fig. 4.4(d, e) are overestimated with
respect to their counterparts obtained by using the DBEs in Fig. 4.4 (a, b).
It must be noted in (b) that the SHG mainly originates from the intraband current,
while intraband and interband currents contribute equally to the generation of the
odd harmonics. Also, (d) and (e) are identical since in the SBEs the intraband
current integrates out to zero, and therefore the SHG cannot be predicted by the
SBEs.
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Figure 4.6: Effect of dephasing on the second harmonic signal. The sample is at a
temperature T = 300 ◦K and the polarisation decay rate is fixed for a dephasing time
T2 = 0.8 ps. The SHG peak does not change when changing the population decay
times T1.
4.5.1 The Effects of Temperature and Chemical Potential
The influence of a non-vanishing chemical potential µ on the harmonic composition
of the current may also be accessed with the aid of the DBEs and may be appreciated
in Fig. 4.5. For a dimensionless doping parameter z ≡ 2µ/(h¯ω0). When increasing
z from relatively small values (z = 0.1) to large values (z = 1), one can see that the
SHG peak rapidly disappears. This is due to the fact that the interband transitions
become progressively suppressed when increasing z.
The role of the dephasing can also be appreciated in Fig. 4.6. In it, the spectra
predicted by the DBEs is shown for a sample at room temperature i.e. T = 300 ◦K.
The polarisation decay rate is fixed for a dephasing time T2 = 0.8 ps. The population
decay time is changed from a rather long figure (150 ps) to a time comparable to
ultrashort excitation (3 fs). It is clear that the SHG peak remains affected by the
dephasing of the two-level systems.
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The dynamical centrosymmetry breaking mechanism has just been proved to pre-
dict the generation of second harmonic waves. The step that follows any theoretical
prediction must revolve about the question: Has this effect been observed experimen-
tally?.
Given the considerations which lead to the conclusion that doping suppresses the
signal intensity of such radiation, the use of suspended graphene is adequate for
probing the dynamical centrosymmetry mechanism. The experimental realisation of
this effect is thus technically challenging. Recently, Kung-Hsuan Lin et al. reported
the observation of SHG in exactly the same conditions considered in this chapter
[90]. Despite the presence of impurities in the sample, the authors ruled out this
factor as the cause responsible for SHG. Instead, they attribute it to long-range cur-
vature effects caused by transverse mechanical fluctuations of the layer which would
break the centrosymmetry. However, the predictions from the previous section show
that such imperfections would provide exceedingly small SHG signals, and would be
strongly temperature-dependent and mostly independent on the input pulse duration.
A strong case can be made that this observation is explained in the framework of the
DBEs and its underlying dynamical centrosymmetry breaking mechanism.
4.6 Summary & Outlook
In summary, a novel nonlinear optical effect in graphene where a short and intense
pulse can modulate the Dirac cone in time, leading to the temporary breaking of the
centrosymmetry is discovered. This effect produces an emission of SHG waves even
at normal incidence. The SBEs are not able to predict the onset of the dynamical
centrosymmetry breaking.
It must be categorically emphasized that the observation of SHG in graphene samples
is well established in the literature and proposed through a myriad of techniques, for
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instance by shining light obliquely at the surface [85], electric field in-plane biasing [86]
and quadrupole interactions [87]. The novelty of these results relies on the existence
of a theoretical mechanism supported by the Dirac-Bloch formalism which, in the
extreme nonlinear optical regime, predicts previously-forbidden even harmonics to be
generated at normal incidence in centrosymmetric relativistic-like media.
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Chapter 5
Opening the Gap
5.1 Overview
The main novelty of graphene as a solid state system is that its quasiparticles may
be adequately modelled as relativistic massless Dirac fermions, which admit a linear
energy dispersion. Since this electronic dispersion is ungapped, with the conduction
and valence bands extrema touching each other at the Dirac points K and K′,
the system behaves like a zero-gap semiconductor. Furthermore, both bands are
symmetrical, implying electron-hole symmetry.
However, this property is only expected for free-standing, pristine graphene samples.
A gap in the spectrum can be opened at the Dirac points, which are located on the
edge of the Brillouin zone and shown in Fig. 5.1(a). As explained in the previous
chapter, low-momentum states around such points are collectively known as a valley
and unsurprisingly indexed by the Dirac point where extrema are found. The gap
opening allows carriers to be endowed with an effective mass.
In this chapter, an important modification to the theory is presented: What is the
effect of opening a gap in the generation of harmonics? This question turns out to
be encompassing in the sense that a myriad of seemingly unrelated conditions may
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be conceptualised in the same mathematical fashion - namely by adequately opening
a gap in the two-band spectrum.
A different yet conceptually equivalent way to frame the problem at hand is to imag-
ine the appearance of a gap as a consequence of the existence of a staggered sublattice
potential, in which each triangular sublattice of the honeycomb lattice (A and B
in Fig. 2.1) admits opposite non-zero on-site energies, contrasting with the previous
assumption that, in a gapless sample, each site is described by the same orbitals
and Hamiltonian. A prototypical example of this is normally given when graphene
is deposited on hexagonal boron nitride. A brief review of mechanisms conducive
to gapping the spectrum, respective experimental realisations and the connection
between the existence of a staggered mathematical model and the appearance of a
gap are given in Section 5.2.
Opening the gap leads to other appreciable effects. Rather unsurprisingly, the
inclusion of a gap in the spectrum leads to a transition to a semiconducting regime,
in turn harnessing substantially different optoelectronic feature for which devices
such as graphene-based transistors and photodetectors rely on [91].
As was seen in the previous chapter, the Dirac equation of the quasiparticles in
graphene may be linked to the original (3 + 1) dimensional Dirac equation modelling
an electron when the sublattice index takes the role of the electron spin — this is
why such index is termed pseudospin. This mathematical analogy is well-justified
but it does not, consequently, consider the effect of spin. These can, of course, be
included explicitly in the Hamiltonian to yield the required effects on the dispersion.
The inclusion of such processes is not part of the purpose of this chapter and hence
only a gap is included in the treatment for now. This will eventually lead to the
Massive Dirac-Bloch Equations. In Chapter 6, these and further effects are included
in an encompassing, general Hamiltonian.
Of crucial important is the observation that the appeareance of a gap leads to
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further modifications to the optical behaviour of the plane-confined carriers by
excitonic effects, in turn caused by screening mechanisms. These may be appreciated
through theoretical models of the optical conductivity spectra and phenomenological
dependence on disorder and imperfections in Ref. [92]. The existence of excitons
are known to lead to a Fermi velocity and energy band renormalisation [49], as
previously discussed. The Coulomb interactions in the system are now expected to
be relevant in the dynamics of the carriers. In a recent work by Di Mauro et al [93],
the massive DBEs were generalised, from the carrier-free treatment that is presented
in this Chapter, to accommodate for the inclusion of Coulomb interactions. However,
this analysis is performed in the low excitation regime, where excitonic effects may
be adequately understood. In the spirit of Section 3.6, the DBEs become decoupled
by fixing the inversion , which in these conditions may be approximated by wk ≈ −1,
allows analytical expressions to be found for the microscopic polarisation and with
that, the dependence of the optical absorption on the band gap.
Inconveniently, the numerical implementation of this mechanism in the nonlinear
regime, the subject-matter of this chapter and indeed throughout the whole thesis,
is rather challenging since it must consider the dynamics of all two-level systems at
once. As opposed to the free-carrier model that has been used so far, each two-level
system at k only depends on its own parameters and can thus be calculated separately
and then averaged at the final step. Additionally, even though such interactions do
refine the understanding of the system, a carrier-free treatment must be solved first
to gain insight not only into the qualitative predictions of the model but also into
the numerical machinery that allows such models to output reliable data. For these
reasons, Coulomb interactions are not considered in this and subsequent chapters.
In this chapter, the role of the energy gap in the ultrafast generation of high har-
monic radiation is studied along with related nonlinear processes, within a semiclas-
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sical quasirelativistic formalism, by extending the Dirac-Bloch equations and their
framework, previously applied to massless Dirac fermions [79, 81, 82] and thoroughly
discussed and explained in Chapter 4, to incorporate a gapped Dirac spectrum.
The DBEs in Eqs. (4.2.20-(4.2.21) which were proposed to model graphene already
predict startling results. Graphene, as a centrosymmetric material, should not allow
the generation of even harmonics for normal incidence. However, it will be shown
that intense and ultrashort pulses provide a regime where an extreme nonlinear opti-
cal effect termed ”Second Harmonic Generation in disguise of Third Harmonic Gen-
eration” allows for odd harmonics to interfere amongst themselves, generating even
harmonics, once the sample is gapped.
The formalism employed also allows for the identification of a time and momentum-
dependent Berry phase not found in the massless DBEs. The combination of the
appearance of such a gap and Berry phase leads to interesting qualitatively different
optical behaviour in the nonlinear ultrashort regime and these are studied in Sec-
tion 5.6. The versatility of the present treatment allows the role of few-cycle intense
pulses in the medium polarisation to be accessed [94].
5.2 Origin and Measurement of the Gap
The inclusion of a gap in any discussion about light-matter interaction is natural in
the sense that massless Dirac fermions in graphene are only a faithful mathematical
representation of the sample when it is pristine, impurity-free and free-standing.
More physically realisable samples are normally deposited on particular dielectric
substrates; this intrinsic property is known to modify the electronic and optical
properties of the sample [95] and consequently gap the spectrum.
Alternatively, using various synthesis and preparation techniques, impurities, local
lattice defects and vacancies [96], and strain effects [97] may be physically realised and
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have also been shown to gap the spectrum. More challenging procedures to achieve
this rely on electric biasing of graphene bilayers [98] and monolayer nanostructuring
into nanoribbons [99].
The characteristic gap opening scale is obviously dependent on the process in ques-
tion. Substrate-induced effects seem to be the most efficient to open a gap which,
with the aid of ARPES measurement techniques, has been estimated to be 0.26
eV for epitaxially-grown graphene on silicon carbide (SiC) [95]. Density Functional
Theory calculations estimate monolayer graphene can acquire a gap of 0.35 eV when
deposited on a SiO2 substrate [100].
Furthermore, it is worth mentioning that the extent of such a gap opening is linked
to the relative geometrical configurations of the substrate and the sample alongside
the dominant chemical bonds in their interaction. For instance, graphene deposited
on Si-terminated silica surfaces with inactive dangling bonds has been proposed as
a configuration to retrieve the linear, gapless dispersion typical of free-stranding
graphene [101].
The inclusion of a gap in the single-particle spectrum does not suggest any kind
of intervalley interactions. Unless an imbalance is physically realised, for instance
through an electric field bias or sample inhomogeneities, intervalley scattering is
highly unlikely[102], as it requires exceedingly large phonon momenta, roughly of
the order of the separation |K−K′|.
It can thus be reasonably assumed that the dynamics of both valleys is decoupled of
each other and the carriers can be endowed with an additional degree of freedom, the
valley isospin ξ, where ξ = +1 (−1) refers to states in the K (K′) valley. As usual, a
further degree of freedom, the pseudospin λ, with λ = +1 (−1) denoting conduction
(valence) band states, distinguishes between electron and hole states.
The fundamental reason why a gap can appear in a periodic solid state system can
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be appreciated from an ab-initio calculation based on a tight-binding approximation.
As shown in Section 2.2, the N branches of the dispersion of carriers contained in a
lattice may be calculated from the secular equation (Eq. (2.2.12)). By solving it, a
gap can arise if the on-site energies of each sublattice are different from each other.
Setting the on-site energies as:
(A) = 0 +
∆
2
(B) = 0 − ∆
2
(5.2.1)
where the latter term can be seen as a staggered potential, alternating between each
sublattice. If next-nearest neighbour effects and overlap contributions are ignored by
setting t′ = s = 0, the system is in quasi-orthogonality conditions i.e. sij ≈ Nδij and
leads the secular equation to simply to:
λk = 
0 + λ
√(
∆
2
)2
+ t2|γk|2 (5.2.2)
The onsite-energy 0 stemming from the |pz〉 orbital, being a common figure for both
sublattices, again induces a physically irrelevant shift in the dispersion. What is
relevant to this discussion is that the existence of the alternating potential across the
lattice opens a gap in the dispersion. Applying the usual Taylor-expansion around
k = 0 for the nn hopping amplitude γk thus leads to the dispersion:
λk = λ
√(
∆
2
)2
+ (h¯vF|k|)2 (5.2.3)
This is a hyperbolic dispersion in k and, most importantly, it can be seen that the
bands are now separated by a gap ∆. This is however categorically not the same
dispersion as found for a single band in the Schro¨dinger equation – it is a relativistic
Dirac-like spectrum! In the next section, a procedure to implement these considera-
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tions is incorporated in the Dirac Equation and shown to reproduce the tight-binding
predictions just shown.
5.3 Massive Dirac Fermions
In order to understand light-matter interactions in this gapped system, one may
proceed by obtaining the wavefunction |Ψξk(t)〉 of an electron of effective mass m ≡
∆/(2v2F) and momentum p = h¯k in the vicinity of a particular Dirac point in valley
ξ, which must obey the two-dimensional Dirac equation:
ih¯
d
dt
|Ψξk(t)〉 = Hξk(t) |Ψξk(t)〉 (5.3.1)
with a Hamiltonian of the form:
Hξk(t) = vF
(
σ(ξ) ·
(
p +
e
c
A(t)
))
+
∆
2
σz, (5.3.2)
where σ(ξ) ≡ (ξσx, σy) is a vector comprised of the 2D Pauli matrices, e > 0 is the
absolute value of the electron charge and c is the speed of light in vacuum. Attending
to the discussion of the previous section, the gap opening is achieved by simply adding
a σz term. This way, each on-site energy is the negative of each other, as required.
To obtain the appropriate Hamiltonian for such interactions, the canonical momen-
tum was introduced through the minimal substitution p 7→ p + (e/c)A(t) ≡ pik(t) in
the field-free Hamiltonian i.e. when A(t) = 0.
The same optical polarisation configuration is considered: the pulse is further assumed
to be normally-incident and linearly polarised along an arbitrary direction, here taken
along the xˆ direction. Its electromagnetic vector potential A, is again chosen to sat-
isfy the Coulomb gauge ∇ · A = 0 and can thus be written as A(t) = (A(t), 0, 0).
Consequently, the canonical momentum becomes pik(t) = (px + (e/c)A(t), py, 0).
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This vector is more easily incorporated in the model when converted to polars, with
magnitude |pik(t)| and angle θk(t). Their definitions are exactly the same as given
when deriving the graphene DBEs, which are shown in Eq. (4.2.2).
Using these considerations and the simplification ξpix− ipiy = ξ|pik|e−iξθk , the Hamil-
tonian of Eq. (5.3.2) can be written in matrix form as:
Hξk(t) =
 ∆2 ξvF|pik|e−iξθk
ξvF|pik|eiξθk −∆2
 (5.3.3)
It is not surprising, given the discussion in the previous section concerning the opening
of a gap in the tight-binding approximation, that having two nonzero on-site energies,
here represented as the diagonal entries of Eq. (5.3.3), leads to the desired gapped
dispersion ξλk, now time-dependent:
ξλk(t) = λ
√(
∆
2
)2
+ (vF|pik(t)|)2 ≡ λk(t) (5.3.4)
where k denotes the band-independent positive branch. Ignoring the optical field,
the two bands are separated exactly by ∆ at the Dirac points, found when |k|= 0, as
expected.
The spectrum Eq. (5.3.4) may be seen in Fig. 5.1(a). Since it does not depend on the
valley isospin ξ, the valley spectra are globally equivalent. Even though a gap is now
present, note that the spectrum was obtained from the Dirac Equation and hence
takes a hyperbolic relation with |pik|, unlike the typical parabolic Schro¨dinger-like
dispersion found for semiconductors.
The instantaneous eigenstates of Hξk(t), two two-component spinors which satisfy
Hξk |uξλ(t)〉 = ξλ,k |uξλ(t)〉, with amplitudes denoted by the upper and lower components
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as was done in Eq. (4.2.9), must simultaneously satisfy the relations:

∆
2
ϕξλ,k + h¯vF|pik|e−iξθkφξλ,k = λkϕξλ,k
h¯vF|pik|eiξθkϕξλ,k − ∆2 φξλ,k = λkφξλ,k
⇒
 φ
ξ
λ,k = λe
iξθk/2
ϕξλ =
(
2k+λ∆
2h¯vF|pik|
)
e−iξθkφξλ
(5.3.5)
The freedom to chose one such component allows one to fix the lower component.
Finally, using λ2 = 1 and normalising the spinors such that 〈uξλk(t)|uξλ′k(t)〉 = δλλ′ ,
they take the form:
|uξλ(t)〉 =
vF|pik|√
k(λ∆ + 2k)

(
λ∆+2k
2vF|pik|
)
e−iξθk/2
λeiξθk/2
 (5.3.6)
Figure 5.1: (a) Sketch of the Hamiltonian spectra for both valleys in the low-
momentum regime. Each valley admits two bands, gapped by ∆. The relative sign
of the field-induced Berry phase is represented by the silver arrows. (b) Depiction of
the time-dependent electronic dispersion in momentum space, as given in Eq. (5.3.4),
for a particular valley. Note that the pulse shifts the dispersion globally by the time-
dependent photon momentum A(t). The deviation of this field-driven effect from the
field-free dispersion is only appreciable for ultrashort and intense pulses.
These solutions have a straightforward interpretation: for a particular valley ξ, elec-
tron and hole states exist respectively in the conduction (λ = +1) and valence
(λ = −1) bands, which are themselves gapped by ∆.
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It can be seen straightforwardly that the eigenstates of Eq. (5.3.6) converge to their
massless counterparts of Eq. (4.2.11) when the gap vanishes. The upper and lower
components of the spinor can be construed as amplitudes in each of the triangular
sublattices that decompose the honeycomb lattice. The instantaneous eigenstates of
ungapped graphene shown in Eq. (4.2.11) show an equivalence of the amplitude of
both components.
The addition of the gap changes that picture, leading to two plane wave contributions
of each sublattice having different amplitudes, modulated by ∆. For this reason, one
says that the sublattice inversion symmetry is broken. This symmetry is not to be
confused with the inversion symmetry p 7→ −p. Clearly, the addition of a gap to the
field-free Hamiltonian still renders the dispersion of Eq. (5.3.4) centrosymmetric in
the sense that ξλk(−∞) = ξλ−k(−∞), since it is purely radial and hyperbolic.
5.3.1 Berry Phase & Connection
The massive Dirac fermions calculated in Eq. (5.3.6) encapsulate an additional phase
not present in the massless regime. The definition of such a phase is fairly general
yet many designations for it - Berry, adiabatic or geometric - may be found in the
literature. The nomenclature ’geometric phase’ will be applied and, before engaging
in a discussion of its meaning in the context of the theory presented, a calculation of
it is presented.
The geometric phase associated with the instantaneous eigenstate |uξλ(t)〉 of Eq. (5.3.6)
will be denoted by γξλk and its derivative in time is defined as:
γ˙ξλk(t) ≡ i 〈uξλ(t)|u˙ξλk(t)〉 = ξλ
(
∆θ˙k(t)
4k(t)
)
≡ ξλγ˙k(t). (5.3.7)
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where γ˙k(t) is band and valley-independent. The instantaneous geometric phase is of
course given by:
γξλ,k(t) =
∫ t
−∞
γ˙ξλk(t
′)dt′ = ξλ
∫ t
−∞
∆θ˙k(t
′)
4k(t′)
dt′ ≡ ξλγk(t) (5.3.8)
This integral seems functionally too general to be obtained. However, it may be found
that it takes the analytical form
γk(t) =
Λk(t)− Λk(−∞)
4
, (5.3.9)
with
Λk(t) ≡ arctan
[
4∆k(t) tan θk(t)
∆2 − 42k(t) tan2 θk(t)
]
. (5.3.10)
A proof of this result may be examined in Eq. (5.4.15). The Berry phase is now
introduced as the time-independent quantity:
γ0k ≡ Λk(−∞) = Λk(+∞). (5.3.11)
Such phase may be visualised in momentum space in Fig. 5.2. In (b), iso-contours
show that the function is even in k. Most importantly, the Berry phase at the Dirac
point is ill-defined given the indeterminate form 0/0. The temporal dynamics of the
instantaneous Berry phase for various momentum states is shown in Fig. (5.4), by
splitting the radial and angular component of their momentum vector k respectively
as k as φk, as well as rescaling k to a dimensionless magnitude k˜ ≡ (2vF/ω0)k. In
this fashion, resonance conditions are met when k˜ = 1.
Considering a continuous wave for simplicity, the geometric phase is plotted in Fig.
5.3. Interestingly, close to the Dirac points i.e. for k˜ ≈ 0, the Berry phase dynamics is
independent of the field in the sense that only an oscillatory disturbance is necessary
to set it up. This can be seen in (c) where this phase becomes square-like and hence
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Figure 5.2: (Time-independent) Berry Phase γ0k plotted in momentum space. Note
that this field has the property γ0k = γ
0
−k. It is badly-behaved at the Dirac point and
is discontinuous in the y direction.
discontinuous whenever A(t) = 0. The same dynamics is found if a pulse is considered,
and this can be appreciated in Fig. 5.4, where the same behaviour is shown at k˜ = 0,
for a sech pulse.
Most importantly, this phase is only appreciable in the nonlinear regime. This can
be seen in (d), where a resonant state |1, pi/3〉 is considered. It can be seen that, due
to the existence of a gap, a Berry phase naturally arises. Its amplitude is exceedingly
small, given the field amplitude ψ0 = 10
−9. Nonlinear features of the system must
therefore consider this additional phase in order to understand its dynamics.
The Berry phase is expected to be modulated by the optical field. By juxtaposing the
envelope of the electric field, it can be seen that this field-dependent phase evolves
rather non-trivially and oscillates asymmetrically in time. It is instructive to see
how it changes for increasing magnitudes for a fixed angle, here arbitrarily taken as
φk = pi/3. Phase oscillations only attain appreciable amplitudes for quasiresonant,
low-energy states i.e. when k ≈ ∆/2, found in the vicinity of the Dirac points at k˜ =
0. For those states, the geometric phase undergoes continuous step-like transitions
between 0 and −pi/2.
Conversely, high-momentum states satisfying k˜ > 1 are extremely detuned from the
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Figure 5.3: Time dynamics of the Berry phase acquired by (a), (b), (c) a resonant
state |1, pi/3〉 and (d) a state |0.01, pi/3〉 near the Dirac point. Heavy fermions are
considered in (a) and (c), whereas light fermions are assumed in (b) and (d). The
sample is excited with a continuous wave of various intensities.
gap and acquire a small phase amplitude, which vanishes monotonically very rapidly,
as the magnitude is increased. Thefore, the Berry phase cannot be neglected in the
dynamics of low-momentum states.
Note that Fig. (5.4) shows the phases acquired by electrons in the conduction band
in the K valley. The relative signs acquired for each band and valley, as derived in
Sec. 5.3.1, are depicted in Fig. (5.1)(a). For instance, valence band carriers acquire
a relative negative sign.
The notion that the Berry phase is most relevant for low-momentum states can also
be visualised by plotting it as a scalar field in momentum space. Its variation in
time, accounted for by the additional contributions of A(t) in the quantity Λk(t) in
Eq. (5.3.10) may be captured by picking two particular time instants - one where the
field is absent and the canonical momentum pik(t) is minimally shifted, for instance
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Figure 5.4: Berry phase in time domain acquired by carriers in the conduction band
in the k valley. With a fixed angle φk = pi/3, the dependence of the phase on the
rescaled momentum magnitude k˜ reveals highly nontrivial dynamics for momentum
states close to the Dirac points, where transitions are resonant and hence strongest,
showing a step-like behaviour. For off-resonant states, this phase becomes negligible
as its amplitude vanishes. A juxtaposition of the electric field envelope reveals that
such phase oscillations are highly asymmetrical.
at t = −15 and another one for which the canonical momentum maximally shifted,
for instance t = −0.15. These can be visualised by considering the vector potential
in 5.5(a). It is not surprising that the origins of the geometric phase lie deep in
the geometry of the configuration space of the system. For the Hamiltonian of
Eq. (5.3.3), it is natural to associate the canonical momentum pik(t) to the basis of
such a space - in this case momentum. This is not strictly necessary however: any
set of parameters which define the dynamical state are acceptable.
In this setting, a geometric phase γξλk(t) can be assigned to a trajectory C,
parametrised by t, traced in the parameter space M. This phase was believed
to be physically irrelevant [103] given that one can gauge-transform the instanta-
neous eigenstates in Eq. (5.3.6) as:
|u˜ξλk(t)〉 ≡ eiγ
ξ
λk(t) |uξλk(t)〉 , (5.3.12)
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Figure 5.5: (a) Temporal evolution of a sech pulse with the identification of two par-
ticular instants where the vector potential A is minimally and maximally shifted. (b)
Plot of the Berry phase in momentum space when the canonical momentum is max-
imally shifted. It is mostly flat across the space, apart from low-momentum states.
(c) Density plot of the Berry phase when minimally shifted. A unique singularity is
found at the Dirac point
leading to a vanishing element i 〈u˜ξλk(t)| ˙˜uξλk(t)〉 = 0. However, this reasoning fails
when the system evolves cyclically, where this phase becomes gauge-invariant. In
this instance, the phase is termed Berry phase and such phase becomes measur-
able and physical. Chapter 2 of Ref. [104] presents the terminology rather adequately.
The geometric phase presented in Eq. (5.3.10) can also be reproduced by constructing
the so-called Berry connection, a gauge-invariant one-form defined on the parameter
spaceM. For a coordinate µ of such space, it is defined as Aµ ≡ i 〈uξλk|∂µuξλk〉. Then,
the Berry phase is the integral of the Berry connection over a closed loop C:
γ0k =
∮
C
A(pik)dpik. (5.3.13)
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For simplicity, the indices ξ, λ,k are now dropped since they remain fixed throughout
the calculation. If the dynamical variables of the system are chosen to be the vector
of polars pik = (|pik|, θk), from now on denoted by pi = (pi, θ), the eigenstates of
Eq. (5.3.6) may be written as |u(pi, θ)〉, since the energy is a function of pi only:
|u(pi, θ)〉 = vFpi√
(pi)(λ∆ + 2(pi))

(
λ∆+2(pi)
2ξvFpi
)
e−iξθ/2
λeiξθ/2
 , (5.3.14)
The associated Berry connection components to these variables are:
Api = i 〈u(pi, θ)|∂piu(pi, θ)〉 = i
v2Fpi − (pi) ddpi (pi)
∆λ(pi) + 22(pi)
= 0
Aθ = i 〈u(pi, θ)|∂θu(pi, θ)〉 = ∆
2 + 2∆λ(pi)
4∆λξ(pi) + 8ξ2(pi)
(5.3.15)
where the radial component vanishing follows from the dispersion relation in
Eq. (5.3.4) d
dpi
(pi) =
v2Fpi
(pi)
.
A general curve C in pi space, parametrised by t 7→ pi(t) and with endpoints pi(t0)
and pi(tf), acquires a Berry phase along that curve as:
γt0→tf =
∫
C
A(pi) · dpi =
∫ tf
t0
A(pi(t)) · d
dt
pidt (5.3.16)
The gauge-independent Berry phase is obtained through integration along a closed
path C:
γ =
∮
C
A(pi) · dpi (5.3.17)
For a parametrisation that gives a closed loop, the definition of pi(t) = k + e
c
A(t)
works adequately: indeed, for a pulse for which A(−∞) = A(+∞) = 0, the canonical
momentum satisfies cyclicity since pik(−∞) = pik(+∞) = k.
The association between the geometric phase found in Eq. (5.3.10) and the Berry
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phase may now be made. If one takes t0 = −∞ and an arbitrary tf ≡ t, one obtains:
γ−∞→t =
∫ t
−∞
A(pi(t′)) · p˙i(t′)dt′ (5.3.18)
The integrand of which reads:
A(pi(t)) · d
dt
pi(t) = Aθ(pi(t), θ(t)) d
dt
θ(t)
=
(
∆2 + 2∆λ(pi(t))
4∆λξ(pi(t)) + 8ξ2(pi(t))
)
θ˙(t)
= ξλ
∆θ˙(t)
4(pi(t))
.
(5.3.19)
i.e. the derivative in time of the geometric phase calculated in Eq. (5.3.7).
In this fashion, the geometric phase may be identified as an instantaneous Berry phase
and conceptualised as a variation of the Berry phase due to the field perturbation.
Letting t = +∞, one retrieves the time-independent Berry phase as the loop becomes
close.
It can be seen that, in the gapless limit, the Berry phase converges as:
lim
∆→0
γ0k = arctan
(
0
−(vF|k|)2
)
= pi (5.3.20)
for all states since the numerator vanishes while the denominator is strictly negative,
except at the Dirac point, found at |k|= 0, where a divergence arises. This result
has been extensively reported both theoretically [105] and experimentally [9]. In this
regime, this phase is strongly localised around |k|= 0 where it diverges. Otherwise,
it is smooth for nonzero gaps.
To understand where the divergence at the Dirac points arises, one may look at
the Berry connection in momentum space. Neglecting the optical field and Taylor-
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expanding the connection component in |k| gives:
Aθ = 1
2
− (h¯vF|k|)
2
∆2
+
3(h¯vF|k|)4
∆4
+O
(|k|6) . (5.3.21)
For any nonzero gap, this quantity presents no difficulties at k = 0, attaining a
maximum at 1/2. However, it diverges precisely when the gap is closed.
Unlike what one could naively suppose, Berry connection does not behave like a
Dirac-δ distribution in k space. Firstly, the maximum peak at k = 0 does not grow
indefinitely as just seen. Secondly, if Aθ were to converge to a Dirac−δ, its area would
have to be finite for any ∆. This isn’t the case since the dispersion is composed of
infinitely-extending bands:
2pi
∫ ∞
0
Api(|k|)|k|d|k|=
[
pi∆(|k|)
2v2F
]∞
0
(5.3.22)
making this quantity not bounded.
5.3.2 Density of States
The density of states in gapless graphene, linear with energy, was seen to be uncon-
ventional, given that two-dimensional semiconductors show a constant profile.
What is the role of the mass in the density of states?
The starting point is the general definition of the density of states at an energy :
g() = gvgs
1
A
∑
k
δ(− (k)) (5.3.23)
where gv and gs are the valley and spin degeneracies in the system and, as usual,
A is the monolayer area. Since this model is spin-independent, one takes gs = 2.
As for the valley degeneracy, this too has to be gv = 2 since the dispersion is not
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Figure 5.6: Angular component of the Berry connection in k space using Cartesian
coordinates. (a)-(b) The connection, obtained for a gap ∆˜ = 2, is stronger for smaller
momentum values, decreasing monotonically. Its contours show an angular asymme-
try. (c) shows the same for a gap ∆˜ = 5 × 10−3. Note that the peak does not quite
attain the value of 1/2 due to the mesh density at the critical region |k|≈ 0
valley-dependent. By approximating this sum to the continuum limit:
∑
k
7→ A
(2pi)2
∫
d2k (5.3.24)
and using the energy dispersion of Eq. (5.3.4) and integrating with polar coordinates
k ≡ ‖k‖, φk ≡ arctan (ky/kx), the density of states of Eq. (5.3.23).
(5.3.25)
g() =
1
pi2
∫
d2kδ(− (k))
=
1
pi2
∫ ∞
0
dkk
∫ 2pi
0
dφkδ(− (k))
=
2
pi
∫ ∞
0
dkkδ(− (k))
The evaluation of the integrand is performed using the identity
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δ(f(k)) =
∑
i
δ(k − ki)
|∂k(ki)| (5.3.26)
where the sum is performed over the zeroes of a general function f(k), ki. To calculate
them, (k) =  must be solved, yielding only one solution k¯, which depends stepwise
on :
k¯ =
1
h¯vF
√(
− ∆
2
)(
+
∆
2
)
↔

k¯(1) > 0 whenever  > ∆
2
k¯(2) = k¯(1) > 0 whenever  < ∆
2
k¯(3) ∈ C whenever − ∆
2
<  < ∆
2
k¯(4) = 0 whenever  = ±∆
2
(5.3.27)
For the case (1) and (2), the integrand reads:
δ(− (k)) = δ
(
k − k¯)∣∣∣∣kv2Fh¯2(k) ∣∣∣∣
k=k¯
=
δ
(
k − 1
h¯vF
√(
− ∆
2
) (
+ ∆
2
))
h¯vF
√
(+ ∆
2
)(−∆
2
)
2
(5.3.28)
Finally, using the sifting property of the Dirac δ-function,
∫ ∞
−∞
f(k)δ(k − k¯)dk = f(k¯) (5.3.29)
f(k) is still linear in k. Hence g() = 0 whenever −∆
2
≤  ≤ ∆
2
.
For nontrivial k¯:
(5.3.30)
g() =
(
2
pih¯2v2F
) √(+ ∆
2
) (
− ∆
2
)√
(+ ∆
2
)(−∆
2
)
2
=
2||
pih¯2v2F
With the aid of the Heaviside Θ step function, the dispersion is given for all energy
ranges as:
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g() =
2||
pih¯2v2F
Θ(||−∆
2
) (5.3.31)
Comparing the density of states obtained for ungapped graphene, found in
Eq. (2.3.24), it may then be concluded that the addition of a gap does not fundamen-
tally change the density of states, apart from a suppression of energy states below
the energy gap.
Figure 5.7: Density of states g() as a function of the rescaled energy variable 2/∆.
The same linear dependence on the energy, characteristic of gapless graphene, is
seen for energies satisfying ||> ∆/2. At those critical values, the density of states
vanishes given the appearance of the gap. Consequently, all energies in between the
gap separation also vanish, unlike the gapless density of states, shown by the dashed,
gray line.
5.4 The Massive Dirac-Bloch Equations
So far no form of the wavefunction solution to the Dirac Equation has been given. In
general, as previously discussed in Section 4.2, no analytical solutions of Eq. (5.3.1)
may be given due to the time dependence of the Hamiltonian through the external
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parameter A(t). To tackle this, a general ansatz is constructed through expansion
over a basis comprised of the instantaneous eigenstates calculated in Eq. (5.3.6):
|ψξk(t)〉 =
∑
λ
cξλk(t) e
−iλΩk(t)︸ ︷︷ ︸
dynamical
eiξλγk(t)︸ ︷︷ ︸
Berry
|uξλk(t)〉 (5.4.1)
Each band wavefunction is comprised of its instantaneous eigenstate and is appro-
priately shifted by the dynamical phase Ωk(t) = (1/h¯)
∫ t
−∞ k(t
′)dt′ and the instanta-
neous Berry phase γk(t).
Once the ansatz in Eq. (5.4.1) is inserted into Eq. (5.3.1), an equivalent differential
equation is obtained for the time dynamics of the coefficients cξλk(t): if both coeffi-
cients are lumped into a vector Cξk ≡
(
cξ+,k, c
ξ
−,k
)T
, an equivalent condition to solve
is:
C˙ξk = M
ξ
kC
ξ
k, (5.4.2)
where the coefficient matrix takes the form:
M ξk =
(
vF|pik|
k
) 0 e
2i(Ωk−ξγk)
(
i ξ
˙
θk
2
+ cot θkγ˙k
)
e−2i(Ωk−ξγk)
(
i ξ
˙
θk
2
− cot θkγ˙k
)
0

(5.4.3)
where the following simplifications were used:
θ˙k = − piyp˙ix|pik|2 p˙ix =
|pik|| ˙pik|
pix
˙kk = v
2
F|pik||pik|= −v2F|pik|2cot θkθ˙k p˙ix = ec A˙(t) = −eE(t)
(5.4.4)
Note that M ξk is anti-Hermitian:
(M ξk)ij = −(M ξk)∗ji (5.4.5)
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which implies that eM
ξ
k is unitary.
To comply with the spirit of the Bloch equations, a change of variables is
now performed so the electron dynamics can be more easily understood. The
microscopic inversion wξk ≡ |cξ+,k|2−|cξ−,k|2 and the microscopic polarisation
qξk ≡ (cξ+,k)(cξ−,k)∗e−2iΩk+iω0t are now introduced as the dynamical variables of
the system. The phase factor introduced for qξk, including the pulse central frequency
ω0, ensures that the final dynamical equations retain the same form as the standard
Bloch equations of a two-level system.
In this fashion, the dynamics of the two-level system when coupled to the optical
field is exactly described by the following set of coupled equations, hereby termed
the Massive Dirac-Bloch Equations :
w˙ξk + γ1
(
wξk − w0k
)
−
(
vF|pik|
k
)(
2ξθ˙kIm(q
ξ
ke
i(2ξγk−ω0t))
+ 4 cot θkγ˙kRe(q
ξ
ke
i(2ξγk−ω0t))
)
= 0
(5.4.6)
q˙ξk+i
(
2Ω˙k − ω0 − iγ2
)
qξk+
(
vF|pik|
k
)(
cot θkγ˙k +
iξθ˙k
2
)
e−i(2ξγk−ω0t)wξk = 0 (5.4.7)
The constants γ1(2) ≡ 1/T1(2) were added in a ad-hoc fashion and are phenomeno-
logical decay rates of the population inversion (microscopic polarisation), in no way
different to what was done in previous sections. The quantity w0k is the equilibrium
value of inversion and may be seen as the starting value of the inversion, not account-
ing for the optical interactions. This is assumed to be the same for both valleys.
If the system is undoped, with a Fermi level µ = 0, and at temperature T = 0,
the carriers will be all found in the valence band (and hence in an eigenstate of the
system). Mathematically, this means that cξ−,k = 1 and c
ξ
+,k = 0, implying a starting
inversion of w0k = −1 for all states. Otherwise, if the system is doped or is at a
nonzero finite temperature, a distribution in momentum will be produced: one has
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w0k = − sinh(y)/[cosh(x) + cosh(y)], where y = k/(kBT ), x = −µ/(kBT ) and kB is
the Boltzmann constant.
Furthermore, if the decay rates vanish i.e. if γ1 = γ2 = 0, the two-level system is con-
servative and a conservation law must exist. The carrier state is a linear superposition
of valence and conduction states. For a normalised quantum system, the condition
|cξ+,k|2+|cξ−,k|2= 1 is thus satisfied and, in this formalism, leads to the equivalent
condition:
d
dt
(
4|qξk|2+wξk
2
)
= 0 (5.4.8)
5.4.1 Electric Dipole Moment
The dipole moment, as was discussed previously in the derivation of the gapless DBEs,
becomes far more complex than the one predicted in the SBEs. To obtain the electric
dipole moment,one may impose that the driving term in the massive DBE for q˙ξk (the
term which contains wξk in Eq. (5.4.7)) is written in the standard Bloch form:
iµξkE(t) =
(
vF|pik|
2k
)(
∆ cot θk
2k
+ ξi
)
θ˙k (5.4.9)
Using the functional form of θ˙k found in Eq. (5.4.4), the electric dipole moment may
be simplified to:
µξk = evF
(
ξ
sin θk
2k
− i∆ cos θk
42k
)
(5.4.10)
and one may see that the addition of a gap leads to the existence of an imaginary part
of dipole moment! Furthermore, the dipole moment is anti-hermitian in the valley
isospin index, meaning:
µξk = −(µ−ξk )∗. (5.4.11)
This property was already hinted by the anti-hermicity of the coefficient matrix cal-
culated in Eq. (5.4.3).
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5.4.2 Relation Between Valley-Dependent Dynamics
The massive Dirac-Bloch equations describe the evolution of a particular electronic
state around a particular valley. One may wonder what the relationship between the
coherences and inversions of each valley are.
The physical (macroscopic) polarisation of the medium is related to the coherences
by the relation found in Eq. (3.4.15). The individual contribution of each valley to
the polarisation is the same, implying that
(µξk)
∗qξk = (µ
−ξ
k )
∗q−ξk . (5.4.12)
With the knowledge of the form of the dipole moment of Eq. (5.4.10), this condition
implies that the microscopic polarisation of a valley must be related to its counterpart
in the other valley as:
qξk = −
µξk
(µξk)
∗ q
−ξ
k =
(
∆2 − 42k tan2 θk
∆2 + 42k tan
2 θk
− iξ 4∆k tan θk
∆2 + 42k tan
2 θk
)
q−ξk (5.4.13)
If this equation is converted to polars as qξk ≡ |qξk|eiϕ
ξ
k , zξk := − µ
ξ
k
(µξk)
∗ ≡ |zξk|eiη
ξ
k , one
immediately notices that:
|zξk|= 1 and ηξk = ξ arctan
(
4∆k tan θk
∆2 − 42k tan2 θk
)
:= ξΛk, (5.4.14)
leading to the conclusion that the coherences of either valley must be only shifted by
a phase. Additionally, this valley-dependent phase has the property ηξk = −η−ξk .
The fact that, if ∆ = 0 is set, they obey qξk = e
ipiq−ξk hints at the possibility that
this phase may be related to the Berry phase acquired by the carriers, as discussed
in Section (5.3.1).
These phases are indeed equivalent! To see this, Λk as given in Eq. (5.3.10) needs to
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be differentiated, allowing the following condition to be verified:
Λ˙k(t) = 4γ˙k(t)⇔
∫ t
−∞
Λ˙k(t
′)dt′ =
∫ t
−∞
4γ˙k(t
′)dt′
⇔ Λk(t)− Λk(−∞) = 4(γk(t)− γk(−∞))
⇔ γk(t) = Λk(t)− Λk(−∞)
4
(5.4.15)
where γk(−∞) was arbitrarily set to 0 i.e. γ0k ≡ 0. In this fashion, a global phase is
applied to the band wavefunctions used in the ansatz of Eq. (5.4.1) and the instan-
taneous Berry phase starts at 0, being changed as the field fluctuates. Consequently,
all states acquire a vanishing geometric phase before any optical interaction, the evo-
lution of which is exemplified in Fig. (5.4).
As for the real-valued inversion, one may simply use the conservation law of Eq. (5.4.8)
to show they are the same for both valleys i.e. wξk = w
−ξ
k
5.5 Currents
The main ambition of this investigation concerns the prediction of the current
generated in graphene samples when they have been subjected to conditions that gap
the spectrum. To this end, a concise procedure must be applied so that signatures of
nonlinear light-matter interactions can be found and analysed.
Such a current has, in general, two components and, in time domain, may be
represented as J(t) = (Jx(t),Jy(t))
T . The same conceptual treatment employed for
ungapped graphene in Section 4.4 is employed here in order to investigate the role of
the gap and the Berry phase in the current produced by each valley.
To attain this, one proceeds by first determining the µ-component (µ = x, y) of the
current contribution of a particular momentum state p in a valley ξ in time domain,
here termed a microscopic current jξµ,k, by applying a suitable current density operator
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jˆξµ to the ansatz |Ψξk〉 given in Eq. (5.4.1), which reads:
〈Ψξk|jˆξµ|Ψξk〉 =
∑
λ,λ′
(cξλ,k)
∗cξλ′,ke
−i(λ′−λ)(Ωk−ξγk) 〈uξλk|jˆξµ|uξλ′k〉
=
∑
λ
[
|cξλ,k|2〈uξλk|jˆξµ|uξλk〉+ (cξλ,k)∗cξ−λ,ke2iλ(Ωk−ξγk) 〈uξλk|jˆξµ|uξ−λk〉
]
(5.5.1)
Following the same reasoning as outlined in the previous section, a valence band
must be subtracted ad-hoc to ensure no divergences are present, meaning the full
microscopic current takes the form:
jξµ,k(t) = 〈Ψξk|jˆξµ|Ψξk〉 − 〈uξ−,k|jˆξµ|uξ−,k〉 (5.5.2)
The current elements are now calculated. Two current contributions are present,
depending on whether the current is originated from electronic transitions within the
same band (intraband), or across different bands (interband).
When µ = x, the elements take the form:
〈uξλk|jˆξx|uξλ′k〉 = −evFξ 〈uξλk|σx|uξλ′k〉 =
(
−iξev3F|pik|2
k
√
(λ∆ + 2k)(λ′∆ + 2k)
)
×
((
ξ λ∆+2k
2vF|pik|
)
eiξθk/2 λe−iξθk/2
)0 −1
1 0


(
ξ λ
′∆+2k
2vF|pik|
)
e−iξθk/2
λ′eiξθk/2

=
(
−iξev2F|pi|√
(λ∆ + 2k)(λ′∆ + 2k)
)(
λλ′∆
k
cos(ξξθk) + (λe
−iξθk − λ′eiξθk)
)
=
 −
λev2F|pik|
k
cos θk for λ
′ = λ (intraband)
evF∆
2k
cos θk + iξλevF sin θk for λ
′ = −λ (interband)
(5.5.3)
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As for the µ = y component, they are:
〈uξλk|jˆξy |uξλ′k〉 = −evF 〈uξλk|σy|uξλ′k〉 =
(
−iev3F|pik|2
k
√
(λ∆ + 2k)(λ′∆ + 2k)
)
×
((
ξ λ∆+2k
2vF|pik|
)
eiξθk/2 λe−iξθk/2
)0 −1
1 0


(
ξ λ
′∆+2k
2vF|pi|
)
e−iξθk/2
λ′eiξθk/2

=
(
−iξev2F|pik|√
(λ∆ + 2k)(λ′∆ + 2k)
)(
−iλλ
′∆
k
sin(ξθk) + (λe
−iξθk − λ′eiξθk)
)
=
 −
λev2F|pik|
k
sin θk for λ
′ = λ (intraband)
evF∆
2k
sin θk − iξλevF cos θk for λ′ = −λ (interband)
(5.5.4)
These ingredients finally allow an expression for the regularised current of Eq. (5.5.2)
to be written as:
jξx,k(t) = |cξ+,k|2
(
−ev
2
F |pik|
k
cos θk
)
+
(
|cξ−,k|2−1
)(ev2F |pik|
k
cos θk
)
+qξke
i(2ξγk−ω0t)
(
evF∆
2k
cos θk − ξievF sin θk
)
+(qξk)
∗e−i(2ξγk−ω0t)
(
evF∆
2k
cos θk + ξievF sin θk
)
= −evF
(
vF|pik|
k
cos θk(w
ξ
k + 1)−
∆
k
cos θkRe
(
qξke
i(2ξγk−ω0t)
)
−2ξ sin θkIm
(
qξke
i(2ξγk−ω0t)
))
(5.5.5)
jξy,k = |cξ+,k|2
(
−ev
2
F |pi|
k
cos θk
)
+
(
|cξ−,k|2−1
)(ev2F |pik|
k
cos θk
)
+qξke
i(2ξγk−ω0t)
(
evF∆
2k
sin θk + ξievF cos θk
)
+(qξk)
∗e−i(2ξγk−ω0t)
(
evF∆
2k
sin θk − ξievF cos θk
)
= −evF
(
vF|pi|
k
sin θkw
ξ
k −
∆
k
sin θkRe
(
qξke
i(2ξγk−ω0t)
)
+2ξ cos θkIm
(
qξke
i(2ξγk−ω0t)
))
(5.5.6)
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It can thus be seen that once an appropriate evaluation of the inversions and coher-
ences is obtained, the current contribution of a single two-level system is uniquely
determined.
Given the decomposition of the currents performed in Eqs. (5.5.3)-(5.5.4), the intra-
band current terms may be identified as the ones containing (wξk + 1) (where the
term +1 comes from the regularisation), whereas the interband current terms depend
on the microscopic polarisation qξk. Two such terms may be found; in particular,
the one containing (∆/k) is a mass-induced contribution and naturally vanishes for
ungapped dispersions.
It can be seen that, when taking ∆ = 0, both valleys contribute exactly the same to
the current, i.e. jξk(t) = j
−ξ
k (t), leading to a valley degeneracy factor gv = 2 in the
current of Eq. (6.4.41) as previously reported in Refs. [79, 82].
The physical current is finally obtained by appropriately taking all momentum con-
tributions of both valleys into account. In the continuum limit, it is:
J(t) =
gs
d(2pi)2
∑
ξ
∫
jξk(t)dk, (5.5.7)
where d is the thickness of the monolayer and gs = 2 is a spin degeneracy factor,
dk = kdkdφ is the 2-dimensional differential in momentum space and the sum is
performed over both valleys.
The analytical expressions calculated in Eqs. (5.5.5) -(5.5.6) encapsulate the exact
light-matter interactions predicted by the Dirac equation , since no approximations
were applied, and displays remarkable physics richness. The next section will be
focused on analysing and interpreting such current output.
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5.6 Simulations
The massive Dirac-Bloch equations encapsulate a breadth of optical phenomena
which become highly nontrivial in the nonlinear optical regime, once the electrons
are coupled to ultrashort and intense light fields. No analytical solution to these
equations can be obtained, especially in this regime. Therefore, a numerical evalua-
tion of them is necessary.
To that end, Eqs (5.4.7)-(5.4.6) have been rescaled so that they are dimensionless.
Such dimensionless equations, alongside the respective scaling for all variables, may
be found in Appendix A.1. In particular, the role of the gap is now introduced via
the dimensionless parameter ∆˜ ≡ ∆/(h¯ω0), conveniently rescaled such that a gap
satisfying ∆˜ = 1 is exactly resonant with the pump photon.
As for the numerical algorithm used to obtain a solution to the massive DBEs, an
explicit, adaptive, parallelised fourth-order Runge-Kutta algorithm was used. Once
the microscopic polarisations and inversions are known, the microscopic currents may
be obtained and consequently integrated appropriately in momentum space. A fine
mesh of the space must be used, in general requiring approximately 1000 radial points
and and 500 angular points.
Furthermore, since the present model deals with infinitely-extending bands, a radial
cut-off must be imposed in such a way that microscopic current amplitudes are within
a strict tolerance εc from zero.
In order to estimate where to apply such cutoff boundary, one may look for a wavevec-
tor kc such that max|qkc |< εc. In Fig 5.8, such a quantity is shown over momentum
space for a gap ∆˜ = 1. In (a), it is clear that at k˜ = 0, where the gap is exactly the
same as the photon energy, the polarisation hits its maximum of 1/2.
Subsequently, this value decreases as the momentum increases, and hence the detun-
ing, increases. Such a polarisation decrease seems to be further enhanced by higher
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values of the gap, as seen in (b) for a gap of ∆˜ = 1 and ∆˜ = 4. In any case, one may
confidently say that by |k˜|≈ 10, the contributions to the current are negligible and
the integral over momentum space is properly accounted for by considering states up
to this critical value.
Figure 5.8: Visualisation of max|qk| (a) in momentum space for a gap ∆˜ = 1. (b) for
a fixed angle φk˜ = pi/3, varying the magnitude k˜, for ∆˜ = 1 and ∆˜ = 4.
To probe the system response in the adequate regime, one may take the following
excitation conditions: the graphene monolayer is pumped with a normally-incident
pulse of duration t0 = 31.9 fs, central wavelength λ0 = 4µm and frequency
ω0 = 4.71 × 1014 s−1, photon energy h¯ω0 = 0.31 eV, intensity I = 0.45 GW/cm2
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and at temperature T = 0◦K. Additionally, realistic localised zero-averaged fields
are assumed: A(t) = A0sech(t/t0) sin (ω0t) and E(t) = −∂tA/c. In order not
to introduce unphysical static fields, these fields were chosen so that they satisfy∫∞
−∞A(t)dt =
∫∞
−∞E(t)dt = 0.
Attending to the considerations outlined in Section 3.5.2, the timescales of any
dephasing time is much larger than the pulse duration t0 and hence neglected.
Mathematically, this leads to setting γ1 = γ2 = 0. In this instance, all two-level
systems are coherent and the probability conservation law expressed in Eq. (5.4.8)
applies.
This condition is used in the code to ensure that the numerical outputs are confi-
dently given within a strict tolerance threshold. The opening of a gap leads to such
a constraint to be much more easily achieved: for instance, if the massive DBEs
are solved with a discretised time array with 215 = 32768 datapoints, tolerances of
approximately 10−15 may be achieved for all simulated states.
5.6.1 The Role of the Energy Gap
The role of energy gap in the generated current is now studied with the aid of a
dimensionless gap parameter ∆˜. As previously mentioned, massless Dirac electrons
in either valley contribute equally to the generation of current. The linearly-polarised
pulse, along the xˆ direction, does not create Jy currents which must therefore vanish
identically, once their corresponding microscopic currents are integrated over all mo-
menta and valley contributions; this is indeed observed in these simulations, and is a
crucial indicator of the validity of the underlying numerics [79].
In the massive regime, both components are addressed differently by the valleys, even
in this simple polarisation configuration. As will be seen, in this regime, each valley
contribution to the current, once a gap is present, does not necessarily equate to a
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valley degeneracy factor gv = 2.
In particular, given the optical field linear polarisation, which was assumed to be
along the xˆ direction, the model should only produce currents in the same direction.
This expectation is of course not warranted if some anisotropy mechanism takes place
in the sample. For instance, optical activity in chiral media is known to rotate the
incoming electric field, thus possibly allowing for current generation in a new direc-
tion.
Graphene is not known to admit such mechanisms. However, the calculation of the
y component of the current produced in one valley becomes nonzero. For this exact
reason, it is necessary to account for both valleys - as it will be seen, only the sum of
both contributions yields a vanishing Jy. As for the Jx, it is seen to be composed of
two identical contributions from both valleys.
The effect of the mass and Berry phase on the current may be seen in Fig. 5.9(a),
where the full current in time domain Jx(t) is shown. Its amplitude increases as the
energy gap is increased, until a maximum is reached when the photon is resonant
with the energy gap i.e. when ∆˜ = 1. Subsequently, the current amplitude vanishes
for increasingly larger gaps.
This behaviour is best understood if the intraband and interband currents are plotted
separately. Fig. 5.9(b) shows the intraband current contribution, where it can be
seen that its amplitude is maximal when ∆˜ = 0 and monotonically decreasing with
increasing energy gap. Fig. 5.9(c) shows the interband current, itself composed of
the two polarisation-dependent terms in Eq. (5.5.5), once integrated over momentum
and valley isospin. The full current dependence on the mass stems primarily from
the interband contributions, as Fig. 5.9(c) follows the pattern just described.
It must be remarked that both interband current terms are in phase. Figs 5.9 (b, c)
further reveal that the full current emerges from a very complex interplay of the
competing, out-of-phase contributions of intraband and interband currents.
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Figure 5.9: The full photo-generated current and its separate contributions in time
domain, rescaled in units of J0 = −eω20/(4dvF). (a) The total current, composed of
both intraband and interband contributions. Its overall dependence on the mass stems
primarily from the interband contribution. (b) The intraband current, generated
from electronic transitions within the same band. Its amplitude is monotonically
decreasing as the gap increases and maximal when the dispersion is ungapped. (c)
The interband contribution, generated from electronic transitions across the bands. It
is comprised of two terms, one being exclusively present only for gapped dispersions.
The interband current amplitude is maximal when the photon energy is resonant with
the gap, rapidly decreasing for larger gaps.
More optically pertinent information can be obtained by analysing the full current
spectrum S(ω) = |ωJ(ω)|2, in dB units, versus the harmonics order ω/ω0, a dimen-
sionless parameter so that the pump pulse is centred spectrally at ω/ω0 = 1, which
is displayed in in Fig. 5.10(a).
The spectra show strong odd harmonics being generated, commonly expected of
a χ(3) material. The exceedingly small peaks found for ω/ω0 = 2, 4, ... on this
logarithmic scale can be seen as numerical artefacts and suggest that even harmonic
generation is generally absent. However, particular gap values can be seen to yield
rather enhanced even-harmonic peaks.
The intraband and full current, itself composed of both the intraband and interband
contributions, allows for the identification of the interband current as the one re-
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Figure 5.10: Current spectra predicted by the massive DBEs. (a) The total spectrum
shows stronger odd harmonic generation than even harmonic generation. For gapped
systems, even-harmonic peaks, which are plotted in (c), are generated through third
harmonic generation (THG) in disguise of higher harmonic generation (HHG). Such
peaks are shown with the second and fourth-harmonic enhancements, respectively for
gaps satisfying ∆˜ = 2, 4. For vanishing gaps, even harmonic generation originates
from the centrosymmetry breaking mechanism, which breaks the static centrosym-
metry of the lattice and is seen in the intraband spectrum of (b). Generally, the
intraband harmonic peaks decrease monotonically as the gap is increased.
sponsible for the resonant peaks found in the spectrum.
This can be seen in Fig. 5.11, where a large set of dimensionless gap parameters is
displayed. Importantly, the intraband does not show second harmonic waves apart
from the gapless case, as seen in (a). Strikingly, any real value of the ∆˜ leads to an
harmonic enhancement at that particular harmonic order. These can be appreciated
in (b): for instance, a ∆˜ = 2.75 shows a peak in the harmonic order ω/ω0 = 2.75.
One may then wonder: ”Do integer values of ∆˜ increase the harmonic intensity at
those particular orders considerably?”
In order to understand the origin of this behaviour, now with only two nonzero
integer dimensionless gap parameters to simplicity the analysis, both the intraband
and interband current spectra are respectively shown in Fig. 5.10(b, c).
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Figure 5.11: Output spectra for ψ0 = 2. (a) Intraband current spectrum and (b) Full
current spectrum. The role of the dimensionless gap parameter ∆˜ can be analysed.
The interband-driven resonant peaks are generally found at the same harmonic order
as ∆˜.
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For both contributions, odd-order harmonic peaks are predominant over even-order
harmonic peaks. As for the interband current, clear nth-order harmonic peaks appear
when the gap is tuned so that ∆˜ = n, for a positive integer n ≥ 2. It must be
remarked that such peaks are always generated for any gap value but will not be
contribute to particular harmonic orders unless this tunability condition is met i.e.
for integer ∆˜. In particular, when tuned to even integers, peaks at even harmonic
orders are generated in the emission spectrum, as shown in Fig. 5.10.
Physically, the observed even harmonic peaks do not arise from χ(2)-like processes
(occurring only in non-centrosymmetric media) but are rather understood through
the coherent interference among odd harmonics, a well-established strong-field effect
termed ”THG in disguise of SHG” occurring exclusively at the femtosecond scale.
In the ultrashort (few-cycle), and intense optical regime, the electromagnetic field
is able to excite abruptly a tremendous amount of carriers which would otherwise
remain in the valence band due to their off-resonant condition.
The signature of such transitions can be inferred from the inversion wk. For instance,
very few transitions to the conduction band are attained in the linear optical regime
- leading to the condition wk ≈ −1 for all momenta. In contrast, high field intensities
allow Rabi flopping of a coherent two-level system - thus rendering such assumption
unrealistic - and may consequently generate highly nontrivial inversion behaviour on
which the generated current depends on. Most notably, ungapped graphene admits
instantaneous band transitions, leading to a step-like behaviour of wk around the
Dirac points (as can be seen in Fig. (3) of Ref. [82]).
Fig (3.6) of Ref. [106] is illustrative of the emergence of the mechanism of ”THG in
disguise of SHG”: if one fixes the transition frequency ωT ≡ (ξ+1,k−ξ−1,k)/h¯ = 2k/h¯,
the generated spectrum can be obtained for a fixed field excitation parameter, here
taken as the Rabi frequency peak ωR = max(µkE/h¯).
For instance, if one fixes ωT = 2ω0 and considers quasiresonant states (for which
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k ≈ ∆/2), it can be seen that this condition is approximate to ΩT/ω0 = 2k/(h¯ω0) ≈
∆/(h¯ω0). Now, if ωR is progressively increased, it seems clear that a THG peak
appears. However, and most interestingly, when it hits the critical value ΩR = 2ω0,
the THG peak is heavily suppressed and interfere with the fundamental mode to
create a visible spike at ω/ω0 = 2.
This phenomenon is also predicted to be only present for few-cycle pulses, where a
suppression of this peak at ω/ω0 = 2 is observed when increasing the pulse duration
(Fig. (3.7) of Ref. [106]). These simulations were performed with a 15-cycle pulse
and these peaks are also observed in them [Fig. 5.13(a)], even if a slightly different
formalism is employed.
As given by Eq. (6.4.41), the spectrum of Fig. (5.10) is comprised of a sum of
two-level systems, each one with a different ωT . However, the condition ∆/(h¯ω0) = 2
is sufficient to capture the collective contributions of these quasiresonant states on
the SHG peak. Pages 38-40 and 157-158 of Ref. [106], as well as Ref. [107] include
plenty of information on the physics underlying this process.
As a final check, one may wonder if these results, mainly the interband-driven har-
monic enhancement that was consistently found in the simulations, is not dependent
on the parity of the electromagnetic fields. For this comparison, the spectrum is ob-
tained when exciting with an even or odd electromagnetic vector potential A, giving
the following set of dimensionless fields:
Ψ(t)odd = ψ0sech(t) cos(Ω0t)− ψ0
Ω0
sech(t)tanh(t) sin(Ω0t) (5.6.1)
A(t)odd =
ψ0
Ω0
sech(t) sin(Ω0t) (Odd A)
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Figure 5.12: Comparison of the spectrum of (a) the intraband current and (b) the
interband current obtained when exciting the sample with an even vector potential
(blue) or odd (red), for a gap ∆˜ = 2. The interband-driven harmonic enhancement
prediction is not affected by the field parity.
Ψ(t)even = −ψ0sech(t) sin(Ω0t)− ψ0
Ω0
sech(t)tanh(t) cos(Ω0t) (5.6.2)
A(t)even = −ψ0
Ω0
sech(t) cos(Ω0t) (Even A)
5.6.2 The Role of the Berry Phase
The Berry phase in Eq. (5.3.10) induces non-trivial contributions to the current spec-
tra just discussed and its role on the generation of new harmonics is now discussed.
In order to achieve this, the Berry phase and its derivative are neglected by setting
γk(t) = γ˙k(t) = 0 in the massive DBEs [Eqs. (4.2.20)-(4.2.21)] and in the micro-
scopic current of Eq. (5.5.2). This procedure is physically consistent since Jy(t) still
vanishes after such terms are disregarded. The spectra of the full current and its
intraband/interband contributions, obtained by including or excluding such terms,
may now be compared.
General features can be captured and are exemplified for a particular gap with ∆˜ = 2
(resulting in a realistic energy gap value of ∆ = 0.62 eV), whose spectra are shown
in Fig. 5.13. One can observe that the Berry phase acts on the full current, shown in
Fig. 5.13(a), and considerably suppresses odd harmonics and enhances the relevant
even harmonics. The extent of the odd harmonics suppression seems to grow for
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Figure 5.13: Comparison of current spectra in the presence or absence of the Berry
phase for a gap ∆ = 2h¯ω0 = 0.62 eV. The full current spectrum is shown in (a),
displaying a general peak suppression of the dominant, odd harmonics. Rather negli-
gible even harmonic peaks only exist once this phase is considered. These features are
caused by the dominant, interband current, plotted in (c). The effect of the harmonic
interference on the Berry phase contribution to the interband current for such a gap,
here seen through the peak suppression at ω/ω0 = 2. The intraband spectrum, shown
in (b), displays a general suppression of odd harmonics, whose extent increases as the
harmonic order increases.
higher harmonics but is much more prominent in the interband currents, where the
peak differences are biggest.
The full behaviour can again be seen to originate from the dominant, interband con-
tributions, plotted in Fig. 5.13(c). The Berry phase can be identified as the agent that
mostly drives odd harmonics interference (and consequently possible even harmonic
generation when appropriately tuned) by considering the substantial peak enhance-
ment at ω/ω0 = 2 when the phase is switched on, as previously discussed. These
results can again be understood in light of the discussed THG in disguise of SHG.
The intraband current spectrum comparison is shown in Fig. 5.13(b), where it can
be seen that any possibly small even harmonic peak vanishes once the Berry phase is
neglected.
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5.7 Summary & Outlook
In conclusion, relativistic two-dimensional massive fermions are shown to acquire a
momentum-dependent Berry phase when interacting with normally-incident electro-
magnetic pulses. The spectrum generated by the electronic nonlinear current shows
prominent odd-harmonic generation, which is generally suppressed as the energy gap
is increased. Although even harmonics are generally absent for gapped dispersions,
their generation is shown to be attainable at the femtosecond scale through THG in
disguise of SHG when the photon energy is appropriately tuned to the energy gap,
generating radiation with the desired harmonic order. These processes may be con-
ceptualised as coherent interactions of odd harmonics. Signatures of these interband-
driven phenomena can be seen in the enhancement of harmonic peaks. The Berry
phase plays a major role in the interband current dynamics and hence in the genera-
tion of even harmonics.
It must be emphasized that excitonic effects are absent in the present formalism and
the carrier-free treatment is therefore meant to be seen as a foundational step in
understanding the intricacies of the optical behaviour of the sample. The numerical
implementation of those effects is challenging since it must consider the dynamics of
all two-level systems at once. As opposed to the free-carrier model that has been
used so far, each two-level system at k only depends on its own parameters since
it is decoupled from other carriers of different momenta. Dynamical quantities of
each two-level system may be calculated separately and then averaged at the final
step. Additionally, even though such interactions do refine the understanding of the
system, a carrier-free treatment must be solved first to gain insight not only into the
qualitative predictions of the model but also into the numerical machinery that allows
such models to output reliable data.
These results and methods help establish new techniques to understand and predict
the nonlinear optical behaviour of a range of two-dimensional hexagonal relativistic-
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like semiconductors, and help pave the way to predict quantitatively, in a generalised
fashion, the effect of wide range of phenomena, namely monolayer-substrate interac-
tions, sample imperfections, local defects and strain effects, expected to be found in
more realistic samples.
163
Chapter 6
Transition Metal Dichalcogenides
6.1 Overview
So far, only graphene and modifications thereof have been considered. For all the
interesting and unique properties of this material, a major challenge still remains:
the absence of a gap (or very small gaps given common substrate types) severely
hinders the development of hypothetically advantageous applications for electronics.
To overcome this barrier, an ample range of semiconductor crystals known as
transition metal dichalcogenides (TMDs) has recently sparked the attention of the
research community for reliably exhibiting robust optical and electronic properties
when grown in the form of two-dimensional monolayers.
These structures admit direct bandgaps around the near-infrared/visible range and,
rather interestingly, their quasiparticles can be modelled as massive two-dimensional
Dirac fermions in the low momentum regime. Presently, most prominent and widely
researched TMDs include disulphides (MoS2), diselenides (WSe2, MoSe2, WSe2) as
well as ditellurides (WTe2, MoTe2).
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Although advancing, the theoretical understanding of their nonlinear optical proper-
ties remains broadly uncharted. Recent studies highlight strong nonlinear features
grounded on both theoretical [108] and experimental work [109].
One of the most nontrivial optical features of these crystals is tied to the role of
the valley isospin of the carriers. Valleytronics, in analogy to spintronics, has been
gaining ground as to provide a platform to study many novel features due to the
existence of this degree of freedom. Due to strong spin-orbit coupling, the inversion
symmetry breaking leads to spin-valley-locked dynamics and valley-dependent elec-
tromagnetic response [110, 111] through optical selection rules for specific light field
polarisations [108].
Nanophotonic devices and applications to enhance light-matter interactions in these
materials have also been proposed [112]. Combinations of exotic materials has
also been studied, for instance by depositing graphene on TMD monolayers [113].
Various ab-initio calculations support the notion that electron-hole symmetry is also
generally broken [114] and trigonal warping effects, responsible for distortions in the
otherwise isotropic energy dispersion, have also been observed and studied [115].
Excitonic effects are also relevant in these crystals, leading, generally speaking, to
enchancement of many optical properties [116, 117].
In this chapter, the machinery of the Dirac-Bloch Equations will be applied to a
general transition metal dichalcogenide layer. This task will eventually lead to gener-
alised Dirac-Bloch Equations in Section 6.3, suitable to model any effective relativistic
two-band model of arbitrary lattice spacing. The advantage of this formalism is, as
previously stressed, reflected on a method to obtain the nonlinear current without
using any perturbative methods. Such scheme is shown in Section 6.4.
The calculations will invariably focus on TMD monolayers. As will be seen in Sec-
tion 6.1.1, these crystals present more intricate features in their lattice structure and,
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most importantly, lack a centre of inversion. The optics and related features of these
materials are thus fundamentally different to what was seen for graphene. In partic-
ular, the second-order nonlinearity should be rather strong. This has already been
observed in MoS2 monolayers [115].
The spectrum of these materials is expectedly much more intricate. In particular,
given the importance of the 3d orbitals, tight-binding methods are more challenging
to apply. Recently, a three-band model was proposed to model the dispersion of
group-VI TMD monolayer across the entire Brillouin zone [1]. In it, a reduction to
an effective two-band model is obtained.
Using that setting, this chapter will, after generalising the Dirac-Bloch Equations to
any relativistic two-band dispersion, study such an effective model, in order to gain
insights about the generated currents in the sample. To do this, a total of nine en-
ergy parameters are necessary to describe the Hamiltonian of the carriers within the
desired accuracy and range across the Brillouin zone - γi (i = 0, ..., 6), γSOC and ∆.
These equations can, in effect, model many other systems. Of particular relevance,
bilayer graphene has shown to be modelled by an effective two-band model [118, 119].
A myriad of new and intriguing dynamics arise from these equations. Most notably,
effects of trigonal warping, responsible for anisotropic features in the dispersion can
be accounted for. These consequently break the angular symmetry of the dispersion
and play an important role in harmonic generation. A broader discussion of these
features will follow in Section 6.5.
6.1.1 Characterisation
TMDs are structures of the form MX2, composed of a layer of a transition metal M
interposed between two layers of a chalcogen X and with a typical thickness of around
6 − 7A˚. Depending on the metal’s group, their stacking arrangement can either be
trigonal prismatic or octahedral. For group-VI metals, such as Mo and W, these three
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layers tend to stack in the former arrangement.
This can be seen in Fig 6.1(a), where the two species, which bond covalently, occupy
either one of the two possible triangular sublattices, labelled A and B, in a honeycomb
lattice. The trigonal prismatic arrangement can be seen by the relative arrangement
of the three planes: in the chalcogen-occupied planes, three atoms form the basis (a
regular triangle formed by these atoms) of a prism whose vertex lies on the metal-
occupied plane, perpendicular to the vertical (zˆ) axis. This geometrical arrangement
naturally defines the disposition of the orbitals, consequently playing a role in the
optoelectronics of TMDs. Multilayer or bulk structures can be realised due to weak
van der Waals interlayer interactions. Extensive and detailed analysis of the chemical
bonding mechanisms behind TMDs can be found in [120]
A TMD monolayer admits twelve symmetry operations, which are illustrated in Fig.
6.1 (a) − (b). These consist of three 3-fold rotations around the zˆ axis, three 2-fold
rotations around the axes laying on the horizontal plane, better seen in (b), two 3-
fold improper rotations (composed of a 3-fold rotation followed by a reflection on the
metal-occupied plane) and three reflections on their respective vertical planes.
Rather importantly, this structure lacks an inversion centre. To see why, the only
hypothetical inversion centres, the centre of an arbitrary hexagon (labelled P) and
a lattice point Q are shown in (b). Inversion through P is not possible due to the
alternate nature of each sublattices; as for Q, only the lattice points of the same
species are invertible (in this instance the metal species). This arrangement cannot
therefore preserve inversion symmetry.
The precise configuration of the TDM structure plays a role in the observation of this
symmetry. Unlike monolayers, TDMs grown in bulk or multilayers of an even number
of layers admit an inversion centre [120].
Several works, e.g. in Refs. [108, 111], apply the Hamiltonian of gapped graphene
in Eq. (5.3.2) to TMD monolayers monolayers. As will be seen in Section 6.1.1, the
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Figure 6.1: Lattice structures of a TMD monolayer in the trigonal prismatic arrange-
ment. (a) The transition metal layer (green atoms on dark gray plane) is interposed
between two identical layers of a chalcogen (blue atoms on light gray planes) and
spatially stacked so that the metal atoms are coordinated with the three nearest
chalcogen atoms on either respective layer, here represented by the white bonds. The
vertical axis and the horizontal metal-occupied plane generate three 3-fold rotations,
one reflection and two improper rotations as symmetry operations. (b) Top-view of
the lattice, with both chalcogen-occupied layers superimposed. Both species have
their respective atoms arranged alternately in triangular sublattices A and B. The
point group symmetry of the monolayer is completely determined by including three
further reflections about the three gray axes and three reflections about the vertical
planes. The only hypothetical monolayer centres of inversion, here arbitrary taken
at the points P and Q are shown on the plane. (c) Brillouin zone, showing the
high-symmetry points; the unit cell, containing two atoms.
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underlying lattice of the monolayer does not admit a centre of inversion. For that
reason, an adequate Hamiltonian modelling the carriers in this system cannot be
centrosymmetric. For that reason, a k · p expansion cannot be truncated below the
third order. However, if one is only concerned with the electronic properties of TMDs,
which are accounted mostly by low momentum states, a first-order approximation is
accurate to that end and hence the Hamiltonian modelling gapped graphene, clearly
centrosymmetric, is sufficient.
With regard to the optical response of these materials, such an approximation is also
adequate if the system is probed with weak optical excitations, consequently leading
to a fairly good model for their linear optical properties.
The main focus of this work is of course in the extreme nonlinear regime where,
not surprisingly, such an approximation is clearly insufficient to accurately capture
nonlinear light-matter phenomena of non-centrosymmetric two-dimensional media,
for which higher-order terms in the k·p expansion explicitly break the centrosymmetry
k↔ −k, rendering the conduction and valence bands asymmetric.
6.2 Quasiparticle Properties
Within the framework of the k · p expansion that approximates the Hamiltonian of
the carriers, the explicit breaking of the centrosymmetry is obtained by including
higher-order contributions to the Hamiltonian. More importantly, such an expansion
renders the dispersion anisotropic. Unlike centrosymmetric dispersions, where both
valleys contributed equally to the current generated and did not create transverse
components to the polarisation direction, this expectation is not warranted for such
complicated dispersions.
If the incoming optical field is linearly polarised and still perpendicular to the
monolayer, a natural question to ask is: ”Is there any dependence of the sample’s
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optical properties on the relative polarisation angle of the electromagnetic field with
respect to an arbitrary direction along the layer?
In order to probe this situation, the vector potential is expressed as A(t) =
(Ax(t), Ay(t), 0), which can be split in polars as A(t) = A(t)(cos Θ, sin Θ, 0).
In order to avoid powers of h¯ in already lengthy expressions, the minimal substitution
will subsequently be performed on the wavevector k and not the momentum p = h¯k
as was done in the previous sections.
Hence, a momentum vector k = (kx, ky) = |k|(cosφk, sinφk) is mapped to a time-
dependent wavevector pik(t) through the reassignment k 7→ k + e/(h¯c)A(t) i.e.
pik(t) = (pix(t), piy(t)) = |pik(t)|(cos θk(t), sin θk(t)), with:
|pik(t)| =
√[
kx +
e
h¯c
A(t) cos Θ
]2
+ [ky +
e
ch¯
A(t) sin Θ]2
=
√
|k|2+
( e
ch¯
A(t)
)2
+
2e
ch¯
A(t) cos (φk −Θ)
(6.2.1)
θk(t) = arctan
[ |k|sinφk + ech¯A(t) sin Θ
|k|cosφk + eh¯cA(t) cos Θ
]
(6.2.2)
It is no surprise that, just like in Chapters 4 and 5, its derivative will play a role in
the light coupling:
θ˙k(t) =
e sin(φk −Θ)E(t)
h¯|pik|(t) (6.2.3)
Hamiltonian & Dispersion
In order to model the carriers in these monolayers, the Hamiltonian will be considered
up to third-order when performing a k ·p expansion. This consideration leads to the
construction:
Hk(ξ, s, t) = H
(1)
k (ξ, t) +H
(2)
k (ξ, t) +H
(3)
k (ξ, t) +H
SOC
k (ξ, s) (6.2.4)
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where H
(i)
k are the i
th contributions in the k · p expansion and HSOCk is a first-order
contribution resultant from spin-orbit coupling effects.
For this reason, the Hamiltonian is now spin-dependent, where s denotes the spin
index — s = +1 for spin up and s = −1 for spin down states. As usual, λ denotes
the conduction (λ = +1) and valence (λ = −1) bands.
The first-order contribution represents the linear contributions:
H
(1)
k (ξ, t) =
 ∆2 aγ0(ξpix − ipiy)
aγ0(ξpix + ipiy) −∆2

=
 ∆2 ξaγ0|pik|e−iξθk
ξaγ0|pik|eiξθk −∆2

(6.2.5)
The Hamiltonian of Eq. (6.2.5) can be written in the compact form:
H
(1)
k (ξ, t) = aγ0σ(ξ) · pik +
∆
2
σz (6.2.6)
where σ(ξ) = (ξσx, σy) and ξpix − ipiy = ξ|pik|e−iξθk was used.
This is nothing more than what was developed so far in the previous sections, where
the usual first-order Hamiltonian can be retrieved with the identification of the Fermi
velocity as vF ≡ aγ0/h¯. and a nonzero gap ∆.
The spin-orbit coupling (SOC) effects are considered up to first-order. Its effect, in
this effective two-band model, is to split the valence bands between spin up and spin
down states. Its corresponding Hamiltonian is therefore valley and spin-dependent:
HSOCk (ξ, s) =
0 0
0 ξsγSOC
 = ξsγSOC
2
[I− σz] (6.2.7)
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Figure 6.2: Dispersion of the first-order contribution to the full Hamiltonian. The
parameter γ0 sets the Fermi velocity of the carriers as vF = aγ0/h¯ and is therefore a
measure of the slope of the Dirac cones. ∆ denotes the usual energy gap and renders
the dispersion hyperbolic.
The second-order k ·p contribution adds three further parameters and can be written
in the form:
H
(2)
k (ξ, t) = a
2
 γ1|pik|2 γ3(ξpix + ipiy)2
γ3(ξpix − ipiy)2 γ2|pik|2

= a2|pik|2
 γ1 γ3e2iξθk
γ3e
−2iξθk γ2

(6.2.8)
which can be written in the compact notation:
H
(2)
k (ξ, t) = a
2
(
γ3(σ(ξ) · pik)∗σx(σ(ξ) · pik)∗ + |pik|
2
2
[(γ1 + γ2)I+ (γ1 − γ2)σz]
)
(6.2.9)
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Figure 6.3: Dispersion of the cumulative Hamiltonian H˜2k. The asymmetry parameters
γ1 and γ2 render both bands inequivalent. Furthermore, an angular modulation on
the valence band can be seen through the peaks and troughs. The exact locations are
shown in the dispersion contours in Fig. 6.6(c).
The overall effect of the parameters so far introduced may be seen in the Fig. 6.2,
where the dispersion of the Hamiltonian H˜
(2)
k = H
(1)
k +H
(2)
k +H
SOC
k is plotted. In it, it
can be seen that both bands have different curvature profiles. The term proportional
to γ3 in Eq. (6.2.8) is rotating at three times the frequency of its counterpart in H
(1)
k ,
the term proportional to γ0 and leads to what is known as trigonal warping, which
will be discussed in more detail.
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Finally, the third-order contribution to the Hamiltonian reads:
H
(3)
k (ξ, t) = a
3
 ξγ4pix(pi2x − 3pi2y) γ6|pik|2(ξpix − ipiy)
γ6|pik|2(ξpix + ipiy) ξγ5pix(pi2x − 3pi2y)

= ξa3|pik|3
γ4 cos(3θk) γ6e−iξθk
γ6e
iξθk γ5 cos(3θk)

(6.2.10)
Where pix(pi
2
x−3pi2y) = |pik|3
(
cos3 θk − 3 sin2 θk cos θk
)
= |pik|3cos(3θk) was used, lead-
ing to:
H
(3)
k (ξ, t) = a
3
(
γ6|pik|2σ(ξ) · pik + ξ
2
|pik|3cos(3θk) [(γ4 + γ5)I+ (γ4 − γ5)σz]
)
(6.2.11)
Figure 6.4: Dispersion of the full Hamiltonian Hk. A similar modulation in the
valence band as seen in Fig. 6.2 is also found, oriented differently as will be shown in
Fig 6.6.
In order to simplify any further calculation, the full Hamiltonian will be written in the
most general form that ensures hermicity: with the aid of real-valued functionsfk, rk
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and gk , the full Hamiltonian in Eq. (6.2.4) can be written in the following form:
Hk(ξ, s, t) =
3∑
i=1
H
(i)
k (ξ, t) +H
SOC
k (ξ, s, t)
=
 fk(ξ, t) e−iξ(θk(t)−νk(t))gk(ξ, t)
eiξ(θk(t)−νk(t))gk(ξ, t) rk(ξ, s, t)
 (6.2.12)
In particualr for MoS2, these amplitudes take the functional form [1] :
fk(ξ, t) =
∆
2
+ γ1a
2|pik|2+ξγ4 cos(3θk)a3|pik|3 (6.2.13)
rk(ξ, s, t) = −∆
2
+ sξγSOC + γ2a
2|pik|2+ξγ5 cos(3θk)a3|pik|3 (6.2.14)
g2k(ξ, t) = ξ
2γ20a
2|pik|2+2ξγ0γ3 cos(3θk)a3|pik|3+(γ23 + 2γ0γ6)a4|pik|4
+ 2ξγ3γ6 cos(3θk)a
5|pik|5+γ26a6|pik|6 (6.2.15)
The factor ξ2 is left so the correct branch of the radical is obtained when reducing
the full Hamiltonian to the first-order contribution.
The aggregate difference between the corresponding frequency of the anti-diagonal
(hopping) terms from the second and third order contributions leads to the appearance
of a new valley-dependent phase in the full Hamiltonian, which will be termed the
warping phase νk(ξ, t):
νk(ξ, t) = arctan
[
γ3 sin(3θk)a|pik|
ξγ0 + γ3 cos(3θk)a|pik|+ξγ6a2|pik|2
]
(6.2.16)
From now on, the dependence on the degrees of freedom is dropped unless they must
be emphasized.
In the notation just introduced, the full dispersion of the two bands is easily obtained
through solving |Hk(ξ, s, t) − k(ξ, s, λ, t)|= 0. Due to the minimal substitution, it
is also time-dependent. Unlike for both gapped and ungapped graphene, it is now
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valley and spin-dependent:
λ,k =
1
2
(
fk + rk + λ
√
(fk − rk)2 + 4g2k
)
(6.2.17)
The functional form of the dispersion allows for a useful separation: the contributions
to the dispersion’s asymmetry are more easily captured by rewriting Eq. (6.2.17) as:
k(ξ, s, λ, t) = 
a
k(ξ, s, t) + λ
b
k(ξ, s, t) (6.2.18)
In this fashion, the asymmetry and the hopping (bulk) contributions — respectively
denoted by ak and 
b
k — are explicitly given by:
ak =
1
2
(fk + rk) 
b
k =
√(
fk − rk
2
)2
+ g2k (6.2.19)
An auxiliary variable zk is defined now. It will be seen to define the relative strength
of many contributions:
zk ≡ rk − 
a
k
bk
(6.2.20)
To obtain the functional form of the dispersion, the k · p expansion can be used to
construct both asymmetry and bulk contributions. Given the introduction of the
canonical momentum, these are collected by powers of |pik|:
ak(ξ, s, t) =
3∑
i=0
α
(i)
k (ξ, s, t)|pik|i (6.2.21)
bk(ξ, s, t) =
√√√√ 6∑
i=0
β
(i)
k (ξ, s, t)|pik|i (6.2.22)
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The asymmetry term ak(ξ, s, t) evaluates to:
α
(0)
k =
1
2
ξsγSOC
α
(2)
k =
1
2
(γ1 + γ2)a
2 (6.2.23)
α
(3)
k =
1
2
ξ(γ4 + γ5) cos(3θk)a
3
and can thus be seen to vanish whenever γ1 + γ2 = γ4 + γ5 = 0 and γSOC = 0.
As for the coefficients of the bulk of the dispersion β
(i)
k , they take the form:
β
(0)
k =
(
∆− ξsγSOC
2
)2
β
(2)
k =
1
2
[
2γ20 + (γ1 − γ2)(∆− ξsγSOC)
]
a2
β
(3)
k =
1
2
ξ cos(3θk) [(γ4 − γ5)(∆− ξsγSOC) + 4γ0γ3] a3
β
(4)
k =
((
γ1 − γ2
2
)2
+ γ23 + 2γ0γ6
)
a4 (6.2.24)
β
(5)
k =
1
2
ξ cos(3θk) [(γ1 − γ2)(γ4 − γ5) + 4γ3γ6] a5
β
(6)
k =
[(
γ4 − γ5
2
)2
cos2(3θk) + γ
2
6
]
a6
With the remaining coefficients vanishing: α
(1)
k = β
(1)
k = 0.
The contribution of all the parameters just introduced to the dispersion in each band
is more easily visualised through the contour profile of the dispersion of the cumu-
lative Hamiltonians. In this fashion, particular orders in the expansion may reveal
which new features are introduced. These can be visualised in Fig. 6.6, where the
left insets show the cumulative dispersions in the valence band and the right insets
the same quantity but in the conduction band.
The angular symmetry of the dispersion of the first-order Hamiltonian H˜
(1)
k = H
(1)
k +
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HSOCk is manifestly present in the contour plots of both bands, as can be seen in (a)-
(b). Physically, the parameters γ1 and γ2 break the symmetry of the bands. Unless
γ1 + γ2 = 0, they create a k-dependent vertical shift between the bands.
The parameter γ3 is responsible for trigonal warping, an effect which induces a dis-
tortion of the dispersion shape, leading to a breaking of the angular symmetry, as can
be appreciated in Fig. 6.6(a).
The warping is more intense for low-momentum states, monotonically decreasing until
it becomes rotationally symmetric. The contours of the valence band show distortion
features wherein the stretch is more visible along the lines φk˜ = 0, pi/3 and 2pi/3. The
distortion is less severe in the conduction band, shown in (d), where a slight departure
from the concentric circles found in (b), caused by the asymmetry terms γ1 and γ2.
Once the full Hamiltonian is considered, up to third order, it can be seen that the
valence band, in (e) has three maxima, with angles φk˜ = 0, pi/3 and 2pi/3. For mo-
menta around |k|< 1, the dispersion is, not surprisingly, similar to H(1)k . The full
conduction band in (f) shows a severely distorted contour profile, exacerbated by the
asymmetry coefficients γ4 and γ5.
The effect of the spin-orbit coupling contribution HSOCk in the full dispersion may
be explicitly seen in Fig. 6.5, along φk = 0, i.e. with ky = 0. There are now
2( on λ)× 2( on ξ)× 2( on s) = 8 bands across the entire Brillouin zone. The upper
window shows the four bands (λ, s) at the K valley whereas the lower window shows
the same bands in the K′ valley. As can be seen, the conduction bands at either
valley remain spin degenerate. The spin-orbit coupling has the effect of splitting
the valence bands by a small amount γSOC, which is a mere 8% of the gap. It may
seen that both valleys are vertically symmetrical. This can be understood with re-
gards to the symmetry px 7→ −px which enters the definition of the valley-dependent
pseudospin σ(ξ) = (ξσx, σy)
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Figure 6.5: Plot of the four bands (λ, s) at the K valley (upper window) and at the
K′ valley (lower window), using the effective parameters of Table 6.1.
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Figure 6.6: Contour plots of the dispersion of cumulative Hamiltonians H˜ ik =∑i
j=1 H
i
k + H
SOC
k in momentum space, in the absence of an electric field. (a), (c)
and (e) show respectively the valence band dispersion of the first, second and third-
order cumulative dispersions. (b),(d) and (f) show respectively the same dispersions
in the conduction band.
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Instantaneous Eigenstates
The general instantaneous eigenstate of the full Hamiltonian, denoted by |uk(ξ, s, λ, t)〉,
with components:
|uk(ξ, s, λ, t)〉 ≡
ϕk(ξ, s, λ, t)
χk(ξ, s, λ, t)
 (6.2.25)
may now be obtained by solving:
Hk(ξ, s, t) |uk(ξ, s, λ, t)〉 = k(ξ, s, λ, t) |uk(ξ, s, λ, t)〉 (6.2.26)
The spinor components are seen to be related to one another as:
ϕk(ξ, s, λ, t) =
(
k(ξ, s, λ, t)− rk(ξ, s, t)
gk(ξ, t)
)
e−iξ(θk(t)−νk(ξ,t))χk(ξ, s, λ, t) (6.2.27)
As usual, with the choice to fix the lower component to a spin-free field χk(ξ, λ, t) ≡
λeiξ(θk(t)−νk(ξ,t)/2 and applying instantaneous orthonormality (i.e.
〈uk(ξ, s, λ, t)|uk(ξ, s, λ′, t)〉 = δλλ′), the normalised spinor takes the form:
|uk(ξ, s, λ, t)〉 =
(
λgk√
(k − rk)2 + g2k
)
(
k−rk
gk
)
e−iξ(θk−νk)/2
eiξ(θk−νk)/2

=
(
gk
bk
√
2(1− λzk)
)
(
bk
gk
)
(1− λzk)e−iξ(θk−νk)/2
λeiξ(θk−νk)/2

(6.2.28)
Berry Phase
Not surprisingly, the inclusion of the new contributions leads to intricate dynamics
of the Berry phase, which is now valley and spin-dependent. Its derivative may be
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found to be:
η˙k(ξ, s, λ, t) ≡ i 〈uk(ξ, s, λ, t)|u˙k(ξ, s, λ, t)〉
= ξ
(
1
2
− g
2
k
g2k + [k − rk]2
)
(θ˙k − ν˙k)
= −ξλzk
2
(θ˙k − ν˙k)
≡ −ξλ
2
Λ˙k(ξ, s, t)
(6.2.29)
Considering only H
(1)
k , the functions reduce to rk = −∆/2 and ak = 0, yielding the
derivative is:
η˙k = λξ
∆θ˙k
4bk
(6.2.30)
as previously calculated in Eq. (5.3.7).
Electric Dipole Moment
In this generalised system, once the DBEs modelling the TMDs are obtained, it will
be seen that the matrix element 〈uλk|u˙−λk 〉 is related to the electric dipole moment
of electron and hole states in the two-band model. Essentially, the electric dipole
moment µk(ξ, s, t) is interpreted as the field which, in the driving term for qk in
Eq. (6.3.17) complies with the Bloch form i.e.:
iµk(ξ, s, t)E(t) = −〈u(+)k |u˙(−)k 〉 (6.2.31)
It is nonetheless more convenient to think of the coupling (matrix) element as opposed
to the dipole moment since, given the complicated nature of the new variables and
their derivatives, separating the field explicitly does not bring insight or simplicity of
notation. The matrix element may be calculated as:
〈uλ,k|u˙−λ,k〉 = −iξ gk
2bk
(θ˙k − ν˙k) + λ 
b
k
2gk
z˙k (6.2.32)
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Rather importantly, these matrix elements may be seen to be anti-Hermitian in the
band index λ, meaning:
〈u(−)k |u˙(+)k 〉 = −〈u(+)k |u˙(−)k 〉
∗
(6.2.33)
The real part of the matrix element induces an imaginary part of the dipole moment,
just like was obtained for the case of gapped graphene. This quantity naturally
converges to the dipole in gapped graphene, i.e. when considering only H
(1)
k .
6.3 The Generalised Dirac-Bloch Equations
Given the generality of the Hamiltonian in question, the same tools as used when
calculating the DBEs for gapped and ungapped graphene are used to obtain a solution
to the equation:
ih¯ |Ψ˙k(ξ, s, t)〉 = Hk(ξ, s, t) |Ψk(ξ, s, t)〉 (6.3.1)
Just as was done previously, the general wavefunction is taken as a linear superposition
of the band wavefunctions |ψk(ξ, s, λ, t)〉
|ψk(ξ, s, λ, t)〉 = |uk(ξ, s, λ, t)〉 e−iΩk(ξ,s,λ,t)eiηk(ξ,s,λ,t) (6.3.2)
These are simply the instantaneous eigenstate shifted by the dynamical phase
Ωk(ξ, s, λ, t):
Ωk(ξ, s, λ, t) = (1/h¯)
∫ t
−∞
k(ξ, s, λ, t
′)dt′ (6.3.3)
and the instantaneous Berry phase ηk(ξ, s, λ, t)
ηk(ξ, s, λ, t) =
∫ t
−∞
η˙k(ξ, s, λ, t
′)dt′ (6.3.4)
whose derivative is given in Section (6.2). Moreover, note that both quantities are still
valley and spin-dependent until explicit symmetries are exploited. The ansatz that
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solves the Dirac equation is now obtained by expanding through the instantaneous
basis:
|Ψk〉 =
∑
λ
cλk |uλk〉 ei(η
λ
k−Ωλk) (6.3.5)
Inserting the ansatz of Eq. (6.3.5) in Eq. (6.3.1) leads to:
ih¯ |Ψ˙k〉 =
∑
λ
[
ih¯c˙λk |uλk〉+ ih¯cλk |u˙λk〉 − h¯cλk |uλk〉 (η˙λk − Ω˙λk)
]
ei(η
λ
k−Ωλk) (6.3.6)
Hk |Ψk〉 =
∑
λ
cλk
λ
k |uλk〉 ei(η
λ
k−Ωλk) (6.3.7)
Using the condition h¯Ω˙λk = 
λ
k, pre-multiplying both sides by 〈uλ′k |, the following
condition is obtained:
∑
λ
[
〈uλ′k |uλk〉 c˙λk +
(
〈uλ′k |u˙λk〉+ iη˙λk 〈uλ
′
k |uλk〉
)
cλk
]
ei(η
λ
k−Ωλk) = 0 (6.3.8)
Up to this point, the DBEs can in principle be obtained for a n level system. In the
effective two-band model, the sum over λ ∈ {−λ′, λ′} is applied.
With the aid of the orthonormality condition 〈uλ′k |uλk〉 = δλ′λ and the definition of
the Berry phase in Eq. (6.2.29), a dummy variable reassignment λ′ 7→ λ leads to the
condition:
c˙λk = −〈uλk|u˙−λk 〉 ei((η
−λ
k −ηλk)−(Ω−λk −Ωλk))c−λk (6.3.9)
i.e.
c˙
(+)
k + 〈u(+)k |u˙(−)k 〉 ei
(
(η
(−)
k −η
(+)
k )−(Ω
(−)
k −Ω
(+)
k )
)
c
(+)
k = 0
c˙
(−)
k + 〈u(−)k |u˙(+)k 〉 e−i
(
(η
(−)
k −η
(+)
k )−(Ω
(−)
k −Ω
(+)
k )
)
c
(−)
k = 0
(6.3.10)
With the energy definition of Eq. (6.2.18):
[Ω
(−)
k − Ω(+)k ](t) =
1
h¯
∫ t
−∞
[(ak − bk)− (ak + bk)](t′)dt′
= −2
h¯
∫ t
−∞
bk(t
′)dt′ ≡ −2Ωbk(t)
(6.3.11)
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Consequently, the dynamical angle depends only on its bulk part and not on the
asymmetry contributions, ak. As for and the Berry phase, the separation of the
degrees of freedom variables in Eq. (6.2.29) gives:
[η
(−)
k − η(+)k ](t) =
∫ t
−∞
[η˙
(−)
k − η˙(+)k ](t′)dt′
= −ξ
2
∫ t
−∞
(−2)Λ˙k(t′)dt′ = ξΛk(t)
(6.3.12)
The anti-Hermicity of the coupling element of Eq. (6.2.32) can now be used to rewrite
the two differential equations that resulted from Eq. (6.3.9) in a differential matrix
equation of the form c˙ = Mc, where c is a vector whose components are the spinor
coefficients and M is the coefficient matrix, dictating the time evolution of the coef-
ficients:
˙c(+)k
c
(−)
k
 =
 0 −〈u(+)k |u˙(−)k 〉 ei(ξΛk+2Ωbk)
〈u(+)k |u˙(−)k 〉
∗
e−i(ξΛk+2Ω
b
k) 0

c(+)k
c
(−)
k
 (6.3.13)
The fact that this matrix has vanishing diagonal entries is due to the explicit sepa-
ration of the Berry phase in the definition of the band wavefunctions |ψk(ξ, s, λ, t〉 in
Eq. (6.3.5).
For a general coefficient matrix M satisfying:
c˙(+)k
c˙
(−)
k
 =
α β
γ δ

c(+)k
c
(−)
k
 (6.3.14)
and considering the form of the derivatives of the inversion and microscopic polarisa-
tion, found in Eq. (4.2.19), the DBEs can generally be constructed thus:
q˙k =
(
α + δ∗ + i(ω0 − 2Ω˙bk)
)
qk + γ
∗wkei(ω0t−2Ω
b
k) (6.3.15)
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w˙k = Re(α)(wk + 1) + Re(δ)(wk − 1) + 2Re
(
(β∗ − γ)qke−i(ω0t−2Ωbk)
)
(6.3.16)
Notably, β = −γ∗. Finally, inserting the coefficients found in Eq. (6.3.13), the Dirac-
Bloch equations for a general two band relativistic carrier are:
q˙k − i
(
ω0 − 2Ω˙b
)
qk − 〈u(+)k |u˙(−)k 〉 ei(ω0t+ξΛk)wk = 0
w˙k + 4Re
(
〈u(+)k |u˙(−)k 〉
∗
e−i(ω0t+ξΛk)qk
)
= 0
(6.3.17)
Without dephasing mechanisms, these generalised DBEs naturally encapsulate a
probability conservation law, conserving the quantity 4|qk|2+w2k. This can be shown
by considering its derivative:
d
dt
(
4|qk|2+w2k
)
= 4(q˙kq
∗
k + qkq˙
∗
k) + 2wkw˙k
= 4
(
2wkRe
(
〈u(+)k |u˙(−)k 〉
∗
e−i(ω0t+ξΛk)qk
))
+ 2wk
(
−4Re
(
〈u(+)k |u˙(−)k 〉
∗
e−i(ω0t+ξΛk)qk
))
= 0
(6.3.18)
where the derivatives were obtained by substitution from the generalised DBEs.
6.4 Currents
The philosophy underlying the calculation of the current from the generalised DBEs
remains the same as applied in previous sections, although the expressions reveal
much more complexity.
In general, the µ component of the microscopic current operators is still proportional
to the derivative in the momentum variable of the full Hamiltonian Hk, i.e.
jˆµ,k(ξ, s, t) = − e
h¯
∂kµHk(ξ, s, t) (6.4.1)
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By the linearity of the derivative operators, the full current density operator
can be expressed additively by the order of their expansion index (i) jˆµ,k(ξ, s, t) =∑
i jˆ
(i)
µ,k(ξ, s, t), where each order has an associated operator jˆ
(i)
µ,k(ξ, s, t) ≡ − eh¯ ∂∂kµH
(i)
k (ξ, s, t).
Using the ansatz of Eq. (6.3.5), the current expectation of order i is:
〈Ψk|jˆ(i)µ,k|Ψk〉 =
∑
λ,λ′
(cλk)
∗cλ
′
k e
i((ηλ
′
k −ηλk)−(Ωλ
′
k −Ωλk) 〈uλk|jˆ(i)µ,k|uλ
′
k 〉
=
∑
λ,λ′
(cλk)
∗cλ
′
k e
−i(λ′−λ)( ξ2 Λk+Ωbk) 〈uλk|jˆ(i)µ,k|uλ
′
k 〉
=
∑
λ
[
|cλk|2〈uλk|jˆ(i)µ,k|uλk〉+ (cλk)∗c−λk eiλ(ξΛk+2Ω
b
k) 〈uλk|jˆ(i)µ,k|u−λk 〉
] (6.4.2)
After the valence current is subtracted, following the discussion in Section 4.4, intra-
band and interband terms can be split. This regularisation term is incorporated in
the intraband contributions, leading to the full current in time domain:
jµ,k(ξ, s, t) =
∑
i
[
〈Ψk|jˆ(i)µ,k|Ψk〉 − 〈u(−)k |jˆ(i)µ,k|u(−)k 〉
]
=
∑
i
j
intra(i)
µ,k (t)︸ ︷︷ ︸
jintraµ,k (t)
+
∑
i
j
inter(i)
µ,k (ξ, t)︸ ︷︷ ︸
jinterµ,k (t)
(6.4.3)
In this fashion, the role of the expansion on intraband or interband features is easily
revealed. By re-expressing the coefficients cλk in terms of the dynamical variables,
each order provides to each current contribution in the following way:
j
intra(i)
µ,k (t) = |c(+)k |2〈u(+)k |jˆ(i)µ,k|u(+)k 〉+
(
|c(−)k |2−1
)
〈u(−)k |jˆ(i)µ,k|u(−)k 〉 (6.4.4)
j
inter(i)
µ,k (t) = qke
−i(ω0t+ξΛk) 〈u(−)k |jˆ(i)µ,k|u(+)k 〉+ q∗kei(ω0t+ξΛk) 〈u(+)k |jˆ(i)µ,k|u(−)k 〉 (6.4.5)
The definitions so far covered are general. In order to consider a TMD monolayer, the
current density operators must be obtained. It is clear that HSOCk does not contribute
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to the current as it is not k dependent. As for the remaining contributions, this task
can be completed if the terms containing σ(ξ) · pik in the operator form of H(i)k (ξ)
are expanded. Given this form, it is more convenient to denote them as H
(i)
k (pix, piy).
These will naturally be explicitly spin and valley-dependent. The newly-rewritten
Hamiltonians now take the following forms, respectively given by their order:
H
(1)
k (pix, piy) = aγ0(ξpixσx + piyσy) +
∆
2
σz (6.4.6)
H
(2)
k (pix, piy) = a
2
(
γ3
[
(pi2x − pi2y)σx − 2ξpixpiyσy
]
+
pi2x + pi
2
y
2
[(γ1 + γ2)I+ (γ1 − γ2)σz]
)
(6.4.7)
H
(3)
k (pix, piy) = a
3
(
γ6
[
ξ(pi3x + pi
2
ypix)σx + (pi
2
xpiy + pi
3
y)σy
]
+
ξ
2
(pi3x − 3pi2ypix) [(γ4 + γ5)I+ (γ4 − γ5)σz]
)
(6.4.8)
With these, the definition in Eq. (6.4) allows the current density operators for both
Cartesian components to be obtained, for any order. For the first-order, the k-
independent operators used in graphene are retrieved:
jˆ
(1)
x,k = −
ξeγ0a
h¯
σx (6.4.9)
jˆ
(1)
y,k = −
eγ0a
h¯
σy (6.4.10)
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As for the second-order current operators, they become momentum-dependent, now
also depending on the transverse momentum component:
jˆ
(2)
x,k(pix, piy) = −
ea2
h¯
(2γ3(pixσx − ξpiyσy) + pix [(γ1 + γ2)I+ (γ1 − γ2)σz])
= −ea
2|pik|
h¯
(
2γ3 cos θkσx − 2ξγ3 sin θkσy
+ (γ1 + γ2) cos θkI+ (γ1 − γ2) cos θkσz
) (6.4.11)
jˆ
(2)
y,k(pix, piy) = −
ea2
h¯
(−2γ3(piyσx + ξpixσy) + piy [(γ1 + γ2)I+ (γ1 − γ2)σz])
= −ea
2|pik|
h¯
(
− 2γ3 sin θkσx − 2ξγ3 cos θkσy+
(γ1 + γ2) sin θkI+ (γ1 − γ2) sin θkσz
) (6.4.12)
where the last equality was obtained by rewriting the momentum components as
polars. For the third-order contributions:
jˆ
(3)
x,k(pix, piy) = −
ea3
h¯
(
γ6
[
ξ(3pi2x + pi
2
y)σx + 2pixpiyσy
]
+
3ξ
2
(pi2x − pi2y) [(γ4 + γ5)I+ (γ4 − γ5)σz]
)
= −ea
3|pik|2
h¯
(
ξγ6(cos 2θk + 2)σx + 2γ6 cos θk sin θkσy
+
3ξ
2
cos 2θk
[
(γ4 + γ5)I+
3ξ
2
(γ4 − γ5)σz
])
(6.4.13)
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jˆ
(3)
y,k(pix, piy) = −
ea3
h¯
(
γ6
[
2ξpixpiyσx + (pi
2
x + 3pi
2
y)σy
]
− 3ξpixpiy [(γ4 + γ5)I+ (γ4 − γ5)σz]
)
= −ea
3|pik|2
h¯
(
2γ6ξ cos θk sin θkσx − γ6(cos 2θk − 2)σy
− 3ξ cos θk sin θk [(γ4 + γ5)I+ (γ4 − γ5)σz]
)
(6.4.14)
where the inequalities 3 cos2(x) + sin2(x) ≡ cos(2x) + 2, cos2(x) − sin2(x) ≡ cos(2x)
were used to simplify.
At this stage, with the knowledge of the current density operators and the instanta-
neous eigenstates, the current elements can be obtained.
From the form of jˆ
(i)
k , it can be seen that the matrix set {I, σx, σy, σz} ≡ σν , (ν =
0, 1, 2, 3) generates any ith-order microscopic current in the sense that all current
elements can always be written in the form
〈uλk|jˆ(i)µ,k|uλ
′
k 〉 =
∑
ν
a(i)µ,ν 〈uλk|σν |uλ
′
k 〉 (6.4.15)
where a
(i)
µ,ν(ξ, t) are coefficients which can be read off the operators just obtained.
Upon insertion of the instantaneous eigenstates of Eq. (6.2.28) into the elements
〈uλk|σν |uλ′k 〉, one obtains:
〈uλk|σ0|uλ
′
k 〉 = δλλ′ (6.4.16)
〈uλk|σx|uλ
′
k 〉 =
(
gk
2λλ′(ak − rk) cos(θk − νk) + bk
(
λ′eiξ(θk−νk) + λe−iξ(θk−νk)
)√
(g2k + (
λ
k − rk)2)(g2k + (λ′k − rk)2)
)
=
 λ
gk
bk
cos(θk − νk) for λ′ = λ (intraband)
zk cos(θk − νk)− iλξ sin(θk − νk) for λ′ = −λ (interband)
(6.4.17)
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〈uλk|σy|uλ
′
k 〉 =
(
gk
2ξλλ′(ak − rk) sin(θk − νk) + ibk
(
λe−iξ(θk−νk) − λ′eiξ(θk−νk))√
(g2k + (
λ
k − rk)2)(g2k + (λ′k − rk)2)
)
=
 λξ
gk
bk
sin(θk − νk) for λ′ = λ (intraband)
ξzk sin(θk − νk) + iλ cos(θk − νk)for λ′ = −λ (interband)
(6.4.18)
〈uλk|σz|uλ
′
k 〉 = −λλ′
g2k − (rk − λk)(rk − λ′k )√
(g2k + (rk − λk)2)(g2k + (rk − λ′k )2)
=
−λzk for λ
′ = λ (intraband)
gk
bk
for λ′ = −λ (interband)
(6.4.19)
Intraband Currents
Using the expansion of Eq. (6.4.15) on the intraband current of Eq. (6.4.4), the ith
contribution may be written as:
j
intra(i)
µ,k =
∑
ν
a(i)µ,ν
(∣∣c+k ∣∣2 〈u(+)k |σν |u(+)k 〉+ (|c−k |2−1) 〈u(−)k |σν |u(−)k 〉) (6.4.20)
It can be seen that the intraband current generators have the symmetry/antisymmetry
properties:
〈uλk|σν |uλk〉+ 〈u−λk |σν |u−λk 〉 = 0 for ν = 1, 2, 3 (6.4.21)
〈uλk|σ0|uλk〉 − 〈u−λk |σ0|u−λk 〉 = 0 for ν = 0 (6.4.22)
Since |c+k |2+|c−k |2= 1, the latter contribution is null in Eq. (6.4.20). The intraband
current of any correction order is thus:
j
intra(i)
µ,k (ξ, t) =
3∑
ν=1
a(i)µ,ν 〈u(+)k |σν |u(+)k 〉 (wk + 1) (6.4.23)
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The microscopic intraband currents in time domain, may now be obtained. The
first-order has the simple coefficients a
(1)
µ,ν = 0 for ν 6= µ and is therefore:
j
intra(1)
x,k = −
ξeaγ0gk
h¯bk
cos(θk − νk)(wk + 1) (6.4.24)
j
intra(1)
y,k = −
ξeaγ0gk
h¯bk
sin(θk − νk)(wk + 1) (6.4.25)
This expression reduces to the current previously calculated for H
(1)
k by setting
gk = ξaγ0|pik|, νk = 0 and vF = aγ0/h¯, leading to the factor assignment − eξγ0gkh¯bk 7→
−evF vFpikk .
As for the second-order intraband current:
j
intra(2)
x,k = −
ea2|pik|
h¯
(
2γ3gk
bk
cos(2θk − νk)− (γ1 − γ2)zk cos θk
)
(wk + 1) (6.4.26)
j
intra(2)
y,k = −
ea2|pik|
h¯
(
−2γ3gk
bk
sin(2θk − νk)− (γ1 − γ2)zk sin θk
)
(wk + 1) (6.4.27)
where the equalities cos(x) cos(x−y)−sin(x) sin(x−y) ≡ cos(2x−y) and sin(x) cos(x−
y)+cos(x) sin(x−y) ≡ sin(2x−y) were used. The third-order contribution is obtained
as:
j
intra(3)
x,k = −
ξea3|pik|2
h¯
(
γ6gk
bk
(3 cos θk cos νk + sin θk sin νk)
− 3(γ4 − γ5)
2
zk cos 2θk
)
(wk + 1) (6.4.28)
j
intra(3)
y,k = −
ξea3|pik|2
h¯
(
γ6gk
bk
(2 sin(θk − νk) + sin(θk + νk))
+
3(γ4 − γ5)
2
zk sin 2θk
)
(wk + 1) (6.4.29)
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where the identities cos(2x) cos(x − y) + 2 cos(x − y) + 2 sin(x) cos(x) sin(x − y) ≡
3 cos(x) cos(y) + sin(x) sin(y) was used.
Interband currents
The general form of the ith contribution to the interband current is now obtained, by
using the expansion of Eq. (6.4.15) on the interband current of Eq. (6.4.4):
j
inter(i)
µ,k =
∑
ν
a(i)µ,ν
(
qke
−i(ξΛk+ω0t) 〈u(−)k |σν |u(+)k 〉+ q∗kei(ξΛk+ω0t) 〈u(+)k |σν |u(−)k 〉
)
(6.4.30)
Importantly, given the anti-Hermicity of the elements in the band index λ:
〈uλk|σν |u−λk 〉 = 〈u−λk |σν |uλk〉
∗
for ν = 0, 1, 2, 3 (6.4.31)
Furthermore, since a
(i)
µ,ν ∈ R, one has
〈uλk|jˆ(i)µ,k|u−λk 〉 = 〈u−λk |jˆ(i)µ,k|uλk〉
∗
(6.4.32)
and the interband current of any correction order becomes:
j
inter(i)
µ,k =
∑
ν
2a(i)µ,νRe
(
qke
−i(ξΛk+ω0t) 〈u(−)k |σν |u(+)k 〉
)
=
(
3∑
ν=1
2a(i)µνSRν
)
Re
(
qke
−i(ξΛk+ω0t))−( 2∑
ν=1
2a(i)µνSIν
)
Im
(
qke
−i(ξΛk+ω0t))
(6.4.33)
where 〈u(−)k |σν |u(+)k 〉 ≡ SRν + iSIν, has been split in its real and imaginary part and
Re(ix) = −Im(x) has been used. Regarding the sum limits, these have been restricted
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since, by Eq. (6.4.19):
Re 〈u(−)k |σ0|u(+)k 〉 = Im 〈u(−)k |σ0|u(+)k 〉 = Im 〈u(−)k |σz|u(+)k 〉 = 0 (6.4.34)
All is left is for the sums to be evaluated. The first-order contributions has a
(1)
µ,ν = 0
for ν 6= µ and consequently:
j
inter(1)
x,k = −
2ξeγ0a
h¯
(
zk cos(θk − νk)Re
(
qke
−i(ξΛk+ω0t))− ξ sin θkIm (qke−i(ξΛk+ω0t)))
(6.4.35)
j
inter(1)
y,k = −
2eγ0a
h¯
(
ξzk sin(θk − νk)Re
(
qke
−i(ξΛk+ω0t))+ cos θkIm (qke−i(ξΛk+ω0t)))
(6.4.36)
Naturally, this expression reduces to the current predicted for H
(1)
k by setting gk =
ξaγ0|pik|, rk = −∆/2, νk = 0, zk = − ∆2bk .
As for the second-order:
j
inter(2)
x,k = −
2ea2pik
h¯
((
2γ3zk cos(2θk − νk) + (γ1 − γ2)gk
bk
cos θk
)
Re
(
qke
−i(ξΛk+ω0t))
− 2γ3ξ sin(2θk − νk)Im
(
qke
−i(ξΛk+ω0t))) (6.4.37)
j
inter(2)
y,k = −
2ea2pik
h¯
((
−2γ3zk sin(2θk − νk) + (γ1 − γ2)gk
bk
sin θk
)
Re
(
qke
−i(ξΛk+ω0t))
− 2γ3ξ cos(2θk − νk)Im
(
qke
−i(ξΛk+ω0t))) (6.4.38)
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Similarly, the third-order interband current is obtained as:
j
inter(3)
x,k = −
ea3|pik|2
h¯
(
−2γ6(sin θk cos νk − 3 cos θk sin νk)Im
(
qke
−i(ξΛk+ω0t))
+
(
2ξγ6zk(3 cos θk cos νk + sin θk sin νk) + 3ξ(γ4 − γ5)gk
bk
cos 2θk
)
Re
(
qke
−i(ξΛk+ω0t)))
(6.4.39)
j
inter(3)
y,k = −
ea3|pik|2
h¯
(
2γ6(cos θk cos νk + 3 sin θk sin νk)Im
(
qke
−i(ξΛk+ω0t))
+
(
2ξγ6zk(2 sin(θk − νk) + sin(θk + νk))− 3ξ(γ4 − γ5)gk
bk
sin 2θk
)
Re
(
qke
−i(ξΛk+ω0t)))
(6.4.40)
The physical current may be retrieved at this stage by appropriately taking all mo-
mentum contributions of both valleys and spin into account. In the continuum limit,
it is:
J(t) =
1
d(2pi)2
∑
ξ,s
∫
jk(ξ, s, t)dk, (6.4.41)
where d is the thickness of the monolayer, dk = kdkdφ is the 2-dimensional differential
in momentum space. The usual degeneracy of gsgv = 4 may not be assumed given
that each contribution may not produce the same microscopic current.
6.5 Simulations
The theory developed in this chapter is meant to fully describe the dynamics of a
general two-band model system whose dynamics is dictated by the Dirac equation.
The methods applied and the choice of physical mechanisms define the functional
form of the Hamiltonian parameters (the functions fk, rk, gk and νk) of the system
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and can thus be changed accordingly.
In particular for this chapter, the optical behaviour of a MoS2 monolayer is studied.
The dispersion plots were in fact obtained by considering effective parameters that
have been reported to model TMDs accurately across the Brillouin zone and can be
found in Table 6.1.
k · p Order Hamiltonian Parameter Value (eV) Dimensionless
First H
(1)
k γ0 1.003 1.2307
First H
(1)
k ∆ 1.63 2
Second H
(2)
k γ1 1.1196 1.3737
Second H
(2)
k γ2 −0.065 −0.0798
Second H
(2)
k γ3 −0.248 −0.3043
Third H
(3)
k γ4 0.163 0.2
Third H
(3)
k γ5 −0.094 −0.1153
Third H
(3)
k γ6 −0.232 −0.2847
First HSOCk γSOC 0.073 0.0896
Table 6.1: Effective energy parameters for the two-band k · p model for a MoS2
monolayer as calculated in Appendix C of Ref.[1]. The dimensionless values are
obtained with the energy scaling given in Table A.2, for a photon energy h¯ω0 = 1.63
eV.
In order to simulate the generalised DBE, the same numerical recipe was used as in
last chapters, namely a fourth-order Runge-Kutta algorithm. To probe the monolayer,
a sech pulse of electric field intensity ψ0 = 2, central pulse frequency Ω0 = 15.
The photon energy is matched with the gap i.e. h¯ω0 = 1.6 eV. This leads to the
dimensionless energy parameters in the rightmost column of Table 6.1.
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Figure 6.7: Plot of the total macroscopic current generated in a MoS2 monolayer.
In particular (a, b) shows the intraband current, (c, d) interband current and (e, f)
the full current. The first column,(a, c, e), show the x component of such currents,
whereas the second column, (b, d, f), shows the y component of the same currents.
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In order to see the effect of each Hamiltonian term in the generation and current and
related harmonic composition, the cumulative Hamiltonians are considered separately
i.e. by considering only first-order, first and second-order and finally the full Hamil-
tonian up to third-order. Given the considerations that lead to the conclusion that
no current contributions arise explicitly due to spin-orbit effects, it is expectable that
its effect is rather small and hence not considered separately but always accounted
for in any cumulative Hamiltonian.
The field is assumed linearly polarised in the xˆ direction and the directional angle is
thus Θ = 0. The macroscopic current, containing the four spin and valley contribu-
tions, is shown in Fig. 6.7. In it, the first line, (a, b), shows the intraband current,
the second line, (c, d), shows the interband current and the third line, (e, f), shows
the full current, composed of both contributions. The first column, (a, c, e), show
the x component of such currents, whereas the second column, (b, d, f), shows the y
component of the same currents.
By analysing (f), it is clear that a non-vanishing J fully current is produced, attaining
a significant amplitude, of roughly half the amplitude of J fullx , shown in (e), even
after averaging over the degeneracies. Upon inspection of (b) and (d), this current is
created through interband processes, given the exceedingly small amplitude (≈ 10−3)
of the intraband current J intray . The appearance of such a current is mostly likely
due to the anisotropy of the underlying dispersion. This property is introduced when
considering second and third-order contributions and it can be seen in (b) and (d)
that only for those instances does the y component produces non-vanishing currents.
In particular, the inclusion of both H
(2)
k and H
(3)
k further exacerbates the effect.
The x component still clearly dominates over its y counterpart, given the optical
polarisation setup. Through the decomposition of the contributions, the interband
current (c) positively makes up most of the full current shown in (e). This is not
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Figure 6.8: Plot of currents generated by considering different cumulative Hamilto-
nians up to first (blue), second (red) and third-order (yellow) terms, showing (a) the
intraband current, (b) the interband current and (c) the full current.
surprising given that the sample is excited in resonant conditions. As was seen in
5.6.1, the amplitude of the interband current attains its maximum in such conditions.
The inclusion of the second-order contributions leads to an appreciable suppression
of current, of around 80% of the centrosymmetric model prediction. This suppression
leads to the intraband (a) and interband (c) contributions to be of comparable ampli-
tude and, due to the fact these contributions are not in phase, to a rather non-trivial
modulation that results in the red line of (e). Third-order corrections make interband
contributions dominate again. These, as will be shortly seen in Fig. 6.9 to further
enhance the second-order nonlinearities.
For an appropriate analysis of the current generated, both components must be con-
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sidered simultaneously. A total current J(t) is then simply:
J(t) =
√
J2x(t) + J
2
y (t) (6.5.1)
Fig 6.8 shows such total currents, again split in interband (a), interband (b) and
full (c). The behaviour of the total intraband current is dictated mostly by the x
component, as previously explained. Furthermore, the predictions when considering
the contributions of first-order only and up to third-order lead to roughly the same
intraband output. In (b), it is seen that the amplitude of the total interband current
predicted by
˜
H
(3)
k is roughly four times greater than its intraband counterpart and
thus, as expected, determines the total full current in (c).
With an understanding of how each expansion order affects the production of current
in the sample, their respective spectra may now be inspected in Fig. 6.9. The total
full spectrum, taking both components and contributions, indeed shows a second-
harmonic peak greater than the third-harmonic peak whenever the centrosymmetry is
broken, as seen by the red and yellow plots. Given the logarithmic scale of the plots, it
may be deduced that the full Hamiltonian, accounting for additional terms breaking
the centrosymmetry, yield a stronger SHG peak. Otherwise, the centrosymmetric
Hamiltonian, whose output is shown in blue, does not show such harmonic, given
its SHG peak well bellow its counterparts. Moreover, the third-harmonic peak is
enhanced very considerably by centrosymmetry breaking terms.
In order to understand the origin of such a SHG enhancement, the intraband (a)
and interband (b) current spectra are separately plotted. Peaks are found when
ω/ω0 = 2 in both contributions. However, the peaks in (a) are exceedingly small and
do not change much when considering higher-order terms. The enhancement is clearly
observed in the interband spectrum in (b), where the addition of such terms leads to
a very significant increase. Again, given the resonant conditions of the excitation, the
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harmonic profile of the full current is heavily defined by the interband contributions
alone.
Figure 6.9: Plot of spectra in dB generated by considering different cumulative Hamil-
tonians up to first (blue), second (red) and third-order (yellow) terms, showing (a)
the intraband spectrum, (b) the interband spectrum and (c) the full spectrum.
These results show that explicit non-centrosymmetric lattice structures show a rather
high even-harmonic generation and the peaks, unlike the previous case in graphene
where odd-harmonic generation dominated over its even counterparts, show a mono-
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tonic decrease as the harmonic order is increased. In particular, the fourth and
fifth-order peaks are remarkably large. For these observations. By comparing Fig.
6.9(a) and (b), it is clear that the contribution to even-harmonic generation certainly
originates from interband currents. This is not surprising, given the resonant condi-
tions of excitation and the consequent dominance of interband over intraband terms.
The inclusion of Coulomb interactions in the carriers is expected to further enhance
some nonlinearities of the system but, given the considerations in Section 6.1, presents
some numerical challenges. In fact, the numerical implementation of the generalised
DBEs is challenging. Nonetheless, these results provide a starting point to under-
stand the dynamics of the carriers in such a complex system. The hope is, of course,
to improve the methods and finesse of the model so the DBE formalism may be used
as a means to study a variety of other materials which may be modelled as Dirac
fermions.
Another interesting feature that may be studied in more detail is related to the effect
of the anisotropy in the generation of such harmonics. This can be done by simulating
the macroscopic current in different configurations of the direction angle Θ and by
considering the effect of switching on and off the warping phase νk.
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Chapter 7
Conclusion & Outlook
In summary, this work is concerned with models and methodologies that allow accu-
rate light-matter interactions occurring in two-dimensional quasirelativistic materials
to be understood. As the name implies, the carriers in such media are not actually
relativistic in the sense that they do not travel at speeds close to the speed of light.
However, their dynamics may be described by equations that resemble fully relativis-
tic systems, namely the Dirac equation. The carriers in graphene are thus described
by massless Dirac fermions.
Essentially, the work presented in this thesis tries to address the question of whether
this description of the carriers yields fundamentally different optical features than
”usual” carriers in lattices, described by the Schro¨dinger equation.
In particular, such interactions probed when the field is both intense and ultrashort
vary qualitatively from their linear counterparts. Usual perturbative methods are
used to express the nonlinear polarisation in powers of the field. By employing
methods developed by Koch, Knorr, O¨streich, Bowden, Agrawal (to name a few),
a generalisation of the Optical Bloch Equations, equations that model the dynamics
of a quantum-mechanical two-level system in the presence of a driving field to the
realms of Condensed Matter Physics lead to extraordinary progress and insights into
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the optoelectronic properties of a variety of semiconductors. Such methods resulted
in the establishment of the Semiconductor Bloch Equations (SBEs).
Upon the discovery of fabrication methods of graphene, the research community was
bewildered by the potential this material could have on many fronts. Despite the lack
of a gap, an essential feature that allows many electronic phenomena in semiconduc-
tors, graphene was soon found to possess remarkable nonlinear properties.
In an effort to not only understand the principles underlying such phenomena but
also to obtain proof of concept, with eventual ramifications into engineering, industry
and technology at large, graphene became an intensely studied topic.
Since their first invention, the SBEs have been fantastically successful in the de-
scription of the dynamics of interband transitions in semiconductors, exciton and
exciton-polariton formation and spectra, and the semiconductor laser. Immediately
after the explosion of graphene research in recent years, the SBEs adapted to the
graphene dispersion have been routinely applied to study the interaction between
linear and nonlinear pulses with massless Dirac electrons.
However, the suitability of the SBEs to model graphene is not granted, given its dif-
ferent nature. To this end, Ishikawa derived and proposed a new set of equations
modelling the carriers in graphene from first-principles. This lead to a generalisation
of the SBEs, the Dirac-Bloch Equations (DBEs). In Chapter 4, it is proved that the
DBEs consider further contributions than the SBEs, namely through the inclusion
of the electromagnetic vector potential, as opposed to the exclusive inclusion of the
electric field that couples to the electric dipole moment of the carriers.
This realisation is vital in understanding the disparities found in the predictions of
both models, the SBEs and DBEs, when the optical excitation reaches a nonlinear
regime. In particular, the inclusion of such potential allows the conical dispersion
of graphene to oscillate and thus yields time-dependent frequency and electric dipole
moment on the carriers. This phenomenon is conceptualised in a proposed mechanism
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termed ”dynamical centrosymmetry breaking mechanism”, where the centrosymmetry
of the medium is temporarily broken. If the pulse is illuminated at normal incidence
,with respect to the graphene monolayer, previously-forbidden even harmonics are
allowed to be generated in the sample. Upon comparison of the output spectra, the
SBEs, not having such mechanism explicit in its formalism, indeed fail to show any
even-harmonic generation. They also overestimate the extent of which third har-
monic radiation is generated. Even though many methods allowing second harmonic
generation have been both proposed and experimentally realised, this result is novel
given the normal incidence conditions that were assumed. For this reason, the SBEs
are not a good model to study graphene in this regime.
Despite this observation, both models are in very good agreement in the linear regime.
This observation can be rationalised in terms of the dynamical centrosymmetry break-
ing mechanism, since the time-dependent dispersion shift, provided by the vector po-
tential, is negligible if the intensity of the field is also small. In this regime, both
models accurately predict the law of universal absorption of graphene, a thoroughly
observed phenomenon where the layer absorbs the incoming light with the same effi-
ciency across all frequencies, independently of the light intensity.
In realistic samples, however, the massless description of the carriers somewhat loses
its validity. Many intrinsic properties of laboratory-grown samples, such as imperfec-
tions, vacancies, defects, termination profiles and most importantly, substrate deposit-
ing, have been observed to introduce a small gap in the otherwise gapless dispersion of
suspended, pristine graphene monolayers. This realisation lead to the generalisation
of the DBEs to include the effects of such a gap in the generation of currents in the
sample, and these are termed Massive Dirac-Bloch equations.
The nonlinear, non-perturbative current is consequently also generalised and shows
rich dynamics. In particular, the spectrum generated by it shows rather robust odd-
harmonic generation. The addition of the gap suppresses them as the gap is increased.
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Since the gap does not break the centrosymmetry of the dispersion, even-harmonic
generation is again expected to be absent. However, the massive DBEs predict that,
if the sample is excited in ultrashort and intense conditions, a phenomenon previously
reported in the context of Extreme Optics by the name of ”third harmonic generation
in disguise of second harmonic generation” takes place. This is observed in precise
conditions, namely when the photon energy is appropriately tuned to the energy gap.
Consequently, the output current spectra can show signatures of enhancement at the
desired harmonic order. These are seen to originate from interband currents. This
is to be contrasted with the origins of the second harmonic peak found in gapless
graphene, which are related to the generation of intraband currents.
The Berry phase is also seen to impact the interband current dynamics. In particular,
odd-harmonic generation is significantly suppressed in the presence of such a phase.
For these reasons, the massive DBEs that were proposed in this work can be extended
to other realms of Condensed Matter Physics in the future. In fact, this treatment is
not strictly dependent on graphene itself and may be modified to accommodate for a
range of other two-dimensional hexagonal relativistic-like semiconductors.
Of particular interest, the opening of a gap should lead to non-negligible contributions
of Coulomb interactions across the entire layer. The renormalisation of the Fermi ve-
locity, which is gap-dependent, should give insight into mechanisms present in exciton
physics and, in particular, to their role on harmonic generation. A natural extension
of the model would thus revolve around the inclusion a Coulomb potential in the
equations. This step would lead to serious challenges in their underlying numerical
implementation, since the dynamics of each two-level system would be coupled to all
others. In the absence of a gap, such normalisation should yield marginal differences
when contrasted with its carrier-free treatment, as was discussed in Section 3.5.1.
One may generalise the description of the carriers even further. Fuelled by an ever-
growing interest in ”exotic” materials with particular and unusual properties, a wide
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range of semiconducting two-dimensional crystals known as transition metal dichalco-
genides (TMDs) are reported to have excellent nonlinear optical properties and ad-
ditionally direct band gaps. This is a rather new subject and an ongoing effort to
understand and model these materials has still not yielded a firm conceptual under-
standing of them. Optically, many novel mechanisms have been proposed, namely
through the possibility of using the valley degree of freedom to exploit many physical
processes. In an analogous way to what has been proposed through spintronics, val-
leytronics has lead to interesting insights into the nontrivial way the carriers in such
media couple to light.
As a starting point, the DBE formalism was applied to such materials. For this en-
deavour, the DBEs were generalised to accommodate for any effective two-band model
that is described by the Dirac equation. Furthermore, the role of the spin in spin-
orbit coupling interactions may also be accounted for. By doing this, new features
are found, namely a time-dependent Berry phase and a warping phase, responsible
for anisotropic features of the dispersion.
If the Hamiltonian is considered up to third-order in its k ·p expansion, the dispersion
can be mimicked very well across the entire Brillouin zone. The inclusion of the sec-
ond and third-order terms in such expansion lead to an explicit breaking of the lattice
centrosymmetry. This fact accounts for a massive increase of the second-order non-
linearity in such media, eventually overcoming the usually-dominant third-harmonic
peak of nonlinear centrosymmetric media.
The anisotropy present in these layers invariably leads to the creation of current in
the transverse direction of optical excitation, sometimes of comparable amplitude to
the longitudinal component. A natural follow-up to this consideration would be to
determine which polarisation conditions maximise the generation of particular har-
monics. To this end, the role of the directional angle Θ in the equations should be
able provide such a link. Given the particular optical selection rules dictated by the
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physics in TMDs, it would be interesting to excite the sample with circularly-polarised
light and see the effect on the generated current. In particular, such a polarisation
configuration should yield heavily valley-dependent contributions to the current.
Given the flexibility the generalised DBEs allow, other materials that can be modelled
in the same quasirelativistic picture could also be analysed in this framework. The
rather large second harmonic generation in TMDs predicted by the DBEs is already
an exciting result that somewhat validates this treatment in light-matter interactions
modelling. Further verification when probing different media would of course reinforce
the methods outlined in this work as insightful and trustworthy.
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Appendix A
The Dimensionless Scaling of the
SBEs and DBEs
In this appendix, a scaling of all the dimensions is performed so that the dynamical
equations discussed in each chapter may be simulated in dimensionless units.
A.1 SBEs, DBEs & Massive DBEs
The Semiconductor Bloch Equations (SBEs) of Eqs. (3.4.7 )-(3.4.8), the Dirac-Bloch
Equations (DBEs) modelling gapless graphene through Eqs. (4.2.20)-(4.2.21) and the
Massive Dirac-Bloch Equations expressed in Eqs. (5.4.6)-(5.4.7), modelling a gapped
Dirac-like spectrum may be simulated using the following scaling:
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Quantity Assignment Scaling Scaling Factor
Time t 7→ τ t = t0τ t0
Frequency ω 7→ ω˜ ω = f0ω˜ f0 = 1t0
Energy  7→ ˜  = 0˜ 0 = h¯ω02
Momentum p 7→ p˜ p = P0p˜ P0 = h¯ω02vF
Electric Field E 7→ ψ E = ψ0ψ ψ0 = 2h¯ω0evFt0
Vector Potential A 7→ a A = A0a A0 = ct0ψ0
Table A.1: Scaling of necessary quantities in the SBEs, DBEs and Massive DBEs.
The variable assignment is meant to be understood as ”physical 7→ dimensionless”.
The dimensionless time derivatives are obtained via the operator:
d
dt
=
dτ
dt
d
dτ
=
1
t0
d
dτ
(A.1.1)
where
◦
qk ≡ ddτ qk.
The dimensionless pulse frequency is Ω0 ≡ ω0t0,
Massive Dirac-Bloch Equations
This scaling results in the dimensionless instantaneous energy:
˜(τ) =
√√√√(p˜x + 4a(τ))2 + p˜2y +
(
∆˜
2
)2
(A.1.2)
and dimensionless canonical momentum: The dimensionless momentum p˜i is:
p˜i(τ) =
√
(p˜x + 4a(τ))
2 + p˜2y (A.1.3)
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Importantly, the minimal substitution is performed on the momentum.
Otherwise stated, the samples are excited with a pulse whose electric field and elec-
tromagnetic vector potential are the respective dimensionless
A(t) 7→ a(τ) = −ψ0
Ω0
sech(τ) sin(Ω0τ)
E(t) 7→ ψ(τ) = ψ0sech(τ) cos(Ω0τ)−
(
ψ0
Ω0
)
sech(τ)tanh(τ) sin(Ω0τ)
(A.1.4)
The dimensionless massive DBEs are:
Inversion wξ
k˜
◦
wk˜(τ)− 4ψ(τ)
(
∆˜
˜(τ)2
cos θk˜(τ)Re
(
qξ
k˜
(τ)e−iΩ0τ
)
+ 2ξ
sin θk˜(τ)
˜(τ)
Im
(
qξ
k˜
(τ)e−iΩ0τ
))
= 0 (A.1.5)
Polarisation qξ
k˜
◦
qk˜(τ) + i
(
Ω0(˜(τ)− 1)− 2ξ ∆˜p˜yψ(τ)
˜(τ)|p˜i(τ)|2
)
qξ
k˜
(τ)
+ ψ(τ)
(
∆˜
(τ)2
cos θ(τ) +
2ξi sin θk˜(τ)
˜(τ)
)
eiΩ0τwξ
k˜
(τ) = 0 (A.1.6)
To simulate the graphene DBEs, ∆ = 0.
A.2 Generalised DBEs
The generalised Dirac-Bloch equations expressed in Eqs. (6.3.17) use the following
scaling:
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Quantity Assignment Scaling Scaling Factor
Time t 7→ τ t = t0τ t0
Frequency ω 7→ ω˜ ω = f0ω˜ f0 = 1t0
Energy  7→ ˜  = 0˜ 0 = h¯ω02
Wavevector k 7→ k˜ k = k0k˜ k0 = 0aγ0
Electric Field E 7→ ψ E = ψ0ψ ψ0 = 4h¯k0et0
Vector Potential A 7→ a A = A0a A0 = ct0ψ0
Current Density j 7→ j˜ j = j0j˜ j0 = − eaγ0h¯
Table A.2: Scaling of necessary quantities in the generalised DBEs. The variable
assignment is meant to be understood as ”physical 7→ dimensionless”.
Note that the current densities scaling in the generalised DBEs is the negative of its
counterpart in the DBEs and massive DBEs.
The scaling leads the momentum to be defined as:
θk(t) 7→ θ˜k˜(τ) = arctan
[
˜
ky+4ay(τ)
˜
kx+4ax(τ)
]
|pik(t)|7→ |p˜ik˜(τ)|=
√
(k˜x + 4ax(τ))2 + (k˜y + 4ay(τ))2
(A.2.1)
where the minimal substitution is now performed on the wavevector i.e. k˜ is
a wavevector, unlike previous sections. The functions fk, rk and gk defined in
Eq. (6.2.13) can be scaled to dimensionless quantities f˜k˜, r˜k˜ and g˜k˜, respectively
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given by:
f˜k˜(ξ, τ) =
˜
∆
2
+
γ˜1
γ˜20
|p˜i ˜
k
|2+ξ γ˜4
γ˜30
cos(3θk˜)|p˜i ˜k|
3
r˜k˜(ξ, s, τ) = −
˜
∆
2
+ sξγ˜SOC +
γ˜2
γ˜20
|p˜i ˜
k
|2+ξ γ˜5
γ˜30
cos(3θk˜)|p˜i ˜k|
3
g˜2
k˜
(ξ, τ) = ξ2|p˜i ˜
k
|2+2ξ γ˜3
γ˜20
cos(3θk˜)|p˜i ˜k|
3+
(
γ˜23+2γ˜0γ˜6
γ˜40
)
|p˜i ˜
k
|4+2ξ γ˜3γ˜6
γ˜50
cos(3θk˜)|p˜i ˜k|
5+
γ˜26
γ˜60
|p˜i ˜
k
|6
(A.2.2)
and the dimensionless warping phase to be:
νk(t) 7→ ν˜k˜(τ) = arctan
[
γ˜3 sin(3θk˜(τ))|pik(τ)|
ξγ˜20 + γ˜3 cos(3θk˜(τ))|pik(τ)|+ξ γ˜6γ˜0 |pik(τ)|2
]
(A.2.3)
A.2.1 Spectral Parameters
The dimensionless spectrum is written as:
˜a
k˜
(ξ, s, τ) =
3∑
i=0
α˜
(i)
k˜
(ξ, s, τ)|p˜ik˜(τ)|i ˜bk˜(ξ, s, τ) =
√√√√ 6∑
i=0
˜˜k
(i)
k˜
(ξ, s, τ)|p˜ik˜(τ)|i (A.2.4)
The asymmetry spectrum coefficients α
(i)
k of Eq. (6.2.21) are rescaled as α
(i)
k =(
0
ki0
)
α˜
(i)
k˜
= 0γ˜
i
0a
iα˜
(i)
k˜
:
α˜
(0)
k˜
= 1
2
ξsγ˜SOC
α˜
(2)
k˜
= 1
2
(
γ˜1+γ˜2
γ˜20
)
α˜
(3)
k˜
= 1
2
ξ
(
γ˜4+γ˜5
γ˜3
)
cos(3θk˜)
(A.2.5)
whereas the bulk spectrum coefficients k˜ik of Eq. (6.2.21) are rescaled as k˜
(i)
k˜
=(
20
ki0
)
˜˜k
(i)
k˜
= 20γ˜
i
0a
i˜˜k
(i)
k˜
:
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˜˜k
(0)
k˜
=
(
˜
∆−ξsγ˜SOC
2
)2
˜˜k
(2)
k˜
=
[
1 + 1
2
(
γ˜1−γ˜2
γ˜20
)
(∆˜− ξsγ˜SOC)
]
˜˜k
(3)
k˜
= 1
2
ξ cos(3θk˜)
[(
γ˜4−γ˜5
γ˜30
)
(∆˜− ξsγ˜SOC) + 4 γ˜0γ˜3γ˜30
]
˜˜k
(4)
k˜
=
(
γ˜1−γ˜2
2γ˜20
)2
+
(
γ˜3
γ˜20
)2
+ 2
γ˜0γ˜6
γ˜40
˜˜k
(5)
k˜
= 1
2
ξ cos(3θk˜)
[
(γ˜1−γ˜2)(γ˜4−γ˜5)
γ˜50
+ 4
γ˜3γ˜6
γ˜50
]
˜˜k
(6)
k˜
=
(
γ˜4−γ˜5
2γ˜30
)2
cos2(3θk˜) +
γ˜26
γ˜60
(A.2.6)
A.2.2 Dirac-Bloch Equations
The dimensionless generalised Dirac-Bloch Equations take the form:
◦
qk˜(τ)− iΩ0
(
1− ˜b
k˜
(τ)
)
qk˜(τ)− 〈u(+)k˜ (τ)|
◦
u
(−)
k˜
(τ)〉 ei(Ω0τ+ξΛk˜(τ))wk˜(τ) = 0
◦
wk˜(τ) + 4Re
(
〈u(+)
k˜
(τ)| ◦u(−)k (τ)〉
∗
e−i(Ω0τ+ξΛk˜(τ))qk˜(τ)
)
= 0
(A.2.7)
A.2.3 Microscopic Currents
Intraband Currents
j˜
intra(1)
x,k˜
= ξ
g˜
k˜
˜b
k˜
cos(θk˜ − νk˜)(wk˜ + 1)
j˜
intra(1)
y,k˜
= ξ
g˜
k˜
˜b
k˜
sin(θk˜ − νk˜)(wk˜ + 1)
(A.2.8)
(Second-Order)
j˜
intra(2)
x,k˜
=
|pi
k˜
|
γ˜20
(
2γ˜3
g˜
k˜
˜b
k˜
cos(2θk˜ − νk˜)− (γ˜1 − γ˜2)zk˜ cos θk˜
)
(wk˜ + 1)
j
intra(2)
y,k =
|pi
k˜
|
γ˜20
(
−2γ˜3 g˜k˜˜b
k˜
sin(2θk˜ − νk˜)− (γ˜1 − γ˜2)zk˜ sin θk˜
)
(wk + 1)
(A.2.9)
(Third-Order)
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j˜
intra(3)
x,k˜
= ξ
|pi
k˜
|2
γ˜30
(
γ˜6
g˜
k˜
˜b
k˜
(3 cos θk˜ cos νk˜ + sin θk˜ sin νk˜)− 3(γ˜4−γ˜5)2 zk˜ cos 2θk˜
)
(wk˜ + 1)
j˜
intra(3)
y,k˜
= ξ
|pi
k˜
|2
γ˜30
(
γ˜6
g˜
k˜
˜b
k˜
(2 sin(θk˜ − νk˜) + sin(θk˜ + νk˜)) + 3(γ˜4−γ˜5)2 zk˜ sin 2θk˜
)
(wk˜ + 1)
(A.2.10)
Interband Currents
(First-Order)
j˜
inter(1)
x,k˜
= 2ξ
[
zk˜ cos(θk˜ − νk˜)Re
(
qk˜e
−i(ξΛk˜+Ω0τ)
)− ξ sin θk˜Im (qk˜e−i(ξΛk˜+Ω0τ))]
j˜
inter(1)
y,k˜
= 2
[
ξzk˜ sin(θk˜ − νk˜)Re
(
qk˜e
−i(ξΛk˜+Ω0τ)
)
+ cos θk˜Im
(
qk˜e
−i(ξΛk˜+Ω0τ)
)]
(A.2.11)
(Second-Order)
j˜
inter(2)
x,k˜
= 2
|pi
k˜
|
γ˜20
[
Υ˜x,k˜Re
(
qk˜e
−i(ξΛk˜+Ω0τ)
)− 2γ˜3ξ sin(2θk˜ − νk˜)Im (qk˜e−i(δηk+Ω0τ))]
j˜
inter(2)
y,k˜
= 2
pi
k˜
γ˜20
[
Υ˜y,k˜Re
(
qk˜e
−i(ξΛk˜+Ω0τ)
)− 2γ˜3ξ cos(2θk˜ − νk˜)Im (qk˜e−i(ξΛk˜+Ω0τ))]
(A.2.12)
With
Υ˜x,k˜ = 2γ˜3zk˜ cos(2θk˜ − νk˜) + (γ˜1 − γ˜2)
g˜
k˜
˜b
k˜
cos θk˜
Υ˜y,k˜ = −2γ˜3zk˜ sin(2θk˜ − νk˜) + (γ˜1 − γ˜2)
g˜
k˜
˜b
k˜
sin θk˜
(A.2.13)
(Third-Order)
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j˜
inter(3)
x,k˜
=
|p˜ik˜|2
γ˜30
[
Φ˜x,k˜Re
(
qk˜e
−i(ξΛk˜+Ω0τ)
)
− 2γ˜6(sin θk˜ cos νk˜ − 3 cos θk˜ sin νk˜)Im
(
qk˜e
−i(ξΛk˜+Ω0τ)
)]
j˜
inter(3)
y,k˜
=
|p˜ik˜|2
γ˜30
[
Φ˜y,k˜Re
(
qk˜e
−i(ξΛk˜+Ω0τ)
)
+ 2γ˜6(cos θk˜ cos νk˜ + 3 sin θk˜ sin νk˜)Im
(
qk˜e
−i(ξΛk˜+Ω0τ)
)]
(A.2.14)
with:
Φ˜x,k˜ = 2ξγ˜6zk˜(3 cos θk˜ cos νk˜ + sin θk˜ sin νk˜) + 3ξ(γ˜4− γ˜5)
g˜
k˜
b
k˜
cos 2θk˜
Φ˜y,k˜ = 2ξγ˜6zk˜(2 sin(θk˜ − νk˜) + sin(θk˜ + νk˜))− 3ξ(γ˜4 − γ˜5)
g˜
k˜
˜b
k˜
sin 2θk˜
(A.2.15)
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