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Abstract
In this paper, we study the reactive scheduling problems in a stochastic manufacturing environment. Specifically, we
test the several scheduling policies under machine breakdowns in a classical job shop system. In addition, we measure
the eect of system size and type of work allocation (uniform and bottleneck) on the system performance. The per-
formance of the system is measured for the mean tardiness and makespan criteria. We also investigate a partial
scheduling scheme under both deterministic and stochastic environments for several system configurations. Ó 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
Scheduling is an important element of pro-
duction systems because it serves as an overall
plan on which many other shop activities are
based. By properly planning and timing of shop
floor activities, various system performance mea-
sures can be optimized. There are two key ele-
ments in any scheduling system: schedule
generation, and revisions (monitoring and updat-
ing the schedule). The first element which acts as a
predictive mechanism determines planned start
and completion times of operations of the jobs.
The second element which is viewed as the reactive
part of the system monitors the execution of the
schedule and copes with unexpected events (i.e.,
machine breakdowns, tool failures, order cance-
lation, due date changes, etc).
The major criticism brought against the pre-
dictive mechanisms in practice is that the actual
events on the shop floor can be considerably dif-
ferent compared to the one specified in the
schedule due to the random interruptions (i.e.,
breakdowns, scraps, due date changes, order
cancelations, etc.). Thus an appropriate corrective
action (or response) should be taken to improve
the performance of the degraded schedule. Beside
other environmental factors, the nature of a re-
sponse depends on the way that a schedule is
generated (or types of scheduling decisions are
made). In the scheduling literature, there are two
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main scheduling approaches: o-line scheduling in
which all available jobs are scheduled all at once
for the entire planning horizon and on-line sched-
uling in which scheduling decisions are made one
at a time when needed. In the on-line approach,
the schedule is not determined in advance, but it is
constructed over time as the system state changes.
Thus, any disturbance can automatically be han-
dled by this event based scheduling system. In the
o-line approach, however, there is an a priori
generated (predictive) schedule which needs to be
revised whenever necessary. These revisions can be
performed in several ways, ranging from repair of
the existing schedule to generating a new schedule.
In this study, we develop and compare several such
schedule revision techniques.
Generally speaking, schedules are easily gener-
ated by using on-line dispatching rules. But the
solution quality is sacrificed due to the myopic
nature of these rules. On the other hand, the op-
timum seeking o-line approaches search in a
larger solution space and hence generate high
quality schedules at a cost of greater computation
times. One of the objectives of this study is to
compare these two scheduling methods (i.e., sim-
ple heuristic vs more sophisticated optimum
seeking method) so that we get some insights into
their relative strengths and weaknesses in dierent
environmental conditions.
In general, the majority of the published works
in the scheduling area deals with the task of
schedule generation. The second part (reactive el-
ement) has not been studied well in the literature.
In this context, this paper provides an important
contribution towards the analysis and better un-
derstanding of the reactive scheduling problems.
Another point is that a system with a larger
number of machines and jobs is more complex and
thus the scheduling problems are more dicult
than small systems. However, it is not generally
known in the literature how the relative perfor-
mance of the scheduling methods is aected by this
system size factor. In addition, we suspect that the
work load distribution in the system (uniform
loading vs nonuniform loading or bottleneck sys-
tem) may also aect the relative performance of
scheduling systems. One can intuitively expect
better scheduling decisions in the uniform system
(long-term utilization of machines are nearly the
same) than that of the nonuniform system. How-
ever, how these two schedule generation methods
(o-line vs on-line) perform in such manufacturing
environments is again an open research question.
Finally, there is a need to compare the scheduling
methods under stochastic disturbances so that we
assess their strengths and weaknesses.
The purpose of this paper is to investigate all
these issues stated above. Specifically, we analyze
the eects of the load allocation (bottleneck vs
uniform), system complexity (small vs large), and
stochasticity (breakdowns vs not) on the perfor-
mance of the on-line and o-line scheduling
methods. Moreover, we develop and compare
several reactive policies. We also investigate the
feasibility of using partial scheduling in both de-
terministic and stochastic environments.
The rest of the paper is organized as follows.
We present a literature review in Section 2. This is
followed by the discussion on system consider-
ations and experimental conditions in Section 3. In
Section 4, the scheduling methods are compared in
deterministic and stochastic environments. In
Section 5, we investigate a periodic response
scheduling policy. We then study partial schedul-
ing in Section 5.2. Finally, we make concluding
remarks in Section 6.
2. Literature review
As discussed earlier, the majority of the pub-
lished literature in the scheduling area deals with
the task of schedule generation or predictive na-
ture of the scheduling problems. But, reactive
scheduling and control is also important for the
successful implementation of scheduling systems.
In what follows, we review the research papers that
are related to reactive scheduling.
In order to provide more organized informa-
tion about the existing studies, we propose a
classification scheme based on seven attributes (see
Table 1). We use three main divisions environment,
schedule generation and implementation of reactive
policies which define the characteristics of the
problems. In the environment part, we have shop
floor type, job arrival information and source of
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stochasticity attributes. In the job arrival attribute,
semi-dynamic refers to the dynamic scheduling
problem with a priori known ready times. Under
schedule generation division, we specify the
method to generate schedules and the objective
function of the problem. In Table 1, there are
abbreviations in the method attributes. These are
the names of the scheduling methods given by
authors in their papers. Finally, in the implemen-
tation section, we define when and how the reac-
tive scheduling policies are employed. In when
attribute, we specify the times at which system
revision decisions are made. Under this heading,
event driven refers to the rescheduling which is
triggered in response to an unexpected event that
alters the current system status. In the periodic
policy, rescheduling is invoked at the beginning of
each period. According to the performance based
policy, rescheduling is triggered when the perfor-
mance of the system considerably deviates from
the planned performance. In the how attribute, the
type of corrective action is given. Here, full new
schedule means that all the available operations
are rescheduled according to the current system
status. Partial means that only a part of the cur-
rent schedule is updated or a subset of all sched-
ulable operations are scheduled. Job selection
refers to the local scheduling decisions using dis-
patching rules.
The first study in this area is due to Holloway
and Nelson (1974) who implement a multi-pass
procedure (as described later in Nelson et al.,
1977) in a job shop by generating schedules peri-
odically. They concluded that a periodic policy
(scheduling/rescheduling periodically) is very ef-
fective in the dynamic job shop environments.
Later, Farn and Muhleman (1979) compared dis-
patching rules and optimum seeking algorithms
for the static and dynamic single machine sched-
uling problems. Again, new schedules are gener-
ated periodically in a dynamic environment. Their
results indicate that the best heuristic for a static
problem is not necessarily the best for the corre-
sponding dynamic problem. Muhleman et al.
(1982) also analyze the periodic scheduling policy
in a dynamic and stochastic job shop system. Their
experiments indicate that more frequent revision is
needed to obtain better scheduling performance.
Church and Uzsoy (1992) consider periodic and
event driven (periodic revision with additional
considerations on tight due date jobs) rescheduling
approaches in a single machine production system
with dynamic job arrivals. The results indicate that
the performance of periodic scheduling deterio-
rates as the length of rescheduling period increases
and event driven method achieve a reasonably
good performance. Later, Ovacik and Uzsoy
(1994) propose several rolling horizon procedures
in a single machine environment with sequence
dependent set-up. Kiran et al. (1991) propose an-
other rolling horizon type heuristic for manufac-
turing systems. The experiments with their model
in a dynamic environment indicate that the pro-
posed heuristic performs well for several tardiness
related criteria.
Yamamoto and Nof (1985) study a reschedul-
ing policy in a static scheduling environment with
random machine breakdowns. Rescheduling is
triggered whenever a machine breakdown occurs.
The results indicate that the proposed approach
outperforms the fixed sequencing policy and dis-
patching rules. Similarly, Nof and Grant (1991)
develop a scheduling/rescheduling system and an-
alyze the eects of process time variation, machine
breakdown and unexpected new job arrival in a
manufacturing cell. In their scheduling system,
monitoring is performed periodically and either
rerouting to alternative machines or order splitting
policies are activated in response to unexpected
disruptions.
Bean et al. (1991) consider the rescheduling of
the shop with multiple resources when unexpected
events prevent the use of a preplanned schedule.
The authors reschedule to match-up with the pre-
schedule at some point in the future whenever a
machine breakdown occurs. The match-up ap-
proach is compared with the no response policy
and several dispatching rules. The results of the
test problems indicate that the proposed system is
more advantageous. Later, Akturk and Gorgulu
(1998) apply this approach to the modified flow
shop. The results indicate that the match-up ap-
proach is very eective in terms of schedule qual-
ity, computation times, and schedule stability.
Simulation based approaches are also widely
reported in the scheduling literature. In this
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studies, various control policies are tested by using
simulation. For example, Wu and Wysk (1988,
1989) propose a multi-pass scheduling algorithm
that utilize simulation to make scheduling deci-
sions in an FMS. Specifically, the multi-pass
scheduling system simulates the system for each
alternative rule by using the current shop status
information and selects the best one rule to im-
plement. The results show that the multi-pass ap-
proach is considerably better than using a single
rule for the entire horizon. Jain and Foley (1987)
use the simulation methodology to investigate the
eects of the machine breakdowns in an FMS.
Their experiments indicate that rerouting is always
a better policy.
Matsuura et al. (1993) study the problem of
selection between sequencing and dispatching as a
rescheduling approach in a job shop environment
involving machine breakdowns, specification
changes, and rush jobs. The authors propose a
method that switches from sequencing to dis-
patching when an unexpected event occurs. Their
results show that this combined approach per-
forms very well. In another study, Kim and Kim
(1994) develop a simulation based real time
scheduling methodology for an FMS. In this sys-
tem, there are two major components: a simulation
module and a real time control system. The sim-
ulation module evaluates various dispatching rules
and select the best one for a specified criterion. The
real time control module monitors the shop floor
and a new schedule is generated at the beginning of
each period when there is a major disturbances in
the system. In another study, Bengu (1994) devel-
ops a simulation based scheduler that uses the up-
to-date information about the status of the system
and improve the performance of a scheduling rule
Apparent Tardiness Cost (ATC) under dynamic
and stochastic production environments.
Kutanoglu and Sabuncuoglu (1994) compare
four reactive scheduling policies under machine
breakdowns. The policies (all rerouting, arrival
rerouting, queue rerouting and no rerouting) are
tested using a job shop simulation model. A ma-
terial handling system (MHS) is also considered in
the model. The results show that the all rerouting
is preferred reactive policy when the MHS is ig-
nored. In the later study, Kutanoglu and Sab-
uncuoglu (1998a,b) propose an iterative
simulation based scheduling mechanism for dy-
namic manufacturing environments. The authors
test the proposed method by using multi-pass rule
selection algorithm and lead time iteration algo-
rithm in both deterministic and stochastic envi-
ronments. The results indicate that the iterative
improvement procedure improves the performance
of the dispatching rules significantly. Later, Sab-
uncuoglu and Karabuk (1997) study the schedul-
ing rescheduling problem in an FMS environment.
The authors propose several reactive scheduling
policies to cope with machine breakdowns and
processing time variations. Their results indicate
that it is not always beneficial to reschedule the
operations in response to every unexpected event
and the periodic response with an appropriate
period length can be quite eective in dealing with
the interruptions.
The reactive scheduling problems are also
studied by using knowledge based and artificial
intelligence (AI) techniques. For example, Dutta
(1990) develops a knowledge based (KB) meth-
odology to perform real time production control
in FMS environments. The proposed mechanism
monitors the system and takes a corrective action
whenever a disruption event occurs. The author
considers machine failures, dynamic introduction
of new jobs and dynamic increases in job priority
as shop floor disruptions. The results show that the
KB mechanism with such corrective actions ren-
ders eective and robust production control. There
are also other AI based studies in the literature.
Among them, ISIS developed by Fox and Smith
(1984) and OPIS proposed by Smith et al. (1990)
are the most well-known systems. Other AI or KB
systems are can be found in Szelke and Kerr
(1994).
There are other studies that investigate sched-
uling problem under certain stochastic events and
variations. He et al. (1994) examine the eect of
processing time variation (PV) on the dispatching
rules and find that the relative performances of the
rules remain the same under PV. In a recent study,
Lawrence and Sewell (1997) compare optimum
and heuristic methods in a job shop environment
when processing times are uncertain. The results
indicate that dynamic scheduling heuristics (i.e.,
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dynamically updated heuristic sequences) perform
better than the static optimum schedules for even
moderate amount of processing time uncertainty.
The authors also report that the performance of
simple heuristics converges to that of optimum
seeking methods (even sometimes better) as un-
certainty increases. This may be the reason why
the practitioners often use simple scheduling
methods.
3. The proposed study
In this section, we first describe the on-line and
o-line scheduling approaches. Then we explain
the job shop system and experimental conditions.
3.1. Scheduling methods
The o-line scheduling method used in this
study is a heuristic algorithm which is based on the
filtered beam search. This search method is an
approximate Branch and Bound method (i.e.,
breadth-first-search without backtracking). Unlike
breadth-first-search, it moves downward from a
certain number of best promising nodes. The so-
lution space is explored by heuristics that estimate
a certain number of best paths by permanently
pruning the rest. The degree of pruning is con-
trolled by the beamwidth parameter that indicates
the number of solutions saved at each level of the
search tree. The number of nodes generated is
controlled by the filterwidth parameter. By that
way, only a subset of nodes are generated and the
rest are filtered out by the local evaluations func-
tion. The remaining nodes are subject to global
evaluation.
The structure and thorough analysis of this
search technique are given in Sabuncuoglu and
Bayiz (1999). Based on the results of this study, for
the mean tardiness criterion, we use the active
schedule generation scheme with the local evalua-
tion function of Modified Operation Due Date
(MODD) priority rule and the global evaluation
function of the Shortest Processing Time (SPT)
dispatching heuristic. For the makespan criterion,
however, we use the nondelay schedule generation
method with the local evaluation function of Most
Work Remaining (MWR) priority rule and the
global evaluation function of the MWR dis-
patching heuristic. As the on-line scheduling
method, SPT and MWR dispatching rules are used
for the mean tardiness and makespan criteria, re-
spectively.
The o-line scheduling method described above
is a constructive algorithm. Hence, operations are
scheduled sequentially in the forward direction
similar to the Branch and Bound method. This
feature of the beam search algorithm allows us to
generate partial schedules. We define partial
scheduling as the one that does not schedule all the
operations of the jobs but rather a subset of
schedulable operations in the system. In general,
the length of a partial schedule is important since it
aects both the schedule quality and CPU time
requirements. This length can be measured by ei-
ther in terms of clock time or number of opera-
tions. In this study, we prefer the latter approach
in order to be consistent with the definition of the
period length defined in Section 3.4. According to
this approach, for example, a partial schedule of
half length corresponds to the case in which half of
the operations are scheduled at a time.
3.2. Job shop environment
A classical job shop is used in this paper. We
assume that the jobs are available for processing at
time zero. Number of operations of a job are
drawn from a discrete uniform distribution be-
tween 5 and 15. Processing times are generated
from a discrete uniform distribution between 20
and 80. We assume that preemption is not allowed
and set-up times are included in the processing
times. Number of machines and jobs in the system
determines the size of the problem. Since one of
the purposes of this study is to examine the eect
of problem complexity on the performance of the
algorithms, we use four dierent sizes of the
problem (Table 2).
Note that the large system configurations
(Cases 2 and 4) are obtained from Cases 1 and 3 by
increasing the number of machines with a factor of
two. In order to make both the small and large
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systems comparable, we try to achieve the same
work load per machine. Hence, we increase the
number of jobs in the large systems. The following
expression is used to compute the average load per
machine:
EWork load=machines
 EProcess time  ENumber of operations Number of jobs
Number of machines
:
Two types of problem instances are generated:
uniform and nonuniform. In the uniform case,
machine loads are nearly the same. In the non-
uniform case, processing times are multiplied by
constants. For example, in the system with 6 ma-
chines processing times are multiplied with the
coecients of 0.7, 0.8, 0.9, 1.1, 1.2, 1.3, respec-
tively. In the shops with 12 machines, processing
times on two machines are multiplied with the
coecients of 0.7, 0.8, etc. By this perturbation,
the speed of some machines are decreased to form
bottleneck stations whereas others are accelerated.
But, the total work load in the uniform and non-
uniform systems are kept the same.
3.3. Machine breakdowns
In this study, we use the busy times approach to
model machine breakdowns. This method allows
the machine to break down when it is busy. A
random up time is generated from a busy time
distribution and the machine operates until its
total accumulated busy time reaches the end of
that time. When a failure occurs, a repair time is
generated and the machine is kept down during
this time period. After that, another up time is
generated from the busy time distribution.
In the absence of real data, Low and Kelton
(1991) recommends the Gamma distribution as a
busy time distribution with a shape parameter of
0.7 and a scale parameter to be specified. The
authors also state that Gamma distribution with
the shape parameter of 1.4 is appropriate for the
down time distribution. In this framework, the
level of machine breakdowns is measured by e-
ciency level which gives the long run ratio of busy
time to sum of busy and down time. In our ex-
periments, we use the 90% eciency level with 360
minutes of mean busy time and 40 minutes of
mean down time.
3.4. Frequency of scheduling
In response to machine breakdowns or other
unexpected interruptions in the system, we can
either take no action (i.e., use the fixed sequence
previously established by hoping that the system
recovers from the undesirable eects of interrup-
tions by itself) or reschedule the system from
scratch at every machine breakdown (i.e., contin-
uous rescheduling). The former approach has the
disadvantage that alternative schedules might im-
prove the system performance. The disadvantage
of the latter approach is that too frequent schedule
revision can increase the system nervousness and
computational times.
Between these two extremes policies we can use
so-called periodic rescheduling as an alternative
approach. In this approach, system is continuously
monitored but the necessary actions are taken
periodically by considering the unscheduled oper-
ations and the current system status. First issue in
periodic scheduling is to determine an appropriate
period length. Fixed time or variable time interval
approaches can be used for this purpose. In this
study, we use variable time method. According to
this approach (Sabuncuoglu and Karabuk, 1997),
the system is monitored at each time increment
and if the cumulative processing time realized on
all machines in the system reaches a multiple of the
specified length of the period, then rescheduling is
triggered at this point. In the fixed time interval
method, however, the period length is solely de-
termined by the absolute clock time. The variable
Table 2
Sizes of the shop analyzed
Case Number of jobs Number of machines
1 9 6
2 18 12
3 12 6
4 24 12
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time interval approach has some advantages over
the fixed interval approach. First, since we use
busy time method to model machine breakdowns,
the probability of breakdowns is the same in each
scheduling period in this approach. Also, this
method divides the entire scheduling horizon into
equal intervals in terms of processing times so that
amount of schedule executed is the same in each
time interval. By this way, we can measure the
level of responsiveness of the rescheduling without
being aected by the system load or any other
scheduling factor.
We use 10 levels of frequency of scheduling in
our experiments. These are 0, 2, 4, 6, 8, 10, 12, 14,
16, 1000. Here, 0 corresponds to no rescheduling
(fixed sequencing) case in which a schedule is
generated at the beginning of the horizon and the
sequence determined in this preschedule is used
through the scheduling horizon regardless of any
future event. If a machine breakdown event oc-
curs, then the unexecuted operations on this ma-
chine are simply right shifted for the duration of
down time. Another extreme level is 1000 that
represents the continuous rescheduling. In this
case, rescheduling frequency is so high that re-
schedule is triggered at any event that alters the
system status (i.e., machine breakdown, job com-
pletion, etc.). Between these two extreme cases,
eight levels of periodic scheduling are analyzed.
For instance, level 4 results in the schedule to be
revised approximately four times during the
makespan of the schedule. However, if there is no
machine breakdown during the period, the sched-
ule is not revised.
The scheduling algorithms and simulation
model are coded in the C language. Experiments
are conducted in the Unix environment with Sun
Spark 2 stations.
4. Computational results
In this section, the two algorithms (i.e., on-line
and o-line methods) are applied to the scheduling
systems of dierent sizes. For each system size, the
uniform and nonuniform loading schemes are also
considered. In the experiments, 10 randomly gen-
erated problems are used at each experimental
condition. The averages of 10 replications are
presented in the tables. Both the makespan and
mean tardiness criteria are used to evaluate the
performance of the scheduling methods.
In the first phase, the analysis is performed in
the deterministic environment. In the second
phase, a stochastic environment is created by in-
cluding machine breakdowns and the analysis is
repeated under the new conditions.
The results are presented in Tables 3 and 4 for
the mean tardiness and makespan criteria, re-
spectively. In these tables, % Di. 1 stands for the
absolute dierence between the solutions of the
o-line and on-line algorithms. Di. 2 represents
the dierence between solution quality in deter-
ministic and stochastic environments. Di. 3 is the
dierence between solution quality of algorithms
for uniform and nonuniform systems in the de-
terministic environment. Finally, Di. 4 represents
the dierences for the stochastic environment.
Paired t-test is used to determine if the dierences
are significant. In the tables, ‘*’ indicates that re-
spective term is statistically significant at a  0:05.
4.1. Deterministic environment
The analysis is first performed for the mean
tardiness criterion. As seen in Table 3, the dier-
ences (Di. 1) are statistically significant. The o-
line method (based on beam search algorithm)
performs better than on-line method (the SPT
rule) under all the experimental conditions. This is
due to the fact that the optimum seeking methods
should yield better results than simple myopic
rules under the static and deterministic conditions
where the most of the assumptions of optimization
algorithms hold. We also note that the mean tar-
diness values are higher in the larger systems than
small ones (e.g., the o-line algorithm produces the
mean tardiness of 76.32 and 90.76 for the 9 jobs 6
machines and 18 jobs 12 machines, respectively).
This may be due to slightly lower machine utili-
zation achieved in the large systems.
The results also indicate that the dierence be-
tween the scheduling methods (o-line vs on-line)
are not much eected by the number of machines.
In contrast, as the number of jobs in the system
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increases, (9 jobs 6 machines vs 12 jobs 6 ma-
chines), we observe an increasing trend in the ab-
solute dierences between the scheduling methods.
Specifically, the o-line method performs better
than the on-line approach in the more crowded
systems. This is due to the fact that there are a
large number of alternative schedules to search
through by the o-line algorithm when there are
more jobs to schedule.
Another observation is that in the nonuniform
system the mean tardiness performance is worse
than that of the uniform system. This is due to the
bottleneck machines which delay job completion
times in the nonuniform system. We also note that
the performance of dispatching rules are aected
more severely than the o-line algorithm. How-
ever, this degradation is less significant in the large
systems (51.23 for 9 jobs 6 machines, 28.62 12 jobs
12 machines).
We also note that the dierence between the
performance of the o-line algorithm and the dis-
patching rules gets larger for all the shop size
combinations in the nonuniform shops. In general,
we also notice that the o-line algorithm performs
better than the dispatching rules when the vari-
ability in processing times is high (i.e., variations
between processing times of dierent jobs are rel-
atively high). This makes sense because schedules
developed by dierent algorithms will be similar if
the processing times of jobs are similar. In terms of
the CPU times, the on-line method (i.e., dis-
patching rule) is very fast since it generates
schedules by only evaluating a priority function. It
is on the average 10ÿ2 seconds for 9 jobs 6 ma-
chines system and 6 10ÿ2 seconds for 24 jobs 12
machines system. As these numbers show from the
smallest to the largest system, the CPU times only
change with a factor of 6. On the other hand,
the CPU times of the o-line algorithm vary sig-
nificantly according to the system size. Average
CPU times are 12.2, 31.5, 98.7, 260.6 seconds for 9
jobs 6 machines, 12 jobs 6 machines, 18 jobs 12
Table 3
Mean tardiness results
Deterministic Stochastic Di. 2 Di. 3 Di. 4
9 Jobs 6 Machines Uniform Algorithm 76.32 118.9 42.58
Dispatch 123.7 157.22 33.52
Di. 1 47.38 38.32
Nonuniform Algorithm 127.55 169.97 42.52 51.23 51.07
Dispatch 187.68 221.29 33.61 63.98 64.07
Di. 1 60.13 51.32
18 Jobs 12 Machines Uniform Algorithm 90.76 138.94 48.18
Dispatch 132.58 168.12 35.54
Di. 1 41.82 29.18
Nonuniform Algorithm 119.38 172.08 52.70 28.62 33.14
Dispatch 166.93 204.2 37.27 34.35 36.08
Di. 1 47.55 32.12
12 Jobs 6 Machines Uniform Algorithm 171.32 242.52 71.20
Dispatch 231.37 280.14 48.77
Di. 1 60.05 37.62
Nonuniform Algorithm 220.38 288.26 67.88 49.06 45.74
Dispatch 291.68 339.30 47.62 60.31 59.16
Di. 1 71.30 51.04
24 Jobs 12 Machines Uniform Algorithm 212.61 286.78 74.17
Dispatch 279.29 335.35 56.06
Di. 1 66.68 48.57
Nonuniform Algorithm 245.35 312.98 67.63 32.74 26.20
Dispatch 317.78 370.53 52.75 38.49 35.18
Di. 1 72.43 57.55
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machines, 24 jobs 12 machines, respectively. This
means that that as the number of jobs increases
with a factor of 4/3, the CPU times increases about
2.5 times. This is consistent with the On3 com-
plexity of the beam search algorithm. Note that
the CPU times of the scheduling methods are not
comparable (6 10ÿ2 seconds for the dispatching
rule and 260.6 seconds for the beam search
method). But the absolute dierence between the
scheduling methods is only 66.68 (which corre-
sponds to 31.36%) in the larger system.
When the simulation experiments are repeated
for the makespan criterion, we observe that the
results of the makespan case are very similar to
those of the mean tardiness case. One exception is
that degradation in the schedule in the nonuniform
load allocation is almost equal for both the o-line
algorithm and the dispatching rule (see Di. 1
values in Table 4). Moreover, the dierence be-
tween the scheduling methods gets larger in the
nonuniform shops for all the system sizes.
4.2. Stochastic environment
In this section, we consider the stochastic case
with random machines breakdowns. The break-
downs occur according to the busy time approach
as discussed earlier. We first study the eects of
machine breakdowns on the relative performance
of the scheduling methods (dispatching rules rep-
resenting the on-line scheduling approach and the
beam search algorithm as the o-line scheduling
method) at various levels of the system complexity
and work load allocation types.
As summarized in Tables 3 and 4, the eects of
system size and work allocation on the relative
performance of the scheduling methods in the
stochastic environment are very similar to the de-
terministic case. Specifically, the o-line algorithm
performs better than the on-line method. Again,
the performance measures are worse in the large
systems than the small systems due to the
increasing system complexity. Similar to the
Table 4
Makespan results
Deterministic Stochastic Di. 2 Di. 3 Di. 4
9 Jobs 6 Machines Uniform Algorithm 1048.2 1119.2 71
Dispatch 1109.2 1180.7 71.5
Di. 1 61 61.5
Nonuniform Algorithm 1203.5 1292.4 88.9 155.3 173.2
Dispatch 1284.6 1350.4 65.8 175.4 169.7
Di. 1 81.1 58
18 Jobs 12 Machines Uniform Algorithm 1114.3 1218.8 104.5
Dispatch 1171.8 1253.9 82.1
Di. 1 57.5 35.1
Nonuniform Algorithm 1225.7 1317.3 91.6 111.4 98.5
Dispatch 1310.7 1374.3 63.6 138.9 120.4
Di. 1 85 57
12 Jobs 6 Machines Uniform Algorithm 1237.9 1372.3 134.4
Dispatch 1315.4 1400.5 85.1
Di. 1 77.5 28.2
Nonuniform Algorithm 1361.8 1472.1 110.3 123.9 99.8
Dispatch 1438.7 1521.7 83 123.3 121.2
Di. 1 76.9 49.6
24 Jobs 12 Machines Uniform Algorithm 1437.4 1562.8 125.4
Dispatch 1514.2 1611.1 96.9
Di. 1 76.8 48.3
Nonuniform Algorithm 1590.2 1714.2 124 152.8 151.4
Dispatch 1679.3 1740.4 61.1 165.1 129.3
Di. 1 89.1 26.2
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deterministic environment, the performance of the
uniform case is better than the nonuniform case.
We also note that the dierence between the
scheduling methods increases for all the system
sizes in the nonuniform systems.
An interesting observation is that the perfor-
mance of the on-line scheduling rules degrades less
than the o-line scheduling algorithm in the sto-
chastic environment (refer to Di. 2 values which
are smaller for dispatching rules in all the problem
sets). This means that the dispatching rules are
quite robust to variability and uncertainty in the
system. This result is consistent with that of
Lawrence and Sewell (1997) who also observe that
there is not much dierence between the optimum
methods and heuristics when uncertainty in pro-
cessing times is high. Similar observations are also
made by the studies of Sabuncuoglu and Karabuk
(1997) and Yamamoto and Nof (1985) in that the
potential benefits of using optimum seeking
methods diminish as the system experiences ran-
dom interruptions (i.e., machine breakdowns).
From these results, one can infer that the eort to
reduce the variability and uncertainty in the sys-
tems might worth more than the diculties in us-
ing more sophisticated algorithms.
In our experiments, the number of breakdowns
in the shop with 12 machines is about two times
larger than the system with 6 machines (there are
on the average 7.2, 16, 10 and 18.9 machine
breakdowns in the shops with 9 jobs 6 machines,
18 jobs 12 machines, 12 jobs 6 machines and 24
jobs and 12 machines, respectively). Hence, one
can intuitively expect that schedules of the large
systems are aected more than the small systems.
However, we did not observe this phenomenon in
our experiments. This is probably due to the ad-
ditional slack in the schedule. The system with 12
machines has twice more slack than the system
with 6 machines. Therefore, the amount of dete-
rioration in the schedule remains approximately
the same in the both systems (42.58 for 9 jobs 6
machines, 48.19 for 18 jobs 12 machines).
We also note that if there are more jobs in the
system, the dierence between the scheduling
methods both in the deterministic and stochastic
systems become more significant (42.58 for 9 jobs 6
machines, 71.20 for 12 jobs 6 machines). Thus as
the number of jobs increase, the system gets more
congested and the average utilization increases
(0.677 for 9 jobs, 0.728 for 12 jobs). Thus, machine
breakdowns considerably aect the quality of
schedules in the system with more number of jobs.
In the nonuniform system, the same pattern of
changes are observed (Table 3). Specifically, the
performances of the deterministic and stochastic
cases get closer to each other in both small and
large systems. As the number of jobs increases, the
system performance is aected more severely from
the machine breakdowns in the uniform case.
The results for the makespan criterion are given
in Table 4. In general, the dierences between the
o-line and on-line algorithms in the stochastic
environment for the 12 jobs 6 machines and 24
jobs and 12 machines systems are not statistically
significant. In a way, this result verifies our previ-
ous observation that the performance of the o-
line algorithm is aected more than the on-line
method in a stochastic environment. The make-
span results are very similar to the mean tardiness
case (i.e., all the previous results hold for the
makespan case.)
5. Periodic response and partial scheduling
In general, the on-line scheduling approach
which employs simulation concept with the appli-
cation dispatching rules takes into account ma-
chine breakdowns as they occur since the decisions
are made one at a time as these stochastic events
occur. In the o-line case, however, a predictive
schedule needs to be revised to recover from the
negative eects of the interruptions. In this section,
we first study a periodic revision (or response)
policy. Then, we present the results of partial
scheduling as a part of the rolling horizon scheme.
5.1. Analysis of the periodic response policy
The analysis is first conducted for the mean
tardiness criterion and the uniform shop condi-
tions. As seen in Fig. 1a and b, the performance of
the o-line algorithm improves as the scheduling
frequency increases. This is consistent with those
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of Sabuncuoglu and Karabuk (1997) who analyses
the scheduling/rescheduling problem in an FMS
environment and those of Church and Uzsoy
(1992) who study the problem for single machine
scheduling. Note that the segmented line (repre-
senting the results of the small system) is flatter
than the larger system (Fig. 1b). This is due to the
fact that there are more number of machine
breakdowns in the large systems and rescheduling
the operations helps more to recover from the ef-
fects of these interruptions. This observation is less
clear in Fig. 1a, but still the level of improvement
is slightly better for the large system (see for ex-
ample, 15.8% for 18 jobs 12 machines case vs
12.7% for 9 jobs 6 machines case).
Another observation is that the positive eect
of rescheduling is more erratic in the nonuniform
systems (Fig. 1c and d). The ups and downs of the
mean tardiness in these systems may be due to
the high variability in processing times. From the
graphs in Fig. 1, one can see that the eect of
rescheduling is less significant for the nonuniform
Fig. 1. Interactions between scheduling frequency and mean tardiness. (a) Scheduling frequency vs mean tardiness, uniform case. (b)
Scheduling frequency vs mean tardiness, uniform case. (c) Scheduling frequency vs mean tardiness, nonuniform case. (d) Scheduling
frequency vs mean tardiness, uniform case.
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systems. Because, the excessive amount of slack in
the nonuniform environment absorbs negative ef-
fects of breakdowns. In other words, the eect of
machine breakdowns is less disruptive in the
nonuniform environment unless the bottleneck
machine experiences frequent failures.
Since the above results mostly hold for the
makespan criterion, we present the results for only
one experiment condition. As seen in Fig. 2, the
makespan is not significantly improved as the
scheduling frequency increases since the number of
alternatives generated by the nondelay schedule
generation scheme of the beam search algorithm
are not too large for the problem under consider-
ation. We also observe that the changes in the
makespan values for the small systems are rela-
tively less than those of the large systems and the
eects of rescheduling draws more erratic behavior
in the nonuniform environment as in the tardiness
case.
5.2. Analysis of partial scheduling
As stated before, the partial scheduling method
is implemented as a part of the periodic response
policy. In the experiments, we set the partial
schedule length by taking into account the sched-
uling frequency because it should at least be en-
ough to cover the period length (i.e., total
processing time of the scheduled operations should
at least be equal to the period length). The re-
sulting partial scheduling system with a periodic
response is implemented in a rolling horizon
scheme i.e. at each scheduling point a partial
schedule with certain length is generated and used
until the next decision point. During any period, if
all the scheduled operations are executed and the
next scheduling point has not been reached (i.e.,
the length of the schedule is not enough to cover
the period), the scheduling scheme is triggered to
generate a new partial schedule at this point in
time.
To conduct simulation experiments, we created
the same experimental environment (system size
and uniform vs nonuniform) used in the previous
section. We analyze the eects of partial schedul-
ing for two levels of scheduling frequency. We
choose one level for low frequency (4) and one
level for the high frequency (14). Recall that for a
high frequency level, the period lengths should be
shorter than those of a low frequency. Therefore,
we use more number of partial schedule alterna-
tives for the scheduling frequency level of 14 than
the level 4. Specifically, we use 1/10, 1/8, 1/6, 1/4,
1/2, 1 as the partial schedule lengths for the
scheduling frequency level of 14. Since the period
lengths are long at the scheduling frequency of
level 4, we only use 1/3, 1/2, 1 partial schedule
lengths for that level. Here, 1/3 means that at each
scheduling point, 1/3 of the total number of op-
erations are scheduled and needless to say, 1 refers
to generating complete schedules.
The eect of partial scheduling is first measured
for the mean tardiness criterion. The results of the
analysis for the uniform case is shown in Fig. 3.
These graphs show the changes in the mean tar-
diness and CPU times as a function of partial
schedule length for both the low and high fre-
quency levels. The first observation is that as the
length of partial schedule increases the quality of
the scheduling decisions improves regardless of the
level of scheduling frequency. Because in the short
lengths, myopic decisions are made by the partial
Fig. 2. Interactions between scheduling frequency and make-
span values.
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scheduling and this situation negatively eects the
quality of schedules. Besides, additional idle times
are inserted in the schedules since only a subset of
all operations are scheduled and some idle time
remains between the consecutive partial schedules.
We also observe that the mean tardiness does
not linearly change with the partial schedule
length. We have analyzed the eects of partial
scheduling at two scheduling levels. The behavior
of the mean tardiness is more informative at the
scheduling frequency level of 14 (see Fig. 3c) since
more alternatives are evaluated at this level. From
Fig. 3c, it can be noted that for the short partial
lengths (i.e., the lengths of 1/10 and 1/8), the
amount of deterioration in the schedule quality is
negligible. Because the number of operations in the
Fig. 3. Mean tardiness and CPU time as a function of partial schedule lengths (uniform case). (a) Frequency level of 4. Mean tardiness
vs partial schedule length. (b) Frequency level of 4. CPU time vs partial schedule length. (c) Frequency level of 14. Mean tardiness vs
partial schedule length. (d) Frequency level of 14. CPU time vs partial schedule length.
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partial schedules are close to each other for the
lengths of 1/10 and 1/8. Thus, the proposed partial
scheduling system produce similar schedules with
comparable performances. However, as the partial
schedule length increases (i.e., the lengths of 1/6
and 1/4), we observe a significant improvement in
the mean tardiness. The reason for that is the re-
duction of inserted idle times due to the increase in
the partial schedule length. We also note that the
marginal improvement in the mean tardiness gets
smaller for the long partial schedule lengths (i.e.,
the lengths of 1/2 and 1). Because there is a small
amount of inserted idle time that slightly worsens
the schedule quality.
In summary, we conclude that the mean tardi-
ness performance of the job shop system is sig-
nificantly aected by the moderate level of partial
schedule length rather than the short and very
large partial schedule lengths.
Our experiments also indicate that the system
complexity does not eect the performance of the
partial scheduling system. We arrive at this con-
clusion because the mean tardiness lines are almost
parallel for small and large systems as seen in Fig.
3a and c. In terms of CPU times, it increases as the
partial schedule lengths increases (see Fig. 3b and
d). This is an expected behavior because we
somehow eliminate extra work to generate com-
plete schedules at every scheduling period.
The pattern of segmented lines (Fig. 3b and d)
in CPU times is consistent with the pattern of the
mean tardiness case. The changes in the CPU
times are also negligible for the small partial
schedule lengths. Similar to the mean tardiness
case, we note significant increases in the CPU
times for the moderate lengths of the partial
schedules. Marginal increases in the CPU times are
also negligible for the long partial schedules. Be-
cause in the beam search algorithm, generating the
first half of the search tree requires more compu-
tation time than the generating the other half of
the tree since global evaluations takes less time at
the higher levels of the search.
We also note that, by using the partial sched-
uling concept, the solution quality is sacrificed on
the average 10.6% and 11.2% for 12 jobs 6 ma-
chines system and 24 jobs 12 machines system,
respectively. However, we gain from the CPU
times on the average 35.2% and 31.3% for small
and large systems, respectively. In terms of percent
dierences, the gain of CPU times seems to be
more significant than the degradation in the
schedule quality. For that reason, Here, we advice
to the practitioners to consider both the pros and
cons of alternatives before determining a suitable
policy.
The same analysis is performed in the nonuni-
form system. In order to compare the changes in
the uniform and nonuniform cases, we plot all the
results in the same graph. As seen in Fig. 4,
the pattern of the segmented lines are the same in
the both cases except that the mean tardiness
values are slightly higher in the nonuniformly
loaded systems. But the eect of partial scheduling
on the system performance is the same under both
the uniform and nonuniform environments.
Similar observations are made (Fig. 5). One
dierence is that deterioration in makespan is not
significant for the small partial schedule lengths.
This is probably due to the fact that the makespan
performance measure is not considerably aected
by the length of the partial schedule. In this case,
an additional inserted idle time due to partial
scheduling has less probability to delay the com-
pletion time of the job that determines the
makespan of the schedule. Another reason is that
a small amount of inserted idle time is resulted
from the nondelay schedule generation scheme.
Because this scheme tries to first assign the oper-
ation with the minimum starting time. Therefore,
the distribution of operations among the machines
are homogeneous in the partial schedules, which
reduces the idle times. In addition, the scale of the
makespan axis is too large that the changes in
these values doe not look significant. Other
observations are similar to the mean tardiness
case.
In the proposed partial scheduling system, there
are two key parameters (partial schedule length
and scheduling frequency) that aect the solution
quality. Since partial scheduling lengths are de-
termined considering the scheduling frequency,
these parameters are not independent. In the sim-
ulation experiments, the eects of partial schedule
lengths on the solution quality are analyzed for the
fixed scheduling frequency. To investigate the ef-
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fects of scheduling frequency for the same partial
schedule length, we compare the solutions of the
partial schedule length of 1/2 at the scheduling
frequency levels of 4 and 14. The results indicate
that the solution quality at the level 14 is always
better that the that of at the level 4 for each
Fig. 5. Interactions between makespan and CPU time and partial schedule length (uniform case). (a) Frequency level of 14. Makespan
vs partial schedule length. (b) Frequency level of 14. CPU time vs partial schedule length.
Fig. 4. Changes in mean tardiness as a function partial schedule length. (a) Mean tardiness vs partial schedule length. System size of 12
jobs and 6 machines. (b) Mean tardiness vs partial schedule length. System size of 24 jobs and 12 machines.
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problem. This observation confirms our previous
finding that the solution quality improves as the
scheduling frequency increases.
We also examine the eect of machine break-
downs on the solution quality of partial schedul-
ing. For this purpose, additional simulation
experiments are conducted for the 80% eciency
level (with 320 time units mean uptime and 40 time
units mean down time). The results of both 90%
and 80% eciency levels are displayed in Fig. 6 for
the mean tardiness measure. As expected the so-
lution quality is worse in the 80% eciency level
than the 90% level since at this low level the system
experiences longer down periods.
In summary, the quality of the schedule dete-
riorates as the length of the partial schedule de-
creases. This eect is more significant in the
tardiness case than the makespan case. We also
observe that the required CPU time decreases as
the length of partial schedule decreases since the
extra work to generate a complete schedule is
eliminated. In general we observe that the percent
gain in the CPU times is more than the percent loss
in the objective function for each criterion.
6. Conclusion
In this paper, we studied the reactive scheduling
problems and measure the eect of shop floor
configurations (system size and load allocation) on
the performance of scheduling methods (o-line
and on-line scheduling methods). We also examine
the eectiveness of partial scheduling in stochastic
manufacturing environment. The following con-
clusions are drawn from this study:
First, we observe that the relative performances
of the scheduling methods are not seriously af-
fected by the systems size (i.e., system being big or
small), but rather they are more aected by the
system load (i.e., system being congested or not).
Second, we note that distribution of the load in
the system have significant impact on the perfor-
mance of the scheduling methods. Specifically, the
optimization based o-line scheduling method
performs better than on-line dispatching rules
when the load across the machines are not uniform
(i.e, there are bottleneck and/or underutilized
machines in the system). These two observations
also hold in stochastic environment.
Fig. 6. Mean tardiness vs partial schedule length in 90% and 80% eciency levels, uniform case. (a) Frequency level of 14, 12 jobs and
6 machines. Mean tardiness vs partial schedule length. (b) Frequency level of 14, 24 jobs and 12 machines. Mean tardiness vs partial
schedule length.
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Third, the o-line scheduling method is aected
more than the on-line dispatching mechanisms
when there is stochastic disturbances such as ma-
chine breakdowns. This is consistent with the
previous studies (Lawrence and Sewell, 1997;
Sabuncuoglu and Karabuk, 1997) that the per-
formance of optimization methods and simple
heuristics get close to each other when there is
considerable uncertainty and variability in the
system.
Fourth, under the stochastic disturbances the
performance of the o-line scheduling method
improves as the level scheduling frequency in-
creases. But the marginal improvement is not sig-
nificant for the high levels of scheduling frequency.
The results also indicate that frequent scheduling
(i.e., high level scheduling frequency) is more ef-
fective in the large systems with uniform load
across the machines.
Fifth, partial scheduling with optimization
based scheduling algorithms can be a very practi-
cal scheduling tool in a highly dynamic and sto-
chastic environment. Even though the
performance of the schedule can be inversely af-
fected by the extra amount of inserted idle times
and myopic characteristics of the partial schedul-
ing decisions, the amount of deterioration in the
schedule is not always very significant. Besides,
the potential saving in CPU times is great when the
partial scheduling can be employed. These obser-
vations are for each scheduling criteria under both
uniform and nonuniform (i.e., bottleneck) system
regardless of the system size.
We finally note that more research is needed in
this area. An immediate extension would be testing
the results of this paper under the dynamic job
shop environment with various random distur-
bances. Another further research direction would
be to investigate new schedule revision techniques
together with considerations of the partial sched-
uling.
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