In this paper, we study a class of nonsmooth multiobjective optimization problem including inequality constraints. To the aim, some new functions named (pseudo, quasi) invex of order ( , ) BV  −− type II and strongly (quasi, pseudo) invex of order ( , ) BV  −− type II are introduced by using the tools of Clarke subdifferential. These new functions are used to derive and prove the sufficient optimality condition for a strict minimizer of the multiobjective programming problems. Moreover, the corresponding duality theorems are formulated for general Mond-Weir type dual program.
INTRODUCTION
The multiobjective programming is an extension of mathematical programming where a scalar value objective function is replaced by a vector function. In 1970, Rockafellar [1] wrote in his book that practical applications are not necessarily differentiable in applied mathematics. So, considering the nondifferentiable mathematical programming problems was very important. The Clarke subdifferential [2] (also called the Clarke generalized gradient) is an important tool to derive sufficient conditions for nonsmooth optimization problems. The optimality conditions for the weak efficient solution, efficient solution and properly efficient solution and the duality results in multiobjective programming problems have attracted many researchers in recent years. For example, we can see in [3] [4] [5] [6] [7] [8] [9] [10] . Recently, many researchers have been interested in other types of solution concepts, one of them is higher order strict minimizer. We can see in [11] [12] [13] . In particular, Kwan Deok Bae and Do Sang Kim [14] obtained necessary and sufficient optimality conditions for a nonsmooth multiobjective optimization problems and dual results are given for a strict minimizer of order m. Izhar Ahmad and Suliman AlHomidan [15] obtained several sufficient optimality conditions and duality theorems for a strict minimizer of a nondifferentiable multiobjective programming problem under strong invexity and its generalizations of order  .
In this paper, first, we consider the nonsmooth multiobjective programming and introduce the new functions named (pseudo, quasi) invex of order ( , ) BV  −− type II and strongly (quasi, pseudo) invex of order ( , ) BV  −− type II. Then, a sufficient optimality condition is obtained for the nondifferentiable multiobjective programming problem under the new fuctions. Finally, we formulate a Mond-Weir type dual problem and obtain weak and strong duality theorems.
NOTATIONS AND PRELIMINARIES
Let n R be the n − dimensional Euclidean space and let X be a nonempty open subset of n R . For 
where ( , ) Bx is the open ball of radius  about x . Definition2.2 [1] . The generalized directional derivative of a locally Lipschitz function f at x in the direction d , denoted by 0 ( ; ) f x d , is as follows:
Definition2.3 [1] . The generalized gradient of :
, is defined as follows:
where ,  is the inner product in n R .
are locally Lipschitz functions and
be the set of feasible solutions of (MP). Definition2.4. A point 0 xX  is a local strict minimizer of order  for (MP) with respect to a nonlinear function :
is a strict minimizer of order  for (MP) with respect to a nonlinear function :
Throughout the paper, we suppose that : XX
fg is said to be (pseudo, quasi) invex of order 
Remark2.1. If the second inequality in Eq (6) is strict (wherever xx  ), we say that ( , ) fg is (strictly pseudo, quasi) invex of order ( , ) BV  −− type II at xX  ; If the second inequality in Eq (7) is strict (wherever xx  ), we say that ( , ) fg is (pseudo, strictly quasi) invex of order ( , ) BV  −− type II at xX  .
Remark2.2. If the second inequality in Eq (8) is strict (wherever xx  ), we say that ( , ) fg is (strictly quasi, pseudo) invex of order ( , ) BV  −− type II at xX  ; If the second inequality in Eq (9) is strict (wherever xx  ), we say that ( , ) fg is (quasi, strictly pseudo) invex of order ( , ) BV  −− type II at xX  .
OPTIMALITY CONDITION
In this section, we establish sufficient optimality conditions for a strict minimizer of (MP). . Then x is a strict minimizer of order  for (MP). Proof: Suppose that x is not a strict minimizer of order  for (MP). Then there exists 0 and ,
,
By hypothesis (i), we have 
From hypothesis (ii), the above inequality implies 
That is
The hypothesis (i) follows that there exist 
By the hypothesis (ii), the above inequality yields
For 00 ( , ) 0,
Which contradicts (11) . Hence the result is true.
MOND-WEIR DUALITY
For the primal problem (MP), we formulate the following Mond-Weir type dual problem: xu  be feasible solutions for (MP) and (MD), respectively. Moreover, assume that
Then the following can not hold:
Proof: Suppose contrary to the result that
, 
By the constraint condition of (MD) and the assumption (ii), we have 
With the assumption (i), the Eq (24) yield 
Using the feasibility of ( , , ) u  in (MD), we get 
For Eq (26) and ( , ) 0 xu   , the above follows
From the assumption (i), Eq (29) yields
which contradicts Eq (23). Then the result is true. Then the following can not hold:
By the assumption (i), the Eq (33) and Eq (34) yield 
On the other hand, by using the constraint condition of (MD), there exist ( ), and ( ), 
which contradicts Eq (37). Then the result is true. 
