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Abstract—A distributed antenna array system, named Spanish 
acronym for fast acquisition of satellites system (SARAS), has been 
designed as an acquisition aid to parabolic telemetry, tracking, 
and command antennas when tracking satellites in launch and 
early orbit phase or during critical maneuvers. The system relies 
on digital signal processing, based on the array changing phase 
response to incoming signals as a function of their direction of 
arrival. One critical aspect for proper performance of the system 
is to establish a reliable model of this phase response, termed the 
array manifold, prior to and during satellite acquisition, through 
novel calibration techniques that are the focus of this letter. 
Index Terms—Antenna arrays, array manifold, calibration, dig-
ital signal processing, direction of arrival (DoA) estimation, ground 
stations, launchers, launch and early orbit phase (LEOP), teleme-
try, tracking, and command (TT&C), satellites. 
I. INTRODUCTION 
G ROUND stations aimed to receive or transmit data from/to orbiting satellites and other spatial vehicles need to know 
their angular location with great precision and accuracy. Indeed, 
large antennas in the ground segment are characterized for hav-
ing a narrow beam and, thus, a high gain. Such narrow beams 
become a problem in the initial phases of satellite acquisition, 
especially when dealing with launch and early orbit phase. As 
the angular uncertainty window during this phase can reach val-
ues of up to ±1.5°, it can take a long time before the ground 
station acquires the satellite, causing data losses and obviously 
potential inability to operate the spacecraft. 
It is thus in this context that an innovative array-based solu-
tion, termed Spanish acronym for fast acquisition of satellites 
system (SARAS), has been proposed [1] as an acquisition-aid 
system for satellite communications. The array is composed of 
eight radiating elements operating in S-band (2.2-2.3 GHz), 
uniformly distributed in the rim of a 15-m telemetry, tracking, 
and command (TT&C) dish, and has the following key charac-
teristics: 
1) high white noise robustness; 
2) fast acquisition through electronic steering; 
3) tracking and prediction of trajectories; 
4) interferer discrimination. 
The inclusion of more array elements increases the robustness 
against white noise, as the array gain is enhanced. However, sim-
ulations of the system have shown that improvements beyond 
eight elements are residual and do not justify the extra hardware 
and installation costs. 
However, the direction of arrival (DoA) estimation process, 
which uses statistical information from the received samples, 
relies on assumptions regarding the phase response model of 
the array. Errors in such modeling lead to quick degradation of 
performance. 
Thus, establishing the functional relationship between phase 
response and signal DoA is a critical aspect of the system, and is 
grouped into what is generally known as array calibration. Cal-
ibration techniques in SARAS were already introduced in [2], 
but will be expanded here to offer a complete view of the pro-
posed solution, along with simulations and some considerations 
regarding frequency-dependent errors. 
As will be detailed in the next sections, the proposed cal-
ibration scheme is more robust than classical solutions be-
cause it relies on a dual modeling paradigm, wherein calibration 
algorithms are applied prior to satellite acquisition (offline cal-
ibration) and simultaneously (online calibration). Online cal-
ibration is advantageous to compensate dynamic errors, while 
offline calibration can be used as a filtering tool to eliminate 
from the online stage all the spurious error sources that do not 
provide reliable data regarding the phase response of the array. 
II. SARAS CALIBRATION SCHEME 
A. Introduction 
Phase differences between received signal samples in an array 
change with the DoA of the satellite to be acquired. Thus, esti-
mating them with statistical averages is a mean of determining 
the angular location of the desired signal. However, the vector 
function that relates array phase differences to signal DoA is 
generally not known a priori and is nonlinear in nature. 
The calibration process seeks to infer this vector function, 
termed the array manifold or the steering vector. However, as 
is usually the case in nonlinear scenarios, the estimation tech-
niques must be carefully designed to avoid local minima and 
nonconvergence. Two main procedures can be defined: 
1) A nonparametric approach, which seeks to directly obtain 
the numerical values of the array manifold for a set of 
steering directions of the array. This set can be made as 
exhaustive as required, and complemented with interpo-
lation when needed. 
Fig. 1. SARAS system and photogrammetric targets. 
2) A parametric approach, where the array manifold is ex-
pressed as an equation that depends on a given set of 
DoA-independent unknowns. If estimated, numerical val-
ues can be obtained for any desired DoA. 
SARAS scheme presents a combination of both approaches, 
using the parametric modeling for those calibration errors that 
are more stable in time, and the nonparametric approach for 
dynamic perturbations that cannot be easily modeled a priori. 
Section II-B will explore the first stage in calibration, pho-
togrammetry, which is a parametric technique for the estimation 
of the geometrical topology of the array. 
B. Photogrammetry 
In this parametric calibration, the parameters to be obtained 
are the Cartesian coordinates of the array elements. To obtain 
these coordinates, photogrammetry has been considered. 
Photogrammetry is a technique that extracts three-dimensional 
(3-D) shapes from a set of two-dimensional pictures, taken with 
different orientations. With the help of a set of retro-reflective 
targets placed in the main antenna, the 3-D geometrical shape 
of the dish and the array sensors can be extracted, thus allowing 
estimating groups of coordinates and, in the end, calculate a 
coordinate system that relates the array elements to the steering 
of the main antenna. High accuracy can be achieved, even with 
off-the-shelf cameras. 
Fig. 1 shows the retro-reflective targets placed in the main 
dish, the positions of which were estimated during the pho-
togrammetric campaigns. It also shows the eight-array radiating 
elements that are a part of SARAS system. 
Some ideas regarding the required processing algorithms can 
be found in [3]. Also, it should be noted that similar systems 
as the one intended can be found in [4] and [5]. However, in 
those references, the aim is to determine the whole shape of the 
antenna or reflector dish. A photogrammetric calibration of a 
phased array is performed in [6]. 
C Offline Calibration 
All the perturbations that are not included in the pho-
togrammetric model, mainly those due to phase offsets in ana-
log components, must be compensated through nonparametric 
algorithms. 
As indicated, offline calibration is performed prior to signal 
acquisition. This stage uses two frequency-multiplexed carri-
ers, one generated by a probe placed in the subreflector of the 
main TT&C antenna and, thus, having visibility of all array 
elements, and another received from a satellite in geostation-
ary orbit. Frequency offsets are set between 100 and 200 kHz. 
Received samples are processed in the following way: 
1) A fast Fourier transform (FFT) of the incoming samples 
is performed, and the frequency bins around the highest 
peak are selected. These correspond to the probe signal 
since it has more power than the signal from the satellite. 
2) The amplitude and phase offsets of the probe signal are 
estimated by calculating the frequency array correlation 
matrix and obtaining its dominant eigenvector [7]. 
3) The probe signal is filtered out from the incoming samples. 
4) The same process is repeated with the carrier from the 
GEO satellite. 
The rationale behind this processing is similar to the one used 
in astronomy, when using the technique termed same beam in-
terferometry [8]. In any case, this stage only seeks to model 
phase differences between the RF propagation paths of the probe 
signal and the ones from a satellite signal coming from broad-
side with respect to the array system, as will be detailed in 
Section II-D. The differences are computed as follows: 
A0delta = A0GEO - Y Z ~ A(?!>Probe- ( 1 ) 
A0 is an N x 1 vector containing the phase offsets among 
array branches for the corresponding signal, obtained from the 
dominant eigenvector in the array correlation matrix. N is the 
number of array elements, z are the Cartesian coordinates as 
estimated in photogrammetry, and A is the wavelength of the 
GEO satellite carrier. 
D. Online Calibration 
This stage is performed during signal acquisition, using the 
same frequency-multiplexed procedure as before. In this case, 
one of the signals originates from the satellite to be acquired, 
while the other comes from the subreflector probe. 
The problem with offline techniques is that the phase differ-
ences they estimate correspond to an array model that may no 
longer be valid during acquisition, mainly due to instabilities in 
the phase response of analog components in the array receiv-
ing chains. In fact, this was found during test campaigns to be 
the case with SARAS. The offline calibration models degraded 
quickly when operating with real satellites, due to unstable ana-
log components. 
The online calibration clearly overcomes dynamic degrada-
tions, while eliminating the need to use highly stable and ex-
pensive hardware. It cannot be applied on its own, though, since 
it requires the use of the subreflector probe signal, which cor-
responds to a calibration model that differs from the one that 
can be applied to a satellite signal. These differences come from 
spurious components, namely: 
1) the near-field perturbation of the received signal; 
2) the radiation patterns of the antennas, which see the re-
ceived signal from different directions that do not coincide 
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Fig. 2. Eigen performance in the presence of white noise. 
3) the different path lengths from the probe to each receiving 
antenna. 
As commented, the offline stage with the GEO satellite has 
been considered in order to cancel out these spurious compo-
nents. Of course, the assumption is that they remain approxi-
mately constant between both stages. 
Finally, the phase estimates from both stages are combined 
to obtain the final calibration model, which is used by the DoA 
estimation algorithm 
A0 final A0d e A^on-line (2) 
III. SIMULATIONS 
Monte Carlo simulations have been carried out to assess the 
validity of the scheme. 
First, the effect ofnoise on the ability of the Eigen algorithm to 
estimate phase offsets in the array manifold has been simulated, 
using a nonmoving source. The idea is to reproduce conditions of 
the offline calibration stage, where a GEO satellite is considered, 
since this is the case where the lowest C/No (Carrier over Noise 
floor level) values will be encountered, when compared to the 
power levels of the subrefiector probe beacon. Results are shown 
in Fig. 2. 
Results show the standard deviation (std), the bias, and the 
root mean square error of the phase response estimates, along 
with the Cramér-Rao lower bound (CRLB) [9]. A threshold has 
been set to 18° since this was found to be an upper limit to obtain 
acceptable results in DoA estimation. It is clear from the results 
that C/No above 25 dBHz is recommended. The simulation was 
carried using 105 samples for computing statistical averages. Of 
course, the C/No threshold can be lowered by increasing this 
amount. On the other hand, increasing the number of samples 
increases the computing time and, more importantly, nonstation-
ary degradation, i.e., satellite movement, becomes more acute, 
as explored in the next simulation. 
Even though in Fig. 2 it has been assumed that Doppler shift 
is very low with GEO satellites, even a small angular offset 
can affect the calibration scheme, especially when processing a 
large amount of samples. Fig. 3 establishes, for a C/No of 25 
dBHz and 105 samples, what is the maximum angular speed that 
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Fig. 4. Eigen performance in the presence of multipath. 
Radial speeds greater than 0.17s would degrade calibration 
estimates. The requirement becomes more stringent if more 
samples are processed, with a linear dependence. 
The effect of multipath has also been explored in Fig. 4. 
Multipath does not affect the offline calibration stage when 
using GEO satellites, due to their high elevations (>5°), but this 
is no longer the case should a collimation tower be considered 
instead. This is indeed an upgrade which may be used in future 
implementations of the system. 
Multipath has been modeled as an additional signal, fully 
correlated with the desired one, with a different array manifold 
to account for the angular offsets between both signals. Multi-
path power offsets below -22 dB are required. This may not 
be easily achieved at low elevations (<5°), so this upgrade 
may require specific algorithms to cancel out the multipath 
contribution. 
IV. FREQUENCY-DEPENDENT ERRORS 
Nonparametric phase estimates can be divided into two com-
ponents: 
1) GEO satellite estimates at a given frequency; 
2) dynamic errors at the desired signal frequency. 
The sum of both components gives the actual calibration 
estimate. It is clear that large frequency offsets between both 
of them will produce uncompensated errors. Unfortunately, the 
array phase response as a function of frequency is not known. 
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Fig. 5. Calipso acquisition in the presence of phase calibration errors. 
g (Ap, 6, ip) is a function of the DoA of the satellite, derived 
from the spherical coordinate frame, and the Cartesian coordi-
nates of the array elements. However, the analog components 
of the array will have additional phase changes with frequency, 
which may even be nonlinear for sufficiently large values. Since 
phase offsets from the probe signal are subtracted from those 
obtained with the GEO beacon, a linear dependence can be as-
sumed for analysis purposes, though. In this case, the following 
restriction results: 
if is a parameter representing the aforementioned fre-
quency linear dependence. For example, for frequency offsets 
of 10 MHz between the signals from the GEO and the desired 
satellite, the phase dependence parameter K should be below 
0.18°/MHz in order to obtain a residual phase error one order of 
magnitude below the threshold. As commented, the probe tech-
nique has proven to be effective in SARAS prototype, which 
implies that the K parameter is low enough for the consid-
ered frequency offsets, which are limited to operating band of 
SARAS system, between 2.2 and 2.3 GHz. 
V. TEST CAMPAIGNS AND CONCLUSION 
An integral calibration scheme has been presented, which 
combines a variety of techniques and calibration sources in order 
to obtain the required data for the DoA estimation stage. The 
system has been successfully tested with a variety of real satellite 
signals (Cryosat-2, INTEGRAL, XMM-Newton, Calipso, etc.), 
reaching a Technology Readiness Level of 6. Fig. 5 shows actual 
results using the DoA estimation algorithm, weighted subspace 
fitting (WSF) [9], with Calipso satellite, comparing them to 
simulation data. 
The test evaluates the resilience of WSF against phase cal-
ibration errors. Simulation results confirm the use of the 18c 
threshold that was previously commented. Calipso results show 
good agreements, with a slightly smaller threshold, between 15c 
and 18°. Fig. 5 also shows CRLB and the Bhattacharyya bound 
for the standard deviation of the estimators [10]. The fact that 
simulated values are below these bounds for large calibration er-
rors is due to the need of more Monte Carlo iterations to achieve 
convergence. 
Tracking tests performed with a single spacecraft over an 
8-h time period have shown that, with the proposed calibration 
scheme, a system reliability above 99.7% can be obtained for 
C/No during acquisition above 17.2 dBHz. On the other hand, 
the first tests that were carried out using only offline calibration 
models showed that phase instabilities, mainly due to the 
analog frequency mixers, caused unacceptable DoA errors even 
with time lapses between calibration and acquisition as small 
as 5 min. 
Thus, the proposed calibration scheme presents clear advan-
tages over conventional calibration techniques, limited to a sin-
gle stage. With respect to purely parametric calibration, the 
scheme is more robust against modeling and dynamic errors. 
Indeed, even the most sophisticated array model will not cap-
ture all the possible extraneous variables that can affect the 
phase response of the array. On the other hand, the inclusion 
of a parametric calibration for position estimation provides a 
suitable starting point and eliminates the spurious phase off-
sets of GEO satellite signals due to the topology of the ar-
ray. Furthermore, it permits to perform offline calibration using 
beacons that originate from other directions besides broadside. 
Finally, the combination of offline and online stages guaran-
tees that the subreflector probe can be used, while eliminating 
the phase differences with respect to a satellite calibrator and 
keeping multipath degradation below acceptable thresholds. 
Precisely, the use of a collimation tower instead of a 
GEO satellite beacon is precluded for the moment, due to 
the influence of multipath. However, if multipath can be 
precompensated, this solution would eliminate the influence of 
frequency-dependent errors, as the collimation tower has full 
flexibility regarding the operating frequency. This is proposed 
as a potential improvement of the calibration scheme in future 
implementations of SARAS. 
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