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ABSTRACT
Oceanic transform faults (OTFs) are long being recognized as hosting fewer and
smaller earthquakes. On average, only 15% of the accumulated strain energy on OTFs
are released through earthquakes. Detailed studies on a handful of OTFs suggests that
their seismic distributions are highly segmented along-strike and favor the thick seismogenic patch model or multi-mode. Therefore, in Manuscript 1, we test this hypothesis
at a global scale on 138 OTFs. We find that creeping segments are ubiquitous and alone
can explain the deficiency of the earthquakes on OTFs. On a global scale, the thick
seismogenic patch model is most consistent with the observation above. Moreover, 59
out of 71 OTFs with good bathymetry data have creeping segments not associated with
geological structures, indicating along-strike variation of fault properties may be the
main reason for the existence of those creeping segments.
Besides having persistent seismic segments, large characteristic earthquakes on
OTFs often occurs quasi-periodically from modern seismic observations and sometimes
synchronized earthquake cycles on nearby faults or fault segments are well documented.
To further understand the mechanisms behind these synchronized earthquakes on OTFs,
in Manuscript 2, we simulate a 2D elastic fault in the framework of rate- and statedependent friction and demonstrate that the synchronization between two nearby asperities (20 km × 5 km), separated by 10 km, can be achieved via afterslip when the intervening barrier is relatively weak or through static stress interaction when the barrier
patch is strong. We also find that the width of the barrier patch is more important than

its strength in determining the synchronization behavior. Furthermore, interaction between two asperities promotes partial rupture and leads the fault system to switch between synchronized and desynchronized.
Earthquake synchronization over more distant asperities than the one studied above
requires a mechanism that can reach the far field, such as viscoelastic stress transfer,
which has received much less attention and is still poorly understood. In Manuscript 3,
we build a three-dimensional numerical model of seismic cycles in the framework of
rate- and state-dependent friction with a brittle layer overlaying a viscoelastic mantle
with a nonlinear rheology to simulate earthquake cycles on separate asperities. We find
that in general viscoelastic stress transfer can promote earthquake synchronization between two distant seismic asperities. Even if the asperities are separated by 30 km, synchronization is still possible for a viscosity of the underlying mantle of 1017 Pa s, which
can be attained by dislocation creep or transient creep during the postseismic. Considering the similarities in tectonic and structural settings, viscoelastic stress transfer and
earthquake synchronization may also occur, as observed in Manuscript 1, at the St. Paul
and Menard OTFs on the Mid-Atlantic and Pacific-Antarctic ridges, respectively.
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PREFACE
The following dissertation consists of three chapters which are all written in manuscript format.
Manuscript one, “The Ubiquitous Creeping Segments on Oceanic Transform
Faults”, was published in Geology, 2021.
Manuscript two, “Synchronization of Earthquake Cycles of Adjacent Segments on
Oceanic Transform Faults Revealed by Numerical Simulation in the Framework of
Rate-and- State Friction”, was published in Journal of Geophysical Research, Solid
Earth in 2020.
Manuscript three, “Contribution of Viscoelastic Stress to the Synchronization of
Earthquake Cycles on Oceanic Transform Faults”, has been submitted to Journal of Geophysical Research, Solid Earth in 2022.
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Abstract
Oceanic transform faults are a significant component of the global plate boundary
system and are well known for generating fewer and smaller earthquakes than expected. Detailed studies at a handful of sites support the hypothesis that an abundance
of creeping segments is responsible for most of the observed deficiency of earthquakes
on those faults. We test this hypothesis on a global scale. We relocate Mw ≥ 5 earthquakes on 138 oceanic transform faults around the world and identify creeping segments on these faults. We demonstrate that creeping segments occur on almost all oceanic transform faults, which could explain their deficiency of earthquakes. We also
find that most of the creeping segments are not associated with any large-scale geological structure such as a fault step-over, indicating that along-strike variation of fault
zone properties may be the main reason for their existence.
1.1

Introduction
Oceanic transform faults (OTFs) have long been recognized as hosting fewer and

smaller earthquakes than expected (Brune, 1968; Bird et al., 2002). On average, only
15% of the accumulated strain energy on OTFs is released as earthquakes, indicating
that most fault slip is accommodated by aseismic creep (Boettcher and Jordan, 2004).
Furthermore, accounting for fault step-overs, which lower the accumulated strain energy due to thermal effect and stress interaction (Gregg et al., 2006), only slightly increases the estimate to 18% (Wolfson-Schwehr and Boettcher, 2019).
Four models have been proposed to explain the deficiency of earthquakes on
OTFs (Boettcher and Jordan, 2004). The first two are the thin seismogenic zone models where the seismogenic zone is thin and located on either the top or the bottom of
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the brittle fault area. In these two models, earthquakes occur everywhere along the
fault and creeping segments are rare. The third model is the thick seismogenic patch
model where most earthquakes occur on a limited number of segments and creeping
segments are abundant. In the first three models, the locations of seismic and creeping
segments are stationary in time. The fourth model is a multi-modal mechanism where
a fault can switch between creeping and seismic slip over time. Differentiating between these models requires both accurate locations of earthquakes and adequately
long-time windows, which were not available before the early 2000s.
Recent detailed studies, including earthquake relocation and/or ocean bottom seismometer deployments, have been limited to a handful of faults including the GofarDiscovery faults in the East Pacific Rise (McGuire et al., 2012; Froment et al., 2014),
the Blanco fault in the U.S. Pacific Northwest (Braunmiller and Nábělek, 2008), the
Eltanin fault in the southeastern Pacific Ocean (Sykes and Ekström, 2012), the Mendocino fault in northern California in the United States (Materna et al., 2018), and the
Charlie-Gibbs fracture zone along the Mid-Atlantic Ridge (Aderhold and Abercrombie, 2016). As shown by these studies, the seismic behavior on OTFs is highly segmented, with thick localized seismic and creeping segments having been identified on
all these faults. Therefore, Wolfson-Schwehr and Boettcher (2019) proposed that the
first two model scenarios with thin seismogenic zones are unlikely, the third model
with thick seismogenic patches is most consistent with observations, and the multimodal model scenario is rare but possible. However, it is still unclear whether their
hypothesis is valid for the other >100 OTFs around the world.
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We test this hypothesis on a global scale. We relocate Mw ≥ 5 earthquakes on 138
OTFs. Because most seismic energy is released by large earthquakes on OTFs (Zielke,
2018), these catalogs are able to capture the main earthquake segmentation pattern.
When compared with the International Seismological Center (UK) Engdahl–van der
Hilst–Buland (ISC-EHB) catalog (http://www.isc.ac.uk/isc-ehb/; Engdahl et al., 2020)
and the U.S. Geological Survey (USGS) catalog (https://data.usgs.gov/datacatalog/),
our relocated earthquakes are much more accurately located, supported by a significantly improved alignment with the transform trace (Figure 1.1). These accurate locations allow us to quantify along-strike seismic moment release on individual OTFs and
therefore to identify creeping and seismic segments. Our results support the thick seismogenic patch model and indicate that the ubiquitous creeping segments could explain
the deficiency of earthquakes on OTFs on a global scale. We also find most of the
creeping segments are not associated with any large-scale geological structure, indicating along-strike variation of fault zone properties on OTFs may be the main reason of
the existence of creeping segments.
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Figure 1.1 Comparison among International Seismological Center (UK) Engdahl–van
der Hilst–Buland (ISC-EHB) catalog locations (A–C), U.S. Geological Survey
(USGS) catalog locations (D–F), and corresponding relocated Mw ≥5 earthquakes
from this study (G–I) in map view on the Gofar (East Pacific Rise), SEIR 100E
(southeast Indian Ridge), and Kane (Mid-Atlantic Ridge) oceanic transform faults.
The slip rate of each fault is denoted after its name at the top of the figure. In A–C,
the ISC-EHB catalog does not contain events after 2017 and moment magnitude is
not available for each event, therefore the number of earthquakes may not match
with those of the other panels, and they are plotted in uniform black circles. In D–I,
an event is marked by a focal mechanism if available from the USGS catalog, otherwise by solid circle. Sizes of earthquake symbols scale with magnitude. Color
scale denotes bathymetry.
For the first time on a global scale, we use cross-correlation between teleseismic
surface waves to relocate OTF earthquakes (McGuire, 2008; Cleveland and Ammon,
2013; Wolfson-Schwehr et al., 2014; Howe et al., 2019). We obtain events from
USGS earthquake catalogs between 1 January 1950 and 1 December 2020
(https://earthquake.usgs.gov/earthquakes/search). Only events after 1990 (mostly after
1995) are relocated because an adequate distribution of the global seismic network
was not available until 1990.
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We assume an R1 Rayleigh wave group velocity of 3.75 km/s. We use waveform
data from the Global Seismic Network (https://www.iris.edu/hq/programs/gsn; network code GSN) and GEOSCOPE (http://geoscope.ipgp.fr/networks/detail/G/; network code G) because they provide satisfactory azimuthal coverage. Raw waveforms
are truncated using a velocity window of 5 km/s to 3 km/s and are bandpass filtered
(zero phase) between 0.02 Hz and 0.04 Hz. Cross-correlation between two events
yields several differential times at stations of different azimuths. A cosine fitting from
azimuths to differential times gives the relative distance, the azimuth, and their uncertainties between an event pair. Such information is then passed through chains of
event pairs to collectively relocate all events in the clusters. Finally, the cluster is
shifted depending on the availability of accurate hydroacoustic catalogs or on the geological features from high-resolution bathymetry data (Pan et al., 2002). Additional
details on the methodology are provided in the Appendix A.
To quantify the slip mode of each OTF, first we calculate the subsurface rupture
length for each earthquake based on Wells and Coppersmith (1994). Although this
method is derived from continental transform earthquakes, this approach (Figure A-1
in APPENDIX A) is consistent with the well-recorded 2008 M6.0 earthquake on the
Gofar OTF (McGuire et al., 2012) and the 2015 M7.1 earthquake on Charlie-Gibbs
OTF (Aderhold and Abercrombie, 2016). Second, we assume the along-strike moment
release of each earthquake follows an elliptic-shape distribution over the calculated
subsurface rupture length based on the elastic crack model (Scholz, 2019). Creeping
segments are defined as segments with <10% of the observed maximum moment rate.
Then we compute the proportion of total creeping segment length to total fault length,
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below referred as creeping segment fraction (CSF). We also compute the expected
moment rate 𝑀̇! = µ𝐴T 𝑉/𝐿, where the shear modulus, 𝜇, is assumed to be 30 GPa, 𝑉
denotes the fault slip rate, 𝐿 is the total fault length, and 𝐴T is the fault area above the
600°C reference isotherm (Boettcher and Jordan, 2004). This estimate serves as a
coarse comparison with our computed moment rate curve. Limitations of our method
are discussed below.
1.2

Results

Figure 1.2 Relocation results on the Gofar oceanic transform fault (East Pacific Rise).
(A) Occurrence time versus scaled along-strike position, which corresponds to the
map view on the right. The scaled along-strike position means that data have the
same relative x-axis positions as in panels B and D. Relocated events are colored
red if they have focal mechanisms, and colored pink otherwise. Non-relocated
events are plotted in semi-transparent gray if they have focal mechanisms, or hol-
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low circles otherwise. Size of the focal mechanism scales with magnitude. The reference event for translating the whole event cluster from the hydroacoustic catalog
(provided by Robert Dziak and Andy Lau [Oregon State University] via personal
communication) is annotated. (B) Map view of both relocated and non-relocated
earthquakes in a rotated-pole projection. The fault slip rate (139 mm/yr) and the
fault length (170 km) are shown for the Gofar OTF. (C) Moment rate curve averaged on different time scales and event groups: pink for only relocated events, and
blue for all events after 1950. In both cases, events with explicit non-transform focal mechanisms (rake angle >25°) are excluded. Gray rectangles denote areas of
moment rate <10% of the observed maximum. Green dotted line denotes expected
moment rate 𝑀̇! = 𝜇𝐴T 𝑉/𝐿, where 𝜇 denotes shear modulus and is assumed to be
30 GPa, 𝐴T is the thermal contact area based on the half-space cooling model from
Boettcher and Jordan, (2004), 𝑉 is the fault slip rate, and 𝐿 is the total fault length.
The creeping segment fraction (CSF) denotes the ratio of the length of fault segments where the moment release is less than 10% of the maximum to the total fault
length. The two CSFs correspond to the two moment rate curves using relocated
events only, and all events since 1950, respectively. (D) Map view of relocated
events (solid red dots). Three distinct segments (G1–G3) as well as the intra- transform spreading center (ISTC) are annotated.
Using the Gofar OTF as an example, our procedure identifies several creeping
segments on the fault (Figure 1.2). At a regional scale, Gofar is divided into three segments separated by intra-transform spreading centers, namely G1, G2, and G3 from
east to west, following McGuire (2008). At a local scale, five creeping segments are
identified by low moment rate, denoted by shaded rectangles in Figure 1.2C. The average moment rate over the whole-time range (since 1950) is significantly lower than the
one using relocated events, which is primarily due to the catalog incompleteness before 1990. The similarity of the spatial variation between the two moment rate curves
(relocated events only versus all events including non-relocated events since 1950;
Figure 1.2C) reflects that the earthquake repeating interval on Gofar is relatively short
(∼5–6 yr), and therefore the time window after 1990 is sufficient to capture its longterm fault behavior. We estimate that 45% of the fault is creeping using the relocated
events since 1990 and 15% if using events since 1950. This latter estimate might be an
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underestimation because non-relocated locations have large errors and appear more
scattered along strike, thus smoothing the moment rate curve. Furthermore, non-relocated events are epicenters instead of epi-centroids, which conforms better with moment release.

Figure 1.3 Summary of creeping segment fractions (CSFs) on each oceanic transform
fault (OTF) except Sovanco (North Pacific Ocean). (A) CSFs in global map view.
Marker type denotes spreading ridge type in terms of the plate rate shown in the top
right legend, based on Wanless and Behn (2017). Marker color corresponds to the
value of CSF. (B) Relationship between CSF and fault length and plate rate. (C)
Distribution of percentage of creeping segment length (dotted lines) versus total
fault length. (D) Histogram of CSFs binned by 0.1.
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Creeping segments, which are defined above as having <10% maximum observed moment rate, are present on almost all OTFs and occupy more than half of the fault
length on 100 out of the 138 OTFs (Figure 1.3;
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Table A-1). The majority of the OTFs are creeping significantly (Figure
1.3C&D). The CSF, defined above as the ratio of total creeping segment length to total
fault length, on 138 OTFs is on average 64% and ranges from 19% to 100% using relocated earthquakes. The average is 49% if also including events since 1950. Our results do not exhibit geographical clustering of the CSFs; in other words, the CSFs can
vary substantially even within the same spreading system (Figure 1.3A). We do not
observe obvious correlations between CSFs and plate rate or fault length (Figure
1.3B), which is consistent with previous work (Boettcher and Jordan, 2004).
The ubiquitous creeping segments could explain the deficiency of earthquakes on
OTFs on a global scale. Using relocated events, 65% of the accumulated length of
OTFs is creeping. In this study, assuming 0% of the accumulated energy is released as
earthquakes in creeping segments, and 50% on the other segments, the global average
is 17%. Using events since 1950, the global average is 26%. Both estimates are close
to the 18% global average from Wolfson-Schwehr and Boettcher (2019). Therefore,
creeping segments can explain why OTFs generate fewer earthquakes than expected.
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Figure 1.4 Left panels: Map views of selected faults with different spreading rates and
creeping segments not associated with a geological structure. The fault name, its
geographic location, and its slip rate are annotated above each map. Red circles are
relocated earthquakes and white circles are non-relocated earthquakes. Right panels: Moment rate curves averaged on different time scales and event groups: pink
for only relocated events, and blue for all events after 1950. In both cases, events
with explicit non-transform focal mechanisms (rake angle >25°) are excluded.
Scaled along-strike positions correspond to the x-axis positions of the map views
on the left. Gray rectangles denote areas of moment rate <10% of the observed
maximum. Green dotted lines denote expected moment rate, 𝑀̇ ! = 𝜇𝐴T 𝑉/𝐿, where
𝜇 denotes shear modulus and is assumed to be 30 GPa, 𝐴T is the thermal contact
area based on the half-space cooling model from Boettcher and Jordan, (2004), 𝑉 is
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the fault slip rate, and 𝐿 is the total fault length. Bathymetry base map was obtained
with GeoMapApp (http://www.geomapapp.org) by Ryan et al., (2009).
Most creeping segments are not associated with any geological structure, which
suggests the along-strike variation of fault properties determines whether a fault segment creeps. On 71 OTFs with good bathymetry data, we observe 12 OTFs that have
earthquake segmentation delineated by large-scale geological structures (e.g., the Tasman [Tasman Sea], Doldrums [Mid-Atlantic Ridge], and Romanche [central Atlantic
Ocean] OTFs). On the other hand, one or more creeping segments are identified within
the other 59 OTFs (four examples are shown in Figure 1.4) as well as within a single
straight fault zone segment on OTFs with overlying structural segmentation (e.g., the
Gofar segment G3 [Chile], and St. Paul OTF [central Atlantic Ocean]). The seismic
moment rate on certain segments of these faults is similar to or above the expected rate
based on thermal models (e.g., Figure 1.4). These patterns, although with uncertainties
(Aderhold and Abercrombie, 2016), best resemble that of the thick seismogenic patch
model with localized seismic and creeping segments (Boettcher and Jordan, 2004).
Moreover, the number and the relative positions of those creeping segments within the
transform trace vary randomly across different OTFs on a global scale. These indicate
that along-strike variation of fault zone properties on OTFs may be the main reason
for the existence of creeping segments.
1.3

Discussion
Our study is the first to relocate large earthquakes on OTFs on a global scale. We

also for the first time examine the previously proposed slip models (Boettcher and Jordan, 2004) on OTFs jointly with good bathymetry data on a global scale. Although
lacking the same level of detail as near-field seismic studies, our results support the
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thick seismogenic patch model Ridge), Atlantis II (southwest Indian Ocean), and Doldrums OTFs. Even though these OTFs have a lower CSF value in general than other
seismically active OTFs, our main observation that creeping segments are abundant on
OTFs does not change. As the time span of observations increases, we should see
much more robust results using the same approach.
Wolfson-Schwehr and Boettcher (2019) also suggested that multi-modal mechanisms might exist on OTFs, with the strongest evidence being large earthquakes occurring infrequently in the zones of medium to low coupling on the western Blanco OTF
(Braunmiller and Nábělek, 2008). We do observe this type of behavior on some faults,
such as the Quebrada OTF (South Pacific Ocean). However, this is rare. For faults
with short recurrence intervals, most seismic segments rupture regularly as large earthquakes and most creeping segments have not produced any large earthquakes since
1995. For faults with long recurrence intervals, testing whether a multi-modal mechanism is common on OTFs would require a much longer time window of data.
1.4

Conclusions
We relocate Mw ≥ 5 earthquakes on 138 OTFs around the world and quantify

creeping segments on them. We observe that 64% of the accumulated length of OTFs
is creeping if using relocated events. The existence of these creeping segments alone
can explain the deficiency of earthquakes on OTFs. On a global scale, the thick seismogenic patch model (Boettcher and Jordan, 2004) is most consistent with the observed ubiquities of creeping segments. On 71 OTFs with good bathymetry data, we
observe 59 OTFs having creeping segments not associated with large-scale geological
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structures. This indicates that along-strike variation of fault zone properties may be the
main reason for the existence of creeping segments.
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Abstract
Synchronization behavior of large earthquakes (rupture of nearby faults close in
time for many cycles) has been reported in many fault systems. The general idea is
that the faults in the system have similar repeating intervals and are positively coupled
through stress interaction. However, many details of such synchronization remain unknown. Here, we built a numerical model in the framework of rate-and-state friction to
simulate earthquake cycles on the west Gofar fault, East Pacific Rise. Our model consists of two seismic patches separated by a barrier patch, which are constrained
by seismic observations. We varied the parameters in the barrier to understand its role
on earthquake synchronization. First, we found that when the barrier is relatively
weak, synchronization can be achieved by afterslip or post-seismic creep in the barrier
patch. Second, static stress transfer can lead to synchronization, opposite to the suggestion by Scholz (2010, https://doi.org/10.1785/0120090309), which was based on
results from a spring-slider model using rate-and-state friction. Third, the width of the
barrier is more important than its strength. When the barrier is narrow enough (no
more than half the width of the seismic patch in our model), the system can achieve
synchronization even with a very strong barrier. Fourth, for certain simulations, the interaction between the two seismic patches promotes partial rupture in the seismic
patches and leads to complex behavior: the system switches from synchronized to unsynchronized over 10–20 cycles.
2.1

Introduction
Synchronization behavior of large earthquakes has been reported in many fault

systems in a variety of tectonic settings (Scholz, 2010). In these systems, nearby faults
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rupture as large earthquakes in a short time period, followed by a long quiescence.
Some noticeable examples are normal faulting in central Nevada (Bell et al., 2004)
and central Italy (Benedetti et al., 2013), strike-slip faulting in the eastern California
shear zone (Rockwell et al., 2000; Scholz, 2010), the East Pacific Rise (McGuire,
2008; Wolfson-Schwehr et al., 2014), and the south Iceland seismic zone (Richwalski
& Roth, 2008), and thrust faulting in the Sumatra subduction zone (Sieh et al., 2008).
The general idea of earthquake synchronization is that faults in the system have a
similar repeating interval and are positively coupled through stress interaction (Scholz,
2010). Despite different initial conditions, the system becomes synchronized after several cycles. Scholz (2010) explicitly discussed the ideal scenarios that would promote
earthquake synchronization. Faults with similar geological slip rate and optimal geometry (either parallel, conjugate, or along the same fault line) will most likely be synchronized. The examples mentioned earlier all satisfy this general rule. Scholz (2010)
also discussed the possible mechanism of earthquake synchronization. From a phase
lock point of view, Scholz (2010) suggested that static stress transfer will lead to
desynchronization and dynamic stress transfer will lead to synchronization, using rateand-state friction results of a spring-block model from Gomberg et al. (1998). Scholz
(2010) also suggested that for faults with long recurrence intervals, viscoelastic stress
transfer will dominate and lead to synchronization. Most of the fault systems mentioned earlier have long recurrence intervals except for the oceanic transform fault
(OTF) in the East Pacific Rise. This paper focuses on how the idea about static stress
transfer discussed by Scholz (2010) applies to a fast-spreading OTF and how the system behaves with different key parameters.
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Because they have the most systematic and predictable seismic behaviors in seismology, OTFs, especially the fast-spreading ones, are an ideal place to study earthquake synchronization. Compared to their continental counterpart, OTFs have simple
thermal and kinematic structures (Roland et al., 2010), short earthquake cycles
(McGuire, 2008; Wolfson-Schwehr et al., 2014), high levels of foreshock activities
(McGuire et al., 2005), and evident quasi-periodic and synchronized earthquakes
(McGuire, 2008; Sykes & Ekström, 2012; Wolfson-Schwehr et al., 2014). The Gofar
and Discovery fault system in the East Pacific Rise is segmented into many seismic
patches, and each patch ruptures every 3–5 years as M 5–6 earthquakes (Figure 2.1).
In several cases, nearby patches show synchronization behavior, whereas other cases
show no synchronization (Figure 2.1).

Figure 2.1 (a) Seismicity overlay bathymetry in the Gofar/Discovery/Quebrada system
(Figure 2b in Wolfson-Schwehr et al., 2014). All earthquakes (circles) are sized by
magnitude. Events on Quebrada and Gofar are shown at their CMT catalog locations. Events on Discovery are shown at their relocated longitude (by WolfsonSchwehr et al., 2014), and are offset in latitude so that all events are visible on the
map. Earthquakes with overlapping ruptures (defined as relative centroid locations
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<5 km) are represented by circles of the same color. (b) Large repeating earthquakes on West Gofar between 1995 to early 2020. Color of the stem marker is the
same as Figure 2.1a. For the five earthquake cycles, both segments ruptured within
a year, therefore they are considered synchronized. (c) Large repeating earthquakes
on East Gofar, which are not synchronized. (d) Large repeating earthquakes on
West Discovery, which are synchronized for the first four cycles.
Here, we built a numerical model in the framework of rate-and-state friction to
simulate earthquake cycles on a fast-spreading OTF. The 2-D fault model consists of
two seismic patches (velocity weakening, VW) separated by a barrier patch (velocity
strengthening, VS) (Figure 2.2). This highly simplified model is designed to capture
the interaction between the two seismic patches on West Gofar regarding synchronization over many seismic cycles. The true fault is more complex than this, especially in
the barrier patch. Small earthquakes do occur in the barrier patch and extend to the upper mantle (Froment et al., 2014; Guo et al., 2018; McGuire et al., 2012), which suggests that small VW asperities exist in the barrier patch. However, we expect the general behavior of the barrier patch to be VS and these small VW asperities do not affect
the interactions between the two large VW patches.
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Figure 2.2 Model setup. (a) Map of the west Gofar Transform Fault. The blue dashed
rectangles show the extent of the two seismic asperities and the gray rectangle
shows the barrier, which are well-constrained by seismic data. The red and yellow
circles are the epicenter of the 2008 M6.0 and 2007 M6.0 earthquakes, respectively.
(b) The effective normal stress used in the reference model. The blue dashed rectangles represent the two seismic asperities. The segment between the two asperities is the barrier. The maximum value is 50 MPa. (c) 𝑎 − 𝑏 used in the reference
model. The blue and yellow area used value −0.0035 and 0.0035, respectively.
Liu et al. (2012) pioneered in simulating earthquakes on OTFs in the framework
of rate-and-state friction. They focused on the behavior of a single VW patch above
the transition to VS which is defined by the 600°C isotherm. They found that the behavior of the VW patch strongly depends on the ratio of seismogenic zone width W to
earthquake nucleation size ℎ∗ (size of the nucleation zone). Without introducing smallscale frictional heterogeneities on the fault, their model predicts that an OTF segment
can transition between seismic and aseismic slip over many earthquake cycles. In a
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follow up study, Liu et al. (2020) introduced dilatancy and pore compaction in the
fault model, seeking to explain the foreshock sequence observed before the 2008 M6.0
earthquake on the west Gofar (McGuire et al., 2012). They successfully reproduced
aseismic slip in the barrier patch, which has been proposed to drive the foreshocks and
trigger the main shock of the 2008 M6.0 earthquake on the west Gofar.
Kaneko et al. (2010) constructed a similar setup to our model with two VW
patches separated by a VS patch to study the interactions between seismic patches in
subduction zones. Their main focus was whether these two patches would rupture together to form a super large earthquake. They found that the probability for a large
earthquake to break through the VS patch is correlated with the interseismic coupling
averaged over this patch. They additionally found that interseismic coupling and the
probability of an earthquake breaking through the rupture-impeding patch are both related to fault friction properties through a single nondimensional parameter.
Analog models have also been developed to study the interaction between two
seismic patches in a subduction zone setting (Corbi et al., 2017; Rosenau et al., 2019).
Corbi et al. (2017) focused on the conditions for concurrent rupture and their finding is
consistent with Kaneko et al. (2010). Rosenau et al. (2019) focused on the synchronization of earthquakes over many cycles. They found that the barrier-to-asperity ratio in
size is critical.
We focus on a short (∼80 km) and high slip rate (∼140 mm/year) segment of the
west Gofar transform fault in the East Pacific Rise. Overall, our paper is built on these
previous papers with a different focus and setup. We want to address the following
questions: (1) Can static stress transfer lead to earthquake synchronization on OTFs?
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(2) Can afterslip and post-seismic creep in the barrier patch lead to synchronization?
(3) Which is more important in affecting the synchronization: barrier width or strength
(friction and normal stress)?
2.2

Method
Here, we built a numerical model in the framework of rate-and-state friction to

simulate earthquake cycles on OTFs. We used a quasi-dynamic method (Liu et al.,
2012; Rice, 1993) to simulate earthquake cycles on a 2-D planar strike-slip fault in a
3-D medium. This method is computationally less demanding than the fully dynamic
method (Lapusta et al., 2000), therefore allowing us to explore the parameter space efficiently. In the framework of rate-and-state friction, the shear stress τ evolves with
slip rate 𝑉 and slip history (state variable θ) as:
τ = σ𝑓 = σ V𝑓$ + 𝑎 𝑙𝑛

𝑉
𝑉$ θ
+ 𝑏 𝑙𝑛
[,
𝑉$
𝐷%

(2.1)

where 𝑎, 𝑏, and 𝐷% are friction parameters and 𝑓$ is the friction coefficient at a reference velocity 𝑉$ at steady state (Dieterich, 1979; Ruina, 1983). We used the aging law
for the evolution of the state variable (Dieterich, 1979; Ruina, 1983).
θ̇ = 1 −

𝑉θ
𝐷%

(2.2)

Our model consists of two VW patches separated by a VS patch. The VS patch
represents the dominance of aseismic creep in the area (lack of large earthquakes) and
acts as a barrier for seismic rupture, and the VW patches represent the dominance of
large earthquakes in the seismic segments. This kind of segmentation seems to be
ubiquitous among OTFs (Braunmiller & Nábělek, 2008; McGuire, 2008; Sykes &
Ekström, 2012) and also exists on continental transform faults (Titus et al., 2006) and
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subduction zones (Davies et al., 1981; Fournier & Freymueller, 2007). This simple
setting can be also applied to many different OTFs such as the Discovery fault
(Wolfson-Schwehr et al., 2014).
The length and width of the VW and VS patches are mainly constrained by OBS
observations covering the foreshocks, mainshock, and aftershocks of the 2008 M6.0
earthquake (Froment et al., 2014; Guo et al., 2018; McGuire et al., 2012). The lengths
of the west VW patch (20 km) and the VS patch (10 km) are well-constrained by seismicity. The length of the east patch (20 km) is estimated based on the epicenter of the
2007 M6.0 earthquake and by assuming that it is adjacent to the barrier and has a similar length as the west VW patch. The width (in-depth extent) of the VW patches is less
well-constrained. The depth range of aftershocks changes along strike from 0 to 6 km
on the west half of the west asperity to 3–5 km in the middle, then 2–6 km near the
east end (McGuire et al., 2012). Froment et al. (2014) and Guo et al. (2018) relocated
the earthquakes and show a similar pattern but slightly tighter depth range. Using aftershocks to define the co-seismic slip zone in detail is difficult (Das & Henry, 2003),
but the half space cooling model shows the 600°C isotherm to be at 5–7 km depth near
the middle of the fault zone, which can be assumed as the transition depth from VW to
VS (Liu et al., 2012). Therefore, we decided to use 1–6 km depth below the seafloor
as the depth range of the VW patches.
The main parameters are set as follows: for the rate-and-state friction parameter
𝑎 − 𝑏, we use wet gabbro data under hydrothermal conditions (He et al., 2007) and assume that the shallow velocity-strengthening to weakening stability transition zone occurs at 1 km depth while the deep velocity-weakening to strengthening transition takes
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place at 6 km depth. For simplicity, we set 𝑎 − 𝑏 to 0.0035 in the VS area and
−0.0035 in the VW patches. The effective normal stress 𝜎 is assumed to increase linearly with depth at the gradient of 18 MPa/km (lithostatic minus hydrostatic) until
reaching 50 MPa and stays constant below that (Rice, 1992). The effective normal
stress in the barrier segment retains the linear increase when a value lower than 50
MPa is used, and otherwise is assigned by a uniform value. The critical distance 𝐷%
(the sliding distance required to renew the contact population on the fault following a
velocity step) is assumed to be constant at 4 mm, which was chosen to reproduce M6
earthquakes every 5–6 years. 𝑓$ is set to be 0.6 and 𝑉$ is 1e−6 m/s. We started with a
reference model, where the two seismic patches are separated by 10 km (Figure 2.2;
Table B-1 in APPENDIX B). We then tested variations of the reference model using
different values of width (WVS ), 𝑎, 𝑏, and 𝜎 of the center VS patch (Table B-2 in APPENDIX B).
To minimize the influence of initial conditions, we ran three simulations with different initial conditions for each set of parameters. We ran each simulation for at least
600 years and extended some simulations to either 1,200 or 1,800 years if the system
had not stabilized yet by 600 years. We set the initial velocity 𝑉init = 𝑉plate , where
𝑉plate is the geological slip rate of the fault (140 mm/year). We set the initial state variable θinit = 𝐷% /(𝐶𝑉init ), where 𝐶 is a factor chosen to be 1.1 for the left (𝐶left ) and 2.5,
1.5 and 1.1 for the right half (𝐶right ) of the fault plane respectively. We set 1e−3 m/s (1
mm/s) as the threshold for seismic slip and 1e−6 m/s (8.64 cm/day) as the threshold
for afterslip.
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2.3

Results

2.3.1

System Behavior

To characterize the synthetic earthquake catalog from different simulations, we
grouped the system as synchronized, complex, and unrelated based on the behavior of
M ≥ 5.5 earthquakes (Figures B-1-6 in supporting information). To quantify the synchronization of earthquakes from cycle to cycle, we define a synchrony coefficient as
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𝑠 = 1 − 5/7, where 𝑑𝑡 is the time difference between two earthquakes closest in time
and 𝑇 is the maximum earthquake interval (between 5 and 6 years; the reason we use
the maximum instead of the mean is to avoid a negative value in synchrony, which
would exaggerate its standard deviation). 𝑠 ranges between 0 and 1. The larger the
synchrony is, the more synchronized the pairs are.
We calculated the average synchrony 𝑠, the standard deviation Δ𝑠, and the percentage of earthquakes with synchrony ≥ 0.75 for all M ≥ 5.5 earthquakes of the second half of simulations (Table B-2). Specifically, we used data between years 300–
600 for simulations of 600 years, years 600–1,200 for simulations of 12,00 years, and
years 900–1,800 for simulations of 1,800 years. We categorized the system as synchronized if the percentage of earthquakes with synchrony ≥0.75 is equal or over 80%
and these cases usually have a high 𝑠 (>0.90) and low Δ𝑠 (<0.05). We categorized the
system as complex if the percentage is below 80% and Δ𝑠 is above 0.10, which usually produce many small earthquakes (M < 5.0) that disrupt the earthquake cycles. We
categorized the system as unrelated (more strictly weakly related) if the percentage is
below 80% and Δ𝑠 is below 0.10. One exception is the case of 30 km WVS and 1.1
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𝐶right . It should be classified as complex based on the rule, but we categorized it as unrelated because the behavior is very different from other complex cases (no small
earthquakes; gradual change of synchrony; Figure B-4).
The criterion here is chosen for a unified categorization to study the effect of each
parameter on the synchronization behavior. Figure 2.3 shows the results of four simulations (2.5 𝐶right for all) and how the criterion is applied. For simulations with 60 and
5 MPa σVS , the systems started with a phase lag and then changed to synchronized
state after a few earthquake cycles and remained that way for the rest of the simulation. The percentage of M ≥ 5.5 earthquakes with synchrony ≥ 0.75 between year
300–600 are both 100%. The average synchrony 𝑠 is high (0.96 and 1.00, respectively), and the standard variation Δ𝑠 is low (0.01 and 0.00). We identified these two
systems as synchronized. For the simulation with 𝑎 − 𝑏 = 0.00175 (Figure 2.3c), the
earthquake magnitude and synchrony varied for the entire simulation. The percentage
of high synchrony is only 38% and Δ𝑠 is above 0.1 (0.20). We identified this system
as complex. The average synchrony (0.74) is lower than the synchronized cases. For
the simulation with 30 km WVS (2.5 𝐶right ), the system started with a phase lag and
stayed that way for the rest of the simulation. The percentage of high synchrony is 0%,
and Δ𝑠 in this case is very low (0.01). We identified the system as unrelated. The complete simulated earthquake catalog can be found in Figures B-1-6 in supporting information.
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Figure 2.3 Synthetic earthquake catalog for selected models. The blue and red stems
are earthquakes in the left and right VW patches, respectively. The black stars show
the synchrony of earthquakes from the two patches. The left boxes show the identified state of the system based on the three numbers in the parentheses, which are
the average and standard deviation of synchrony and the percentage of earthquakes
with synchrony ≥ 0.75 between year 300–600 for M ≥ 5.5 earthquakes. The right
boxes show the parameters that are different from the reference model.
The behavior of the system mostly depends on an empirical parameter 𝐵 =
σVS (𝑎VS − 𝑏VS )WVS . A phase map of all simulations shows the following behavior
(Figure 2.4). First, for simulations with large barrier width (30 and 40 km), the system
status is mostly unrelated. This indicated that for a wider barrier, the two VS patches
became independent from each other and generally kept the initial phase lag. Second,
for most cases with large B, the systems are synchronized and do not depend on the initial conditions. Third, for simulations with small B, the system is mostly synchronized regardless of initial conditions. Fourth, for intermediate B, the systems are
mostly complex. There are some exceptions to these rules that we will examine later in
Section 2.4.

30

Figure 2.4 The behavior of the system changes with barrier width and strength. The
color of the symbols reflects their behavior as synchronized, complex, or unrelated.
The shape of the symbols reflects the initial conditions. The dashed box contains
the simulation results of the reference model.
In our system, the change of status from synchronized to complex or vice versa is
mainly achieved by partial rupture. As shown in Figure 2.5a-c, the system for three
simulations changes from complex status to synchronized in a few earthquake cycles.
In all three cases, the system started with low synchrony and M6 earthquakes. Then
either one or both VW patches produced small earthquakes (M < 5.0) and then back to
M6 earthquakes. In our system, small earthquakes occur when the 20 km VW patch
partially ruptured. One consequence of partial rupture is that it changes the phase of
the earthquake cycle. In all three simulations, the system became synchronized and
fully ruptured after the partial ruptures and stayed that way for the next few cycles. As
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shown in Figure 2.5d-f, a system can also change from synchronized to complex by
starting to produce small earthquakes.

Figure 2.5 Selected time periods of various simulations show how synchronization
was achieved. The blue and red stems are earthquakes in the left and right VW
patches, respectively. The black stars show the synchrony of earthquakes from the
two patches. (a–c) system changes from complex to synchronized. (d–f) system
changes from synchronized to complex.
Whether the system produces full rupture or partial rupture depends not only on
the parameters set on these VW patches, but also the loading and perturbation from the
surrounding VS area. In our model, the parameters in VW are set to simply produce
repeating full ruptures (M6 earthquakes). To demonstrate this, we run several simulations with only one VW patch and varied barrier. For all of the single VW simulations,
the patch ruptures fully every time and produces M6 earthquakes about every 5 years
(Figure B-7 in supporting information). However, adding another VW patch in the
system changes the dynamics of the system, and the VW patches start to produce
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small earthquakes. This proves that partial rupture is caused by the stress interaction
between the two VW patches instead of the parameterization of the VW patches.
2.3.2

Stress Interaction

The behavior of these systems shows how the stress interaction between the two
patches affects the status of these systems. In our model, the stress interaction between
the two patches can be caused by co-seismic slip, afterslip, and post-seismic creep,
defined by different velocity thresholds. The weaker the barrier is, the larger these
three stress interactions are. These stress perturbations change the stress condition on
the VW patch and caused the variations of system status (synchronized, complex, and
unrelated). The main effect of varying barrier strength (frictional parameter a, b, and
effective normal stress) is on its resistance to seismic rupture. As suggested by Kaneko
et al. (2010), the VS patch resistance to seismic rupture can be approximated by 𝐵′ =
20σVS (𝑎VS − 𝑏VS )WVS , which is the same parameter that we used in the phase figure
(Figure 2.4) except for the factor of 20. With smaller 𝐵, the barrier is less effective in
stopping seismic rupture. The co-seismic slip of one patch will then produce a larger
stress perturbation on the other seismic patch.
In our system, slip velocity over 1e−3 m/s is considered to be co-seismic slip, and
slip velocity over 1e−6 m/s but below 1e−3 m/s is considered afterslip. Slip with velocity below 1e−6 m/s but above 1e−8 m/s is considered post-seismic creep. When
tracking the slip velocity at 3.5 km depth (middle depth of the VW patch), we found
that the main mechanism of the stress interactions changes with the barrier strength,
all of which can lead to partial rupture on VW patches (Figure 2.6). At relative low
strength (5 MPa 𝜎VS in Figure 2.6), afterslip can sometimes reach the other patch,

33

therefore altering its stress state and leading to partial rupture. At intermediate strength
(25 MPa 𝜎VS in Figure 2.6), the interaction is mainly due to post-seismic creep. Slip
caused by an earthquake on one VW patch can propagate through the barrier at much
lower slip velocity but is able to reach the other VW patch. At high strength (60 MPa
𝜎VS in Figure 2.6), there is no observable afterslip or post-seismic creep in the barrier
after an earthquake, however, a very small perturbation of the system can still reach
the other VW patch, causing partial rupture later. This behavior persists even for 200
MPa 𝜎VS simulations. This suggests that the static Coulomb stress perturbation from
co-seismic rupture is the main mechanism for strong barriers.

Figure 2.6 Evolution of velocity at 3.5 km depth for simulations with 𝜎VS of 5, 25, and
60 MPa. 𝐶right is 2.5 for all three cases. The column sequence is continuous and
blue lines are ¼ of the time interval between events from the initiation and the red
lines are ¾ after. The time step is decimated at various intervals (200–500) depend-
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ing on the velocity. Black triangles denote initial rupture positions of each earthquake during respective periods. This figure shows how the VW patch changes
from full rupture to partial rupture.
Once the system becomes synchronized, whether the system can stay that way
also depends on the stress interaction. For strong barriers, the interaction between the
two VW patches is small (60 MPa 𝜎VS , Figure 2.7), therefore it is easy to retain the
synchronized status once reaching it. For weaker barriers, the retainment of synchronization can sustain 10–20 cycles (5 and 25 MPa 𝜎VS , Figure 2.7) but the interaction
through afterslip and/or post-seismic creep can gradually alter the VW patch to produce partial rupture, therefore changing the system back to complex.

Figure 2.7 Evolution of velocity at 3.5 km depth for simulations with 𝜎VS of 5, 25, and
60 MPa. Similar as Figure 2.6 but showing different time period when all earthquakes are fully rupture.
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To check if this behavior is persistent through a much longer period, we calculated the seismic coupling ratio of the first 600 years using grids above 6 km, similar
to previous studies (Boettcher & Jordan, 2004; Liu et al., 2012), which assumed the
600°C isotherm to be the in-depth boundary between seismic and aseismic slip. Seismic coupling ratio is defined as the ratio of slip released as co-seismic slip (slip velocity over 1e−3 m/s) and the total slip. We also calculated the afterslip ratio, which is defined as the ratio of slip released as afterslip (slip velocity between 1e−6 and 1e−3 m/s
immediately after an earthquake) and the total slip. As Figure 2.8 shows, for the simulations with weaker barrier, both co-seismic slip and afterslip propagated into the barrier much further than strong barriers. This shows that this behavior is common for
earthquakes in our simulations.
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Figure 2.8 (a–c) The seismic coupling ratio and (d–f) afterslip ratio of selected models.
The color of the lines is consistent with the color of the model parameter at the top
right legend box. The gray rectangles show the area of the two VW patches.
By tracking the time difference between pairs of earthquakes, we notice that the
phase difference between the two VW patches is clustered in a particular time difference, which shows phase delay (Figure 2.9). For example, the simulations with 5 MPa
are clustered within about ±0.01 year (positive means the left patch is ahead), the simulation with 25 MPa clusters at about ±0.05 year, and the simulations with above 50
MPa are clustered around negative ∼0.1 year. This suggests that phase delay increases
with the barrier strength before reaching 50 MPa and then flattens out. This observation is consistent with what we have learned in Figure 2.6-2.8. When the barrier is
weak, the time delay between events depends on the propagation time of afterslip and
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post-seismic creep, which depends on the effective normal stress in the barrier. Once
the stress reaches 50 MPa, the interaction is mainly due to Coulomb stress from coseismic slip and the barrier strength does not affect the phase delay anymore. Figure
2.9 shows cases with an initial condition of 𝐶right = 2.5. We checked the similar plot
for the cases of the two other initial conditions and they are almost identical. This
phase delay pattern does not depend on the initial condition.
2.4

Discussion
Scholz (2010) suggested that static stress transfer leads to desynchronization. The

reasoning was that synchronization is sensitive to the phase dependence of the coupling coefficient, 𝜅 = 𝛥𝑡/𝛥𝜏, which is the ratio of clock advance 𝛥𝑡 to increment of
stress transfer 𝛥𝜏. Gomberg et al. (1998) studied the earthquake triggering using a
spring-block model with rate-and-state friction and found that the coupling coefficient
decreases with phase (time into the seismic cycle) for static stress. Therefore, Scholz
(2010) suggested that static stress will lead to desynchronization; however, our results
show the opposite. Our model can be synchronized even through static stress transfer
alone. The main difference is that our 2-D fault can partially rupture and alter the
phase of the earthquake cycles whereas a spring-block model cannot. Since our model
is more realistic than a spring-block model, the conclusion that static stress transfer
leads to desynchronization by Scholz (2010) might not be applicable to real faults.
The conditions for partial and full rupture of a single patch in the framework of
rate-and-state friction have been extensively studied (Barbot, 2019 and references
therein). For a circular patch, the rupture behavior depends on 𝑅/𝑅∗ , where 𝑅 is the
radius of the patch and 𝑅∗ is the nucleation size, which is the radius of the nucleation
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zone in this case (Cattania & Segall, 2019; Chen & Lapusta, 2009). The patch tends to
fully rupture when 𝑅/𝑅∗ is small and shows complex cycles with full and partial ruptures when 𝑅/𝑅∗ is large. For a rectangular patch, it depends on 𝑊/ℎ∗ , where 𝑊 is the
width of the rectangular patch and ℎ∗ is the nucleation size, which is the width of the
nucleation zone in this case (Liu et al., 2012). The patch tends to fully rupture when
𝑊/ℎ∗ is large and partially rupture when 𝑊/ℎ∗ is small. First, the opposite trend between the circular and rectangle patches is related to the different geometry, especially
the aspect ratio. The full rupture is harder to achieve for the rectangular patch because
the earthquake has to not only rupture the entire width, but also propagate along-strike
for a much longer time than the circular case. Second, please note that there are different expressions of the nucleation size. All expressions show that the nucleation size is
proportional to 𝐷% /σ, but scaled differently with the friction parameters 𝑎 and 𝑏. The
two most commonly used expressions are from Ruina (1983), µ∗ 𝐷% /σ(𝑏 − 𝑎), where
𝜇∗ is the effective shear modulus, and Rubin and Ampuero (2005), 2𝜇∗ 𝑏𝐷% /
𝜋𝜎(𝑏 − 𝑎)7 . Chen and Lapusta (2009) and Liu et al. (2012) used the Rubin and Ampuero expression, whereas Barbot (2019) used the Ruina expression. Cattania and
Segall (2019) used another expression proposed by Dieterich (1979), 𝜇∗ 𝐷% /𝜎𝑏. Using
different expressions of nucleation size only affects the specific value of threshold but
does not change the main conclusions. Third, we found that the interaction between
these two patches will change the general rule for a rectangular asperity. As demonstrated in Figure B-3, even though 𝑊/ℎ∗ in the right VW patch is in a range that will
fully rupture every time, the patch will start to partially rupture in the presence of another VW patch on the left.

39

Lui and Lapusta (2016) simulated the interaction between two patches of repeating microearthquakes using a similar model setup as ours but on a 1-D fault in a fully
dynamic model. They modeled the “San Francisco” and “Los Angeles” repeaters on
the creeping section of the San Andreas Fault (Zoback et al., 2011). Their major finding was that postseismic creep dominates the interaction, with earthquake triggering
occurring at distances much larger than is typically assumed. Our results on weak barriers are consistent with their findings.
Analog models have also been developed to study the interaction between two
seismic patches in a subduction zone setting (Corbi et al., 2017; Rosenau et al., 2019).
Corbi et al. (2017) focused on the barrier-to-asperity length ratio. They found that permanent barrier behavior would appear when the ratio is greater than 0.5. Based on our
results, this threshold of 0.5 also depends on the relative strength of the VS patch and
the VW patch. For example, the threshold of the ratio will be smaller if the VS patch is
relatively weak. Rosenau et al. (2019) found that the spacing of asperities is the firstorder control of synchronized failures. This is consistent with our simulation and general observations for OTFs. Rosenau et al. (2019) also found that tighter packed asperities tend to recur more periodically and with a more characteristic magnitude while
more distant asperities show clustering of more variable sized events. This is different
from our simulation, which may reflect the systematic difference between their analog
model and our numerical model in terms of how a single asperity breaks and how
stress interaction affects the system.
The reduced σ and the VS nature of the barrier segment can be explained by the
enhanced hydrothermal activity in the segment (Kuna et al., 2019; McGuire et al.,
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2012). The enhanced hydrothermal activities can increase fluid in the fault zone and
the pore pressure, therefore reducing 𝜎. The high fluid content is consistent with the
high 𝑉8 /𝑉9 ratio observed in the middle segment (Guo et al., 2018). The hydrothermal
effect may also alter the fault zone rock to serpentine, therefore explaining the VS behavior of the barrier (Kuna et al., 2019; McGuire et al., 2012). Alternatively, this barrier patch could still be VW but with a large Dc (Y. Luo & Ampuero, 2018) or an enhanced dilatancy and pore compaction effect (Liu et al., 2020). The model proposed
by Y. Luo & Ampuero (2018) can stop seismic rupture in the barrier. The large 𝐷%
could be caused by the low 𝜎 (Scholz, 1988) as 𝐷% in a real fault is a function of 𝜎,
fault zone roughness, and gouge thickness (Marone, 1998). The model proposed by
Liu et al. (2020) can not only prevent earthquake rupture to the barrier patch but also
produce slow slip events in the barrier, which can explain the propagation of foreshocks before the 2008 M6 Gofar earthquake (McGuire et al., 2012). Distinguishing
between the three models regarding the frictional property of the barrier is difficult.
Currently, lack of an accurate seafloor geodetic method prevents the confirmation of
these slow slip events. However, we suspect that the effect on synchronization could
be similar, in which the barrier width plays a more important role.
Even though generally the system status depends on parameter B of the barrier,
there are several exceptions in our simulations (Figure 2.4). After careful analysis of
the sequence, we discover the following. First, some exceptions are related to the
threshold that we chose to differentiate complex and synchronization and the limited
length of simulations that we ran. For example, for the reference model, one initial
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condition leads to synchronized but the other two lead to complex. However, it is visually difficult to tell if there is any difference in the simulated catalogs of these three
simulations (Figure B-6). The percentage of over 0.75 synchrony are 65%, 86%, and
66% for 𝐶right of 2.5, 1.5, and 1.1, respectively. If we chose 90% as the threshold, then
all three were complex. However, this will lead to inconsistent status for other simulations. Therefore, we chose to stick with the 80% threshold. In addition, since the calculated percentage depends on the time window used, running an even longer simulation might resolve this inconsistency. We decided not to do that because it requires
longer time and will not change our main conclusion. Second, for the smallest 𝑎 − 𝑏
cases (0.000175), afterslip will penetrate into the barrier further for simulations with a
smaller a and b but the same 𝑎 − 𝑏 (Figure B-8 in supporting information). This might
explain the different behavior for the six simulations of the smallest 𝑎 − 𝑏. All three
simulations by varying 𝑎VS (with smaller 𝑎 and 𝑏) are synchronized whereas two of
the three by varying 𝑏VS are unrelated. This difference is much smaller for larger 𝑎 − 𝑏
(0.0007; Figure B-8). Third, for some simulations, the system status is very sensitive
to initial conditions. Taking 𝑎 − 𝑏k = 0.0007 as an example (second smallest 𝑎 − 𝑏
cases), for the same 𝑎 and 𝑏 but different initial conditions, one simulation is unrelated
but the other two are synchronized even with an 1,800-year simulation and a relatively
weak barrier. The unrelated case started with a high synchrony but quickly evolved to
low synchrony and stayed that way for the entire 1,800 years (the 5th row in Figure
B-6 in supporting information) and the other two simulations with the same parameter
but different initial conditions started with high synchrony and stayed that way (4th
and 6th row in Figure B-6).
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Figure 2.9 Histograms of time difference between events closest in time for simulations with varied σVS and the 𝐶right = 2.5. The blue bars are the bar histogram, and
the red lines are the best fitting envelope of the histogram using kernel density estimation (Pedregosa et al., 2011).
Dynamic triggering and viscoelastic triggering can also produce Coulomb stress
change at a similar level of static triggering (Freed, 2005). For viscoelastic coupling, a
number of simulations have been done for continental strike-slip fault systems and
achieved synchronized behavior (Freed & Lin, 2001; G. Luo and Liu, 2012; Lynch et
al., 2003). Further work needs to be done to see how viscoelastic stress transfer would
behave in the OTF environment, where the recurrence interval is generally shorter
than that at other tectonic settings. This is especially true for segments that are separated by intra transform spreading centers, short ridges, or long VS segments, where
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static stress change would be much lower than viscoelastic stress change. For example, coupled seismic slip of two fault segments separated by a ridge were observed
near Easter Island in the southern Pacific ocean (Forsyth et al., 2003). Static stress
transfer would be too small to be the mechanism. More complex heterogeneity, for example, with a shallow VW layer triggered by dynamic stress then aseismic slip triggering a large earthquake below is also possible.
The purpose of our model is to simulate large earthquakes on the west Gofar
transform fault. Our model does not generate foreshocks or aftershocks, and our synthetic catalog does not show the typical frequency-size distributions observed in the
real world. However, our model output shows very similar patterns and variability of
large earthquakes as observed in the Gofar and Discovery fault system (Figure B-9 in
supporting information). Most importantly, synchronization can break if the magnitude and interval of one patch changes. On one hand, it is interesting that our models
can reproduced cycles on West Gofar, East Gofar, and West Discovery faults. On the
other hand, it shows the difficulty of studying earthquake cycles with only 5–6 cycles
observed. The behavior of the system can change over the time scale of 10–20 cycles,
making it difficult to determine which model fits which fault the best.
Figure 2.10 shows a summary of what we found. We expected that both the
strength and width of the barrier patch would affect the synchronization of the system
in a simple manner: a narrow or weak barrier would promote synchronization and a
wide or strong barrier would promote independent cycles, with complex behavior between the two extremes. In general, this is true. However, we found that the barrier
width is more important than barrier strength. Even though a strong barrier prevents
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seismic rupture toward the other VS patch, therefore leading to smaller co-seismic
static transfer, the system can still reach synchronization if the two patches are close
enough (WVS ≤ 0.5 WVW ). We also found a parameter space of the barrier patch that
would promote complex behavior, in which partial rupture disrupts simple earthquake
cycles and the system switches from synchronized to unsynchronized over 10–20 cycles.

Figure 2.10 Expected system change with width and strength and the observed behavior. The observed behavior is more complex than expected.
Even though we focused on the Gofar transform fault, the results have implications for other OTFs systems, such as the Discovery fault (Wolfson-Schwehr et al.,
2014), the Blanco fault near the Pacific NW (Braunmiller & Nábělek, 2008; Kuna et
al., 2019), the Charlie-Gibbs fault in North Atlantic (Aderhold & Abercrombie, 2016),
and the Eltanin system in SE Pacific (Sykes & Ekström, 2012). Among these faults,
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the Discovery fault is the most relevant fault. There are five distinct seismic segments
on the Discovery fault (Wolfson-Schwehr et al., 2014). The two on the west end seem
to be synchronized (DW1 and DW2 in Wolfson-Schwehr et al., 2014), and the others
do not. According to Figure 6 in Wolfson-Schwehr et al., 2014, the ratio of the barrier
width and the seismic patch width is the smallest between DW1 and DW2. This is
consistent with our simulation results, showing that a relatively narrower barrier will
more likely lead to synchronization.
2.5

Conclusion
We simulated earthquake cycles on the OTFs in the framework of rate-and-state

friction. We focus on a model with two VW patches separated by a VS patch, motivated by observations in the west Gofar transform system, the East Pacific Rise. First,
we found that when the barrier is relatively weak, synchronization can be achieved by
afterslip or post-seismic creep in the barrier patch. Second, static stress transfer can
lead to synchronization, opposite to the suggestion by Scholz (2010), which was based
on results from a spring-slider model using rate-and-state friction. Third, the width of
the barrier is more important than its strength. When the barrier is narrow enough (no
more than half width of the seismic patch in our models), the system can achieve synchronization even with a very strong barrier. Fourth, for certain simulations, the interaction between the two seismic patches promotes partial rupture in the seismic patches
and leads to complex behavior: the system switches from synchronized to unsynchronized over 10–20 cycles.
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The code as well as the input and output files of all simulations can be found here:
https://zenodo.org/record/4403038.
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Abstract
Earthquake clustering can be promoted by local, regional, and remote triggering.
The interaction between faults by static and dynamic stress transfer has received much
attention. However, the role of quasi-static stress interaction mediated by viscoelastic
flow is still poorly understood. Here, we investigate whether the tight synchronization
of moment-magnitude 6 earthquakes every about 6 years on distant asperities in the
Gofar-Discovery fault system of the East Pacific Rise may be caused by mechanical
coupling within the lithosphere-asthenosphere system. We build a three-dimensional
numerical model of seismic cycles in the framework of rate- and state-dependent friction with a brittle layer overlaying a viscoelastic mantle with a nonlinear rheology to
simulate earthquake cycles on separate asperities. The brittle section of the West Gofar
fault consists of two frictionally unstable 20 km-long by 5 km-wide asperities separated by a velocity-strengthening barrier, consistent with seismic observations, allowing stress transfer by afterslip and viscoelastic relaxation. We find that viscoelastic
stress transfer can promote the synchronization of earthquakes. Even if the asperities
are separated by as far as 30 km, synchronization is still possible for a viscosity of the
underlying mantle of 10;< Pa s, which can be attained by dislocation creep or transient
creep during the postseismic period. Considering the similarities in tectonic and structural settings, viscoelastic stress transfer and earthquake synchronization may also occur at the St. Paul and Menard oceanic transforms on the Mid-Atlantic and PacificAntarctic ridges, respectively.
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3.1

Introduction
The recurrence pattern of earthquakes is affected by the non-linear mechanics of

fault friction (Leeman et al., 2016; Mele Veedu et al., 2020), the complex structural
fabric of the fault zone (Wesnousky, 1988, 2006; Dolan et al., 2016), and the interactions with other faults through static and remote triggering (King et al., 1994; Freed &
Lin, 2001; Gomberg & Johnson, 2005; Gauriau & Dolan, 2021). Temporal clustering
is a recurrent observation in paleoseismic records, for example on the San Andreas
Fault (Weldon et al., 2004), the Lazio-Abruzzo fault system in Central Italy (Benedetti
et al., 2013), and the Cascadia subduction zone (Goldfinger et al., 2013). Furthermore,
synchronization of earthquakes on nearby faults or fault segments is well documented,
particularly the seismic super cycles along the Sunda (Sieh et al., 2008; Philibosian &
Meltzner, 2020) or Japan trenches (Usami et al., 2018). The mechanism for synchronization of nearby earthquakes is poorly understood, chiefly because of the lack of resolution of paleoseismic ruptures.
Scholz (2010) proposes that to achieve earthquake synchronization, faults or fault
segments should inherently have a similar repeating interval and be positively coupled
through stress interaction. Scholz (2010) further points out that static stress due to
fault slip interaction leads to desynchronization while dynamic stress interaction leads
to synchronization based on a single degree of freedom spring slider model and rateand-state friction (Gomberg et al., 1998). Wei & Shi (2021) simulate a 2D elastic fault
in the framework of rate- and state-dependent friction and demonstrate that the synchronization between two nearby asperities can be achieved via afterslip when the intervening barrier is relatively weak or through static stress interaction when the barrier
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patch is strong. Barbot (2021) explored the clustering of nearby finite faults and found
that a transition from clustering to tight synchronization of earthquakes depends on the
nucleation size within velocity-weakening asperities.
Scholz (2010) also suggests that viscoelastic stress interaction can lead to synchronization because fault strain rate decreasing with time leads to an increase of the
coupling coefficient with time, which promotes synchronization. Lynch et al. (2003)
finds that the degree of coupling between two fault segments drastically increases with
decreasing viscosity based on a quasi-static finite element model where the fault overlays the mantle with a constant linear viscosity. Kenner & Simons (2005) demonstrate
that post-seismic stress transfer over timescales much longer than an earthquake cycle
is important to generate clustering behavior along individual faults using simple analogue spring-dashpot-slider models. Amendola & Dragoni (2013) study a discrete dynamic system made of two blocks coupled by a Maxwell spring dashpot element and
find that the importance of viscoelastic coupling is controlled by the product of the
tectonic loading velocity and the characteristic time of viscoelastic relaxation. Furthermore, they find that a small value of the product significantly affects the periodicity of
seismic activities from two-fault models with uniform friction. Sammis & Smith
(2013) shows that communication between larges earthquakes on a global scale can
align their seismic cycles to produce a worldwide clustering using non-linear coupled
relaxation oscillators. It is also well known that mantle flow and earthquake cycles can
influence each other (Kato, 2002; Smith & Sandwell, 2004; Lambert & Barbot, 2016;
Allison & Dunham, 2018; Barbot, 2018; Shi et al., 2020; Barbot, 2020). These studies
suggest that viscoelastic stress relaxation can enable quasi-static stress transfer over
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long distance. However, many details regarding how viscoelastic stress transfer contributes to the synchronization in a more realistic setting are still unknown.
Oceanic transform faults (OTFs), especially fast spreading ones, are an ideal
place to study earthquake synchronization. Compared with continental transform
faults, OTFs have simple thermal and kinematic structures (Roland et al., 2010), short
earthquake recurrence times (McGuire, 2008; Wolfson‐Schwehr et al., 2014), and evident quasi-periodic and synchronized earthquakes (McGuire, 2008; Sykes & Ekström,
2012; Wolfson‐Schwehr et al., 2014). The Gofar-Discovery fault system in the East
Pacific Rise is segmented into many seismic patches and there is a general trend of
westward migration of large earthquakes (Mw 5~6) every 3-5 years, which suggests
synchronization of the entire system (McGuire, 2008). Synchronization of so many
fault segments requires a mechanism that can reach the far field, such as viscoelastic
stress transfer.
Here, we build a numerical model to study the contribution of viscoelastic stress
transfer to earthquake synchronization on OTFs. We simulate both earthquake cycles
on a brittle fault and viscoelastic deformation in the mantle on the west Gofar, a fastspreading (140 mm/year) OTF in the East Pacific Rise. In the framework of rate- and
state-dependent friction and as a simplification focusing on the largest earthquakes and
their interactions, the 2D fault (80 km × 8 km) consists of two unstable asperities with
steady-state velocity-weakening (VW) friction separated by a barrier with steady-state
velocity-strengthening (VS) properties (Figure 3.1a). A 3D viscoelastic mantle is
placed right beneath using a hexahedron mesh (Geuzaine & Remacle, 2009) (Figure
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3.1a) to incorporate the viscoelastic stress transfer into the fault dynamics (e.g., Barbot, 2018). Previous models of seismic cycles in a viscoelastic medium consist of 1D
faults over a 2D viscoelastic layer within the antiplane (Kato, 2002; Lambert & Barbot, 2016; Allison & Dunham, 2018) or plane-strain (Barbot, 2018; Shi et al., 2020;
Barbot, 2020) two-dimensional approximations. Instead, our approach focuses on the
dynamics of a 2D finite fault over a 3D viscoelastic mantle, enabling a more realistic
model of along-strike viscoelastic stress transfer on the West Gofar. With this setup,
we address the following questions: Can the viscoelastic stress interaction promote
earthquake synchronization and to which distance? What are the space and time characteristics of along-strike viscoelastic stress transfer? Can earthquake synchronization
place new constraints on mantle rheology?
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Figure 3.1 Model setup. (a) Model geometry and fault parameters. The oceanic transform fault (left-lateral) is represented by a vertical plane and the viscoelastic mantle
is represented by a box-shaped volume using Gmsh, an open source 3D mesh generator (Geuzaine & Remacle, 2009). The blue color in the fault plane denotes velocity strengthening (VS) material while the red is velocity weakening (20 km × 5
km) (VW). (b) Temperature and pressure profiles applied in this study. The dashed
blue line denotes the effective normal stress on the fault, which is capped at 50
MPa (Rice, 1992). The solid blue line denotes the confining pressure in the shear
zone. The orange line denotes the thermal structure for the shear zone beneath
Gofar assuming a half-space cooling model. The gray dashed line denotes the
boundary between the brittle fault and the viscoelastic mantle. (c) The effective viscosity at steady state. The green and blue solid line denotes the effective viscosity
of diffusion creep and dislocation creep, respectively, under the temperature and
pressure profile shown in (b). A few assumptions, including background strain rate,
water content 𝐶=> , grain size 𝑑 and melting fraction 𝜙 are described in the bottom
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right text. The thin gray dashed lines denote the cell boundary corresponding to the
mesh in (a).
3.2

Method
We assume that the dynamic process on the brittle fault is governed by a regular-

ized form of rate- and state-dependent friction given by
𝜏(𝑉, 𝜃) = 𝜎m𝑎 sinh?; p

𝑉
𝑓$ + 𝑏 ln(𝑉$ 𝜃/𝐿)
exp t
vw ,
2𝑉$
𝑎

(3.1)

with the aging law (Ruina, 1983; Beeler et al., 1994)
𝜃̇ = 1 −

𝑉𝜃
,
𝐿

(3.2)

where τ denotes the shear stress, 𝜎m is the effective normal stress, 𝑉 is the slip rate, θ is
the state variable representing the age of contact growth (Barbot, 2019a), 𝑎 and 𝑏 are
the frictional parameters, 𝐿 is the characteristic weakening distance, i.e., the sliding
distance required to renew the contact population on the fault following a velocity
step, and 𝑓$ and 𝑉$ are the reference frictional coefficient and velocity, respectively
(Dieterich, 1979; Ruina, 1983; Rubin & Ampuero, 2005). Fault regions with 𝑎 − 𝑏 <
0 will generate spontaneous rupture instabilities if their characteristic sizes exceed the
nucleation size ℎ∗ (Liu & Rice, 2005; Liu et al., 2012), defined in antiplane strain as
(Rubin & Ampuero, 2005)
ℎ∗ =

2𝜇𝑏𝐿
,
𝜋(𝑏 − 𝑎)7 𝜎

(3.3)

where 𝜇 = 30 GPa is the fault rigidity.
The fault plane consists of two VW patches separated by a VS barrier segment.
Both VW patches are 20 km long (along-strike, denoted as ℓVW ) and W = 5 km wide
(in depth) and the barrier width (along-strike, denoted as ℓVS ) for the west Gofar is 10
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km, which are mainly constrained by earthquake locations using ocean bottom seismometer (OBS) data (McGuire et al., 2012; Froment et al., 2014; Guo et al., 2018). We
assume the barrier to be VS even though micro-seismicity has been observed there
(McGuire et al., 2012). The micro-seismicity is likely associated with a distribution of
small VW patches and may have negligible effect on the general seismic pattern of the
nearby large earthquakes. For the steady-state parameter 𝑎 − 𝑏, we use the temperature dependence of gabbro under wet conditions (He et al., 2007). We assume that the
shallow VS to VW stability transition occurs at 1 km depth while the deep VW to VS
transition takes place at 6 km depth. Accordingly, we set 𝑎 − 𝑏 = 0.0047 in the VS
area and 𝑎 − 𝑏 = −0.0047 in the VW patches. The effective normal stress σ
z is assumed to increase linearly with depth at the gradient of 18 MPa/km (lithostatic minus
hydrostatic) until it reaches 50 MPa and stays constant below that (Rice, 1992). The
recurrence pattern of earthquakes is largely controlled by the Dieterich-Ruina-Rice
number Ru ~ W/ℎ∗ within the unstable asperities (Barbot, 2019b). We adjust the frictional parameters and the dimension of the velocity-weakening patches to reproduce
Mw 6.1 earthquakes every 6 years. This is close to the observation on the west Gofar
where the ~Mw 6 earthquake recurrent interval is around 5 – 6 years (McGuire, 2008).
With a characteristic weakening distance of 8 mm and the other parameters considered, we obtain 𝑅𝑢 = 4.9, corresponding to a regime of quasi periodic bilateral ruptures for isolated square patches. However, more complexity spontaneously appears
for rectangular patches (Hirose & Hirahara, 2002) and with interactions among multiple patches (Lui & Lapusta, 2016, 2018; Kato, 2020). Subsequently, we vary the barrier width ℓVS to study how viscoelastic stress interaction affects the earthquake cycles
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as a function of separation distance. Furthermore, the seismic catalogs are retrieved
based on the maximum velocity profiles on the two asperities using a seismic slip velocity threshold of 10-3 m/s.
Table 3.1 Fault Parameters
Name

Symbol

Value

Direct effect velocity dependence
Steady-state velocity dependence
Characteristic weakening
distance

𝑎

0.0015

𝑎−𝑏

VW: -0.0047
VS: 0.0047

𝐿

8 mm

Effective normal stress

𝜎m

Lithostatic – Hydrostatic;
capped at 50 MPa

Reference friction coefficient

𝑓$

0.6

Reference velocity

𝑣$

10-6 m/s

Fault rigidity

µ

30 GPa

Relative plate rate

𝑉pl

140 mm/yr

Shear wave velocity

𝐶@

3044.14 m/s

Seismic velocity threshold

10-3 m/s

Cell size

250 m

Nucleation size
(obtained from parameters
above)
Dieterich-Ruina-Rice
number
(obtained from parameters
above)

ℎ∗

2725 m

Ru

4.9

The fault system may need several or often dozens of cycles to converge to its intrinsic behavior, which can be (1) synchronized, (2) complex as switching between
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synchronized and desynchronized, and (3) unrelated as the two earthquake cycles
barely affect each other, given a different initial offset on the left and right half of the
fault (Wei & Shi, 2021). To mitigate such effect and to focus on the additional effect
of viscoelastic stress interaction over the intrinsic fault behavior, we do the following.
First, we simulate earthquakes cycles without the mantle using a variety of different
initial offsets. Then we observe the intrinsic behavior of the fault system based on
which two typical interseismic time snapshots are picked as the initial conditions for
the later simulations which incorporate viscoelastic stress transfer. More details are the
in supplementary material (Text S1).
The coupling between fault slip and viscoelastic flow in the underlying shear zone
is achieved through a convolution with Green’s functions (e.g., Barbot, 2018) as follows
𝜏̇ = 𝐾‚𝑉 − 𝑉pl ƒ + 𝑀A ‚𝜖̇A − 𝜖̇A$ ƒ −

𝜇
𝑉̇ ,
2𝐶s

σ̇ B = 𝐽B ‚𝑉 − 𝑉8C ƒ + 𝐿BA ‚𝜖̇A − 𝜖̇A$ ƒ ,

(3.4)
(3.5)

where 𝐶@ denotes the shear wave velocity and 𝛽 and 𝛼 represent the strain and stress
components, respectively. Both 𝛽 and 𝛼 take one of the 6 components 𝑥𝑥, 𝑥𝑦, 𝑥𝑧, 𝑦𝑦,
𝑦𝑧, and 𝑧𝑧 in the 3D setting following Einstein’s summation convention. 𝐾 and 𝐽B are
the traction and stress rate contributed by the strike-slip fault motion, which are computed following formulas from Okada (1992). 𝑀A and 𝐿BA are the traction and stress
rate, respectively, caused by volumetric strain, which are computed via Barbot et al.
(2017) using a hexahedron mesh. We only allow strike-slip motion on the transform
fault to minimize the computational burden, ignoring the minor up-dip slip component
that arises at the rupture tips. A numerical instability arises when we construct the 𝐿DE
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kernels using the collocation method, i.e., by sampling the stress only at the center of
each volume element (Text S2). To resolve this, we take the average stress within each
volume element using an optimized fifth-order quadrature (Schlömer et al., 2021) for
numerical efficiency. This procedure is also applied for the calculation of 𝐽D . The
stress interaction kernels are calculated once based on the given distribution of volume
and surface elements. To simulate time series of fault slip and viscoelastic flow, we
use a fifth-order Adams-Moulton multiple-step ODE solver (Rackauckas & Nie, 2017)
with adaptive time steps that resolve all phases of the seismic cycle.
We assume a power law rheology for the mantle (Karato & Jung, 2003; Hirth &
Kohlstedt, 2003) given by
I
𝝐̇ = 𝐴𝜏 F?; 𝝈G 𝑑 ?H 𝐶OH
exp(𝛼𝜙) exp V−

𝑄 + 𝑃𝛺
[ = 𝐴dif | dis 𝜏 F?; 𝝈G ,
𝑅𝑇

(3.6)

where 𝝐̇ denotes the strain rate tensor, 𝐴 is the prefactor, 𝜏 is the deviatoric stress
norm, 𝝈G is the deviatoric stress tensor, 𝑑 is the grain size, 𝑚 is the grain size exponent, 𝐶OH is the water content, 𝑟 is the water fugacity exponent, 𝑛 is the power law
stress exponent, 𝛼 is a constant, 𝜙 is the partial melting fraction, 𝑄 is the activation
energy, 𝑃 is the confining pressure, 𝛺 is the activation volume, 𝑅 is the gas constant,
and 𝑇 is the temperature. As the viscosity is stress dependent, the strength of the asthenosphere is modulated by the earthquakes in the brittle section (Barbot, 2018).
Table 3.2 Rheology Parameters
Name

Symbol

Value

𝐴

4𝑒5 MP𝑎?F s-1 (ppm H/Si)-r

Diffusion Creep
Pre-factor
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Stress exponent

𝑛

1

Grain size exponent

𝑚

3

Water fugacity exponent

𝑟

1

Activation energy

𝑄

335 kJ/mol

Activation volume

𝛺

4 × 10?J m3 /mol

Pre-factor

𝐴

30 MPa-n s-1 (ppm H/Si)-r

Stress exponent

𝑛

3.5

Grain size exponent

𝑚

0

Water fugacity exponent

𝑟

1.2

Activation energy

𝑄

480 kJ/mol

Activation volume

𝛺

11 × 10?J m3 /mol

Water content

𝐶=>

1000 ppm H/Si

Grain size

𝑑

10 mm

Partial melting fraction

𝜙

0

Dislocation Creep

Others

𝜖̇K$L = −10?;7 s-1 , the rest
are 0 s-1

Background driving strain
rate
Crust density

𝜌%IM94

2800 kg/m3

Mantle density

𝜌mantle

3300 kg/m3

Mantle basal temperature

𝑇H

1673 K

Plate age

𝑡plate

1 Ma

65

Thermal diffusivity

𝜅

8 × 10?< m/s2

Mantle shear modulus

𝜇mantle

30 GPa
•
•
•

Mantle cell size

x: 5 km
y: 1.66 km
z: 194 × 1.5N?; m, 𝑖
denotes ith cell counting from the top

We aggregate all the terms that do not depend on stress into the coefficients 𝐴dif
and 𝐴dis assuming that either diffusion creep or dislocation creep is the dominant plastic deformation mechanism, respectively. Furthermore, we ignore partial melting, thus
setting 𝜙 = 0. We use rheological parameters of wet diffusion creep and wet dislocation creep for mantle peridotite (Table 3.2) reported in Kohli & Warren (2020) that account for several corrections originally from Hirth & Kohlstedt (2003). We ignore the
transient creep that may accelerate postseismic relaxation in the first months following
a mainshock (Masuti et al., 2016; Masuti & Barbot, 2021). The relative role between
diffusion creep and dislocation creep is highly dependent on evolution of grain size,
which is not fully understood yet beneath the Gofar OTF. Subsequently, we amplify
the 𝐴dif and 𝐴dis uniformly by a non-dimensional scalar 𝒜dif and 𝒜dis , respectively,
within the modeled shear zone to coarsely imitate the weakening effect caused by, for
example, the presence of partial melting, grain size reduction, or elevated water content.
For the thermal structure, assuming no variation in the fault-perpendicular direction (5 km), we adopt a half-space cooling model with a basal temperature 𝑇H =
1673 K (Gregg et al., 2009; Roland et al., 2010), a plate age of 1 Ma (Yao et al., 2011)
and we neglect the thermal effect associated with mid-ocean ridge and intra-transform
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spreading centers (Wolfson‐Schwehr et al., 2017), leading to the depth-dependent profile
𝑇 = 𝑇H erf t

𝑧
š4𝜅𝑡plate

v.

(3.7)

The initial condition for the stress in the mantle is set to balance the given back$
ground strain rate 𝜖̇KL
, which depends on the mantle rheology, the plate rate, the fault
$
zone width and other factors (Fagereng & Biggs, 2019). We set 𝜖̇KL
= −10?;7 s-1

corresponding to the plate convergence rate of 140 mm/yr distributed over the 5 km
width of the viscoelastic mantle, which is the observed exhumed fault zone width at
Southern Troodos transform fault (Fagereng & MacLeod, 2019). At this background
strain rate, the effective viscosity under dislocation creep can range from
6.8 × 10;O Pa s at top mantle cells to 2.3 × 10;< Pa s below 20 km (Figure 3.1c). As
the background strain rate affects the viscoelastic response during postseismic relaxation, we test various relevant values.
3.3

Result
The magnitude of the viscoelastic stress transfer depends on the strength of the

mantle as well as the distance between the source (fault slip) and the receiver (mantle
element). To investigate the role of viscoelastic stress transfer on the synchronization
behavior, we explore different diffusion coefficients (𝐴dif ), dislocation creep coeffi$
cients (𝐴dis ), and magnitudes of the background strain rate 𝜖̇KL
in dislocation creep,

corresponding to various mantle strength profiles. Although the distance between the
two VWs in the west Gofar is fixed at approximately 10 km which is half of the seismic patch length, some other seismic patches across the Gofar-Discovery system
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showing earthquake synchronization behavior are separated by one or more lengths of
the seismic patch (McGuire, 2008). To investigate how viscoelastic stress transfer affects the fault system at larger distance, we vary the barrier width ℓVS to 20 km and 30
km, corresponding to ratios of the barrier width to the seismic patch length of 1 and
1.5, respectively. We find that viscoelastic stress transfer promotes earthquake synchronization, and the fault system can be more synchronized when the two seismic
patches are further apart with a stronger viscoelastic stress transfer.
To quantify the degree of synchronization, we define the synchronicity coefficient
as
𝑠 = 1 − 2Δ𝑡/𝑇I ,

(3.8)

where Δ𝑡 denotes the absolute time difference between the two consecutive events
from separate velocity-weakening patches and 𝑇I is the average recurrence time if
there is just one VW and, in our case, is 6 years. 𝑠 varies between 0 and 1, with 𝑠 = 1
indicating that the current period of cycles is perfectly synchronized, while 𝑠 = 0
means that they are offset by half a cycle. The average synchronicity 𝑠̅ after the system reaches a limit-cycle is a crucial factor quantifying how well the asperities are
synchronized.
3.3.1

System behavior

The viscoelastic relaxation during the postseismic period promotes earthquake
synchronization. In a fully elastic half-space with a ratio of barrier width to asperity
length of 0.5 (barrier width ℓVS = 10 km), the seismic cycle is complex showcasing a
wide range of earthquake sizes (Figure C-1), possibly due to strong stress perturbation
from afterslip and creep waves (Lui & Lapusta, 2016, 2018; Kato, 2020; Wei & Shi,
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2021). However, when incorporating viscoelastic relaxation (Figure 3.2a), the system
eventually becomes synchronized after ~250 years for all the dislocation creep coefficient 𝒜dis considered, displaying a much higher average synchronicity (Table C-1).
The lower synchronicity in the first 50 years suggests that a stress perturbation from
multiple consecutive earthquakes is necessary to activate quasi-static stress transfer by
viscoelastic flow. The evolution of synchronicity at the beginning of the sequence also
indicates the impact of initial conditions. However, using another set of initial conditions yields similar results (Figure C-4).
When the ratio of the barrier width to the seismic patch length is 1.0 (barrier
width ℓVS = 20 km), the fault system exhibits a more regular pattern as no smaller
earthquakes occur to disrupt the cycles, presumably due to reduced mechanical coupling by afterslip between the two asperities. Depending on the initial temporal offset
of earthquakes on each asperity, the system can be nearly fully synchronized, or preserve a small offset with a small variation of synchronicity over time, or even be
markedly desynchronized (Figure C-2). With Ru = 4.9, they naturally produce periodic bilateral ruptures within the assumptions of the model (Barbot, 2019b, 2021).
With such a large separation distance compared to the down-dip width of the asperities, the two asperities become virtually isolated and attain a limit cycle after just a
few earthquakes and the degree of synchronicity is almost entirely set by the initial
conditions. In contrast, including viscoelastic stress transfer (Figure 3.2b) will effectively make the system synchronized. Moreover, we find that a higher 𝒜dis will result
in a slightly higher average synchronicity (Table C-1), which is the same if we choose
a synchronized initial condition (Figure C-5). However, the average synchronicity is
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smaller than the previous case where the two seismic patches are closer to each other.
This suggests that a lower viscosity is necessary to achieve a higher degree of earthquake synchronization.
An increase of the ratio of barrier width to asperity length to 1.5 (barrier width
ℓVS = 30 km) reveals that the asperities are largely uncoupled without the intervening
viscoelastic mantle. The initial offset is preserved, and no variation of synchronicity is
observed after the system stabilizes to a limit cycle (Figure C-3). Incorporating viscoelastic stress, however, will make the system more synchronized (Figure 3.2c). In addition, when 𝒜dis = 1 the system is not well synchronized, and the average synchronicity is only 0.3. A larger 𝒜dis is necessary to make the system more synchronized, yet
the average synchronicity is still lower than the cases above. This suggests that mechanical coupling between two seismic patches by fault slip decreases with distance,
as expected from theoretical models of afterslip (Ariyoshi et al., 2019; Viesca &
Dublanchet, 2019). Using a synchronized initial condition (Figure C-6) shows that
even 𝒜dis = 10P is not adequate to further improve the average synchronicity. An
even stronger viscoelastic stress transfer caused by, for example, increasing the background strain rate or defining a low bulk viscosity (as discussed below) may further
achieve a slightly higher synchronicity.
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Figure 3.2 The synthetic catalogs at three different ratios of the barrier width ℓVS to
the seismic patch length ℓVW , assuming dislocation creep as the dominant plastic
deformation mechanism and using offset initial conditions for rupture on each asperity. The blue and red stems denote earthquakes generated on the left and right
asperity, respectively. The stars denote the synchronicity 𝑠 calculated on the earthquakes on the right asperity with respect to earthquakes on the left asperity. The
number 𝒜dis is the multiplier to the base rheology parameters for dislocation creep
shown in Figure 3.1c and Table 3.2. (A) Cases of barrier width ℓVS = 10 km, corresponding to a ratio of barrier width to asperity length of 0.5. The diagram besides
the subtitle shows the along-strike position of the two asperities denoted as red. (B),
(C) Same for ℓVS = 15 km and ℓVS = 20 km, respectively. (D) The average synchronicity of different simulations starting with an offset initial condition. For pure
elastic cases (Figure C-1-3) in which equivalently 𝒜dis = 0, we retrieve the average synchronicity for the last 600 years in which the corresponding offset initial
condition is picked. For viscoelastic cases, we retrieve the average synchronicity
for the last 50 years.
The span of magnitude change of 𝒜dis can be reflected onto one or more physical
parameters. For instance, assuming temperature 𝑇 is the only factor (Figure 3.3a),
𝒜dis = 10; corresponds a temperature increase of 63 K at 8 km depth to 116 K at 30
km depth. While a deep, effective hydrothermal circulation conversely has a significant cooling effect on the thermal structure (Roland et al., 2010), such an elevated
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temperature at shallow mantle is easily attainable by the presence of intra-transform
spreading centers (ISTCs) (Roland et al., 2010; Wolfson‐Schwehr et al., 2017). 𝒜dis =
10P further requires a temperature increase of 214 K and 408 K, respectively, which
deviates a lot from the well-constrained viscoelastic thermal models (Roland et al.,
2010; Wolfson‐Schwehr et al., 2017). Similarly, if activation energy 𝑄 alone attributes
to the change of 𝒜dis (Figure 3.3b), 𝒜dis = 10; conforms a decrease of activation energy of 23 – 32 kJ within our modeled mantle space, while 𝒜dis = 10P does of 71 – 96
kJ. The uncertainty of such physical parameters for wet dislocation under constant water content is ±40 kJ (Hirth & Kohlstedt, 2003), indicating a potentially momentous
discrepancy of mantle strength. Activation volume Ω requires to be negative to account for magnitudes’ change of 𝒜dis , which is not applicable. Moreover, the dislocation coefficient Adis is only ~4% in the dry condition (Kohli & Warren, 2020) of that
in the wet condition following the temperature and pressure profile used in our study
(Figure 3.3c), suggesting water content acts as a crucial role in amplifying Adis to allow effective viscoelastic stress transfer in our case. Additionally, the presence of melt
also profoundly modifies the Adis (Figure 3.3d). Using the range for α in Hirth &
Kohlstedt, (2003), the partial melting fraction ϕ needs to be ~5% for 𝒜dis = 10; and
~18% for 𝒜dis = 10P . Likewise, water content needs to be 6813 ppm H/Si to match
𝒜dis = 10; , which is far beyond the solubility of water in olivine in the upper mantle
(e.g., Hirth & Kohlstedt, 1996; Padrón-Navarta & Hermann, 2017). Other mechanisms
can also qualitatively facilitate a larger power-law viscosity coefficient or a larger viscoelastic stress transfer, which we discuss in Section 4.
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Figure 3.3 Illustration of the range of physical parameters to achieve desired 𝒜dis . (a)
The temperature profile corresponding to various 𝒜dis . (b) The decrease of activation energy corresponding to various 𝒜dis . (c) The ratio of dislocation coefficient
Adis between dry and wet condition. (d) The relationship between 𝒜dis and partial
melting fraction using the range for 𝛼 in Hirth & Kohlstedt, (2003). (e) The relationship between 𝒜dis and water content assuming the water fugacity exponent is
1.2 (Table 3.2).
Increasing viscoelastic stress transfer, via increasing magnitude of the background
strain rate 𝜖̇K$L at 𝒜dis = 10$ (Figure C-7), or decreasing the bulk viscosity (Figure
C-8), or amplifying the diffusion creep coefficient Adif (Figure C-9), also increases the
synchronicity of the fault system, which is similar to increasing dislocation coefficient
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Adis or decreasing the separating distance between asperities (Figure 3.2D). Specifi$
cally, a background strain rate 𝜖̇KL
= −10?;; s-1 is required to synchronize two asper-

ities 30 km apart, in which the effective viscosity at the steady state ranges from
4.5 × 10;J Pa s to 1.3 × 10;O Pa s within our modeled mantle space. Furthermore, in
the same fault setting, the 𝒜dif = 10J , corresponding to a 2-magnitude decrease of
grain size, is required for earthquake synchronization. The effective viscosity, in this
case, reaches 1 × 10;Q Pa s below 20 km and 3.7 × 10;< Pa s at 8 km. Finally, a bulk
viscosity of 1 × 10;< Pa s is adequate to make the fault system well synchronized. Together, it is suggested that even when the asperities are separated by 1.5 times their
own length along strike, synchronization is still possible for a viscosity of the underlying mantle of 10;< Pa s.
3.3.2

Stress interaction

The dynamics of fault slip strongly modulates mantle flow, as shown by the evolution of effective viscosity and strain-rate in the upper mantle (Figure 3.4). Each time
an earthquake occurs, the mantle strain is accelerated down to a depth of 30 km, scaling with the peak slip velocity on the fault. The acceleration transient then dissipates,
as expected for a postseismic relaxation (e.g., Qiu et al., 2018; Agata et al., 2019). The
elevated strain rate flow will then relax over time. Normally, because of the higher effective viscosity at shallower depth due to lower temperature (Figure 3.1), the relaxation time close to the fault is much longer than below. During the interseismic period,
the mantle flow beneath the VW is characterized by strain deficit due to the locking of
the fault patch which results in negative velocity against plate convergent rate. Correspondingly, the shallow mantle has a stronger strain deficit than below because of its
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vicinity to the fault. On the other hand, if another earthquake occurs on the other VW,
an elevated strain rate will also occur beneath the VW whose magnitude is albeit small
due to attenuation over distance. More importantly, this accelerated strain rate occurs
at depth starting from approximately 12 km while the strain deficit in the shallow
mantle is not affected (Figure 3.4b). This may suggest that the elevated strain rate
transfers more effectively at depth because of the relatively low effective viscosity and
moderate distance from the fault. The flow in the shallow mantle (< 10 km), however,
is mostly controlled by the dynamics on the asperities directly above and seems to be
incapable of communicating with other mantle segments. The effective viscosity profile (Figure 3.4c) indicates that at the time of the earthquake from either VWs, the
transient viscosity can decrease to as low as 1.7 × 10;O Pa s in the top mantle cell, and
1.5 × 10;< Pa s below 12 km, due to the coseismic stress perturbation. This profile indicates that both the mantle rheology and the closeness to seismic patches are the key
elements in determining the magnitude of viscoelastic stress transfer.
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Figure 3.4 Maximum velocity on fault and strain rate evolution in which 𝜖̇K$L =
−10?;7 s-1 , 𝒜 = 10$ , and the barrier width ℓVS is 10 km. The diagram on the top
right shows the map view (𝑥𝑦 plane) of the model, in which the gray area shows
the extent of the mantle, the while line denotes the fault trace, the orange lines denote the two asperities. The cross indicates the location of the depth profile in (b) &
(c) subsequently. (a) The maximum velocity in the left VW (blue) and the right
VW (red). (b) The strain rate 𝜖̇KL depth profile whose barycenter is annotated in the
lower right corner. Red corresponds to strain rate acceleration while blue denotes
strain deficit. The upper range of the color bar is capped at 3 × 10?;7 s-1 for visualization. (c) The effective viscosity computed from the second invariant of stress
and strain rate tensor corresponding to the profile same as in (b).
The strain rate distribution in the viscoelastic mantle at different timestamps after
an earthquake further illustrates the mantle flow evolution (Figure 3.5). The shallow
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mantle (< 10 km) is characterized by strain deficit right ahead of an earthquake, indicating a contribution from the long-term fault locking (Figure 3.5a). Immediately after
the earthquake, the mantle flow beneath the asperities is accelerated up to 4 times the
background strain rate and the peak strain rate appears to be between 10 and 15 km
(Figure 3.5b&c). The flow with accelerated strain rate persists longer in the shallow
mantle (< 10 km) (Figure 3.5d&e) in which more strain deficit is then accumulated after certain time (Figure 3.5f). Throughout the time window, the strain deficit beneath
the right VW is barely affected by the accelerated strain rate flow caused by the earthquake on the left VW. When the right VW approaches another earthquake, the deep
part of the mantle shows a close-to-background strain rate (Figure 3.5f) which likely
results from the fault acceleration during nucleation stage since the other fault is now
largely locked. In case the system is already synchronized, the strain rate acceleration
caused by the two VWs can be superimposed and results in a larger viscoelastic stress
transfer to the entire fault system, which probably explains why the system is more
likely locked in the synchronized phase once arrived.
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Figure 3.5 Evolution of strain rate 𝜖̇KL in the viscoelastic mantle of the model after the
first earthquake in the left VW where 𝜖̇K$L = −10?;7 s-1 , 𝒜 = 10$ and the barrier
width ℓVS is 20 km. (a) – (f) shows the strain rate distribution at the timestamp,
which is annotated in the lower right corner, after the initiation of the first earthquake generated on the left VW. Red corresponds to strain rate acceleration while
blue denotes strain deficit. Gray dashed line denotes the along-strike location of the
VWs in the fault above.
The traction rate distribution over the fault shows a heterogenous loading and
fault acceleration resulting from the mantle flow (Figure 3.6). The flow acts as a deferred loading mechanism towards the seismic patches directly above, which accelerates the fault patch after an earthquake but decelerates during the interseismic period.
If the two earthquake cycles are initially offset, the elevated strain rate caused by one
rupture affects the fault loading process of the other. The positive traction rate, up to
0.3 MPa/yr, is more widely exerted over the middle to upper part of the right seismic
patch. The negative traction rate, which is caused by the locking of the right VW and
hence the strain deficit in the shallow mantle (< 10 km), affects the lower part more
profoundly over time (Figure 3.6b-d). It is worth mentioning that the average stress
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drop for Mw ≥ 6.0 on west Gofar rupture asperities is ~1 MPa (Moyer et al., 2018).
The mantle flow also accelerates the barrier segment, which can be viewed as having
the same effect of afterslip or postseismic creep perturbation caused by the fast fault
slip on both sides. Such additional stress perturbation can compensate for the lack of
static stress perturbation or the attenuation of viscoelastic stress transfer over distance
towards earthquake synchronization (e.g., Figure 3.2 B&C).

Figure 3.6 . The traction rate contributed from the distributed strain rate from the mantle corresponding to Figure 3.6a-f. Time after the first earthquake generated in the
left asperity is annotated in the lower right corner. Positive traction rate facilitates
fault acceleration while negative traction facilitates fault locking. Dashed rectangles
denote the two asperities. The average stress drop for Mw ≥ 6.0 on west Gofar rupture asperities is ~1 MPa (Moyer et al., 2018).
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Typically, a higher traction rate on the fault from the mantle flow leads to a more
synchronized fault system. Figure 3.7 shows the relationship between the traction rate
contributed from the mantle flow and the degree of coupling when ℓVS /ℓVW = 1.5.
Although details are different for different rheological laws, the maximum traction
rate at 𝑥 = −20 km, 𝑦 = −3.5 km, a point within the left asperity, is representative of
the magnitude of the viscoelastic stress transfer due to the first earthquake on the right
asperity. The average of synchronicity of the fault system drastically increases over
0.8 once the maximum traction rate approximately exceeds 0.32 MPa/yr. Further increasing the magnitude of viscoelastic stress perturbation makes the average synchronicity approach 0.9, which is still less than what can be achieved when the two asperities are relatively closer. A minor exception is that by using a constant linear viscosity
the average synchronicity of the fault system is higher given its maximum traction rate
compared with others, presumably due to that mantle heterogeneity may cause a more
complex viscoelastic stress perturbation. Nevertheless, for the fault segments that are
far away, a weaker mantle compared to the baseline used in our models (Figure 3.1) is
needed to make the fault system significantly more synchronized.
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Figure 3.7 The relationship between the maximum traction rate contributed by the viscoelastic mantle and the average synchronicity after year 300 in models in which
the barrier width ℓVS is 30 km. The peak traction rate, at X=-20 km, Z=-3.5 km
within the left VW, is obtained within 1-year time window after the first earthquake
generated from the right VW. Notice we use the initial condition where the two
earthquake cycles are offset by almost a half cycle in the beginning. The vertical
dashed line denotes 0.32 MPa/yr traction rate. Different colors denote varying different group of parameters.
3.4

Discussion

3.4.1

Mantle weakening mechanisms

Our simulations show that a more efficient viscoelastic stress transfer promotes a
higher synchronicity between two asperities along the same fault. Moreover, a weaker
mantle than the baseline rheology used in our models (Figure 3.1) is needed to explain
the earthquake synchronization over distances larger than one seismic patch length.
Hypothetically, a higher power-law viscosity coefficient (𝐴dis or 𝐴dif ) or a higher deviatoric background strain rate will make the mantle weaker. Indeed, there are several
mechanisms that may perhaps achieve this.
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First, water content can strongly modify the overall strength of the lithosphere
and asthenosphere materials (Evans & Kohlstedt, 1995). While dewatering due to
mantle melting below mid-ocean ridges may result in the formation of strong, dry upper mantle layers with a viscosity an order of magnitude higher than the wet mantle
(Hirth & Kohlstedt, 1996), other processes such as fracturing and water circulation
will result in hydration and eventual weakening (Searle & Escartín, 2004). Recent
studies on reexamining deformed mantle rocks on OTFs (Kohli & Warren, 2020; Prigent et al., 2020; Kohli et al., 2021) suggest that deep seawater flow extends to brittleductile transition at 900 ℃, which is approximately 6-7 km in case of Gofar. Presence
of healed fractures filled with fluid inclusions at Shaka mylonites further suggests seawater may percolate even deeper and further weakens the shear zone via positive feedback (Kohli et al., 2021). However, Fei & Katsura (2020) points out that, owing to the
low water solubility of olivine under topmost asthenosphere conditions, a low viscosity zone cannot be caused by olivine hydration. As discussed in the previous section
(Figure 3.3e), a ten-fold increase of power-law viscosity (𝒜 = 10; ) coefficient solely
from an increase of water content is rather questionable. On the other hand, reaction of
seawater with peridotite can cause serpentinization (e.g., Schroeder et al., 2002).
While serpentinite shows a much lower viscosity than major mantle-forming minerals
under high confining pressure (> 1 GPa) (Hilairet et al., 2007), the deformation mechanism may still favor stable sliding or localized faulting at the top mantle condition
(Chernak & Hirth, 2010; Cox et al., 2021), therefore contributing perhaps little to a
stronger viscoelastic stress transfer.
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Higher melting fraction, following an exponential relationship (Figure 3.3d), also
significantly contributes towards a higher power-law viscosity coefficient (Hirth &
Kohlstedt, 1995b, 1995a). Gregg et al., (2009), using fractional melting model
(1%/km) (Kinzler & Grove, 1993), suggests that melt beneath Siqueiros and Garrett
transform fault in the East Pacific Rise must migrate into the transform domain, including into the intra-transform spreading centers (ISTCs), from a wide region of underlying mantle in order to match the gravity-derived crustal thickness variations. This
might indicate the melting fraction beneath the Gofar-Discovery system is nonnegligible given being under the same fast-spreading plate boundary system and the presence
of ISTCs. Martinez & Hey (2022) also hypothesize that an effective but not excessive
melt extraction favors the formation of OTFs. A high power-law viscosity coefficient
resulting from the presence of melting in the mantle seems plausible.
The background strain rate of the deviatoric components is also important in determining the magnitude of viscoelastic stress transfer assuming the dislocation creep
is the dominant plastic deformation mechanism. While we simply assume the background strain rate within the mantle to be the surface geodetic strain rate, this may often underestimate the strain rates in the deep portions of fault zones (Fagereng &
Biggs, 2019). Individual serpentinite shear zones on the Southern Troodos transform
fault zone (Cox et al., 2021) are of the order of 10-100 m wide within an overall transform tectonized zone of ~5 km wide, which indicates that localized strain rate can be
much higher even by accommodating the surface strain rate alone. Therefore, the presence of a high strain rate shear zone, though perhaps spatially limited, will contribute
large viscoelastic stress transfer when the stress exponent 𝑛 is larger than 1. Moreover,
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the complexity of an oblique mantle flow with high strain rate, besides the addition
physical weakening mechanisms that are required to stabilize the transform faults
more than 2 Myr (Schierjott et al., 2020), can further signify a weaker mantle.
A combination of different plastic deformation mechanisms may also effectively
produce viscoelastic stress perturbation sufficient to achieve high earthquake synchronization. Other than dislocation creep, diffusion creep (e.g., Hirth & Kohlstedt, 2003),
grain boundary sliding (GBS) (e.g., Hansen et al., 2011), or low temperature plasticity
(Katayama & Karato, 2008; Mei et al., 2010) may dominate the plastic deformation
under the right condition. Particularly, the small grain size due to for instance, dynamic recrystallization (e.g., De Bresser et al., 2001), can place the diffusion creep or
GBS at a much more important role to facilitate synchronization (e.g., Figure 3.7&S9).
Geological evidence from Shaka OTF (Kohli & Warren, 2020) shows that the olivine
grain size from mylonites varies from ~100 µm in the coarser-grained bands to ~1 µm
in the tremolite-rich, fine-grained bands and is expected to be deformed at a strain rate
of ~ 10?< − 10?R s-1 . Such an observed grain size corresponds more than 10J increase of the 𝐴dif given our default grain size of 10 mm and grain size exponent of 3
(Figure 3.1). Numerical simulations on a OTF with lab-derived rheological law of anorthite considering the effect of grain size and water (Zhang & Sagiya, 2017) also suggest that dynamically recrystallized materials with small grain sizes are important for
maintaining a shear zone on a geological time scale of ∼10O years. Besides, Fei et al.,
(2016), by a new measurement of the grain-boundary diffusion coefficient, predict that
diffusion creep dominates at low pressure and low temperature, dislocation creep
dominates at high temperature and high pressure, and water has negligible effects on
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both. Nevertheless, additional viscoelastic stress transfer resulting from other plastic
deformation mechanisms at shallow mantle is probable. Finally, the transient creep,
which is important to be incorporated in modeling postseismic deformation (Pollitz,
2003; Freed et al., 2010; Wang et al., 2012) and yet is ignored in this study, maybe
also adequately supplement viscoelastic stress transfer shortly following a large earthquake (Masuti et al., 2016; Shi et al., 2020).
3.4.2

Earthquake synchronization across Gofar-Discovery system

It appears that there is a westward migration of synchronized earthquakes (Mw 56) that have been observed for at least four cycles across the Gofar-Discovery system
since 1990 (McGuire, 2008). As shown in our simulation results, when the barrier
width exceeds the seismic patch length, the seismic segments are likely to have independent earthquake cycles. They will appear to be synchronized if they initially are, by
coincidence, otherwise desynchronized. Incorporating the viscoelastic stress interaction will make the fault system more synchronized despite the initial offset even when
the ratio of the barrier width to the seismic patch length reaches 1.5. Clearly, many
seismic segments are separated by one or more than their length across the Gofar-Discovery system, which is the limit of static stress perturbation towards synchronization
(Wei & Shi, 2021). The viscoelastic stress is then probably the only viable mechanism
that can effectively synchronize each seismic segment over such large distance. It is
worth mentioning that there is an off-fault separation between Gofar and Discovery
OTF which appears to deviate from our model setting. However, considering that it is
minor compared to the total length of the Gofar-Discovery system and it is the shear
stress perturbation σKL that is the most important in modulating the fault dynamics and

85

mantle flow, here we generalize our model applicability to such a case. The model
then may be able to explain the similar synchronized earthquakes migrated along
strike on other OTFs, such as St Paul OTF in the Mid-Atlantic ridge, Menard OTF in
the Pacific-Antarctic ridge, etc., (Shi et al., 2021), where earthquakes are even bigger
to potentially generate even more pronounced mantle flow. While our simulations use
lab-derived rheological parameters and rely on observations at other similar geological
settings, studies of onsite deformed rocks and seafloor geodesy on the post-seismic relaxation are necessary to better constrain the rheological parameters (e.g., Freed et al.,
2012) for a more realistic viscoelastic stress interaction and a better understanding of
the temporal relationship of the seismically segmented OTFs.
Based on our results and the discussion above, we further summarize some details
of the viscoelastic stress transfer caused by two seismic patches under the Gofar-Discovery system in Figure 3.8 where a fault plane overlays a viscoelastic mantle. The
shallow part of the viscoelastic mantle is mainly controlled by the dynamics of the
seismic patches directly above while the medium part will more responsively transfer
elevated strain rate flow following an earthquake due to low effectively viscosity and
moderate distance away from fault stress perturbation. The mantle flow overall affects
the fault dynamics above and increases the degree of synchronicity between the two
seismic patches. As a weaker mantle is necessary to significantly synchronize seismic
patches that are separated by one or more than their length, many mantle weakening
mechanisms in the viscoelastic mantle are plausible based on onsite or detailed studies
at a handful of OTFs.
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Figure 3.8 A cartoon to illustrate how the mantle flow within the shear zone is modulated by the earthquake segments above.
3.5

Conclusion
We simulate earthquake cycles on a finite transform fault in the framework of

rate- and state-dependent friction overlaying a 3D viscoelastic mantle. We use lab-derived rheological parameters for the mantle (Kohli & Warren, 2020) and find that incorporating viscoelastic stress transfer promotes earthquake synchronization. When
the ratio of the barrier width to the seismic patch length is 0.5, the system switches between synchronized and desynchronized due to large afterslip or post-seismic creep
perturbation (Wei & Shi, 2021). In contrast, viscoelastic stress transfer can keep the
system synchronized. When the barrier width to the seismic patch length exceeds 1.0,
viscoelastic stress perturbation improves the degree of coupling between the two seismic segments. Moreover, a stronger viscoelastic stress perturbation, either from a
higher power-law viscosity coefficient which represents an aggregated effect from water content, melt fraction, temperature, etc., or a higher background strain rate assuming dislocation creep is the dominant plastic deformation mechanism, is necessary for
the fault system to further approach high synchronicity. A weaker mantle resulting
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from high water saturation, more melting fraction, grain size reduction or high localized strain rate is possible to facilitate a large viscoelastic stress perturbation in fastspreading OTFs based on observations and detailed studies at similar tectonic settings.
We suggest that the viscoelastic stress can explain the westward-migrating synchronized earthquake pattern across the entire Gofar-Discovery system. Our approach incorporating viscoelastic stress interaction provides a more realistic physics-based
earthquake cycle simulation to better understand the seismicity pattern on OTFs.
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APPENDIX A
The following material provides further details in Data & Methods section for
MANUSCRIPT 1.
Surface Wave Cross-correlation
For each oceanic transform fault (OTF), we manually defined a search box (Table
A-1) encompassing it and expanded it by 0.5 degree both in latitude and longitude to
account for the initial location mismatch in the USGS catalogs. The lower cutoff magnitude in our analysis is Mw 5.0 on 104 faults but is larger on faults that generate
M≥6.2 earthquakes (Table A-1).
Two events are formed as a pair for further cosine fitting only if (1) the initial
USGS catalog location difference is within 125 km, and (2) both moment magnitudes
are above 6.0, or their difference is below 0.4. A valid differential time requires its
cross-correlation coefficient above 0.70 and itself below 35 seconds to reduce the
number of obvious outliers. A valid cosine fitting requires at least eight differential
time, and the azimuthal gap is no larger than 120 degrees. In the cosine fitting, we
used soft-L1 loss which combines the smoothness of L2 norm and the robustness to
outliers of L1 norm (Shearer, 1997). Each fitted cosine curve gives the catalogue time
shift 𝑡I , the relative distance 𝑑I and the azimuth θI . Uncertainties of each parameter
(δ𝑡I , δ𝑑I , δθI ) are computed via the bootstrap method (Wolfson‐Schwehr et al.,
2014), however, instead of using one second, we used the differential time residual
with respect to our best fit as the standard error for bootstrapping.

Optimization of the Event Cluster’s Location
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In order to perform relative relocation, we approached as following. Of each fault,
we use, for instance NetworkX (Hagberg et al., 2008), to build a graph 𝐺 = 𝐺(𝑉, 𝐸),
where vertices 𝑉 = 𝑉(lat, lon) denote each event’s geodetic coordinate and edges 𝐸 =
𝐸(𝑑I , θI , 𝛿𝑑I , 𝛿𝜃I ) whenever the two event has meaningful relative location information from the previous cosine fitting. We used breadth first search (BFS) to identify
isolated event clusters and performing one-way relocation using 𝑑I and θI , in such
case, each group was relocated using the latest event as reference. This can largely
correct obviously erroneous locations originally from the catalogue as well as serve as
appropriate initial conditions for later optimization. Then, we traversed (BFS) through
each vertex 𝑉N and updated their location in-place by minimizing:
NS

𝐿(𝑉N ) =

¥
!∈U!
V" ∈!, V! YV"

¦

𝐷‚𝑉N , 𝑉S ƒ − 𝑑I
NS

𝛿𝑑I

NS

¦ +𝜆¦

Θ‚𝑉N , 𝑉S ƒ − 𝜃I
NS

𝛿𝜃I

¦

(1)

Here 𝐸N denotes all edges connected to 𝑉N , 𝑉S all vertices connected to 𝑉N . 𝐷 and Θ
are the function computing distance and azimuth given two geodetic locations, for instance by using PROJ (PROJ contributors, 2020). λ is a hyperparameter and we simply
chose 1 as the distance ranges approximately from 0 to 125 km and the azimuth from
0 to 180 degrees, whose numerical scales are similar to each other. We minimized the
residual of containing relative distance as well as azimuth both weighted by their uncertainties respectively. Nelder-Mead method was applied here since it is robust in
many cases where derivative cannot be readily evaluated (Nelder and Mead, 1965;
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Wright, 1996; Virtanen et al., 2020). This is different from HypoDD algorithm (Waldhauser and Ellsworth, 2000) in which they linearized travel time difference with respect to spatial coordinates.
At last, to incorporate potential cyclic constraints (e.g., more than 2 events are
mutually correlated) in the graph and for a finer tuning, we put all the information together to update location by minimizing:

𝐿(𝑉 ) = ¥ 𝐿(𝑉N )

(2)

V! ∈V

Here we bounded λ between 0.2 to 2.0. We simply used local derivative-free
method such as COBYLA (Powell, 1994; Johnson, 2020) as we found the last step did
not alter the optimization results from the previous step to any significant extent, indicating the optimization probably converged already. So far, we obtained the relocated
relative positions within each group of events for each OTF. For the future improvement we can incorporate source correction as highlighted in Howe et al., (2019).
Translation of the Event Cluster’s Location
If hydroacoustic catalogs covering the OTFs are available, we selected the latest
M5 event as the reference for the associated cluster because of its small location error
(mostly < 5 km) and proximity to epi-centroid (Pan and Dziewonski, 2005). Locations
of M≥6 events in hydroacoustic catalogs are not accurate due to energy clipping (Fox
et al., 2001). In case of no hydroacoustic events for reference, we manually shifted the
cluster to match the geological feature if good bathymetry data is available and the
earthquakes are clearly offset from the geological features (Pan et al., 2002).
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Empirical Subsurface Rupture Length
A comparison between the empirical subsurface rupture length based on Wells
and Coppersmith (1994) and observations from two detailed studies is shown in Figure A-1. We excluded events with explicit non-strike-slip focal mechanisms (rake angle > 25) when calculating the subsurface rupture length and the average moment release rate curve subsequently. For events without focal mechanisms (mostly before
1995), we assumed them as strike-slip since our data focus on OTFs.
References
Aderhold, K., and Abercrombie, R.E., 2016, The 2015 Mw 7.1 earthquake on the
Charlie-Gibbs transform fault: Repeating earthquakes and multimodal slip on a
slow oceanic transform: Geophysical Research Letters, v. 43, p. 6119–6128,
doi:10.1002/2016GL068802.
Fox, C.G., Matsumoto, H., and Lau, T.-K.A., 2001, Monitoring Pacific Ocean seismicity from an autonomous hydrophone array: Journal of Geophysical Research:
Solid Earth, v. 106, p. 4183–4206, doi:https://doi.org/10.1029/2000JB900404.
Hagberg, A.A., Schult, D.A., and Swart, P.J., 2008, Exploring Network Structure, Dynamics, and Function using NetworkX, in Varoquaux, G., Vaught, T., and Millman, J. eds., Proceedings of the 7th Python in Science Conference, Pasadena, CA
USA, p. 11–15.
Howe, M., Ekström, G., and Nettles, M., 2019, Improving relative earthquake locations using surface-wave source corrections: Geophysical Journal International, v.
219, p. 297–312, doi:10.1093/gji/ggz291.
Johnson, S.G., 2020, The NLopt nonlinear-optimization package:,
http://github.com/stevengj/nlopt.
McGuire, J.J., Collins, J.A., Gouédard, P., Roland, E., Lizarralde, D., Boettcher, M.S.,
Behn, M.D., and Hilst, R.D. van der, 2012, Variations in earthquake rupture properties along the Gofar transform fault, East Pacific Rise: Nature Geoscience, v. 5, p.
336–341, doi:10.1038/ngeo1454.
Nelder, J.A., and Mead, R., 1965, A Simplex Method for Function Minimization: The
Computer Journal, v. 7, p. 308–313, doi:10.1093/comjnl/7.4.308.

101

Pan, J., Antolik, M., and Dziewonski, A.M., 2002, Locations of mid-oceanic earthquakes constrained by seafloor bathymetry: Journal of Geophysical Research: Solid
Earth, v. 107, p. EPM 8-1-EPM 8-13, doi:10.1029/2001JB001588.
Pan, J., and Dziewonski, A.M., 2005, Comparison of mid-oceanic earthquake epicentral differences of travel time, centroid locations, and those determined by autonomous underwater hydrophone arrays: Journal of Geophysical Research: Solid
Earth, v. 110, doi:https://doi.org/10.1029/2003JB002785.
Powell, M.J.D., 1994, A Direct Search Optimization Method That Models the Objective and Constraint Functions by Linear Interpolation, in Gomez, S. and Hennart,
J.-P. eds., Advances in Optimization and Numerical Analysis, Dordrecht, Springer
Netherlands, Mathematics and Its Applications, p. 51–67, doi:10.1007/978-94-0158330-5_4.
PROJ contributors, 2020, PROJ coordinate transformation software library: Open
Source Geospatial Foundation, https://proj.org/.
Shearer, P.M., 1997, Improving local earthquake locations using the L1 norm and
waveform cross correlation: Application to the Whittier Narrows, California, aftershock sequence: Journal of Geophysical Research: Solid Earth, v. 102, p. 8269–
8283, doi:10.1029/96JB03228.
Virtanen, P. et al., 2020, SciPy 1.0: Fundamental Algorithms for Scientific Computing
in Python: Nature Methods, v. 17, p. 261–272, doi:https://doi.org/10.1038/s41592019-0686-2.
Waldhauser, F., and Ellsworth, W.L., 2000, A Double-Difference Earthquake Location Algorithm: Method and Application to the Northern Hayward Fault, California: Bulletin of the Seismological Society of America, v. 90, p. 1353–1368,
doi:10.1785/0120000006.
Wells, D.L., and Coppersmith, K.J., 1994, New empirical relationships among magnitude, rupture length, rupture width, rupture area, and surface displacement: Bulletin
of the Seismological Society of America, v. 84, p. 974–1002, https://pubs.geoscienceworld.org/ssa/bssa/article-abstract/84/4/974/119792/New-empirical-relationships-among-magnitude (accessed July 2020).
Wolfson‐Schwehr, M., Boettcher, M.S., McGuire, J.J., and Collins, J.A., 2014, The relationship between seismicity and fault structure on the Discovery transform fault,
East Pacific Rise: Geochemistry, Geophysics, Geosystems, v. 15, p. 3698–3712,
doi:10.1002/2014GC005445.
Wright, M., 1996, Direct search methods: Once scorned, now respectable: Numerical
analysis: Proceedings of the 1995 Dundee Biennial Conference in Numerical Analysis, p. 191–208, https://nyuscholars.nyu.edu/en/publications/direct-search-methods-once-scorned-now-respectable (accessed July 2020).
102

Figure A-1 A comparison between the empirical subsurface rupture length and observations from two detailed studies. The solid black line denotes the subsurface rupture length based on Wells and Coppersmith (1994). The blue error bar (15 – 20
km) denotes the rupture length of those periodic Mw 6.0 events on West Gofar
OTF. The value is inferred from the afterslip distribution from the 2008 Mw 6.0
event (McGuire et al., 2012). The orange error bar (60 – 70 km) denotes the rupture
length of several Mw 7.0 events on Charlie Gibbs OTF recalibrated by Aderhold
and Abercrombie, (2016).
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Table A-1 Fault information and results.
Name

Spatial
†
type

§

Lon

Length
(km)

Plate
Rate
(mm/yr)

Min
Lat

Max
Lat

Min
Lon

Max
Lon

13.90
11.50

51.70
57.50

203
335

19.4
23.9

13.11
10.03

14.85
13.01

51.17
56.62

52.30
58.61

5.4
5.2

Bad
Bad

GeoStruct
FaultProp

0.51
0.66

0.33
0.36

America Antarctic Ridge
Bullard (A)
-59.10
Bullard (B)
-58.20
Conrad
-55.70
South Sandwich -60.85

-17.20
-11.90
-3.30
-22.88

95
526
198
383

17.2
17.5
18.5
12.3

-59.42
-58.63
-55.94
-61.03

-58.60
-57.67
-55.20
-60.30

-18.40
-16.06
-4.82
-27.02

-16.18
-6.73
-1.50
-18.63

5.0
5.6
5.3
5.0

Bad
Bad
Bad
Medium

FaultProp
FaultProp
GeoStruct
FaultProp

0.38
0.69
0.57
0.40

0.13
0.59
0.47
0.30

Central Indian Ridge
Argo
-13.70
CIR 10S
-10.09
CIR 12'12
-11.90
CIR 16S
-16.29
CIR 1S
-1.19
CIR 5S
-4.73
CIR 6S
-6.83
CIR 7S
-7.61
Egeria
-20.13
Flinders
-20.24
Gemino
-22.90
Mabahiss
-3.04
Marie Celeste
-17.40
Sealark
-3.88
Vema II
-8.90
Vityaz
-5.69

66.30
66.56
65.70
66.97
67.52
68.59
68.24
68.08
66.58
67.26
69.20
68.12
65.90
68.47
67.50
68.37

102
76
106
110
50
49
89
62
46
65
38
42
219
63
237
105

37.6
31.0
35.5
35.6
29.9
31.0
31.4
30.2
38.1
38.5
47.3
30.5
40.8
30.8
34.0
31.1

-14.18
-10.45
-12.32
-16.59
-1.43
-4.92
-7.19
-7.87
-20.23
-20.45
-23.57
-3.22
-18.15
-4.08
-9.82
-6.10

-13.19
-9.81
-10.85
-16.01
-0.87
-4.52
-6.61
-7.36
-19.95
-20.09
-21.90
-2.81
-16.86
-3.53
-8.11
-5.22

65.66
66.20
65.21
66.50
67.39
68.45
67.88
67.86
66.33
66.96
68.75
68.01
64.85
68.33
66.38
68.02

66.83
66.86
67.01
67.38
67.82
68.80
68.49
68.33
66.76
67.50
69.93
68.32
67.14
68.75
68.33
68.78

5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.2
5.0
5.0
5.0

Bad
Bad
Bad
Bad
Bad
Bad
Bad
Bad
Bad
Bad
Bad
Bad
Bad
Bad
Bad
Bad

FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
Undecided
FaultProp
FaultProp
FaultProp
FaultProp

0.65
0.93
0.86
0.60
0.49
0.64
0.75
0.74
0.68
0.83
0.69
0.60
0.41
0.84
0.66
0.85

0.43
0.88
0.74
0.54
0.31
0.64
0.60
0.66
0.37
0.71
0.60
0.31
0.13
0.37
0.49
0.74

Aden Ridge
Alula Fartak
Owen

Mw GMRT*
THLD

§

Lat

CSF
CSF
(reloc) (1950)

Chile Rise
Challenger
Chile
Chile 38S
Chile 39S
Chiloe
Darwin
Guafo
Guamblin
Valdivia

-37.11 -95.72
-35.50 -103.20
-38.33 -93.63
-38.96 -92.07
-43.03 -83.08
-45.90 -76.37
-44.70 -80.15
-45.70 -77.37
-41.50 -88.80

247
1099
111
84
61
53
286
80
599

44.6
58.8
46.9
47.0
47.8
48.3
48.1
48.3
60.0

-37.43
-36.52
-38.46
-39.13
-43.31
-46.01
-45.29
-45.84
-41.47

-36.86 -97.03 -93.99
-34.22 -110.12 -96.95
-38.18 -94.02 -92.48
-38.77 -92.94 -91.26
-42.81 -83.89 -82.55
-45.78 -76.74 -76.02
-44.14 -82.37 -78.01
-45.56 -77.95 -76.89
-40.87 -91.80 -84.10

5.0
5.8
5.0
5.0
5.0
5.0
5.6
5.0
5.3

Good
Bad
Good
Good
Good
Medium
Medium
Bad
Bad

GeoStruct
GeoStruct
GeoStruct
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
GeoStruct

0.84
0.69
0.86
0.37
0.46
0.39
0.69
0.36
0.80

0.78
0.56
0.76
0.32
0.38
0.26
0.51
0.26
0.56

East Pacific Rise
Clipperton
Discovery
Garrett
Goc 24N
Goc 25N
Gofar
Orozco
Quebrada
Rivera
Siqueiros
Tomayo
Wilkes
Yaquina

10.20
-4.00
-13.40
24.24
24.98
-4.50
15.20
-3.80
19.00
8.40
23.08
-9.00
-6.20

-104.00
-104.20
-111.80
-109.05
-109.52
-105.40
-105.00
-103.20
-107.40
-103.50
-108.34
-109.00
-107.20

84
63
124
124
119
170
89
118
374
110
65
109
44

105.3
137.9
149.8
50.4
49.9
138.8
86.5
137.4
71.2
111.9
51.0
145.0
141.4

10.08
-4.07
-13.61
24.09
24.40
-4.92
15.15
-4.00
17.95
8.20
22.59
-9.30
-6.43

10.30
-3.92
-13.25
24.49
25.50
-4.26
15.56
-3.40
19.80
8.62
23.40
-8.70
-6.13

-103.48
-103.80
-111.16
-108.09
-108.80
-104.60
-104.31
-102.72
-104.95
-102.89
-107.84
-108.30
-106.83

5.0
5.0
5.0
5.6
5.6
5.4
5.0
5.0
5.8
5.0
5.6
5.0
5.0

Good
Good
Good
Good
Good
Good
Good
Good
Medium
Good
Medium
Good
Good

FaultProp
GeoStruct
FaultProp
FaultProp
FaultProp
GeoStruct
FaultProp
FaultProp
FaultProp
GeoStruct
FaultProp
FaultProp
FaultProp

0.41
0.38
0.70
0.65
0.24
0.45
0.85
0.76
0.77
0.57
0.65
0.53
0.77

0.14
0.33
0.47
0.50
0.22
0.15
0.59
0.73
0.58
0.46
0.54
0.39
0.67

Gorda Ridge
Mendocino

40.37 -126.04

237

49.5

40.14

40.50 -129.79 -124.41

5.6

Good

FaultProp

0.56

0.41

Juan De Fuca
Blanco
Sovanco

43.80 -128.50
49.00 -130.00

335
135

59.4
38.0

42.78
48.69

44.41 -130.45 -125.92
49.41 -130.65 -128.68

5.4
5.0

Medium GeoStruct
Good Undecided

0.61
N/A

0.37
N/A
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-104.33
-104.50
-112.33
-109.44
-110.07
-106.28
-105.32
-104.22
-109.30
-104.20
-108.85
-110.25
-107.48
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Table A-1 Fault information and results.
Name

Lat

Lon

Length
(km)

Plate
Rate
(mm/yr)

Min
Lat

Max
Lat

Min
Lon

Max
Lon

Mw GMRT*
THLD

Spatial
type

†

§

§

CSF
CSF
(reloc) (1950)

Mid-Atlantic Ridge
15'20
15.40
Ascension
-7.37
Atlantis
30.10
Bode Verde
-12.25
Chain
-1.20
Charlie Gibbs (A) 52.70
Charlie Gibbs (B) 52.20
Doldrums
7.60
Falkland
-47.20
Gough
-39.79
Hayes
33.60
Jan Mayen
71.30
Kane
23.80
MAR 18S
-17.72
MAR 21S
-21.23
MAR 22S
-22.82
MAR 25 50S
-25.66
MAR 25S
-24.90
MAR 29 45S
-29.76
MAR 29S
-29.19
MAR 32S
-32.50
MAR 34S
-34.16
MAR 35S
-35.40
MAR 40S
-40.35
MAR 50S
-49.13
MAR 5S
-5.04
Marathon
12.64
Oceanographer
35.10
Rio Grande
-28.23
Romanche
-0.30
St Paul
0.60
Strakhov
3.94
Tetyaev
-16.25
Vema
10.90

-45.80
-13.25
-42.40
-14.59
-14.50
-33.40
-30.90
-36.90
-11.90
-16.23
-38.60
-9.10
-45.60
-13.37
-11.72
-13.26
-13.74
-13.55
-13.77
-13.45
-14.42
-14.83
-16.50
-16.64
-9.14
-11.94
-44.46
-35.60
-12.94
-20.60
-27.60
-32.08
-13.75
-42.30

193
261
63
218
313
203
110
726
181
56
80
220
146
91
45
193
39
37
27
133
109
69
250
40
110
78
88
121
57
878
589
108
123
307

26.4
35.0
23.6
30.0
33.0
22.4
15.9
29.3
33.4
29.0
22.6
17.3
25.2
30.3
30.4
30.4
30.3
30.4
30.1
30.1
29.9
29.7
35.5
28.9
26.9
29.3
24.4
22.0
30.2
32.5
31.9
27.0
30.3
28.2

14.95
-7.70
29.85
-12.48
-1.61
52.40
51.90
7.32
-47.65
-39.97
33.30
70.90
23.57
-17.93
-21.38
-23.03
-25.87
-25.02
-29.87
-29.35
-32.69
-34.37
-35.66
-40.43
-49.33
-5.10
12.57
35.00
-28.42
-1.60
0.15
3.69
-16.48
10.50

15.50
-6.58
30.23
-11.36
-0.66
53.00
52.50
7.77
-46.83
-39.60
33.92
72.30
23.86
-17.49
-21.10
-21.81
-25.35
-24.79
-29.63
-28.70
-31.96
-33.96
-35.05
-40.21
-48.84
-4.80
12.72
35.36
-28.05
0.80
1.40
4.12
-16.04
11.00

-46.75
-13.97
-42.69
-15.05
-16.00
-34.66
-31.58
-40.80
-13.73
-16.62
-38.90
-14.00
-46.35
-13.75
-12.09
-13.76
-14.03
-13.80
-14.01
-13.86
-14.82
-15.52
-17.76
-16.89
-9.62
-12.03
-44.92
-36.55
-13.30
-24.72
-30.45
-32.74
-14.43
-43.70

-44.85
-11.35
-41.72
-12.82
-12.90
-32.35
-29.80
-33.53
-10.16
-15.81
-37.44
-7.00
-44.65
-12.63
-11.52
-11.73
-12.65
-13.40
-13.54
-12.44
-13.25
-14.28
-14.77
-16.42
-8.11
-11.28
-43.77
-35.10
-12.52
-15.80
-24.36
-31.56
-13.04
-40.11

5.0
5.2
5.0
5.0
5.6
5.0
5.0
5.5
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.8
5.0
5.0
5.0
5.0
5.0
5.0
5.8
5.5
5.0
5.0
5.5

Medium
Medium
Good
Bad
Medium
Bad
Bad
Bad
Medium
Bad
Good
Bad
Good
Bad
Bad
Bad
Good
Bad
Good
Bad
Good
Medium
Bad
Bad
Bad
Bad
Good
Good
Medium
Bad
Bad
Good
Bad
Good

GeoStruct
FaultProp
FaultProp
FaultProp
GeoStruct
FaultProp
FaultProp
GeoStruct
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
GeoStruct
FaultProp
FaultProp
FaultProp
GeoStruct
GeoStruct
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
GeoStruct
GeoStruct
FaultProp
FaultProp
FaultProp

0.57
0.70
0.80
0.54
0.49
0.59
0.80
0.81
0.71
0.90
0.69
0.30
0.53
0.70
1.00
0.83
0.40
0.53
1.00
0.81
0.89
0.88
0.55
0.80
0.84
0.98
0.91
0.37
0.69
0.71
0.68
0.69
0.83
0.61

0.61
0.51
0.52
0.44
0.23
0.31
0.76
0.58
0.56
0.81
0.72
0.11
0.29
0.46
0.64
0.74
0.36
0.53
0.83
0.70
0.62
0.88
0.38
0.58
0.58
0.84
0.79
0.31
0.64
0.49
0.56
0.69
0.82
0.31

Pacific Antarctic Ridge
Heezen
-55.70
Herron
-56.50
Hollister
-54.40
L'Astronome
-59.65
Le Geographe
-57.63
Menard
-49.60
PAR 161
-61.78
PAR 163
-62.10
PAR 165
-62.38
Pitman
-64.53
Raitt
-54.50
Saint Exupery
-62.24
Tharp
-54.60
Udintsev
-56.50
Vacquier
-53.10

-124.50
-139.20
-136.10
-150.85
-147.50
-115.30
161.50
163.36
165.46
-170.78
-119.50
-155.42
-131.00
-142.40
-118.20

382
26
119
56
70
208
77
85
89
71
146
42
462
325
52

83.8
79.7
82.5
68.9
71.9
90.5
46.0
46.7
47.6
56.7
85.8
64.7
83.5
78.8
87.2

-56.50
-56.36
-54.78
-59.91
-57.91
-50.03
-62.16
-62.57
-62.75
-64.41
-54.72
-62.40
-55.43
-57.26
-53.14

-54.65
-56.03
-54.05
-59.35
-57.34
-49.14
-61.46
-61.80
-61.93
-64.11
-54.06
-62.08
-53.76
-55.66
-52.85

-127.57
-139.83
-137.00
-151.49
-148.07
-116.68
160.93
162.98
165.04
-171.92
-120.72
-155.83
-134.45
-144.72
-118.70

-121.51
-138.83
-135.18
-150.11
-146.83
-113.66
161.97
163.95
165.77
-170.32
-118.44
-155.00
-127.96
-140.33
-117.62

5.8
5.0
5.5
5.0
5.0
5.6
5.0
5.0
5.0
5.0
5.0
5.0
5.8
5.6
5.0

Medium
Medium
Medium
Good
Medium
Medium
Bad
Bad
Bad
Good
Bad
Bad
Medium
Good
Medium

FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
GeoStruct
FaultProp
FaultProp
FaultProp
FaultProp

0.67
0.43
0.19
0.24
0.37
0.54
0.34
0.88
0.28
1.00
0.68
0.75
0.64
0.56
0.45

0.44
0.42
0.13
0.14
0.36
0.51
0.18
0.67
0.35
1.00
0.65
0.62
0.28
0.32
0.25
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Table A-1 Fault information and results.
Name

Lat

Lon

Length
(km)

Plate
Rate
(mm/yr)

Min
Lat

Max
Lat

Min
Lon

Max
Lon

Mw GMRT*
THLD

Spatial
type

†

§

§

CSF
CSF
(reloc) (1950)

South East Indian Ridge
Amsterdam
-36.60
Balleny
-61.50
Birubi
-49.30
Boomerang
-37.40
Euroka
-49.20
Geelvinck
-41.70
George V
-52.00
Heemskerck
-50.01
Hillegom's Hole -38.50
SEIR 100E
-47.80
SEIR 107E
-48.80
SEIR 120
-49.49
SEIR 121
-49.36
SEIR 122
-49.71
SEIR 88E
-42.00
SEIR 96E (A)
-45.60
SEIR 96E (B)
-46.50
St Vincent
-54.50
Tasman
-57.80
Ter Tholen
-33.20
Vlamingh
-41.50
Warringa
-49.41
Zeehaen
-50.23
Zeewolf
-35.40

78.60
154.40
127.40
78.20
126.10
85.00
139.80
115.58
78.60
99.80
106.50
120.42
121.53
122.73
88.30
96.10
95.90
144.12
147.70
77.80
80.20
123.38
114.07
78.50

108
350
148
35
134
303
414
101
59
129
130
154
80
50
65
89
40
58
625
89
123
87
62
61

67.0
69.0
74.4
67.2
74.6
70.8
72.0
70.3
67.8
74.7
75.3
70.2
70.1
70.0
71.7
73.9
74.0
66.5
70.1
65.2
69.4
70.0
70.4
66.4

-37.03
-63.21
-49.82
-37.61
-49.90
-42.58
-56.97
-50.69
-38.85
-48.34
-49.50
-50.16
-49.76
-50.00
-42.26
-46.04
-46.71
-55.03
-60.57
-34.05
-42.00
-49.63
-50.43
-35.60

-36.30
-56.90
-47.83
-37.25
-47.94
-41.34
-49.91
-48.79
-38.41
-46.69
-47.99
-48.76
-48.99
-49.38
-41.54
-45.20
-46.21
-53.82
-54.01
-32.79
-40.90
-48.80
-49.30
-35.01

78.17
151.24
126.87
77.94
125.57
83.88
139.16
115.41
78.00
98.97
105.90
120.08
121.27
122.57
87.92
95.62
95.77
142.11
146.35
77.03
79.67
123.33
113.83
78.10

79.22
157.10
128.03
78.47
126.78
85.40
142.04
116.90
78.67
100.93
107.21
120.87
121.70
122.90
88.94
96.54
96.36
145.20
150.34
78.54
81.13
123.96
114.80
78.96

5.0
5.8
5.0
5.0
5.0
5.0
5.5
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.2
5.0
5.8
5.0
5.0
5.0

Medium
Bad
Good
Medium
Good
Bad
Bad
Good
Medium
Good
Good
Bad
Bad
Bad
Good
Good
Good
Bad
Bad
Good
Good
Bad
Good
Good

GeoStruct
GeoStruct
FaultProp
FaultProp
FaultProp
FaultProp
GeoStruct
GeoStruct
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
GeoStruct
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp

0.38
0.33
0.82
0.61
0.71
0.83
0.58
0.81
0.34
0.20
0.86
1.00
0.76
1.00
0.46
0.44
0.43
0.50
0.48
0.76
0.31
1.00
0.59
0.78

0.39
0.12
0.72
0.54
0.55
0.60
0.36
0.63
0.05
0.10
0.72
0.96
0.76
0.56
0.44
0.41
0.23
0.37
0.25
0.54
0.15
0.47
0.47
0.60

South Scotia Ridge
Shakleton
-59.11

-59.75

332

6.8

-60.95

-58.62

-62.44

-56.34

5.0

Good

FaultProp

0.89

0.77

South West Indian Ridge
Andrew Bain
-50.10
Atlantis II
-32.80
Bouvet
-54.20
Discovery II (A)
-43.40
Discovery II (B)
-41.90
Du Toit
-53.00
Eric Simpson
-43.50
Gallieni
-36.64
Gauss
-35.00
Gazelle
-35.80
Indomed
-39.50
Islas Orcadas
-54.20
Marion
-46.60
Melville
-29.84
Novara
-31.43
Prince Edward
-45.40
Shaka
-53.50

30.00
57.00
1.90
41.60
42.50
25.50
39.30
52.32
54.12
53.43
46.10
6.10
33.70
60.78
58.41
35.10
9.30

706
201
201
124
216
130
89
114
59
81
141
100
109
92
45
146
199

14.6
14.6
13.8
14.8
14.8
14.6
14.8
12.3
12.2
12.3
14.8
14.0
14.7
11.7
11.9
14.7
14.1

-52.95
-33.81
-55.00
-43.88
-42.81
-53.77
-43.88
-37.16
-35.30
-36.18
-40.30
-54.62
-46.95
-30.77
-31.58
-46.80
-54.15

-47.00
-31.73
-53.41
-42.42
-40.88
-52.17
-43.14
-36.09
-34.71
-35.37
-38.66
-53.68
-45.51
-29.24
-31.09
-45.16
-52.56

27.62
56.73
0.44
41.25
42.11
24.91
38.76
52.16
54.08
53.31
45.46
5.38
33.27
60.56
58.34
34.53
8.03

32.28
57.40
3.27
41.95
42.93
26.20
39.72
52.46
54.19
53.46
46.47
6.66
34.26
61.02
58.52
35.40
10.23

5.2
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.4
5.0
5.0
5.4

Medium
Medium
Medium
Bad
Bad
Good
Bad
Bad
Bad
Bad
Bad
Bad
Medium
Medium
Bad
Bad
Medium

FaultProp
GeoStruct
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp
FaultProp

0.83
0.75
0.45
0.71
0.75
0.51
0.67
0.63
0.38
0.61
0.79
0.64
0.63
0.76
0.69
0.44
0.35

0.65
0.91
0.22
0.63
0.75
0.34
0.30
0.54
0.10
0.72
0.42
0.52
0.57
0.51
0.66
0.19
0.26

*Bathymetry quality from Global Multi-Resolution Topography Data Synthesis (GMRT) is measured by visual inspection. Good if
most major geological features can be identified clearly, Medium if only the ridge and transform fault can be clearly identified,
otherwise Bad .
†Spatial segmentation type catagorized. FaultProp denotes that earthquake segmentation is not observed to be associated with
large-scale geological structures, thus is infered due to variations of fault properties, GeoStruct denotes earthquake segmentation
due to large-scale geological structures. Undecided only for Sovanco and Mabahiss due to being unable to assign a type.
§Creeping segment fraction. (reloc) denotes averaging by relocated events since 1990. (1950) denotes averaging by all events
since 1950.
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APPENDIX B
Introduction
These tables and figures are selected output of numerical simulations to support
the MANUSCRIPT 2.
Table B-1 Parameters for the reference model.
𝐷c

Maximum
effective
normal stress

4 mm

50 MPa

𝑎 − 𝑏 (𝑎, 𝑏)
VS
VW

0.0035
(0.015,
0.0115)
-0.0035
(0.015,
0.0185)

4 mm

Barrier
width

Vplate

𝑓"

𝑉"

10 km

140
mm/year

0.6

10#$ m/s

50 MPa

Table B-2 Summary of all simulations.
𝜎VS (MPa)

Simulation
Time (year)

200
150
100
80
60
50 [REF]
25
10
5
1

600
600
600
600
600
1800
1800
1800
1200
600

Synchrony (second half, M ≥ 5.5 only, 𝐶right = 2.5/1.5/1.1)

Type*

mean

std

% of ≥ 0.75

0.96/0.97/0.96
0.97/0.97/0.96
0.97/0.96/0.96
0.97/0.97/0.96
0.96/0.97/0.96
0.82/0.89/0.82
0.91/0.99/0.99
0.89/0.87/0.87
1.00/0.95/0.92
1.00/1.00/1.00

0.01/0.01/0.02
0.01/0.01/0.01
0.01/0.01/0.01
0.01/0.00/0.01
0.01/0.00/0.01
0.20/0.15/0.22
0.16/0.01/0.01
0.18/0.19/0.17
0.00/0.13/0.17
0.00/0.00/0.00

100/100/100
100/100/100
100/100/100
100/100/100
100/100/100
65/86/66
81/100/100
77/72/72
100/90/81
100/100/100

sy/sy/sy
sy/sy/sy
sy/sy/sy
sy/sy/sy
sy/sy/sy
cp/sy/cp
sy/sy/sy
cp/cp/cp
sy/sy/sy
sy/sy/sy

0.97/0.98/0.97
0.97/0.98/0.97
0.98/0.98/0.97
0.98/0.98/0.97
0.74/0.83/0.79
0.97/0.98/0.97
0.96/0.97/0.96

0.01/0.01/0.01
0.01/0.01/0.01
0.00/0.00/0.01
0.01/0.01/0.01
0.20/0.14/0.19
0.00/0.00/0.00
0.00/0.00/0.00

100/100/100
100/100/100
100/100/100
100/100/100
38/61/59
100/100/100
100/100/100

sy/sy/sy
sy/sy/sy
sy/sy/sy
sy/sy/sy
cp/cp/cp
sy/sy/sy
sy/sy/sy

𝑎, − 𝑏 via 𝑎 (𝑏VS = 0.0115)
0.014
0.0105
0.007
0.004725
0.00175
0.0007
0.000175

600
600
600
600
600
1200
600
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𝑎 − 𝑏0 via 𝑏 (𝑎VS = 0.015)
0.014
0.0105
0.007
0.004725
0.00175
0.0007
0.000175

600
600
600
600
600
1800
1200

0.98/0.98/0.97
0.98/0.98/0.97
0.98/0.98/0.97
0.98/0.98/0.97
0.79/0.81/0.76
0.96/0.27/0.96
0.79/0.69/0.70

0.00/0.01/0.01
0.00/0.00/0.01
0.00/0.00/0.01
0.01/0.00/0.01
0.21/0.17/0.18
0.01/0.01/0.00
0.07/0.07/0.07

100/100/100
99/100/100
100/100/100
100/100/100
56/72/42
100/0/100
97/3/4

sy/sy/sy
sy/sy/sy
sy/sy/sy
sy/sy/sy
cp/cp/cp
sy/ur/sy
sy/ur/ur

600
600
1200
600
600
600
1800

0.52/0.52/0.90
0.02/0.46/0.76
0.94/0.94/0.91
0.96/0.95/0.89
0.81/0.79/0.86
0.84/0.84/0.72
0.92/0.87/0.87

0.00/0.01/0.0
0.01/0.01/0.15
0.03/0.01/0.01
0.05/0.02/0.20
0.17/0.20/0.19
0.15/0.07/0.18
0.15/0.14/0.16

0/0/100
0/0/63
100/100/100
97/100/87
69/57/71
61/97/28
97/94/98

ur/ur/sy
ur/ur/ur
sy/sy/sy
sy/sy/sy
cp/cp/cp
cp/sy/cp
sy/sy/sy

WVS (km)
40
30
20
15
5
3
2

* sy means synchronized; cp means complex; ur means unrelated.
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Figure B-1 Timing of earthquakes on the two patches over the simulation period for
the models with different effective normal stress and run only 600 years.
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Figure B-2 Timing of earthquakes on the two patches over the simulation period for
the models with different 𝑎 − 𝑏 by varying 𝑎 and run only 600 years.
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Figure B-3 Timing of earthquakes on the two patches over the simulation period for
the models with different 𝑎 − 𝑏 by varying 𝑏 and run only 600 years.
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Figure B-4 Timing of earthquakes on the two patches over the simulation period for
the models with different barrier width and run only 600 years.
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Figure B-5 Timing of earthquakes on the two patches over the simulation period for
the models that run 1200 years.
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Figure B-6 Timing of earthquakes on the two patches over the simulation period for
the models that run 1800 years.
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Figure B-7 Simulation result with only one VW patch on the right. All the settings are
the same as model 0 except the left VW patch is replaced with a VS patch. (a) The
seismic and afterslip ratio along strike. (b) Average accumulated slip along the fault
between 1-10 km depth. The magenta shows the slip during earthquakes every 20
seconds, whereas black show the slip every year. (c) Earthquake catalog between
year 250 and 300. The numbers are the magnitude of the earthquakes.
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Figure B-8 Seismic coupling ratio and afterslip ratio of selected cases using data of the
first 600 years. This shows that for very small 𝑎 − 𝑏 (0.000175), afterslip will penetrate the barrier further for simulations with a smaller 𝑎 and 𝑏 (𝑎 = 0.011675 and 𝑏
= 0.0115 [blue lines] versus 𝑎 = 0.015 and 𝑏 = 0.014825 [orange lines]). Please
note that these values are only for the middle barrier patch. This also shows that the
penetration does not depend on initial conditions much and the difference is minor
for larger 𝑎 − 𝑏 (0.0007).
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Figure B-9 (a, c, e) Observations of earthquakes on Gofar and Discovery between
1995-2020. (b, d, f) Model output of several models. Please note that the model
output is 20 years instead of 25, in order to highlight the similarity. The interval of
model output is slightly shorter than observation.
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APPENDIX C
Introduction
These materials contain the approach of how we choose the initial conditions, the
selected output of numerical simulations to support the MANUSCRIPT 3, and the further discussion of the instability issue within the relaxation Green’s function kernel.
Choose initial conditions
To investigate the intrinsic fault behavior given a set of fault parameters, different
initial conditions are applied when simulating the earthquake cycle without the mantle.
Concretely, we set the initial velocity to be plate rate 𝑉init = 𝑉pl and the initial state
variable to be θinit = 𝐿/(𝐶𝑉init ) where 𝐶left = 1.1 for the left half of the fault and different values 𝐶right (larger than 1.1) for the right half part, respectively. Furthermore,
we set 10?P m/s as the threshold for seismic slip based on which we extract the synthetic earthquake catalog. Figure S1-S3 shows the synthetic catalogs when the barrier
width ℓVS are 10 km, 20 km, and 30 km apart respectively.
We observe that when ℓVS = 10 km, the fault system is complex as switching between synchronized and desynchronized resulted from many small earthquakes.
Therefore, one initial condition is picked when 𝐶right = 1.1 at year 962.5 and another
when 𝐶right = 2.5 at year 812.0. The former corresponds to that the fault switches from
being desynchronized to being synchronized and the latter corresponds the opposite.
When the ℓVS = 20 km or ℓVS = 30 km apart, the system is more regular, and
the initial offset is more likely to be preserved throughout the whole simulation, while
in the latter case, a smaller variation of synchronicity indicates smaller static stress
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perturbation at an even larger distance. Therefore, in case that ℓVS = 20 km, one initial condition is picked when 𝐶right = 3.0 at year 1109.0 and another when 𝐶right = 4.0
at year 1109.75. In case ℓVS = 30 km, one initial condition is picked when 𝐶right = 1.1
at year 1108.0 and another when 𝐶right = 4.5 at year 1107.5. In both cases, the former
corresponds that the system is synchronized while the latter corresponds the system is
desynchronized (i.e., offset by half cycle).

Figure C-1 The synthetic catalog of the fault without the mantle when the barrier
width ℓVS is 10 km. Different subplots show different initial conditions, annotated
in the lower left corner, that is applied to the fault system. The blue stem denotes an
event on the left VW whereas red stem denotes one on the right VW. The star
shows the synchronicity 𝑠 (defined in the main context).
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Figure C-2 The synthetic catalog of the fault without the mantle when the barrier
width ℓVS is 20 km. Different subplots show different initial conditions, annotated
in the lower left corner, that is applied to the fault system. The blue stem denotes an
event on the left VW whereas red stem denotes one on the right VW. The star
shows the synchronicity 𝑠 (defined in the main context).
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Figure C-3 The synthetic catalog of the fault without the mantle when the barrier
width ℓVS is 30 km. Different subplots show different initial conditions, annotated
in the lower left corner, that is applied to the fault system. The blue stem denotes an
event on the left VW whereas red stem denotes one on the right VW. The star
shows the synchronicity 𝑠 (defined in the main context).
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Figure C-4 The synthetic catalog in which the barrier width ℓVS is 10 km, assuming
dislocation creep is the dominant plastic deformation mechanism and using a synchronized initial condition. The number 𝒜dis corresponding to the multiplier to the
base rheology parameters shown in Figure 1c and Table 3.2 is annotated in the
lower left corner.

Figure C-5 The synthetic catalog in which the barrier width ℓVS is 20 km, assuming
dislocation creep is the dominant plastic deformation mechanism and using a synchronized initial condition. The number 𝒜dis corresponding to the multiplier to the
base rheology parameters shown in Figure 1c and Table 3.2 is annotated in the
lower left corner.
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Figure C-6 The synthetic catalog in which the barrier width ℓVS is 30 km, assuming
dislocation creep is the dominant plastic deformation mechanism and using a synchronized initial condition. The number 𝒜dis corresponding to the multiplier to the
base rheology parameters shown in Figure 1c and Table 3.2 is annotated in the
lower left corner.

Figure C-7 The synthetic catalog in which the barrier width ℓVS is 30 km, 𝒜dis = 10$ ,
and using a synchronized initial condition. The number ϵ̇ $KL corresponds to the
background strain rate applied in the models.
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Figure C-8 The synthetic catalog in which the barrier width ℓVS is 30 km, assuming a
constant linear viscosity applied in the entire mantle space. The viscosity 𝜂 is annotated in the lower left corner.

Figure C-9 The synthetic catalog in which the barrier width ℓVS is 30 km, assuming
diffusion creep is the dominant plastic deformation mechanism. The number 𝒜dif
corresponding to the multiplier to the base rheology parameters shown in Figure 1c
and Table 3.2 is annotated in the lower left corner.
Table C-1 The average synchronicity (left number) and the standard deviation (right
number) after year 250 of the simulations. Top row denotes the barrier width ℓVS .
First column denotes the key parameter varied. Two sets of initial conditions, as
discussed above, are annotated ahead.
ℓVS

Offset initial condition
𝒜dis = 10$
𝒜dis = 10;
𝒜dis = 107
𝒜dis = 10P
ϵ̇ $KL = −10?;; s-1
ϵ̇ $KL = −10?;$ s-1
𝒜dif = 10$
𝒜dif = 10P

10 km

20 km

30 km

0.96|0.014
0.96|0.013
0.97|0.011
0.97|0.011
0.97|0.011
0.97|0.010
0.87|0.235
0.75|0.341

0.87|0.009
0.88|0.009
0.89|0.001
0.91|0.009
0.90|0.010
0.93|0.015
0.00|0.000
0.00|0.002

0.29|0.008
0.87|0.003
0.86|0.010
0.87|0.008
0.87|0.006
0.89|0.019
0.01|0.000
0.34|0.004
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𝒜dif = 10J
0.90|0.219
𝜂 = 10;O Pa s
0.72|0.340
;<
0.92|0.146
𝜂 = 10 Pa s
;J
0.84|0.279
𝜂 = 10 Pa s
Synchronized initial condition
𝒜dis = 10$
0.96|0.014
0.96|0.014
𝒜dis = 10;
7
0.97|0.012
𝒜dis = 10
P
𝒜dis = 10
0.97|0.012
$
?;; -1
ϵ̇ KL = −10
s
0.97|0.012
$
?;$ -1
ϵ̇ KL = −10
s
0.97|0.010
$
0.79|0.312
𝒜dif = 10
0.64|0.372
𝒜dif = 10P
J
𝒜dif = 10
0.93|0.183
;O
𝜂 = 10 Pa s
0.87|0.257
𝜂 = 10;< Pa s
0.96|0.018
;J
0.98|0.010
𝜂 = 10 Pa s

0.92|0.018
0.88|0.006
0.89|0.011
0.93|0.000

0.88|0.010
0.16|0.001
0.84|0.007
0.90|0.001

0.87|0.014
0.88|0.009
0.89|0.007
0.91|0.008
0.90|0.011
0.93|0.016
0.90|0.000
0.89|0.004
0.92|0.015
0.88|0.006
0.89|0.011
0.93|0.000

0.86|0.000
0.87|0.004
0.86|0.008
0.87|0.006
0.87|0.004
0.89|0.019
0.88|0.001
0.87|0.001
0.88|0.010
0.87|0.000
0.84|0.007
0.90|0.000

Instability in the relaxation Green’s function kernel
The governing equation for the viscoelastic relaxation under the framework of the
boundary element method is:
𝜖̇NS = 𝛾|𝜏|F?; 𝜎NSG

(C. 1)

NS
𝜎̇NS = 𝐺HF
𝜖̇HF

(C. 2)

Here, 𝛔 denotes stress tensor, 𝝈G = 𝝈 − tr(𝝈)𝟙/3 is the deviatoric stress, 𝛜 is the
strain tensor, |𝜏| = tr(𝝈G5 𝝈G ) is the deviatoric stress norm, 𝑛 the power coefficient, γ
is the effective viscosity. 𝑖𝑗 and 𝑚𝑛 are the component index which takes 𝑥𝑥, 𝑥𝑦,
NS

𝑥𝑧, 𝑦𝑦, 𝑦𝑧, 𝑧𝑧 under East(+x)-North(+y)-Upward(+z) coordinate system. 𝐺HF denotes
stress Green’s function from strain 𝑚𝑛 to stress 𝑖𝑗. Einstein summation is implicit.
Previously, we observe that the instability arises in such equation when using the
3D inelastic Green’s function equations for the hexahedron mesh (Barbot et al., 2017)
when we sample the stress only at the barycenter of each mesh element. This is the so127

called collocation method and no such numerical problem has been identified before,
such as in the 3D elastic dislocation (e.g., Rice, 1993; Liu et al., 2012) or in the 2D inelastic deformation (e.g. Lambert & Barbot, 2016; Barbot, 2018). A way to resolve
this is by sampling the stress in the volume of each mesh element. Concretely,
𝑔=

∫V 𝑓 d𝑉 ∑N 𝑓(𝑥N ) ⋅ 𝑤N
≈
∑N 𝑤N
|𝑉|

(C. 3)

Here, 𝑔 denotes one entry of the stress kernel matrix, 𝑉 is the volume of the receiver element, 𝑓 is the point stress interaction inside the receiver element resulting
from an inelastic volume. Such integration can be approximated via quadrature rule,
where 𝑥N is the 3D integration point in the hexahedron element and 𝑤N is the associated weight.
To further illustrate, suppose we have 𝑁 elements, the stress vector σ is arranged
as follows:
𝜎KK
⎡𝜎KL ⎤
⎢𝜎 ⎥
KZ
𝝈 = ⎢𝜎 ⎥
⎢ LL ⎥
⎢ 𝜎LZ ⎥
⎣ 𝜎ZZ ⎦J[×;

(C. 4)

Then the deviatoric stress 𝛔′ is:
𝝈G = (𝑩𝑨 + 𝕀)𝝈
𝑨 = [𝕀𝑵×𝑵

𝟎𝑵×𝑵

𝟎𝑵×𝑵

𝕀𝑵×𝑵

𝕀𝑵×𝑵
⎡𝟎
⎤
𝑵×𝑵
⎥
1 ⎢𝟎
𝑩 = − ⎢ 𝑵×𝑵 ⎥
3 ⎢ 𝕀𝑵×𝑵 ⎥
⎢𝟎𝑵×𝑵 ⎥
⎣ 𝕀𝑵×𝑵 ⎦
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(C. 5)
𝟎𝑵×𝑵

𝕀𝑵×𝑵 ]

(C. 6)

(C. 7)

Here 𝟙𝑵×𝑵 and 𝟎𝑵×𝑵 are the identity matrix and zero matrix of size 𝑁 × 𝑁, respectively. Then, for the uniform linear viscosity, i.e., γ = 1, 𝑛 = 1, the equation (1)
& (2) can be rewritten as:
𝝈̇ = 𝑮(𝑩𝑨 + 𝕀)𝝈 = 𝑲𝝈

(C. 8)

The system is stable if the maximum real part of the eigenvalues λmax of 𝑲 is
nonnegative. We set up a cube of 2m by 2m by 2 m, in which the number of hexahedrons along each edge is 5, 8 and 10 respectively (Figure S10). Also, we assume the
shear modulus to be 30 GPa and Poisson ratio 0.25. Using this setting, we find that the
λmax of 𝑲 using collocation method is 1015 larger than that using Galerkin method.
Apparently, using collocation method causes strong instability issue which fails the
viscoelastic earthquake cycle simulation. From our experience, using a bulk viscosity
of 1017 Pa s, the system shows instability in approximately 3 years. Using the volumetric mean, while not completely resolving the instability, is more than enough to carry
out the earthquake cycle simulation for sufficient duration without raising alarming instability artifacts. The instability here can perhaps be a physical feature instead of bug
and to further dampen the instability, buoyancy forces and gravity are worth considering. However, this is beyond the scope of the current study.
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Figure C-10 The mesh for computing the relaxation Green’s function kernel.
Table C-2 Maximum real part of the eigenvalue of the relaxation Green’s function kernel in equation (C.8) using the Gaussian quadrature rule.
Gaussian quadrature order
Collocation
1
3
4
9
12
15

Max real part of λmax of 𝑮
1.31e10
-7.79e8
-6.48e8
-1.08e9
-1.13e9
-1.13e9
-1.13e9

Reference
(included in Reference section in MANUSCRIPT 3)
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Max real part of λmax of 𝑲
1.05e10
9.51e-5
7.34e-5
6.71e-5
8.48e-5
1.01e-4
8.51e-5

