As in other OECD countries, women in New Zealand earn substantially less than men with similar observable characteristics. In this paper, we use a decade of annual wage and productivity data from New Zealand's Linked Employer-Employee Database to examine different explanations for this gender wage gap. Sorting by gender at either the industry or firm level explains less than one-fifth of the overall wage gap. Gender differences in productivity within firms also explain little of the difference seen in wages. The relationships between the gender wage-productivity gap and both age and tenure are inconsistent with statistical discrimination being an important explanatory factor for the remaining differences in wages. Relating across industry and over time variation in the gender wage-productivity gap to industry-year variation in worker skills, and product market and labor market competition, we find evidence that is consistent with taste discrimination being important for explaining the overall gender wage gap. Explanations based on gender differences in bargaining power are less consistent with our findings.
Introduction
In the majority of OECD countries, women have made substantial progress in the labor market since the 1970s, with both wages and labor force participation increasing relative to that for men (Goldin 2014; Blau and Katz 2016) . 1 Notwithstanding these large improvements, women still earn less than 'comparable' men in all OECD countries and, since the 2000s, progress for women in the labor market seems to have stalled (Kunze 2017; Olivetti and Petrongolo 2016; Blau and Kahn 2000) . This has led to a resurgence in papers examining explanations for the remaining gender wage gap. Possible reasons can be broadly aggregated into four categories: i) productivity differences related to some combination of workforce commitment, fertility decisions, and social norms (Azmat and Ferrer 2016; Anderson et al. 2002; Angelov et al. 2016; Bertrand et al. 2015) ; ii) sorting of workers into different industries, occupations, and firms for similar reasons as above, as well as different preferences for competition (Gneezy et al. 2003; 2008) ; iii) differences in bargaining ability, especially in regards to rent sharing (Babcock and Laschever 2003; Card et al. 2016) ; and iv) discrimination either deriving from preferences (taste) or judgements about expected productivity (statistical).
In this paper, we use a decade of annual wage and productivity data from New Zealand's Linked Employer-Employee Database (LEED) to evaluate the relative importance of each of the above explanations for the gender wage gap. We begin by examining the importance of gender differences in sorting between industries and firms in explaining the gender wage gap in a standard wage equation. In contrast to most previous related work, our data cover the universe of workers and we have an administrative match between workers and firms; hence measurement error is minimized. Next, we follow the methodology originated in and to jointly estimate translog firm production functions and wage bill equations that allow us to examine the relative marginal contribution of women to both firm output and wages. Comparing the relative productivity of women to their relative wages gives us a measure of whether women are paid less than men for work of equal value. This could come about because women are less good at bargaining for firm rents or because employers discriminate against women for either taste or statistical reasons.
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A large literature has focused on explaining this gender convergence and has highlighted a number of important contributing factors including increased education among women; increased selection of higher-skilled and older women in the labor force; changing social norms; increased control over fertility decision; and a shift in the economy towards more female-friendly service industries (Jacobsen et al. 2015; Olivetti and Petrongolo, 2016; Bailey et al. 2012 ).
We take two approaches to attempt to distinguish between these reasons. First, we examine how the relative wage-productivity gap varies by the employee's age and tenure with the firm.
Canonical models of statistical discrimination show that the gap should get smaller with both age and tenure as women have more opportunities to reveal their true productivity (Aigner and Cain 1977) . Second, we examine how the relative wage-productivity gap varies across industries and over time. Our data can be linked to an annual business survey that collects rich information on a variety of factors that should be related to both female bargaining power and the ability of firms to taste discriminate against female workers, in particular, the degree of competitiveness in both the product market that the firm faces and the labor market in which it hires, as well as the occupational, age, and skill distribution of workers in the industry. We use this data to examine how the relative wage-productivity gap at the industry-year level varies with these measures and relate our findings back to different models of taste discrimination and worker bargaining power.
We find that gender differences in sorting between either industries or firms explain less than one-fifth of the gender wage gap. Of the 17.5 percentage point gender wage gap that remains unexplained by sorting at most 2 percentage points is explained by gender productivity differences. In fact, with the caveat that it is difficult to accurately measure labor inputs on the intensive margin in our data, our preferred estimates suggest that women are statistically indistinguishable from men in terms of productivity, but have 18 percent lower relative wages.
These results are robust to two approaches for dealing with the potential endogeneity of inputs in the production function. The estimated relative gender wage-productivity gap increases with both age and tenure, even though women's relative productivity is equal to that for men up to age 40 and does not vary by tenure. These results are inconsistent with simple models of statistical discrimination that argue that, as individuals reveal their true productivity, differences between wages and productivity should decline (Altonji and Pierret 2001) .
Relating across-industry and over-time variation in the gender wage-productivity gap to industry-year variation in worker skills, and product market and labor market competition, we find that the gender wage-productivity gap is larger in industry-years with both more skilled workers and less product market competition. This is true even when controlling for industry fixed effects. These results are consistent with models of employer taste discrimination, especially those that allow for frictions in job search (Black 1995; Bowlus and Eckstein 2002; Flabbi 2010) . To test the alternative explanation that gender differences in bargaining power are important, we examine the interaction between labor market competitiveness, product market competitiveness, and workforce skill. Worker bargaining power should be more important for determining wages when it is difficult for firms to hire skilled workers; in contrast, it is cheaper for firms to discriminate when it is easier to hire workers. We find that, in less-competitive high-skilled industry-years, the gender wage-productivity gap is smaller when it is difficult for firms to hire workers. This is more consistent with taste discrimination being important for explaining the overall gender wage gap than with explanations based on gender differences in the willingness to bargain.
New Zealand is a small open economy with a gender wage gap similar to the US and many European countries (Dixon 2000; Kunze 2017) . It was once a highly regulated economy but comprehensive market-oriented reforms were initiated in 1984. In less than a decade, the economy was opened to foreign capital and international trade, government assistance to industry was dramatically reduced, state-owned enterprises were privatized and the employeremployee bargaining process was decentralized (Evans et al. 1996) . As a consequence, New Zealand now has a highly flexible labor market with low rates of unionization and centralized bargaining. Furthermore, female employment rates are high (around 80 percent) and nearly the same as men, on average, women are more educated than men, and the economy is strongly dominated by the service sector (Mercante and Mok 2014) . Hence, in many ways, New Zealand can be seen as leader in the increased reliance on international trade and reduced employment in manufacturing and routine task-intensive activities that is currently happening in most OECD countries (Autor 2014) . As discussed in Olivetti and Petrongolo (2016) , these trends should favor women in the labor market and our results should be seen in that light.
Our paper makes a number of contributions to the literature. To our knowledge, we are the first to examine the relative importance of the four major explanations for why women earn less than men in one paper using one data source that covers the entire economy. Beyond that, we believe we are the first to use rich firm-level information to examine how the gender wageproductivity gap varies by industry and how this relates to important characteristics of those industries, and to use this data to examine different possible explanations for the overall gender wage gap. Importantly, we are also the first paper to examine the relative importance of sorting and discrimination in a country with flexible labor markets were few workers are covered by collective bargaining agreements, as is also the case in most Anglo-Saxon countries.
Furthermore, our finding that taste discrimination is an important determinant of the gender wage gap in a progressive country with high female employment, one of the most flexible labor markets in the world and a labor market that is strongest in sectors that favor women, suggests that this is also likely to be the case in other countries.
Data
We make use of two components of Statistics New Zealand's Integrated Data Infrastructurethe Longitudinal Business Database (LBD) and Linked Employer-Employee Data (LEED).
LEED includes monthly earnings at each employer for all individuals paid a wage through the tax system since April 1999 (Carroll and Wood. 2003; Kelly 2003) . We calculate separate figures for each employer and in our analysis of individual wages we focus on the highest paying job in each year, as here we need to be able to match individual-year observations to one distinct employer.
Limited demographic information on individuals is available for the entire sample period, specifically age, gender and location.
One significant limitation of the LEED data is that it contains no information on hours worked. Fabling and Maré (2015b) have created an algorithm that uses information on multiple jobs, minimum wage rates, job spells and notified job end dates to estimate relative labor input for each worker. It calculates an individual's full-time equivalent (FTE) labor supply at each employer by assuming that the statutory minimum wage is observed, multiple-job workers have 2 LEED uses information from tax and statistical sources to construct a record of paid jobs. Each month all New Zealand employers file an Employer Monthly Schedule (EMS) record with Inland Revenue (IRD), which lists all employees at that firm in the month, the gross income they received and the tax that was deducted at source. the same total labor supply as single job workers and that hourly wage rates are likely to be constant over adjacent months at the start and end of jobs. This approach overestimates the true hours worked for a subset of workers, particularly part-time workers with high wages and only one job. We discuss below how we exploit this information in a variety of ways in our analyses in order to evaluate the robustness of our findings.
The LBD provides annual measures of firm-level (revenue-based) gross output, capital services and intermediate consumption, sourced from a mix of the Annual Enterprise Survey and taxfiled financial accounts data. 4 This information, which is needed to estimate firm level production functions, is only available for for-profit firms in industries that are part of the 'measured sector', identified as "industries that mainly contain enterprises that are market producers. This means they sell their products for economically significant prices that affect the quantity that consumers are willing to purchase" (Statistics New Zealand, 2014) . Our analysis uses three separate samples. The first is a 50 percent random sample of all workeryear observations in LEED in 2000/01 -2010/11, excluding individuals who were ever a working proprietor during the sample window. As wage data for working proprietors may not accurately capture their labor input, it is not possible to identify their highest earning job or their FTE labor inputs. This sample includes 11.3 million observations on 3.1 million individuals. The second sample is a 50 percent random sample of all worker-year observations where an individual works for a firm with valid productivity data and at least five employees, providing a sample of 5.4 million observations on 2.1 million individuals. This second restriction is imposed because we identify the relative productivity of women by focusing on the share of female employment at each firm and how this relates to firm output. Hence, very 4 Gross output is measured as the value of sales of goods and services, less the value of purchases of goods for resale. Capital input is measured as the cost of capital services including depreciation costs; capital rental and leasing costs; and the user cost of capital. The inclusion of rental and leasing costs (including rates) ensures consistent treatment of capital input for firms that own their capital stock and firms that rent or lease their capital stock. The user cost of capital is calculated as the value of total assets, multiplied by an interest rate equal to 10 percent, to approximate the combined cost of interest and depreciation. Intermediate consumption is measured as the value of other inputs used up in the production process. Nominal measures of gross output and factor inputs are separately deflated using the Producer or Capital Goods Price Index, which is available separately for each industry grouping in the measured sector. See Fabling and Maré (2015a) for further details.
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Excluded industries include ownership of owner-occupied dwellings, local and central government, education and training, and health care and social assistance. The sample is further restricted to exclude firms with missing or implausible production data, including those with unusually large changes (more than 400%) in any of gross output, total employment, capital services, or intermediate consumption.
small firms provide little variation to help identify the key parameters in the model. All our results are robust to instead restricting the sample to firms with at least ten employees and in our individual level analysis below we show that the gender wage gap, as well as the importance of sorting into different industries and firms, is similar in the two samples. Our third sample is a firm-year level data set that includes all firm-years where firms have valid productivity data and at least five employees. This sample, which is used to estimate production functions, provides 290 thousand observations on 67 thousand firms. All regressions run using firm data are weighted by the number of employees at each firm so that the result still reflect the situation for the average worker and are comparable to those from the individual level regressions. Individuals working at firms with at least five employees and valid productivity data are more likely to be young and male. This reflects that the unmeasured sectors, especially government, education and health, employ more women and typically have higher returns to tenure. Unsurprisingly, firms are also on average larger in this sample and workers are more likely to work at firms that have multiple plants. The unadjusted earning gap is slightly larger in this sample at 37 percent with no adjustment and 28 percent adjusting for average FTEs.
Finally, the third panel shows the key variables used for estimating firm level production functions. The statistics here are weighted for firm size so reflect the situation for the average worker in our data. The average firm in this sample employees 32 workers, but the average individual works at a firm with 1,280 employees. Most individuals work at firms that do not have a working proprietor, but a small proportion of firms have many. We control for the number of working proprietors in our joint analysis of firm output and wage bill.
Sorting and the Gender Wage Gap
We begin by using the full sample of workers to examine the average difference in earnings between all men and women. This provides a measure of the gender pay gap comparable to that obtained using survey data. We next examine what proportion of the gender pay gap is explained by the sorting of workers into different firms. We do this by examining differences in earnings between men and women working in the same industries and then at the same firms (Heinze and Wolf 2010; Bayard et al. 2003) .
We start by estimating the following regression model:
( 1) where LnEarnijt is the (log) monthly earnings for individual i who is employed at firm j at time t, Femalei is a dummy variable indicating whether or not an individual is female, Xijt are dummies for an individual's age-group (<25, 25-39, 40-54, >54) and their log(FTE) in this job, αt are year fixed effects, and μijt is a stochastic error term. 6 We include an individual's highest paying job in a particular year only. The coefficient of interest in this model is δ, which measures the log earnings gap for the average female worker. We control for log(FTE) instead of calculating a pseudo-hourly wage (e.g. monthly earnings * FTE / 167 hours worked per month) to allow a more flexible relationship between labor input and earnings, which we think could be especially important since the accuracy of our FTE measure is likely correlated with both age and gender. While we do not have information on education, previous work using survey data has found that gender differences in education are generally unimportant for explaining gender wage differences in New Zealand (Dixon 2000) .
We then expand this model, first by adding four-digit ANZSIC industry fixed effects (this is the most disaggregated level available and includes around 500 distinct industries, e.g. clothing and footwear repair) and then firm/year fixed effects. In this final specification, the gender wage gap measured by δ reflects the average difference in wages for men and women with similar characteristics employed at the same firm in a particular year. This captures many of the unobserved differences in worker skills that are often excluded from traditional regression models of the gender wage gap. Comparing δ in these specifications to that estimated in the 6 Our results are unaffected when controlling for a quadratic in age as is more standard in a wage regression. We use this specification instead because discrete age groups are used when allowing for heterogeneity in labor inputs when we estimate firm production functions. * ,
initial regression model reveals how much of the gender wage gap is explained by gender differences in the sorting of workers across industries and firms. Table 2 presents the results from estimating these regression models. Standard errors are clustered at the individual level in each specification allowing for arbitrary correlation in earnings over time for each individual. Given our use of a 50 percent sample of the population, our estimates are extremely precise and all coefficients are significantly different from zero at the 1 percent level. We find that earnings increase with age up until age 40-54 and then decline.
Turning to the main coefficient of interest, our baseline specification indicates that, controlling for only age and each worker's FTE, women earn 19.9 percent less than men on average.
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In the second column, we add controls for the four-digit industry associated with an individual's job. This reduces the unexplained gender wage gap to 18.8 percent; gender differences in industry sorting explain only 6.8 percent of the overall gender wage gap. This is lower than previous estimates in the literature, e.g. the US in 1990 (11.3 percent; Bayard et al. 2003) or New Zealand in 1997-98 (16.5 percent; Dixon 2010), which likely reflects the increasing flexibility of labor markets over time in Anglo countries. Next, we replace the industry controls with firm-year fixed effects. This further reduces the unexplained gender wage gap to 17.7 percent, with 12.2 percent of the overall wage gap explained by gender differences in the sorting of workers into different firms and the remaining attributable to gender differences in pay for workers at the same firms. This is also a lower estimate than that found in the literature, e.g. Portugal in 2002-09 (14.9-19.9 percent; Card et al. 2016) or the US in 1990 (15.6 percent; Bayard et al. 2003) . Again, this likely reflects that more flexible labor market found in New Zealand in the 2000s, which allows for larger within-firm wage differences and also has opened up a wider variety of jobs for women.
Specifications (4) through (6) repeat the previous analysis for the subsample of individuals whose highest paying job is at a firm that employs at least five people and has valid productivity data. Even though women are a smaller share of employees in these firms and sectors of the economy that are considered to be especially female friendly (e.g. government, education, and health) are dropped from the analysis, the overall gender wage gap is quite similar, increasing only from 19.9 to 20.9 percent. In this sample, sorting explains a slightly larger share of the 7 Dixon (2000) estimated the log gender wage gap in New Zealand to be 17 percentage points using survey data from 1997-98. We get a similar estimate when we use a subset of the same survey data that can be linked to our administrative records. Hence, it appears that not being able to fully control for gender differences in hours worked leads us to overstate the overall gender wage gap by around 5 percentage points. However, our estimates of the importance of industry sorting are the same if we use the subset of data where we can control for hours worked.
overall gender wage gap, with industry sorting and firm sorting now explaining 13.6 and 18.3 percent of the gap, respectively. However, sorting still explains less than one-fifth of the overall gender wage gap.
Estimating Gender Difference in Productivity

Econometric Model
The estimation approach used in the previous section is informative about the extent to which men are paid more because they sort into higher-paying industries and firms. However, it does not allow us to account for within-firm differences in marginal productivity. Such differences could result from men and women performing different roles within the firm, expending different amounts of effort, or various other non-discriminatory reasons, such as women having less effective work experience. In this section, we follow the approach pioneered in and and jointly estimate augmented versions of translog production and firm wage bill functions that allow us examine how much of the withinfirm gender wage gap is explained by gender differences in productivity.
A firm's gross output (Y) is modelled as a second-order translog approximation to an arbitrary production function that combines intermediate inputs ( ), capital (K) and effective labor ( ):
( 2 ) where X includes two-digit industry and year fixed effects, as well as controls for the number of working proprietors at the firm and a dummy for the firm having multiple plants, allowing for overall output to vary by these characteristics. Effective labor is modelled as a function of the quantity of labor supplied by workers differentiated into four age groups (<25, 25-39, 40-54, >54) and by gender. Men and women are assumed to supply different amounts of perfectly substitutable labor input, as are workers in different age groups. The marginal product of each type of workers is measured relative to a common base group, e.g. the relative productivity of women is where f indexes female labor and m indexes male labor.
Hence, (log) effective labor can be written as: 
where, for each firm/year, s_f = share of employment that is female, s_lt25 = share of employment that is age <25, s_40-54 = share of employment that is age 40-54, s_gt64 = share of employment that is age > 64, and each ϕ represents the marginal productivity of women relative to men or individuals of different age groups relative to 25 to 39 year-old workers.
Here, the relative marginal products of women in each age group compared with men in the same group are restricted to be equal. This allows us to estimate the proportion of the overall gender wage gap that is explained by differences in productivity. We subsequently relax this assumption and allow gender differences in wages and productivity to vary by age and alternatively by tenure.
The marginal contribution of each type of worker to the total firm wage bill (W) can be estimated from an analogous model where all coefficients are allowed to differ from those estimated in the production function:
where (5) This model can be thought of as a flexible aggregation of individual wage regressions where the relative wages of different types of workers are allowed to depend on detailed firm structure. Table 3 presents the results from substituting (3) into (2) and (5) into (4) and jointly estimating the resulting equations using non-linear seemingly unrelated regressions (NLSUR). The main production function parameters estimated in a translog specification are non-invariant to the units of the data . While there are normalization approaches that can be used to estimate the returns to scale parameters, since these are not the focus of our paper, we instead only present our estimates of the key ϕ parameters which measure the relative productivity (Panel A) of female workers and workers in different age-groups as well their corresponding relative wages (Panel B). Note that the way is defined, productivity and wage differentials between groups are indicated by the estimate of the relevant ϕ being significantly different from one (rather than zero). For example, = 0.69 in the first row of the first specification implies that female workers are 31% less productive than male workers. 
Main Results
We also present in Panel C the percent difference in the relative contribution of different groups of workers to firm's wages and productivity, and test whether this is significantly different from zero. A positive coefficient here indicates that a type of worker is paid relatively less than their marginal product of labor and a negative coefficient indicates the opposite. Standard errors are clustered at the firm level in each regression allowing for arbitrary correlation in output and wages over time for each firm, and all regressions are weighted by the number of employees at each firm so that the results are representative for all workers in the measured sector working for firms with at least five employees.
One important issue we face in estimating both the production function and wage bill equation is how to account for gender and age difference in labor inputs on the intensive margin. Recall from the previous section that we have only a rough measure of hours worked for different workers and that this will be overstated for particular types of workers, e.g. those working parttime at one non-low paid job. We suspect that this is more likely to be the case for female than male workers, and for younger and older workers. If all workers are paid an equal percentage of their marginal product, then it should not matter how we measure labor inputs, since both relative wages and relative productivity will be underestimated by the same proportion (because workers are assumed to be working more than they are actually). However, if parttime workers are treated differently in the wage setting process, as we might expect, then the results could be sensitive to how we measure labor inputs.
For this reason, we initially take four different approaches for measuring labor inputs and judge whether our results are robust to the chosen method. In our first specification, we take the simplest approach and use a head-count measure of labor with all workers counting equally. In the second specification, we instead measure labor and labor shares by summing worker FTEs as measured using the Fabling and Maré (2015b) algorithm. In the third specification, instead of summing workers FTEs, we use the derived FTE measure to identify whether employees are likely to work part time (FTE<1) or full time. We then include a separate ϕ for part-time workers relative to full-time workers of the same gender and age group, which does not differ by gender or age group. In our final specification, instead of using the FTE measure to classify individual workers, we calculate the average FTE of male and female workers in each firm/year and estimate an adjustment factor that modifies labor inputs to account for gender differences in average FTEs. Specifically, the labor input of a particular type of worker i is calculated as , with δ invariant across types. The values of δ in the production function and wage bill equation are estimated as part of the NLSUR estimation. This final
approach is the most flexible as it allows the data to speak to how the estimated FTEs translate to different levels of output and wages.
Turning to the results, when labor inputs are measured only based on the number of employees at a firm, we find that women are, on average, 31% less productive than men, young and older workers are 80-82% less productive than 25-39 year-olds and 40-54 year-olds are 22% less productive than 25-39 year-olds. In each case, these productivity differences are significant.
Wage differences follow the same pattern for workers. Comparing productivity differences to wage differences, we find that women are paid 11.6 percent less than men for the same contribution to firm output and older workers are paid more than double relative to their contribution. For the other age groups, relative wages are not significantly different to relative contributions to productivity.
The remaining results indicate that there are clear differences in how full-time and part-time workers are compensated and that this is important for evaluating the relative productivity of women, young and older workers, which are all groups with a high propensity to engage in part-time work. All of our methods for adjusting labor inputs to account for differences along the intensive margin of work produce remarkably similar results. In each case, the relative contribution of women to firm output is not significantly different to that for men. The ageproductivity gradient is also much less steep once we control for intensive margin differences.
Overall, we find the same pattern for relative productivity-wage differences, but now we estimate that women are paid 15.7 to 16.9 percent less than men relative to their marginal product, and older workers 41.5 to 51.6 percent more than prime-aged workers relative to their marginal product. Again, none of the other age differences are significant. These results imply that of the 17.5 percentage point gender wage gap that remains unexplained by the sorting of workers into firms at most 2 percentage points is explained by gender productivity differences.
It is important to note that the method used here identifies relative differences in the productivity of different types of workers by relating cross-sectional variation in the demographic characteristics (age and gender) of workers to cross-sectional variation in output across firms. Controlling for industry fixed effects means that these comparisons are only made within industry and using a translog production function allows for flexible correlations between the demographic characteristics of the firm's workforce and the firm's production technology embedded in their use of intermediate goods and capital. Hence, the key assumption is that, within 2-digit industries, the gender mix of employees is not correlated with the ratio of the average female wage to the average male wage, and that, equivalently, high-productivity and low-productivity workers do not sort into firms with particular gender ratios.
That said, a number of our findings suggest that issue is unlikely to be important. First, the fact that we find that across-firm sorting explains at most one-fifth of the overall gender wage gap suggests that across-firm sorting based on productivity differences is also unlikely to be an important phenomena. Second, tightly related to this finding, our finding that the relative contribution of female workers to the overall wage bill is similar to the within-firm gender wage gap also suggests that across-firm sorting based on wages is unimportant. Finally, our finding that, controlling for differences in intensive margin labor inputs, women are equally productive to men, also suggests that across firm sorting based on productivity differences is unlikely to bias our estimates of how relative wages compare to relative marginal products for women.
Robustness
In Table 4 , we examine the robustness of our results to a number of sampling and modelling decisions and, in particular, to the potential endogeneity of inputs. While all three specifications above that adjust labor inputs on the intensive margin produce similar results, we focus on the final specification, which uses a data driven approach to estimate how FTEs translate to output and wages, here and in all our further robustness checks and extensions. This approach is the most flexible and also estimates the relative contribution of women to the firm wage bill to be nearly the same as the gender wage gap estimated using individual wage regressions, which provides a type of external validity for the approach.
Here, we only present the main results for gender differences with the age results available in Appendix Table 1 . In the first column, we repeat the results from our preferred specification from Table 3 for ease of comparison. In the second column, we re-estimate this specification omitting the two-digit ANZSIC industry fixed effects. Perhaps surprisingly, women appear to sort into more productive industries that also have higher wages but larger gender differences in wages relative to marginal productivity. Hence, failing to control for industry fixed effects leads to an 8 percent increase in the gender wage-productivity gap. In the third column, we drop firms with more than one working proprietor. These individuals contribute to firm output but not to the wage bill so including firms with large numbers of working proprietors might bias the results if this is also correlated with gender composition. Dropping nearly one-third of the firms from our sample has little impact on the results.
Another issue with estimating production functions is the potential endogeneity of inputs. In our application, this will only bias our estimates of relative wage-productivity differences if firm demographic characteristics are correlated with production decisions. We first examine whether the potential endogeneity of intermediate inputs affects our estimates. We do this by transforming our production function into a value-added model where the outcomes is now ln(Y -M) and intermediate inputs are no longer included is an independent variable. This sidesteps the endogeneity issue by avoiding estimation of a coefficient for this variable.
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As can be seen in the fourth column of Table 4 , the results using this approach are nearly identical to our original estimates.
Next, we use the control function approach introduced by Olley and Pakes (1996) to account for the potential endogeneity of both intermediate inputs and capital. In particular, we extend the production function estimated above to include a third degree polynomial in capital and investment (capital next period minus 0.9 of capital this period). As described in Olley and
Pakes, under the assumption that labor is a non-dynamic input and productivity shocks follow a first-order Markov process, this approach controls for any unobserved shocks to firm productivity that are correlated with both the dynamic inputs (capital and intermediate inputs)
and output. One issue with this approach is that investment calculated from the data can be zero or negative, which in theory should not be possible. Hence, we estimate two versions of this model, one with the full sample of firm-years for which we can calculate investment and a second for the subsample of firms with positive investment. In both cases, our estimates for the relative productivity of women are nearly identical to our original estimate.
Discussion
Our main finding from estimating firm level production functions and wage bill equations is that of the 17.5 percentage point gender wage gap that remains unexplained by the sorting of workers into different firms at most 2 percentage points is explained by gender productivity differences. As discussed in , this result is inconsistent with the assumption that the labor market is characterized by profit-maximizing or cost-minimizing firms in a competitive spot labor market. Most previous papers using this approach have argued that any differences here are indicative of gender discrimination. A second possibility, as 8
As discussed in , there are other potential benefits of a value-added specification. For example, net output is typically more comparable across industries and firms that differ in their degree of vertical integration. Interestingly, this specification can be derived from quite polar assumptions: either the elasticity of substitution between intermediate inputs and value added is zero or it is infinite. discussed in Card et al. (2016) , is that a subset of firms are profitable and share rents with their employees and that women are not as good as men at getting a share of these rents (which arguably could also be because of discrimination).
In the remaining sections of the paper, we take two approaches to attempt to distinguish between these different explanations for the estimated gender wage-productivity gap, as well as to evaluate the relative importance of statistical versus taste discrimination. In the next section, we examine how the relative wage-productivity gap varies by age and tenure within the firm, and relate this to models of statistical discrimination. In the following section, we examine how the relative wage-productivity gap varies across industries and over time. We then link this information to data on a variety of factors that should be related to both female bargaining power and the ability of firms to taste discriminate against female workers and evaluate different explanations for the relative wage-productivity gap.
Heterogeneity in Gender Difference in Productivity
In Table 5 , we present results from estimating extended versions of the production functions and wage bill equations discussed in the previous section. In particular, we first extend each to allow for an interaction between gender and age in the augmented labor input function. In particular, we now allow the productivity of workers, as well as their contribution to wages, to vary along both dimensions simultaneously. The estimated ϕs are now relative to the base group of 25-39 year-old men. However, the results as presented show the age-productivity gradient for men and then the relative productivity of women in each age group. The model is the same in all other dimensions as what we previously estimated.
Women are found to be equally productive as similarly aged men up to age 40. In the 40-54 year-olds group, women are substantially less productive than men. This could reflect some combination of the selection of women who remain in the workforce, skill depreciation that occurs after the main childbearing years, and birth cohort effects. It is outside the scope of this paper, but examining this more closely would be an interesting extension. More relevant for our paper, we find that the gender difference in wages relative to productivity increases with age. We find no evidence of a gender wage-productivity gap for young women, a 16 percent gap for women aged 25-39, a 21 percent gap for those aged 40-54 and a 49 percent gap for older women.
We also extend our analysis to instead allow gender differences in wages relative to productivity to vary by an individual's tenure with the firm. We define three tenure groups; individuals who have been at the firm for less than one year (23% of employees), those that have been at the firm for one to two years (54% of employees) and those who have been at the firm for two or more years (23% of employees).
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New Zealand has a generally high turnover of employees, so this analysis is best for examining productivity and wage growth early in one's job. The estimated ϕs are now relative to the base group of men who have been at the firm for less than one year. However, the results as presented show the tenure-productivity gradient for men and then the relative productivity of women in each tenure group. Again, the model is the same in all other dimensions as what we previously estimated and we do not interact age and tenure or age and gender.
For both genders, there is suggestive evidence that productivity increases with tenure, but for women the tenure-productivity profile is much steeper. Men's wages also increase with tenure, but women's decline in relative terms. Taken together, while there is no initial gender wageproductivity gap, women who remain at the same firm for more than one year end up getting paid over 20 percent less than men for the same marginal product.
Statistical discrimination arises when workers are unable to signal their true productivity and employers use aggregate information to estimate expected productivity. Even if there are no differences in average productivity between groups of workers, if productivity varies more among one particular group, then it will make sense for employers to pay lower wages to workers in that group (Aigner and Cain 1977) . One might expect this to be the case for women given their historical lower levels of commitment. However, as workers spend more time in the labor market and with a particular firm, they increase their ability to signal their true productivity through both direct observation, and a better resume and references. Hence, if statistical discrimination is important for explaining differences between the wages and productivity of a particular group of workers, then this gap should get smaller with both age and tenure (Altonji and Pierret 2001) .
In fact, we find the opposite with the gender wage-productivity gap increasing monotonically with both age and tenure. This finding taken together with the fact that productivity does not seem to decline with age (except among women aged 40-54) and tenure, suggests that statistical discrimination is not important for explaining why women in New Zealand are paid less relative to their marginal product than are men. 9 We define tenure based on the number of months employed at a firm as is standard in the literature. In the time period we focus on, New Zealand did not have paid parental leave so months at the firm should represent a similar commitment for male and female workers.
Wage Gap-Productivity Differences Across Industries
In our final analysis, we examine how the relative gender wage-productivity gap varies across industries and over time. This is done by estimating equations (2) and (4) separately by industry and then by industry-year. Figure 1 shows how our estimates of ϕ vary across 37 industries. 10 Here, we pool all years for each industry to more clearly illustrate the variation in our data. In general, there is much less variation in ϕ over time within industries than there is across industries. For each industry, we present on the y-axis and on the x-axis. Industries fall into one of four quadrants based on whether each ϕ is above or below 1.
There are no industries where women are both relatively more productive and paid more than There are 50 3-digit NZSIOC industries in the measured sector of the economy (these are consolidated 3-digit ANZSIC industries which are aggregated to match with macroeconomic data). Examples include Wood Product Manufacturing and Finance and Insurance. We aggregate these further up to 39 industries by combining some smaller industries (in terms of employment) within the same one-digit category. This figure omits two industries with very imprecisely omitted estimates. From the following figure we drop the five industries with the least precisely estimated results. When estimating the model at the industry-year level, we drop all the industry-years with fewer than 40 observations (all of which come from the same industry), where our non-linear SUR model struggles to converge. Starting with Becker (1957) , the argument has been made that taste discrimination cannot persist in a perfectly competitive product market because firms that discriminate will lose money compared to those that do not and will be driven out of the market. This has led a number of papers to focus on the relationship between product market competition and discrimination. 12 An alternative strand of the literature has focused on the importance of competition in the labor market, with the intuition that employers forgo profit whenever a vacancy remains unfilled and hence will find it more expensive to discriminate if labor markets are tight.
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A final related literature is that on rent sharing. An important insight from this literature is that rent sharing is most likely to occur where workers have specialized skills or training and search is costly. Quoting from McLaughlin (1994) , "Unskilled workers are not excluded from the model, but rents for these workers are not predicted to be quantitatively important. The analysis points to managers, professionals, scientists, and skilled technicians and craftsmen as the workers on jobs with potentially important rents."
These surveys can both be directly linked to individuals and firms in our data. However, because they are only for representative samples of individuals and firms, and the BOS oversamples large firms, relying on the linked data would severely restrict our previous analyzes. We are also worried that firm level reports on areas like product market competitiveness and difficulty hiring might be endogenously determined with productivity shocks. This is much less of a concern when focusing on industry level variation.
12
For example, Black and Strahan (2001) show that removing regulations on the banking sector in US led to a reduction in the gender wage gap in this industry while Hirsch et al. (2014) find that the gender wage gap is smaller at firms in Germany that face more product market competition.
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This intuition is formalized in Biddle and Hamermesh (2013) which develops an equilibrium search model that shows that employers discriminate less in a tight labor market and is tested in recent work by Baert et al. (2015) , who find that interview rates for immigrants in a correspondence study in Belgium are higher in occupations for which vacancies are difficult to fill. 14 There is limited empirical evidence for this assertion. For example, Macis and Schivardi (2016) find that increased exports brought about by currency depreciation lead to more rent sharing among experienced workers.
The literature on employee bargaining is less developed. Ellingsen and Rosén (2003) model the choice of whether to bargain with workers in a standard sequential search model with heterogeneous workers. They show that firms are more likely to bargain with higher skilled and more productive workers, and particularly in occupations and jobs with a high dispersion in worker's' skills. Bargaining is also more likely to occur in tight labor markets since in such market workers have higher reservation wages. This last insight is useful for distinguishing between taste discrimination and gender differences in workers' bargaining skills as explanations for industry differences in the gender wage-productivity gap, as taste discrimination should be more prevalent when it is easier to hire workers while bargaining should be more important when labor markets are tight.
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In order to test whether either taste discrimination or gender differences in bargaining explain across industry-year variation in the gender wage-productivity gap, we develop indexes that measure for each industry-year: i) employee skills; ii) product market competition and profitability; and iii) difficulty in hiring skilled workers. Our data contains a number of variables that proxy for these underlying concepts. Instead of specification mining to choose which variables to include in the regression, we use a data driven approach to develop an index for each area. Specifically, for each concept we run a principal component analysis across all industry/year combinations for a group of variables that fits into the category. For each, we then use the first principal component, normalized to mean zero and variance one, to measure the underlying concept. Table 6 presents the results from this exercise. To measure employee skills, we include variables on the occupational distribution of workers in a particular industry-year, as well as the age distribution of workers and the fraction of employees in each of the four quartiles of the skill distribution based on the worker fixed effects estimated by Maré and Hyslop (2006) .
Overall, the first principal component explains 43 percent of the variation in the data and loads positively on high-skilled occupations, prime-age workers and workers in the top skill quartile and negatively on low-skilled occupations, young workers and workers in the low half of the skill distribution. We call this component "Higher Skill". To measure competition and profitability, we include the distribution of reported competitiveness in the product market in a particular industry-year, as well as the average capital to labor ratio. Here, the first principal component explains 48 percent of the variation in the data and loads positively on firms with 15 Supporting this model, Brenzel et al. (2014) examine wage bargaining in the Germany labor market and find that bargaining is more likely for more-educated job applicants and in tighter labor markets. no competition or 1-2 competitors and on the capital to labor ratio, and negatively on firms with many competitors, some dominant. We call this component "Less Competition". To measure difficulty in hiring workers, we include the distribution of reported difficulty in hiring managers and professionals and in hiring technicians and associate professionals. Here, the first principal component explains 48 percent of the variation in the data and loads positively on firms with severe and some difficulty hiring both type of employees and negatively on firms with no difficulty hiring either type. We call this component "More Difficulty Hiring".
We now regress the gender wage-productivity gap in each industry-year on the three indexes created in the previous step, which measure worker skills, product market competition and labor market competition, along with a full set of interactions between these variables. We also control for year fixed effects to allow for any unrelated time-trends in the gender wageproductivity gap (there are none, so we do not present the coefficients from these variables).
We drop ten industry-year observations that have fewer than 40 firms and weight all estimates by the inverse of the standard error of the previously-estimated dependent variable.
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Results are presented in Table 7 . Standard errors are clustered at the industry level to allow for arbitrary correlation in the error terms over time within industries.
There are a number of key findings. First, industry-years with a one standard deviation more skilled workforce have a gender wage-productivity gap that is 19.2 percentage points higher if they have the mean level of product market competition and difficultly hiring. Second, this gap is doubled if the industry-year is one standard deviation less competitive, or is eliminated if the industry-year is one standard deviation more competitive than average. Third, this additional effect of lower levels of competition is eliminated if the industry-year has a one standard deviation higher difficulty in hiring. Overall, we find that the gender wage-productivity gap is larger in industry-years with higher skilled workers, lower levels of product market competition, and more competitive hiring markets.
The second column shows that these results are robust to including 26 two-digit NZSIOC industry fixed effects; this implies that differences over time and across very similar industries in product market competitiveness, workers skills, and difficulty hiring are correlated with differences in the gender wage-productivity gap in these industries. In the third column, we add three-digit NZSIOC industry fixed effects and hence rely on only time variation to identify our model. While none of our coefficient estimates are significantly different than those in the 16 Our results are qualitatively unaffected by instead weighting by the inverse of the standard error of the previously-estimated dependent variable multiplied by the number of workers in each industry-year. previous specification, none are now significantly different from zero either. Moving from twodigit to three-digit industry fixed effects only increases the R-squared of the model by 0.007 suggesting that two-digit industry fixed effects capture most of the across-industry variation in the gender wage-productivity gap.
These results are consistent with models of taste discrimination, especially those that allow for frictions in job search (Black 1995; Bowlus and Eckstein 2002; Flabbi 2010) , and strongly suggest that taste discrimination persists in these industries and is important for explaining the overall gender wage gap. We provide new evidence that discrimination is greatest when product markets are non-competitive for an industry but firms find it easy to hire. One can imagine this to be a commonplace situation as jobs in profitable industries that share rents with their employees are likely to be in demand. We are the first paper to our knowledge to show that discrimination is concentrated in industries that employ more high-skilled workers. Our finding that the gender wage-productivity gap is smaller in less competitive industries with a more skilled workforce when there is it is more difficult for firms to hire workers is less consistent with gender differences in bargaining power being important for explaining the overall gender wage gap.
Conclusions
In this paper, we use a decade of annual wage and productivity data from New Zealand's Linked Employer-Employee Database (LEED) to evaluate the relative importance of each of the following explanations for the gender wage gap: i) sorting of workers into different industries and firms; ii) productivity differences; iii) discrimination either deriving from preferences (taste) or judgements about expected productivity (statistical); and iv) differences in bargaining ability, especially in regards to rent sharing.
We begin by examining the importance of gender differences in sorting between industries and firms in explaining the gender wage gap in a standard wage equation. We find that gender differences in sorting between either industries or firms explain less than one-fifth of the gender wage gap. Next, we jointly estimate translog firm production functions and wage bill equations that allow us to examine the relative marginal contribution of women to both firm output and wages. Comparing the relative productivity of women to their relative wages gives us a measure of whether women are paid less than their marginal product. Of the 17.5 percentage point gender wage gap that remains unexplained by sorting at most 2 percentage points is explained by gender productivity differences. The remaining gender wage gap could come about because women are less good at bargaining for firm rents or because employers discriminate against women for either taste or statistical motives.
We take two approaches to attempt to distinguish between these reasons. First, we examine how the relative wage-productivity gap varies by age and firm tenure. The estimated relative gender wage-productivity gap increases with both age and tenure, even though women's relative productivity is equal to that for men up to age 40 and does not vary by tenure. These results are inconsistent with simple models of statistical discrimination that argue that, as individuals reveal their true productivity, differences between wages and productivity should decline. Second, we examine how the relative wage-productivity gap varies across industries and over time and how this relates to both female bargaining power and the ability of firms to taste discriminate against female workers. We find that the gap is larger in industry-years with higher skilled workers, lower levels of product market competition, and less difficulty in hiring workers. These results are consistent with models of taste discrimination and strongly suggests that taste discrimination persists in these industries and is important for explaining the overall gender wage gap. Our findings are less consistent with gender differences in bargaining power being important for explaining the overall gender wage gap.
New Zealand is a small open economy with a gender wage gap similar to the US and many European countries. It has a highly flexible labor market with low rates of unionization and centralized bargaining, high female employment rates, and the economy is strongly dominated by the service sector. In many ways, New Zealand can be seen as leader in the increased reliance on international trade and reduced employment in manufacturing and routine taskintensive activities that is currently happening in most OECD countries. These characteristics of the New Zealand labor market should favor women in many ways. Hence, our finding that taste discrimination against women persists in many sectors of the economy is discouraging and suggests that stronger enforcement of equal pay regulations could be beneficial for many women. It also seems quite likely that similar situations exist in the majority of OECD countries, which have less flexible labor markets or a slower shift towards the service sector. Note: All employment variables refer to the firm where in individual received the most pay during the year. Earnings are in nominal dollars. Unless noted all firm level variables are weighted by the number of employees at each firm so that the figures are representative for the average workers. The paper provides more information on how each sample is defined.
66,765
Individual Data -All Individuals (1) to (3) is employees in all firms; the sample in columns (4) to (6) is employees in firms with at least 5 employees and valid productivity data. All columns use a random 50% sample for empirical tractability. All regressions include year fixed effects. Notes: Asterisks on phis indicate difference from 1, on the comparison terms in Panel C difference from 0: * p<0.05, ** p<0.01. Standard errors in parentheses account for clustering at the firm level. Results are from non-linear estimation of translog production function and wage bill equation, allowing labour contribution to vary by gender and age separately. All regressions are weighted by either firm head count (cols 1 and 3) or firm FTE (cols 2 and 4). The phis represent the relative contribution of a particular group to the production or wage bill compared to either men or individuals aged 25-39. All models include 2-digit ANZSIC06 industry and year fixed effects, as well as controls for (log) labour, (log) capital, (log) intermediate consumption, the squares and interactions between these inputs and controls for the number of working proprietors at the firm. Notes: Asterisks on phis indicate difference from 1, on the comparison terms in Panel C difference from 0: * p<0.05, ** p<0.01. Standard errors in parentheses account for clustering at the firm level. Results are from non-linear estimation of translog production function and wage bill equation, allowing labour contribution to vary by the intersection of gender and age or tenure and age. Labour is specified as head count * (average FTEs)^delta in all regressions and all regressions are weighted by firm FTE. The phis represent the relative contribution of a particular group to the production or wage bill compared to men aged 25-39 or men with less than one year of tenure. All models include 2-digit ANZSIC06 industry and year fixed effects, as well as controls for (log) labour, (log) capital, (log) intermediate consumption, the squares and interactions between these inputs and controls for the number of working proprietors at the firm. The number of observations is 290,490. g   EE11  AA32  RS21  AA13  RS11  GH12  AA11  MN21  EE13  II11  KK13  GH11  CC3  CC21  GH13  GH21  JJ11  LL11  FF11  II13  EE12  CC41  CC1  CC91  CC7  MN11  CC61  CC82  BB11  KK1_  JJ12  CC81  DD1  II12 industry 
