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KUHN-TUCKER-THEORIE FÜR FUNKTIONEN MIT 
RICHTUNGSABLEITUNGEN 
K. H. ELSTER - R. GÖTZ - J . MAGEROD 
In einer 1966 erschienenen Arbeit von J . B r a m ([3]) wurde die Aussage 
des Satzes von K u h n und T u e k e r (vgl. [8]) auf Optimierungsprobleme 
übertragen, bei denen die Zielfunktion nur Richtungsableitungen besitzt, 
während die Restriktionsfunktionen der Klasse C1 angehören. I n der vorlie­
genden Arbet werden diese Untersuchungen weitergeführt, wobei sich eine 
gegenüber Bram wesentlich verallgemeinerte Form dieses Satzes ergibt1). 
Beziehungen zu lokalen und globalen Optimalitätsbedingungen bzw. Sattel­
punktbedingungen werden untersucht und notwendige Optimalitätsbedin­
gungen formuliert. 
Wir gehen von folgendem Problem aus: 
P I : max{/(^) \xeG}, 
G = {x\xeRn, gj(x) ^ 0, j e J} 
mit der Indexmenge J = {1, . . ., m} und den stetigen Funktionen 
f:Rn-> R, g3 : R
n ->R,JE J . 
Wir sagen, daß eine Funktion h(x) : Rn --> R im Punkte x® e Rn eine Rich­
tungsableitung bezüglich der Richung u e Rn besitzt, wenn der Grenzwert 
dh(x<>) h(xQ + Xu) — h(x*) 
(1) : = l im 
du .w+o X 
existiert und endlich ist. Den trivialen Fall u = 0 schließen wir zur Verein­
fachung der folgenden Betrachtungen nicht aus. Hierbei handelt es sich 
jeweils nur um eine einseitige Richtungsableitung, für die im allgemeinen 
keine Beziehung zu der entsprechenden Ableitung bezüglich (—u) e Rn 
besteht. 
Im folgenden verwenden wir die Abkürzung 
?h(x*) 
Dnh(x») : =- — • 
du 
-) Vgl. dazu auch M a g e r o d [9], v\o Aussagen ähnlich denen in der vorliegenden 
Arbeit für solche Funktionen getroffen werden, die Richtungsableitungen bezuglich 
aller Richtungen besitzen. 
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In Abhängigkeit vom Punkt x° e G definieren wir den Kegel der Richtungs-
ableitungen einer Funktion h(x) gemäß 
Ch(x°) : = {u | u e R
n; es existiert Duh(xo)}. 
Weiter definieren wir 
J°: = {j\jeJ,gs(afi) = 0} 
und 
Cj(xO) : = f ) Cn(?fi); C^cfi) : = f] Cgs(x»), 
jej jej" 
Die Menge 
C(зfi) = Cf(x<>) n Cj„(x°). 
K(x°) : = {u\ue C(nfi)', Dug}(xO) ^ 0 Vj e J
0}. 
heißt verallgemeinerter linearisierender K e g e l (vgl. [1]). 
Dem Vorgehen von Be rge , G h o u i l a - H o u r i [2] folgend, stellen wir 
dem Ausgangsproblem P I folgende Probleme gegenüber: 
P2 (Lokales Maximum-Problem): 
Gesucht ist ein Punkt x° e G, so daß zu jedem ueRn eine Zahl /° > 0 
existiert mit 
P3 (Richtungsproblem): 
Gesucht ist ein Punkt x° e 6? mit 
u G K(^0) => Duf(x°) ^ 0. 
P4 (Lagrange-Problem): 
Gesucht ist ein Punkt (x°, p°) e G X R™ mit 
Duf(x°) + 2 PputoW) -S 0 V ^ G OV), 
Ä * ° ) = 0 V J G J . 
P5 (Sattelpunkt-Problem): 
Gesucht ist ein Punkt (a;0, p°) G It> x i2+ mit 
0(z, p°) g 0(^°, 2>0) ^ $(£°, p) V (a, p) G i?w x -R"1. 
Dabei ist 
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(2) 0(x, p) : = f(x) + 2 Pjg,(x), (x, p) e R» x R™ 
die Lagrange-Funktion vonf(x), g$(x), j e J. 
Für die späteren Betrachtungen benötigen wir die folgenden zwei Hilfssätze. 
Hilfssatz 1. Seien f(x) : Rn -> R eine konkave Funktion und Cf(x°) eine 
konvexe Menge. Dann ist Duf(x°) auf Cf(x°) eine konkave Funktion (in u). 
B e w e i s : Seien u1, u2 e Cf(x°) sowie X e [0, 1]. Wir setzen für 0 e (0, 1) 
x1 : = x° + 0U1, x2 : = xP + Gu2, 
und erhalten 
Ix1 + (1 — A)X2 = afl + ©[Xu1 + (1 — X)u2]. 
Da f(x) konkav ist, ergibt sich 
f(stfl + ©[Xu1 + (1 - X)u2]) ^ Xf(x<> + Ou1) + (1 - X)f(ofl + Qu2) 
und weiter wegen 0 > 0 
f(afi + ©[Xu1 + (1 - X)u2) —/(a°) f(afi + 0U1) - f(afl) 
0 0 
f(x" + 0u2) — f(x°) 
+ (i- ;o^-— — — - • 
0 
Der Grenzübergang 0 —> +0 liefert, da Cf(x°) konvex ist, 
- V + ( i A)„2/(^°) ^ A-V(*°) + (1 - X)DJ{ofi). 
Hilfssatz 2. IVe?m x° e G eine Lösung von P I ist, so besitzt das System 
(3) DJ(xO) > 0, 
Dug,(afi)>0, jeJ
Q, 
keine Lösung u e C(xV). 
Beweis . Aus der Annahme, daß eine Lösung üeC(x°) des Systems (3) 
existiert, ergibt sich für X e (0, X°] mit hinreichend kleinem X° > 0 
f(xQ + Xü)-f(x«)>0, 
gj(x° + Xü) > 0, j e J°. 
Außerdem gilt, sobald nur /° hinreichend klein gewählt wird, 
gj(afi + Xü) > 0, j e J \ J° , X e (0, X0]. 
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Daraus folgt 
f(x» + Xü)>f(x% 
u° + Xu e G, 
und das ist ein Widerspruch zur vorausgesetzten Optimalität von oft eG. 
Der folgende Satz stellt eine Verallgemeinerung des bekannten Satzes von 
F . J o h n [6] auf Funktionen dar, die lediglich Richtungsableitungen besitzen. 
Satz 1. Die Menge C(x°) sei konvex; die Richtungsdbleitungen Duf(x°), Dugj(x°)y 
j e J°, seien konkav (in u) auf C(x°). 
Dann gilt: 
Wenn x°eG Lösung von P I ist, so existieren Zahlen p®, p® = 0 (jeJ°), die 
nicht sämtlich verschwinden, mit 
p°0 Duf(x<>) + 2 Ppugj(x«) = 0 V u e C(JP). 
jeJ» 
Bewe i s . Wegen Hilfssatz 2 ist der Hauptsatz in [2, S. 67] anwendbar, was 
sofort die Aussage von Satz 1 liefert. 
Für differenzierbare Funktionen f(x), gj(x), j e J, ist in Satz 1 die Konka-
vitätsbedingung der Richtungsableitungen trivialerweise erfüllt. Satz 1 geht 
dann in den bekannten Satz von F. J o h n [6] über. 
Wegen Hilfssatz 1 gilt der Satz 1 auch für konkave Funktionen f(x), g^(x), 
j e J, sofern die entsprechenden Differenzierbarkeitsvoraussetzungen erfüllt 
sind. Die in Satz 1 enthaltene Forderung nach Konkavität der Richtungs-
ableitung dieser Funktionen ist demgegenüber weit weniger scharf, wie folgen-
des Beispiel zeigt. 
Die Funktion 
l 
für x > 0, 
f(x) = { 0 für x = 0, (x G B) 
x2 sin für x < 0, 
x 
ist selbst nicht konkav, hat aber im Punkte .r° = 0 die konkave Richtungs-
ableitung 
D„f(x°) = r.. _ (v e E). 
J v J \u für u < 0 v ; 
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Ob die Forderung nach Konkavität der Richtungsableitung abgeschwächt 
werden kann, ist unseres Wissens noch nicht geklärt. 
Einfache Beispiele zeigen jedoch, daß sie nicht einfach weggelassen werden 
kann. 
Zur Herleitung weiterer Aussagen der Kuhn-Tucker-Theorie für Funktionen 
mit Richtungsableitungen formulieren wir für den zulässigen Bereich G die 
folgenden Regularitätsbedingungen: 
Bi (S l a t e r [10]): Die Funktionen gj(x), j eJ, seien konkav. Es existiert ein 
x e G mit 
gj(x) > 0 VjeJ. 
B2 ( K a r l i n [7]): Die Funktionen gj(x), j e J, seien konkav. Zu jedem p e R™ , 
p =j= 0, existiert ein x e Rn mit 
2 PM&) > 0. 
Formulieren wir diese Bedingungen für die Richtungsableitungen DtLgj(x°), 
j e J°, so ergeben sich 
B3: Die Funktionen Dugj(x°), j e J°, seien konkav auf der konvexen Menge 
Cjo(x°). Es existiert ein ü~ e CJ0(x°) mit 
Dz7i{jfi)>0 V j e J o . 
Bi: Die Funktionen Dugj(x°), j e J°, seien konkav auf der konvexen Menge 
Cjo(x°). Zu jedem Satz nicht sämtlich verschwindender Zahlen pj ^ 0, 
j E J°, existiert ein u e K(x°) mit 
JfPJD-gj(xO)>0. 
J£J 
Über das Verhältnis dieser Bedingungen zueinander gelten die folgenden 
Aussagen. 
Satz 2. 
1. Bi o B 2 . 
2. B 3 0 B 4 . 
3. Die Funktionen Dugj(x°), j e J°, seien auf der konvexen Menge Cj<>(x
0) 
erklärt; ferner sei 
[{ofl + Cj0(x<>)) n int G] * 0
2). 
2) Mit int G bezeichnen wir das Innere der Menge G. 
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Dann gilt: 
Bi =>B3 . 
Damit ergibt sieh in diesem Fall die Implikationskette 
Bi o B 2 =>B3 0 B 4 . 
B e w e i s . 1. Der Beweis wurde geführt in [5, S. 32—33]. 
2. Wendet man dieselben Überlegungen auf die Funktionen Dugj(x°), j e J°, 
an, so folgt die zweite Aussage. 
3. Aus der Konkavität der g?(x) und aus der Konvexität der Menge GJ0(x°) 
folgt nach Hilfssatz 1, daß die Funktionen Dugj(x°) konkav sind. 
Wir nehmen x e [(x° -f GJ0(x
0)) n int G] und setzen ü : = x — x°. Dann ist 
ü e Gjo(x°). Für jedes j e J° gilt nach Voraussetzung 
^ gj(x0 + X(x - afi)) - gj(afi) 
D-(x°) = lim — ^ 
A-++O X 
... *90) + (1 ~ 4)<7/(*°) ~ 9M°) 
^ lim = 
A-*+0 X 
Unter Beachtung von Bi erhalten wir damit Dugj(x°) > 0 V j e J° . 
Auf der Grundlage der bisherigen Ergebnisse lassen sich nun weitere Sätze 
der Kuhn-Tucker-Theorie für Funktionen mit Richtungsableitungen angeben. 
Satz 3. Die Funktionen Duf(x°), Dugj(x°), j e J°, seien konkav, die Menge 
G(x°) sei konvex. Es sei eine der Bedingungen B3 oder B4 erfüllt. Wenn x° e G 
Lösung von P I ist, dann existiert ein p° e B™, so daß (x°, p°) Lösung von P4 ist. 
B e w e i s . Nach Satz 1 existieren Zahlen p®, pj ^ 0,JG J°, die nicht sämtlich 
verschwinden, mit 
(4) V°0Duf(xO) + 2 VpugA^) ^ ° V u e C(x«). 
Die Annahme p$ = 0 führt auf 
2 PjDugj(x°) SO V u e C(x% 
JEJ° 





Auf diese Weise folgt aus (4) 
-V(*°) + I PpMW) = 0 V u e C(afi). 
jejo 
Ferner gilt offenbar, wenn wir noch 
2>° = 0, jeJ\J« 
setzen, die Beziehung 
p^(x0) = 0 V j e J . 
Daher ist (x°, p°) Lösung von P4. 
B e m e r k u n g . Für diiferenzierbare Funktionen f(x), gj(x),j eJ, geht Satz 3 
in den bekannten Satz von Kuhn/Tucker über. Satz 3 steht in enger Beziehung 
zu dem eingangs erwähnten Resultat von B r a m [3], das wir hier (in etwas 
abgeänderter Form) der Vollständigkeit wegen anführen. 
Satz 4 (Bram). Es sei Gf(x°) = Rn; die Funktion Duf(x°) sei konkav auf dem 
Rn; die Funktionen gj(x°), j e J, seien in x° differenzierbar; die Vektoren ¥gj(x°), 
jeJ°, seien positiv linear unabhängig*). 
Wenn x° e G Lösung von P I ist, so existiert ein y° e R™ mit 
Dufipfl) + u'2 fflgs(afl) ^ 0 V ueR
n, 
jeJ 
y°9iW) = 0 VjeJ. 
Beweis . Nach Satz 1 existieren Zahlen p®, p? (j e J°), die nicht sämtlich 
verschwinden, so daß gilt: 
p°0Duf(x») + u' 2 p f J g W ) ^ 0 VueR
n. 
jeJ» 
Die Annahme p^ = 0 führt auf 
2p°Vft(*<») <; o, 
jeJ° 
was nach Voraussetzung unmöglich ist. 
Es kann daher 
'!>? 
— fůr jeJ°, 
[o fůr j eJ \ jo. 
3) Die Vektoren a1, . . ., ar 0 Bn heißen positiv linear unabhängig, wenn gilt 
t 
V pQaQ = Q,pg ^ 0] -> pi = . . . = = pr = 0. 
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gesetzt werden. Der Vektor y° = (y\, . . ., ?/°)' genügt dann allen Forderungen. 
B e m e r k u n g . Bram benutzte bei der Herleitung seines Satzes anstelle der 
Forderung der positiv linearen Unabhängigkeit der Vektoren Vg;(a;°) (j e J°) 
die "constraint qualification" von Kuhn/Tucker. In [5] wurde gezeigt, daß 
die Annahme, die Vektoren Vgj(x°), j e J°, seien positiv linear unabhängig, 
das Bestehen der constraint qualification in x° nach sich zieht. 
Die Voraussetzung über die Konkavität von Duf(x°) t r i t t bei Bram nicht 
explizit auf. Wie D a n s k i n [4, S. 641] jedoch gezeigt hat, folgt aus den von 
Bram gemachten Voraussetzungen die Konkavität von Dnf(x°). 
Satz 5. Wenn (x°, p°) Jjösung von P5 ist, so ist (x°, p°) auch Lösung ton P4. 
BeAveis. Nach Voraussetzung gilt 
/(*) + 2 pfai*) ^ f(x°) + 1 pfa(x°) -? /(*°) + 2 PMW) 
jeJ j€j je.J 
V (x, p)eB" x B™. 
Daraus folgt einerseits 
(5) g,(*fl)*0 VjeJ, 
und weiter 
(6) ?,pfaW) = 0. 
jzj 
Andererseits gilt 
0(xQ + Xu, p°) ^ 0(x°, p°) V u e C(x°), V / > 0, 
und damit 
&(x<> + Xu, p0) - &(x», p0) 
< 0 V u e C(x°). 
X 
Für X -> -)-• 0 ergibt sich 
Duf(x°) + 2 Ppngf(x0) ^ 0 V U E C(X°). 
jeJ° 
Daraus folgt zusammen mit (5) und (6), daß (#0, p°) Lösung von P4 ist. 
Satz 6. Die Funktionen f(x), gj(x), j E J seien konkav; für x° e G sei C/(x°) 
= Cg}(x°) = B
n V j e J. Wenn (x°,p°) Lösung von P4- ist, so ist (x°, p°) auch 
Lösung non P5. 
B e w e i s . Wir setzen u — x — x°. Dann folgt aus der Konkavität von f(x) 
für beliebige x e Bn und X e (0, 1) 
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/(so + Xu) -f(nfi) ^ Xf(x) + (1 - W(afi) -f(afi) 
= A[/(.?:)-/(*<>)] 
und damit 
(7) Duf(ofl) £ f(x) - f(sfl) VxeB". 
Entsprechend erhält man 
(8) Du9j(x0) ^ gj(x) - gj(x«) VxeB*,je J. 
Da (.r°, p°) eine Lösung von P4 ist, ergibt sich aus (7) und (8): 
0 ^ Duf(.xfi) + 2^I>«^(^°) ^ /(*) -/(*°) + 2 Ä ( ^ ) - 9iW)l 
jej jej 
oder 
(9) &(x,p<>) ^ &(xO,p°) 1xeBn. 
Die Ungleichung 
(10) 0(x°,^°) ^ 0(x°,^) VpeB™, 
folgt unmittelbar aus den Beziehungen 
jej jej 
Aus (9) und (10) ergibt sich (x°, p®) als Lösung von P5. 
Satz 7. Wenn (x°, p°) Lösung von P4 ist, so ist x° Lösung von P3 . 
B e w e i s . Nach Voraussetzung gilt 
Duf(x<>) ^ - 2 PpritW) V«e C(*°). 
jeJ° 
Daraus ergibt sich sofort 
Dufipfi) ^ 0 V wGiT(ajO). 
Satz 8. Die Funktionen Duf(x°), Dugj(x°), j e J°, seien konkav; die Menge 
C(x°) sei konvex. Die Bedingung B3 sei erfüllt. Wenn x° e G Lösung von P3 ist, 
dann existiert ein p° e B}", so daß (x°, ^°) Lösung von P4 ist. 
B e w e i s . Nach Voraussetzung hat das System 
Dugs(v») £ 0, j e J° , 
Dnf(x») > 0, 
keine Lösung u e C(x°). Wegen B3 ist jedoch das System 
Dugj(x»)>0 jeJ°, 
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lösbar. Die Behauptung des Satzes folgt daher unmittelbar aus dem Satz von 
Farkas—Minkowski. 
Satz 9. Sei C(x°) = Rn. Wenn x° e G Lösung von P3 ist, so ist x° auch Lösimg 
von P2. 
Bewe i s . Für beliebig gegebenes u e Rn unterscheiden wir zwei Fälle. 
Fall 1: u$K(x°). Dann existiert mindestens ein Index j * e J° mit 
Dugj* ( x ° ) < 0 . 
Für hinreichend klein gewähltes X\ gilt dann 
gH(x* + Xu) < gH(x«) = 0 V / e (0, x°]. 
Deshalb ist x° + XueG nur für 2 = 0 möglich. In diesem Falle gilt trivialer-
weise 
f(x» + Xu) = f(x»). 
Fall 2: u e K(xö). Dann gilt 
Duf(*>) < 0, 
DugW) ^0, je J°. 
Für hinreichend klein gewähltes X% folgt für X e (0, /?>] 
f(x° + lu) < f(x% 
g,(afi + Xu) ^ 0, je jo , 
sowie auch 
gi(x» + Xu) ^ 0, je J \ J*. 
Damit existiert zu jedem u e Ril ein X° > 0, so daß gilt: 
X e (0, A°] n . < ni ~>f(xQ + XU) <f(0fl). 
x° + XueGj JK ' r -J\ > 
x° ist folglich eine Lösung von P2. 
Zusammenfassend gilt unter Benutzung bekannter Sätze über das Verhältnis 
der Probleme P I , P2 und P5 zueinander (vgl. [2, S. 80—84]) der folgende 
Satz 10. Die Funktion f(x) sei konkav auf dem Rn; für x° e G sei C/(x°) = Cy(x
9) = 
= Ru. Wenn außerdem eine der Bedingungen Bi oder B2 erfüllt ist, so sind die 
Probleme P I , P2, . . . , P5 äquivalent. 
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