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Abstract– With large data collection projects such as the Dark Energy Survey underway, data
from distant Supernovae (SNe) are becoming increasingly available. As the quantity of information
increases, the ability to quickly and accurately classify SNe has become essential. An area of great
interest is the development of a strictly photometric classification mechanism. The first step in the
advancement of modern photometric classification is the estimation of individual SN light curves. We
propose the use of hierarchical Gaussian processes to model light curves. Individual SN light curves
are assigned a Gaussian process prior centered at a type specific mean curve which is also assigned a
Gaussian process prior. Properties inherent in this Bayesian non-parametric form of modeling yield
flexible yet smooth curves estimates with a unique quantification of the error surrounding these curve
estimates. Specifying the hierarchical structure relates individual SN light curves in such a way that
borrowing strength across curves is possible. This allows for the estimation of SN light curves in
entirety even when data are sparse. Additionally, it also yields a meaningful representation of SN
class differences in the form of mean curves. The differences inherent in these mean curves may
eventually allow for classification of SNe.
1 Introduction
In recent years, Type Ia SNe have played a critical
role in understanding the nature of the evolving
universe because SNe of this class can be used
as “standard candles” to measure intergalactic
distances. SNe are violent explosions of stars
that are first useful as galactic measuring tools
because they are extremely bright and powerful
events, emitting 1046 joules per second. This
instantaneous power is equivalent to the entire
remaining visible universe combined [15]. Thus,
SNe are visible at great distances. However,
this property alone does not explain the current
fascination. A subclass of SNe, Type Ia, nearly
all explode to approximately the same absolute
brightness due to their common formation
mechanism. Candidate stars accrete mass from
surrounding objects such as a companion star. If
the star’s mass reaches the Chandrasekhar limit,
approximately 1.38 solar masses, the temperature
and pressure become such that the star explodes
[10]. Due to this limiting factor, the explosions
are extremely homogenous, and thus comparable
across events. Based on these two properties,
tracking the emission of light from these explosions
over time allows for the measure of intergalactic
luminosity distances as a function of redshift.
In recent years Type Ia SNe have been especially
crucial in tracking the expansion history of the
universe. In 1998, the High-z Supernova Search
Team led by Adam Riess and the Supernova
Cosmology Project led by Saul Perlmutter used
data from relatively few (on the order of tens
of) Type Ia SNe to make the revolutionary
conclusion that the universe is expanding at an
increasing rate (see [14] and [11]). Since that
time, larger samples of SNe have been collected
to further validate this conclusion and explore its
ramifications. Currently, the Dark Energy Survey
is in process of collecting data in hopes to learn
an explanation for this phenomenon. During the
course of the project data for over 3000 SNe will be
collected 1. Additionally, the Panoramic Survey
Telescope and Rapid Response System intends to
collect data for over 5000 Type Ia SNe 2 while the
Large Synoptic Survey Telescope intends to obtain
data for approximately 300000 Type Ia SNe during
1http://www.darkenergysurvey.org
2http://pan-starrs.ifa.hawaii.edu/public
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every year of its duration [8].
The growing availability of data has
necessitated a revolution in the means of
classifying SNe. Historically, spectroscopy was
used to classify a particular SN based on the
presence of certain elements. However, available
spectroscopic resources are largely inadequate
to classify the growing samples of SNe. For
example, in 2010 the largest completed samples
of SNe had been produced by Sloan Digital Sky
Survey-II and the SN Legacy Survey, with over
1,000 SNe in each sample. However, because of
resource limitations, less than half of these SN are
spectroscopically confirmed [9]. By necessity, SNe
in future years will have to be photometrically
classified.
Photometric methods base classifications on the
shape of the SN light curve. Light curves relate
the emitted light flux or magnitude of the SN
to the time at which the light was received.
Collecting the data for photometry is easier, but
photometry has its own shortcomings. Many
photometric classification methods lack efficiency,
or the ability to consistently classifying Type Ia
SNe as Type Ia. Other methods lack purity, or
the ability to classify only Type Ia SNe as Type
Ia [6]. Template fitters also have the drawback of
requiring the estimation of nuisance parameters
and being totally dependent on varying ranges
of templates [13]. In the recent Photometric
Classification Challenge several approaches to
light curve modeling and classification were
compared. Although no clear champion emerged,
parametric means of fitting light curves performed
competitively [9]. The disposal of template
fitters is attractive. If template curves are
classified erroneously, these errors would multiply
quickly in subsequent classifications. Additionally,
template fitters do not automatically incorporate
new information, making these methods quickly
outdated [13]. Clearly, the means for fitting a light
curve is crucial to its subsequent classification.
In this paper we propose the use of hierarchical
Gaussian processes, also commonly referred to
as Bayesian smoothing splines, to model SN
light curves. Using a conditionally independent
hierarchical structure, each SN’s unique light
curve can be modeled using a Gaussian processes.
This process is based on a class specific mean
curve, also modeled using a Gaussian process.
Fundamental to this hierarchical structure are
several properties that capitalize on key features
inherent in SN light curves. As discussed
previously, Type Ia explosions are relatively
uniform which, in theory, yields similar curves.
This property indicates that a structure in which
curves are entirely independent wastes available
information. In the hierarchical setup, curves
are allowed to borrow strength from each other.
As photometric data is often incomplete and
extremely noisy, this property is further useful
in that it allows for modeling curves that under
other approaches would be impossible to model
or extremely unreliable. Further, the use of a
Gaussian process allows for greater flexibility than
would be available in a parametric form of choice.
Gaussian processes produce smooth curves that
simultaneously closely approximate data. This is
possible in part to the lack of restrictions placed
on curve form. This allows for a more flexible
model that can capitalize on the data available
and possibly model faint but important differences
within the data.
Effective modeling of light curves will directly
transfer to the success of classification. If models
can capture the genuine differences in light curves,
the burden of classification will be eased. In
the hierarchical Gaussian process structure, these
differences are quantifiable in the form of mean
curves. Differences inherent in these curves may
lead to possible paths of differentiation in the
future.
In Section 2 the basic modeling approach for
this application is reviewed. Section 3 details
the data used for this analysis. An overview of
the likelihood and prior specification is given in
Section 4. A basic outline of the computation
approached used is given in Section 5. Results
are presented in Section 6 with conclusions given
in Section 7.
2 Modeling
Our interest in smoothing splines is primarily in
their relation to Gaussian processes. We briefly
review them in Section 2.1. Gaussian processes
are reviewed in Section 2.2.
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2.1 Smoothing Splines
A smoothing spline g(x) is defined as the function
that minimizes the penalized sum of squares below
PSS =
k∑
i=1
(Yi − g(Xi))2 + φ
∫
(g′′(x))2 (2.1)
where φ is the smoothing parameter and the
integral term on the right is the roughness penalty.
The unique minimizing function of (2.1) is a
natural cubic spline using all distinct Xi as design
points. As given by de Boor [3, chapter 5] and
further explained by Ramsay and Silverman [12,
section 5.2.4], approaching nonlinear regression in
this way yields a not only continuous and smooth
solution to the minimization problem, it requires
no other restriction on the underlying function
except that it be twice-differentiable, to also yield
the smoothing spline g(x) as the unique minimizer
of (2.1).
Inherent in the definition of a smoothing spline
is the tradeoff between smoothness and data
interpolation. This tradeoff is governed by the
smoothing parameter φ. When φ is large, priority
is placed on smoothness; when φ is small, curve fit
is emphasized the spline tends to interpolation.
Using the piecewise polynomial basis for the xi
given by Green and Silverman [7, section 2.1] and
de Boor [3, chapter 14], equation (2.1) can be
expressed as
PSS = (y − g)T (y − g) + φgTQR−1QTg (2.2)
where R is the symmetric tridiagonal (n−2) x (n−2)
matrix defined with first and last row
(13h1,
1
6h2, 0, . . . , 0) and (0, . . . , 0,
1
3hn−2,
1
6hn−1)
and common ith row
(0, . . . , 0︸ ︷︷ ︸
i−2
, 16hi−1,
1
3(hi−1 + hi),
1
6hi, 0, . . . , 0︸ ︷︷ ︸
n−i−3
)
and QT is the tridiagonal n x (n−2) with common
ith row
(0, . . . , 0,︸ ︷︷ ︸
i−1
h−1i−1, h
−1
i−1 − h−1i , h−1i , 0, . . . , 0︸ ︷︷ ︸
n−i−2
)
where hi = xi+1 − xi. We label K = QR−1QT ,
which implies gTKg =
∫
(g′′(x))2. Using the basis
described above, a closed form estimator of g is
available. Specifically, taking the derivative of
(2.2) yields
∂
∂g
PSS = 2(y − g) + 2φKg. (2.3)
Setting (2.3) to zero and solving for g returns
gˆ = (I + φK)−1y, (2.4)
a closed form estimator for the smoothing spline.
Smoothing splines also have a Bayesian
interpretation. This definition relies on Gaussian
processes, which will be discussed in the following
section. The response vector, conditional on a
parameter vector, is assumed to be Normally
distributed with unknown mean g and simple
covariance structure σ2eI. A variety of basis
functions can be used to express the problem. By
assigning a diffuse Gaussian process prior to the
parameters we arrive at the fundamental result
that the posterior distribution is Multivariate
Normal with mean equivalent to smoothing spline
fitted values, gˆ, and covariance σ2e gˆ [4, section 5.6].
Berry et al. [2] suggest a possible prior distribution
proportional to the Gaussian process
exp
{
− 1
2σ2
φgKg
}
(2.5)
and note that although K depends on knot
locations, gTKg =
∫
(g′′(x))2 which implies
that the resulting distribution is independent of
knot locations. Approaching smoothing spline
regression in this manner allows for Bayesian
approaches when estimating φ and quantifying
error.
2.2 Gaussian Processes
Stochastic processes are concerned with
mechanisms in which deterministic inputs
yield random variables outputs. A stochastic
process is Gaussian if any finite realization of
random variables received from the process
follows a multivariate Gaussian distribution. We
define h(t) as a Gaussian process on t1, ..., tn.
Then
h(t) =
h(t1)...
h(tn)
 ∼ Nn

µ(t1)...
µ(tn)
 ,Σ

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where µ is the mean function and Σ is the
covariance function.
The covariance function relates points to
surrounding ones. For example if t and t′ are
“close” we expect the output at h(t) and h(t′) to
be similar. The definition of “close” is problem
specific and determined by the hyperparameters
of the covariance function. Two general categories
of covariance functions exist: stationary and non-
stationary. Within these general classes there
is great flexibility. Covariance functions can
be selected or constructed to reflect properties
inherent in the data such as a periodic tendencies.
The sole restriction is that the covariance function
must be positive definite [5].
As can be expected from the name, the mean
function represents the trend of the process. If
many draws are taken from the Gaussian Process
and averaged at each design point, these averages
tend to µ [1]. Often a prior mean function
identically equal to zero is used because major
simplifications arise in some derivations when this
is the case. As data can often be transformed to
reflect this property, the above simplification is
not a drastically limiting assumption.
As an example, 1000 realizations from a
Gaussian Process are given in Figure 1. Due to
the lack of monotonic restrictions on Gaussian
processes, curves are extremely flexible and
depending on the variance assumptions are also
close approximations of the data. Despite
the flexibility, curves remain smooth estimators.
Additionally, it is clear that realizations from the
process adequately explore the possible solution
space. While this is not necessarily needed to
quantify the mean trend for modeling purposes, it
does allow for unique error quantification. Clearly,
as intuition would suggest, in areas with greater
data density, curves have far less variability,
and the underlying trend can be specified with
increased confidence. A final benefit of Gaussian
processes is the possibility of prediction at
unobserved locations using conditional Normal
expectation. This property allows for estimation
of curves in their entirety, not just at locations
where data is available.
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Figure 1: Realizations of a Gaussian
Process. One thousand realizations are given in
gray with the mean curve in blue. Variability in
curve definition is drastically reduced in areas with
a higher data density.
3 Data
For this project, data are available for a total
of 87268 simulated SNe. True classifications for
each SN are known; 14910 SNe are Type Ia
with the remaining 72358 being core collapse.
Data were simulated with the SN Analysis
(SNANA) software to mimic expected results for
the Dark Energy Survey. Data for this project
were provided by Rahul Biswas, a researcher
at Argonne National Laboratories in the High
Energy Physics Division.
Data for a random sample of Type Ia SN are
depicted in Figure 2.
For each SN, the photometric light curve
was simulated to mimic normal observation
conditions. Flux was measured through several of
the griz filters over irregularly spaced times with
accompanying estimates of measurement error. In
addition, redshift was simulated as if estimated
from a host-galaxy as it will be in the Dark
Energy Survey 3. Photometric observations are
3http://www.darkenergysurvey.org
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Figure 2: Light Curves for a sample of Type
Ia SN. Redshift adjusted r−band flux and time
measurements with associated flux measurement
errors for a sample of Type Ia SN.
extremely dependent on observation conditions
such as weather. This dependency is accurately
reflected in the simulated data and as such many
SNe contain missing data. Similarly, as filters only
absorb specific wavelengths of light, not all SNe
have measurements for all four griz filters.
Additionally, due to the form of the data,
several pre-processing steps were taken to
prepared the data for analysis. First, actual
observation dates were adjusted to number of days
pre or post maximum raw r-band flux, which
crudely registered the raw light curves. The effect
of redshift was accounted for by dividing the
adjusted days by 1 + zi where zi is the redshift
for SN i. Just over 0.5% of the SNe were removed
due to extreme flux values. The incorporation of
flux error measurements is discussed in Section 5.
Finally, a random subset of 7000 curves of each
type was selected for analysis. Only the r-band
data was used for this analysis.
4 Likelihood and Prior
Specification
The model for the r-band data, or data observed
through the r-filter, will be developed here, but
the theory is easily extended to the other filters.
For each SN, ni data pairs of design point times
Zi = {Zi1, . . . , Zini} and r-band fluxes Yi =
{Yi1, . . . , Yini} are available in an increasing order
with respect to the design points. The r-band light
curve for SN i is modeled as
Yij = θi(Zij) + ij
where the ij are independent Normal errors with
mean zero and variance σ2ij and θi is the regression
function. The regression function is modeled with
a hierarchical smoothing spline structure implying
that
θi = {θi1(Zi1), . . . , θin(Zini)}
is the unique natural cubic smoothing spline.
These curves are modeled as conditionally
independent from a Gaussian process with mean
function µ. Let Σi be the diagonal matrix with
elements (σ2i1, . . . , σ
2
ini
). Thus, the likelihood
function for Y1, . . . ,Yk given θ1, . . . ,θk and
Σ1, . . . ,Σn is Multivariate Normal and given by
k∏
i=1
|Σi|−1/2exp{(Yi − θi)′Σ−1i (Yi − θi)} (4.1)
The mean function introduced earlier is evaluated
at each available design point for each SN such
that
µi = {µi1(Zi1), . . . , µin(Zini)}.
The subscript on the mean function is purely
illustrative; for SN of a given class there is only one
mean function, however this function is evaluated
only at locations where there is data for the SN.
The variance at each design point is quantified in
a diagonal matrix Ti with elements (τ
2
ij , . . . , τ
2
ij).
In many applications, hierarchical Gaussian
processes might imply a hyperprior structure
in which the individual SN light curves θi are
modeled a priori as independent from a Gaussian
process such that
pi(θi) ∼ GP (0, (φiK)−1).
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Thus the uniqueness of the curve is entirely
defined by the covariance function, with SN
specific smoothing parameters. However,
specifying this kind of structure does not allow
for any sort of relationship among the curves.
Thus a more complex prior is of interest.
The prior distribution on the θi is chosen to
incorporate two important characteristics. First,
the difference between each individual curve and
the mean curve must be smooth. Second, the
individual curves are modeled in such a way
to borrow strength from the others. Since
the difference must be smooth and the curves
are conditionally independent from a Gaussian
process, the difference must also be a Gaussian
process. Combining the original relation between
smoothing splines and Gaussian processes given in
Equation 2.5
θi − µi ∼ GP (0, (φKi)−1)
with our desired quantification of variance
θi − µi ∼ GP (0, Ti)
yields the following prior distribution
pi(θi|µi) ∝ exp{−1
2
(θi − µi)′[T−1i + φKi](θi − µi)}.
(4.2)
A Gaussian process hyperprior distribution for µ
is defined such that
µ ∼ GP (0, (φK∗)−1) (4.3)
where K∗ is the same matrix included in
Equation 2.5 and evaluated at every design point
Z1, . . . , Zm. Centering this distribution around
zero greatly simplifies derivations and predictions.
Additionally, it is not a limiting assumption due
to the fact that the data were standardized and
centered around zero before fitting light curves.
The smoothing parameter φ was assigned a
Gamma prior such that
φ ∼ G(aφ, bφ) (4.4)
where aφ and bφ are treated as known constants
The error variability or the variance within
a given curve is denoted σ2ij . A simplifying
assumption was made such that σ2ij =
σ2
mij
where
mij is the number of observations available at a
given design point and σ2 is a single parameter
modeled across all individual SN light curves. An
inverse gamma distribution was selected as the
prior such that
σ2 ∼ IG(aσ, bσ) (4.5)
where aσ and bσ are treated as known constants.
The second variance component is variability
between curves at time (or design point) j, τ2j .
These variance components occupy the diagonal
of the matrix T as defined previously. An inverse
gamma distribution was also selected as the prior
for τ2j such that
τ2j ∼ IG(aτ , bτ ). (4.6)
where aτ and bτ are treated as known constants.
Complete conditionals for all parameters are
included in the appendix.
Many Bayesian applications cannot overcome
unintelligent priors, and this application is no
exception. It is common knowledge that mean
parameters can more easily overcome priors than
variance parameters. In this application φ, σ2
and τ2j are all considered variance parameters.
Although draws from each marginal distribution
are obtained via a conditionally independent
distribution, estimates of these parameters greatly
effect each other. In our experience, the
divergence of a single parameter’s distribution can
easily cause the other parameter’s distributions
to diverge. Additionally, there is an issue with
the amount of information that can be estimated,
similar to degrees of freedom. In these cases,
priors must be more informative if any solution
is to be reached. Although these facts could be
viewed as discouraging, they could also be viewed
simply as the details of the modeling structure,
much like the assumptions made in frequentist
methodology. In this application, the end goal is
clear: we seek light curves for SNe. Thus, priors
were selected that produce a range of smoothness
that is acceptable. The selected values for the
prior parameters used are given in Table 1.
Figure 3 contains the prior predictive
distribution for individual SN light curves. The
prior predictive distribution for individual SN
light curves possess several extremely important
6
φ σ2 τ2j
Prior (25000, 1× 10−8) (102,0.0099) (402,0.00124)
Expected Value 0.00025 1.000 2.000
Stan. Dev. 1.5811× 10−06 0.1 0.1
Table 1: Prior Specifications, Expected
Values and Standard Deviations
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Figure 3: Prior Predictive Distribution for
Individual Curves. A subset of 25 curves from
the prior predictive distribution is shown first. A
larger sample of 1000 curves is shown next. Curves
are reasonably smooth yet flexible, and cover a
desirable range.
characteristics. As best seen in the sample of
25 curves from the prior predictive distribution,
curves are flexible. This indicates that once
data are conditioned upon various shapes will be
possible. Additionally, these curves are smooth,
a fundamental result of the prior choice of
smoothing matrix K. As smooth light curves
are a major goal of this project, this feature is
extremely important. Finally, as best seen in
the sample of 1000 curves, the prior predictive
seems to cover the appropriate range of plausible
standardized fluxes.
5 Computation
Using the model structure outlined above,
supervised classification was conducted. r-band
light curves were estimated for each of the SNe
in both the Type Ia and core collapse training
samples. Type Ia and core collapse curves were
fit separately in order to define class specific
parameters. At design points where no data
was available the individual curve was predicted.
Using the estimated and predicted points the
mean curve was estimated at each design point.
After mean curves had been estimated, differences
in the mean curves for each class were examined
for possible areas of differentiation.
Additionally, each flux measurement has several
sources of error. An estimation of this error is
included for each flux observation. These error
measurements are not standard deviations, but
instead define a range over which the flux value
might have also occurred. No information as to
the distribution of these errors is available. To
incorporate flux measurement errors into the light
curve, at each iteration of the algorithm a new flux
value was drawn uniformly over the range dictated
by the error estimate. If any portion of the range
dipped below 0, the draw space was truncated at
zero. If the range was negative in its entirety, the
point was excluded from the analysis.
As a recap, for each of the k SN, class
parameters of interest include
• SN specific light curves, θiT =
(θiT (z1), . . . , θiT (z50))
• Within curve variance, σ2T
• Mean light curve, µT = (µT (z1), . . . , µT (z50))
• Between curve design point specific variances,
τ2jT
• Smoothing parameter, φT
where the subscript T corresponds to either Type
Ia or core collapse. Clearly the number of
parameters requiring estimation is intractable. As
such, a standard successive substitution MCMC
algorithm was used. Due to the conjugacy
of all priors, parameters were drawn from pre-
existing random number generators. A burn
in of 1000 iterations was used. Results were
evaluated after 32000 post burn in iterations.
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Parameter convergence was evaluated through
standard output diagnostics.
6 Results
6.1 Individual Curves
One of the most exciting results of this project are
the individual SN light curves produced under this
modeling structure. The same sample of Type Ia
SNe shown earlier and their respective light curves
are shown in Figure 4. The mean curve is also
included on each panel in blue for comparison.
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Figure 4: Final Curve Estimates for
Individual Type Ia SNe. Individual curves are
shown in gold with mean curves in blue. Posterior
probability regions around the individual curve
are also shaded in gold.
For each SN, the light curve is given in gold,
with the central 95% posterior probability region
also shaded in gold. These curves do an excellent
job adapting to subtle differences in curve shape,
while simultaneously accounting for the noise
inherent in the observations. For curves with
larger flux measurements, curve shapes are still
captured accurately, with some shrinkage back to
the mean curve. A small amount of shrinkage is
to be expected. As it is less likely that large flux
values are observed, curves that vary in extreme
ways from the overall trend tend to shrink slightly
back to mean observed behavior. However,
appropriate balance seems to be achieved for
these models. Additionally, the 95% posterior
probability regions function as error estimates,
and increase and decrease simultaneously with the
certainty and density of observations.
Many of these same features are also apparent in
the light curves for core collapse SNe. A random
sample of three SNe and their respective light
curves are given in Figure 5. The same colors
correspond to compatible parameters.
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Figure 5: Final Curve Estimates for
Individual Core Collapse SNe. Individual
curves are shown in gold with mean curves in
blue. Posterior probability regions around the
individual curve are also shaded in gold.
Similar to the light curves for Type Ia SNe,
the core collapse light curves are smooth and
accurately represent the data available. The
uncertainty around these curves, indicated by
the 95% posterior probability regions around the
individual light curves, are similar in scale to the
Type Ia SNe. This sample shows more overall
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similarity of core collapse individual curves to the
mean curve. Additionally, core collapse SNe seem
to have a smaller overall peak flux.
Curves from this model are not only adaptive to
a variety of shapes, these models borrow strength
across curves. This is seen in the previous two
figures. In regions where little data is available,
curves are still estimable in their entirety. An even
stronger case for this feature is when light curves
for SN with only a few available data points are
viewed, as in the top quadrant of Figure 5. With
many modeling strategies, estimating an entire
light curve for a SNe with so few data points would
be impossible. However, the hierarchical structure
used in this modeling approach allows curves with
little or no data to borrow strength across curves
where data are available. Despite the low density
of data available for some SNe, curves are still
unique and adapt to available data.
6.2 Comparison of Mean Curves
Overall class differences in SNe are best observed
when type specific mean curves are compared.
These curves are overlaid in Figure 6. In order
to not overstate differences, individual curves are
also shown in lighter hues.
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Figure 6: Mean Light Curve with Individual
Curves . Although differences are still readily
visible, significant overlap is observed.
On average, Type Ia SNe appear to reach
a larger peak flux value than core collapse
SNe. However, although this might be the
most apparent difference, it is not necessarily
the most important. Differences in extinction
pattern are also observable. The rate at which
the flux decreases after peaking, as well as the
time necessary to decrease to zero, is different
for the respective mean curves. These differences
are encouraging, but should be voiced with some
caution. While the differences are definitely
apparent in overall trends, there is significant
overlap in individual light curves for the two
respective classes of SNe. The overlapping regions
indicate that classifying SNe will not be a simple
job. However, the classification of SNe has never
been a simple job. The fact that results of
this model do not yield a clear cut classification
mechanism adds to the validity of the fit of the
light curves. Additionally, as type differences are
quantifiable in mean curves not before available,
some form of classification may eventually stem
from these results.
7 Conclusion
In conclusion, we submit that modeling SNe
light curves with Hierarchical Gaussian processes
is a reasonable modeling method. Major
accomplishments of this modeling method include
• Flexible yet simultaneously smooth light
curves for SNe of various classes
• Parameterization of SNe type differences in
the form of mean functions
• Quantifiable differences between types of SNe
• Estimable light curves for SNe with low data
density
With the increased availability of SNe data,
finding a functional photometric classification
mechanism is critical to our ability to exploit this
resource. Although this project did not provide
a fully functional classification mechanism, it did
provide a viable means for modeling SNe light
curves. This is a critical step in the direction of
classification.
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A Appendix: Complete Conditional
Distributions
Based on the prior distributions given above the
joint distribution of all unknown parameters is
pi(θ,µ, φ, σ2, τ2) ∝
1
(Γ(α)βα)m
 m∏
j=1
(τ2j )
−(α+1)
 exp
−1β
m∑
j=1
(τ2j )
−1
×
(σ2i )
−(aσ+1)exp
{−1
bσ
(σ2i )
−1
}
× φaφ−1exp
{−φ
bφ
}
×
1
|(φK)−1|1/2 exp
{−1
2
µ′(φK∗)µ
}
× 1∏k
i |(T−1i + φKi)−1|1/2
×
exp
{
−1
2
k∑
i=1
(θi − µ)′[T−1i + φKi](θi − µ)
}
×
1∏k
i=1 |Σi|1/2
exp
{
k∑
i=1
−1
2
(Yi − θi)′Σ−1i (Yi − θi)
}
.
While the joint distribution is extremely
complex, the conjugacy of the priors can
be exploited to derive the following complete
conditional distributions.
[θi|µ,Σi,Ti,Yi, φ] ∼
Nm
(
[Σ−1i + T
−1
i + φKi]
−1[Σ−1i Yi + T
−1
i µ+ φKiµ],
[Σ−1i + T
−1
i + φKi]
−1
)
for i = 1, . . . , k (A.1)
[µ|θ1, · · · ,θk,T∗, φ] ∼
Nm
(
[kT−1∗ + (k + 1)φK∗]
−1[kT−1∗ + kφK∗]θ¯,
[kT−1∗ + (k + 1)φK∗]
−1)
where θ¯ =
(
1
k
k∑
i=1
θi(z1), · · · , 1
k
k∑
i=1
θi(zm)
)
(A.2)
[φ|θ1, · · · ,θk,µ] ∼ G
(
aφ +
m(1 + k)
2
,[
1
bφ
+
1
2
µ′Kiµ+
1
2
k∑
i=1
(θi − µ)′Ki(θi − µ)
]−1 (A.3)
[σ2|θ1, · · · ,θk] ∼
IG
aσ + k ∗m
2
,
 1bσ + 12
k∑
i=1
ni∑
j=1
mij(Yij − θij)2

−1
for i = 1, . . . , k (A.4)
[τ2j |θ1, · · · ,θk,µ] ∼
IG
aτ + k
2
,
{
1
bτ
+
1
2
k∑
i=1
(θi − µ)′(θi − µ)
}−1
for j = 1, . . . ,m (A.5)
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