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Abstract
Retarded dierential equations (RDEs) are dierential equations having retarded arguments. They arise in many realistic
models of problems in science, engineering, and medicine, where there is a time lag or after-eect. Numerical techniques
for such problems may be regarded as extensions of dense-output methods for ordinary dierential equations (ODEs), but
scalar RDEs are inherently innite dimensional with a richer structure than their ODE counterparts. We give background
material, develop a theoretical foundation for the basic numerics, and give some results not previously published. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
Many real-life problems that have, in the past, sometimes been modelled by initial-value problems
for dierential equations actually involve a signicant memory eect that can be represented in
a more rened model, using a dierential equation incorporating retarded or delayed arguments
(arguments that ‘lag behind’ the current value). The last few decades have seen an expanding
interest in problems variously classied as delay dierential equations (DDEs), retarded dierential
equations (RDEs), retarded functional dierential equations (RFDEs), or neutral delay dierential
equations (NDDEs). (Stochastic DDEs, whose basic numerics are addressed in [6], also arise.)
Amongst the application areas are the biosciences, economics, materials science, medicine, public
health, and robotics; in a number of these there is an underlying problem in control theory. Regarding
the independent variable (t, say) as representing \time" in an evolutionary problem, the signicance
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of any \time-lag" is in a sense determined by its size relative to the underlying \time-scales". Pa-
rameter estimation [3,4,9,11] in prospective models can assist in assessing the need to incorporate
time-lags. To the extent that numerical analysts should be inuenced by applications (see, for exam-
ple, [5]) and by the theoretical background, the starting point for a study of numerical methods lies
with mathematical modelling and in dynamical systems dened by Volterra (that is, nonanticipative)
equations. The advent of robust general numerical routines for DDEs and NDDEs then changes the
opportunities for mathematical modelling (through numerical simulation) using equations for which
closed-form solutions do not exist.
Our main task is to convey the essence of the subject to the reader by means of a rigorous
presentation that foregoes any attempt at a complete discussion (this would require a book rather
than a paper), and the structure of this paper is as follows. Following this introduction, we provide
some background theory (i) concerning the functional equations and (ii) concerning the background
numerical analysis. We then discuss (emphasizing relatively simple formulae to advance the develop-
ment, but indicating extensions) the major theoretical issues: existence of an approximate solution,
convergence to the true solution, and numerical stability; the aim, always, is to adopt a mathemat-
ically sound viewpoint whilst noting the limitations of the discussion. We conclude with a mention
of some further important issues. Though the material is to a large extent available in the literature,
our personal viewpoint pervades the presentation | and we were unable to resist the temptation to
include new material.
To illustrate problems of the type that interest us, we may consider
y0(t) = f(t; y(t); y((t))); t>t0 where (t)6t; (1.1a)
y(t) =  (t); t 2 [tmin; t0] where tmin := inf
t>t0
(t) (1.1b)
(tmin denotes a generic value, dependent on the problem) with one retarded or ‘lagging’ argument (t).
In general, the equations of interest present an initial function problem rather than an initial-value
problem familiar in ordinary dierential equations (ODEs): the solution y(t) of (1:1) is dened by
 (t) on an initial interval depending on the initial point t0. Thus, y(t) = y( ; t0; t).
Eq. (1.1a) is an example of a DDE. By way of illustration, one may take (t)= t− ? where the
lag ? > 0 is xed and tmin = t0 − ?. That this form of lag is common in the modelling literature
may owe more to the diculty of treating more general equations analytically than to the realism
of the model. In any event, (1.1a) may itself be generalized. Systems with multiple delays e.g.,
y0(t)=G(t; y(t); y(1(t)); y(2(t)); : : : ; y(m(t))), t>t0; y(t)2RN , (i(t)6t; i=1; 2; : : : ; m) also occur.
We may also consider a system of neutral dierential equations, or NDDEs, say (y, F vector-valued)
y0(t) = F(t; y(t); y((t)); y0((t))); t>t0 (1.2a)
with (t); (t)6t; if t0min = inf t>t0 (t) and t
1
min = inf t>t0 (t) then the initial conditions are that
y(t) =  0(t); t 2 [t0min; t0] and y0(t) =  1(t); t 2 [t1min; t0]: (1.2b)
We may set tmin :=minft0min; t1ming. We term (t); (t) the delayed arguments, and (t) := t−(t)>0,
(t) := t − (t)>0 the corresponding lags. An NDDE (1.2a) is characterized by the dependence of
y0(t) on y0((t)), as an argument of F . Frequently, but not always,  1(t) =  00(t). We concentrate
for simplicity on DDEs and NDDEs. The theory of NDDEs is rather less straightforward than that
of DDEs, and it is commonplace to impose sucient, rather than necessary, conditions on F for
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existence and uniqueness. We observe, in passing, that an alternative standard type of NDDE is
represented by
fy(t)− (t; y((t)))g0 =  (t; y(t); y((t))); (1.3)
which with suitable assumptions is in \Hale’s form". The theory of (1.3) seems to be better developed
than that for (1.2a), and its numerical treatment can merit separate investigation.
A classication of the types of delayed argument is important in the modelling, the analysis,
and the numerics. We refer to (t) = t − (t) in (1.2a), and by analogy to (t) = t − (t), to
distinguish (i) fading or persistent memory, respectively, (t) ! 1 as t ! 1 or (t) 9 1 as
t ! 1; (ii) bounded lag if sup (t)<1; (iii) constant and state-dependent lag if, respectively,
(t)= t−?, with ? xed, or (t)  (t; y(t)) := t−(t; y(t)). Finally, we have (iv) a vanishing lag
if (t?)= t?. (Analogously, (i) (t)!1 or (t) 9 1 as t !1; (ii) sup (t)<1, (iii) (t)  ?,
(iv) (t?) = t?.)
Remark 1.1. Where left- and right-hand derivatives of the solution y() do not agree, in an RDE
such as that in (1:1) or (1:2), y0(t) is interpreted as the right-hand derivative. The right- and left-hand
derivatives of a function (), are (provided the required limit exists), respectively
0+(t) = lim!0
(t + jj)− (t)
jj and 
0
−(t) = lim!0
(t)− (t − jj)
jj : (1.4)
2. Background theory
We touch on some theoretical issues, asking the reader to consult the literature 2 (see, e.g., citations
[16; 78; 83; 102; 104; 125; 151; 153; 200] in [30] and [59]) for more detail. We give some very simple
DDEs to illustrate interesting features. Our rst example is the scalar, linear, DDE
y0(t) = ?y(t) + ?y(t − ?); t>t0 with y(t) =  ?(t); t 2 [t0 − ?; t0]: (2.1a)
By a simple change of variable, one can (if appropriate) normalize the lag ? to unity and obtain
the equation
u0(t) = u(t) + u(t − 1); t>t0; with u(t) =  (t); t 2 [t0 − 1; t0]; (2.1b)
where u(t) :=y(?t),  (t) =  ?(?t),  = ??,  = ??. On the other hand, the further substi-
tution v(t) = exp(−t)u(t) then gives, with ^ :=  exp(−), the equation v0(t) = ^v(t − 1) (t>t0),
a \pure delay equation". This can be solved, in principle, by repeated integration: we have v(t) =
^
R t−1
t0+(n−1) v(s) ds+ v(t0 + n), with t 2 [t0 + n; t0 + (n+ 1)], for n= 0; 1; 2; : : : .
Our second example is the popular delayed logistic equation
y0(t) = ?y(t)f1− y(t − ?)g; ? > 0 (2.2)
2 We are constrained in this presentation by pressures on space, and this limits the comprehensiveness of our references
(the references [1{77] that are listed here carry additional citations), and limits our discussion (our main aim is to convey,
without over-simplication, a rigorous underlying approach to theory and practice). For future reading, we refer to a
forthcoming book in [26].
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Fig. 1. Some solutions of u0(t) = u(t)f1 − u(t − 1)g in (2:3): (a) for  = 0:75; 1:5 and 3:0, and a xed  (); (b) for
= 1:5;  (t) = 0:5 and  (t) = 1:5 (t 2 [− 1; 0]).
with an initial function dened on [t0 − ?; t0], or (normalizing ? to unity):
u0(t) = u(t)f1− u(t − 1)g (t>t0); (2.3a)
u(t) =  (t); t 2 [t0 − 1; t0]; = ?? 2 R: (2.3b)
For > 0, a positive initial function  (t)> 0 gives a positive solution u(t) (t>t0) and with
w(t) := ln u(t) one has the DDE w0(t) = f1 − exp(w(t − 1))g, another \pure delay equation".
Numerical solutions of (2:3) are plotted in Fig. 1. The realism of the model is open to question
but it has some typical features: (a) The equation has a positive equilibrium solution u(t) = 1 for
all , but the qualitative behaviour of solutions of the scalar equation depends upon  and chaotic
behaviour can arise. For large , a solution can remain small for a substantial interval in t before
increasing to a large value and then decaying again (cf. the case  = 3 which has high peaks, in
Fig. 1(a)). The work [37] yields asymptotic expressions (valid as  becomes large) for maxima
and minima and ultimate periodicity. (b) Solutions corresponding to dierent initial functions can
assume the same value at a point t= t? though they are not identical; see Fig. 1(b). For ODEs where
the solution is uniquely determined by initial data at an arbitrary initial point this cannot happen.
A further example is the pantograph equation y0(t) = y(t) (t>t0>0); y(t) =  (t), t 2 [t0; t0],
 2 (0; 1). If t0=0 this is an initial-value problem (cf. [29] for an extension). In certain limiting cases
(when ?=0 or =0), equations mentioned above reduce to ODEs, e.g., y0(t)=?y(t)f1−y(t)g,
the logistic ODE. If we set = 0 in the pantograph equation we obtain y0(t) = y(0) which displays
a persistent memory (y(0) is never \forgotten").
Remark 2.1. Eq. (2.3a) arises from x0(t) = x(t)f1− K−1x(t − ?)g, on a change of variables. Sir
Robert May, FRS (at the time of writing, the Chief Scientic Adviser to HM Government) proposed,
in 1973, study of a related system (with ; ; ; !; ? > 0, K > 0) y01(t) = y1(t)f1 − K−1y1(t −
?)g − y1(t)y2(t); y02(t) =−!y2(t) + y1(t)y2(t). Other similar systems arise.
Theorem 2.2 (Existence; cf. [57]). With > 0; t0 2 [tmin; tmax]; there is a unique solution of (1:2a)
on [tmin; tmax] if; whenever u; U 2 C1[tmin; tmax] and v; V 2 C[tmin; tmax]; (i) F(t; u(t); u((t)); u0((t))) is
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continuous on [tmin; tmax] and; further; (ii) jjF(t; u(t); u((t)); v((t)))−F(t; U (t); U ((t)); V ((t)))jj
6 L1(sups2[tmin ;t]ju(s) − U (s)j + sups2[tmin ;t−] jv(s) − V (s)j) + L2 sups2[t−; t] jv(s) − V (s)j holds for
t 2 [t0; tmax] with L1;2>0 and L2< 1.
One of the important characteristics of an RDE is the sensitivity of a particular solution to
changes in the problem. This may be sensitivity to changes in the parameters [11] in the equation
(\structural stability"), or sensitivity to changes in the initial conditions, or to persistently acting
disturbances, and each gives rise to a denition of stability. To give denitions we shall refer to
a solution of the NDDE problem (1:2) (then the DDE problem (1:1) is a special case), and we
consider the perturbed problem
y0(t) + y0(t)
=F(t; y(t) + y(t); y((t)) + y((t)); y0((t)) + y0((t))) + F(t) (t>t0); (2.4a)
y(t) + y(t) =  0(t) +  0(t); y0(t) + y0(t) =  1(t) +  1(t) (t6t0); (2.4b)
conditions (2.4b) being valid on the appropriate initial intervals. We can measure the overall size
of the input perturbations by, for example,
= sup
t>t0
jjF(t)jj+max

sup
t6t0
jj 0(t)jj; sup
t6t0
jj 1(t)jj

; (2.5)
where jj  jj is a vector norm. It may be appropriate to restrict the classes of perturbations (the
admissible perturbations); for example, we may require F(t)! 0 as t !1 or F() 2L[t0;1),
or (if tmin is −1)  (t) ! 0 as t ! −1. For nonneutral equations,  1() is absent and  1()
vanishes. Stability concerns the boundedness of y() on [0;1), and the limiting behaviour of y(t)
as t!1, when the problem is perturbed; note that a solution of a nonlinear problem may be
unbounded but stable. In consequence, to attempt (without further comment) to dene stability of
a solution of a linear homogeneous equation in terms of boundedness of its solutions y() can lead
to misunderstanding of the nonlinear case. The unqualied term stability often refers to stability
with respect to perturbed initial conditions in which we require that F() vanishes, so the only
perturbations are in  0(),  1(). We now give formal denitions of selected concepts.
Denition 2.3 (Stability). (a) Given t0 and a class of admissible perturbations satisfying (2.5), a
solution y() of the neutral equation (1:2) is (i) stable, if for each > 0 there exists =(; t0)> 0
such that jjy(t)jj<; when t>t0 whenever <; (ii) asymptotically stable, if it is stable and
there exists y = y(t0) such that y(t)! 0 as t !1 whenever <y.
There are many complementary theoretical tools for analysing stability; stability theory for bounded
lags may not extend to unbounded lags and theory for DDEs does not always extend to NDDEs.
Remark 2.4. (a) For linear equations (2:1), some results are well known. Thus, the use of Laplace
transforms and an investigation of the zeros of the quasi-polynomial that serves as a stability function
allows one to establish that all solutions of the DDE (2.1a) are stable with respect to perturbed
initial conditions when the point (; ) := (??; ??) lies in the stability region  which is the
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Fig. 2. Representation of the boundary @1[@2 of the unbounded exact stability region  in the (; )-plane: (a) as given
in (2:6), showing that  contains the wedge W of points (; ) such that jj<−  and ? > 0;  =  is an asymptote
to @2; (b) showing for comparison the corresponding boundary (2.10) for the NDDE (2.9) in the case =−0:9, −0:6,
0:6, 0:9; the stability regions again include W (for jj< 1).
region of the (; )-plane that includes the half-line < 0,  = 0 and whose boundary
@= @1 [ @2 is formed by the loci (2.6a)
@1 := f =−g; (2.6b)
@2 := f(= ! cot!;  =−! cosec!); 0<!< g: (2.6c)
In particular, therefore, we obtain a stability condition
j?j6− ? (2.7)
that is independent of ? > 0 from the observation W := f(; ) such that jj< − g. For
complex-valued ?; ?, an analogue of (2.7) is that solutions are stable if j?j<−R ?; Guglielmi
[41, p. 409] indicates the region y of complex parameters (??; ??) for which all solutions of
(2.1a) are stable.
(b) The above results extend after some precautions to certain NDDEs such as
y0(t) = ?y(t) + ?y(t − ?) + ?y0(t − ?) (?; ?; ? 2 C) with j?j< 1: (2.8)
For the linear neutral delay dierential equation, (2.8) a sucient condition for stability is j? ? −
?j+ j?? − ?j<− 2R ?; if ?; ?; ? 2 R, it suces that j?j<− ? and j?j< 1. The lag
can be normalized to unity if we consider
y0(t) = y(t) + y(t − 1) + y0(t − 1) ( := ??;  := ??; = ?) (2.9)
Boundaries of the stability region are presented graphically (after some re-labelling) in [60, p. 117].
We here note that the locus corresponding to @2 in (2.6c), for  not necessarily 0, is the set of
parameterized points
f(; ): = ! cot!− ! cosec(!);  =−! cosec(!) + ! cot (!)g; (2.10)
and sample loci are drawn in Fig. 2(b) for =−0:9;−0:6; 0:6, and 0:9.
(c) For systems of ODEs, the test equation y0(t) = y(t) with  2 C (rather than with  2 R)
can be motivated by consideration of the equations y0i(t) =
P
ai; jyj(t), or, in compact notation,
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y0(t) = Ay(t), where the real matrix A = [ai; j] is supposed to be similar to the diagonal matrix
diag(1; 2; : : : ; m) with complex f‘g. The corresponding test equation (2.8) with complex co-
ecients should probably be considered less signicant than in the complex-coecient ODE case,
because (i) it will be a rare occasion for three matrices L = [i; j]; M = [i; j]; N = [i; j] to be
simultaneously diagonalizable | i.e., under the same similarity transform | and (ii) the system of
NDDEs that one would prefer to consider has the form
y0i(t) =
X
j
i; jyj(t) +
X
j
i; jyj(t − i; j) +
X
j
i; jy0j(t − i; j) (2.11)
where the positive values fi; j; i; jg are generally all dierent (and may be t{ or state{dependent).
If we turn to nonlinear equations, the solution y(t)  1 of (2:3) is readily shown to have dierent
stability properties from those of the solution y(t)  0 and this illustrates the general observation
that stability properties attach to a particular solution y(t)  y( ; t0; t) of a nonlinear equation.
Let us observe also that there are conditions in the literature under which stability with respect to
certain types of persistent perturbations may be deduced from asymptotic stability with respect to
initial perturbations.
Emphasis on test equations, such as (2:1) has limited interest unless one can relate the results to
more general equations. In this respect, Baker and Tang [12] established results on stability with
respect to initial perturbations, that include the following as a special case, and they investigated
analogues for some numerical approximations.
Theorem 2.5. Dene jju()jj[t−k?; t] := sup2[t−k?;t] ju()j. Suppose (t)  t−(t; u(t))6t (t>t0) andj(t; v)− ?j ! 0 uniformly as t !1; v ! 0; and; for some nite k>1; jf(t; u(t); u((t; u(t))))−
f?u(t) + ?u(t − ?)gj= o(jju()jj[t−k?; t]) uniformly as jju()jj[t−k?; t] ! 0; t !1. Then; the zero
solution of (1:1) is asymptotically stable if the zero solution of (2:1a) is asymptotically stable (and
unstable if the zero solution of (1:1) is unstable).
We turn to some further key features that are of interest in the context of numerical analysis
for RDEs. These include (i) propagated discontinuities in the solution or its derivatives, or large
derivative values; (ii) delay terms that can stabilize or can destabilize solutions of the problem; (iii)
onset of periodicity or chaotic behaviour as a parameter in the dening equations is varied. We can
illustrate these by reference to scalar equations, such as (2:3).
Firstly, consider the question of smoothness. Suppose that the initial function  (t) 2 C1[t0−?; t0]
in (2.2) is such that its (left-hand) derivative  0?(t0) is not equal to ? ?(t0)f1− ?(t0−?)g. Then
(since y() and  ?() coincide on [t0 − ?; t0]), it follows that the right-hand derivative y0+(t0) does
not agree with the left-hand derivative y0−(t0). In this case, we say that the derivative of y has a jump
at t0. We deduce, from (2.2), that y00(t) has a similar jump at t0 + ?, y
000(t) has a jump at t0 +2?,
and so on. Here, the solution becomes smoother as t increases. There exists a well-developed theory
of tracking of the points where derivatives of the solution have jump discontinuities, see [69,75] and
other citations in [10]. The reader may consider a modication of (2.2),
y0(t) = ?y(t)f1− y(t)− ?y0(t − ?)g (t>0) (2.12)
which is an NDDE, as an example where smoothing does not take place. Note that the type of
approximation that purports to relate (2:2){(2:12) is most suspect!
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Secondly, we address stability. Consider the equilibrium y(t)  1 for the ODE y0(t)=?y(t)f1−
y(t)g which, by ‘stability in the rst approximation’, is stable with respect to initial perturbations
if ? > 0. However, y(t)  1 is a stable solution of y0(t) = ?y(t)f1 − y(t − ?)g under the
introduction of (small) perturbations (t) for t 2 [ − ?; 0] if (by a rened version of ‘stability in
the rst approximation’) corresponding solutions of 0(t) = −?(t − ?)f1 + (t)g are bounded.
A stability condition now is that ?? 2 (0; 12) (y(t)  1 is unstable for ?? > 12). Note the
continuous dependence on ? as ? & 0.
Finally, consider, in association with bifurcation theory (see [30, p. 301]), the qualitative behaviour
of the solutions of the delayed logistic equation as ?? varies. The solutions of (2.2) with ?? > 0
and a positive  (t) (t 2 [ − ?; 0]) are positive, converge monotonically to 1 if 06??6e−1,
converge to 1 in an oscillatory fashion if e−16?? < =2, and display oscillatory behaviour for
??>=2 (a Hopf bifurcation point | it is not a coincidence that the locus @2 in Fig. 2(a)
crosses  = 0 where  = −=2). The numerical analysis of Hopf bifurcation is addressed in the
literature (cf. [32,38], where diering perspectives are presented, and [34,35,64,65,76] along with
the citations given therein). This area merits the reader’s further consideration: Bifurcation, the onset
of periodicity, and the behaviour of periodic solutions, are of practical interest.
3. Background numerical analysis
Numerical computation is designed to give quantitative insight (and, thereby, qualitative insight)
into the solution of various mathematical models. As in the numerical solution of ODEs, there are
two inter-related types of question that concern us: the one relates to the design of algorithms,
and the other relates to what can be established rigorously about their properties and performance.
This requirement of rigour imposes assumptions that in general reduce the degree of realism but
nevertheless (one hopes) allows some practical insight to be gained. Additional valuable citations
will be found in [3,10,26,43,77].
The choice of numerical techniques for the treatment of RDEs (DDEs and NDDEs) relies heav-
ily on the construction of densely-dened continuous extensions. (Similar constructions produce
dense-output in the numerics of ODEs.) The method of dening the continuous extension can, in
addition to the properties of the other components of our methods, aect both the accuracy and the
stability of the numerical method [10,26,77]. We concentrate upon the scalar version of (1.2a), for
deniteness, so that
y0(t) = F(t; y(t); y((t)); y0((t))) for t>t0; (3.1)
(with y(t) =  0(t), y0(t) =  1(t), t6t0). The restriction to DDEs, and the extension to systems, will
be obvious.
Using the initial conditions ~y(t) =  0(t), fy0 (t) =  1(t) for t6t0, our numerical solution proceeds,
usually with adaptive step sizes fhng, with a mesh
T := ft0<t1<t2<   <tn−1<tn <   g; hn := tn+1 − tn; (3.2)
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by obtaining ~y(t);fy0 (t) for t>t0. The width of T is maxn hn. One advances, from tn to tn+1 at the
nth stage, in ‘evolutionary’ mode. The choice of T is clearly important and should take account
of the nature of the solution. (Some of the published analysis treats the uniform step-size case,
hn h.) Where one seeks the solution on [t0; tmax], we suppose that tmax is the only possible point of
accumulation of ft‘g. In practice, the steps hn are chosen on the basis of one or more of the following:
(a) knowledge (to within a given tolerance) of the points where the solution or a \signicant"
derivative has a jump discontinuity (or is relatively large), (b) estimates of the local truncation
error, (c) estimates of the defect (see [36,45]; and citation [46] of [10]). Determination of the
points referred to in (a) can be attempted using tracking theory or by using indicators from estimates
obtained under (b) or (c). For some problems, the solution becomes smoother as t increases, and the
problem of discontinuities is transient; for certain NDDEs, and certain DDEs with unbounded lag,
the problem of lack of smoothness persists. Where discontinuities cause a problem, the author’s view
is that modest-order one-step methods, such as those based on Runge{Kutta (RK) processes with RK
abscissae in [0; 1], and local approximation techniques for providing a densely dened approximation,
together with control of the step sizes, have great appeal (they are self-starting and can more readily
avoid derivative discontinuities). Some RK methods are equivalent to a form of collocation. RK
methods with abscissae outside [0; 1], linear multistep methods, and nonlocal extensions, can have
ro^les in the particular case of problems with smooth (or ultimately smooth) solutions.
3.1. The construction of some approximating formulae
For state-dependent (t)  (t; y(t)); (t)  (t; y(t)) we write
~(t) = ^(t; ~y(t))  min(t; (t; ~y(t))); (3.3a)
~(t) = ^(t; ~y(t))  min(t; (t; ~y(t))): (3.3b)
Write tn+shn as tn+s; as the calculation proceeds, one retains information to generate approximations
~y(tn+s) (and fy0 (tn+s)), s 2 (0; 1), when required.
We orientate the reader by considering the -method applied, with xed  2 [0; 1], to (3.1); later,
we consider RK methods. With ~y k := ~y(tk)  y(tk), ~Fk :=F(tk ; ~y(tk); ~y( ~(tk));fy0 ( ~(tk))), suppose
we have computed and stored
~y 0; ~F0; ~y 1; ~F1; ~y 2; ~F2;    ~y n; ~Fn (3.4)
(see Remark 3.2 for a generalization) and require to advance from tn to tn+1. The -formula for ~y n+1
reads
~y n+1 := ~y n + (1− )hn ~Fn + hnF(tn+1; ~y n+1; ~y( ~(tn+1));fy0 ( ~(tn+1))): (3.5)
Of course, fy0k =fy0 (tk) := ~Fk approximates y0(tk). The -formula is implicit if  6= 0 in which case
one needs the delayed function value ~y( ~(tn+1)) or fy0 ( ~(tn+1)). Taking = 12 denes the trapezium
rule
~y n+1 := ~y n +
1
2hn ~Fn +
1
2hnF(tn+1; ~y n+1; ~y( ~(tn+1));
fy0 ( ~(tn+1))): (3.6)
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In the special case where (t) = t − ?, (t) = t − ? and h can be (and is) xed so that
?=h=M 2 N and ?=h=M 0 2 N, the natural complete denition is
~y n+1 := ~y n +
1
2hn ~Fn +
1
2hnF(tn+1; ~y n+1; ~y n+1−M ; ~Fn+1−M 0); (3.7a)
fy0n+1  ~Fn+1 :=F(tn+1; ~y n+1; ~y n+1−M ; ~Fn+1−M 0): (3.7b)
In general, however, ~(tn+1) or ~(tn+1) 62 T. One then needs approximation formulae that extend
the solution dened on the mesh T, to compute ~y( ~(t)) at ~(t) = t + sh for s = s(T; t), and to
compute fy0 ( ~(t)) with ~(t) = t0 + qh0 for q = q(T; t) (s; q 2 (0; 1)). Generic relationships of the
type
’(tk+s) = A(s)’(tk) + B(s)’(tk+1) + hkfC(s)’0(tk) + D(s)’0(tk+1)g+ O(h%kk );
’0(tk+s) =
1
hk
fA0(s)’(tk) + B0(s)’(tk+1)g+ C 0(s)’0(tk) + D0(s)’0(tk+1) + O(h%
0
k
k )
(where %k ; %0k depend on the smoothness of ’ on [tk ; tk+1]) generate such approximations on omitting
the Landau order terms. We obtain piecewise-constant, piecewise-linear, piecewise-quadratic and
piecewise-cubic approximations interpolating ’(t) at ftkg if, respectively, A(s) = 1; B(s) = C(s) =
D(s) = 0; A(s) = 1− s; B(s) = s, C(s) = D(s) = 0;
A(s) = 1; B(s) = 0; C(s) = (s− 12s2); D(s) = 12s2 (3.8)
and (the piecewise cubic case)
A(s) = f1 + 2sg(1− s)2; B(s) = 1− A(s);
C(s) = s(1− s)2; D(s) = s− C(s): (3.9)
As a simple low-order method, we might employ the Euler formula ( = 0 in the -method) with
piecewise-linear interpolation for both ~y(tk+s) and fy0 (tk+s). In this manner, we obtain
~y(tn+1) := ~y n + hn ~Fn; (3.10a)
~y(tk+s) := ~y k + hnf(1− s) ~Fk + (1− s) ~Fk+1g
= (1− s) ~y k + s ~y k+1 (k6n; s 2 [0; 1]); (3.10b)
fy0 (tk+s) := (1− s) ~Fk + s ~Fk+1 (k6n; s 2 [0; 1]): (3.10c)
An alternative to the expression in (3.10c) is, of course, the derivative obtained from (3.10b), namely
f ~y k+1 − ~y kg=h; s 2 [0; 1): (3.10d)
A method based on (3.10d) will, in general, have dierent properties from one based on (3.10c).
For each choice of fA(s); B(s); C(s); D(s)g, we obtain extensions of the form ~y(tk+s) =A(s) ~y k +
B(s) ~y k+1 + hkfC(s)fy0k + D(s)fy0k+1g (and similarly for fy0 (tk+s)) if we set ’(t‘) to ~y ‘, and ’0(t‘) to
~F‘. By (3.5), ~y k+1 can be eliminated and (since A(s)+B(s)=1) we deduce, given , approximations
of the type
~y(tk + shk)  ~y(tk+s) = ~y k + hkfb1(s) ~Fk + b2(s) ~Fk+1g; (3.11a)
fy0 (tk + shk)  fy0 (tk+s) = c1(s) ~Fk + c2(s) ~Fk+1: (3.11b)
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All choices above give local approximations on [tk ; tk+1] using computed values of ~y() and fy0 () at
arguments in [tk ; tk+1]. For convenience, we suppose we take one type of approximation consistently
for all k.
If we combine (3.9) and (3.6), we nd b1(s)=s− 12s2, b2(s)= 12s2. The same result arises on using
(3.8). If we dierentiate (3.9) and use (3.6), we nd c1(s) = 1 − s, c2(s) = s. Here, c‘(s) = b 0‘ (s),
but this is not (cf. (3.10b){(3.10c)) essential in general. The trapezium rule gives, with the chosen
extensions,
~y(tn+s) := ~y n + hnf(s− 12s2) ~Fn + 12s2F(tn+1; ~y n+1; ~y( ~(tn+1));fy0 ( ~(tn+1)))g; (3.12a)fy0 (tk+s) := (1− s) ~Fk + s ~Fk+1 (k = 0; 1; : : : ; n): (3.12b)
Note that we have ~y(t‘) = ~y ‘, fy0 (t‘) = ~F‘, for ‘ 2 fk; k + 1g. Approximation theory yields (inter
alia) the following results related to (3:12).
Lemma 3.1. If; for r 2f0; 1; 2g; y()2C2−r[tk ; tk+1] is Lipschitz continuous (in particular if y() 2
C3−r[tk ; tk+1]) and if
y(tk+s) = y(tk) + hkf(s− 12s2)y0(tk) + 12s2y0(tk+1)g+ hk (y; s); (3.13a)
y0(tk+s) = (1− s)y0(tk) + sy0(tk+1) + \hk (y; s); (3.13b)
then sups2[0;1] jhk (y; s)j= O(h3−rk ); sups2[0;1] j\hk (y; s)j= O(h2−rk ).
Our discussion illustrates the general approach to adapting an ODE solver to treat a DDE or NDDE
using auxiliary approximations to compute solution or derivative values at retarded arguments and
there exists a wide choice for the latter. We progress from the -methods to consider RK methods.
The ODE literature contains examples of continuous RK formulae that incorporate an inbuilt method
for generating dense output. Such a formula is generated by the continuous RK triple (#;A; b(s))
featured, with an example, in the tableau in (3.14):
# A
s bT(s);
for example;
0 0
1 12
1
2
s s− 12s2 12s2
; s>0: (3.14)
We have A= [ai; j] 2 Rmm, b(s) = [b1(s); b2(s); : : : ; bm(s)]T and #= [#1; #2; : : : ; #m]T 2 Rm. The RK
parameters are \formally explicit" if ai; j =0 for j>i and will be called \local" if #i 2 [0; 1] for all
i. An RK triple allows one to obtain a formula for the numerical solution of a DDE.
For an NDDE one requires a further vector of weights cT(s), conveniently but not necessarily
taken as the derivative of bT(s) (cf. (3:11), but note (3.10b), (3.10c)). Such parameters dene a
RK-quadruple (#;A; b(s); c(s)) corresponding to an augmented tableau:
# A
s bT(s)
cT(s);
for example;
0 0
1 12
1
2
s s− 12s2 12s2
1− s s
; s>0: (3.15)
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We write tn; i := tn+#ihn, ~y n; i := ~y(tn; i) (also, as above, tn+s=tn+shn for s 2 [0; 1]), and the continuous
RK discretization of (3.1) is given by
~y(tn+s) := ~y n + hn
mX
j=1
bj(s) ~Fn;j; (3.16a)
fy0 (tn+s) := mX
j=1
cj(s) ~Fn;j; (3.16b)
~y n; i = ~y n + hn
mX
j=1
ai; j ~Fn;j; ~Fn;j = F(tn; j; ~y n;j; ~y( ~(tn; j));fy0 ( ~(tn; j))): (3.16c)
Eqs. (3.16c) together constitute equations to be solved for f ~Fn; igmi=1 for substitution in (3.16a),
(3.16b). For compatibility, we evaluate past values using
~y( ~(tn; j)) = ~y kn; j + hkn; j
mX
‘=1
b‘(sn; j) ~Fkn; j ;‘ ( ~(tn; j) = tkn; j + sn; jhkn; j); (3.16d)
fy0 ( ~(tn; j)) = mX
‘=1
c‘(qn; j) ~Fk0n; j ;‘ (
~(tn; j) = tk0n; j + qn; jhk0n; j): (3.16e)
Alongside the general form in (3.15), we gave an illustration (the trapezium rule). That tableau
produces a continuous RK method equivalent to Eqs. (3.12a){(3.12b). A Dormand & Prince RK
tableau and an extension due to Shampine are employed in the code Archi [71].
There may be complications in the use of (3:16). Eqs. (3.16a), (3.16b) may become implicit if
(t)<hn for some t 2 [tn; tn+1] (e.g., for vanishing lag), even if the RK parameters are formally
explicit. If  (or ) is state-dependent ( ~(tn; j) signies ^(tn; j; ~y(tn; j))), (3:16) are implicit and must
be solved iteratively.
Remark 3.2. For RK methods, one may store ~y 0; f ~F0; jgmj=1; ~y 1; f ~F1; jgmj=1; ~y 2; f ~F2; jgmj=1;    ; ~y n;
f ~Fn;jgmj=1; : : : : If the equations are solved iteratively, one records ~y [r]n and ~F
[r]
n; j where ~F
[r]
n; j :=F(tn; j;
~y [r]n; j ; ~y( ~
[r](tn; j));fy0 ( ~[r](tn; j))) (or alternatively ~y [r+1]n and ~F [r]n; j), with ~[r](tn; k) = ^(t; ~y [r](tn; k)), and
~
[r]
(tn; k) = ^(t; ~y
[r](tn; k)) (r  rn).
4. Approximate solutions | existence, uniqueness, convergence
Consider a sequence T =fT[0];T[1];T[2]; : : :g of meshes (3.2) whose widths fh[0]max>h[1]max>h[2]max; : : :g
tend to zero. The approximation ~y(t), if it exists, denotes ~y(T[m]; t) for some T[m] 2 T with width
h[m]max  hmax(T[m]).
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Denition 4.1. Given ~y(t)  ~y(T[m]; t), the error on the grid points and the global error, are,
respectively,
e[m]([t0; tmax]) := supfjy(tn)− ~y(tn)j for tn 2T[m] \ [t0; tmax]g;
e [m]([t0; tmax]) := supfjy(t)− ~y(t)j for t 2 [t0; tmax]g:
For xed tmax<1, the approximations ~y() are (i) convergent on grid-points in [t0; tmax] if
limm!1 e[m]([t0; tmax]) = 0, (ii) convergent of order  on grid-points in [t0; tmax] if e[m]([t0; tmax]) =
O((h[m]max)
) as m ! 1, and (iii) convergent of order % on the interval [t0; tmax] if e [m]([t0; tmax]) =
O((h[m]max)
%) as m!1.
Clearly, %6; there are cases where %<. Further, there are cases where the order of convergence
depends upon the sequence of meshes fT[m]g. (Consider the method dened by (3.6) together with
the low-order extension ~y(tn+s) := ~y(tn) for s 2 (0; 1). Apply it to y0(t) = y(t − 1) with ti = t0 + ih
and uniform step h: compare the case T[m] 2 T if h=1=m (m 2 N), where no extension is needed,
and the case T[m] 2 T if h = 1=(p2m); m 2 N.) One caveat is in order: theories that apply for
small discretization parameters (\as h! 0") may not give the desired insight in real life (e.g., if h
is large relative to the time-scale of the problem). The concept of sti order in the study of ODEs
(where practical step sizes do not produce asymptotically correct convergence behaviour) reects
this observation.
We illustrate some more general results by reference to method (3:12) for (3.1). Recall that
tn+s = tn + shn, for s 2 (0; 1]. We use (if the solution y() and the approximation ~y() exist and are
unambiguously dened) the notation
Fn+s = F(tn+s; y(tn+s); y((tn+s)); y0((tn+s))); (4.1a)
~Fn+s = F(tn+s; ~y(tn+s); ~y( ~(tn+s);fy0 ( ~(tn+s)))): (4.1b)
Henceforth, we presume the existence of a unique true solution y(t)  y( ; t0; t) but discuss exis-
tence of ~y(). We detect a diculty on considering (2.12) with an initial function  ?(t)=1;  0?(t)=0
and solution y(t) = 1. Taking a uniform mesh with hn = h and setting  :=?h, (3:12) gives, with
~y(0) = 1, a quadratic equation for ~y(h) of which one solution is ~y 1 = 1 corresponding to which
~y(t) = 1; fy0 (t) = 0 for t6h. By consistently taking the \appropriate" root, we have as one solution
~y(t)=1; fy0 (t)=0 for t6nh. At the nth stage the equation for ~y n+1 is then 12 ~y2n+1+(1−) ~y n+1−1=0.
(The path from ~y n to ~y n+1 is in general multi-valued though the existence of a real sequence
f ~y ‘g1‘>0 on every path is not guaranteed.) The preceding quadratic equation has as its solutions
~yn+1 = f− 1 j1 +jg=f2g, namely the value 1 (the true solution) and the value −1= (which
becomes innite as h ! 0). This example suggests that an implicit formula, such as (3:12), if
applied to a nonlinear NDDE, may give rise to a multi-valued approximation ~y(t) of which only
some branches are dened for all t>t0 and also satisfy limh!0 supt2[t0 ;tmax]j ~y(t)− y(t)j= 0.
Suppose ~y(t) exists for t 2 [tmin; tn]. Now, ~y n+1 = ~y(tn+1), if it exists, satises ~y n+1 = ’n( ~y n+1)
where (with notation (3:3))
’n(x) := ~y n +
1
2hn ~Fn +
1
2hnF(tn+1; x; ~y(^(tn+1; x));
fy0 (^(tn+1; x))): (4.2)
The function ’n() satises a global Lipschitz condition with constant 12hnL if, with (x) :=
F(tn+1; x; ~y(^(tn+1; x)), fy0 (^(tn+1; x))), we have j(x0)− (x00)j6Ljx0 − x00j uniformly for all x0; x00.
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A line of enquiry is to discover reasonable conditions that determine a suitable L; we can then use
the following lemma which may be found in a student text.
Lemma 4.2 (Fixed-point iteration). Consider the general xed-point iteration xk+1=(xk). Suppose
(given > 0) that () continuous on [x?− ; x?+ ] and j(x0)−(x00)j6jx0−x00j for all x0; x00 2
[x? − ; x? + ] where 06< 1 and let x0 2 [x? − ; x? + ] be such that jx0 − (x0)j6(1− ).
Then limr!1 xr exists and is the only xed point of () lying in [x? − ; x? + ].
If the global Lipschitz condition holds, we can apply this result to the iteration xr+1=’n(xr), with
arbitrary x0 and  as large as necessary, by ensuring (say) that hnL< 1, so there exists a unique
value ~y(tn+1) for all hn suciently small, and a unique ~y(t) exists for t 2 [tmin; tn+1]. We have (when
h[m]max is suciently small) the basis of a proof, by induction, of the existence of a unique ~y(t) for
all t 2 [tmin; tmax]. To bound the error, compare (3:12) with
y(tn+s) = y(tn) + hnf(s− 12s2)Fn + 12s2Fn+1g+ hn(y; s); (4.3a)
y0(tk+s) = (1− s)Fk + sFk+1 + \hk (y; s) (k = 0; 1; : : : ; n); (4.3b)
use (cf. Eq. (3:13)) theoretical bounds on fhn(y; s); \hk (y; s)g, apply Lipschitz conditions and use
inequalities familiar in the numerics of ODEs.
4.1. Theory based on local Lipschitz conditions
Global conditions are not always realistic and we will request local Lipschitz conditions (this
material appears to be a novel extension of previously published results). We sacrice generality by
imposing conditions on the neutral term: in particular, we suppose  to be state-independent and
consider
y0(t) = F(t; y(t); y((t; y(t))); y0((t))) for t>t0: (4.4)
Thus, scalar state-dependent DDEs and state-independent NDDEs are covered by our discus-
sion. (The rather intricate details that we supply allow the reader to construct the extension to
state-dependent (t; y(t)) if Lipschitz conditions apply globally.)
Our main task is to use conditions on the discretization error to establish, for h[m]max suciently
small, the existence of ~y(t); fy0 (t) in a region in which local Lipschitz conditions apply. We focus
on formulae (3:12), and use the notation hk (y; s), 
\
hk (y; s) in Lemma 3.1 and
n(y) := sup
‘2f0;1;:::;(n−1)g
jh‘(y)j; h‘(y) = sup
s2[0;1]
jh‘(y; s)j; (4.5a)
\n(y) := sup
‘2f0;1;:::;(n−1)g
j\h‘(y)j; \h‘(y) = sup
s2[0;1]
j\h‘(y; s)j (4.5b)
and, for a given ! 2 (0;1),
!h‘(y) := jh‘(y)j+ h‘!j\‘(y)j: (4.5c)
To impose local conditions for u; w we dene the neighbourhoods
D(; 1; s) := f(s; u; w); ju− y(s)j6(s); jw − y0(s)j61(s)g (4.6)
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for s2 [t0; tmax] ((); 1() continuous and strictly positive on [t0; tmax]). We ask (i) that
supt2[tmin ;tmax] jy(t)j6M , supt2[tmin ;tmax] jy0(t)j6M , (ii) that y0() should be Lipschitz-continuous on
[tmin; tmax] with Lipschitz constant M ; (iii) (uniform boundedness of F) that
jF(t; u(t); u((t; u(t))); w((t)))j6M (4.7)
for t 2 [t0; tmax] when ju(t) − y(t)j6(t) and jw() − y0()j61() for  2 [t0; t], t06t6tmax. We
require (iv) Lipschitz conditions j(; u)−(; U )j6ju−U j, jF(; U; v; w)−F(; u; v; w)j62jU−
uj, jF(; u; V; w)− F(; u; v; w)j63jV − vj, jF(; u; v;W )− F(; u; v; w)j64jW − wj. We ask that
4< 1 (cf. Theorem 2:2; with the condition L2< 1). The conditions hold for u; U 2 [y() −
(); y() + ()], v; V 2 [y()− ; y() + ] ( = (s)), and w;W 2 [y0()− ; y0() + ],
with  = 1(), whenever ; 6, and  2 [t0; tmax]. We ask (if necessary by a redenition) that
when t 2 [tn; tn+1],
1(t)> sup
2[t0 ; tn+1]
() + ?; where ? > 0; (4.8)
where  = !?, with ? = 2 + 3 + M3, ! = (1 − 4)−1. In relation to T, we also ask for
continuity of y00(t) on each interval [tk ; tk+1] and that h[m]max< 1, h
[m]
maxL< 1, where L= 2 + 3M .
Setting ^ := 3 + (1 + 4) and n = fhn\hn(y) + hn(y; 1)g we require that, for n= 0; 1; : : : ;
2 expf2(tn − t0)g
nX
‘=0
!h‘6(t) when t 2 [tn; tn+1]; (4.9a)

1− 1
2
hnL
(
(1 + ^hn)expf2(tn − t0)g
n−1X
k=0
hk (y) + jnj
)
6(tn+1) (4.9b)
and
! sup
t‘6tmax
j\h‘(y)j6?: (4.9c)
Conditions (4:9) are satised on taking h[m]max suciently small, since 
!
h‘(y)=O(h‘hmax), and
P
k 
!
hk=fPk hkgO(h[m]max). To simplify, we assume h[m]max is smaller than a \minimum possible lag":
0<max
‘
h‘ < inf
t2[t0 ; tmax]
min

inf
ju−y(t)j6(t)
(t − (t; u)); t − (t)

: (4.10)
Then, ~(t‘+1)6t‘, ~(t‘+1)6t‘ for ‘ 2 N. (If (t) = t − (t), (t) = t − (t) with  :=minfinf t(t);
inf t(t)g> 0 it suces to take h[m]max<.)
Theorem 4.3. If all the preceding assumptions hold, there is a unique approximate solution ~y(t)
dened on [t0; tmax] and satisfying jy(t) − ~y(t)j6(t). Furthermore, sup[t0 ;tmax] jy(t) − ~y(t)j ! 0 as
h[m]max ! 0 (that is; as m!1).
4.1.1. The proof of Theorem 4.3
We shall indicate a proof of the above, via some lemmas. When brevity requires, we write
e(t) = y(t)− ~y(t) and e1(t) = y0(t)−fy0 (t); (4.11a)
if dened. For r 2 N, Ir will denote the set
Ir := [tmin; tr] [ ftr+1g: (4.11b)
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Lemma 4.4. Suppose, for some r 2N; that there exists a unique ~y(t) that satises jy(t)− ~y(t)j6(t)
for t 2 Ir ; and jy0(t) −fy0 (t)j61(t) for t 2 [tmin; tr]. Then (a) ~y(t); fy0 (t) exist on [tmin; tr+1]; and
jfy0 (t)j6M for t 2 [tmin; tr+1]. (b) With  = !? dened above, and ‘ = 0; 1; : : : ; r,
sup
t2[t0 ; t‘+1]
jy0(t)−fy0 (t)j6 sup
t2[t0 ; t‘+1]
jy(t)− ~y(t)j+ !j\‘+1(y)j (4.12)
and, uniformly for ‘ 2 f0; 1; : : : ; rg,
sup
t2[t0 ; t‘+1]
jy(t)− ~y(t)j62 expf2(t‘ − t0)g
‘X
k=0
!h‘(y) = O(h
[m]
max): (4.13)
Finally, jy(t)− ~y(t)j6(t), and jy0(t)−fy0 (t)j61(t) for t 2 [t0; tr+1].
Proof. We outline a proof of the above, but rst note that a similar result (the value of  is
changed) holds even if  is state-dependent. By assumption, the trapezium-rule approximation ~y(t)
is unambiguously dened for t 2 [t0; tr] and at tr+1, so ~F‘ is dened for ‘=0; 1; : : : ; (r+1) and hence
there exists a unique twice-dierentiable approximation ~y(t) on [tmin; tr+1] satisfying jy(t)− ~y(t)j6(t)
on [t0; tr][ ftr+1g, and fy0 (t‘) = ~F‘  F(t‘; ~y(t‘); ~y(^(t‘; ~y(t‘)));fy0 ((t‘))) if ‘6r +1 (cf. (3:3)). By
(3.12b) with (4.7), jfy0 (t)j6M (t 2 [t0; tr+1]) and (a) follows.
Now y0(t‘) = F‘  F(t‘; y(t‘); y((t‘; y(t‘))); y0((t‘))), and fy0 (t‘) = ~F‘ as above, and je1(t‘)j =
jF‘ − ~F‘j. If we use jy((t‘; y(t‘))) − ~y(^(t‘; ~y(t‘)))j6jy((t‘; y(t‘))) − y(^(t‘; ~y(t‘)))j +
jy(^(t‘; ~y(t‘)))− ~y(^(t‘; ~y(t‘)))j6M j(t‘; y(t‘))− (t‘; ~y(t‘))j+ je(^(t‘; ~y(t‘))j we nd
je1(t‘)j62je(t‘)j+ 3
(
sup
t2[t0 ; t‘−1]
je(t)j+ M je(t‘)j
)
+ 4 sup
t2[t0 ; t‘−1]
je1(t)j: (4.14)
If s 2 [0; 1], then je1(t‘+s)j6(1− s)je1(t‘)j+ sje1(t‘+1)j+ j\‘(y; s)j6maxj2f‘;‘+1g je1(tj)j+ j\h‘(y; s)j.
Thus, with ‘ 2 f0; 1; : : : ; rg, I‘  [t0; t‘] [ ft‘+1g, ? = 2 + 3 + 3M , 0<4< 1,
je1(t‘+s)j6? sup
t2I‘
je(t)j+ 4 sup
t2[t0 ; t‘]
je1(t)j+ j\h‘(y; s)j: (4.15)
From (4.15) we deduce supt2[t0 ;t‘+1] je1(t)j64 supt2[t0 ;t‘+1] je1(t)j + ? supt2I‘ je(t)j + j\‘+1(y)j6
4 supt2[t0 ;t‘+1] je1(t)j+ ? supt2[t0 ;t‘+1] je(t)j+ j\‘+1(y)j, and so (4.12) follows.
For ‘ = 0; 1; : : : ; r, jy(t‘+s) − ~y(t‘+s)j6jy(t‘) − ~y(t‘)j + h‘f(s − 12s2)je1(t‘)j + 12s2je1(t‘+1)jg +jh‘(y)j6 jy(t‘) − ~y(t‘)j + h‘f(s − 12s2) supt2[t0 ;t‘] je(t)j + 12s2 supt2[t0 ;t‘+1] je(t)jg + j!h‘(y)j. We de-
duce that (1− 12h‘) supt2[t‘ ;t‘+1] je(t)j6(1 + 12h‘) supt2[t0 ;t‘] je(t)j+ !h‘(y); and, if h‘ < 1,
sup
t2[t0 ; t‘+1]
je(t)j6(1 + 2h‘) sup
t2[t0 ; t‘]
je(t)j+ 2!h‘(y); (4.16)
where, by denition, !h‘(y) = jh‘(y)j + !h‘j\‘(y)j = O(h‘h[m]max). By induction, since 1 + 2?h‘6
exp(2?h‘), result (4.13) follows. The remainder of the lemma follows by reference to (4.9a),
(4.9c).
Consider, with notation (3:3) the Lipschitz-continuity of the functions
’n(x) := ~y n +
1
2hn ~Fn +
1
2hnF(tn+1; x; ~y(^(tn+1; x));
fy0 (^(tn+1))): (4.17)
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Lemma 4.5. Suppose jy(t)− ~y(t)j6(t) for t 2 In−1; and jy0(t)−fy0 (t)j61(t) for t 2 [tmin; tn−1].
Then there exists a nite L such that j’n(x0)−’n(x00)j6 12hnLjx0− x00j; whenever x0; x00 2 [y(tn+1)−
(tn+1); y(tn+1) + (tn+1)]; tn+1 2 [t1; tmax].
Proof. We indicate a proof, taking advantage of the state-independence of , and invoking (4.10).
By Lemma 4.4 je(t)j6(t), je1(t)j61(t), and jfy0 (t)j6M , t 2 [tmin; tn]. Now, j ~y(^(tn+1; x0)) −
~y(^(tn+1; x00))j6jx0− x00j sup6tn jfy0 ()j giving the bound M jx0− x00j for this quantity. By the re-
peated use of the triangle inequality, we have the stated result for ’n() in (4.17), with L=2+3M .
We outline a proof of Theorem 4.3. We consider the stage at which we compute ~y(t) on [tn; tn+1]
and wish to validate the conditions of Lemma 4.4 with r = n, assuming that they (and hence
the conclusions of the Lemma) hold with r = n − 1. To achieve our objective we have to estab-
lish the existence of ~y(tn+1) such that jy(t) − ~y(t)j6(t) for t 2In, and we apply Lemma 4.2 to
xk+1 = ’n(xk). For theoretical purposes, take x? = x0 = y(tn+1) (which exists by assumption). Now
je(t)j6(t), je1(t)j61(t) (t6tn), (tn+1; y(tn+1)), (tn+1)6tn; if we set En :=F(tn+1; y(tn+1); ~y((tn+1,
y(tn+1)));fy0 ((tn+1))))− F(tn+1; y(tn+1), y((tn+1; y(tn+1))); y0((tn+1))) then
jEnj6
(
3 sup
t2[t0 ; tn]
jy(t)− ~y(t)j+ 4 sup
t2[t0 ; tn]
jy0(t)−fy0 (t)j) ; (4.18)
Lemma 4.4 allows us to bound (4.18) in terms of supt2[t0 ;tn] jy(t) − ~y(t)j; we have jEnj6f3 +
4g supt2[t0 ;tn] je(t)j+ !4j\n(y)j. The value ’n(y(tn+1)) is
~y n +
1
2hn ~Fn +
1
2hnF(tn+1; y(tn+1); ~y(^(tn+1; y(tn+1)));
fy0 (^(tn+1; y(tn+1))))
=y(tn) + 12hnfFn + Fn+1g − e(tn) + 12hnf ~Fn − Fn + Eng (4.19)
=y(tn) +
Z tn+1
tn
y0(s) ds+ hn(y; 1)− e(tn) + 12hnf ~Fn − Fn + Eng:
=y(tn+1) + En+1 (4.20)
with En+1 = hn(y; 1) − e(tn) + 12hnf ~Fn − Fn + Eng. We have, with n = fhn\hn(y) + hn(y; 1)g and
^ := 3 + (1 + 4),
jEn+1j6 je(tn)j+ 12hnf3 + (1 + 4)g sup
t2[t0 ; tn]
je(t)j+ f 12hn(1 + 4)j\n(y)j+ jhn(y; 1)jg; (4.21)
6(1 + 12 ^hn) sup
t2[t0 ; tn]
je(t)j+ f 12hn(1 + 4)\hn(y) + jhn(y; 1)jg
6(1 + ^hn) expf2(tn−1 − t0)g
n−1X
k=0
!hk (y) + jnj; (4.22)
= O(h[m]max): (4.23)
Now jy(tn+1)−’n(y(tn+1))j= jEn+1j. In Lemma 4.2, concerning xed-point iterations, set x? = x0 =
y(tn+1) and = 12hnL (where hn < 1=L and where L is given by Lemma 4.5), and we determine that
there is a unique value ~y n+1 with ~y n+1 = ’n( ~y n+1) and satisfying
j ~y n+1 − y(tn+1)j6(tn+1) in the case jEn+1j6f1− 12hnLg−1(tn+1): (4.24)
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We then have j ~y(tn+s)−y(tn+s)j6(tn+s) if, in particular, Eq. (4.9b) holds and, by (4.8), (4.9c) and
(4.12), jfy0 (tn+s)− y(tn+s)j61(tn+s), s 2 [0; 1].
Theorem 4.3 now follows by induction, since the assumptions in Lemma 4.4(c) follow from our
discussion. We note that our results provide a rate of convergence for the error on the mesh-points
(Denition 4.1), supn jy(tn+1)− ~y(tn+1)j= O(h[m]2max ), in terms of the global error supt jy(t)− ~y(t)j=
O(h[m]max). Note that it is useful to have asymptotically correct expansions of the error, in addition
to orders of convergence, but convergence can be provable with relaxed assumptions, using Lemma
3.1, with r 2 f1; 2g, or a suitable extension.
5. Numerical stability
Stability (with or without qualifying adjectives or acronyms | e.g., \absolute stability", \relative
stability", \sti stability", \A-stability"), and its opposite instability, are amongst the most over-used
(perhaps misused) terms in the literature on evolutionary problems. Numerical stability, applied to
a class of discretization methods, can refer to zero stability as in \stability plus consistency implies
convergence". In strong stability, dominant terms in the error in ~y(t) satisfy an equation naturally
associated with perturbations in the original problem. In contrast, Simpson’s rule for y0(t) = y(t)
with constant step h is \unstable" as it has a spurious \growth parameter" that gives rise to a
contribution of the form −(1 − 13h + O(h2))n in ~y(tn); this clearly has no association with the
original problem (and can grow in magnitude for negative ). For selected ; , it can readily be
shown that this analysis extends to Simpson’s rule for y0(t) = y(t) + y(t − ?) where h = 1=N ,
N 2 N; this does not concern us further.
The preponderance of work on numerical stability has related to numerical solutions of DDEs
rather than NDDEs. We will provide a denition of stability that parallels Denition 2.3. Concerning
initial perturbations one addresses the case where the initial functions are perturbed to  0(t)+ 0(t)
and  1(t) +  1(t). To simplify, we consider the trapezium rule formulated as in (3.12a){(3.12b)
and leave the reader to generalize. For persistent (or steady acting) perturbations 0;1(t) we use the
notation
~F k :=F(tk ; ~y k +  ~y k; ~y( ~(tk)) +  ~y( ~(tk));fy0 ( ~(tk)) + fy0 ( ~(tk)))
and consider
~y(tn+s) +  ~y(tn+s) = ~y n +  ~y n + hnf(s− 12s2) ~F n + 12s2 ~F n+1g+ 0(tn+s); (5.1a)
fy0 (tk + shk) = (1− s) ~F k + s ~F k+1 + 1(tn+s): (5.1b)
Given a vector norm jj  jj, we can measure the input perturbations by
~= sup
t>t0
maxfjj0(t)jj; jj1(t)jjg+max

sup
t6t0
jj 0(t)jj; sup
t6t0
jj 1(t)jj

: (5.2)
For nonneutral DDEs, 1 is absent (in general, 1 could be eliminated by incorporation into a
revised denition of 0). If one wishes to cover numerical perturbations, one does not require the
derivative of 0 to equal 1 (an unsuitable requirement if fy0 () 6= fy0 () in the dening extensions),
nor even continuity of 0(); 1(). However, one can by suitable choices attempt to simulate the
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Table 1
Some of the stability terms in previous literature
Test equation Conditions Type of Reduces to the
(subject to conditions:) (hn  h xed) stability ODE concept
y0(t) = ?y(t) + ?y(t − ?) ?=h 2 N P-stability A-stability
j?j<−R (?) cf. (2.7) arbitrary h GP-stability
y0(t) = ?(t)y(t) + ?(t)y(t − ?) ?=h 2 N PN-stability AN-stability
j?(t)j<−R (?(t)) arbitrary h GPN-stability
A system ?=h 2 N RN-stability BN-stability
y0(t) = f(t; y(t); y(t − ?)) arbitrary h GRN-stability
subject to (5.3) See (5.4).
perturbations F(t) in Denition 2.3 The accompanying Table 1 presents some of the terms that
appear in the literature. The natural denitions of numerical stability are analogues of Denition 2.3,
and concern boundedness of  ~y() on [0;1), and behaviour of  ~y(t) as t !1.
Denition 5.1 (Numerical stability). (a) For given admissible perturbations, a solution ~y() of (3:12)
is termed (i) stable, if for each > 0 there exists ~

= ~

(; t0)> 0 such that jjy(t)jj< when
t>t0 for any ~< ~

; (ii) asymptotically stable, if it is stable and, given t0, there exists ~
y
= ~
y
(t0)
such that  ~y(t)! 0 as t !1 when ~< ~y; (iii) uniformly asymptotically stable, if the number ~y
in denition (ii) is independent of t0; (iv) -exponentially stable, if it is asymptotically stable and,
given t0, there exist nite K=K(t0) and ~
z
= ~
z
(t0) such that  ~y(t)6K expf−(t− t0)g (with >0)
for t>t0 when ~< ~
z
. (b) The stability is \stability with respect to perturbed initial conditions"
if we require that F() vanishes, so that the only perturbations are in  0(),  1().
The condition j?(t)j< −R (?(t)) is sucient to ensure asymptotic stability (with respect to
perturbed initial perturbations) of every solution of y0(t) = ?(t)y(t) + ?(t)y(t − ?) for every
? > 0. Recalling the concept of contractivity when studying ODEs, we note that nonuniqueness
of solutions passing through a point (cf. Fig. 1(b)) makes the denition of contractivity for ODEs
inappropriate for DDEs. The condition imposed on f in y0(t) = f(t; y(t); y(t − ?)) for RN- and
GRN-stability is (compare with j?(t)j<−R (?(t)), used above)
sup
y;x1 6=x2
jjf(t; y; x1)− f(t; y; x2)jj
jjx1 − x2jj 6− supx;y1 6=y2
R h(f(t; y1; x)− f(t; y2; x); y1 − y2)i
jjy1 − y2jj2 ; (5.3)
where h; i is a vector inner product and jjujj := hu; ui1=2. This ensures that
jjy( ; t)− y( +  ; t)jj6 sup
t6t0
jj (t)jj (5.4)
and RN- and GRN-stable methods preserve property (5.4) under discretization, with the respective
constraints on h; clearly, ~y() is then stable with respect to initial perturbations.
Some theoretical tools for analysing stability are Z-transform theory (in the case of constant-coe-
cient constant-lag DDEs), boundary-locus techniques, linearized stability, the fundamental matrix,
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comparison theorems, Lyapunov functions and functionals (the work [62] echos the analytical theory
in an attractive manner), and Halanay inequalities. It cannot be overemphasized that such tools
complement each other in providing insight. The stability properties attach to a particular solution
~y(t)  ~y(T;  ; t0; t), and as in the analytic case a solution of a nonlinear problem may be unbounded
but stable. It is often assumed, without loss of generality, that the null function is a solution so that
stability can be dened in terms of stability of the null solution (one considers the eect of \small
nonnull initial functions").
For linear equations all solutions corresponding to a given T simultaneously have the same
stability properties. We indicate some features by considering the case of the test equation
y0(t) = ?y(t) + ?y(t − ?) + ?y0(t − ?) with ? = Nh; ? = N 0h (5.5)
(where N; N 0 2 N). The general -method yields
(1− ?h) ~y n+1 = (1 + (1− )?h) ~y n + ?h ~y n+1−N
+(1− )?h ~y n−N + ?hfy0n+1−N 0 + (1− )?hfy0n−N 0 ; (5.6a)
fy0n+1 = ? ~y n+1 + ? ~y n+1−N + ?fy0n+1−N 0 (5.6b)
and in the present case we avoid the need for interpolation for past values and past derivative values.
With = 12 we obtain an example of (3:7).
We can now derive (if ?h 6= 1) a vector recurrence between the vectors k =[ ~y k;fy0k]T (k 2 N)
of the form
n+1 + A1n + ANn−N + AN 0n−N 0 = 0: (5.7)
Here, A‘  A‘(?; ?; ?; h), for ‘= 1; 2; : : : ;max(N; N 0). A slightly dierent recurrence is obtained
if the derivative values fy0‘ are obtained using numerical dierentiation
(1− h) ~y n+1 = (1 + (1− )h) ~y n + h ~y n+1−N + (1− )h ~y n−N
+ hfy0n+1−N 0 + (1− )hfy0n−N 0 ; (5.8a)
fy0n+1−N = f ~yn+1−N − ~y n−Ng=h: (5.8b)
If desired, a vector recurrence such as (5.7) can be re-expressed, using a block companion matrix,
as a two-term autonomous vector recurrence of the form ’n+1 =M’n with an amplication matrix
M M(?; ?; ?; h) of order 2maxfN; N 0g | e.g., if N 0>N :0BBB@
n+1
n
...
n−N 0+1
1CCCA
| {z }
’n+1
=
0BBB@
−A1 −A2    −AN    −AN 0
0 I    0    0
...
0 0       I 0
1CCCA
| {z }
amplication matrix M

0BBB@
n
n−1
...
n−N 0
1CCCA
| {z }
’n
: (5.9)
Solutions of the latter recurrence are (uniformly) stable with respect to initial perturbations if
(M)61 and any eigenvalues of modulus unity are semi-simple; uniformly asymptotically sta-
ble with respect to initial perturbations if (M)< 1 (and -exponentially stable if (M)61 −
h, > 0). Stability with respect to uniformly bounded persistent perturbations is assured when
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(M)< 1. Note that since the dimensionality of M varies with h, stability for h= h0 and for h00
need not be quantitatively comparable properties. The eigenvalues of M are, of course, the zeros
of the characteristic polynomial
P(z) := detfzN+1I + zNA1 + zN−NAN + zN−N 0AN 0g;
P(z)  P(; ; ; h; z); N  =maxfN; N 0g:
(5.10)
Regions of stability can be computed using the boundary-locus technique. To illustrate, such a region
can be associated with the parameters of the test equation (2.1a) if we x ?=0 in the above, and
the region of stability S(h) can then be dened 3 as
S(h) := (= ??;  = ??) 2 R R (5.11a)
such that
P(z) = 0 implies jzj< 1 or jzj= 1 and z is semi-simple; (5.11b)
with a corresponding denition of S?(h) when ,  2 C. Guglielmi [41] oered the following
denitions in terms of the exact stability regions  and y referred to in Remark 2.4:
Denition 5.2. A numerical method is called (i) (0)-stable if, for = 0,
S(?=N ) whenever 16N 2 N; (5.12)
(ii) -stable if, for = 0, S(?=N )y whenever 16N 2 N.
Guglielmi [41] showed that the trapezium rule is (0)-stable but not -stable. We may contrast
the rather strict requirements of - or (0)-stability with the observation that, even for the Eu-
ler rule, given arbitrary xed (; )2 there exists a corresponding M = M (; ) 2 N such that
(; )2S(?=N ) for all N>M (here, = 0).
Remark 5.3. (a) Regions of stability can be computed using the boundary-locus technique, in which
one seeks the loci on which P() has a zero of modulus unity. Such a region can be obtained in
(; )-plane for each parameter  of the test equation (2.1a) or of (2.8) or (5.5). Further, one can
use this approach for the cases where ?=h or ?=h are noninteger, so that interpolation is required
for the lagging value, and its eect on stability observed. The bounded stability regions in Fig. 3
correspond to the use of the Euler method. From Fig. 3(a) it may be observed that for h=1=(m+&)
with modest m 2 N, & 2 (0; 1), the stability region for the test equation
y0(t) = y(t) + y(t − 1) (5.13)
depends in a pronounced manner on &. The eect is much less pronounced for implicit formulae
such as the trapezium rule.
(b) In Fig. 3(b) the stability regions are those for the Euler method applied with h = 125 to the
test equation
y0(t) = y(t) + y(t − 1) + y0(t − 1): (5.14)
3 A zero z of P() dened by (5.10) is semi-simple if P0(z) 6= 0 (i.e., if it is simple) or if its geometric and algebraic
multiplicities, as an eigenvalue of M are the same.
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Fig. 3. Boundaries of stability regions for the explicit Euler method: (a) applied to the DDE (2.1a) with step size h
(h = 125 and h =
1
50 | unbroken lines, h =
3
72 ;
3
69 and
3
153 ;
3
156 | broken lines), in the (; )-plane; (b) applied to the
NDDE (2.8) with step h = 125 , in (; ; )-space with  2 (−60; 0),  2 (−60; 60) and (vertical axis)  2 (−1; 1). See
Remark 5.3.
The \lozenge" shown emphasized for =0 in Fig. 3(b) corresponds to the case shown in Fig. 3(a)
with h = 125 . As  varies from −1 to +1 in Fig. 3(b) the stability region in the (; )-plane rst
expands (until  = 0) and then contracts, and as it does so it moves from proximity to  = −
towards proximity to  = . The exact stability regions were indicated in Fig. 2(b), and it seems
that it has to be concluded that the Euler formulae given above seem unsuitable for NDDEs. This
and similar observations are being pursued elsewhere.
In an elegant paper, Guglielmi and Hairer [42] develop the relationship between stability analysis
and order stars.
Clearly, some interesting results can be obtained with the approaches indicated above but it is
already clear that diculties will be encountered if (i) step-sizes hn are non-constant, and (ii) the
lags ?; ? are replaced by time- or state-dependent values. In general, the two-term recurrence
’n+1 =M’n+1 introduced above has to be replaced by a local recurrence  n;n+1 =Mn n;n+1 where
the dimension of the vectors  n;n+1;  n;n and the order of Mn changes with n, and the stability
analysis is less straightforward.
A rather dierent approach relies upon a generalization of an inequality of Halanay (see [44,
pp. 377{378 et seq.]) in the study of stability of DDEs, to which we restrict ourselves, though
extensions are possible. The basic result of Halanay states that if p(t) is a positive scalar-valued
function satisfying p0(t)6−Ap(t)+B sups2−?6s6t p(t) for t>t0, where A>B> 0 then there exist
positive k;  such that p(t)6k expf−(t − t0)g. In applications, this result may be used to establish
exponential stability. A useful extension is to the case where (t) ! 1 as t ! 1 and (with
A>B> 0)
p0(t)6− Ap(t) + B sup
s2[(t); t]
p(s) for t>t0 (5.15)
whereupon we have (a result helpful in establishing asymptotic stability, but not exponential stability)
p(t) ! 0 as t ! 1. We note a further extension [13] to a nonlinear inequality of Halanay type.
For the analysis of numerical stability, one can seek discrete analogues of the Halanay inequalities
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indicated above, in which a right-hand derivative is replaced by a dierence p(t). The approach
is suggested by comparison of y0(t) = y(t) + y(t − (t)) with the trapezium rule applied with
arbitrary step h, which yields expressions of the form  ~y n=
1
2h ~y n+1 +
1
2h ~y n+
1
2hfn+1; ‘n ~y ‘n+1; n +
n+1; ‘n ~y ‘n+1; n+1g+ 12hfn;‘n ~y ‘n; n+n;‘n ~y‘n; n+1g where  ~y n= ~y n+1− ~y n and where ‘n+1; n and ‘n;n !1
as n!1.
6. Further issues and concluding remarks
Here, we shall address some problems that are in our view ongoing and therefore merit further
attention, and greater space than we can aord here.
We turn rst to stiness in retarded equations, on which further study is required. The concept of
stiness in numerical analysis is, whilst the terminology is widely used in ODEs, open to varying
(frequently controversial) mathematical interpretations [1]. For systems of ODEs, some would dene
stiness in terms of the occurrence of dierent time-scales. Since a scalar DDE is innite dimensional
and in some sense incorporates a countable set of time-scales (the solution of many delayed equations
can be expressed in the form of an innite sum of exponential terms with diering time-scales)
generalization of this idea seems unfruitful. Stiness is sometimes related to the situation where
explicit methods do not work, or where stability rather than accuracy constrains the step size. A
particular solution y(t) of a given DDE or NDDE will be regarded by this author as sti in the
neighbourhood of a point t? when (i) y(t) is smooth in the neighbourhood of t?, but (ii) accurate
numerical simulation of the behaviour of y() can only be achieved by constraining the step size
or the choice of method so that local errors are not amplied. In colloquial terms, (ii) relates to
stability, but stability is dened formally in terms of behaviour of perturbations as t ! 1 rather
than in the shorter term as implied here. One naturally turns to experience with ODEs on detection
of stiness and for treatment using numerical methods based upon highly stable implicit formulae.
However, some care has to be exercised here, because including delay terms modies the behaviour
of the solution and the numerical solution. For example, a solution of the equation y0(t) = y(t)
with  0 is generally regarded as sti, but solutions of y0(t)= y(t)− 2y(t− 1) (with 0) are
not even stable. The design of methods for detecting stiness, and methods that switch in or out of
sti mode, therefore merit further examination.
We introduce a class of problem not discussed above, constrained DDEs, or delay dierential
algebraic equations (DDAEs) of the form (say)
u0(t) = f(t; u(t); v(t); u(1(t)); v(1(t)); : : : ; u(q(t)); v(q(t)));
0 = g(t; u(t); v(t); u(1(t)); v(1(t)); : : : ; u(q(t)); v(q(t)));
(6.1)
that is, a system of DDEs coupled with constraints. Such systems are modications, incorporat-
ing delayed arguments, of dierential algebraic equations | hence, the description DDAEs. The
constraints need not be algebraic constraints, and problems with inequality rather than equality con-
straints also arise. For the numerics of DDAEs, see [2] and its citations, and [46,63]; for neutral
DDAEs see [58]. One diculty is that DDAEs can be equivalent to neutral dierential equations
with deviating arguments in which some arguments are advanced (\(t)>t, (t)>t") rather than
delayed. If one excludes this possibility, it appears that concerns should focus on the numerics of
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the related NDDEs, the problem of overcoming apparent \stiness" (depending on the local index
of the solution) and the question of error control in the presence of poorly behaved derivatives.
Closely allied to DDAEs are singular perturbation problems, such as
u0(t) = f(t; u(t); v(t));
v0(t) = g(t; u(t); v(t); u(1(t)); v(1(t)); : : : ; u(q(t)); v(q(t)))
(6.2)
or, a simpler example, u0(t)=f(t; u(t); u(t−?)). For a preview of some results on the numerics see
[3]. Finally, we concentrated on DDEs and NDDEs, but one can discuss Volterra integro-dierential
equations with delays.
We conclude with a reference to a dierent viewpoint, recently introduced in [23] in their analysis
of a linear system of DDEs with a xed lag ?. The basis of the work [23] is the observation that
the problem
y0(t) = f(t; y(t); y(t − ?)); t 2 [− ;1); (6.3a)
y(t) =  (t); t 2 [t0 − ?; t0] (6.3b)
may be solved | in particular if
 0(t0) = f(t0;  (t0);  (t0 − ?)); (6.3c)
by constructing the solution of the PDE
@
@t
u(t; s) =
@
@s
u(t; s); t>t0; s 2 [t0 − ?; t0]; (6.4a)
@
@s
u(t; t0) = f(t; u(t; t0); u(T; t0 − ?)); (6.4b)
u(t0; s) =  (s); s 2 [t0 − ?; t0]; (6.4c)
on setting y(t + s) = u(t; s). Bellen and Maset relate this to an abstract Cauchy problem that can
be treated numerically, and consider stability and convergence for linear systems (y0(t) =My(t) +
Ny(t − ?)); the approach has further potential.
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