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Avec l'essor de la. métrologie de l'Internet, la prévision du trafic s'est imposée 
comme une de ses branches les plus importantes. C'est un outil puissant qui permet 
d'aider à la conception, la mise en place et la gestion des réseaux ainsi qu'à l'ingénierie 
du trafic et. le cont.rôle des paramètres de qualit.é de service. 
L'objectif de cette thèse est d'étudier les techniques de prévision et d'évaluer 
la perforrnallce des modèles de prévision et de les appliquer pour la gestion des files 
d'attente et le contrôle du taux de perte dans les réseaux à commutation de rafales. 
AillSi, on analyse les différents paramètres qui permettent d'améliorer la performance 
de la prévision en termes d'erreur. Les paramètres étudiés sont: la qualltité de dOllnées 
néœs~aires pour définir les paramètres du modèle, leur granularité, le nombre d'entrées 
du modèle ainsi que les caractéristiques du trafic tf~lles que sa variance et la distribution 
de la taille des paquets. 
Nous proposons aussi une technique d'échantillonnage baptisée échantillonnage 
basé sur le maximum (Max-Based Sampling - MBS). Nous prouvons son efficacité pour 
améliorer la performance de la prévision et préserver l'auto-similarité et la dépendance 
à long terme du trafic. 
Le travail port.e aussi sm l'exploit.at.ion de la prévision du trafic pom la gest.ion 
du trafic et le contrôle du taux de perte dans les réseaux à commutation de rafales. 
Ainsi, nous proposons un nouveau mécanisme de gestion de files d'attente, baptisé 
Oé_SNFAQM, qui est basé sur la prévision du trafic. Ce mécanisme permet de stabiliser 
la taille de la file d'attente et par suite, contrôler les délais d'attente des paquets. 
Nous proposons aussi une nouvelle technique qui permet de garantir la qualité de 
service dans les réseaux à commutation de rafales en termes de taux de perte. Elle com­
bine entre la modélisation, la prévision du trafic et les systèmes asservis avec feedback. 
Elle permet de contrôler efficacement le taux de perte des rafales pour chaque classe de 
service. Le modèle est ensuite amélioré afin d'éviter les feedbacks du réseau en utilisant 
la prévision du taux de perte au niveau Tep. 
Les mots-clés: Modélisation et. prévision du trafic, t.echniques d'échantillonnage, 
gest.ion des files d'attent.e, réseaux à commutation de rafales, contrôle du taux de perte, 




L'Internet est devenu le média universel pour tous les types d'informations tels 
que les rionnées, la voix, la viriéo et les applications temps-réel. Sa. croissance et son 
évolution rapide en taille et en complexité ne permettent pas une maîtrise complète 
riu réseau et rie son comportement. Par conséquent, les opérateurs réseaux utilisent 
des techniques de métrologie pour la mise en place et la maintenance de leurs réseaux 
de communication afin d'offrir les meilleurs services à leurs clients et d'optimiser au 
maximum l'utilisation ries ressources. 
La métrologie de l'Intemet, ou science de lIlesure de l'Internet, vise il. superviser, 
mesurer et modéliser le trafic Internet afin d'évaluer la performance des réseaux en 
termes des différents critères de qualité de service (Quality Of Service - QoS). Elle 
permet, entre autres, de comprendre le fonctionnement Jes divers protocoles qui gèrent 
le réseau et d'analyser la manière avec laquelle ces protocoles interagissent entre eux. 
Avec l'essor de la mét.rologie ric l'Internet., la modélisation et la prévision riu trafic 
se sont imposées comme des branches très importantes autant au niveau de la recherche 
en réseau qu'au niveau rie la conception, rie la mise en place, rie la gestion ries réseaux 
et de l'amélioration des protocoles (Brakmo et Peterson, 1995; Bush, 1999; Casetti, 
Kurose et Towsley, 1996; Janowski et Owezarski, 2010; John, Tafvelin et Olovsson, 
2010; Chabchoub et al., 2010). 
La prévision du trafic a été intensivement étudiée riepuis la découverte de la 
nature auto-similaire et de la dépendance à long terme (LRD) riu trafic des différents 
types de réseaux. En effet, il est établi que le trafic présente de forte auto-corrélation 
(Paxon et Floyd, 1995; Park, Kim et Crovella, 1997; Leland et al., 1994; Abry et 
Veitch, 1998). Bien que ces caractéristiques particulières causent la dégradation de la 
performance du réseau en termes de perte et de délai, plusieurs études ont prouvé 
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que l'auto-similarité peut être exploitée pour caractériser et prévoir le trafic afin de 
contrôler le réseau (Barakat et al., 2003; Owezarski et Larrieu, 2004; Papagiannaki 
et al., 2003b; Scherrer et al., 2006; Gao, He et Hou, 2002; He et Hou, 2003; He et al., 
2002; Bermolen et Rossi, 2009; Casolari et Colajanni, 2009). 
Ainsi, la prévision du trafic du réseau aide à résoudre plusieurs problématiques 
dans les réseaux comme, d'une part, la planification et le dimensionnement des réseaux 
qui permettent de mettre en place des capacités suffisantes pour assurer en permanence 
un service adéquat à tous les utilisateurs. D'autre part, la prévision peut être exploitée 
pour l'amélioration des mécanismes de contrôle de congestion et de ressources puisqu'on 
peut adapter les paramètres du réseau aux futures caractéristiques nu trafic. 
La prévision du trafic peut être classée selon la taille de l'intervalle de temps pour 
lequel elle est effectuée. Cet intervalle est appelé horizon de la prévision. Ainsi, on peut 
distinguer la prévision à court terme, à moyen et à long terme. 
Pour la prévision à court terme, l'intervalle de prévision est de l'ordre de quelques 
milliseconJes et peut aller jusqu'à l'ordre Je quelques I1lÎIIutes. La prévision à court 
_terme est, en général, réé).lisée en temps réel (On-line). Si on connaît les changements 
du trafic dans un futur très proche, la réservation des ressources sera beaucoup plus 
simple et précise. Ainsi, dans le cas des réseaux garantissant la qualité de service, l'al­
location dynamique de la bande passante et la négociation dynamique de contrat seront 
accordées selon les résultats de la prévision. Si la valeur prédite de la bande passante 
excMe celle qui est disponible, plusieurs solutions peuvent êt're envisagées: une banne 
passante additionnelle peut être réservée ou des mécanismes de contrôle peuvent être 
évoqués pour re-router les flux existants, réduire leur débit par négociat.ion, 0\1 bloquer 
les nouveJies demamles. 
La prévision à court terme permet aussi d'améliorer les mécanismes de gestion des 
files d'attente (Active Queue Management - AQM). En effet, ces mécanismes utilisent 
le rejet aléatoire des paquets comme un moyen pour réduire la congestion au nivea.u des 
files d'attente et permet de prévenir les sources du trafic de la saturation du réseau. La 
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prévision du trafic peut être un moyen plus précis pour prendre les décisions de rejet 
des paquets afin de réduire les pertes. 
La prévision permet aussi d'améliorer le mécanisme de contrôle de congestion du 
protocole de transport TCP (Transport Control Protocol). En effet, une prévision précise 
permettrait de prévoir la congestion et par suite, la connexion TCP peut adapter son 
débit en fonction de l'état futur du réseau. 
D'autre part, la prévision peut être effectuée à moyen terme c'est-à-dire de l'ordre 
des heures, des journées et éventuellement des semaines. Dans ce cas, la prévision peut 
être utilisée pour aider à la décision de routage. En effet, la prévision de la charge d'un 
lien d'un réseau fédérateur J peut être utilisée pour prendre des décisions dynamique 
pour le routage des paquets afin d'éviter les éventuelles congestions au niveau des liens. 
On peut aussi prévoir le trafic à long terme (mois ou années) afin de déterminer la 
tendance future du trafic qui peut être utilisée pour planifier les investissements pour les 
réseaux des fournisseurs de service Internet. En effet, la prévision peut aider à estimer 
à quel moment et dans quel lien le niveau du trafic sera important et dépassera la 
capaci té existante. Ainsi, une prévision détaillée pour le modèle annuel du trafic permet 
de réaliser de meilleures décisions et des plans plus précis pour la mise à niveau des 
équipements du réseau. 
0.1 Problémi1tique 
La prévision du trafic offre plusieurs possibilités pour améliorer la performance des 
réseaux informatiques. Elle permet de déterminer à l'avaucc l'état du réseau et par suite, 
les protocoles du réseau et les mécanismes concernés peuvent agir pro-activement sur 
plusieurs paramètres pour atteindre des objectifs de qualité de service. La prévision 
peut être appliquée au niveau de la planification, le dimensionnement des réseaux, 
1. Un réseau féJérateur est lâ 'partie centrale sur laquelle repose un réseau de télécommunication, 
caractérisée par son haut Jébit, qui permet J'interconnecter Jes réseaux plus petits, à l'intérieur J'une 
enl.reprise, d'une région ou d'un vasl.e lerril.oire. 
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l'amélioration des mécanismes de contrôle de congestion et d'allocation de ressources 
etc. 
Afin de tirer profit de la prévision et de l'exploiter efficacement, il faut obtenir des 
prévisions suffisamment précises. Pour atteindre cet objectif, il faut d'abord analyser 
les traces du trafic Internet et étudier leurs caractéristiques. Il faut ensuite étudier les 
paramètres qui ont une influence sur la précision de la prévision. 
Le trafic: du réseau Internet est en général un proœss\lS c:omplexe et t.rès variable 
avec le temps. Par conséquent, avant d'effectuer la prévision du trafic, il est nécessaire 
d'étudier les caractéristiques du trafic et ses propriétés ainsi que les paramètres qui 
peuvent l'affecter. Certes, les méthodes statistiques standards constituent un outil im­
portant permettant de traiter, étudier et modéliser les données représentant le tra­
fic Internet. Ces méthodes englobent principalement des techniques de prétraitement, 
d'analyse et de modélisation de données. 
Ainsi, il faut étudier l'effet des techniques de prétraitement, notamment l'échantil­
lonnage, sur les données représentant le trafic. Ces techniques peuvent mettre en valeur 
ou cacher certaines caractéristiques. Il est donc important de définir les caractéristiques 
pertinelltes pour la prévision du trafic et proposer une technique capable de les préserver 
et améliorer la précision de la prévision. 
Il est aussi nécessaire d'évaluer si les différents modèles statistiques disponibles 
sont capables de ca.pturer les caractéristiques du tra.fic Internet afin d'évaluer leur ca­
pacité de représenter le trafic et de le prévoir. Le choix du modèle le plus appropriée 
est l'une des conditions essentielles pour obtenir une prévision suffisamment. précise. De 
plus, celui-ci a des paramètres qui doivent être choisis ou estimés rigoureusement tout 
en assurant un bon compromis entre la performance et la complexité. Par conséquent, 
il faut étudier l'effet de ces différents paramètres à considérer (les données nécessaires 
pour définir le modèle, les pa.ramètres d'entrée, l'échelle de temps, etc.) 
Si la prévision du trafic devient possible avec l'un de ces modèles, plusieurs ap­
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plications sont envisageables au rllveau de différents types de réseaux et protocoles. Dans 
le présent travail, on s'intéresse à la gestion des files d'attente et au contrôle du taux 
de perte dans les réseaux optiques à commutation de rafales (Optical Burst Switched 
Networks - OB8). 
Concernant la gestion des files d'attente, la congestion et l'instabilité de la taille 
des files sont la r.ause prinr.ipale de la détérioration de la performanr.e. En dtd, la mnges­
tion provoque des pertes de paquets; l'instabilité de la taille des files d'attente provoque 
des délais de transmission très v8riables 'lui rédnisent la performance de plusieurs ap­
plications. La prévision du trafic pourrait être exploitée afin de prévoir la congestion de 
la file à l'avanœ. Ainsi, un mér.anisme qllÎ ut.ilise cett.e prévision permett.rait. d'éviter les 
futures congestions et l'instabilité de la taille de la file d'attente. 
D'autre part, au niveau des réseaux optiques à commutation de rafales, la garantie 
de la qualité de service est un objectif crucial pour les fournisseurs de service Internet. 
En effet, le taux de perte de rafales dans le réseau est l'un des paramètres de qualité de 
service les plus importants mais qui n'est pas contrôlé par l'administratellf. Un taux de 
perte fixe dans le réseau permet aux applications d'offrir une qualité de service stable 
et garantie. 
La prévision du trafic combinée avec l'automatique pourraient être utilisées pour 
proposer une solution efficace pour contrôler ce paramètre et par suite, garantir une 
qualité de service dans le réseau. 
Nous présentons, dans ce qui suit, l'objectif et la contribution de cette thèse. 
0.2 Contribution de la thèse 
L'objectif de cette thèse est d'étudier les techniques de prévision et d'évaluer 
la performance de~ modèles de prévision et de les appliquer pour résoudre différentes 
problématiques réseaux, plus précisément la gestion des files d'attente et le contrôle du 
taux de perte dans les réseaux optiques à commutation de rafales. Ce travail s'intéresse 
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à la prév isioll. à court tenue (Illillisecoudes - secondes). 
Le premier volet du travail consiste à étudier les différents paramètres qui out 
une influence sur la qualité de la prévision en termes d'erreur. Nous analysons les ca­
ractéristiques du trafic Internet qui doivent être prises en compte pour défiuir et pa­
ramétrer le modèle de prévision. Les méthodes statistiques d'analyse et de prétraitement, 
notamment les techniques d'échant,illonnage, sont aussi exploit.ées pour augment.er la 
précision de la prévision. Ainsi, nous proposons une nouvelle technique d'échantillonnage 
de données qui préserve les caractérist.iques du trafic pertinent.es à la prévision du trafic. 
Le deuxième volet du travail porte sur l'exploitation de la prévision du trafic afin 
d'améliorer la gestion des files d'attente et de contrôler le taux de perte dans les réseaux 
OBS. Ainsi, nous proposons un nouveau mécanisme de gestion de files d'attente basé 
sur la prévision. Nous prouvons qu'il est capable d'améliorer la performance du réseau 
en termes de la taille de la file d'attente, de délai d'attente et du débit reçu par la 
destination. Nous nous intéressons aussi à l'application de la prévision pour contrôler le 
taux de perte dans les réseaux optiques à commutation de rafales. Nous proposons un 
modèle basé sur la prévision du trafic et les systèmes asservis afin de contrôler le taux 
de perte dans les réseaux OBS en tenant compte de la qualité de service. 
Par conséquent, la contribution consiste à : 
1.
 Dénire l'état de l'art de la prévisioll du trafic les travaux dans le domaine 
ainsi que les caractéristiques du trafic, les différents modèles de prévision et les 
teclllliques de pr6trai teillent. 
2.
 Analyser l'effet des paramètres du modèle de prévision sur la performance de la 
prévision. 
3.
 Proposer une nouvelle technique d'échantillonnage adaptée pour la prévision du 
trafic. 
4.
 Proposer un nouveau mécanisme de gestion de files d'attente basée sm la prévision. 
5.
 Proposer un modèle se basant sur la modélisation, la prévision du trafic et l'au­
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tomatique afin de contrôler le taux de perte dans les réseaux OBS. 
Dans ce qui suit, nous détaillons les différents points de la contribution. 
0.2.1
 Analyse ùe l'effet des paramètres du modèle sur la performance de la 
prévision 
L'objectif est d'analyser l'effet des différents paramètres du modèle de prévision 
et des caractéristiques du trafic sur la performance de la prévision en termes d'erreur. 
Ainsi, par l'intermédiaire d'expérimentations sur des traces de trafic réel provenant de 
divers liens Ethernet, nous étudions l'effet de quelques paramètres sur la précision de 
la prévision. Les modèles de prévision cOllsidérés sont: le modèle neuroftou c,,-SNF et 
les modèles ARI\JIA et ARIMA. Ils sont appliqués pour prévoir le débit du trafic qui 
traverse un lien (exprimé Mbps). Les paramètres étudiés sont: la quantité de données 
requise pour identifier le modèle, le nombre des anciennes observations (appelés retards) 
utilisées comme entrées pour le modèle, la granularité des données (c.-à-d. l'intervalle 
de temps séparant'deux mesures), la variance des données et la distribution de la taille 
des paquets. 
L~s résult.ats expérim~ntaux prouvent que les modèles, identifiés avec une faible 
quantité de données et en utilisa.nt seulement un retard comme entrée, donnent les 
prévisions les précises. 
Nous étudions également l'u tilisation des variables exogènes comme entrées pour 
le modèle. Les variables exogènes sont des variables, qui sont différentes des retards, 
telles que le nombre de paquets ou le trafic filtré. Nous prouvons que le nombre de pa­
quets, particulièrement le nombre de grands paquets (de tailles supérieures à 800 octets) 
peut être utilisé pour prévoir efficacement le débit. 
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0.2.2
 Proposition d'uIle techllique d'échantilloIlllage adaptée à la prévision du 
trafic 
Nous nous proposons d'analyser l'effet des techniques d'échantillonnage de données 
sur la performance de la prévision. Nous proposons une nouvelle technique qu'on a bap­
tisée échantillonnage basé sur le maximum (max·imum-based sampling - MBS). 
Nous montrons Cl.lmlytiquelllellt qu'elle préserve 1'Cl.uto-similCl.rité et ICl. dépendCl.llcc 
à long terme du trafic. Ensuite, nous la comparons aux autres techniques d'échantil ­
lonrmge en termes de moyenne, variance, sporadicité et Cl.uto-similCl.rité. Les résultat~ 
montrent que, contrairement aux autres techniques, la technique MBS préserve l'auto­
sirnilCl.fité et la dépendance à long terme. 
De plus, nous effectuons des prévisions en utilisant les données échantillonnées. 
Les résultats montrent que les données obtenues avec la technique MBS améliorent la 
performance dll modèle de prévision. 
0.2.3
 Proposition d'un nouveau mécanisme de gestion de files cl 'attente basée sur 
la prévision 
Les mécanismes de gestion de files d'attente (Active Queue Management - AQM) 
permettent d'éviter la r.ongestion. Ils se basent sur le rejet proactif (à l'avancr.) des pa­
quets pour prévenir les sources de la congestion du réseau. Le mécanisme Randorn Early 
Detection (RED) est 1\me des solutions les plus connues pour résoudre le problème de 
congestion des files d'attente (Floyd et Jacobson, 1993). Cependant, il est incapable de 
stabiliser la taille de la file et de réaliser une utilisation importante du lien. En effet, 
il dépend des paramètres définis par l'administrateur du réseau ce qui le rend moins 
flexible aux variations du trafic. Par conséquent, le résultat n'est pas stable. 
Afin de pallier aux défauts du RED, nous proposons (X_SNFAQM, un nouveau 
mécanisme de gestion des files d'attente basé sur la prévision nemofloue du trafic et qui 
est capable de stabiliser la taille de la file d'attente tout en conservant une utilisation 
9 
importante du lien. À l'aide du modèle de prévision cLSNF, le mécanisme proposé est 
capable de capturer les variations du trafic et prévoir les futures congestions. Ainsi, 
la technique permet de distinguer deux niveaux de congestion: congestion grave et la 
congestion légère. 
Nous effectuons aussi une étude analytique pour justifier les décisions du méca­
nisme ccSNFAQM et estimer la taille moyenne de la file (en considérant seulement 
le trafic TCP et en supposant que les temps d'aller-retour et les taux de perte sont 
identiques pour toutes les connexions TCP) 
Le mécanisme Œ_SNFAQM a été implémenté dans un module en C++ qui a 
été intégré au simulateur Network Simulator 2 (NS-2). Ainsi, nous comparons la per­
formance du mécanisme cLSNFAQM par rapport aux autres mécanismes AQM tels 
que RED, PAQM (Gao, He et Hou, 2002) et APACE (Jain, Karandikar et Verma, 
2003; Jain, Karandikar et Verma, 2004). Les simulations, effectuées sur différentes to­
pologies, montrent que le mécanisme cLSNFAQM offre une meilleure performance par 
rapport aux autres mécanismes. En effet, il permet de stabiliser la taille de la file d'at ­
tente tout en gardant une utilisation élevée du lien. Ceci permet de contrôler les délais 
d'attente des paquets dans les files d'attente et par suite, contrôler les délais de bout­
en-bout. Le mécanisme cLSNFAQM permet aussi de maximiser le débit à la réception 
(au niveau de la couche application) en minimisant les retransmissions TCP. 
0.2.4 Application de la prévision du trafic dans le cas des réseaux OBS 
Les réseaux optiques à commutation de rafales (OB8) constituent une nouvelle 
génération de réseaux optiques. 
Nous appliquons la modélisation et la prévision du trafic combinées à l'automa­
tique afin de proposer un système de concrôle asservi avec feed back capable de contrôler 
le taux de perte dans les réseaux OBS en tenant compte de la qualité de service. Nous 
proposons ensuite Ull modèle amélioré avec une technique qui se base sur la prévision 
et qui permet d'éviter les feedbacks provenant du réseau. Cette amélioration est com­
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posée de deux étapes. La première étape consiste à prévoir le taux de perte au niveau 
de la couche TCP. La deuxième étape est la déduction du taux de perte au niveau de 
la couche üBS afin de l'utiliser à la place du feedback du réseau. 
Nous avons implémenté le modèle proposé dans un module en C++ qui i:l été 
intégré au simulateur Network Simulator 2 (NS-2). Les simulations de différents scéna.rios 
mont.rent. que le modèle proposé permet. de cont.rôler efficacement le taux de perte dans 
le réseau et de le stabiliser autour de la valeur fixée par l'administrateur. Cela est validé 
dans le cas de réseaux avec ou sans qualit.é de service. Le modèle amélioré, qui ut.ilise 
la prévision des pertes au niveau TCP, est capable de contrôler le taux de perte sans 
aucun feedback du réseau. 
0.3 Organisation de la thèse 
Le présent travail sera organisé comme suit. 
Le premier chapitre décrit l'état de l'art de la modélisation et la prévision du 
trafic. Nous présentons les techniques de prétraitement des données (notamment les 
techniques d'échantillonnage), les cani.ctéristiques du trafic Intemet et les différents 
modèles de prévision. Nous présentons aussi les travaux sur la prévision du trafic et 
ses applications et un rappel sur les réseaux optiques à commutation de rafales et les 
différents problèmes reliés à la contention et la perte des paquets. 
Dans le deuxième chapitre, nous analysons de traces réelles de trafic. Nous étudions 
aussi le choix des différents paramètres du modèle de prévision et leur influence sm la 
performance de la prévision en termes d'erreur. 
Dans le troisième chapitre, nous proposons une nouvelle technique d'échantil­
lonnage adaptée à la prévision du trafic et qui est capable de préserver l'auto-similarité 
du trafic. 
Dans le quatrième chapitre, nous proposons un nouveau mécanisme de gestion 
des files d'attente qui utilise la prévision du trafic. 
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D,UIS le cinquième chapitre, nous proposons un modèle qui se base sm la prévision 
cl u trafic et les systèmes asservis a.fin cie contrôler le ta.ux de perte dans les réseaux OBS. 
Finalement, nous présentons les conclusions de ce travail ainsi que les possibles 




ÉTAT DE L'ART 
«Savoir pour prévoir, afin de pouvoir» 
Auguste Comte 
Depuis les années quatre-vingt-dix, plusieurs travaux ont été réalisés sur la pré­
vision du trafic afin d'éviter la congestion et la saturation du réseau à court ou à long 
terme. Plusieurs paramètres ont été analysés et plusieurs modèles ont été évalués pour 
du trafic provenant de différents types de réseaux. 
Pour étudier la prévision du trafic, il est primordial de tenir compte des ca­
ri;l.ctéristiques Ju résecLll et du trCl,fic et des propriétés des différents modèles de prévision. 
Ainsi, les ob.iectifs de cc chapitre se résument à : 
- Présenter le modèle de la série temporelle qui est utilisé pour modéliser les 
différentes variables mesurées à partir du réseau. 
- Présenter les techniques de prétraitement des données. Elles permettent de sup­
primer les bruits et les petites variations ou de mettre en valeur certaines ca­
ractéristiques. Les données obtenues à la suite de ces prétraitements permettent, 
généralement, d'estimer avec plus de précision les paramètres des modèles de 
prévision; celi;l. cunéliore la précision de la prévision. 
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- Présenter les techniques cl 'analy:;e du trafic notamment quand la variable étudiée 
est modélisée par une série temporelle. 
- Présenter les principales caractéristiques du trafic Internet telles que son auto­
similarité ct sa distribution à décroissance lente. 
- Présenter les principaux modèles de prévision du trafic ct présenter leurs points 
forts et leurs défauts. 
- Présenter les travaux, les principaux résultats et les difficultés existantes dans 
le domaine de la prévision du trafic, de l'échantillonnage des données ainsi que 
les mécanismes de gestion des files d'attente, notamment ceux qui utilisent la 
prévision dl! trafic. 
- Présenter les réseaux optiques à commutation de rafales et les différents prob­
lèmes reliés à la contentlon et la perte des paquets. 
1.1 Modélisation du trafic Internet 
Afin de caractériser le trafic Internet, plusieurs variables peuvent être étudiées 
telles que le débit au sein d'un lien (c.-à-d. la quantité de données qui traverse un lien 
entre deux équipements par intervalle de temps), le temps d'aller-retour 1, le taux de 
perte des paquets etc. Ces variables sont généralement mesurées directement au niveau 
des équipements ou calculées à partir des traces de paquets collectées grâce à des cartes 
réseaux dédiées. 
Puisque l'objectif est d'examiner les changements du trafic Internet au cours du 
1. Le temps d'aller-retour (Round Trip Time - RTT) est le temps entre l'envoi d'un paquet et la 
réception de la réponse. 
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temps, les variables étudiées sont généralement modélisées par des séries temporelles. 
Une série temporelle est définie comme étant une suite d'observations d'une va­
riable y ordonnées dans le temps. Ainsi, on note par y(t) la valeur de y à la date 
d'observation t. Une série temporelle y = {y(t); tE N} peut être vue COlllme étant une 
réalisation d'un processus stochastique discret Y = {Y(t); tE N}. 
Un rappel sur les processus stochastiques et les variables aléatoires est présenté 
dans l'appendice A. 
Le présent travail s'intéresse àla modélisation et la prévision du trafic et plus 
précisément des séries temporelles représentant les différentes variables qui le carac'­
térisent. La variable la plus importante est le débit des données qui traversent un lien 
du réseau, elle est souvent exprimée en Mbps ou en paquets par seconde (pps). 
Dans ce qui suit, nous présentons les techniques de p~étraitement des données col­
lectées (les valeurs de la série temporelle) avant leur utilisation pour l'analyse et l'iden­
tification des paramètres des modèles de prévision. 
1.2 Les techniques de prétmitement des données 
Plusieurs techniques sont disponibles pour traiter les données obtenues à partir 
oes mesures du trafic. Les objectifs ou prétraitement des données dépendent de l'uti­
lisation ultérieure de celles-ci. Parmi ces objectifs, on note la suppression des petites 
variations, la normalisation des données sur une même échelle, le filtra.ge du bruit et la 
mise en évidence de certaines caractéristiques des données. Par conséquent, ces tech­
niques facilitent j'analyse du trafic et l'identification du modèle de prévision, ce qui 
améliore la performance du modèle en termes d'erreur. 
Dans ce qui suit, nous présentons les techniques les plus fréquentes de prétraitement 
du trafic. 
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1. 2.1 Les méthodes de lissage 
Les méthodes de lissage visent à capturer les caractéristiques importantes des 
données tout en supprimant les bruits ou les petites variations. 
La méthode de la moyenne mobile (appelée aussi «filtre ») est l'une des méthodes 
de lissage les plus courantes (Gourieroux et Monfort, 1990). Son principe consiste à 
pondérer les observations par des poids. La moyenne mobile d'ordre k, notée y'(t), est 
donnée par: 
k-l 
y'(t) = Lai y(t - i) , (1.1) 
i=O 
, l'd ." (t') ",k-l 1ou ai est e pOl s assocIe a y - ~ et on a L...i=O ai = . 
Cette formulation générale laisse les valeurs des pondérations (ai) indéterminées. 
D'un point de vue pratique, on choisit une valeur égale à l/k pour tous les poids ai. 
L'inconvénient de l'équation 1.1 est le décalage introduit vu que l'on n'utilise que 
les valeurs passées et présentes. Pour y remédier, on utilise une moyenne mob'ile centrée 
donnée.par : 
1 i=k 
y'(t) = 2k + 1 L y(t + i). (1.2) 
i=-k 
Le lissage peut êt.re utilisé lors du passage d'une échelle de temps (appelée gmnu­
larité) vers une échelle plus grande. Dans ce cas, les petites variations des données vont 
disparaître lorsqu'on augment.e l'échelle. 
D'autre part, si, dans l'équation 1.1, tous les poids ai sont égaux à un, on ne parle 
plus de lissage, mais plutôt d'agrégation de trafic. 
Les méthodes de lissage sont important.es dans le cadre de la prévision. En effet, les 
données servent généralement à estimer les paramètres du modèle de prévision. Ainsi, la 
réduction des bruits et des petites variatiolls des données permet d'améliorer la précision 
de ces paramètres et, par suite, la précision du modèle. 
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1.2.2 Traitement logarithmique 
Le principe du traitement logarithmique consiste à associer à toute valeur de la 
série temporelle y(t) une valeur y'(t) telle que (Rosenfeld, Hannoset et Sabatier, 1988) 
y'(t) = log(y(t)). (1.3) 
Le premier avant.age de cr. traitement est que l'écart entre y'(tl) et y'(t2) est en 
fonction du rapport entre y(tl) et y(t2). En effet, on a: 
IOg(y(t2)) - log(y(td) 
log(y(t2) ) 
y( tl) 
log( y(t[) + (y(t2) - y(t l ))) 
y(tI) 
log(l + y(t2) - y(t l \ (1.4)
y(tl) 
donc y'(t2) - y'(tt} = log(l +r) où r = y(t~(~~rl) est la variation relative entre y(tt} et 
y(t2). En d'autres termes, les variations relatives de y(t) correspondent aux déplacements 
verticaux en ordonnées logarithmiques y'(t). Par exemple, lorsque y(t) varie de 100 à 
140 ou de 1000 à 1400, la variation relative est toujours égale à 40 %et les déplacements 
verticaux en ordonnées logarithmiques sont de mêmes longueurs. 
Le deuxième avantage de ce traitemellt est que, lorsqu'une fonction est rnulti­
pliée par un coefficient constant, sa courbe représentative subit une simple translation 
verticale. Ell effet, on a : 
log(ky) = log(k) + log(y) = K + y' , (1.5) 
où K = log(k) représente l'amplitude de la translation. 
On procède à une transformation logarithmique si la série croît d'une manière 
exponentielle. Par exemple, les valeurs de la charge d'un réseau fédérateur (exprimées 
en nombre de paquets ou en IVlbps) augmentent d'une manière exponentielle; la trans­
formation logarithmique permet de remettre toutes les valeurs sur une même échelle 
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(Groschwitz et Polyzos, 1994). Une fois que la prévision est effectuée, l'opération in­
verse permet de retrouver l'échelle originale des données. 
Dans le cadre de ce travail, nous étudions la prévision à court terme: la croissance 
exponentielle du trafic n'est pas visible sur des intervalles de temps restreints (allant de 
quelques millisecondes jusqu'aux heures). Par conséquent, nous n'aurons pas recours à 
la transformation logarithmique. 
1.2.3 Les techniques d'échantillonnage 
L'échantillonnage d 'ulle série temporelle consiste à sélectionner un certain nombre 
de ses éléments, appelés échantillons. Plusieurs techniques d'échantillonnage ont été pro­
posées par des chercheurs (Cozzani et Giordano, 1998; Feldmann et al., 2001; Estan et 
Varghese, 2002; Duffield, Lund et Thorup, 2005; Duffield et Grossglauser, 2000; He et 
Hou, 2006) et par les groupes de travail IETF IPFIX (Internet Protocol Flow Informa­
tion eXport (IPFIX), ) et PSAMP (Packet Sampling (PSAMP) - IETF Working Group, 
2009). 
Soit {y'(t);.t E N} la série échantillonuée à partir de la série {y{t); tE N}. Il Y a 
trois techniques d'échantillonnage qui sont généralement utilisées pour le trafic Internet 
(fig. 1.1): 
- Échantillonnage aléatoire: les éléments de {y' (t)} sont sélectionnés aléatoirement 
(c.-à-d. avec probabilité égale) à partir de la série {y(t)}. Ainsi, on a: 
y'(O) = y(io), io est choisi aléatoirement tel que io 2: 0 
{ si yl(t) = y(i) alors yl(t + 1) = yU), j est choisi aléatoirement tel que j 2: i . 
- Échantillonnage systématique: les éléments qui sont mesurés à des instants t 
multiples d'un entier c > 0 sont automatiquement sélectionnés. Par suite, on 
a: 
yl(t) = y(et), "dt 2: O. 
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Le choix du paramètre e dépend de l'utilisation ultérieure de la série échantil­
lonnée. 
- Échantillonnage aléatoire stratifié: l'axe du temps est divisé en intervalles de 
longueur e (appelés strates). La longueur e est mesurée en nombre de valeurs 
de y( t) à considérer dans J'intervalle en question. Cette technique consiste à 
choisir aléatoirement un élément y' (t) il partir de chaque intervalle (avec la 
même probabilité pour tous les éléments y(t) de cet intervalle). Ainsi, pour 
t::: 0, on a. : 
y'(t) = y(i), i est choisi aléatoirement tel que i E [te, (t + l)e[. 
Le choix de la longueur de l'intervalle e dépend de l'utilisation ultérieure de la 
série échantillonnée. 
L'inconvénient de l'échantillonnage aléatoire est qu'il ne conserve pas une distance 
égale eI1tfe les échantillons en termes de temps. Par exemple, si y(t) représente le débit 
mesuré chaque 0,2 seconde, on peut faire un échantillonnage aléatoire systématique ou 
aléatoire stratifié avec e = 5 pour obtenir une valeur de yi (t) qui Sera Ull échantillon 
représentatif pour j'intervalle d'une seconde (5 x 0,2 s). Ceci n'est pas possible a.vec 
l'édmntillonnage aléatoire puisque la taille ùe l'intervalle de sélectioll des éléments n'est 
pas fixe ou bornée. 
Le choix d'une technique d'échantillonnage doit tenir compte de divers critères 
qui dépendent. prinr-ipalement. de l'ut.ilisation ult.érieme des données. Par exemple, si les 
données seront utilisées pour la prévision du trafic, il serait. intéressant que les données 
échantillonnées gardent la forte auto-corrélation, l'auto-similarité et la haute variabilité 
du trafic. Dans le chapitre 3, nous proposons une technique d'échantillonnage, qui génère 
des données permettant d'améliorer la performance de la prévision en termes d'erreur. 
Une fois que le prétraitement des données est effectué, les valeurs de la série tem­
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Figure 1.1 Illustration des trois techniques cl 'échi:lJltillonnage (He et Hou, 2005). 
1.3 Analyse uu trafic Internet 
L'analyse du trafic Internet consiste à analyser les différentes variables qui peuvent 
être mesurées à partir du réseau. Ces variables, notamment le débit au sein d'un lien, sont 
modélisées par des séries temporelles. Ainsi, il est primordial de présenter les différentes 
approches pour l'analyse des séries temporelles. 
Vne première approche est constituée par l'analyse spectrale directement importée 
du domaine de la physique. Elle se base principalement sur la représentation des données 
dans le domaine fréquentiel afin de rechen:her les périodicités. 
Vne seconde approche est l'analyse des dépendances temporelles qui consiste à 
étudier directement les corrélations entre la valeur actuelle de la série et ses valeurs 
passées. 
1.3.1 Analyse spectrale (recherche ues périodicités) 
Généralement, on connaît la périodicité d'une série représentant le trafic Inter­
net. Celle-ci s'appuie le plus souvent sur des cycles connus : mois, jour et trimestre. 
Cependant, dans certains cas, les cycles ne sont pas aisément identifiables. De plus, ils 
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peuvent ne pas correspondre à ulle périodicité connue. 
L'analyse spectrale permet d'identifier ce::; périodicités. Ce type d'analyse s'appuie 
généralement sur la transformée de Fourier qui fournit une bonne description de la 
série. Cependant, la transformée de Fourier a de nombreuses limitations quand la série 
temporelle à analyser n'est pa.s stationnaire (Lin, 1976). 
1.3.2 Analyse des dépendances temporelles 
Une série temporelle ne dépend pas seulement des facteurs externes, mais aussi 
de ses états passés. Dans ce qui suit, nous présentons les fonctions d'autocorrélation qui 
permettent d'analyser cette dépendance. 
- Fonction d'autocorrélation (ACF) 
Définition 1.1. Soit r(k) l'autocorrélation d'ordre k de la série temporelle y(t). Elle 
est obtenue en divisant la covariance des séries y(t) et y(t - k) par la variance de la 
série y(t), c.-à-d.. 
(1.6) 
où. y(t) est la valeur de la série tempoTelle à l'instant t, n est la taille des données 
disponibles (c.-à-d. le nombre de valeurs de y(t) disponibles) et fi est la moyenne estimée 
SUT l'ensemble des valeurs y(t) de la série. 
L'autocorrélation d'ordre k d'une sérir. tr.mporr.llr. mesme la corrélation r.ntrr. 
cette série et elle-même avec un retard de k mesures. Le graphe de la fonction d'auto­
corrélation (c.-à-d. r(k) en fonction de k) est appelé corrélogramme (ACF). 
- Fonction d'autocorrélation partielle (PACF) : 
Définition 1.2. Soit r'(k) la corrélation partielle d'ordre k d'une série temporelle y(t). 
Elle est calculée selon les formules suivantes : 
r'(l) = r(l) , 
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*(k) = r(k) - L;:l cPk-l,j r(k - j) (1.7)r k-l.' 
1 - Lj=l cPk-l,j r(]) 
' . d ' . { QJk,j = QJk-l,j - cPk,k cPk-l,k-j 
avec le~ eq-uatwn~ e Tec-urTence~ ~'U'lvante~ : _ * 
cPk;k - r (k) 
où r(k) e~t l'a-utoconélation d'oTdre k (éq. 1.6). 
La signification des corrélations partielles est simple en dépit d'une fOllIle analy­
tique compliquée: elle mesure la corrélation entre la série y(t) et son retard y(t - k) 
d'ordre k lorsque l'influence des variables y(t - k - i), k < i a été retirée. Le graphe 
de la fonction d'autocorrélation partielle (c.-à-d. r*(k) en fonction de k) est appelé 
corrélogr-amme partiel (PACf). 
Les études de la décennie passée sur le trafic de réseau ont montré d'une façon 
convaincante que le trafic des réseaux locaux aussi bien que celui des réseaux étendus 
sont caractérisés par une forte autocorrélation et une extrême variabilité (Lcland et. al., 
1994; Willinger, Paxson et Taqqu, 1998; Park et Willinger, 2000). Dans ce qui suit, nous 
présentons les principales caractérist.iques du trafic Internet. 
1.4 Caractéristiques du trafic Internet 
L'importante autocorrélation et l'extrême variabilité du trafic Internet sont la 
conséquence de sa non-stationnarité ainsi que son caractère d'auto-similarité et de 
dépendance à long terme (long range dependence - LRD) (Leland et al., 1994; vVillinger, 
Paxson et Taqqu, 1998; Park et Willinger, 2000). Dans ce qui suit, nous présentons ces 
caractéristiques ainsi que leurs formulations mathématiques. 
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1.4.1 Non-stationnarité 
Définition 1.3. Un processus {Y(t); t 2': O} est dit stationnaire au sens large si son 
espérance 2 et ses a'utocovariances sont invariantes par translation dans le temps : 
-I;j t E N, lE[Y(t)] = j.1. où Il est une constante, 
-I;j t, hE N, Cov(Y(t), Y(t + h)) = Cov(Y(O), Y(h)). 
Ainsi, J'autocovariance entre Y(t) et Y(t+h) ne dépend que de l'intervalle h et non 
de la date t. Par conséquent, la variance est constante pour un processus stationnaire: 
Var[Y(t)] = Cov(Y(O), Y(O)) I;j t EN. 
Définition 1.4. Un processus {Y(t); t 2': O} est dit stationnaire au sens strict si 
fY(tt),,,.,Y(I.n) = jY(tl+h)"Y(tn+h) , (1.8) 
où fY(tJ), .. ,Y(t
n 
) est la fonction de distriiYution conjointe de Y(tl), ... ,Y(t n ) 
(app. A, déf. A.6). 
Ainsi, un processus est stationnaire lorsque sa structure probabiliste (sa distribu­
tion) est stable au cours du temps (c.-à-d. indépendante du temps). Une série temporelle 
y(t) est. stationnaire si elle est. la réalisation d'lin processus stationnaire. 
Les études effectuées sur le trafic réel collecté sur Internet montrent que le trafic 
n'est pas stationnaire. En effet, le trafic se caractérise par une périodicité mensuelle, 
hebdomadaire et journalière (Papagiannaki et al., 2003b; Paxon et Floyd, 1995; Gro­
schwitz et Polyzos, 1994; Zhani, 2005). Cependant, des travaux ont montré qu'il est 
possible de considérer que le trafic est stationnaire au sens large seulement à très faible 
échelle de temps (des millisecondes jusqu'aux minutes) (Zhang et Duffield, 2001). 
La nOll-stationnarité rend la prévlsioll une tâche difficile puisque les caractéris­
tiques statistiques du trafic sont très variables au cours du temps. Cependant, il existe 
2. L'espérance IEIY(t)], la variance Var[Y(t)] et l'autocovariance Cov(Y(s), Y(t)) sont définies 
dans l'appendice A. 
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des techniques pel'Inettetnt de stettionnetriser des données. Let méthode let plus utilisée 
pour stationnariser les données est appelée la différenciation. 
La différenciation d'ordre d de la série y(t) est la série (1 - L)dy(t) où Lest 
l'opémteur « retard» (app. A, déf. A.15). 
Nous pouvons ainsi effectuer plusieurs différenc.iations d'une façon répétée (d fois) 
jusqu'à ce que la série devienne stationnaire (Box et Jenkins, 1976). 
1.4.2 Auto-similarité et dépendance à long terme 
La présence de l'auto-similarité et de la dépendance à long terme 'dans le trafic 
est traduite par des corrélations importantes avec le passé sur différentes échelles de 
temps. De plus, un trafic auto-similaire garde la même struc.ture des variations quelle 
que soit l'échelle de temps (l'échelle d'observation) considérée. Cette propriété est en 
opposition au processus de Poisson (app. A, déf. A.14), un processus à court terme, 01'1 
les variations s'annulent lorsque ['échelle de temps augmente (Leland et al., 1994). 
Dans ce qui suit, nous présentons les formulation mathématiques des processus 
auto-sim'llaires et de la dépendance à long terme (Willinger, Paxson et Taqqu, 1998; 
Leland et al., 1994). 
- Auto-similarité: 
Définition 1.5. Un processus continu Y = {Y(t); t 2:: a} est dit auto-similaire d'ordre 
H s'il satisfait à la condition suivante : 
Y(t) =d a-HY(at), \:ft 2:: 0, \:fa> 0, 21 S H < 1 (1.9) 
où H est appelé le paramètre de Hurst et le symbole =d signifie une égalité en distribution 
(app. A, déf. A.5). 
Il existe aussi une seconde définition de l'auto-similarité en temps discret qui est 
plus appropriée à la théorie standard des séries temporelles (Willinger, Paxson et Taqqu, 
1998) . 
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Définition 1.6. Soit X = {X(t); t E N} un processus discret et stationnaire, le proces­
sus agrégé d'ordre m, noté xm = {Xm(t); tE N}, est défini comme étant le processus 
obtenu par le calcul de la moyenne des éléments du pr"Ocessus original X contenus dans 
des blocs contigus de taille m .' 
km 
Xm(k) = ~ L X(t). (1.10) 
m 
t=(k-1)m+1 
Définition 1.7. Un processus discret X est dit auto-similaire d'ordre H si quel que soit. 
l'entier' m > 0, X m a la même distr'ibution que X multipliée par m H -l, c. -à-do 
(l.ll) 
où H est le param.ètre de Hurst (~ ~ H < 1) et le symbole =d signifie une éqalité en 
distribution (app. A, déf. A.5). 
Théorème 1.1. Soit Y = {Y(t); t 2': O} un processus continu auto-similaire d'ordre H. 
Si le processus discret X = {X(t) = Y(t) - Y(t - 1); t E N} est stationnaire alors il est 
autosimilaire d'ordre H (Park et Willinger, 2000). 
Le processus continu Y est généralement interprété comme étant le volume de 
données t:umulatif qui traversent le lien (exprimé en Mb ou en paquets). Ainsi, le pro­
cessus discret X peut être interprété comme étant le débit à l'intervalle [t, t + 1[, c'est­
à-dire la quantité de dOllnées qui a traversé le lien pendant œt intervalle (exprimée en 
Mbps ou en paquets par seconde). 
D'autre part, la fonction d'autocorrélation du processus X, notée r(k), vérifie 
pour ~ < H < 1 (Park et Willinger, 2000) : 
(1.12) 
où H est le même paramètre de HUTst. 
L'une des t:aradéristiques du trant: auto-similaire est que le degré d'auto-similarité 
peut être mesuré en utilisant seulement le paramètre de Hurst (Crovella et Bestavros, 
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1997). Plusieurs algorithmes ont été proposés afin d'estimer le paramètre de Hurst à 
partir d'un ensemble de données (Abry et Veitch, 1998). 
- Dépendance à long terme : 
La dépendance à long terme est l'une des propriétés les plus importantes des 
processus auto-similaires. Elle est définie par le comportement de l'alltocorrélation du 
processus. 
Définition 1.8. Un process11S présente une dépendance à. long terme si sa. fonction 
d'auto-corrélation, notée r( k), décroît hyperboliquement avec k et ne s'annule pas. Ceci 
est traduit mathématiquement par (Park et Willinger, 2000) : 
L00 r(k) = 00. (1.13) 
k=-oo 
Si la somme L~-oo r( k) est finie alors le processus pr-ésente une dépendance à 
court terme. 
Ainsi, en examinant l'équation 1.12, la valeur du paramètre H permet d'identifier 
si un processus présente une dépendance à long tenne (Park et Willinger, 2000) : 
- Si 0 < H :s: ~, on a L~-oo r(k) = 0 : le processus n'est pas auto-similaire et il 
ne présente pas une dépendance à long terme, mais, plutôt une dépendance à 
court terme (Abry et Veitch, 1998). 
- Si ~ < H < l, on a Lt~ou r(k) = 00 : le processus est auto-similaire avec une 
dépendance à long terme. Plus le paramètre H s'aprroch0 de l, pins le degré 
d'auto-similarité et de dépendance à long terme augmente. 
Le trafic auto-similaire est responsable de beaucoup d'effets indésirables dans le 
réseau, notamment l'importante variance du débit au sein du réseau. Ceci engendre des 
tailles de files d'attente très variables (Park, Kim et Crovella, 1997; Leland et al.,1994). 
Par conséquent, les temps d'attente au niveau des routeurs deviennent très variables. 
Par contre, l'importante auto-corrélation, qui est actuellement présente dans le 
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trafic, peut être judicieusement exploitée pour prévoir le trahc avec précision. Plusieurs 
travaux recommandent d'utiliser des modélisations du trafic qui tiennent compte de 
l'auto-similarité et de la dépendance à-10llg terme (Leland et al., 1994; Paxon et Floyd, 
1995; Park et Willinger, 2000; Willinger, Paxson et Taqqu, 1998; Owezarski et Larrieu, 
2004; Park, Kim et Crovella, 1997; Abry et Veitch, 1998). 
1.4.3 Distribution à décroissance lente 
Il s'est avéré que plusieurs variables caractérisant le trafic Internet ont des dis­
tributions à décroissance lente (Heavy-tailed distribution) (LeI and et al., 1994; Park, 
Kim et Crovella, 1997; Charzinski, 2000; Downey, 2001). Parmi ces variables, on cite la 
taille des fichiers transmis et la durée des connexions. Intuitivement, une distribution à 
décroissance lente attribue des probabilités relativement élevées à des régions éloignées 
de la moyenne ou de la médiane. Ainsi, clic présente une variance très importante. Ceci 
montre que la distribution à décroissance lente est à l'origine de l'auto-similarité et de 
la dépendance à. long terme du trahc dallS le réseau (Charzinski, 2000). 
Définition 1.9. Une variable aléatoire Z est à décroissance lente si : 
F(x) = P[Z > xl rv cx-D', X -t 00 (1.14) 
où 0: est appelé l'index de la distrihution tel que 0 < 0: < 2 et c est une constante 
positive. Lorsque i < 0: < 2, la distribution à décroissance lente est caractérisée par une 
variance infinie et une moyenne finie. Lorsq1te 0 < 0: ::; 1, la moyenne devient aussi 
infinie (Park et Willinger, 2000). 
La distribution de Pareto est une distribution à. décroissance lente qui a été sou­
vent utilisée pour représenter avec une bonne précision la distribution de la taille des 
fichiers et de la durée des connexions et des sessions HTTp3 (LeI and et al., 1994; Dow­
ney, 2001; Mah, 1997; Nabe et Miyahara, 1998). 
3. Hypertext Trans/er Protocol (HTTP) est un protocole de la couche application destiné à. la 
transmission des pages Web depuis un serveur vers un navigateur client. 
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Définition 1.10. Une variable aléatoir-e Z possède une distr"ibution de Par-eto si (Park 
et Willinger, 2000) : 
P[Z > xl = (_x_)-O',Xmin S X (1.15)
X .
m.1.'TI. 
où 0: est l'index de la distribution tel que 0 < 0: < 2 et Xmin est une constante. 
1.4.4 La sporadicité du trafic 
La spomdicité (burstiness) du tmfic signifie l'existence de périodes concentr€es 
d'activités importantes et de périodes de faibles activités. Ainsi, le trafic se comporte 
en rafales et crée beaucoup de problèmes au niveau de la gestion du tmfic (réservation 
des ressources) ainsi qu'au niveau des mémoires tampons dans les routeurs. 
Dans des travaux précédents, le paramètre de Hurst a été considéré comme üne 
métrique pour mesurer la sporadicité du trafic. Cette considération a été justifiée par 
l'observation visuelle du trafic et par l'hypothèse que le trafic se comporte comme un 
bruit Gaussien fractionnaire (Leland et Wilson, 1991). En plus du paramètre de Hunt, 
nous allons utiliser un autre critère pour mesurer la sporadicité du trafic échantillonné. 
Ce critère reflète directement les pics existants dans le trafic. Les critères traditionnel­
lement utilisés sont le coefficient pic sur moyenne, le coefficient de variation ainsi que 
l'indice de dispersion (Leland et al., 1994). Dans ce travail, nous mesurons la sporadicité 
avec le ratio pic par moyenne (Peak to Mean - PM) qui est obtenu divisant le pic de la 
bande passante par la moyenne de la bande passante. Le PM est donné par la formule 
suivante: 
nlm km ( ('))PM = m "\' maxi=(k_l)m+1 y t (1.16)
n ~ ~km vU)'
k=l L..-j=(k-l)m+l--;:n:­
OÙ y(i) est une série temporelle, m le nombre de mesures considérées par intervalle 
d'étude et n est le nombre d'observations disponibles de la série y(i). 
Nous présentons, dans la section suivante, les principaux modèles de prévision 
utilisés dans les travaux précédents ainsi que la présentation des réseaux optiques à. 
commutation de rafales. 
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1.5 Les modèles de prévision du trafic 
Le but de la prévision est de pouvoir estimer à un moment dOllné la valeur future 
d'une variable avec la meilleure précision possible. 
Soit la série temporelle y(t - n), y(t - n + 1), ... , y(t), il s'agit de prévoir la valeur 
de la série temporelle à l'instant t+h c'est-à-dire y(t + h) où h est. appelé horizon 
prévisionnel. 
Le modèle de prévision peut être représenté par une fonction f qui, à partir des 
données disponibles c'est-à-dire les anciennes observations y(t - n), y(t - n + 1), ... , y(t) 
permet de calculer y(t + hl, la valeur prédite pour y(t + hl. Ainsi, on a : 
y(t + h) = f (y(t), y(t - 1), ... , y(t - n)). (1.17) 
Une ancienne observation y(t - il, i ::::: 1, est appelée un retard. 
Il est possible d'avoir recours à des variables additionnelles Xl(t - il, X2(t - j), ... , 
xp(t - k) afin de prévoir y(t+h). Ces variables sont. différent.es des anciennes observations 
de y(t) et sont mesurées à des instants qui précèdent t + h. Elles sont appelées des 
variables e,T,ogènes. Ainsi, on a : 
y(t + h) = f(xl(t - i),x2(t - j), ... ,xp(t - k)). (1.18) 
où (t - il, (t - j) et (t - k) représentent les instants de mesure des variables Xi. 
Plusieurs modèles pour les séries temporelles ont été exploités dans le cadre de 
la prévision du trafic. Dans ce qui suit, nous présentons ceux qui sont les plus utilisés, 
à savoir : le modèle autorégressif à moyenne mobile intégrée, le modèle linéaire des 
moindres calTés, les modèles auto-sirnilaires, les modèles Markoviens, le filtre de Kalman 
et les réseaux neuroflous. 
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1.5.1 Le rnoùèle autorégressif à moyenne mobile (ARMA) 
Les modèles linéaires de prévision les plus utilisés sont: le modèle autorégressif 
(AutoRegressive - AR), le modèle de la moyenne mobile (Moving Average - MA) ainsi 
que leur combinaison: le modèle autorégressif à moyenne mobile (AutoRegress'ive Mo­
ving Average ~ ARMA) (Sang et qi Li, 2000; Groschwitz et Polyzos, 1994; Papagiannaki 
et al., 2003b; Sang et qi Li, 2000; Qiao, Skicewicz et Dinda, 2002; Qiao, Skicewicz et 
Dinda, 2003; Elbiaze et al., 2009; Sang et qi Li, 2002). Une série temporelle y(t) suit 
un processus ARMA(p,q) si elle est stationnaire et si pour chaque t : 
y(t) = ~ly(t - 1) + .. + ~py(t - p) + é(t) + B1é(t - 1) + .. + ()qé(t - q), (1.19) 
où ~i et Bj sont des réels et é(t) est un bruit blanc (app. A, déf. A.8) de variance u 2 
L'équation 1.19 peut être écrite d'une façon plus concise: 
p q 
y(t) = L<P;Liy(t) + (1 + LBiLi)é(t), (1. 20) 
i=l i=l 
où L est l'opérateur « retard» (app. A, déf. A.15). Ce modèle emploie p + q + 1 pa­
ramètres inconnus estimés à partir des données disponibles. 
Le modèle ARMA combine les modèles AR et MA : 
- Le modèle autorégressif AR(p) est le modèle ARMA(p,q) quand q = O. Il 
contient p paramètres <Pl, <P2, .,., ~p' Il est à noter que la fonct,ion d'auto-cor­
rélation partielle (PACF) du processus AR(p) s'annule au-delà de l'ordre p. Sa 
fonction d'autocorrélation (ACF) tend progressivement vers zéro. 
- Le modèle de la moyenne mobile MA(q) est le modèle ARMA(p,q) quand p = O. 
Il contient q+ 1 paramètres inconnus B1 , B2, ... , Bq) u2 relatifs à la partie MA(q). 
Il est à noter que la fonction d'autocorrélation (ACF) du processus MA(q) 
s'annule au-delà de l'ordre q. Sa fonction d'autocorrélation partielle (PACF) 
tend progressivement vers zéro. 
Pour un processus ARNIA, les cOlTélogralIllIleS ACF et PACF tendent progressivement 
vers zéro, Ainsi, le processus ARMA(p,q) est considéré à dépendance à court terme. 
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Les corrélograrnrnes ACF et PACF permettent d'estimer les paramètres p et q. Les 
paramètres epi et Bi peuvent être estimés grâce à la méthode d'estimation à maximum 
de vraisemblance (Maximum-Likelihood Estimation - MLE) (Aldrich, 1997). 
Si la série temporelle présente des variations qui pourront violer l'hypothèse de 
stationnarité, la stationnarisation par différenciation à l'ordre d peut être appliquée 
(sect. 1.4.1). Ainsi, unp, série tempoŒlle y(t) suit un processus autorégrPssif à moyenne 
mobile intégrée (AutoRegressive Integrated Moving Average - ARIMA) ARIMA(p,d,q) 
si (1 - L)dy(t) suit le processus ARMA(p,q) (d est un entier). Ainsi, on a : 
p q 
(1 - L cf>i Li )(1 - L)'ly(t) = (1 + L BiLi)t(t). (1.21) 
i=1 i=1 
Ainsi, le modèle AR.IMA est valable même pour des données non stationnaires à 
condition que celles-ci deviennent stationnaires au bout de d différellciations. 
1.5.2 Le modèle linéaire des moindres carrés (LMM8E) 
Le modr.le linéaire des moindres carrés (Linear' Minimum Mean Square Errar ­
LMMSE) consiste à prévoir la prochaine valeur y(t + 1) de la série y(t) comme la somme 
pondérée des n dernières observat.ions (He ct al., 2002; Gao, He et Hou, 2002; He et 




y(t - n) 
où Q'1, a2,' .. , an sont les coefficients du modèle LMMSE. 
Ces coefficients sont donnés par : 
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[al aZ··· an] = [R(l) ... R(n ­ 1) R(n)J 
-1 
R(O) R(l) R(n ­ 1) 
x 
R(l) R(O) R(n ­ 2) (1.23) 
...R(n -1) R(n - 2) R(O) 
où R( i) est la fonction de covariance de la série qui peut être estimée par: 
1 n 
R(i) = - L y(t)y(t - i), 0:::; i:::; n - 1. (1.24) 
n 
t=i+l 
Il Y a deux différences entre le modèle LMMSE et le modèle ARIMA : 
- Il n'y a pas de composante de la moyenne mobile (MA) dans le modèle LMMSE 
qui tiennent compte du bruit blanc f(t) (éq. 1.10). 
- Les paramètres ai sont calculés instantanément à chaque estimation en fonct:on 
des n derniers retards. Pour le modèle ARIMA, les paramètres 4Ji (éq. 1.10) ~Ollt 
estimés à partir de toutes les traces du trafic disponibles. Ensuite, les mêmes 
pa.ramètres cPi sont utilisés pour toutes les estimations de y(t + 1). 
Le choix du nombre de retards n va être ét.udié davant.age dans le chapitre suivant. 
1.5.3 Les modèles auto-similaires 
Les travaux de recherche ont montré le caractère auto-similaire et la dépendance 
à long terme du t.rafic (tel que défini à la section 1.4.2). Ainsi, les modèles traditionnels, 
tels que le processus de Poisson, les modèles AR, MA ou ARIMA, ne peuvent pas 
capturer ces dépendances à long terme (Leland et al., 1994; Paxon et Floyd, 1995; Park 
et Willinger, 2000; Willinger, Paxson et Taqqu, 1998; Owezarski et Larrieu, 2004; Pa:·k, 
Kim et Crovella, 1997; Abry et Veitch, 1998). 
Des modèles auto-similaires ont été proposés pour modéliser le trafic. Parmi ces 
modèles, on cite le mouvement Brownien fractionnaire (Fractional Brownian Motion ­
FBM) (Mandelbrot et Ness, 1968) et le modèle bruit fractionnaire Gaussien (Fractional 
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Gaussian Noise - FGN). Ces modèles ne peuvent décrire que la dépendance à long terme. 
D'autres modèles, tels que le modèle ARIMA fractionnaire (FARIMA), sont capables 
de décrire la dépendance à long et à court terme du trafic. 
Le modèle « mouvement Brownien fractionnaire» 
Le processus mouvement Brownien fractionnaiTe (Fractional BTownian Motion ­
FBM) a été défini par (Mandelbrot et Ness, 1968). 
Un processus {X(t); t ~ O} est un mouvement Brownien fractionnaire (FBM) s'il 
est un processus Gaussien (app. A, déf. A.9) d'espérance nulle et vérifiant: 
1Cov(X(s), X(t)) = -;;y2H + s2H - It _ sI2H), 
où Cov(X (s), X (t)) est la covariance du processus entre les instants s et t (app. A) et H 
est. le paramètre de Hurst tel que ~ < H < 1 (cc paramètre a été défini à la section 
1.4.2). 
La modélisation du trafic Internet par un mouvement Brownien fractionnaire 
(FBM) a été proposée par (Norros, 1995; Norros etPruthi, 1996). Ainsi, le trafic Internet 
est modélisé par un processus {Y(t); t ~ O} défini par 
Y(t) = Ilt + J(J2m X(t). (1.25) 
Le processus Y(t) possè'cle trois paramètres Il, (J2 et H : le paramètre Ji. représente 
le débit moyen du trafic, le paramètre (J2 représente la variance du débit du trafic et X (t) 
est un processus FBM de paramètre H (le paramètre de HUTst). 
Le modèle « Bruit fractionnaire Gaussien» 
Soit {X(t); t ~ O} un mouvement Brownien fractionnaire. Le processus {Z(t)} 
tel que Z(t) = X(t + 1) - X(t) est appelé bruit fractionnaire Gaussien (Fractional 
Gaussian Noise - FGN) et il ale même paramètre de Hurst (noté H) que {X(t)} (Liu 
et al., 2006). 
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Ainsi, le trafic Internet est modélisé par un processus {Y(t); t 2: O} défiui par: 
Y(t) = /-L + (JZ(t). (1.26) 
Le processus Y(t) possède trois paramètres /-L, (J2 et H : le paramètre /-L représente 
le débit moyen du trafic, le paramètre (J2 représente la variance du débit du trafic et Z(t) 
est un processus FGN de paramètre H (le paramètre de Hurst). 
L'avantage des modèles FBM et FGN est la simplicité de leurs formules (éq. 1.25 
et éq. 1.26) pour prévoir le débit du trafic, une fois que les différents paramètres sont 
estimés. Cependant, leur inconvénient est leur incapacité de capturer les dépendances 
à court terme du trafic (puisque H > !) (Crovella et Bestavros, 1997). 
Le processus ARIMA Fractionnaire (FARIMA) 
Le processus ARIMA fractionnaire (FARIMA) est la généralisation naturelle du 
modèle ARIMA(p, d, q) lorsque le degré de différenciation d peut avoir des valeurs 
réelles (non seulement des entiers naturels) (Xue et aL, 1999; Hosking, 1981a; Krunz 
et Makowski, 1998). 
Une série temporelle y(t) est un processus FARIMA(p, d, q) si 
p q 
(1 - L <PiLi )(l - L)dy(t) = (1 + L BiLi)€(t) (1. 27) 
i=1 i=l 
Ol! <Pi et Bj sont les paramètres du modèle, €(t) est un bruit blanc (app. A, déf. A.8) de 
variance (J2 et L est l'opérateur « retard» (app. A, déf. A.15). 
Dans le cas Ol! p = 0 et q = 0, le processus FARIMA(O, d, 0) est appelé fractional 
differencing noise model (FDN) (Hosking, 1981a), qui est la forme la plus simple du 
processus FARIMA. Le paramètre d du processus FARIMA(O, d, 0) indique le niveau de 
dépendance à long terme tout comme le paramètre de Hurst H. Il a été démontré que, 
si d E [0, Hle processus FARIMA(O, d, 0) présente une dépendance à long terme avec 
un paramètre de Hurst H = d+! (Hosking, 1981b). Le processus FARIMA(O, d, 0) est 
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sill1ilaire au pruces~us FG!\ qui peut seulement décrire une dépendance à long terme. 
Le processus FARIMA(p, d, q) peut être vu comme la combinaison du processus ARIvIA 
avec le FARIMA(O, d, 0). Ainsi, il est capable de modéliser les processu~ présentant des 
dépendances à court et à long terme (Crovella et Bestavros, 1997). 
(Xue et al., 1999) présentent des directives pour générer du trafic selon le pro­
cessus FARIMA et pour est.imer ses paramètres afin de modéliser et de prévoir un trafic 
réel. L'inconvénient de ce modèle est la complexité des calculs pour estimer les différents 
paramètres (Xue et al., 1999). 
1.5.4 Les modèles Markoviens 
Soit {X(k); kEN} un processus. L'ensemble des valeurs possibles de X(k) est 
appelé l'espace d'états (généralement un sous-ensemble de N). Dans le modèle de tra­
fic Markovien, le changement d'état est interprété comme une nouvelle arrivée (d'un 
paquet). {X(lc); kEN} est un processus de Markov si sa distribution conditionnelle de 
probabilité de l'état futur ne dépend que de l'état présent et non pas des états passés. 
Ainsi, la loi conditionnelle de X(n + 1) sachant le passé {X(k); 0 :::: k :::: n} ne dépend 
que de X(n) seulement, c.-à-d. : 
P [X(n + 1) = xIX(O), X(1),X(2), ... ,X(n)] = P [X(n + 1) = xIX(n)] , (1.28) 
où x est un état quelconque du processus. Le processus de Poisson (app. A, déf. A.l4) 
est l'un des processus de Markov les plus utilisés. 
Ces processus sont très utilisés dans la théorie des systèmes des files d'attente. Un 
système de file d'attente se décrit par un processus d'arrivée de paquets, un mécanisme 
de service et une discipline d'attente. 
Dans une file d'attente, on suppose que les durées des inter-arrivées sont indépen­
dantes et de même loi. Par exemple, la loi des arrivées peut être à intervalles réguliers, 
notée D (déterministe) ou elle peut être Poissonienne, notée M (Markov), etc. 
Les durées de service sont des variables positives indépendantes et de même loi. La 
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loi de service peut être de durée constante, notée D (déterlllilliste) ou de durée suivallt 
une loi exponentielle, notée M (Markov), etc. 
La discipline d'attente est généralement « premier arrivée, premier servi» (First 
ln First Out - FIFO). 
Une file d'attente est désignée par le symbole: Arrivée / Service / Nombre de 
serveurs / Capacité maximale de la file / Nombre maximal de clients / Discipline de 
service. Par défaut, la capacité maximale et le nombre maximal de dients sont égaux à 
l'infini. La discipline de service est FIFO. Les files d'attente M / M /1 et M / M /1/K sont 
très utilisés pour modéliser la mémoire tampon (buffer) dans un routeur. Les formules 
mathématiques estimant le débit, les temps d'attente et le taux de perte ont été déjà 
développées et elles sont très utilisées (Nain, 1997). 
L'inconvénient des modèles Markoviens est qu'ils sont à mémoire courte: l'état 
du processus dépend seulement de l'état précédent (éq. 1.28). Ceci est inadéquat pour 
le trafic caractérisé par une forte corrélation avec le passé et une dépendance à long 
terme. 
Par' contre, l'avantage de i'utilisation des processus de Markov par rapport aux 
autres modèles de trafic est qu'ils permettent, en théorie, de résoudre analytiquement 
des systèmes de files d'attente. 
1.5.5 Le filtre de Kalman 
L'objectif du filtre de Kalman (Kalman, 1960; Welch et Bishop, 1995) est d'estimer 
l'état d'un processus discret {y(t); tE N} à valeurs dans ]Rn. 
On suppose que l'on ne peut pas observer directement les valeurs de {Y(t)} (ce 
pl'Ocessus peut représenter le débit), mais que 1'011 dispose d'une observation Z(t) E]Rn] 
(par exemple le débit mesuré). Le but est cl 'obtenir le plus cl 'information possible sur 
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{Y (t)}. On considère le système dynamique suivant: 
Y(t) = MAY(t - 1) + MBU(t) + W(t - 1), (1.29) 
Z(t) = MHY(t) + vtt), (1.30) 
où: 
- {W(t)} est un bruit blanc Gaussien à valeurs dans IRn et de matrice de cova­
riance Q E IRnxn (app. A, déf. k1O), 
- {V(t)} est llIl Inuit blanc Gaussien à valeurs dans IRm et de matrice de cova­
riance S E IRmxm; {V(t)} qui modélise l'erreur d'observation. 
- {W( t)} et {V (t)} et la condition initiale X (0) sont mutuellement indépendants, 
- les matrices Q et S sont considérées indépendantes du temps, 
- la matrice MA E IRnxn relie l'état précédent Y(t-1) à l'état actuel Y(t) lorsqu'il 
n'y a pas de bruit. En pratique, NIA est considérée indépendante de t, 
- la matrice MH E IRmxn relie Y(t) à la mesure Z(t). Elle est aussi considérée 
indépendante de t, 
- U(t) E IRI est une entrée optiollnelle, 
- la matrice Me E IRnxl relie l'entrée optionnelle U(t) à l'état Y(t). 
Ainsi, à l'instant t, on recueille une observation Z(t) qui est formée de MHY(t) 
et d'un bruit additif V(t). 
On note Y-(t) E IRn l'estimation a priori à l'instant t sans avoir connaissance 
de la mesure Z(t), ainsi, Y-(t) représente la prévision de Y(t) à l'instant t. On note 
Y(t) E IRn l'estimation a posteriori sachant la mesure Z(t). 
On définit les erreurs a priori et a posteriori, notées e-(t) et e(t) entre Y(t) et les 
estimations a priori et a posteriori Y-(t) et Y(t) respectivement, par: 
e-(t) = Y(t) - Y-(t), (1.31 ) 
e(t) = Y(t) - Y(t). (1.32) 
Les covariances des erreurs a priori et a posteriori, notées par P- (t) et P(t) 
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respectivement, sont données par: 
P-(t) = lE[(Y(t) - Y-(t))(Y(t) - Y-(t)f], (1.33) 
Pit) = lE[(Y(t) - Y(t))(Y(t) - Y(t)f], (1.34) 
où l'exposant T indique l'opérateur de transposition des matrices. 
Le filtre de Kalman a deux phases distinctes: prévision et révision. La phase de 
prévision utilise la valeur estimée à l'illstant précédellt, c.-à-d. Y(t - 1), pour produire 
une estimation a priori de Y- (t) à l'instant t. Cette phase est donnée par ces équations: 
Y- (t) = MAY(t - 1) + N!BU(t - 1), (1.35) 
P-(t) = MAP(t - I)MI + Q. (1.36) 
Dans la rhase de révision, les observations de l'instant courant sont utilisées pour 
corriger l'état prédit dans le but d'obtenir ulle estimatioll plus précise. Cette phase est 
donnée par ces équations: 
MK(t) = P-(t)N/Jj(N!HP-(t)MJj + 5)-1, (1.37) 
Y(t) = Y-(t) + MK(t)(Z(t) - MHY'-(t)), (1.38) 
Pit) = (I - lvfK(t)MH)P-(t), (1.39) 
où l'exposant -1 indique l'opérateur qui donne l'inverse d'une matrice. La matrice 
M]((t) E \Rnxm est appelée le gain du filtre qui vise à minimiser la covariance a posteriori 
de j'errem Pit). 
Les paramètres MA, MH, M [J, Q et 5 sont estimés à partir des données dis­
ponibles grâce à l'algorithme espérance-maximisation (Expectation-maximization algo­
rithm - EM) (Dempster, Laird et Rubin, 1977). 
Les équations de prévision permettent de calculer Y- (t): la valeur prédite de Y(t): 
sans avoir connaissance de la valeur de Z(t). Dès que la mesure Z(t) est disponible, les 
équations de révision sont appliquées. Ainsi, le modèle nécessite la mise à. jour (phi:lse 
de révision) de ses paramètres après chaque phase de prévision. Cet aspect récursif est 
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l'une des caractéristiques du filtre de Kalman qui permet d'adapter les paramètres du 
modèle aux changements et à l'évolution du trafic. 
L'inconvénient du filtre de Kalmao est sa complexité s'il est utilisé pour une 
prévision à court terme en temps réel puisque la phase de révision est appliquée avant 
chaque prévision. De plus, le filtre de Kalman suppose que le trafic est Gaussien. 
Le filtre de Kalman a été utilisé dans plusieurs travaux pour la prévision du trafic 
(Jibukumar, Datta et Biswas, 2008; Wang et al., 2006; Zhijun, Yuanhua et Daowen, 
2004; Lim et Ab-Hamid, 2000; Soule et al., 2005; Soule et al., 2004). 
1.5.6 Le modèle neurofiotl cLSNF 
Le modèle neurofiou cy_SNF est un modèle qui combine la logique floue et les 
réseaux de neurones (Rouai et Ben.Ahmed, 2001; Zhani, Elbiaze et Kamouo, 2009b). 
Il se base sur le modèle proposé par (Takagi et Sugeno, 1(85). La flexibilité de la 
logique floue combinée avec la capacité d'apprentissage des réseaux de neurones rendent 
le morlèle plus arlaptatif aux caracthisr,iques du trafic (Zhani, Elbiaze et Kamoun, 
2007; Zhani, Elbiaze et Kamoun, 2008; Zhani, Elbiaze et Kamoun, 2009b; Elbiaze et al., 
2009; Doulamis, Doulamis et Kollias, 2000; Yu et Chen, 1993). 
Le système flou est décrit r.omme une relation non linéaire entre les entrées 
Xj"",Xn et la sortie Y = f(xj, ... ,x,.,.), où n est le nombre d'entrées Xi. Cette rela­
tion est décrite par une collection de règles floues. 
Soit c Je nombre de règles dans le système AÇlU. Notons par Rk la kème règle où 
1 s:; k s:; c. Le système utilise des règlfs floues développées par (Takagi et Sugeno, 
1985). Une règle floue Rk est donnée par ce qui suit: 
(1.40) 
où Ail: s'appelle un c1uster et Yk est la sortie de la règle calculée en utilisant un réel bk' 
Dans la logique floue, chaque point x appartient à un c!uster A avec un degré d'appar­
tenance d'une valeur comprise entre zéro et un. Cette valeur est obtenue grâce à une 
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fonction d'appartenance notée J.lA(X), Ainsi, chaque règle ~k évalue le degré d'apparte­
nance de chaque élément (Xl, ... , Xn) au c1uster A k grâce à une fonction d'appartenance 
notée J.lAk(Xl, .... ,xn ). Ensuite, la sortie Yk est évaluée en fonction de ce degré d'ap­
partenance par : 
(lAI) 
La règle Rk peut être écrite sous une autre forme: 
Rk : Si Xl est A lk et Xi est A ik ,··· , et Xn est Ank ALORS Yk est bk (1.42) 
où le c1uster Ai/;; est la projection de Ak sur la i ème dimension. On note par J.lAik(:r:i) 
la fonction d'appartenance de Xi au c1uster Aik. Ainsi, la fonction J.lAk(XI, .... , x n ) est 
donnée par: 
n 
J.lAk(Xl, ... ,xn ) = IIp'Aik(xi)' (1.43) 
i=l 
La fonction d'appartenance J.lAik (Xi) est donnée par (Lin et Cunningham, 1995) : 
(1.44) 
où Wikg, Wikc et lik sont des paramètres utilisés pour ajuster la forme générale de 
la fonction. Cette fonction a été choisie étant donnée sa dérivabilité, sa forme pa­
ramétrée et générique qui permet d'approcher des fonctions d'appartenance triangu­
laires, trapézoïdales etc. 
Finalement, la sortie du système Y est donnée par: 
(1.45 ) 
Le modèle flou est alors incorporé dans un réseau de neurones équivalent. La figure 
1.2 montre un exemple du modèle o:_SNF utilisant trois règles et deux entrées. Cellli­
ci a deux entrées Xl et X2. Les paramètres 'Wikg et Wikc sont les poids des connexions. 
Chaque nœud Aik calcule la fonction d'appartenance J.lAik (Xi) et chaque nœud Ak calcule 





Figure 1.2 Exemple d'un réseau de neurones (trois règles et deux entrées). 
Les paramètres Wikg, Wikc, lik et bk sont initialisés en utilisant une méthode appelée 
« semi-ex-coupe densité» proposée par (Rouai et Ben.Ahmed, 2001). Ils sont ensuite 
optimisés grâce à un algorithme d'apprentissage. L'apprentissage consiste à fournir au 
système un ensemble de données en entrée et leurs sorties désirées. Le système calcule 
la sortie correspondante à chaque entrée. Ensuite, ses paramètres sont modifiés afin de 
réduire l'erreur entre la sortie caLculée et la sortie désirée. Ce procédé est itéré plusieurs 
fois afin d'optimiser les paramN,res. 
L'algorithme d'apprentissage, que nous avons utilisé, est la rétropropo.(jation du 
gradient (Rouai et Ben.Ahmed, 2001; Lippmann, 1987; Rumelhart, Hinton et Williams, 
1986). 
Le nombre de règles utilisées et le nombre d'itérations pour l'algorithme d'ap_ 
prentissage sont des paramètres à spécifier. Une étude sur ces paramètres a été effectuée 
dans (Zhani, 2005) en se basant sur des traces réelles de trafic Internet. Ainsi, nous 
utilisons les valeurs qui ont uonné les meilleurs résultats, à savoir trois règles floues et 
100 itérations pour la phase d'apprentissage. 
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1.5.7 Conclusioll sur les modèles Je prévision 
Chaque modèle de prévision présente des avantages et des inconvénients. L'ap­
parition du caractère LRD du trafic a conduit plusieurs chercheurs à abandonner les 
modélisations et les hypothèses Markoviennes en faveur de nouveaux modèles plus com­
plexes pour le trafic. Par conséquent, les recherches récentes se sont orientées vers les 
modèles tenant compte de l'auto-similarité du trafic (tels que FARIMA et FRM). Tou­
tefois, peu de travaux ont exploité ces modèles auto-similaires pour des applications 
concrètes de conception de protocoles ou de planification des réseaux. En effet, il est 
difficile de manipuler ces modèles vu la complexité de leurs structures mathématiques 
ainsi que leur complexité en termes de calcul. De plus, ces modèles n'améliorent pas 
la prévision en termes d'erreur par rapport aux modèles linéaires qui sont plus simples 
tels que le modèle ARIMA (Qiao, Skicewicz et Dinda, 2003; Qiao, Skicewicz et Dinda, 
2002). 
D'autre part, pour la majorité des modèles de prévision, il est difficile de com­
prendre ou d'établir urw relation entre les coefficients du modèle et le trafic réel (la 
famille ARIMA, FARIMA, le filtre de Kalman, modèle neuroflou). 
Toutes ces approches visent à obtenir une prévision assez précise en utilisant 
différentes techniques pour c:apturer les c:aractéristiques du trafic: réel. Par c:onséquent, 
dans le présent travail, nous avons choisi de considérer le débit des données comme 
étant une série temporelle. Nous utilisons les modèles ARIvIA, ARIMA et LMMSE vu 
leur simplicité en termes de complexité du calcul et précision en termes d'erreur de la 
prévision. Nous exploitons aussi le modèle neuroflou (LSNF qui est capable de capturer 
avec précision les caractéristiques du trafic grâce à sa capacité d'apprentissage. 
Detns ce qui suit, nous présentons les tretvaux effectués dans le domaine de la 
prévision du trafic. 
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1.6 Revue de la littérature 
Durant la dernière décennie, beaucoup de laboratoires ont lancé des projets de 
recherche portant sur la métrologie de l'Internet, ou science de mesure de l'Internet. 
Ces projets visent à mesurer le trafic Internet, à l'analyser et à le modéliser (Projet 
NIMI 4 (Paxson, Adams et Mathis, 2002), Projet RIPE 5, le projet américain AMP 6 
de NLANR 7, le projet IPMON de Sprint 8). Les mesures couvrent les différents pa­
ramètres caral:térisant le réseau tels que le débit, le taux de perte, les délais, etc. 
Ainsi, l'objectif final est d'avoir une compréhension plus profonde des différents pa­
ramètres qui caractérisent le réseau Internet et de suivre de plus près leur évolution et 
sa répercussion sur la qualité de service offerte aux clients. Ces mesures permettent aussi 
la modélisatioll du trafic, l'étude du comportement des différents protocoles (IP, TCP, 
UDP etc.), l'évaluation des performances du réseau et le développement d'outils d'ana­
lyse du résea.u (Barakat et aL, 2003; Papagiannaki et al., 2003b; Owezarski et Larrieu, 
2004; Scherrer et al., 2006; Papagiannaki et al., 2003a; John, Tafvelin et Olovsson, 
2010; Chabchoub et al., 2010). Elles permettent de mettre au point et optimiser les 
protocoles existants et de prévoir le trafic et les capacités requises dans le futur. De plus, 
l'analyse des mesures permet la détection des anomalies et des attaques dans le réseau 
(Papagiannaki et aL, 2005; Cantieni et al., 2006; lVlarkopoulou et aL, 2008; Farraposo, 
Owezarski et Monteiro, 2006; Larrieu et Owezarski, 2005; Janowski et Owezarski, 2010). 
Nous commençons par présenter les travaux qui ont étudié la performance des 
différents modèles de prévision. Ensuite, nous présentons les mécanismes de contrôle de 
congestion des files d'a.ttente, notamment ceux qui ont exploité la prévision du trafic 
4. NIMI : National Internet Measurerrient Infrastructure 
5. RIPE: RIPE Network Coordination Centre - http ://www.ripc.nct 
6. AlvIP : Active Mcasurement Projeet - nttp ://www.nlanr.net/PMA/ 
7. NLANR: National Laboratory for Applicd Network Researeh - http://www.nlanr.nct/ 
8. The Academie Researeh group at Sprint - https ://researeh.sprintlabs.eom/ 
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pour effectuer ce contrôle. 
1.6.1 Prévision du trafic 
Le premier système de mesure et de prévision pour le trafic Internet a été proposé 
par (Wolski, 1997). Il consiste à appliquer simultanément trois modèles de prévision 
(la moyenne; la médiane et le modèle autorégressif (AR)) pour sélectionner automati­
quement et dynamiquement le meilleur d'entre eux afin de l'utiliser. L'idée de modifier 
dynamiquement le modèle de prévision est intéressante, puisque les caractéristiques du 
trafic diffèrent en termes de temps et d'espace (c.-à-d. d'un moment à un autre ou d'un 
réseau à un autre). 
Un<-; autre étude a été réalisée par (Sang et qi Li, 2000; Sang et qi Li, 2002) pour 
analyser la performance de la prévision du trafic clans le réseau Internet. L'approche 
considère que la prévision du débit d'un lien du réseau est basée sur deux paramètres, 
à savoir l'horizon de la prévision (l'intervalle pour lequel la prévision est effectuée) 
et l'évolution de l'erreur en fonction de cet. horizon. Les auteurs ont utilisé deux modèles 
stationnaires: le modèle autorégressif à moyenne mobile (ARl\IIA) et le processus Markov 
modulated Poisson process (t--/IMPP). Leur ét.ude a montré que la précision de la prévision 
est détériorée lorsque l'horizon augmente. À partir des études analytiques et empiriques, 
ils ont étudié le rôle de l'application des mét.hodes st.atistiques sur le t.rafic lors de 
la prévision. En particulier, ils ont trouvé que l'échantillonnage et le lissage ont des 
effets posit.ifs sur la prévision. Ils ont aussi remarqué que les meilleurs résult.ats de la 
prévision sont obtenus si les petites variations du trafic sont filtrées. Ces variations 
peuvent être filtrées étant donné qu'elles sont moins importantes pour l'allocation de la 
bande passante. 
D'autres travaux se sont intéressés à la prévision à court terme et ont étudié 
l'effet de la granularité (l'échelle du temps), le degré de lissage sur la précision cle 
la prévision du trafic du réseau (Qiao, Skiœwicz et Diuda, 2002; Qiao, Skicewicz et 
Dinda, 2003). Ils ont appliqué plusieurs modèles de série temporelle (MEAN, LAST, 
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AR, MA, ARIMA, FARIMA) sur un ensemble de traces de paquets. Les prévisions 
ont été effectuées en considérant différentes échelles de temps. La performance a été 
mesurée par le ratio Average Relative Variance (ARV) obtenu par la division de l'erreur 
quadratique moyenne de la prévision (Mean Squared Er-ror - MSE) par la variance des 
dOllllées. Les auteurs ont remarqué que la précision de la prévision dépend du cas étudié, 
c'est-à-dire, qu'elle varie d'une trace à une autre. L'étude a montré que, contrairement 
aux résultats trouvés par (Sang et qi Li, 2000; Sang et qi Li, 2002), la pré<.:ision de la 
prévision n'augmente pas lorsqu'on augmente le degré de lissage des données. En effet, 
dans la majorité des traœs étudiées, il y a un degré de lissage, appelé « sweet spot », 
pour lequel l'erreur est minimisée et la précision de la prévision est clairement meilleure. 
En dépassant. ce point., l'erreur de la prévision augmente. Cependant, l'ét.ude n'a pas 
réussi à déterminer la raison pour laquelle la prévision est améliorée pour ce point en 
part.iculi0r. D'aut.re part., pom unr prévision à comt. t.erme (des millisecondes jusqu'aux 
minutes), la même étude a montré que les modèles FARIMA et ARIMA donnent la 
même performance en termes d'erreur que le modèle ARMA classique (Qiao, Skicewicz 
et Dinda, 2002; Qiao, Skicewicz et Dinda, 2003). Ceci peut être expliqué par le fait que 
le t.rafic peut êt.re considéré stat.ionnaire au sens large à très faible échelle de temps (des 
millisecondes jusqu'aux minutes) (Zhang et Duffield, 2001). 
(Bermolen et Rossi, 2009) ont testé l'utilisation du modèle Support Vector Re­
gression (SVR) pour prévoir la charge d'un lien. Ils ont été motivés par le succès de 
ce modèle qui vient du domaine de la théorie de l'apprentissage statistique. Ainsi, ils 
l'ont comparé empiriquement au modèle autorégressif (AR) et au modèle de la moyenne 
mobile (MA) Cil termes de précision de la prévision et en tcrmes de <.:omp!Cxité. La 
comparaison a couvert la phase d'apprentissage (définition des paramètres du modèle) 
et la phase de prévision. Leurs résultats montrent que bien que le modèle SVR améliore 
légèrement la précision de la prévision, il est plus gourmand en termes de complexité. 
Par conséquent, pour des prévisions à court terme, les résultats de ces travaux 
encouragent. à ne pas considérer des modèles complexes. En effet, ils n'offrent. pas 
une meilleure performance lorsqu'ils sont comparés aux modèles classiques tels que 
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les modèles autorégressifs à moyenne mobile (AR.MA) (Qiao, Skicewicz et Dinda, 2002; 
Qiao, Skicewicz et Dinda, 2003; Bermolen et Rossi, 2009; Garroppo et al., 2008). 
D'autres travaux ont étudié la prédictibilité du débit d'une connexion TCP (He, 
Dovrolis et Ammar, 2005; He, Dovrolis et Ammar, 2007). Les techniques de prévisioll du 
trafic au niveau de la couche TCP (c.-à-d. la prévision de la quantité de données reçue 
par la couche TCP) ont été classées en deux catégories: Hne catégorie de modèles hasés 
sur des formules mathématiques (Formula-Based - FB) et une catégorie de modèles 
basés sm l'historique du trafic (History-Based - HB). Les modèles FB sont des modèles 
mathématiques qui expriment le trafic TCP en fonction des caractéristiques du che­
min du réseau étudié (le temps d'aller-retour, nombre de flux etc.). Les techniques HB 
prévoient le trafic d'un chemin dans le réseau en se basant sur l'historique du trafic 
lorsque celui-ci est disponible. Ils ont montré que les techniques HB sont précises, mais 
elles sont dépendantes du chemin ou du lien analysé. Les méthodes FB sont précises 
seulement si le chemin ou le lien étudié n'est pas saturé. Il est important aussi de noter 
que les modèles HB peuvent être appliqués indépendamment du protocole utilisé au 
niveau transport. Ils peuvent aussi être appliqués au niveau de n'importe quelle couche 
OSI (Open System Interconneçtion - OS!), notamment la cQ1Jche IP. Pour ces raisons, 
nous utilisons les modèles HB dans le présent .travail. 
À partir de ces travaux, nous pouvons aussi classer les modèles de prévision en 
deux catégories: les modèles ayant uue phase d'apprentissage (Training-Based - TB) 
et les modèles sans phase d'apprentissage (Non-Training-Based - NTB). 
La phase d'apprentissage est une phase pendant laquelle les paramètres du modèle 
sont ajustés en fonction de l'historique des données disponibles. L'algorithme d'appren­
tissage est généralement exécuté une seule fois pour définir les paramètres du modèle. 
Le modèle est ensuite capable de générer la prévision en fonction de quelques retards 
(anciennes observations). 
Les techniques NTB n'ont pas besoin d'historique ou d'algorithme d'apprentis­
sage. Généralement, ces modèles calculent la valeur prédite directement et seulement 
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en fonction de quelques retards (anciennes observations). Les mo.dèles Ileuroflous et les 
modèles ARIMA sont des modèles TB. Le modèle LMMSE est un exemple de modèle 
NTB. 
D'autres travaux ont exploité la prévision pour la planification des capacités fu­
tures du réseau. Une première tentative pour une prévision à long terme d'un réseau IP 
a été effectuée par (Grosdwitz et Polyzos, 1994). Les auteurs ont calculé le nombre total 
de paquets observé pour tous les nœuds du réseau fédérateur NSFNET. Ils ont montré 
que la série t.emporelle obtenue peut. êt.re modélisée avec le modèle ARIMA. Ils ont 
essayé de prévoir la charge totale du réseau fédérateur pour une année puis pour deux 
années dans le fut.1ll' en ut.i lisant l'historique des données des quatre années antérieures. 
Le modèle a donné des résultats assez précis pour une année dans le futur. Cependant, 
prévoir unè seule valeur pom la charge d 'l1n réseau est insuffisant pour planifier le chan­
gement des capacités de chaque lien du réseau. En effet, on a besoin de prévoir dans 
qllel lien du réseau des surcharges pourront. survenir; ceci permet d'identifier les liens 
où des approvisionnements en ressources seront requis. 
Une approche de prévision à long terme a été présenté par (Papagiannaki et al., 
2003b; Papagiannaki et al., 2005). Elle permet de prévoir à quel moment un lien doit 
être ajouté ou amélioré dans llll réseau fédérateur IP. Ils ont utilisé les statistiques 
SNNIP 9 collectées contLnuellement depuis 1999 jusqu'à 2002. Ils ont agrégé la charge 
entre chaque paire de PoP la adjacellts et ils ont étudié leurs évolutions dans une échelle 
de temps supérieure à une heure. Ils ont démontré que le trafic des réseaux fédérateurs IP 
présente des tendances àlong terme, une forte périodicité et une variabilité à différentes 
échelles de temps. La méthodologie de prévision des auteurs s'appuie sur l'analyse mul­
tirésolution par ondeleu,es et le mod~le de série t.emporelle ARIMA. En effet, les auteurs 
appliquent un lissage sur les données jusqu'à l'obtention de la tendance à Jong terme 
9, SNMP (Simple Neiwork Management Protocol) , protocolp. dp.dip. aux tâchp.s de survp.illanœ et. 
d'administration d'un réseau, 
la. PoP (Point of Presence) est une interface réseau entre deux entités de communication 
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du trafic. Les fluctuations autour de la tendance obtenue sont analysées à- différentes 
échelles de temps. Ils ont montré que la plus importante variabilité est due à la fluc­
tuation à- l'échelle de 12 heures. Les auteurs ont démontré que la charge hebdomadaire 
entre deux nœuds du réseau peut être modélisée par le modèle ARIMA avec une bonne 
précision: la prévision de la tendance à long terme et les fluctuations du trafic à-l'échelle 
de 12 heures donne une estimation précise pour au moins six mois dans le futur. 
(He et al., 2002) ont exploité la prévision du trafic afin d'effectuer un contrôle 
plus performant de la congestion au niveau du protocole TCP. En effet, ils ont montré 
que la dépendance à long terme pourrait être détectée en temps réel et utilisée pour 
la prévision du trafic pour un horizon de prévision c\'au moins un temps d'aller-retour 
(RTT). Le modèle de prévision utilisé est le modèle LMMSE ayant les 20 dernières me­
sures (retards) comme des variables en ent.rée. Ils ont. défini un nouveau protocole appelé 
Transmission Control Protocol with Traffic Prediction (TCP/TP), où le mécanisme de 
contrôle de congestion de TCP ajuste sa fenêtre d'anticipation (en augmentant ou en 
diminuant sa taille) en considérant la bande passante disponible dans le futur. Par 
conséquent, la connexion TCP n'utilise pas aveuglement toute la bande passante dispo­
nible, mais elle- essaie de prévoir la congestion. Les auteurs ont montré que l'impact de 
l'erreur de la prévision est négligeable sur l'efficacité du protocole Tep /TP. 
(Garroppo et al., 2008) ont proposé une approche pour l'allocation des ressources 
basée sur la prévision du t.rafic. Deux modèles de prévision ont été considérés. Le premier 
est un modèle non-linéaire appelé radial basis function predictor (RBFP). Le deuxième 
est le modèle Normalized least mean square Predictor (NLMS) qui est un modèle linéaire 
simple. Les deux modèles sont comparés empiriquement selon trois critères, à savoir, la 
complexité, la précision et la rapidité de l'adapt.ation du modèle aux variations du t.rafic. 
Les résultats montrent que, bien que le NLMS soit un modèle de complexité moyenne 
comparé au RBFP, il est capable d'atteindre les mêmes performances en termes de 
précision et d'adaptation aux variations. 
Plusieurs chercheurs ont travaillé sur la prévision du trafic vidéo à débit variable 
-------
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(Variable Bit Rate - VBR) (Jibukumar, Datta et Biswas, 2008; Wang et aL, 2006; Zhi­
jun, Yuanhua et Daowen, 2004; Doulamis, Doulamis et Kollias, 2000; Krunz et Ma­
kowski, 1998). Ces travaux utilisent les modèles de prévision des séries temporelles tels 
que les modèles autorégressifs à moyenne mobile,Ies filtres de Kalman ou le modèle 
LMMSE. La prévision du trafic vidéo est souvent exploitée pour l'allocation dynamique 
des ressources pour les flux multimédias. 
L'exploitation de la prévision à court terme pour améliorer les mécanismes de 
contrôle de congestion (Active Queue Management - AQM) a été le sujet d'autres tra­
vaux. Ainsi, nous présentons, dans ce qui suit, les principaux mécanismes de contrôle 
de congestion, notamment ceux qui se basent sur la prévision du trafic. 
1.6.2 Les mécanismes de gestion des files d'attente 
Les mécanismes de gestion des files d'attente (Active Queue Management - AQM) 
visent principalement à éviter la congestion des files d'attente. Ils se basent sur le rejet 
proactif (à l'avance) des paquets pour prévenir les somees de la congestion du réseau. 
.. File d'attente 
Probabilité de rejet 
(Pa) 
~------- maxp,,, 
Taille moyenne th",ax' th",;"
 
de la file (ovg)
 
Figure 1.3 Mécanisme RED. 
Le mécanisme Random Barly Detection (RED) est l'une des solutions les plus 
connues pour résoudre le problème de congestion des files d'attente (Floyd et Jacobson, 
1993). Chaque fois qu'un paquet arrive, le mécanisme RED met à jour la taille moyenne 
de la file d'attente (notée avg) (fig. 1.3). Si la taille moyenne dépasse un seuil minimal 
(th min ) , le mécanisme rejette le paquet avec une probabilité de rejet Pa' Cette probabilité 
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est calculée en fonction de la taille moyenne de la file d'attente avg. Elle atteint la 
probabilité maximale de rejet maxp lorsque la taille moyenne atteint un seuil maximal 
(thmax ). Si la taille maximale dépasse le seuil maximal, tous les paquets sout rejetés 
automatiquement. L'algorithme RED est décrit dans l'appendice B. 
Le mécanisme RED a été conçu pour accompagner un protocole de contrôle de 
congestion au niveau de la couche transport tel que TCP. Ses avantages se résument 
principalement à prévenir la congestion des files d'attente et à éviter la synchronisa­
tion entre les différents flux TCP (Floyd et Jar.obson, 1993). Il a été recommandé par 
l'IETF 11 (Braden et al., 1998) pour être déployé dans les réseaux. Cependant, des 
recherr.hes plus rér-entes ont dér.ouvert plusieurs inconvénients de RED. L'algorithme 
RED n'est pas capable de stabiliser la taille de la file d'attente autour d'une valeur cible 
(Xu, Wang et Wang, 2005). En effet, la taille moyenne de la file dépend de la r.harge 
du trafic et des paramètres de configuration de RED (Sun et al., 2003). L'algorithme 
RED original peut mener à une sous-utilisation du lien (Hollot et al., 2001). De plus, 
RED ne garantit pas une équité entre les flux (Lin et Morris, 1997). 
Afin de pallier les inconvénients de RED, plusieurs mécanismes AQM ont été 
proposés, par exemple, PI (Hollot et al., 2001), REM (Athuraliya et al., 2001), State 
Feedback (Gao et Hou, 2003), AVQ (Gao et Hou, 2001), BLUE (Wu, Shi et Kandlur, 
2002), SRED (Ott, Lakshman et Wong, 1999), PURPLE (Pletka, Waldvogel et Mannal, 
2003), PAQM (Gao, He et Hou, 2002), FRED (Lin et Morris, 1997), BRED (Anjum et 
Tassiulas, 1999), APACE (Jain, Karandikar et Verma, 2003; Jain, Karandikar et Verma, 
2004), AFRED (Wang et al., 2003) et les mécanismes basés sur la logique Houe (FAFC) 
(Aoul, Mehaoua et Skianis, 2007). 
Les mécanismes peuvent être classés en trois groupes selon leurs objectifs (Gao, 
He et Hou, 2002) : 
11. Détachement d'ingénierie d'Internet (The internet Engineering Task Force - IETF) est un 
groupe informel, international, ouvert à tout individu, qui participe à l'élaboration de standards pour 
Internet. 
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- les mécanismes qui visent à atteindre ulle équité entre les différents flux tels 
que FRED, BRED. 
- les mécanismes qui permettent d'atteindre simultanément ulle importante uti ­
lisation du lien et un taux de perte de paquets assez faible tels que PI, RENI, 
AVQ, BLUE, PURPLE. 
- les mécanismes qui permettent de stabiliser la taille de la file d'attente tels que 
8RED,PAQM,APACE,AFRED 
Chacun des mécanismes AQM mentionnés a sa propre méthode pom détecter la 
congestion et calculer la probabilité de rejet appropriée. 
Le mécanisme PURPLE est un AQM basé sur la prévision du trafic (Pletka, 
Waldvogel et Mannal, 2003). Ce mécanisme suppose que les paquets ne sont pas rejetés, 
mais, plutôt marqués. Ainsi, chaque roLteur peut avoir des statistiques sur l'état de 
congestion du réseau en comptant le nombre des paquets marqués qui le traversent. 
Cette information est utilisée pour prévoiT la réaction des sources TCP afin de contrôler 
les files d'attente. Le mécanisme PURPLE offre un bon équilibre entre le débit effectif 
(c.-à.-d. le débit perçu par la couche application au niveau de la destination), le débit 
du lien et le délai moyen de bout en bout. Cependant, il emploie quelques paramètres 
difficiles à évaluer dans un réseau réel, tels que la probabilité qu'un paquet soit marqué 
par un nœud précédent ou l'estimation cie la valeur du RTT. 
Le mécanisme PAQM (Predictive AQM) est un autre AQM qui exploite la possi­
bilité de prévoir le trafic et son caractère de dépendanœ à long terme pour augmenter la 
performance du AQM (Gao, He et Hou, 2002). Au début de chaque intervalle de taille 
l, le modèle de prévision LMM8E est appliqué pour prédire dynamiquement la taille 
de la file d'attente à la fin de l'intervalle. La valeur prédite est utilisée pour calculer la 
proba.bilité de rejet à considérer pour l'lnt.ervalle en quest.ion. La probabilité de rejet 
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des paquets dans la file il, l'intervalle k + 1, notée p(k + 1), est donnée par: 
o Q(k) < C + Q- .f(k + 1) 
p(k+l)= Q(k)+Î(k+1)+C-Q C + Q - j(k + 1) < Q(k) < C + Q (1A6)
Î(k+1) 
1 Q(k»C+Q 
où j(k + 1) est la valeur prédite de la taille de la file (exprimée en nombre de paquets) 
à la fin de l'intervalle (k + 1), Q(k) est la taillé de la file d'attente à la fin de l'intervc.lle 
k, Q est la valeur désirée comme taille de la file d'attente et C est le nombre maximal 
de paquets qui peuvent être servis pendant un intervalle de taille J. 
Les résultats des simulations du mécanisme PAQM ont prouvé qu'il stabilise la 
taille de la file d'attente et qu'il améliore l'utilisation du lien sans causer de perte 
excessive de paquets. 
Un autre mécanisme AQM basé sur la prévision a été baptisé Adaptive prediet10n 
based approach for congestion estimation (APACE) (Jain, Karandikar et Verma, 2003; 
Jain, Karandikar et Verma, 2004). Il utilise la prévision de la longueur inst.antanée 
de la file d'attente après la réception de NO paquets, notée q(n + NO). Le modèle de 
prévision utilisé est. le Normalized Least Mean Square (NLMS) qui effect.ue la prévision 
en utilisant les n derniers retards. À la réception de chaque paquet, la probabilité de 
rejet p est calculée par : 
0, si q(n + NO) :::; <:xB 
p= m.axp(q(n+NO)-o:B) si <:xB < q'(n + NO) <_ B (1.47)(1 o:)B ' 
1, si q(n+NO) > B 
où B est le taille maximale de la mémoire tampon (buffer) , <:x est un paramètre à fixer 
tel que 0 -< <:x -< 1 et maxp est la probabilité maximale de rejet fixée par l'administra­
teur. Les simulations réalisées montrent que le mécanisme APACE donne une meilleure 
performance par rapport à PAQM en termes d'utilisation du lien et qu'il s'adapte plus 
rapidement aux changements du trafic. 
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Tableau 1.1 Résumé des différents AQM 
Objectif AQI'vl Indice de Congestion Basé SUl' Utilisation 
la prévision de la prévision 
L'équité FRED Taille de la file Non ­
entre les fi ux BRED Taille de la file Non 
­
BLUE Taille de la file Non ­
REM T;tille cie la Hie, Non ­
Une utilisation importante débit d'entrée Non 
­
du lien et un faible PI Taille de la Hie, Non ­
taux de perte débit d'entrée 
­
AVQ Débit. cI'ent.rée Non ­
PURPLE Taille de la file Oui Probabilité de rejet 
CL SNFAQM Congestion pour deux Oui Classification 
intervalles consécutifs de la congestion 
SRED Taille de la file Non ­
La stabi Iisation PAQI'vl Taille de la file Oui Probabilité de rejet 
de la lai lie: illsLalll.a.llèe APACE T,tille rie 1" fil" Oui l'rolmbilil.i, d" ,-ejd 
de la file AFRED Taux de perte des paquets Oui Probabilité de rejet 
CL SNFAQM Prévision du débit. rl'enLrée Oui Cla.ssilical,ion 
de la congestion 
Par ailleurs, un autre moyen de classer les mécanismes AQM existants est de les 
séparer en fonction de l'utilisation de la prévision du trafic pour prévoir la congestion, 
Le tableau 1.1 montre les différents AQM classés selon leurs objectifs, Il montre l'indice 
permettant de détecter ou prévoir la congestion pour chacun d'eux. Pour le cas où la 
prévision du trafic est utilisée, le tableau précise comment la prévision a été utilisée pour 
le mécanisme en question. Il compare également les mécanismes existants au mécanisme 
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CL SNFAQM proposé dans le chapitre 4. 
Dans notre travail la prévision est appliquée aussi pour le contrôle du taux de 
perte dans les réseaux optiques à commutation de rafales. Ainsi, nous présentons ces 
réseaux et les différents problèmes reliés à la contention et la perte des paquets. 
1.7 Les réseaux optiques à commutation de rafales 
Les réseaux optiques à commutation de rafales (Optical Burst Switching - OBS) 
constituent une nouvelle génération de réseaux optiques (Jue et Vokkarane, 2005). Les 
résealDc OBS se situent entre les réseaux à conlIIlutation de circuits et les réseaux à com­
mutation de paquets afin de tirer profit des avantages de chacun de ces types de réseaux. 
En effet, les réseaux OBS permettent d'éviter ies réservation inutiles des ressources par 
rapport aux réseaux à commutation de circuit. Il permettent aussi de réduire les temps 
de traitement électronique dans les nœuds comparés aux réseaux à commutation de 
paquets. 
1.7.1 Architecture du réseau OBS 
Un réseau OBS est un réseau optique qui commute des rafales (bursts) au lieu 
des paquets. Une rafale (burst) est Ull ensemble de paquets qui sont assemblés dans une 
seule entité. Le réseau réserve les ressources seulement avant l'envoi de la rafale et les 
libère juste après la transmission. 
Un réseau OBS est constitllé de nœuds (ronteurs ou stations) reliés par des liens 
de fibres optiques (fig. 1.4). À l'intérieur du réseau, la transmission est totalement 
effectuée avec de la fibre optique. Chaque lien de fibre optique est capable de faire 
passer plusieurs signaux sur des canaux de longueurs d'onde différentes utilisant le 
multiplexage en longueur d'onde (Wavelength Division Multiplexing - WDM). 
On distingue deux types de nœuds: 







Figure 1.4 Architer.t.ure d'lm réseau OBS. 
d'un réseau OBS. Un nœud de cœur a pour rôle de commuter les rafales à. 
l'intérieur du réseau et cie gérer la contention entre les rafales. 
- Les nœuds de frontière (edge nodes) sont des noeuds qui se trouvent à la 
frontière du réseau. Le rôle d'un nœud de frontière est de réaliser l'assemblage 
des rafales (la burstification) qui consiste à assembler un certain nombre de pa­
quets dans une seule entité appelée rafale (burst). À la réception d'une rafale, 
le llœud de frontière effectue l'opération inverse qui consiste à. désassembler la 
rafale pour retrouver les paquets qui la constituent. Ainsi, on peut distinguer 
deux types de nœuds de frollti~)re : les nœuds d'entrée (ingress node) qui as­
semblent les paquets pour construire les rafales et les nœuds de sortie (egress 
node) qui désassemblent les rafales. Les nœuds de frontières sont en même 
temps des nœuds d'entrée et de sortie selon les directions des flux de paquets. 
Le nœud d'entrée qui crée la rafale est a.ussi responsable de choisir la longueur 
d'onde à utiliser pour la rafale et de planifier son envoi vers la destination. 
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1.7.2 Assemblage des rafales 
Il existe plusieurs algorithmes pour l'assemblage des rafales (la burstification). 
La majorité des algorithmes d'assemblage est basée soit sur un temporisateur (timer­
based) (Ge, Callegati et Tamil, 2000), soit sur la taille de la rafale (threshold-based) 
(Vokkarane, Haridoss et Jue, 2002; Volckarane et al., 2002). Pour les approches utilisant 
le temporisateur, la rafa.le est créée et envoyée dans le résea.u périodiquement (la période 
est fixée par l'administrateur). Ainsi, les rafales ont des tailles difFérentes. Pour les 
approches basées sur la taille, une limite est définie pour la taille de la rafale (en KB' ou 
en nombre de paquets contenus dans la rafale). 
1. 7.3 Signalisation et réservation des ressources 
Afin d'envoyer une rafale à travers les nœuds de cœur, un mécanisme de signa­
lisation doit être implémenté pour allouer les ressources nécessaires et configurer les 
commutateurs optiques au niveau de chaque nœud. 
Avant d'envoyer la rafale, un paquet de contrôle est envoyé afin d'effectuer la 
réservation-d'une longnéur d'onde (c.-à-d. un canal). Les canaùx sont divisés en deux 
groupes: les canaux de contrôles qui sont dédiés à l'envoi des paquets de contrôle et les 
canaux de données qui sont dédiés à l'envoi des ,rafales (C. Qiao, 2000; Qiao et Yoo, 
1999b; Vokkarane, Jue et Sitaraman, 2002). 
L'intervalle de temps qui sépare l'envoi du paquet de contrôle et l'envoi de la 
rafale correspondante est appelé l'of[sf'-t (Detti, Eramo et Listanti, 2002; Qiao et Yoo, 
199930) . 
Plusieurs mécanismes de réservation de longueur d'onde ont été proposés pour les 
réseaux OBS, notamment just-in-time (JIT) (Baldine et al., 2002), Horizon (Turner, 
1999) et just-enough-time (JET) (Qiao et Yoo, 1999b). On peut classer ces mécanismes 
en deux catégories (Teng et Rouskas, 2003) : 
- Les mécanismes avec réservation immédiate: si le canal est libre, la longueur 
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d'omle est immédiatement réservée pour la rafale dès l'arrivée du paquet de 
contrôle correspondant (fig. 1.5). Ainsi, .aucune autre réservation ne peut être ef­
fectuée jusqu'à l'envoi de la. rafale. En J'autres termes, la réservation immédiate 
ne permet qu'une seule réservation à la fois. Si le canal n'est pas libre à l'ar­
rivée du paquet de contrôle (c.-à-J. il est déjà réservé), celui-ci est rejeté et la 
rafale correspondante est rejetée aussi à son arrivée. Le mécanisme JIT utilise 
la réservation immédiate. 
Ani "ce du paquet Arrivée du paquet
 
decolltrôle 1
 de contrôle (/+ 1) 
,/ ../ 
c:=::::J ~ 




Figure 1.5 Réservation immédiate (JIT). 
- Les mécanismes avec réservation différée- : la longueur d'onde n'est pas réservée 
immédiatement. à l'arrivée du paquet de contrôle. Elle est réservée juste avant 
l'arrivée du premier bit de la rafale. Contrairement à la réservation immédiate, 
si la longueur d'onde n'est pas libre à l'instant où le paquet de contrôle est 
reçu, mais libre lorsque la rafale arrivera, la longueur d'onde sera quand même 
réservée pour la nouvelle rafale. Ainsi, la réservation rlifférée permet à plusieurs 
paquets de contrôle d'effectuer plusieurs réservations en même temps (à condi­
tion qu'il n'y ait. pas de chevauchement entre les rafales correspondantes). Les 
mécanismes Hmizon et JET utilisent la réservation différée. 
La figure 1.6 montre un canal où la rafale i a déjà été planifiée (c'est-à-dire la 
réservation a déjà été effectuée). La rafale (i + 2) peut être planifiée grâce à la 
réservation différée. Ceci n'est pas possible avec un mécanisme de réservation 
immédiate. 
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On remarque que le canal est libre pendant un intervalle vacant c.-à-d. l'inter­
valle de temps entre l'instant actuel et l'instant du début de la transmission de 
la dernière rafale planifiée en omettant les intervalles de temps pendant lesquels 
des rafales seront transmises. La figure 1.6 montre l'intervalle vacant après la 
réservation du canal pour la rafale (i). Ainsi, on peut classer les mécanismes 
avec réservation différée en deux catégories : 
- sans remplissage de l'intervalle vacant (without void filling) : l'intervalle 
vacant n'est pas utilisé pour envoyer d'autres rafales. Le mécanisme Hori­
zon est un mécanisme sans remplissage cie l'intervalle vacant. Par exemple, 
la figure 1.6 montre la rafale (i + 1) qui ne peut pas être planifiée dans l'in­
tervalle vacant. 
- avec remplissage de l'intervalle vacant (void filling) : pendant l'intervalle 
de temps vacant, la longueur d'onde peut être utilisée par d'autres rafales 
(si l'intervalle est assez grand pour envoyer d'autres rafales). Le mécanisme 
JET est un mécanisme avec remplissage de l'intervalle vacant. Par exemple, 
la fignre 1.6 montre la rafale (i + 1) qui peut être planifiée dans l'intervalle 
vacant puisqu'on utilise une réservation différée avec remplissage de l'inter­
valle vacant. 
En comparant les trois mécanismes, il est clair que l'avantage du mécanisme JET 
par rapport à Horizon et JIT est de maximiser l'utilisation des ressources et de réduire 
les pertes des rafales. En effet, il permet d'effectuer plusieurs réservations en même 
temps et d'utiliser les longueurs d'onde pendant les intervalles vacants. Par conséquent, 
nous utilisons le mécanisme JET pour la simulation du réseau OBS. 
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Arrivée du paquet 
de contrôle (i+ 2) 
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La rafale (i+I) rejetée et la rafale (i+2) plallir,ée 
1 1 Rafale i déjà planifiée 
Réservation différée avee rem)llissage de l'intervalle vacant (JET) 
Les deux rafales (i + 1) et (i+ 2) sont planifiées ~~~ Rafale ià planifier 
Figure 1.6 Réservation différée. 
1.7.4 Contention et perte de paquets 
Une rafale est rejetée dans deux cas. 
Le premier cas est lorsque l'offset est insuffisant, c'est-à-dire lorsque la rafale 
rattrape et. dépasse le paquet. de r.ontrôle. Ainsi, la rafale va êt.re reçtle par lin nœud 
avant la réception du paquet de contrôle. Dans ce cas, la rafale est rejetée puisqu'aucune 
réservation n'a été r.ffer.t.uér.. 
Le deuxième cas de rejet de rafale se réalise lorsqu'il y a une contention: le paquet 
de contrôle est reçu par le nœud, mais il n'y a pas de place libre dans le canal pour 
planifier l'envoi de la rafale. Ainsi, le nœud rejette le paquet de contrôle. Lorsque la 
rafale arrive au nœud, elle sera rejetée puisqu'aucune réservation n'a été effectuée. 
Plusieurs travaux ont été réalisés afin d'optimiser l'utilisation de la bande passante 
en évitant la contention (Jin et Yang, 2006; Farahmand, Zhang et Jue, 2007; Vokkarane, 
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Jue eL Sita.raman, 2002; Jue et Vokka.rane, 2005). Cinq méthodes ont été essentiellement 
étudiées: 
1.
 Routage par déflexion: lorsqu'aucune longueur d'onde n'est disponible pour une 
rafale, cette dernière est envoyée sur une autre fibre (lien) contenant une longueur 
d'onde libre, 
2.
 Mise en mémoire tampon: il est possible de mettre la rafale dans une mémoire 
tampon optique (fiber delay lines - FDLs) (Hunter, Chia et Andonovic, 1998). 
Cependant, il est difficile physiquement d"en créer. En effet, il faut 200 Km de fibre 
pour retarder une rafale pendant 1 ms (Hunter, Chia et Andonovic, 1998; Jue et 
Vokkarane,2005) . 
.3.
 Conversion de longueur d'onde: si la longueur d'onde utilisée pour une rafale 
n'est pas libre au niveau d'un noeud, la rafale peut être convertie et envoyée sur 
une autre longueur d'onde qui est libre. 
4.
 Segmentation des rafales: cette technique consiste à diviser une rafale e11 segments. 
La partie de la rafale qui n'est pas en contention est envoyée normalement. L'autre 
partie de la rafale, qui est en contention, est euvoyée sur un chemin alternatif 
(Detti, Eramo et Listanti, 2002; Jue et Vokkarane, 2005). 
5.
 Contrôle d'admission : on peut contrôler le taux de perte dans le réseau en 
contrôla11t le débit de burstificatiou au uiveau des nœuds d'eutrée (Jin et Yang, 
2006; Farahmand, Zhang et Jue, 2007; Aly, Zhani et Elbiaze, 2008; Aly, Zhani et 
Elbiaze, 2007a; Aly, Zhani et Elbiaze, 2007b; Aly, Zhani et Elbiaze, 2009; Zhani, 
Fouad et Elbiaze, 2009a). 
Dans le présent travail, nous proposons un mécanisme de contrôle d'admission 
qui permet de contrôler le débit de burstification des rafales, c'est-à-dire le débit avec 
lequel les rafales sont injectées dans le réseau. L'objectif est de contrôler leur taux de 
perte dans le réseau. 
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1.8 Conclusions 
A partir de ces travaux, nous avons déduit un ensemble de conclusions: 
- La majorité des tnLVaux s'intéressent à la prévision du débit de paquets ell­
trants ou sortants du routeur exprimé en mégabit par seconde. Les mesures 
sont considérées comme les valeurs d'une série temporelle. Par conséquent, nous 
avons recours aux modèLes de prévision des séries temporelles. Les entrées des 
modèles sont les anciennes observations du débit. 
- Juger si le trafic d'un réseau est prédietible ou non est une t&che très difficile; 
en effet, le comportement du trafic varie énormément dans le temps et dans l'es­
pace: il dépend du type du lien ou du réseau et du moment auquel on prévoit le 
trafic. Ceci implique qu'un modèle de prévision doit être capable de s'adapter 
al! trafic étudié afin de donner des prévisions assez précises à l'utilisatetIr. 
- La complexité des modè10s de prévision dépend du nombre de paramètres uti­
lisés (cela sera discuté il Jo. conclusion du prochain chapitre). Cependant, la 
complexité de l'algorithme d'apprentissage des paramètres du modèle ne pose 
pas un problème puisqu'il est exécuté une seule fois lors de l'identification des 
paramètres. 11 peut être exécuté d'une façon périodique pour les mettre à jour 
sans bloquer le calcul de la prévision. Par exemple, le modèle prévoit la valeur 
future du débit chaque 100 ms, tandis que l'algorithme d'apprentissage peut 
être exécuté chaque 5 minutes dans un processus parallèle pour mettre à jour 
les paramètres. 
- Chaque modèle de pré\'ision présente des avantages et des inconvénients. Les 
travaux précédent.s ont montré que, pour effectuer Ulle prévision à court terme 
(des millisecondes jusqu'aux minutes), les modèles complexes (tels que les mo­
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dèles au tosilIlilaires etc.) n'améliorent nécessairement pas la performance de 
la prévision en termes d'erreur. De plus, leur intégration pratique dans des 
équipements sera difficile à cause de la complexité de leurs calculs. D'autre 
part, à une faible échelle de temps (des millisecondes jusqu'aux minutes), le 
trafic peut être considéré stationnaire au sens large. Par conséquent, le modèle 
ARIMA ne donne pas une meilleure performance par.rapport au modèle ARMA. 
Dans le présent travail, nous avons choisi d'utiliser les modèles ARMA, ARIMA, 
LMMSE et cLSNF vu leur simplicité en termes de complexité des calculs et leur 
performance en termes de précision. 
- Il n'y a pas de règle générale qui permet de choisir les variables d'entrée du 
modèle de prévision et de déterminer le nombre de retards et la granularité des 
rionnées qu'il faut considérer. L'effet rie la taille des données d'apprentissage 
(c.-à-d. les données qui doivent être utilisées pour définir les paramètres du 
modèle) n'a pas été suffisamment éturiiée. 
- Généralement, les prétraitements des données, tels que le lissage et l'échantillon­
nage, ont une influence sur la performance de la prévision en termes d'erreur. 
- L'erreur de la prévision que l'on peut tolérer dépendra du protocole qui va 
exploiter la valeur donnée par le modèle de prévision. Ainsi, dans le présent 
travail, l'objectif sera de minimiser l'erreur. La décision, quand à savoir si cette 
erreur est tolérable ou non, est effectuée dans un second temps lorsque la valeur 
est utilisée pour une application bien définie. 
- L'exploitation de la prévision dans la gestion des files d'attente, la planification 
des capacités et la réservation des ressources, donne de bons résultats malgré 
l'erreur de la prévision. 
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Dans le pro<;hain <;hapitre, nous allons définir une méthodologie de prévision 
détaillée. Par la suite, à l'aide d'un ensemble d'expérimentations sur des traces de tra­
fi<; extraite d'un réseau réel, nous essayerons d'établir un ensemble de recommandations 
permettant de paramétrer le modèle de prévision, à savoir le choix des variables d'entrée, 





EFFET DES PARAMÈTRES DU MODÈLE SUR LA PERFORMANCE DE 
LA PRÉVISON 
«En mat'ièTe de prévisiun, le jugement est supérie'ur à l'intelligence, L'in­
telligence montre toutes les possibilités pouvant se produire, Le jugement dis­
cerne parmi ces possibilités celles qui unt le plus de chance de se -réaliser» 
Gustave Le Bon 
Jusqu'à présent, il n'y a pas encore de règle bien définie pour paramétrer les 
modèles de prévision, Ainsi, il est important d'effectuer une évaluation de l'effet des 
paramètres des modèles sur la performance de la prévision en termes d'erreur en se 
lJi:lSallt sur des traces réelles de trafic, 
Ce chapitre s'intéresse à la prévision à court terme on débit an sein o'nn lien, Le 
débit est défini comme étant la quantité de données reçue par le routeur pendant un 
intervalle oe temps (exprimé en Mbps) (Zhani, Elbiaze et Kamoun, 2008; Zhani, Elbiaze 
et Kamoun, 200gb), L'étude couvre les paramètres suivants: 
- le nombre de retards (c.-à,-d. anciennes observations) utilisés comme entrées du 
modèle de prévision. 
- la quantité de données utilisée pour estimer les paramètres du modèle de 
prévision (appelée données d'apprentissage). 
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- la granularité du trafic c.-à-d. l'intervalle de temps qui sépare deux mesures 
consécutives. 
- les variables exogènes qui peuveut être utilisées pour prévoir le débit du lieu. 
Les variables exogènes sont différentes des retards (le nombre de paquets, le 
trafic filtré, etc). 
Toutes les expérimentations effectuées dans ce chapitre se basent sur deux traces 
de trafic réel provenant. de deux liens ayant des caractéristiques différentes (type du lien, 
capacité et charge). 
Dans ce qui suit, nous commençons par définir la méthodologie de la prévision 
qui décrit les étapes à effectuer avant d'appliquer le modèle de prévision. Ensuite, nous 
décrivons les traces réelles utilisées dans les expérimentations. Enfin, nous analysons les 
différents paramètres qui peuvent avoir une influence sur la qualité de la prévision. 
2.1 Méthodologie de la prévision du trafic 
2.1.1 Méthodologie 
La prévision du trafic peut être appliquée à différents niveaux du modèle proto­
colaire d'Internet. En effet, elle peut être appliquée au niveau de la couche application, 
au niveau de la couclle transport Tep (TranspoTt Contml PTotocol) ou UDP (UseT 
Datagram PTotocol) , au niveau de la couche IP (Internet Protocol) ou au niveau des 
couches basses telles que la couche liaison. Le choix du niveau dépend principalement 
de l'application qui va exploiter la prévision. 
Le présent travail s'intéresse principalement au débit de données au niveau de la 
couche réseau. L'avantage de travailler à ce niveau est que le trafic va contenir toutes 
les données provenant des couches supérieures (application et transport). Le débit est 
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la quantité de données reçue par un nœud exprimée en mégabit par intervalle de temps 
(Mbps). Cet intervalle est appelé granularité. 
Le débit est vu comme étant une série temporelle (sect. 1.5). Les techniques 
cl 'analyse et cie prévision du trafic seront ainsi indépendantes du type de réseau et 
seront appliquées aux mesures clu débit au niveau de la couche IP. 
La méthodologie de prévision est représentée à la figure 2.1. On note par y(t) la 
valem à prédire, y(t) la valeur prédite par le modèle de prévision, i-L la moyenne estimée 
sur l'ensemble des données utilisées et n le nombre des données disponibles. Les entrées 
du modèle de prévision sont les variables Xl, ... , Xi, ... , Xn · Soi t Xi (t - j) la valeur de la 
variable Xi mesurée âl'instant t - j. Ainsi, le modèle utilise les variables Xi(t - j) pour 
prédire y(t). 
Par exemple, y(t) pourrait être le débit au sein d'un lien. Xi(t - j) peut être une 
ancienne observation de y(t), c'est-à-dire un retard tel que y(t - 1) ou y(t - 2) ou bien 
une autre variable exogène mesurée à l'instant t - j. 
Les traces de trafic disponibles sont divisées en deux ensembles. Le premier en­
semble constitue p% des rionnées (généralement. 50 %). C'est l'ensemble rie données ut.i­
lisé pour la phase d'apprentissage qui consiste à initialiser et optimiser les paramètres 
du modèle cie prévision. 
Le deuxième ensemble de données est utilisé pour la phase de validation qui 
consiste à comparer les résultats de la prévision avec les données réelles afin d'évaluer 
la performance de la prévision. 
Ainsi, pour chaque entrée Xi(t -.n mesurée à l'instant t - j, le modèle calcule 
y(t) la prévision pour y(t). Par la suite, l'erreur de la prévision est calculée. 
Dans ce travail, nous aVOllS choisi les modèles ARMA ct cLSNF comme modèles de 
prévision pour leurs simplicités en termes de complexité des calculs et leurs performances 
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Figure 2.1 Méthodologie de la prévision. 
2.1.2 Critères de performance 
Pour mesurer la performance de la prévision, nous avons utilisé deux critères: 
- L'erreur quadratique moyenne (Mean Squared Error - l'vISE) ou sa racine carré 
(RMSE) : c'est le critère le plus simple qui mesure l'erreur de la valeur prédite 
par rapport à la valeur réelle. Le MSE et le RMSE sont définis respectivement 
par: 
iVISE = L~=l [y(t) - y(t)f (2.1) 
n 
RiVISE = (2.2) 
n 
où n est le nombre de points étudiés. Avec ce critère, une valeur atypique de 
la série a une grande influence sur l'erreur, ce qui peut poser des problèmes 
69 
en cas de valeur aberrante. Il est donc important, si l'on utilise ce critère, de 
filtrer ou de lisser les données. Ainsi ce critère pénalise les grandes erreurs: les 
modèles, qui se trompent souvent mais peu, seront moins pénalisés que ceux 
qui se trompent rarement mais beaucoup. 
La variance relative mOj'enne (Average Relative Variance - ARV) elle est 
définie par : 
(2.3) 
où n pst. le nombre de points ét.udiés et J.l est la moyenne de y(t) pour ces points. 
Ce critère constitue aussi le rapport entre le rvISE et la variance des données 
utilisées. On remarque que si, à chaque instant t, la prévision est égale à. la 
moyenne, l'ARV sera de 1. Si l'ARV est inférieur à 1 alors le modèle de prévision 
offre un gain par rapport à l'utilisation de la moyenne comme valeur prédite. 
Contrairement au MSE, le critère ARV ne dépend pas de l'échelle ou de l'unité 
utilisée; il ne change pas arbitrairement avec l'augmentation du nombre des 
données et il donne à l'utilisateur une idée claire sur la qualité de l'approxima­
tion. 
2.2 Anitlyse des tmces d'un n'sr.(),u réel 
Dans cette section, nous présentons les traces de trafic qui sont utilisées pour 
définir le modèle de prévision et pour effectuer les d'expérimentations. De plus, nous 
présentons les différents prétraitements effectués sur les données. Nous analysons aussi 
les différentes caractéristiques du trafic qui pourront avoir un effet sur la performance 
de la prévision. 
Dans ce qui suit, on note par y(t,bps) et y(t,pps) le débit à l'instant t exprimé 
respectivement en Mbps ou en nombre de paquets par seconde (pps). Afin de simplifier, 
la variable y(t, bps) est aussi notée y(t). 
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2.2.1 Présentation des traces et prétraitements 
Le premier ensemble de données « Auckland-VIn 1 » est un ensemble de traces 
collectées sur un lien Ethernet de capacité 100 Mbps qui relie l'université d'kuckland 
à Internet. Ce sont. les traces de deux semaines contenant les en-têtes de paquets IP 
capturés par une carte Endace DAG3.SE TA? Ethernet en décembre 2003. 
Le deuxième ensemble de données est l'ensemble « CESCA-f ». Ce sont des traces 
de trois heures d'en-têtes IP capturés sur un lien d'un Gbps avec une carte Endace 
DA G4·2GE dual Gigabit Ethernet en février 2004 dans le réseau the Anella Cicntifica, 
the Catalan R8D net'Work. 
Nous avons analysé les traces avec l'outillibtrace 2 qui permet d'extraire le débit 
exprimé en bits par seconde (bps) ou en paquets par seconde (pps), le nombre de 
connexions TCP ainsi que le temps d'aller-retour. L'analyse est effectuée au niveau 
des paquets IP. 
Nous avons effectué les mêmes analyses sm les données collect.ées à différent.s 
moments de la journée; les résultats trouvés sont similaires. Ainsi, nous présentons 
seulement les résultats trouvés en utilisant. 60 minutes de traces mesurées à dix heures 
du matin. Pour la prévision, nous avons utilisé 50 % des données (30 mn) pour la phase 
d'apprentissage et les 50 % restants (30 mn) pour la phase de validation du modèle de 
prévision. 
1. Les données sont disponibles via le site the National Science Foundation and the NLANR 
Measurement and Network Analysis Group (http://pma.nlanr.net/Specia!/) 
2. Wand Network Research Group, The libtrace trace-processing library. 
http://research.wand.net.nz/software/libtracc.php 
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2.2.2 Analyse des tra.ces 
La figure 2.2 montre les durées des différentes connexions TCP qui traversent le 
lien Auckland. Plus de 80 %des connexions ne durent pas plus d'une seconde. La durée 
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Figure 2.2 Dmée des collnexions TCP (Auckland-VIII). 
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Figure 2.3 RTT des connexions TCP (Auckland-VIII). 
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La figure 2.3 montre le RTT pour toutes les connexions TCP. Plus de 70 %des 
connexions ont un RTT entre 72 ms et 100 ms. Le RTT moyen et la durée moyenne des 
connexions peuvent être intéressantes pour identifier la granularité avec laquelle il faut 
analyser et prévoir les données. 
Une comparaison entre les traces Auckland-VIII et CESCA-I est présentée dans 
le tableau 2.1. Elle montre les différences entre les caractéristiques des deux traces pour 
la même durée (une heure). Le lien Auckland de 100 Mbps a beaucoup moins de charge 
que le lien CESCA de 1 Gbps en termes de nombre de paquets ou en termes de trafic 
(mesurée en Mbps). On remarque aussi l'importante vàriance des données CESCA-I; 
cela pourrait dégraoer la précision de la prévision. Cependant, la durée moyenne d'nne 
connexion est la même pour les deux traces (~ 8 s). 
Tableau 2.1 Caractéristiques des traces de trafic Auckland-VIII et CESCA-I 
Lien Lien 
Statistiques A uckland- VIII CESCA-I 
Capacité du lien 100 Mbps 1 Gbps 
Durée (heure) 1 1 
Taille des traces 60 MB 20,5 GB 
Débit moyen (Mbps) 2,83 487, 16 
Variance du débit (Mbps) 1,280 797,781 
Débit moyen (pps) 972,73 100036,14 
Durée moyenne d'une connexion (seconde) 8,23 8,14 
La figure 2.4(a) montre la distribution des tailles des paquets par rapport au 
nombre de paquets (trafic Auckland-VIII). La plus petite taille, 40 octets, représente 
27 % du nombre des paquets. Ils sont principalement des paquets TCP avec des dra­
peaux ACK, SYN, FIN, or RST. Les paquets de taille 1500 octets constituent 17,67 % 
du nombre total de paquets. Cette taille correspond à la taille maximale d'un paquet 
IP. On trouve aussi beaucoup de paquet de taille 1420 octets (2,10 %). On remarque 
aussi la présence d'un nombre important de paquets de taille 576 octets, ce qui reflète 
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Figure 2.4 Distribution des tailles des paquets pour le trafic Auddano. 
l'implémentation de TCP sans « Path MTU discovery », qui utilise la taille 536 octets 
(plus 40 octets d'en-tête) comme la valeur par défaut de la taille maximale du segment 
TCP (RFC 879) (Postel, 1983). 
La figure 2.4(b) montre la oistribution oes tailles cie paquets par rapport à la 
quantité de trafic générée. On définit le trafic généré comme la quantité de données 
exprimée en mégabit. La figure 2.4(b) montre que les paquets de taille 1500 octets 
constituent 57 % du trafic généré. Cependant, ils constituent seulement 17,67 % du 
nombre total de paquets (fig. 2.4(a)). Par contre, bien que 27 % des paquets soient 
de faibles tailles, ils génèrent moins de 5 % du trafic. Cette observation est conforme 
aux résultats trouvés par (Shao et Trajkovic, 2004) qui ont découvert que le trafic 
est bimodal : la majorité du trafic est transportée par un faible nombre de paquets 
et la majorité des paquets transporte une quantité plus faible du trafic. Les mêmes 
observations peuvent être remarquées pour le cas du trafic CESCA (fig. 2.5). 
Ainsi, le comportement du trafic est influencé par celui des paquets de grandes 
tailles. Le filtrage du trafic peut être fait selon la taille des paquets et la série résultante 
peut être utilisée <.:olllrne entrées du modèle de prévisioIl. Ce point va être développé 
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Figure 2.5 Distribution des tailles des paquets pour le trafic CESCA. 
En tenant compte de ces caractéristiques, IlOUS analysons, dans ce qui suit, les 
différents paramètres qui ont un impact sur la qualité de la prévision en termes d'erreur. 
2.3 Analyse des différents paramètres du modèle de prévision 
2.3.1 Choix des variables d'entrée du système 
Dans ce qui suit, nous étudions comment choisir les variables d'entrée du modèle 
de prévision. Les variables candidates pour être les entrées du modèle sont, généralement, 
les retards y(t - i) et les variables exogènes x(t - i). 
Pour choisir parmi ces variables, nous allons considérer deux. métriques: l'infor­
mation mutuelle et le coefficient de corrélation. Ces deux métriques sont calculées en 
utilisant la variable candidate pour l'entrée du système et la variable à prédire. 
Information mutuelle 
L'entropie : elle mesure l'incertitude de l'information formulée en termes de la 




où P(x) = P[X = x]. Intuitivement, l'entropie mesure le degré de « surprise» qu'on 
doit sentir suite à la connaissanœ des observations des variables aléatoires. En effet, 
quand P(x) -+ 0, nous serons surpris de voir l'évènement x se produire, donc on a 
H -+ log2 N où N est le nombre d'états possibles de X. Si p(x) -+ 1, on ne sera pas 
surpris si x se produit, donc H -+ O. 
L'entropie conjointe H(X, Y) cie denx variables aléatoires X et Y est définie par: 
1 
H(X,Y) = L P(x, y) log2 P(x, y) (2.5) 
.X,y 
où P(x, y) = P[X = x, Y = y] la probabilité conjointe de x et y. 
L'information mutuelle: elle mesure la robustesse de la relation (dans le sens 
probabiliste) et la dépendance mutuelle entre les valeurs des variables X et Y (Shannon, 
1948). Soit I(X, Y) l'information mutnelle cie deux variables aléatoires X et Y. Elle est 
définie par: 
I(X, Y) = H(X) + H(Y) - H(X, Y). (2.6) 
On peut aussi utiliser un coefficient appelé « coefficient de dépendance» basé sur 
la mesure de l'information mutuelle entre deux variables: 
U(X Y) =? x [H(X) + H(Y) - H(X, y)] (2.7) 
, ~ H(X)+H(Y) . 
Si les deux variables sont indépendantes alors H(X, Y) H(X) + H(Y), donc 
U(X, Y) = O. 
Si les deux variables sont complètement dépendantes alors on a : 
H(X, Y) = H(X) = H(Y), (2.8) 
donc U(X, Y) = 1. Ainsi, U(X, Y) est similaire au coefficient de corrélation entre les 
deux variables pour des dépenda.nces non linéaires. 
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L'utilisation de l'information mutuelle est un moyen assez efficace pour exprimer 
la pertinence des variables en entrée pour la prédiction d'une variable en sortie; En 
eH'et, lorsque celle-ci est élevée, il y a une forte corrélation entre la variable d'entrée du 
modèle et sa sortie. 
Coefficient de corrélation 
Dans la théorie des probabilités et des statistiques, le coefficient de corrélation 
indique la force et la direction d'uu rapport linéaire èntre deux variables aléatoires. 
Plusieurs coefficients qui mesurent le degré de corrélation ont été proposés selon la nature 
des données. Le coefficieut de corrélation le plus connu est le coefficient Pearson pTOduct­
moment (Cohen, 1988). Il est obtenu par la division de la covariance des deux variables 
par leurs écart-t.ypes. Soient. X et Y deux variables aléatoires ayant. respectivement les 
espérances mathématiques Mx et My et les écart-types ax et ay. La corrélation PX,y 
entre X et Y est définie par: 
cov(X, Y) E((X - f.lx)(Y - MY))
PX,y = (2.9)
aXay 
Sachant que Mx = E(X), a1- = E(X2) - E2(X) et de même pour Y. On peut 
aussi écrire : 
E(XY) - E(X)E(Y) (2.10)px,Y = -V~E:;=;=(X~2)=_===;E~2'7=:(X;:::;)=-V7:.E~(=:=;y~2)=_=E32;::;::(Y;::::;::) 
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Figure 2.6 Information mutuelle par rapport. au nombre de mtards et. à la granularité 
(données Auckland-VIII). 
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La figure 2.6(a) montre l'information mutuelle des retards y(t - i) (i varie de 
1 jusqu'à 20) avec y(t) pour quelques granularités (0,2 s, 1 set 2 s). Elle montre que 
l'information mutuelle diminue lorsque des retards plus anciens (i croit) sont cOllsidérés. 
Le coefficient de corrélation représenté dans la figure 2.7(a) confirme cette observation. 
Les figures 2.6(b) et 2. 7(b) montrent l'effet de la granularité sur la corrélation de 
y(t) avec les différents retards (t -l, t -10 et t - 20). Elles montrent que pour les deux 
métriques utilisées, l'information mutuelle et la corrélation ne changent pratiquement 
pas lorsqu'on augmente la. granularité. Ainsi, la corrélation entre y(t) et un retard y(t-i) 







Figure 2.8 (a) Information mutuelle et (b) coefficient de corrélation pour différentes 
granularités (données Auckland-VIII). 
La figure 2.8 montre l'information mutuelle et le coefficient de corrélation pour 
toutes les granularités variant de 0,1 s à 2 s et pour tous les retards variant de 1 à 
20. Elle montre que la corrélation des retards y(t - i) avec la valeur à prédire y(t) 
décroit lorsqu'on utilise des anciens retards quelle que soit la granularité. D'après les 
deux métriques, pour une granularité fixée, le retard y(t - 1) est le plus corrélé à y(t). 
Cela nous suggère que c'est la variable la plus importante à utiliser comme entrée du 
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Figure 2.9 Erreur de la prévision par rapport au nombre de retards et à la granularité 
(modèle ARMA, données Auckland-VIII). 
Afin de valider cette observation, nous avons effectué plusieurs prévisions en uti­
lisant, comme entrées, des retards variant de l à 20. Nous avons varié les granularités 
de 0, l s à 2 s. Ainsi, chaque point clans les figures 2.0 ci-dessous représente l'erreur de 
la prévision de 30 minutes obtenue avec le modèle de prévision utilisant i retards et 
appliqué sur des données de granularité fixe. 
La figure 2.0(a) mont.re l'erreur de la prévision (RMSS) par rapport au nombre de 
retards. Elle montre que l'augmentation du nombre de ret.ards, qui sont utilisés comme 
ent.rées du modèle, n'améliore pas la performance de la prévision en termes d'errenr. La 
figure 2.9(b) montre l'erreur de la prévision (RlVISE) par rapport à la granularit.é. Il est 
clair que la performance se dégrade lorsque la granularité augmente. 
La figure 2.10 montre la performance de la prévision en termes d'erreur (RMSE) 
obtenue avec le modèle ARMA en utilisant de 1 à 20 retards et des granularjtés variant 
de 0, l s à 2 s. Il est clair que, quelle que soit la granularité, l'utilisation de plus d'un 
retard comme entrée n'améliore pas la performance de la prévision. De plus, la précision 







Figure 2.10 Erreur de la prévision (modèle ARMA, données Auckland-VIII). 
2.3.2 Choix de la granularité du trafic 
La granularité est un paramètre important puisqu'elle a un effet sur la précision 
de la prévision. 
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Figure 2.11 L'écart-type et l'erreur de prévision (RMSE) par rapport à la granularité. 
Nous avons effectué un ensemble de prévisions en utilisant des données avec des 
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gramdarités variant de 100 ms à 2000 ms. Nous considérons les granularités qui sont 
multiples du RTT (~ 100 ms). 
La figure 2.11 montre l'erreur de prévision RMSE obtenue pour des prévisions 
effectuées avec des données de diffërentes granularités ainsi que l'écart-type des données 
(c.-à-d. la racine carrée de la variance). Elle montre que l'erreur de la prévision (RMSE) 
augmente quand la granularité des données augmente. Par conséquent, la granularité 
doit être choisie en fonction de l'erreur RMSE qui peut être tolérée par l'application 
utilisant. la prévision. 
Par exemple, pour améliorer le protocole TCP, nous avons besoin de la prévision 
du débit pour un ou plusieurs RIT. Les résultats expérimentaux montrent que nous 
pouvons effectuer une prévision pour un horizon prévisionnel de 600 ms (~ 6 x RTT) 
avec une erreur (RMSE) de 0,5 Mb pour le trafic d'Auckland et de 15 Mb pour le 
trafic CESCA. Ainsi, l'administrateur peut juger si cette erreur est tolérable ou non en 
fonction de l'utilisation ultérieure de la valeur prédite. 
La figure 2.11 montre aussi l'écart-type des données par rapport à la granlllarité 
des deux traces. Nous remarquons que, lorsque la granularité augmente, l'écart-type 
augmente et que l'erreur augmente de la même manière. En eff'et, quand la grarndarité 
augmente, la variance des données augmente. Par conséquent, le trafic devient moins 
prévisible (RMSE augmente). 
La figure 2.11 montre aussi que les erreurs de prévision obtenlles avec les différents 
modèles utilisés (ARMA, ARIMA ou cLSNF) sont pratiquement les mêmes quelle que 
soit la granlliarité. Ainsi, ces modèles offrent quasiment la même performance de pré­
vision en termes d'erreur. 
2.3.3 Choix de la taille des données d'apprentissage 
Les. modèles de prévision utilisés nécessitent une phase d'apprentissage, c'est-à­
dire une phase pendant laquelle les paramètres du modèle sont estimés et optimisés afin 
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Figure 2.12 Errem de la prévision par rapport à la taille des données d'apprentissage 
(données Auckland-VIII, granularité 1 s). 
de donner la meilleure performance de prévision en termes d'erreur. Ainsi, on s'intéresse 
à la taille des données d'apprentissage utilisées pour cette phase. 
Nous avons effectué plusieurs expériences en variant le pourcentage utilisé pour les 
données d'apprentissage (p %) de 10 à 50 %. Nous considérons les données de granularité 
égale à une ·seconde. À chaque expérience, nous utilisons p % des données disponibles 
pour prévoir les derniers 50 %. A priori, on peut penser qu'élargir la taille des données 
d'apprentissage pourrait améliorer la performance de la prévision puisque cela donne 
plus d'informations sur les caractéristiques des données et par la suite, les paramètres 
du modèle pourraient être plus précis. 
Contrairement à ce que l'on peut penser, augmenter la taille des données d'ap­
prentissage n'améliore nécessairement pas l'erreur de prévision selon les résultats des 
expérimentations. La figure 2.12 montre l'erreur de la prévision (RMSE) en fonction du 
pourcentage des données d'apprentissage utilisées. Pour le modèle ARMA, le RMSE est 
quasiment stable à partir de 5 %. Pour le modèle ARIMA, le R.TvISE augmente à partir 
83 
de 8 %. Pour le modèle cLSNF, lorsque la taille des données d'apprentissage augmente, 
l'erreur de la prévision diminue jusqu'à un certain point (25 %) après lequel l'erreur 
augmente. 
La figure montre que si la taille des données d'apprentissage est faible « 5 %), 
l'erreur de la prévision devient très importa.nte. En effet, dans ce cas, les données d'ap­
prent.issage ne sont. pas suffisant.es pour estimer avec précision les paramètres du modèle. 
Si on augment.e la taille des données d'apprent.issage, il y a deux cas possibles. Le 
premier cas est quand le modèle ne dispose pas d'assez de paramètres pour apprendre les 
données correctement, ainsi, il n'est pas capable de capturer toutes les caractéristiques 
des données. Par conséquent, l'augmenta.tion de la taille des données d'apprentissage 
n'améliorera pas la précision vu que. le modèle est limité par son faible nombre de 
paramètres. Les résultats des sections précédentes ont montré que, dans notre cas, même 
l'augmentation du nombre de paramètres (retards) n'améliore pas la performance du 
modèle. 
Le deuxième cas est quand le modèle dispose de trop de paramètres et les utilise 
pour apprendre toutes les particularités des données, c'est ce que l'on appelle le sur­
apprentissage. Dans ce cas, le modèle va capturer beaucoup de caractéristiques qui ne 
seront plus valides dans le futur. Ainsi, il n'est plus capable de prévoir les données 
puisque les particularités des données changent rapidement au cours du temps. Par 
conséquent, l'augmentation de la taille des données réduit la précision de la prévision. 
Par conséquent, la taille des données d'apprentissage doit être suffisante pour 
est.imer et. opt.imiser les paramèt.res, mais pas t.rès grande pom éviter que le modèle 
capture les particularités des données d'apprentissage. Ces résultats ont été confirmés 
par d'aut.res travaux récents (Bermolen et R.ossi, 2009). 
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2.3.4 Prévision du trafic en utilisant des variables exogènes 
Vu la taille importante du trafic, les mesures sont limitées à quelques statistiques 
(telles que la taille des paquets, leur répartition ou leur nombre, le nombre de fiw: 
etc.) sur les données ou sur un sous-ensemble de ces données. Par conséquent, il serait 
intéressant d'avoir un modèle de prévision capable d'avoir, comme entrées, des variables 
exogènes, c'est-à-dire différentes des anciennes observations du débit et qui permettent 
de prévoir le débit. 
On note y(t,bps) et y(t,pps) le débit total du lien exprimé respectivement en 
Mbps et en nombre de paquets (pps) mesuré à un instant t. La granularité considérée 
est une seconde ç'est-à-dire y(t, bps) est la mesure de la quantité du trafic qui a traversé 
le lien pendant une seconde. Ainsi, nous utilisons du trafic filtré sur la base de la taille 
des paquets pour prédire le débit total du lien y(t, bps). 
L'analyse du trafic (sect. 2.2) a montré que la majorité du trafic est portée par 
les paquets de grande taille (principalement 1500 octets) qui constituent un faible pour­
centage en termes de nombre de paquets. À partir de la distribution de la taille des 
paquets (fig, 2.4 et 2.5), nous avons classé les paquets en quatre ensembles: 
- Setl : ensemble des paquets dont la taille appartient à [0, 100 octets [ 
- Set2 : ensemble des paquets dont la taille appartient à [100, 500 octets [ 
- Set3 : ensemble des paqnets dont la taille appartient à [500, 800 octets [ 
- Set4 : ensemble des paquets dont la taille appartient à [800, 1500 octets] 
Ainsi, on note par seti (t - 1, bps) et Seti (t - 1, pps) les débits des paquets apparte­
nant à l'ensemble Seti à l'instant t -1 exprimé respectivement en Mbps ou en nombre de 
paquets par seconde (pps). Ces variables exogènes peuvent être utilisées comme entrées 
du modèle de prévision. 
L'analyse du trafic montre que pour le trafic CESCA, les grands paquets (Set4) 
constituent 85 % du trafic en iVIb, mais seulement 35 % du nombre total de paquets 
(fig. 2.13). Les grands paquets (Set4) dans le lien Auckland constituent seulement 16 % 
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Figure 2.13 Pourcentage des différents ensembles par rapport au trafic total. 
des paquets mais plus de 60 % du trafic exprimé en Mb. 
On note aussi que, bien que plus de 60 % des paquets appartiennent à l'ensemble 
Setl (taille:::; 100 octets), ils constituent moins de 15 % du trafic en Mb pour le lien 
Auckland et moins de 8 % pour le lien CESCA. Cette observation concorde avec les 
résultats de (Shao et Trajkovic, 2004) qui affirment que le trafic est bimodal : la majorité 
du trafic est transporté par un petit nombre de paquets et la majorité des paquets 
transporte un petit nombre d'octets. 
La figure 2.14(a) montre l'information mutuelle (éq. 2.7) entre le débit y(t, bps) et 
chaque variable exogène. Elle montre que le débit est très corrélé avec set4(t) considéré 
en nombre de paquet ou en trafic généré (Mbps). Ceci nous suggère d'utiliser ces va­
riables comme entrées du modèle de prévision. La figure montre aussi que setl(t), set2(t) 
et set3(t) sont moins corrélés avec le débit y(t, bps). 
Pour valider cette observation, le modèle cLSNF a été appliqué en utilisant ces 
variables exogènes. Nous avons utilisé la même méthodologie (fig. 2.1) mais en rem­
pla«ant x(t - j) par la valeur de la variable exogène mesurée à l'instant t - j. L'objectif 
est de prévoir le débit y(t, bps) à l'instant t. 
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Figure 2.14 Résultats expérimentaux en utilisant les variables exogènes (données 
Auckland-VIII). 
La figure 2.14(b) moutre l'erreur de la prévision (RMSE) obtenue pour la prévisiou 
du débit en utilisant comme entrée y( t - l, bps), y(t -1, pps) ou bien le trafic appartenant 
aux ensembles Set4(t) et Set1(t) exprimés en nombre de paquets ou en trafic généré en 
Mbps à l'instant (t - 1). 
Il est clair qu'en utilisant le nombre de paquet du Set4 (16 % du nombre total 
des paquets), comme variable entrée du système, on obtient la meilleure performance 
en termes d'erreur de prévision. La même performance est atteinte quand on utilise le 
trafic généré de l'ensemble Set4 comme entrée du modèle. 
L'utilisation du Setl (les paquets dont la taille:::; 100 octets) exprimé en nombre 
de paquets ou en trafic généré n'améliore pas la qualité de la prévision bien qu'il constitue 
plus de 50 % du nombre de paquets. 
Par conséquent, on peut caractériser le trafic en utilisant seulement les paquets 
dont la taille est supérieure à 800 octets. Les résultats montrent que les données filtrées 
sur la base de la taille d li trafic peuvent être utilisées efficacement pour prévoir le trafic. 
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2.4 Conclusion 
Dans ce chapitre, nous avons présenté une analyse de l'effet des différents pa­
ramètres des modèles de prévision en se basant sur des expérimentations sur des traces 
réelles. Cette étude a. permis de déduire un ensemble de conclusions et de recomman­
dations: 
- la performance de la prévision est liée à la variance du trafic. Ainsi, plus la 
variance des données est grande, plus J'erreur de la prévision augmente. 
- l'augmentation de la granularité dégrade la performance de la prévision. En 
effet, la variance des données augmente avec l'augmentation de la granularité, 
ce qui dégrade la performance de la prévision. 
- les entrées du modèle peuvent être limitées à un retard quelle que soit la granu­
larité des données ut.ilisées. Les expérimentations montrent que l'augmentation 
du nombre de retards n'améliore pas la performance de la prévision. Cela montre 
que, quel que soit le modèle de prévision, la compl8xit.é des calculs ne sera pas 
importante. 
- la corrélation de la valeur actuelle du débit avec un retard ne varie pas lorsque 
l'on change de granularité. 
- nous avons trouvé que l'augmentation de la taille de la quantité de données 
pour l'apprentissage n'améliore pas la performance de la prévision en termes 
d'erreur. Cela permet entre autres de réduire la complexité de la phase d'ap­
prentissage. 
- le nombre de paquets ou la quantité du trafic filtrée sur la base de la taille 
des paquets, exprimés en pps ou Mbps, peuvent caractériser le trafic et être 
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utilisées comme entrées du modèle de prévision. Les résultats montrent que 
le comportement du trafic dépend principalement de celui des grands paquets 
(de tailles supérieures à 800 octets). Ainsi, la performance de la prévision est 
améliorée lorsque le débit des grands paquets (exprimé en pps ou Mbps) est 
utilisé comme entrée du modèle. 
Certes, cette étude a montré les effets des différents facteurs permettant de pa-' 
ramétrer le modèle de prévision. Cependant, les techniques de prétraitements, notam­
ment les techniques d'échantillonnage, peuvent aussi améliorer la prévision du trafic. 
Dans le chapit.re suivant., nous présrnterons une nouvelle t.echnique d'échantillonnage 
capable d'améliorer la performance de la prévision. 
CHAPITRE III 
PROPOSITION D'UNE NOUVELLE TECHNIQUE D'ÉCHANTILLONNAGE 
«Pour réussir, il ne suffit pas de prévoir. Il faut aussi savoir improviser» 
Isaac Asimov 
Nous avons étudié, dans le chapitre précédent, les effets des paramètres du modèle 
de prévision ainsi que l'influence de la granularité des données. Ce chapitre s'intéresse 
aux techlliques d'échantillollnage et à leurs effets sur la prévision du trafic. 
L'échantillonnage est appliqué aux valeurs de la série temporelle représentant le 
débit. Le débit est défini comme étant la quantité de données reçues par le routeur par 
intervalle de temps (exprimée ell Mups). 
Lors de l'échantillonnage du trafic, il y a toujours une perte d'information. Cepen­
dant, celui-ci doit aider à mettre en valeur certaines caractéristiques selon l'utilisation 
1lltérieme des données. 
Dans notre cas, les données échantillonnées sont utilisées pour la prévision du 
trafic. Ainsi, idéalement, elles doivent refléter son auto-similarité et sa dépendance à long 
terme. De plus, les données échantillonnées serviront à prévoir le débit à l'avenir. Cela 
permet de prendre des décisions pour l'approvisionnement des ressources en déterminant 
la quantité de ressources requise pour contenir le trafic. Ainsi, il est important que 
les dOllllées échantillonnées gardent les variations du tra.fic, notamment les pics qui 
représentent éventuellement les congestions du lien. 
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Afin d'atteiudre ce but, IlOUS proposons une nouvelle technique d'échantilloIluage 
qui préserve la structure du trafic en termes d'auto-similarité et de dépendance à long 
terme. En effet, nous prouvons analytiquement qu'elle préserve l'auto-similarité et la 
dépendance à loug terme. Les expérimentations effectuées sur un trafic réel confirment 
ce résultat et lllüutrent aussi que la technique proposée améliore la performance du 
modèle de prévision. 
Dans ce qui suit, nous commençons par présenter les objectifs de l'échantillonnage 
des données ntilisées pour la prévision du trafic. Ensuite, nous présentons la technique 
d'échantillonnage proposée et nous démontrons qu'elle préserve l'auto-similarité du tra­
fic. Finalement, nous validons ces résultats par des comparaisons avec d'autres tech­
niques d'échantillonnage et d'autres expérimentations sur la prévision. 
3.1 Objectifs de l'échantillonnage 
Dans ce qui suit, 110us présentons les caractéristiques les plus importantes à 
préserver lors de l'échantillonnage si les données sont destinées à être utilisées pour 
la prévision du trafic. 
- L'auto-similarité et la dépendance à long terme 
Le trafic Internet est auto-similaire et il présente une dépendance à long terme 
(c.-à-d. une auto-corrélation importante) (sect. 1.4.2). Ainsi, il est important que la 
technique d'échantillonnage proposée préserve ces deux caractéristiques. En effet, les 
données échantillonnées doivent préserver l'auto-corrélation que le modèle de prévision 
doit capturer afin d'améliorer la performance en termes d'erreur. De plus, si les données 
perdent leur auto-similarité, l'augmentation de j'échelle de temps (la granularité) aura 
comme conséquence la perte de toutes les variations (Leland et al., 1994). 
Le paramètre de Hurst reflète le degré d'auto-similarité et de dépendance à long 
terme du trafic. Ainsi, pour tester si la technique d'échantillOllIlage a préservé le degré 
d'auto-similarité du trafic original, on évalue les valeurs du paramètre de Hurst pour 
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les données originales et les données échantillonnées afin de les comparer. 
- Les pics du trafic 
La sporadicité du trafic et. son comportement. en rafales créent beaucoup de problèmes 
au niveau de la gestion du trafic (réservation des ressources) et au niveau des mémoires 
tampons (buffer) dans les routeurs. Ces rafales sont. des pics de débit qui représent.ent. 
les éventuelles congestions au niveau du lien. Ainsi, il est important que les données 
échantillonnées gardent les pics du trafic afin de les prévoir. Cela permettra de réserver 
les ressources futures ou gérer les files d'attente avec plus de précision en tenant compte 
des hausses du trafic. 
- La précision de la prévision 
Dans notre cas, la précision de la prévision, effectuée avec le trafic échantillonné, est un 
critère important pour le choix de la technique d'échêl.lltillonnage. Puisque notre objectif 
final est la prévision des ressources disponibles dans le futur, l'échantillonnage doit aider 
à améliorer la performance de la prévision. 
Dans ce qui suit, nous présentons la technique d'échantillonnage proposée qui 
permet de préserver l'auto-similarité et la dépendance à long terme du trafic. Elle permet 
aussi d'améliorer la performance de la prévision. 
3.2 Présentatioll de la technique d'échantillonnage basé sur le maximum (MBS) 
Dans ce travail, nOl1S utilisons le débit du trafic exprimé en Mbps qui peut être 
facilement obtenu par un outil de mesure du trafic. 
Nous proposons de prévoir le trafic au niveau des pics au lieu du trafic origi­
nal. En d'autres termes, nous visons à prévoir les pics du trafic qui représentent les 
états de congestions potentiels du lien. En les prévoyant, le contrôleur du réseau peut 
approvisionner les ressources nécessaires. 
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Figure 3.1 Illustration de la technique MBS. 
tisée échantillonnage basé sur le maximum (Maximum-Based Sampling - MBS) qui 
prend une seule mesure durant un intervalle d'échantillonnage de taille J. Cette mesure 
correspond à la valenr maximalr. rencont.rée durant. l'int.ervalle d'échant.illonnage c.-à-d. 
le pic du débit (fig. 3.1). Soit x(t) une série temporelle. La série échantillonnée par la 
t.echnique MBS est définie par: 
x'(t) = max(x(v)) (3.1)
vELl' 
où L t = [tI, (t + 1)I[ et J est. la taille de l'intervalle d'échant.illonnage (exprimée en 
nombre d'observations à considérer). 
3.2.1 Preuve mathématique de la conservation de l'auto-similarité 
Soit Y = {Y(t); t ~ ü} le processus continu qui représente le volume cumulatif 
des données qui traverseIlt le lien (exprimé en Ml». OIl suppose qu'il est auto-similaire 
d'ordre H. 
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Par conséquent, le processus discret X = {X(t) = (Y(t) - Y(t - 1)); tE N}, qui 
représente le débit mesuré à l'intervalle [t, t + 1[ et qui est supposé stationnaire, est 
auto-similaire d'ordre H (d'après le théorème 1.1). 
Soit le processus X' = {X'(t) = max(X(v)); tE N} tel que Lt = [tI, (t + 1)1[
vELL 
et 1 est la taille de l'intervalle d'échantillonnage. 
Objectif: l'objectif est de démontrer que X' est un processus discret auto­
similaire. La démonstration consiste à trouver nn processus continu Y' = {Y'(t); t ~ a} 
auto-similaire tel que : 
X'(t) = Y'(t) - Y'(t - 1) \;ft E N. (3.2) 
Ensuite, grâce au théorème 1.1, on peut déduire que X' est auto-similaire. 
La démonstration se compose de trois étapes: 
- Première étape: trouver un processus continu Y' (t) tel que 
Y'(t) - Y'(t - 1) = X'(t) \;ft EN. 
- Deuxième étape: démontrer que Y'(t) est auto-similaire d'ordre H. 
- Troisième étape: déduire que X' = {X'(t) = max(X(v)); tE N} est auto­
vELL 
similaire d'ordre H. 
Première étape 
On a: 
X'(t) = max(X(v)) et X'(t) = Y'(t) - Y'(t - 1) 
vELL 
=} Y'(t) - Y'(t - 1) = max(X(v)) 
vELL 
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Ainsi, on a: 
Y'(t) - Y'(t - 1) = max(X(v)),
vEL, 
Y'(t - 1) - Y'(t - 2) = max (X(v)), 
vEL'_1 
Y'(l) - Y'(O) = max(X(v)).
vELl 
Si on calcule la somme de ces équations tenue à terme, on obtient: 
t 
Y'(t) - Y'(O) = L max(X(v)).
vEL.
s=1 
Ainsi, on pose Y'(t) tel que: 
,. 




.rour démontrer que Y'(t) est auto-simjlaire, il suffit oe oémontrer les théorèmes 
3.1,3.2 et 3.3. 
Théorème 3.1. La somme de deux p1'Ocessus continus U = {U(t); t :::: O} 
et W = {W(t); t :::: O} auto-similaires d'ordre H est un processus auto-similaire d'ordre 
H. 
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Preuve du théorème 3.1 
Puisque U et W sont auto-similaires alors on a : 
P[(U + W)(t) ::; z] = P[U(t) + W(t) ::; z] 
= P[U(t) ::; z - W(t)] 
= P[a-HU(at) ::; z - W(t)1 Va> 0, et puisque U est auto-similaire 
= P[W(t) ::; z - a-HU(at)] Va> 0 
= P[a-HW(at) ::; z - a-HU(at)], et puisque West auto-similaire 
= P[a- H(U + W)(at) ::; z] Va> O. 
D'où le processus U + West auto-similaire. 
Théorème 3.2. Soit U et W deux processus continus égaux en distribution, alors on 
a : 
P[max(U(v)) ::; z] = P[max(W(v)) ::; z] V t > 0 
vELL vELL 
Preuve du théorème 3.2 
on a:
 
max(U(v)) ::; z <=} V v E L t , U(v)::; z.
 
vELL 
Par suite, on a : 
P[max(U(v)) ::; z] = P[V v E L t , U(v) ::; z]. (3.4) 
vELt 
De même, il est facile de montrer que: 
P[max(W(v)) ::; zl = P[V v E L t , W(v) ::; z], (3.5) 
vELL 
or, puisque U et W sont égaux en distribution, on a : 
P[V v E L t , U(v) ::; z] = P[V v E Lb W(v) ::; z] (3.6) 
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D'après les équations 3.4, 3.5 et 3.6, on peut conclure que: 
P[max(U(v)) ::; z] = P[max(W(v)) ::; z] V t > Q. (3.7)
vELL vEL, 
Théorème 3.3. Soit U = {U(t); t 2: ü} est un processus continu auto-similaire d'ordre 
H E [~, 1[. Le processus défini par W = {W(t) = maxvELL(U(v)); t> ü} est aussi auto-
similaire d'ordre H. 
Preuve du théorème 3.3 
U est un processus auto-similaire signifie que les variables aléatoires a-HU(at) et 
U(t) sont égales en distribution (chap. l, déf. 1.5). En appliquant le théorème 3.2, on 
a: 
P[max(a-HU(av)) ::; z] = P[max(U(v)) ::; z] I;f a> 0 
vELL vELL 
=? P[a- Hmax(U(av)) ::; z] = P[max(U(v)) ::; z] 
'VEL, vEL, 
=? P[a-HW(at)::; z] = P[W(t) ::; z] Va> O. (3.8) 
Troisième étape 
Puisque Y(t) est auto-similaire d'ordre H et d'après les théorèmes 3.1 et 3.3, le 
processus Y' (t) défini par : 
t 
Y'(t) = Y(O) + L max(Y(v) - Y(v - 1)) (3.9)
vELs5=1 
est auto-similaire d'ordre H. 
Y'(t) est auto-similaire d'ordre H alors, en utilisant le théorème 1.1, le processus 
discret X' défini par X'(t) = Y'(t) - Y'(t -1) = maXvEL, (X(v)) est un processus auto-
similaire d'ordre H. Cela prouve que la série échantillonnée par la technique MBS garde 
l'auto-similarité avec le même ordre de la série originale. 
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3.3 Résultats expérimentaux 
Dans une première partie, nous avons effectué des expériences pour comparer la 
technique proposée par rapport aux autres techniques d'échantillonnage. Nous montrons 
que la technique proposée préserve l'auto-similarité et la dépendance à long terme du 
trafic. Ensuite, nous avons comparé la performance de la prévision obtenue avec des 
données échantillonnées avec les différentes techniq~es afin de mettre en évidence l'effet 
de ces techniques d'échantillonnage sur la performance de la prévision. 
3.3.1 Présentation des traces et prétraitement 
Pour effectuer ces expérimentations, nous avons utilisé les traces du lien Auckland 
(sect. 2.2). Trente minutes de traces de données ont été utilisées: quinze minutes pour 
l'apprentissage et 'luinze minutes pom l'évaluation de la performanr.e du modèle de 
prévision. Nous avons extrait le débit de données chaque 10 ms. Les échantillonnages 
systématique, stratifié et MBS sont appliqués en utilisant différentes granularités (allant 
cie 100 ms à 1000 ms). Nous avons aussi appliqué un lissage pour les données en utilisant 
la formule (éq. 1.11) pour différentes granularités afin de comparer les données lissées 
avec le trafic échantillonné. 
3.3.2 Comparaison de la technique MBS avec les techniques existantes 
Nous avons effedué une série de comparaisons entre les techniques d'échantil­
lonnage par rapport à différentes variables statistiques. Plusieurs expériences sont ef­
fectuées en utilisant différentes tailles d'intervalles d'échantillonnage (de 100 ms à 1 s). 
La figure 3.2 montre les moyennes des données échantillonnées avec les différentes 
techniques comparées à la moyenne originale des données. L'échantillonnage stratifié 
sous-estime la moyenne dans la majorité des cas tandis que l'échantillonnage systé­
rnatique la surestime. Le lissage du trafic préserve la même rnoyenne que le trafic (sur la 
figure, les moyennes des données lissées sont confondues avec celles du trafic original). 
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Figure 3.2 Moyenne des données échantillonnées. 
Cependant, les moyennes des données échantillonnées avec la technique MBS ne sont 
pas présclltées clalls la figure puisque les moyellllcs des pics du trafic sont largcment 
supérieures à celles des données originales. 
La figure 3.3 montre la variance dù trafic échantillonné comparée à celle du trafic 
réel. Elle montre que le lissage du trafic réduit clairement la variance des données. Ceci 
est inadéquat pour la prévision des pics du trafic et des rafales parce que le modèle de 
prévision ne pourra pas prendre en considération la variance des données qui sera perdue 
lors du lissage. Par rapport aux données échantillonnées avec la technique MBS (fig. 3.4), 
les données lissées ont perdu leur variance. La figure 3.3 montre aussi que la variance des 
données est préservée pour l'échantillonnage systématique et l'échantillonnage stratfié. 
La figure 3.5 montre la sporadicité (PM) par rapport à la granularité pour les 
données échantillonnées et les données lissées. Elle montre que la sporadicité est élevée 
pour les düuuées obteuues avec !'échantillollllage systématique et stratifié. llltuitivemeut, 
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Figure 3.3 Variance des données échantillonnées. 
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Figure 3.4 Comparaison entre le trafic lissé et le trafic échantillonné avec MBS. 
donne une meilleure performance en termes d'erreur). Par conséquent, les données lissées 
et les données échantillonnées avec la technique MBS devraient améliorer la performance 
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Figure 3.5 Mesure de la sporadicité (PM) . 
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Figure 3.6 Paramètere de Hurst pour différentes granularités. 
D'autre part, le paramètre de HUTSt (fig. 3.6) diffère pour différentes granula­
rités et pour différentes techniques d'échantillonnage. Nous avons utilisé la méthode de 
décomposition par ondelettes proposée par (Abry et Veitch, 1998) afin d'estimer le 
paramètre de Hurst avec un intervalle de confiance de 95 %' L'idée est de comparer les 
différentes techniques par rapport à la préservation du paramètre de HUTSt qui représente 
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l'auto-similarité du trafic rée!. Ainsi, idéalement, la technique d'échantillonnage va 
conserver la valeur du paramètre de Hurst du trafic réel (H ~ 0,72). La figure montre 
que le paramètre de Hurst a baissé lors de l'échantillonnage systématique et stratifié 
par rapport au trafic rée!. Il décroit en dessous de 0,6 (granularité 300 ms) ce qui si­
gnifie que les données échantillonnées ont perdu de leur auto-similarité. Cela est dû au 
fait que les techniques d'échantillonnage systématique et stratifié sont basées sur un 
édmntillonnage aléatoire des donl1ées. 
Les données échantillonnées avec la techniqne MBS ont conservé leur auto-simi­
larité pour toutes les granularités (par rapport au trafic réel). Cela confirme les résultats 
mathématiques de la préservation de l'auto-similarité pour la technique MBS. 
D'autre part, le lissage du trafic a augmenté le paramètre de Hurst, c.-à-d. l'auto­
similarité et la dépendance à long terme. Ainsi, nous pouvons s'attendre à ce que le 
trafic sera plus prévisible pour des données échantillonnées a.vec la technique MBS et 
pour des données lissées. 
011 Ilote aussi que les résultats obtenus moutrent que le paramètre de Hurst (qui 
reflète le degré d'auto-similarité) ne traduit pas la sporadicité du trafic. En effet, les 
techniques d'échantillonnage systématique et stratifié ont augmel1té la sporadicité des 
données (fig. 3.5), mais ils ont réduit son auto-similarité (fig. 3.6). D'autre part, le lissage 
du trafic ou l'échautillonnage MBS ont réduit la sporadicité, mais ils ont augmenté 
l'auto-similarité. Cette observation est importante pour les futures analyses du trafic afin 
de tenir compte de la sporadicité et l'auto-similarité comme deux paramètres différents. 
3.3.3 Exploitation des techniques d'échantillonnage pour la prévision du trafic 
Nous effectuons un ensemble d'expérimentations en utilisant les données échan­
tillonnées à partir des données du lien Auckland (sect. 2.2.1). Nous appliquons les trois 
techniques d'échantillonnage ainsi que le lissage du trafic sur les données avant de les 
utiliser pour la prévisiol1. L'objectif est de comparer la perfommnce de la prévision pour 
étudier l'effet de la technique d'échantillonnage. 
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-.é.-Prévision avec le trafic lissé 
-e- Prévision avec l'échantillonnage systématique 
-+- Prévision avec l'échantillonnage stratifié 
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Figure 3.7 Prévision avec le modèle LMMSE en utilisant les données échantillonnées. 
La figure 3.7 montre l'erreur de prévision (ARV) obtenue en utilisant le modèle 
de prévision LMM8E pour différentes granularités. Chaque rourbe représent.e l'ARV 
obtenue en utilisant des données échantillonnées avec une des différentes techniques 
ét.udiées. On remarque que la prévision du trafic, en utilisant le t.rafic lissé, offre une 
meilleure performance comparée à l'échantillonnage stratifié ou systématique. La per­
formance obt.enue avec ces deux techniques d'échant.illonnage est. très variable d'une 
granularité à une autre. Pour l'échantillonnage MBS, la figure montre que j'erreur de la 
prévision est. t.OUjOllfS inférieure à celles des autres techniques pour toutes les granula­
rités. Ceci confirme les observations effectuées dans la section précédente. En effet, les 
techniques d'échantillonnage systématique et stratifié ont. fait perdre au trafic son aut.o­
similarité et sa dépendance à long terme en gardant une importante sporadicité. Par 
conséquent, les données sont devenues moins prévisibles. Par contre, le trafic lissé et le 
trafic échantillonné par la technique MBS ont conservé l'auto-similarité tout en réduisant 
la sporadicité. Cela peut expliquer l'amélioration de la performance des prévisions en 
utilisant le trafic lissé ou échantillonné avec la technique IvIES. 
Le tableau 3.1 présente Ull résumé des différents résultats obtenus. Il compare les 
techniques d'échantillonnage par rapport à la préservation des paramètres statistiques, 
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Tableau 3.1 Résumé des résultats obtenus 
-
Moyenne Variance Auto-similarité Sporadicité Les pics Performance 
du trafic de la prévision 
Échantillon nage Traite les pics Importante Préservée Réduite Préservés Bonne 
MBS 
Échantillonnage Perdue Préservée Perdue Importante Perdus Très variable 
systématique 
Échantillonnage Perdue Préservée Perdue Importante Perdus n'ès variable 
stratifié 
Lissage Préservée Réduite Augmentée Réduite Pcrdus Bonnc 
l'auto-similarité, la sporadicité et leur effet sur la performance de la prévision. On note 
que l'échantillonnage IvIBS ne conserve ni la moyenne ni la variance, mais il préserve 
l'auto-similarité du trafic. Il améliore aussi la performance de la prévision pour prévoir 
les pics ou trafic. Le lissage du trafic augmente l'auto-similarité, mais il offre une perfor­
mance de prévision acceptable. Les autres techniques d'échantillonnage ne préservent 
pas la moyenne, mais plutôt la variance. Leur utilisation donne des performances de 
prévision très variables. D'autre part, l'échantillonnage MBS garantit que les données 
échantillonnées gardent les pics du trafic afin de les prévoir. Cela permet de réserver les 
ressources futures ou gérer les files d'attente avec plus de précision en tenant compte 
des hausses du trafic. 
3.4 Conclusion 
Dans ce chapitre, nous avons étudié l'utilisation des techniques d'échantillonnage 
pour le débit. Nous avons montré que l'application des techniques d'échantillonnage a 
un effet considérable sur les caractéristiques des données obtenues et sur la performance 
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du lnouèle ue prévision. 
Nous avons aussi proposé une nouvelle technique d'échantillonnage qui peut être 
utilisée avec les modèles de prévision afin d'améliorer leurs performances. Nous avons 
aussi montré que la technique d'échantiliolInage MBS préserve l'auto-similarité, la dépen­
dance à long terme et les pics du trafic. Ainsi, les modèles de prévision, combinés avec 
la technique d'échantillonnage proposée, peuvent prévoir avec précision les pics de trafic 
afin de les utiliser pour la réservation des ressources et pour la gestion des files d'a.ttente. 
Dans les chapitres précédents, nous avons étudié les différents paramètres et tech­
niques qui peuvent améliorer la performance de la prévision en termes d'erreur. Dans ce 
qui suit, nous proposons des applications pour la prévision dans le cadre de la gestion des 
files d'attente et le contrôle du taux de perte dans les réseaux optiques à commutation 
de rafales. 
CHAPITRE IV 
PROPOSITION D'UN MÉCANISME DE GESTION DE FILES D'ATTENTE 
BASÉE SUR LA PRÉVISION 
«AgiT en pTimitij et prévoiT en stmtège» 
René Char 
La gestion des files d'attente traditionnelles dans les réseaux se base sur la dis­
cipline premieT anivé premieT servi (First In First Out - FIFO). Celle-ci a beaucoup 
de limitations telles que la saturation continue des files d'attente, l'augmentation du 
taux de perte, la synchronisatioll globale des différents flux de données qui parcourent 
le réseau, la sous-utilisation du réseau et la non équité entre les différents flux (Ren, Lin 
et Liu, 2003). 
Afin de résoudre ces problèmes, des mécanismes de gest.ion de files cl 'attent.e (Ac­
tive Queue Management - AQM) ont été proposés (RED, PAQM, APACE, etc.). Ils 
permet.t.ent d'éviter la congestion des files d'attente et se basent sur le rejet proactif 
(à l'avance) des paquets pour prévenir les sources de congestion du réseau. Cependant, 
ces mécanismes présentent des défauts majeurs. En effet, ils dépendent des paramètres 
définis par l'administrateur du réseau, ce qui les rend moins flexibles aux variations du 
trafic. Par conséquent, leurs avantages ne sont pas toujours garantis, notamment en 
termes de stabilité de la taille de la file, de taux de perte et de la quantité de données 
reçues avec succès par la destination. 
Ainsi, nous proposons un nouveau mécanisme de gestion de files d'attente, bap­
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tisé Œ_SNFAQM, qui est basé sur la prévision neurotloue du trafic (Zhani, Elbiaze et 
Kamoun, 2007; Zhani, Elbiaze et Kamoun, 2009a). Ce mécanisme permet de stabili­
ser la taille de la file d'attente tout eu garantissant une boune utilisation du lien et 
en maximisant les données reçues avec succès par la destination. Il est évalué par L1ne 
étuJe analytique pour calculer la taille moyenne de la, file J'attente. Des simulations ont 
été aussi effectuées afin de le comparer à d'autres mécanismes (RED, APACE, PAQM). 
Dans ce qui suit, nous commençons par présenter le mécanisme proposé. 
4.1 Œ_SNFAQM 
Avant de présenter le principe de fonctionnement du mécanisme proposé, nous 
Jéfinissons quelques paramètres: 
- L'intervalle de contrôle est l'intervalle de temps qui sépare deux mises-à-jom 
successives des variables de l'algorithme. On note par 1 la taille de cet inter­
valle. Ainsi, les varia.bles de l'algorithme sont mises à jour chaque 1 secondes. 
~a valeur de 1 est idéalement choisi comme un multiple du temps d'aller retour 
(RTT) moyen dans le réseau. En effet, les somees TCP réagissent après chaque 
RTT (détection des pertes, retransmission, etc.). Dans ce qui suit, l'intervalle 
7 signifie l'intervalle de temps entre les instants 7 x 1 et (7 + 1) x l, c.-à-d. 
l'intervalle [7 x l, (7 + 1) x 1[. 
- Le débit d'entrée des données (Input Rate), noté IR(7 - 1), est la quantité de 
données (mesurée en octets) qui arrive à la file d'attente à l'intervalle (7 -1) . 
- Le débit d'entrée prédit (Predicted Input Rate), noté PIR(7), est la quantité 
de données (mesurée en octets) qui est prédite pour l'intervalle 7. PIR(7 +1) 
est la prévision du débit d'entrée pour l'intervalle (7 + 1). 
- Le débit de sortie (Output Rate), noté 0 R, est la quantité maximale de données 
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(mesurée en octets) qui pourrait être servie par la file d'attente pendant l'in­
tervalle de contrôle. Il représente la capacité de service de la file pendant cet 
intervalle. La valeur du débit de sortie OR est fixe et ne dépend que de la 
capacité du lien de sortie et de la taille de l'intervalle de contrôle. Ainsi, on a 
OR = C x J (4.1) 
où C est la capacité du lien de sortie. 
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Figure 4.1 Principe de fonctionnement du mécanisme cLSNFAQM. 
Le débit d'entrée JR est mesuré pour chaque intel'\'alle de temps de taille J. Le 
modèle de prévision calcule le débit d'entrée des données dans le futur (fig. 4.1). Ainsi, il 
calcule PJ R(T) en utilisant les n derniers retards (c.-à-d. JR( T - i) où 1 :5 i :5 n) comme 
variables d'entrée du modèle de prévision. Il calcule aussi PJR(T + 1) en utilisant les 
retards J R(T - i) où 1 :5 i :5 n - 1 et PJ R(T) comme entlées. Le modèle de prévision 
utilisé est le modèle o_SNF. Cependant, il peut être remplacé par un autre modèle de 
prévision. 
Ensuite, PJR(T) et PJR(T + 1) sont utilisés par le mécanisme o_SNFAQM pour 
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Intervalle r Intervalle r+ 1 










Figure 4.2 Congestion grave et congestion légère. 
prévoir les futures congestions et distinguer deux niveaux de congestion congestion 
«grave» et congestion «légère» (fig. 4.2). 
La figure 4.2 illustre comm~nt l'algorithme cLSNFAQM prévoit la congestion. Le 
débit d'entrée est prédit pour deux intervalles consécutifs PIR(T) et PIR(T + 1). Le 
débit d'entrée PIR est ensuite comparé à la quantité maximale cie données qui peut être 
servie par la file, c.-à-d. OR. Si le débit d'entrée prédit dépasse la capacité de service de 
la file pour deux intervalles consécutifs alors il y aura une future congestion grave. Si le 
débit d'entrée prédit dépasse la capacité de service de la file pour Ull des deux prochains 
intervalles de temps alors il y aura une future congestion légère qui peut être proche ou 
lointaine (fig. 4.2). 
4.1.2 Algorithme 
La figure 4.3 montre l'algorithme cx_SNFAQIVI et les différentes décisions de rejet 
ou d'acceptation des paquets. 






Pas de future 
congestioll 
Future congestion légère 
proche 
Non 
CD Décision i 
Figure 4.3 Algorithme a_SNFAQM. 
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nombre de paquets telle que: 
avg = (1 - wq)avg + wq q, (4.2) 
où w q E]0,1 [ est un paramètre fixé par l'administrateur et q est la taille instantanée 
de la file d'attente exprimée en nombre de paquets. La valeur de la taille moyenne avg 
est mise à jour à l'arrivée de chaque paquet. Cette formule est utilisée aussi par le 
mécanisme RED pour estimer la taille moyenne de la file (app. B). Soit thmin le seuil 
minimal de la taille de la file d'attente et thmax son seuil maximal exprimés en nombre 
de paquets. Si la taille moyenne de la file est inférieure à thmin , tous les paquets sont 
acceptés. Si elle est supérieure à thmax , tous les paquets sont rejetés. Si elle est entre les 
seuils thmin et thmax , le mécanisme cLSNFAQM a recours à la prévision pour décider 
si les paquets doivent être rejetés ou acceptés. 
Selon l'état futur de la file d'attente, le mécanisme (LSNFAQM prend la décision 
adéquate. Dans ce qui suit, nous présentons les différents états futurs possibles de la file 
d'attente ainsi que la décision prise pour chaque cas. 
- Future congestion grave 
On considère qu'il y aura une future congestion grave si la file d'attente sera 
congestionnée pendant les deux prochains intervalles (fig. 4.2). Par conséquent, durant 
les deux prochains intervalles T et (T +1), la file d'attente ne sera pas capable de servir les 
données qui arriveront à la file. Dans ce cas, la décision est de rejeter systématiquement 
tous les paquets qui arrivent à la file (fig. 4.3 , Décision 1). Ainsi, une future congestion 
grave se produira quand: 
PIR(T) > OR et PIR(T + 1) > OR. (4.3) 
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- Future congestion légère 
On considère qu'il y aura une future congestion légère si la file sera congestionnée 
pour l'un des deux prochains intervalles 7 et (7 + 1) (fig. 4.2). Il est sûr que des paquets 
seront rejetés à l'intervalle 7 ou (7 + 1). Ainsi, il y a deux cas: 
- Une future congestion légère proche : la file sera congestionnée seulement à. 
l'intervalle 7 (ng. 4.2). Dans ce cas, la décision est de ne pas rejeter les paquets 
(fig. 4.3, Décision 3) puisqu'ils pourront être servis à l'intervalle suivant. Ainsi, 
il y aura une future congestion légère proche si 
PIR(7) > 0 R et PIR(7 + 1) < OR (4.4) 
- Une future congestion légère lointaine: la file sera congestionnée seulement à 
l'intervalle (7 + 1), c'est-à-dire PIR(7 + 1) > OR (fig. 4.2). Dans ce cas, la 
décision est de rejeter les paquets avec Ulle probabilité fixe, notée f, dont la 
valeur est fixée par l'administrateur; cela permet d'éviter la congestion dans le 
prochain intervalle (fig. 4.3 , Décision 2). Ainsi, il y aur"a une future congestion 
légère lointaine si 
PIR(7) < OR et PIR(7 + 1) > OR. (4.5) 
- Pas de future congestion 
Il n'y aura pas de future congestion si la file d'attente ne sera pas congestionnée 
pendant les deux prochains intervalles 7 et (7+ 1) (fig. 4.2). Par conséquent la file d'at ­
tente sera capable de servir les paquets qui seront reçus. Ainsi, la décision est d'accepter 
tous les paquets qui arrivent à la file (fig. 4.3 , Décision 3). Il n'y aura pas de congestion 
future si : 
PIR(7) < OR et PIR(7 + 1) < OR. (4.6) 
4.2 Étude analytique 
On se propose de calculer analytiquement les probabilités de réalisation des dif­
férents types de congestion (sans l'effet du mécanisme cLSNFAQM) au niveau d'une 
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file d'attente. Cela est réalisé en utilisant une modélisation du trafic au niveau de la 
couche TCP (généralement, plus de 80 %du trafic est constitué par des flux TCP (chap. 
2)). Nous analysons ensuite le fonctionnement du cLSNFAQM en se basant sur l'étude 
analytique. Ensuite, nous calculons analytiquement la probabilité de réalisation pour 
chaque état futur et la taille moyenne de la file d'attente avec et sans le mécanisme 
CLSNFAQl\!I. 
Le tableau 4.1 montre la notation pour chaque état de congestion. 
Tableau 4.1 Notation pour chaque état 
État Notation 
Future congestion grave 1 
Future congestion légère proche 2 
Future congestion légère lointaine 3 
Pas de future congestion 4 
On définit la probabilité de réalisation de chaque état de congestion i, notée Pi, 
par: 
Pl = P(PIR(T) > OR et PIR(T + 1) > OR), (4.7) 
P2 = P(P l R(T) > OR et PIR(T + 1) < OR), (4.8) 
P3 = P(PIR(T) < OR et PIR(T + 1) > OR), (4.9) 
P4 = P(PIR(T) < OR et PIR(T + 1) < OR), (4.10) 
4
LPi = 1. (4.11) 
i=l 
Nous présentons d'abord les hypothèses de l'analyse avant de calculer les proba­




 La prévision est parfaite c'est-à-dire l'erreur de la prévision est nulle. Par suite, 
on a 
PIR(T) = IR(T) VT. (4.12) 
2.
 La version TCP utilisée est la version R.eno 1 (Allman, Paxson et Stevens, 1999). 
Ainsi, le débit d'une connexion i à l'intervalle (T +1), noté par Xi(T+ 1), est estimé 
par (Low, 2003) : 
1 -
 qi(T) 2 2 
Xi(T + 1) = Xi(T) + D2 - "3 qi (T)Xi (T), (4.13) 
, 
où q'i (T) représente le taux de perte pour la cOllnexion i et Di représente le temps 
d'aller-retour d'un paquet appartenant à cette connexion. 
3.
 On suppose que toutes les connexions TCP ont le même temps d'aller-retour, noté 
D, donc on a Di = D Vi. 
4.
 On suppose que toutes les connexions Tep ont le même taux de perte, donc on a 
5.
 On suppose que l R(T) est ullifonnérnent c1istrioué dans l'intervalle [O,I Rmax] où 
l Rmax est le débit maximal d'entrée de la file d'attente (app. A, déf. A.4). 
6.
 On a: 
11. 
IR(T + 1) = 2::Xi(T + 1)
 (4.14) 
où n est le nombre de connexions Tep existantes.	 
En utilisant l'équation 4.13, on a :	 
~ 1 - q(T) 2 
IR(T + 1) = L)Xi(T) + D; - 3DQi(T)X;(T)), 
i t t 
donc 
11. 11. 1 
- q ()T 2 11. 
l R(T + 1) = 2:: Xi(T) + 2:: D; - -3 2:: qi(T)X;(T) 
. i i 1. 'l 
Par suite, on a : 
1 11. 2 11. 




Puisque qi(T) = q(T) et Di = D, l'équation 4.15 devient: 
IR(T + 1) = IR(T) + n(l ;~(T)) - ~q(T) tX;(T). (4.16) 
i=l 
D'autre part, on a : 
n nL X;(T) = (L Xi(T))2 - 2 L Xi(T)Xj(T). (4.17) 
i=l i<j 
En supposant que les débits de deux connexions Tep sont quasiment égaux 
(c.-à-d. Xi ;::::: Xj), on a : 





Par suite, l'équation 4.17 devient 
(4.20) 
(4.21) 
En utilisant l'équation 4.16, l'équation 4.17 devient 
(4.22) 
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Chaque courbe dans la figure 4.4 montre l R(T +1) en fonction de l R(T) pour un 
taux de perte donné q(T) (avec D = 400 ms, n = 20, OR = 160 octets). Cette figure est 
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Figure 4.4 État futur de la file par rapport au taux de perte q(T) et le débit d'entrée 
En considérant les équations 4.3, 4.4, 4.5 ft, 4.6, qui représfntfnt. IfS quatre états 
futurs de la file d'attente, on peut diviser Je plan de la figure 4.4 sur quatre surfaces. 
Chaque surface représente un état futur de la file d'attente. 
Ainsi, à l'aide de la figure, connaissant l'état actuel défini par l R(T) et q(T), on 
peut déterminer l'état futur de la file d'attente. Par exemple, si le débit d'entrée IR(T) 
est de 250 octets et le taux de perte est de (0,15), alors IR(T + 1) est égale à 40 octets. 
Ainsi, la file subira une congestion légère proche (puisque le point de coordonnées l R(T) 
et l R(T + 1) se trouve dans la surface correspondante à cet état). 
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Ceci rnolltre que l'état futur de la file d'attellte (à l'intervalle T + 1) peut être 
déterminé seulement en fonction de q(T) et l R(T). 
Dans ce qui suit, nous exprimons les conditions de réalisation de chaque état futur 
en fonction des variables l R(T) et q(T) mesurées à l'intervalle T, c;'est-à-uire indépen­
damment de l'intervalle T + 1. Ceci est possible grâce à l'équation 4.22. 
- Future congestion grave: 
On a une future congestion grave si 
IR(T) > OR et IR(T + 1) > OR. 
En utilisant l'équation 4.22, on a : 
l R(T) > OR 
Ç:> IR(T) > OR 




l R(T) + n(l ­ q(T)) _ ~ q(T) l R2(T) > OR 
D2 3 n 
n nq(T) 2 q(T) 2IR(T) + ­ - - ­ - --IR (T) > ORD2 D2 3 n 
IR(T) + -f}x - OR 




Pour simplifier la notation, on pose: 
IR(T) +?h ­ OR 
a(IR(T)) = max( n 2 D 2 ,0). 
If'J + 3n IR (T) 
Par suite, on a : 
IR(T) > OR et q(T) < a(IR(T)). 
(4.26) 
(4.27) 
- Future congestion légère proche: 
On a une future wllgestion légère prodte si 
IR(T) > OR et IR(T + 1) < OR. 
Eu utilisant l'équation 4.22, on a : 
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Cela signifie que: 
1R(T) > OR et q(T) > CJ(I R(T)). 
- Future congestion légère lointaine: 
(4.28) 
On a une future congestion légère lointaine si 
IR(T) < OR et IR(T + 1) > OR. 
En utilisant. l'équation 4.22, on a : 
Cela signifie que: 
- Pas de future congestion: 
(4.29) 
Il n'y a pas de future congestion si : 
IR(T) < OR et IR(T + 1) < OR. 
En utilisant l'équation 4.22, on a : 
Cela signifie que : 
(4.30) 
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Tableau 4.2 Caractérisation des états futurs de la file d'attente 
État Condition Condition avec Décision Conséquence 
futur par définition la modélisation TCP du cLSNFAQM 
Future congestion fR(T) > OR fR(T) > OR Rejet f R \. et q /' 
grave et f R(T + 1) > OR et q(T) < aU R(T)) systématique 
Future congestion fR(T) > OR fR(T) > OR PM de rejet IR \. 
légère proche et 1R(T + 1) < OR et q(T) > aU R(T)) 
Future congestion IR(T) < OR fR(T) < OR' Rejet avec f R \. et q /' 
légère lointaine et IR(T + 1) > OR et q(T) < a(lR(T)) probabilité < 
Pas de future fR(T) < OR IR(T) < OR Pas de rejet IR /' 
congestion et IR(T + 1) < OR et q(T) > a(IR(T)) 
Le tableau 4.2 résume les états futurs de la file et leurs conditions de réalisation 
en fonction 1R(T), a(IR(T)) et OR. Il montre la condition équivalente trouvée par la 
modélisation TCP pour chaque état. 
La figure 4.5 montre a(IR(T)) en fonction de IR(T). En examinant la condition 
de réalisation de chaque état futur (Tableau 4.2), on peut diviser le plan de la figure 
4.5 sur quatre surfaces séparées par la courbe a(IR(T)) et la ligne rouge (représentant 
OR). Chaque surface représente \ln état futur. Ainsi, l'état actuel de la file est défini par 
le point E de coordonnées (IR(T) ,q(T)), qu'on peut marquer sur la figure 4.5. L'état 
futur correspond au nom de la surface à laquelle ce point appartient. Par exemple, si 
IR(T) = 50 et q(T) = 0,4, en examinant le point E de coordonnées (50, 0,4), on trouve 
qu'il appartient à la surface correspondante à l'état «pas de future congestion ». Ainsi, 
il n'y aura pas de future congestion. 
Le tableau 4.2 montre la décision du mécanisme cLSNFAQM et sa conséquence 
pour chaque état futur. 










b 0.4 .~ E
.. 
0.2 0.13 
0 Future congestion ~'E Future congestion lé~ère lointaine Qrave 
00 50 100 150 200 250 300 
IR(t) 
Figure 4.5 La fonction Œ(IR(r)) (n = 20). 
mente le taux de perte q ce qui oblige les sources TCP à réduire le débit d'entrée de 
la file IR. Par conséquent, le point E représentant l'ét.at actuel de la file sc dépla<.:era 
vers les trois autres surfaces. Ainsi, la prévision suivante donnera probablement l'un des 
trois autres états futurs (fig. 4.5). 
Lorsqu'une congest.ion légère proche est prédite, le mécanisme cLSNFAQM ac­
cepte les paquets puisque le débit d'entrée va être réduit (IR(r + 1) < OR). Ainsi, le 
point E, représentant l'état actuel, se déplacera vers les surfaces « future congestion 
légère lointaine» ou « pas de future congestion ». Par conséquent, la prévision suivante 
donnera l'un de ces deux états futurs. 
Lorsqu'une congestion légère lointaine est prédite, le mécanisme Œ_SNFAQM re­
jette les paquets avec une probabilité f; cela augmente le taux de perte q et oblige les 
sources TCP à réduire le débit d'entrée de la file. Ainsi, le point E, représentant l'état. 
actuel, se déplacera vers la gauche. Par conséquent, la prévision suivante sera « une 
congestion légère lointaine» ou « pas de future congestion ». 
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Lorsque le mécanisme prévoit qu'il n'y aura pas de congestion future, le mécanisme 
c,,-SNFAQM accepte les paquets. Ainsi, puisque (I R(T + 1) < OR), la prévision suivante 
sera « une congestion légère lointaine;» ou « pas de future congestion ». Le point E se 
déplacera vers ces deux états. 
- Probabilité de réalisation des états 
Dans ce qui suit, on se propose de calculer les probabilités de réalisation de chaque 
état. Afin de simplifier les notations, nous omettons le symbole T puisqne les probabilités 
sont calculées pour un même intervalle T. Ainsi, les variables 0'(1R(T)) et q(T) sont notées 
O'(IR) et q. 
Le débit maximal d'entrée de la file d'attente IRmax dépend de la capacité du 
lien d'elltrée à la file. On note aussi l Ru et IR) les valeurs de IR telles que 0'(1Ru) = 0, 
O'(IR I ) = 0 et IRa < IR). 
Puisque IR(T) est uniformément distribué, la probabilité d'avoir un état futur est 
estimée par la division de l'aire de la surface correspondante à l'état en question par 
l'aire de la surface totale (l'union des quatre surfaces) (fig. 4.5). 






Le développement de ces équations donne: 
l [ 2 B ]b2 A [ (]~b22C log(x + C) a2 +..JBC argtan x) ~a2 
Pl = -------:c-:::----------'--- ­ (4.35)
IRmax 
l [ (2 il)] b2 A [ ( )] ~b2l Rmax - OR - 2C log x + C a2 - JlJC argtan x ~a2 
(4.36)P2 = l Rmax 
l [ (2 B)]b1 A [ ( )]~b, 
2C log x + C al + JffC argtan x .~al 
P3 = ----------::-------'--'.--=--­ (4.37)
IRmax 
O l [ (2 B)]b l A [ ( )]~blR - 2C log x + C a, - 7DC argtan x ~al 
(4.38)P4 = IRmax 
avec 
n n 2 
A = D2 - OR, B = D2' C = 3n' 
[a, b] i- 0[f(x)l: ~ { ~(b) - frai 
[a,b] = 0. 
Les valeurs de ai, bi sont telles que 
[al, bl ] = [0, OR] n[1 Ra'!Rl ], 
[a2, b2] = [OR,! Rmax] n[IRa, l Rl ] . 
La figure 4.6 montre la probabilité de réalisation de chaque état futur en fonction 
du nombre de connexions. Ces probabilités sont calculées en se basant sur les équations 
4.35 (avec D = 400 ms, OR = 160 paquets, l Rmax = 300 paquets). 
Lorsque le nombre de connexions est faible (la charge est faible) la probabilité 
qu'il n'y ait pas de future congestion et la probabilité de congestion légère proche (P4 
et P2) sont importantes. Ces probabilités diminuent lorsque le nombre de connexions 
augmente. 
D'autre part, les probabilités d'une future congestion grave ou légère lointaine 
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Figure 4.6 Probabilité de réalisation de chaque état futur en fonction du nombre de 
connexions. 
ce Ilombre dugmentc. Ceci rnolltre que les résultats analytiques sont conformes aux 
résultats attendus. 
- Taille moyenne de la file d'attente 
Soit Qi la taille moyenne de la file d'attente au cours de l'état i. Par conséquent, la 
taille moyenne de la file Qs est donnée par : 
4 
Qs = LPiQi. (4.39) 
i=l 
Soit 1Re le débit moyen lors d'une congestion (c.-à-d. OR < IR(T) < IRmax ). 
Puisque l R(T) est uniformément distribué, 1Re est donné pM 
- OR IRmax - ORIRe - + 2 . (4.40) 
Soit IRp le débit moyen s'il n'y a pas de congestion (c.-à-d. 0 < IR(T) < OR). 
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Puisque 1R(T) est uniformément distribué, 1Rp est donné par: 
lR =OR-O 
p (4.41) 2 
Afin de simplifier la notation, on définit la fonction (.)+ telle que (x)+ = x si 
x> 0 sinon O. 
Dans ce qui suit, nous estimons la taille moyenne de la file pour chaque état futur 
avec 011 sans l'utilisation du mécanisme cLSNFAQM. 
- Sans ccSNFAQM : 
À la. fin d'un intervalle T, la taille de la file d'attente est égale à la différence entre 
le débit de sortie et le débit re<;u. 
Par exemple, à la fin d'une congestion grave; 1Re - OR octets resteront dans la 
file à l'intervalle T et de même pour l'intervalle T + 1. Ainsi, on a : 
Ql=IRe -OR. (4.42) 
Pour une future congestion légère proche, la taille de la file à la fin de l'intervalle 
T est égaie à 1Re - 0 R et elle est égale à 1Rp - 0 R pour l'intervalle T + 1. Ainsi, on a : 
Q2 = ((1Re - OR) + (1Rp - OR))+ (4.43)
2 
Pour une future congestion légère lointaine, la taille de la file à la fin de J'intervaIJe 
T est nulle (puisque lR(T) < OR) et elle est égale à 1Re - OR pour l'intervalle T + 1. 
Ainsi, on a: 
(4.44) 
S'il n'y a pas de congestion future, la taille de la file d'attente à la fin des intervalles 
T et T + 1 est nulle (puisque 1R(T) < 0 R) 
(4.45) 
La. taille moyenne de la file Qs est ensuite calculée en utilisant l'équation 4.39. 
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- Avec (LSNFAQM : 
Le mécanisme Œ_SNFAQM est activé lorsque la taille de la file dépasse thmin . 
Ainsi, la taille minimale de la file est thmin. 
Pour une congestion grave, Œ_SNFAQM rejette systématiquement tous les paquets 
(q(T) = 1) en maintenant la taille de la file à thmin pendant les intervalles T et (T + 1). 
Par suite, la taille de la file d'attente à la fin d'une congestion grave est: 
(4.46) 
S'il y a une congestion légère lointaine, Œ_SNFAQM rejette les paquets avec une 
probabilité €. Ainsi, pendant l'intervalle T, le débit cl 'entrée moyen l Hp est inférieur 
à 0 R et par suite, la taille de la file est nulle puisque les l Rp octets vont être servis. 
Pendant l'intervalle T +1, le débit d'entrée peut être estimé par (l-E)lRe en considérant 
les rejets effectués par le mécanisme Œ_SNFAQM. Ainsi, la taille de la file à la fin d'une 
congestion légère lointaine est égale à : 
((1 - E)IRe - OR)+)(h (4.47)Q3 = max t min, 2 
S'il n'y a pas de congestion ou s'il y a une congestion légère proche, le mécanisme 
accepte les paquets. Par suite, on a la même taille de la file que celle du cas sans 
Œ_SNFAQM (en ajoutant thmin ). Ainsi, on a : 
Q2 = max(thmin, ((IRe - OR) + (IHp - OR))+) (4.48) 
2 
(4.49) 
La taille moyenne de la file Qs est calculée en utilisant l'équation 4.39. 
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La figure 4.7 montre la taille moyenne de la. file d'attente avec et sans l'utilisa­
tion du mécanisme D:_SNFAQM. Sans le mécanisme D:_SNFAQM, lorsque le nombre de 
connexions augmente, la taille moyenne de la file d'attente augmente. Par contre, l'uti­
lisation de ce mécanisme stabilise la taille moyenne de la file quel que soit le nombre de 
connexions. 
45 l ' .
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Figure 4.7 Taille de b file d'attente en fonction du nombre de connexions (thmin = 5). 
4.3 Évaluation de performance 
Nous comparons le méc.anisme D:_SNFAQM par rapport aux autres AQM tels 
que RED, PAQ:rvl et APACE. Nous avons choisi PAQM et APACE puisqu'ils se basent 
sur la prévision du trafic. De plus, les travaux précédents ont montré qu'ils sont plus 
performants que plusieurs autres mécanismes tels que RED, SRED et AVQ en termes 
de stabilité de la taille de la file et en termes d'utilisation de la file (Gao, He et Hou, 
2002; Jain, Karandikar et Verma, 2003; Jain, Karandikar et Verma, 2004). 
Pour les simulations, nous avons implémenté l'algorithme D:_SNFAQ:rvl dans un 
module en C++ qui a été ensuite intégré au simulateur Network Simulator 2 (ns-2) 
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(McCanne et Floyd, 1995). Deux scénarios différents ont été simulés pour effectuer les 
comparaisons entre les mécanismes étudiés. 
4.3.1 Simulation du premier scénario 
Topologie 
Sel) 100 Mbps, 1 à 20 ms 
Lien congestionné 
Sri) 1\--------:3>(,}n f---------i D2 C=2 Mbps, 
10 ms1 \ Destination1 \ 
1 \ S(N) \ 
IR OR 
Figure 4.8 Topologie du premier scénario. 
La figure 4.8' montre la topologie du réseau étudié. Il y a plusieurs sources S(i). 
Chaque source génère 2G4 sessions TCP vers la destination D2. Ainsi, tout le trafic TCP 
passe par le même lien (D1-D2) de capacité 2 Mbps. 
Chaque session envoie des fichiers en utilisant le protocole FTP. La taille des 
fichiers SllÎt. la distriblltion de Paret.o de paramèt.re Œ = 1,5 et de valeur minimale 
Xmin = 10 MB (sect. 1.15). La distribution de Pareto est utilisée puisqu:elle permet 
de générer un trafic auto-similaire (Leland et al., 1994; Park, Kim et Crovella, 1997; 
Charzinski, 2000; Downey, 2001). La taille d'un paquet est égale à 1000 octets. Le début 
de transfert des fichiers suit un processus de Poisson de paramètre 0,4 (25 connexions 
sont crées chaque seconde). La taille maximale de la file d'attente est fixée à 50 paquets. 
Les mêmes simulations ont été effectuées pour chacwl des rnécallisrnes (RED, 
Œ_SNFAQM, APACE et PAQM). Les paramètres utilisés pour Œ_SNFAQM sont 
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thmin = 4, thmax = 15, wq = (0,002), t = (0,8), l = 180 ms et deux retards comme 
variables d'entrée du modèle de prévision. Pour le mécanisme RED, les paramètres sont 
maxp = (0,15), thmin = 4, thmax = 15 et wq = 0,002 (app. B). Pour le mécanisme 
APACE, les paramètres sont cx = (0,1), maxp = (0,2) et 15 retards pour le modèle de 
prévision (éq. 1.47). Les paramètres de PAQiVI sont 1= 180 ms, Q= 4 et trois retards 
comme variables d'entrée pour le modèle de prévision (éq. 1.46). 
Ces paramètres ont été choisis de sorte que l'objectif de chacun de ces mécanismes 
soit la st<;tbilisation de la taille de la file auto\lf de quatre paquets. Ceci rend possible la 
comparaison entre eux. 
Les simulations ont été réalisées en variant à chaque fois le nombre de sources (de 
3 à 30). Le temps de propagation entre une source S(i) et le noeud Dl varie de 1 ms à 
20 ms. Ceci signifie que le temps d'aller-retour (RTT) entre les sources et la destination 
D2 varie de 22 ms à 60 ms. Ceci rend les paramètres de la simulation plus réalistes. 
La durée de chaque simulation est de 300 secondes. Cette durée est suffisante pour 
atteindre un état stationnaire pour le système. 
La figure 4.9 montre comment la charge de la file d'attente (IR moyen/OR) aug­
mente quand le nombre de sources augmente. Plus cette charge augmente, plus la file 
rl'attente est congestionnée. 
Résultats 
Les figures 4.10 et 4.11 (a)) montrent la taille de la file d'attente pour le mécanisme 
cLSNFAQM ct. ks ét,ats futurs prédits. 
- Chaque fois qu'il y a une future congestion grave, la taille de la file d'attente 
reste autour de thmin = 4 paquets. 
- Chaque fois qu'il y a une future congestion légère proche, cx_SNFAQM accepte 
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Figure 4.9 Charge de la file d'attente en fonction du nombre de sources. 
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Figure 4.10 Les états futurs de la file d'attente prédits par le mécanisme cLSNFAQM 
(10 sources). 
nécessaires de paquets et d'absorber la congestion actuelle. 
- S'il n'y a ni congestion grave ni congestion légère, les paquets sont acceptés. La 
taille moyenne de la file sera comprise entre thmin et thm.ax. 
D'après la figure 4.11, on remarque que c.LSNFAQM et PAQM réduisent la taille 
de la file par rapport à RED. La taille de la file est généralement proche du thmin = 4 
pour le cLSNFAQM sauf dans le cas de congestion légère proche. On remarque que 
la taille de la file d'attente est en moyenne égale à quatre paquets pour le mécanisme 
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Figure 4.11 Taille de la file d'attente (10 sources). 
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Figure 4.12 Taille moyenne de la file d'attente. 
La figure 4.12 montre la taille moyenne de la file d'attente pour les différents 
mécanismes. Le nombre -de sources a été varié de 1 à 30. On remarque que la taille 
moyenne de la file reste faible pour les mécanismes PAQM, RED et Œ_SNFAQM par 
rapport au mécansime APACE. De plus, pour les mécanismes RED et PAQM, elle 
augmente lorsqu'on augmente le nombre de sources. Le mécanisme Œ_SNFAQM garantit 
non seulement une faible taille pour la file d'attente, mais aussi garantit que la valeur de 
celle-ci reste autour de thmin quelle que soit la charge de la file d'attente et notamment 
pour les charges importantes. Ceci est conforme au résultats analytiques illustrés par 
la figure 4.7. Par conséquent, on peut contrôler la taille moyenne de la file d'attente 
en contrôlant le paramètre thmin · En d'autres termes, nous pouvons contrôler le déliti 
moyen d'attente des paquets dans la file quelle que soit la quantité du trafic entrant. 
La figure 4.13 montre le débit de perte pour les différents mécanismes AQrd. 
Œ_SNFAQM rejette pratiquement la même quantité de données que les mécanismes 
APACE et PAQM. Le mécanisme RED rejette plus de paquets, notamment pour les 
grandes charges. 
La figure 4.14 montre le débit de sortie de la file d'attente pour chaque simulation. 
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Figure 4.13 Débit moyen de perte des paquets. 
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Figure 4.14 Débit moyen de sortie de la Ble d'attente. 
du lien de sortie. On compare allssi les différents AQM en termes de débit à-la réception 
(appelé Goodput), c.-à-d. le débit des données reçues au niveau de l'application sans 
compter les retransmissions et les acquittements Tep. Le débit à la réception (Goodput) 
est pratiquement le même pour tous les mécanismes (fig. 4.15) 
Les résultats montrent que cx-SNFAQM offre lIne meilleure performance par rap­
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Figure 4.15 Débit à la réception (niveau application). 
d'attente tout en gardant une utilisation élevée du lien. 
4.3.2 Simulation du deuxième scénario 
Topologie 
Sources de trafic Sources de trafic Sources Destinationstransversal transversal 
Destinations du Destinations du 
trafic transversal trafic transversal 
Figure 4.16 Topologie du deuxième scénario. 
Dans cette section, nous comparons les différents mécanismes AQM dans une 
autre topologie. Contrairement au scénario l, le trafic passe par une cascade de noeuds. 
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Ceux-ci sont aussi traversés par un trafic transversal provenant d'autres sources. 
La figure 4.16 montre la topologie du réseau étudiée. Il y a six files d'attente qui 
sont traversées par le trafic des sources vers les destinations. Les deux files d'attente 
congestionnées (2 et 4) sont traversées par un trafic transversal. Il y a des connexions 
TCP qui sont établies entre chaque source (à gauche) et chaque destination (à droite). 
Chaque source TCP envoie des fic:hiers en utilisant le protocole FTP. Le cléhut de 
transfert suit un processus de Poisson de paramètre 0, 4 (25 connexions sont créés chaque 
sec:onde). La taille des fichiers suit la distribution de Pareto de paramètre 1,5 et de 
moyenne 10 MB. La distribution de Pareto est utilisée puisqu'elle permet de générer 
un trafic: auto-similaire (Leland et al., 1994; Park, Kim et Crovella, 1997; Charzinski, 
2000; Downey, 2001). La taille d'un paquet est égale à 1000 octets. L'intervalle de 
contrôle 1 pour le cLSNFAQM est égal à 400 ms (~ RTT). Les paramètres des différents 
mécanismes AQM sont les mêmes que ceux utilisés dans le premier scénario (sect. 4.8). 
Les files d'attente 2 et 4 sont les plus congestionnées et ont pratiquement le même 
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Figure 4.19 Délai moyen de bout en bout (entre la source 0 et la destination 0) 
La figure 4.17 montre le débit de perte au niveau de la file d'attente 2 pour les 
mécanismes étudiés. On remarque que les mécanismes PAQM et cx_SNFAQM ont plus 
de pertes compareés aux mécanismes APACE et R.ED. Cependant, le débit de perte 
augmente pour tous les mécanismes quand la charge du réseau augmente (c.-à-d. lorsque 
le llombre de sour<.:es augmente). La figure 4.18 montre la taiiJe moyenne de la file lorsque 
le nombre de sources augmente. Contrairement au mécanisme APACE, les mécanismes 
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CLSNFAQM, PAQM et RED stabilisent la taille moyenne de la file quelle que soit la 
charge. Cependant l'avantage du (LSNFAQM est qu'il stabilise la taille autour de la 
valeur désirée thmin · Ainsi, il est capable de maintenir la stabilité de la taille moyenne 
de la file d'attente lorsque la charge du réseau change pour les deux scénarios étudiés. 
Cette stabilité se traduit par une stabilité du délai moyen de la transmission d'un paquet 
de bout en bout comme le montre la figure 4.19. 
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(b) Débit à la réception (niveau application)	 
Figure 4,20 Débit moyen de sortie (file 2) et débit à la réceptioll.	 
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La figure 4.20(0,) montre le débit moyen de sortie de la file d'attente 2. Le débit de 
sortie est presque le même pour tous les mécanismes. Il est égal à 2 Mbps (la capacité 
du lien). Il diminue légèrement avec le mécanisme RED pour les' grandes charges. Bien 
que l'utilisation du lien soit importante pour tous les mécanismes, le débit à la réception 
au niveau de l'application est supérieur pour les mécanismes APACE et ILSNFAQM 
(fig. 4.20(b)). Cela veut dire que le mécanisme cLSNFAQM a engendré moins de re­
transmission de paquets TCP. 
4.4 Conclusion 
Dalls ce chapitre, llOUS avons proposé un llouveau mécanisme de gestioll de files 
d'attente, baptisé cLSNFAQM, qui se base sur la prévision du trafic. À l'aide du modèle 
de prévision cLSNF, le mécanisme proposé est capable de capturer les variations du 
trafic et de prédire les futures congestions. Ainsi, la technique permet de distinguer 
deux niveaux de congestion: congestion grave et congestion légère. 
Le méc.anisme est évalué par lIne étude analytique pour calculer la taille moyenne 
de la file d'attente avec l'hypothèse que les connexions TCP ont le même RTT et taux de 
perte dans un mêine intervalle de temps. L'analyse montre que le mécanisme ccSNFAQM 
stabilise la taille de la file d'attente autour d'une valeur thmin fixée par l'administrateur 
du réseau. 
Nous avons évalué et comparé la performance du mécanisme cLSNFAQM avec 
celles des mécanismes PAQM, APACE et RED en termes de débit à la réception (good­
put), de la taille moyenne de la file d'attente et du taux de perte de paquets. Les 
simulations ont été effectuées en utilisant une simple topologie et une topologie com­
plexe comportant plusieurs liens congestionnés. Les résultats montrent que, polir les 
deux scénarios, le mécanisme D:_SNFAQM offre une meilleure performance. En effet, il 
permet de stabiliser la taille de la file d'attente tout en gardant une utilisation élevée 
du lien. Il permet aussi de maximiser le débit à la ré<.:eption (au niveau de la couche 
application) en minimisant les retransmissions TCP. 
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La taille de la, file d'attente est maintenue autolll' d'une valeur qui peut être 
contrôlée (thmin ). Cela permet de contrôler le délai de transmission des paquets de bout 
en bout. C'est un résultat très important en particulier pour la gamntie de la qualité 









« Être réaliste, c'est pTéjén;;T une réforme modeste, qui en permet une 
autre, à un miracle impossible.» 
Habib Bourg'uiba 
Nous avons vu dans le chapitre précédent que la modélisation et la prévision 
peuvent. être utilisées pour prévenir les congestions rians le réseau et stabiliser la taille ries 
files d'attente. Dans ce chapitre, la modélisation et la prévision du trafic sont appliquées 
pom cont.rôler le taux rie perr.e rians les réseaux optiques à commutation de rafales 
(Optical Burst Switched Networks - OBS). Ainsi, nous proposons un mécanisme de 
contrôle d'admission utilisant la modélisation et la prévision afin de contrôler le déhit de 
burstification des rafales, c'est-à-dire le débit avec lequel les rafales sont injectées dans 
le réseau. Cela permet de contrôler le taux de perte des rafales et de le stabiliser autour 
d'une valeur fixée par l'administrateur du réseau. 
Dans la première section, nous présentons le modèle de système asservi en boucle 
fermée qui permet de contrôler le taux de perte dans le réseau en utilisant le modèle 
ARMA pour modéliser le réseau OBS. Nous proposons ensuite une généralisation du 
modèle pour implémenter la qualité rie service (en définissant des classes de service). 
Nous proposons aussi une amélioration du modèle qui permet d'éviter les feedhacks du 
réseau en se basant sur l'estimation des paquets perdus au niveau de la couche TCP 
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pour prévoir le taux de perte du réseau. 
La deuxième sed.ion est consacrée à l'évaluation de la performance du modèle 
avec feedback sans et avec qualité de service et du modèle sans feedback utilisant la 
prévision du trafic. 
Dans ce qui suit, nous présentons le modèle proposé. 
5.1 Modèle proposé pour le contrôle du taux de perte 
Le modèle proposé pour contrôler le taux de perte dans le réseau üBS se base 
sur un contrôle d'admission qui est géré par un système asservi en boucle fermée. Un 
feedback du réseau, contenant le nombre de rafales perdues, est nécessaire pour contrôler 
le débit de burstification des rafales. 
Le modèle a été aussi généralisé pour tenir compte de la qualité de service; en 
d'autres termes, le modèle permettra de garantir un taux de perte pour chaque classe 
de service. 
Le modèle est ensuite amélioré en ajoutant une technique permettant au nœud 
d'entrée d'estimer les pertes des rafales et de. ne plus avoir besoin d'un feedback pro­
venant du nœud destination. Ceci est effectué grâce à une prévision au niveau TCP et 
à une formule, que nous avons développée, qui permet de calculer les pertes au niveau 
üBS à partir des pertes au niveau de la couche TCP. 
Dalls ce qui suit, nous présentolls le modèle de contrôle proposé, ensuite la 
modélisation du réseau OBS et la conception du contrôleur et enfin l'amélioration du 
modèle avec la prévision TCP, 
5.1.1 Description du modèle de contrôle proposé 
L'automatique est une discipline qui traite de la modélisation, de l'analyse, de 
la commande et, de la régulation des systèmes dynamiques. Elle a pour fondements 
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théoriques les mathématiques, la théorie du signal et l'informatique théorique. L'auto­
matique permet de contrôler un système de manière continue et en respectant un cahier 
des charges (rapidité, stabilité, etc.) 
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Figure 5.1 Modèle de système asservi en boucle fermée sans QoS. 
Le modèle proposé se base sur ce qu'on appelle système asservi en boucle fermée. 
Une illustration de ses différentes composantes est présentée dans la figure 5.1. 
- Le noeud d'entrée construit les rafales en assemblant un nombre de paquets IP 
dirigés vers une même destination (nœud de sortie). Cette opération s'appelle 
la burstification. 
- Le contrôleur de rafales (Burst Manager Controller - m'lIC) est le compo­
sant du nœud d'entrée qui effectue la burstification. Ce composant effectue le 
contrôle: il utilise l'erreur comme entrée pour générer des rafales avec un débit 
de burstification selon une loi de contrôle. 
- Le débit de burstification (Burstification Rate - BR) est le nombre de rafales 
envoyées par seconde par chaque BMC. Le débit de burstification est le pa­
ramètre à ajuster (t'uning parameter) qui a une influence sur le comportement 
du système. Ce paramètre est ajusté dynamiquement pour contrôler le pa­
ramètre de sortie (à contrôler). 
- Le réseau OBS est le système à contrôler. 
- Le taux de perte des rafales (Burst Loss Ratio - BLR) est le paramètre de sortie 
qu'on veut contrôler et qui représente Ulle métrique qui mesure la performance 
du réseau OBS. 
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- Le capteur (Sensor) lit la valeur mesurée du paramètre de sortie au niveau de 
chaque nœud de sortie c.-à-d. la mesure du taux de perte des rafales et renvoie 
la valeur comme feedback vers le noeud d'entrée. 
- Le taux de perte des rafales de référence (Reference Burst Loss Ratw - REF) 
est la valeur « cible» que le paramètre de sortie (le taux de'perte de rafales) 
doit avoir. Cette valeur est appelée aussi. consigne. Ainsi, le contrôleur vise à 
stabiliser le taux de perte de rafales autour de cette valeur. Ce paramètre est 
fixé par l'administrateur du réseau. 
- L'erreur est la différence entre la valeur du taux de perte de rafales de référence 
et la valeur du taux de perte des rafales mesurée et retournée par le capteur. 
Comme le montre la figure 5.1, le contrôleur de rafales (BMC) au niveau du nœud 
d'entrée contrôle le débit de burstification. Un capteur situé au nœud de sortie renvoie 
au nœud d'entrée un feedback contenant le nombre de rafales reçues. Le nœud d'entrée 
calcule le taux de perte actuelle et l'erreur avec le taux de perte des rafales de référence. 
Le BMC utilise cette erreur pour adapter le débit de burstification afin d'atteindre 
le taux de perte des rafales de référence. 
La figure 5.2 montre le modèle proposé qui tient compte de tous les noeuds et de 
plusieurs classes de service (qualité de service). 
Ce modèle a n noeuds d'entrée, m noeuds de sortie et w classes de service (fig. 5.2). 
Chaque noeud d'entrée Si a un contrôleur de rafales (BMCSidjCk) pour chaque noeud 
de sortie dJ et pour chaque classe de service Ck. Ainsi, il y a m x c contrôleurs de 
rafales au niveau de chaque noeud d'entrée. Chaque noeud de sortie dJ a un capteur 
(SensorS,djCk) pour chaque noeud d'entrée Si et chaque classe de service Ck. Le capteur 
mesure périodiquement le taux de perte BLR pour chaque noeud d'entrée Si, destination 
dj et classe Ck (B LRs;d Ck) et renvoie la valeur comme feed back vers le contrôleur de 
J 
rafales BlvICs,djck au niveau du noeud Si. 
La valeur de l'erreur (ESidJCk) est calculée comme étant la différence entre le ta.ux 
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de perte de référence (REFsid)Ck) et le taux de perte mesuré (BLRs,d)Ck)' Le contrôleur 
de rafale BMCSidjCk calcule le débit de burstification (BRs,djCk) en se basant sur l'erreur. 
Le débit de burstificatioll calculé est utilisé pour effectuer un contrôle d'admission pour 
les rafales entrant au réseau OBS. Ainsi, si la valeur du débit de burstification excède 
la valeur dOllnée par le BMC, aucune rafale ne sera injectée dans le réseau. Dans ce qui 
suit, nous présentons la modélisation du réseau OBS et la conception du contrôleur. 
Le taux de perte des rafales Débit de burstilïcation Taux de perte des rafales
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Figure 5.2 Modèle de système asservi en boucle fermée avec qualité de service, 
5.1.2 Modèlisation du réseau OBS et conception du contrôleur 
La mise au point du contrôleur (BMC) est composée de deux phases. La première 
phase est l'identification dtL système qui consiste à construire une fonction de transfert 
qui relie les entrées du modèle à lasortie du modèle, La deuxième phase est la conception 
du contrôleur qui consiste à trouver les paramètres du contrôleur, notamment la loi de 
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contrôle. 
- L'identification du système 
Les contrôleurs utilisent la relation entre les entrées et les sorties; celle-ci est 
définie par un modèle mathématique. Le modèle ARMA est un modèle linéaire utilisé 
afin de relier les entrées et les sorties (Choi, 1992). En effet, bien que le contrôle non­
linéaire peut être plus approprié pour les réseaux üBS, il est beaucoup plus difficile 
à appliquer (Aly, Zhani' et Elbiaze, 2007b). La forme générale du mod~le ARMA est 
donnée par: 
n m 
y(t) = L apy(t - p) + L bqx(t - q), (5.1) 
p=l q=O 
où x(t), qui est l'entrée du modèle ARMA, représente le paramètre à régler. La sortie, 
y(t), représente le paramètre contrôlé. Les paramètres n and m sont l'ordre du modèle. 
Les valeurs de ap et bq sont des constantes qui sont estimées à partir des mesures en 
utilisant la méthode des moilldres carrés (Wonnacott et Wonnacott, 1990). La fonction 
de transfert du modèle peut être calculée après avoir identifié les valeurs de n, m, ap et 
bq. Le modèle ARMA est utilisé pour relier la sortie du modèle aux entrées ainsi qu'à 
l'historique de la sortie. 
Nos sim~lations ont montré que le modèle ARrvlA modélise efficacement le réseau 
üBS entre une source Si et la destination dj pour une classe Ck (ces simulations sont 
présentées à la section 5.2). Ainsi, on considère que y(t) est le taux de perte (blrs;d)ck(t)) 
des rafales de classe Ck qui partent de la source Si vers la destination dj et que l'entrée 
x(t) est le débit de burstification (brs,djCk(t)) des rafales de classe Ck partant de la 
source Si vers la destination dj . Les paramètres du modèle ARMA sont (n = 1 et 
m = 0). L'équation 5.1 devient: 
(5.2) 
Les algorithmes de contrôle reposent sur la transformée de Laplace pour les 
systèmes à temps continu et la transformée en Z pour ceux à temps discret. Le modèle 
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proposé est défini dans le domaine de temps discret. Par conséquent, la transformée en 
Z est appliquée. 
00 
Y(z) = Ly(t)z-t. (5.3) 
t=O 
L'équation 5.3 représente Y(z), la transformée en Z de y(t), où z est un nombre 
complexe (Ogata, 1997). Ceci permet d'utiliser les principes existants de l'automatique 
qui sont généralement basés sm le domaine des fréquences. 
Pour la notation, on utilise les caractères minuscules pour les variables dans le 
domaine temporel, (par ex:emple, y(t)). Pour le domaine fréquentiel, les majuscules sont 
utilisées (par exemple, Y(z)). 
En appliquant ces principes à l'équation (5.1), nous obtenons la formulation du 
modèle ARMA dans le domaine fréquentiel: 
(5.4) 
En appliquant la même transformation à l'équation (5.2), on obtient: 
(5.5) 
OIl OBSSidjCk(Z) modélise le réseau pour chaque nœud d'entrée (Si) et chaque nœud de 
sortie (dj) et la classe Ck des rafales. Cette équation sera utilisée, dans ce qui suit, pour 
concevoir le contrôleur. 
- Conception du contrôleur 
La loi de contrôle décrit la manière avec laquelle le contrôleur change la valeur du 
paramètre à régler. Le contrôleur produit une action qui continue à ajuster et corriger 
le paramètre à régler tant que l'erreur n'est pas nulle. Si l'erreur est faible, le contrôleur 
intégral continue à ajuster lentement. Si l'erreur est importante, le contrôleur ajuste 
plus rapidement le paramètre à régler. 
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Nous avons utilisé la loi de contrôle intégrale pour sa simplicité (Ogata, 1997). Le 
contrôleur intégral a la formule générale suivante dans le domaine temporel: 
(5.6) 
où br$,dJCk (t) est le débit de burstification des rafales de classe Ck partantes du nœud 
d'entrée Si vers le nœud de sortie dj . Le réel KSidJCk est le gain associé à chaque contrôleur 
de rafales et eS,d]Ck(t) est la valeur de l'erreur entre le taux de perte des rafales et le 
taux de perte des rafales de référence. 
La loi de contrôle fournit le débit de burstification maximale des rafales qui sont 
injectées dans le réseau 08S. Cette valeur est ajustée dynamiquement en utilisant l'an­
cienne mesure du taux de perte de rafales et l'erreur de contrôle correspondante. Lorsque 
la valeur du gain KSidjCk devient importante, la valeur du débit de burstifiration varie 
plus rapidement. Cependant, une valeur importante du gain KSidjCk (gain agressif) peut 
causer des oscillations ou aussi une insta.bilité. 
Ainsi, dans ce qui suit, nous nous proposons de chercher le gain qui permet d'as­
surer la meilleure stabilité et performance pour le système. 
On commence par calculer la fonction de transfert du modèle à boucle fermée 
(TSidjCk (z)) pour le système en fonction de z (plus de détails sur la définition des fonc­
tions de transfert pour un modèle à boucle fermée sont fournies dans l'appendice C). 
Ensuite, la technique de la représentation des lieux des pôles (T'Dot locus) permet de 
calculer le gain KSidjCk en se basant sur (Tsid]Ck(Z)). La figure 5.3 montre les différent::; 
composants du modèle avec les transformées en Z des différentes fonctions. Ainsi, on a : 
(5.7) 
En utilisant les propriétés de la transformée en Z, les transformées en Z de 
brs,djck(t) et brs,djck(t-1) sont respectivement BRsid]Ck(Z) et ~BR.s,djCk(Z), Ainsi, l'ap­
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Figure 5.3 Modèle de système asservi en boucle fermée - les transformées en Z. 
où 
(5.9) 
En utilisant BRsidjq(Z) counne facteur dans l'équatiün (5.8), üll obtient: 
(5.10) 
La forme générale oe la fonct.ion de t.ransfert. 011 cont.rôleur, CTRLs,djCk (z), est 
donnée par: 
(5.11) 
Ainsi, on a: 
(5.12) 
La forme générale de la fonction de transfert de BLR,sidJq(Z) est donnée par: 
(5.13) 
En substituant. les équations (5.5) et (5.12) dans
 l'équation (5.13), on obtient: 
1 ) zboBLRsd Ck(Z) = Esdck(Z) K s dCk-- ---. (5.14) 
,. J ' J ( 'J Z - 1 z - al 
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L'équation 5.14 constitue la fonction de transfert du modèle il. boucle ouverte. En 
utilisant les équations (5.14 et 5.9), la fonction de transfert du modèle en boucle fermée 
(Ts,d)Z)) pour le système décrit par la figure 5.2 est donnée par: 
(5.15) 
En utilisant l'équation 5.15, la technique de la représentation des lieux des pôles 
(TOot locus) permet de calculer le gain Ks,djCk. Plus de détails sur le choix du gain 
adéquat et sur l'application de cette technique sont disponibles dans l'appendice D. 
Ainsi, le gain KSidjCk peut être défini pour chaque triplet (source Si, destination 
dj , classe Ck). Connaissant la valeur du gain, le contrôleur peut être utilisé efficacement 
pour le contrôle du taux de perte dans le réseau. 
5.1.3 Amélioration du modèle avec la prévision Tep 
L'inconvénient principal du modèle de contrôle proposé (fig. 5.1) est le feed­
i.>ack qui est envoyé par le capteur situé il. la destination. Ce feedback sert il. informer 
périodiquement le nœud d'entrée du nombre de rafales reçus. Cette information est 
utilisée pour calculer le taux de perte des rafales (BLRsid j ) partantes de Si vers la 
destination dj . 
L'amélioration proposée consiste à remplacer le module du capteur situé à la 
destination par un module prédicteur situé à la source (fig. 5.4) (Zhani, Fouad et Elbiaze, 
2009b). Le modèle de prévision estime le taux de perte des rafales B LRs,d en se basant 
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sur les statistiques disponibles au niveau de la couche TCP grâce à Une méthode qn'on 
propose. Ainsi, il n'est plus nécessaire d'avoir un feedback provenanL du réseau. Le 
contrôle du taux de burstification sera totalement effectué au niveau dll nœud d'entrée. 
Dans ce qui suit, nous décrivons le fonctionnement du module prédicteur proposé 
(fig. 5.4). Le module effectue la prévision en deux étapes: 
1. L'estimation du débit de perte des segments au niveau TCP. 
149 




Le taux de perte des 1 1 
1




1Paramerre de sortie 1 '-- .J 
(à contrôler) 1 
1 ~ Taux de perte L.......-__----' 
1 des rafales predit 1 
____________ J 
Figure 5.4 Modèle proposé sans feedback. 
2. L'estimation du débit de perte des rafales au niveau OB8. 
Avant de détailler ces deux étapes, nous présentons les notations utilisées pour 
les différentes variables. 
La variable B Rs.dj (7) est .le débit des rafales partantes de la sourœ Si vers la 
destination dj pendant l'intervalle de temps 7 de taille l (c.-à-d. l'intervalle [7,7 + ID. 
Afin de simplifier, le symbole 7 ne sera pas pré<.;isé, ainsi ou a : 
BR : débit des rafales (Burst Rate) c.-à-d. le nombre de rafales envoyées par 
intervalle de temps. 
- SR : débit des segments (Segment Rate) c.-à-d. le nombre de segments TCP 
envoyés par intervalle de temps. 
- BL : débit de la perte des rafales (Burst L08S Rate) c.-à-d. le nombre de rafales 
perdues par intervalle de temps. 
- SL : débit de la perte des segments (Segment Loss Rate) c.-à-d. le nombre de 
segments TCP perdus par intervalle de temps. 
- BLR : taux de perte des rafales (Burst Loss Ratio) donné par: 
BL (5.16)BLR= Bk 
- SLR : taux de perte des segments TCP (Segment L08S Ratio) donné par: 
SL (5.17)SLR= SR" 
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- SpB : nombre de segments par rafale (Segment Per Burst) donné par: 
SR (5.18)SpB= BR' 
- Lv : probabilité de perte d'une rafale de taille v segments TCP. 
Parmi ces variables, BR, SR, SpB peuvent être mesurées facilement au niveau 
du nœud d'entrée ::;alls avoir besoin d'un feedback du réseau. Notre objectif est d'es­
timer les taux de perte SLR et BLR en utilisant seulement les informations locales 
disponibles au niveau du nœud. Par (;ollséquent, le nouveau modèle n'utilisera plus un 
feedback du réseau. L'idée est d'utiliser les informations disponibles au niveau TCP sur 
les retransmissions et les pertes TCP afin d'estimer les pertes des rafales au niveau de 
la couche OBS. 
Nous commençons par estimer le débit de perte des segments (Estimated Seg­
ment Loss - ESL). Ensuite, nons calculons l'estimation du débit de perte des rafales 
(Estimated Burst Loss - E B L ). 
- Estimation du débit de perte des segments (ESL) 
La première étape est d'estimer le llombre de segments perdu::; noté par ESL. On sup­
pose que la couche OBS est consciente de la couche TCP. Ainsi, la couche OBS peut 
détecter si Ull segment (reçu des couches supérieures) est un segment retransmis ou 
transmis pour la première fois. Cette hypothèse est réaliste et simple à implémenter, il 
suffit d'ajouter un drapeau dans les options du segment TCP qui permet de différencier 
les segments transmis pour la première fois et les segments retransmis. Ainsi, la couche 
OBS est capable d'évaluer le nombre de segments retransmis par intervalle de temps. 
Soit RTS(T) le nombre de segments retransmis pendant l'intervalle de temps T. On sup­
pose que le nombre de segments perdus pendant l'intervalle (T - 1) est égale au nombre 
de segment retransmis pendant l'intervalle T. Par conséquent, le nombre de segments 
perdus ESL(T) est estimé par: 
ESL(T - 1) = RTS(T). (5.19) 
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Afin de prévoir la valeur actuelle de ESL(T), c'est-à-dire à l'intervalle T, nous 
utilisons le modèle ARMA décrit à la section 1.5.1. Dans notre cas, y( t) est ESL(T). Afin 
de simplifier, les paramètres p et q sont fixés à 1. Les paramètres 4;1 et (h sont estimés 
à partir des mesures collectées grâce à la méthode des moindres carrés (Wonnacott 
et Wonnacott, 1990). Les simulations présentées à la section 5.2.3 montrent que ces 
paramètres sont assez suffisants pour obtenir des prévisions précises. Ainsi, l'équation 
1.21 devient: 
ESL(T) = OlESL(T - 1) + f(t) + e1f(t - 1). (5.20) 
Toutes les variables sont mises à jour chaque intervalle de temps T de taille J. 
Idéalement, la valeur de J est un multiple du délai de retransmission (Retransmission 
Timeout - RTO) puisque les paquets sont retransmis chaque RTO. 
- Comparaison avec les travaux précédents 
Les travaux précédents sur l'estimation du nombre de segments TCP perdus ont 
trouvé que le nombre de retransmissions ne donne pas lIne bonne estimation du nombre 
de segments perdus (Allman, Eddy et Ostermann, 2003; Hoe, 1996; Floyd et Henderson, 
10<)0). En effet, ils ont. trouvé que la ciifférenr.e entre le nombre de paquet retransmis et 
le nombre de paquets perdu pour TCP (version Reno ou Tahoe) est due à l'utilisation 
de l'algorithme « slow start » lorsque le ciélai cie retransmission (RTO) expire. En effet, 
fréquemment, le RTO expire et oblige TCP à retransmettre le paquet bien que ce dernier 
ne soit pas réellement perdu (Allman, Eddy et Ostermann, 2003; Hoe, 1996; Floyd et 
Henderson, 1999). 
Nous pensons que ceci n'est pas vrai pour un réseau üBS. La figure 5.5.(a) montre 
un exemple de segment (Seg 1) qui a été perdu dans un réseau optique ordinaire (à 
commutation de paquet ou de circuit). Le segment est retransmis après le délai de 
retransmission (Retransmission TimeOut - RTO). Dans le cas où TCP n'utilise pas les 
rejets sélectifs, TCP retransmet les segments 2 et 3 même s'ils ne sont pas perdus. Ainsi, 
le nombre de segments perdus est inférieur à celui des paquets retransmis (SL < RTS). 
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Dans le cas où TCP utilise les rejets sélectifs, TCP ne retransmet que le segment l. 
Ainsi, le nombre de segments perdus est presque égal à celui des paquets retransmis 
(SL ~ RTS). 
La figure 5.5.(b) montre un autre exemple où le segmeut l est perdu dans un 
réseau OB5. Les segments qui le suivent sont aussi perdus puisqu'ils appartiennent à 
la même rafale (avec ou sans le rejet sélectif de TCP). Ainsi, le nombre de segments 
perdus est quasiment égal au nombre de segments retransmis (SL ~ RTS). 
Le nombre de segments envoyés par une connexion TCP avant la réception d'un 
acquittement est égale à la taille de la fenêtre TCP (notée vV). Ce nombre est géné­
ralement très petit par rapport à la taille de la rafale (Par exemple, nos simulations 
montrent que la taille moyenne de la fenêtre (10 segments) est faible par rapport à la 
taille d'une rafale (77 segments)). Ceci augmente la probabilité que les vV segments en­
voyés par une connexion appartiennent à la même rafale. Par conséquent, ceci augmente 
la probabilité d'avoir le cas de la figure 5.5.(b) c'est-à-dire SL ::::; RTS. 
Source Destiuation Source Destination 
RTü 




(a) Réseau ordinaire (Il) Réseau üBS 
Figure 5.5 Exemple de retransmission TCP dans un réseau ordinaire et dans un réseau 
OB8. 
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Ceci montre que, dans le cas de la commutation de rafales, le nombre de segments 
retransmis donne une bonne estimation du nombre de segments perdus. 
- Estimation du débit de perte des rafales (EBL) 
Une fois que le nombre de segments perdus ESL a été estimé, il faut déduire 
EBL à partir de ESL. Ensuit.e, il est. facile d'écrire EBLR en fonction ESLR. 
Puisque Lv.BL est le nombre de rafales perdues de taille v segments, alors 
v.(Lv.BL) est le nombre de segments dans les (Lv.BL) rafales. Par suite, v.(Lv.BL) est 
le nombre de segments perdus dans les rafales de taille v. 
Par conséquent, le débit de perte des segments est exprimé par: 
SL = L v.(Lv.BL), (5.21) 
V=Vnti.n 
OÙ Vmin et Vmax sont respectivement les tailles minimale et maximale des rafales ex­
primées en nombre de segments. Ainsi, on a : 
Vmnx 
SL = BL. L v.Lv· (5.22) 
En divisant par BR et en utilisant l'équation 5.16, on a : 
St V",ax 
BR = BLR. L v.Lv· (5.23) 
V=Vm1.n 
Eu utilisant l'équation 5.18, on a : 
Vrno.:I; 
5L.SpB = BLR (5.24)SR . 
V=Vrn"i.n 
En utilisant. l'équation 5.17, on obtient 
,\,v",ax V L 
SLR = BLR. 0v=~m.in . v. (5.25 ) 
pB 
Ensuite, on a : 
BLR = Ci.5LH. (5.26) 
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où Ct est défini par 
SpB 
Ct = =""""'Vc-m- a x --L-' (5.27)...2­
L.....V=V m 1.n V. v 
Ainsi, EBLR peut être déduit en fonction de ESLR par cette relation: 
EBLR = Ct.ESLR. (5.28) 
5.2 Évaluation de performance 
Afin d'évaluer la performance du modèle proposé, nous l'avons implémenté da.lIs 
le simulateur (ns-2) (McCanne et Floyd, 1995). Ainsi, nous validons le modèle avec 
feedback sur une topologie à deux nœuds de cœur sans qualité de service. Ensuite, le 
modèle avec feedback est appliqué à la topologie NSFNet avec trois classes de service 
afin de va.lider l'extensibilité du modèle pour des topologies complexes. 
Finalement, nous évaillons le modèle amélioré (lltilisant la prévision TCP) sans 
feedback sur la topologie NSFNet. 
5.2.1 Contrôle du taux de perte avec feedback et sans QoS 
Sa 5 ms 5 ms do 
Figure 5.6 Topologie étudiée. 
La topologie utilisée pour tester l'efficacité du système asservi en boucle fermée 
est constituée de deux nœuds d'entrée (les sources), deux nœuds de cœur et deux nœuds 
de sortie (destinations) comme le montre la figure 5.6 (Farahmand, Zhang et lue, 2004). 
La configuration de la simulation est la suivante: 
- Chaque nœud d'entrée génère des rafa.les suivant la distribution de Poisson de 
moyenne 7500 rafales par seconde. 
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- La taille d'une rafale est de 120 KB.
 
- Les taux de perte des rafales sont calculés à partir de la simulation comme un
 
paramètre de bout en bout (sourœ-destillatioll). 
- Le délai de traitement d'un paquet de contrôle est de 10 j.Ls. 
- La valeur de l'offset est égale à 1 ms. 
- Il n'y a pas de conversion de longueurs d'onde au niveau des nœuds. 
- Il Il 'y a pas de mémoire tampon (buffer) pour COllserver les rafales au niveau 
des nœuds. 
- Pour le routage, l'algorithme du plus court chemin est utilisé. 
- Chaque lien contient quatre canaux, chacun opère à 10 Gbps. Un seul canal est 
utilisé r.omme canal de contrôle, les canaux restants sont \\tilisés comme canaux 
de données. 
- Le mécanisme de rr.servat.ion est le protocole Just-Enough- Time (JET). 
- Le taux perte des rafales de référence est fixé à 0,3. 
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Figure 5.7 Débit de bnrstification et taux de perte des rafales entre la source So et la 
destination do. 
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La première étape est de tester s'il est possible de modéliser le réseau OBS par un 
modèle ARMA en considérant le débit de burstification (BR) comme entrée du modèle 
et le taux de perte des rafales (BLR) comme sortie. La figure 5.7 montre la relation 
entre le débit de burstification (BR) et le taux de perte des rafales (BLR). En effet, 
elle montre que le taux de perte des rafales augmente graduellement lorsque le débit de 
burstification augmente. L'impact du débit de burstification est clair; ceci suggère que 
le débit de burstification sera suffisant comme entrée du modèle ARMA représentant 
le réseau OBS. Ainsi, il est facile de déduire à partir de ces données les paramètres du 
modèle ARMA (éq. 5.1) qui représente le réseau üBS et qui relie BLR à BR. 
La figure 5:8 montre les taux de perte des rafales (le paramèt.re à contrôler) ent.re 
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(c) la source
 SI vers la destination do (d) la source SI vers la destination dl 
Figure 5.8 Taux de perte des rafales. 
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le taux de perte entre la source 80 vers la destination do. On remarque que le système 
se stabilise en moins de cinq seconde. Il est clair que le taux de perte des rafales oscille 
autour de la valeur de référence désirée 0,3 (±15 %de la référence). Ceci prouve que le 
contrôleur adapte efficacement le débit de burstification et par suite, le taux de perte 
désiré est atteint. Les résultats sont similaires pour toutes les sources et destinations. 
La figure 5.9 montre le débit de hurstification (le paramètre à régler) ent.re chaque 
noeud d'entrée et chaque noeud de sortie. Par exemple, la figure 5.9(a) montre le débit de 
burst.ificat.ion ent.re la somC8 80 et la destination do. En examinant. aussi la figure 5.8(a), 
on remarque que lorsque la valeur du taux de perte dépasse 30 %, le contrôleur réduit 
le débit de burstification. Si la valem du taux de perte est inférieme au t.aux désiré, Je 
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Figure 5.9 Débit de burstification. 
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sources et destinations (fig. 5.9). Cela montre que le contrôleur adapte efhcacernent le 
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Figure 5.10 Taux de perte des rafales pour tout le réseau. 
La figure 5.10 montre le taux de perte moyen des rafales pour tout le réseau 
durant la simulation. Le taux de perte oscille autour de la valeur de référence désirée 
(30 %). Ceci montre qu'on peut contrôler et de stabiliser le taux de perte des rafales 
dans le réseau autour d'une valeur fixée par l'administrateur du réseau grâce au modèle 
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Figure 5.11 Utilisation du lien.	 
La figure 5.11 montre l'utilisation de chaque lien du réseau simulé. Le lien entre	 
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les deux nœuds de cœur vQ et VI a une utilisation autour de 60 %. Cette valeur constitue 
la plus importante utilisation par rapport aux autres liens. Elle peut être utilisée pour 
choisir le taux de perte des rafales de référence afin de maximiser l'utilisation du réseau. 
En effet, si on vise à réduire le taux de perte, on est obligé de réduire le taux d'injection 
des ra.fales da.ns le résea.u et pa.r suite, l'utilisation va diminuer. Ainsi, il faut choisir un 
taux de perte de référence qui n'est pas très faible pour ne pas diminuer l'utilisation des 
liens. Le ta.ux de référence ne doit pas aussi être très importante pour pouvoir atteindre 
la qualité de service requise en termes de taux de perte. Par conséquent, il y a un 
compromis à éta.blir entre lill ta.ux de perte a.ccepta.ble (pour la qua.lité de service) et 
une utilisation acceptable (pour exploiter au maximum les ressources). 
5.2.2 Contrôle du taux de perte avec feedback et avec QoS 
Dans cette section, les simulations présentées visent à tester l'extensibilité du 
modèle propos~ avec feedback en ajollt.ant la qualit.é de service. 
(.~~:: Nœud de fronlière et de cœur 
o Nœud de cœur 
Figure 5.12 Le réseau NSFNet. 
La figure 5.12 représente le réseau NSFNet (Zalesky et al., 2007) utilisé poui les 
simulations. Il est constitué de 14 nœuds et 21 liens bi-directionnels. La figure montre 
aussi le délai de propa.gation de cha.que lien exprimé en millisecondes. Les nœuds en 
pointillé sont considérés en même temps comme nœuds de frontière et nœuds de cœur. 
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Les nœuds tracés en ligne coutinue sont seulement des nœuds de cœur. Chaque nœud 
d'entrée Si génère des rafales qui suivent une distribution de Poisson vers chaque nœud 
de sortie dj. Il Y a trois classes de rafales: Co, Cl et C2. La classe Co est celle qui a la 
plus haute priorité. Les débits moyens des rafales pour chaque classe Co, Cl et C2 sont 
respectivement 35000, 65000 et 115000 rafales par seconde. Pour la réservation des lou­
gueurs d'onde, la préemption est utilisée, c'est-à-dire une rafale de haute priorité peut 
annuler la réservation d'une rafale muins prioritaire et prendre sa place. 
La configuration de la simulation est la suivante:
 
- La taille maximale d'une rafale 120 KB.
 
- Le délai de traitement d'un paquet de contrôle est de 10 /J-s.
 
- La valeur de l'offset est égale à 1 ms.
 
- Les nœuds sont capables· d'effectuer la conversion de longueurs d'onde pour les
 
rafales. 
- Il n'y a pas de mémoire tampon pour conserver les rafales au niveau des nœuds. 
- Pour le routage, l'algorithme du plus cour-t chemin est utilisé. 
- Chaque lien contient 70 canaux, chacun opère à 10 Gbps : 15 canaux sont 
utilisés comme canaux de contrôle et les canaux restants sont utilisés pour les 
données. 
- Le mécanisme de réservation est le Just-Enough- Time (JET) (Jue et Vokkarane, 
2005). 
- Les taux de perte des rafales de référence puur les dasses COI Cl et C2 sont 
respectivement fixées à 0, 0,001 et 0,005. 





BLRSQ s/CO) --t ­
0.04 
0035 
0.03 1[\~~1~~~~~tJ'f~~~?i{{ BLRsQ s/C 1) BLRSn s/C2) ----x--­""Cl 
0.025 f­ ; . .v v .... 
0.02 
0.015 1· ....... .~ ! 1· .. ... ; :. ... 
0.0\ ~~~~~k0.005 
D­
O	 \0 20 30 40 50 60 70 80 90 100 
Temps (s) 
Figure 5.13 Taux de perte des rafales de la source 80 à la destination d6 (sans 
contrôleur) . 
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Figure 5.14 Taux de perte des rafales de la source 80 0. 10, destination d6 (avec 
contrôleur) . 
La figure 5.13 montre le taux de perte des rafales de la source 80 vers d6 pour 
chaque classe de service sans utiliser le contrôleur. Le taux de perte BLR de la classe 
Co est nul puisque la préemption est utilisée. Ainsi, les rafales de la classe Co peuvent 
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prendre la place de n'importe quelle autre rafale de priorité inférieure et de réserver 
une longueur d'onde. On remarque que le taux de perte des rafales est autour de 0,008 
pour la classe Cl et autour de 0,04 pour la classe C2. Dans ce cas, l'inconvénient est que 
l'administrateur ne peut pas contrôler ce taux de perte. 
La figure 5.14 montre le taux de perte des rafales pour les classes Co, Cl et C2 ul,i­
lisant le système asservi en boucle fermée. Le taux de perte de rafales pour la classe Co 
reste égal à zéro à cause de la préemption. Cependant, il oscille autour de 0,001 pour la 
classe Cl qui est la valem désirée pour la classe Cl' Pour la classe C2, le taux de perte os­
cille aussi autour de taux désiré 0,005. L'avantage de l'utilisation du contrôleur est qu'il 
génère dynamiquement le débit de bmstification pour chaque classe. Sans contrôleur, il 
est impossible d'estimer le débit de burstification de chaque classe qui garantit l'obten­
tion du taux de perte désiré correspondant à celle-ci. 
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Figure 5.15 Utilisation du réseau. 
La figure 5.15 montre l'utilisation du réseau. Sans contrôleur, l'utilisation est 
autour de 31,5 % contre 29 % avec le contrôleur. Cela est justifié par le fait que le 
contrôleur fait passer moins Je rafales afin de garantir le taux de perte désiré pour 
chaque classe. Ainsi, il permet d'avoir le maximum d'utilisation des ressources avec le 
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taux de perte désiré pour chaque classe de service. 
5.2.3
 Contrôle du taux de perte sans feedback avec prévision du trafic TCP et 
sans QoS 
Les résultats présentés dans ce paragraphe visent à tester le modèle proposé sans 
feedback et qui utilise la prévision d\! taux de perte des segments TCP pour estimer 
le taux de perte des rafales. Ainsi, aucun feedback du réseau n'est nécessaire (fig. 5.4). 
Nous aVOllS simulé le réseau NSFNet tel que décrit dans la figure 5.12. Les hypothèses 
de la simulation sont les suivantes : 
- Il y a 20000 connexions FTP entre chaque couple de nœuds de frontière. 
- Les arrivées des sessions FTP suivent une distribution de Poisson d'inter-arrivée 
moyenne de 0,01 s. 
- Les connexions FTP transmettent des fichiers de tailles différentes suivant la 
distribution de Pareto de moyenne 10 MB et de paramètre 1,2 (Charzinski, 
2000). 
- TCP Tahoe est utilisé. Cette version de TCP inclue les mécanismes Slow-Start, 
Congestion Avoidance et Fast Retransmit (Jacobson, 1988; Fall et Floyd, 1996). 
- La taille cl 'un message Tep est de 1500 octets, la taille de l'acquittement TCP 
(ACK) est de 40 octets. 
- La taille maximale de la fenêtre TCP est de 64 KB (::::: 43 segments TCP). 
- Le temps de retransmission RTO est estimé à 0, 5 s. Ainsi, la taille de l'intervalle 
l est fixé à 2 s. 
- La taille maximale d'une rafale 120 KB (::::: 77 segments). 
- Le délai de traitement d'un paquet de contrôle est de 10 J.LS (microseconde). 
- La valeur de l'offset est égale à 1 ms. 
- Les noeuds sont capable~ d'effectuer la conversion de longueurs d'onde pour les 
rafales. 
- Il n'y a pas de mémoire tampon (buffer) pour conserver les rafales au niveau 
des nœuds. 
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- Pour le routage, l'algorithme du plus court chemin est utilisé. 
- Chaque lien contient quatre canaux, chacun opère à 10 Gbps : un canal est 
utilisé pour l'envoi des paquets de contrôle et les canaux restants sont utilisés 
pour les rafales. 
- Le mécanisme de réservation est le Just- Enough- Time (JET).
 
- Il Y a une seule classe de service.
 
- Lorsque le contrôleur est utilisé, le taux de perte des rafale~ de référen<.:e est
 
fixé à 10-2 . 
- La technique de la représentation des lieux des pôles donne un gain Ks,dj égal 
à 500. 
- Les valeurs réelles (non estimées) du taux de perte des rafales et du taux de 
perte des segments sont mesurées directement lors de la simulation. 
- Les statistiques de la distribution des tailles des rafales montre que plus de 40 % 
des rafales dans le réseau sont formées de 77 segments. Cette valeur correspond 
à la taille maximale des rafales. La distribution des tailles des paquets perdus 
(Lv) montre que plus de 90 % des rafales perdues sont de taille 77 segments. 
Les rafales de grande taille ont plus de probabilité d'être perdues. En effet, il 
est plus difficile de trouver des espaces libres dans les canaux pour les grandes 
rafales. 
Les simulations visent à évaluer la performance de la prévision du taux de perte 
des segments (c'est-à-dire le taux de perte des segments (8LR) comparé au taux estimé 
de perte des segments (E8LR)). Ensuite, le taux de perte des rafales (BLR) est comparé 
au taux estimé de perte des rafales (EBLR). Enfin, nous comparons le contrôleur avec 
feedback et le contrôleur sans feedback qui utilise seulement le taux de perte estimé par 
la prévision TCP au niveau du nœud d'entrée. 
La figure 5.16 montre le taux de perte réel (mesuré) des segments (8LR.) comparé 
au taux de perte estimé des segments (E8LR) entre la souree So et la destination d6. La 
figure montre que l'erreur entre E8LR et 8LR est faible (Ri\!lSE = 0,00344). 
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Figure 5.16 Taux de perte des segments réel (mesuré) et estimé entre la source So et 
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Figure 5.17 Taux de perte des rafales réel (mesuré) et estimé entre la source So et la 
destination d6 (sans contrôleur). 
La figure 5.17 montre le taux de perte des rafales mesuré (BLR) entre la source 
80 à la destination d6 comparé au taux estimé (EBLR) déduit à partir du ESLR à l'aide 
de l'équation 5.28. Il est clair que l'erreur entre la valeur réelle et la valeur estimée reste 
faible (RMSE = 0,002868). 
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Figure 5.18 Taux de perte des rafales (BLR)controlé avec EBLR entre la source 50 et 
la destination do. 
La figure 5.18 montre le taux de perte des rafales (BLR) obtenu en utilisant le 
contrôleur salis feedbac:k (fig. 5.4). Le taux de perte estimé EBLR a été utilisé à la 
place du taux de perte réel BLR comme entrée au contrôleur pour adapter le débit de 
burstificatioll. La figure montre que l'erreur ei'Jtre le taux de perte des rafales estimée 
EBLR et le tàux de perte mesuré BLR n'est pas importante et que l'objectif de stabiliser 
le taux de perte BLR est atteint. Ainsi, le taux de perte des rafales (BLR) oscille autour 
du taux de perte de référence fixé par l'administrateur (0,01). Cela montre que le BLR 
estimé peut remplacer la valeur mesurée du BLR. Ainsi, le feedbar.k du réseau n'est plus 
nécessaire. Le nœud d'entrée devient autonome et capable de contrôler le taux de perte 
cie rafales à j'intérieur du réseau sans aur.un feedbar.k du réseau. 
5.3 Conclusion 
Dans ce chapitre, nous avons utilisé la modélisation et la prévision du trafic com­
binées avec les modèles de systèmes asservis avec et sans feedback afin de contrôler le 
taux de perte des rafales dans un réseau OBS. Le modèle proposé permet de garantir un 
taux de perte pour le réseau qui est fixé par l'administrateur du réseau. Ensuite, nous 
avons étendu le modèle pour tenir compte de la qualité de service en définissant des 
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classes de service. Chaque classe de service est défiuie par une valeur de taux de perte. 
Nous avons effectué des simulations pour le modèle proposé sur une topologie simple 
et uue topologie complexe (NSFNet). Les résultats montrent que la techuique proposée 
permet de contrôler le taux de perte pour chaque classe de service. Ainsi, les valeurs 
désirées pour le taux de perte sont atteintes et préservées par le contrôleur. Aucune 
garantie ne serait possible sans l'approche proposee. Bien que l'utilisation du réseau 
diminue lorsqu'on utilise la technique proposée, elle permet de garantir le taux de perte 
pour chaque classe de service. 
Le modèle de contrôle proposé a été ensuite amélioré afin d'éviter les feedbacks à 
partir ou réseau. Ainsi, le nœud d 'ent.rr.e prévoit k taux de perte sans aucune information 
provenant du réseau. Nous avons proposé une méthode pour estimer le taux de perte des 
rafales en se basant sur les statistiques TCP disponibles au niveau du nœuo d'ent.rée. 
Ainsi, le taux de perte des segments TCP est estimé en utilisant les statistiques sur les 
retransmissions TCP. Ensuite, le taux de perte des rafales (niveau üBS) est calculé à 
partir du taux de perte des segments TCP. Les résultats montrent que les taux de perte 
des rafales estimés sont précis. 
Nous avons ensuite intégré cette méthode d'estimation dans le modèle de contrôle 
proposé afin d'éviter lé feedback du réseau. Les simulations de la topologie NSFNet 
montrent que le modèle amélioré contrôle efficacement le taux de perte sans aucun 
feedback provenant du réseau ni de mesure de bout en bout. 
D'autres ét.udes peuvent. êt.re considérées pour évaluer la précision de la prévision 
du taux de perte des rafales à partir des statistiques au niveau TCP, mais en utilisant 
d'autres variantes de TCP telles que HighSpeed TCP (Floyd, 2003) et FAST (Paga­
nini et al., 2003) qui sont proposées spécialement pour les réseaux haut débit. En 
effet, ces mécanismes changent. le mécanisme oe contrôle rie congestion du protocole 
TCP pour l'adapter aux réseaux haut-débit et par suite, le trafic généré changera de 




Le travail présenté dans cette thèse a permis, dans un premier temps, d'identifier 
et étudier les différents paramètres et techniques permettant d'améliorer la prévision du 
trafic. Ainsi, les résultats obtenus ont permis de déduire un certain nombre de recom­
mandations pour paramétrer les modèles de prévision. Une technique d'échantillonnage 
adaptée à, la prévision du trafic a été aussi proposée. Dans un second temps, la prévision 
a été exploitée pour la gestion des files d'attente dans les routeurs et le contrôle du taux 
de pertes dans les réseaux optiques à commutation de rafales. 
Nons avons tout d'abord présenté les caractéristiques du trafic Internet, les prin­
cipaux modèles de prévision du trafic, les prétraitements possibles sur les données ainsi 
que les t.ravaux récents dans le domaine de la modélisation et la prévision du trafic. 
Afin d'étudier l'effet des clifférents paramètres sur la précision de la prévision, 
nous avons utilisé deux ensembles de traces de trafic réel collectées sur deux liens de 
capacités différentes (100 Mbps et 1 Gbps). Plusieurs prévisions ont été effectuées en 
utilisant les modèles ARMA, AREvlA et cLSNF. Nous avons étudié le choix des entrées 
du modèle de prévision. Les résultats montrent qu'un seul retard est suffisant pour la 
prévision du débit. Nous avons aussi trouvé que la prévision se dégrade avec l'augmen­
tation de la variance ou de la granularité. De plus, l'augmentation de la quantité de 
données pour J'apprentissage n'améliore nécessairement pas la performance du modèle 
de prévision. Nous avons aussi trouvé que le comportement du trafic dépend princi­
palement des grands paquets (de tailles supérieure 800 octets). Cela nous a incité à 
étudier l'utilisation des variables exogènes comme entrées du modèle. Ainsi, le nombre 
de paquets de grande taille, utilisée comme entrée d li modèle de prévision, améliorent 
la précision de la prévision du débit. 
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Les techniques de prétraitement, notamment celles d'échantillonnage, ont été 
aussi étudiées dans ce travail. Nous avons montré que l'application des techniques 
d'échantillonnage a un effet considérable sur les caractéristiques des données obte­
nues et sur la performance de la prévision. Ainsi, nous avons proposé une technique 
d'échantillonnage qu'on a baptisée échantillonnage basé SUT le rnaxirrmm (maximum­
based sampling). Cette technique permet d'utiliser l'historique des pics de débit pour 
prévoir les pics qui présentent les éventuelles futures congestions. Nous avons prouvé, 
analytiquement et par simulations, que cette technique a l'avantage, par rapport aux 
autres techniques, de préserver l'auto-similarité et la dépendance il. long terme. Les 
simulations montrent aussi que l'échantillonnage basé sur le maximum améliore la per­
formance de la prévision en termes d'erreur. 
Ensuite, nous avons proposé d'utiliser la prévision dans le cadre de la gestion 
des files d'attente. Nous avons proposé un nouveau mécanisme, baptisé (LSNFAQM, 
qui a la particularité de prévoir le débit du trafic et le type des futures congestions: 
congestion grave et congestion légère. Le mécanisme cLSNFAQM vise à stabiliser la 
taille de la file d'attente tout en maximisant l'utilisation du lien. Une étude analytique 
a été' développée pour justifier les décisions du mécanisme cLSNFAQM et estimer la 
taille moyenne de la file (en considérant seulement le trafic TCP et en supposant que 
les temps d'aller-retour et les taux de perte sont identiques pour toutes les connexions 
TCP). Le mécanisme a été aussi implémenté et testé avec des différentes topologies 
et configurations. La performance du mécanisme cx_SNFAQM dépasse celle des autres 
mécanismes tels que RED, PAQM ou APACE. En effet, les résultats montrent que 
le cLSNFAQM permet de stabiliser la taille de la file d'attente tout en gardant une 
utilisation importante du lièn. Cela est important pour contrôler les temps d'attente 
dans les foute urs et par suite, contrôler le délai de bout-en-bout dans le réseau. Le 
mécanisme cx_SNFAQM permet aussi de maximiser le débit à la réception (au niveau 
de la couche application) en minimisant les retransmissions TCP. 
Une autre application de la modélisation et la prévision du trafic a été proposée 
dans le cadre des réseaux optiques à commutation de rafales. En effet, la prévision a été 
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utilisée en combinaison avec les modèles de systèmes asservis avec et sans feedback afin 
de contrôler le taux de perte des rafales pour chaque classe de service. 
Les résultats des simulations montrent que le modèle de contrôle proposé permet 
de contrôler et stabiliser le taux de perte pour chaque classe de service autour des valeurs 
désirées précisées par l'administrateur. 
Le modèle de contrôle a ét.é ensuite amélioré pour éviter les feedbacks à partir 
du réseau. L'amélioration consist.e à prévoir le taux de perte des rafales en fonction 
du taux de perte des segments TCP; celui-ci étant estimé en utilisant les statistiques 
sur les retransmissions TCP. Les résultats montrent que le modèle amélioré contrôle 
efficacement le taux de perte sans aucun feedback du réseau ni de mesure de bout en 
bout. 
Plusieurs perspectives de recherche sont possibles pour ce travail. Il est intéressant 
d'effectuer une analyse de l'effet des autres paramètres du réseau, tels que le nombre 
de flux et leur nature, sur les ~odèles de prévision. Nous pouvons aussi envisager des 
prévisions sur des variables, autres que le débit, telles que le délai, le taux de perte ou le 
nombre de flux. Cela permet de prévoir la performance du réseau et par suite, servira à 
adapter les paramètres des protocoles réseaux à son état futur et garantir une meilleure 
qualité de service. Des prévisions du trafic par protocole (UDP, TCP) ou par application 
(Web, Peer to Peer, FTP) peuvent être aussi effectuées afin de prévoir l'évolution du 
trafic pour chaque type de protocole ou d'application. 
D'autre part, le mécanisme cLSNFAQM peut être amélioré pour tenir compte de 
différentes classes de service. Ainsi, la prévision du débit de chaque classe de trafic peut 
servir pour dérider des rejets des paquets. 
La technique de l'échantillonnage basé sur le maximum, combinée avec un modèle 
de prévision, peut être exploitée afin d'effectuer la réservation dynamique de la bande 
passante disponible pour les réseaux garantissant la qualité de service. 
Des prévisions à long terme peuvent être envisagées au niveau de chaque lien d'un 
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réseau fédérateur. Ainsi, il sera possible d'avoir une idée plus claire sur les éventuels 
changements et améliorations nécessaires à J'avenir pour les équipements et les liens du 
réseau. 
APPENDICE A 
RAPPEL SUR LES PROCESSUS ALÉATOIRES 
Définition A.l. Variable aléatoire: soit (D, F, P) un espace de probabilité. Une 
application X de D dans IR est appelée une var"iable aléatoir·e. L'ensemble des valeur'S 
prises par la variable aléatoire X est l'image de D par X et est noté X(D) C IR. 
X est une variable aléat01re réelle discrète si X (D) est dénombrable. 
Définition A.2. Processus stochastique: un processus stochastique (ou aléatoire) 
est une famille de variables aléatoiTes (c 'est-à-diTe, des appi'ications mesurables) définies 
sur le même espace de probabilité (D, F, P) indexé par T et à valeurs dans IR. Un 
processus stochastique est noté paT {X (t); t E T}. La valeuT de la variable aléatoire 
X(t) en un certain w E D est désignée par X(t)(w). 
Définition A.3. Soit X une variable aléatoire discrète. 
L'espérance (Oll moyenne) de X est définie par IE[X] = ~k kP[X = k] = /-lX 
La variance de X est définie par Var[X] = lE[X2] - IE[X]2 = 01. 
La covariance de deux variables aléatoires X et Y est définie par: 
Cov(X, Y) = IE[(X - /-lX)(Y - /-lY)] = IE[XY] - IE[X]IE[Y]. 
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Le coefficient de corrélation entre X et Y est définie par: 
r(X, Y) = Cov(X, Y) . 
<JX<Jy 
Définition A.4. Loi uniforme: une variable aléatoire X suit une loi de probabilité 
uniforme sur un intervalle [a, bl si elle est associée à une densité de probabilité égale à 
pour a:::; x :::; b, 
sinon. 
Définition A.5. Égalité en distribution: deux variables aléQ,toin~s X et Y sont 
égales en distribution (on note X =d Y) si elles ont la même distribution, c. -à-do : 
P(X :::; x) = P(Y :::; x) \:Ix E lit 
Définition A.6. Fonction de distribution conjointe: soient Y(tl),"" Y(tn ) des 
variables aléatoires continues. La fonction de distribution conjointe de Y(tl),"" Y(tn ), 
notée fy(tl) ..... y(tn)' est définie par: 
fY(tl), ... ,Y(tn) 
(Xl, X2, ... , Xn ) -t fY(tl'), ... ,Y(tn)(Xl,'X2' ... , xn ) 
= P[Y(tI) :::; Xl, Y(t2) :::; X2, ... ,Y(tn ) :::; xn ]. 
Définition A.7. Coefficient d'autocorrélation d'un processus 
soit X = {X(t); t 2 O} un P'fOcessus aléatoire. 
L'autocovariance du processus X entre les instants s et t est définie par: 
Cov(X(s), X(t)) = lE[(X(t) - J.LX(t))(X(s) - J.LX(s))] 
où J.LX(s) et J.LX(t) sont les espérances respectives de X(s) et X(t). 
Le coefficient d'autocorrélation du processus X entre les instants s et t est défini 
par: 
r(X(s), X(t)) = Cov(X(s), X(t)) = 1E[(X(t) - J.LX(t))(X(s) - J.LX(s))]. 
<J X(t)<JX(s) <JX(t)<J X(s) 
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Si le processus X est stationnaire, alors lE[X(t)] = 11 et Var(X(t)) = Œ sont 
constantes et le coefficient d'autocorrélation du processus ne dépend que du décalage 
(noté k) entre deux instants. Ainsi, le coefficient d'autocorrélatioll s'écrit: 
r(k) = IE:[(X(t) - 11)(~(t + k) - 11)]. 
Œ 
Définition A.8. Bruit blanc (white noise) : un processus {E(t); t ~ O} est un bruit 
blanc si les variables aléatoires E(t) sont non corrélées, d'espérance nulle et de variance 
constante. Autrement dit, pour tout t 
IE[E(t)] = 0, Var[E(t)] = Œ2, COV(E(t),E(t + h)) = 0 pour h f. o. 
D'après la définition, il est simple de déduire qu'un bruit blanc est stationnaire. 
Définition A.9. Loi de Gauss: une variable aléatoire réelle X suit une loi de Gauss 
d'espérance 11 et d'écart type Œ strictement positif (donc de variance Œ2) si elle admet 
pour densité de probabilité la fonction p(x) définie, pour tout nombre réel x, par: 
1(~)2p(x) = k e- 2 0 
<Jv27f 
Définition A.lO. Bruit blanc Gaussien: un processus {E(t); t ~ O} est un bruit 
blanc Gaussien s'il est un bruit blanc dont la distribution de chaque variable aléatoire 
E(t) est Gaussienne. 
Définition A.n. Un process'us X(t) tel que X(O) = 0 est à accroissements indé­
pendants si, pour toute suite finit 0 < tl < t2.·· < tn , lts variables aléatoires 
sont indépendantes. 
Définition A.12. Un processv.s à accroissements indépendants est à accroissements 
stationnaires si la loi de l'accroissement (X(t+s) - X(t)) ne dépend pas de t, pour tout 
t ~ O. 
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Définition A.I3. Processus de comptage: un pmcessus aléatoire {N(t); t 20} à 
valeurs entières est un processus de comptage si 
i) N(O) = 0; 
ii) Vs ::: t, N(s) ::: N(t), 
Définition A.I4. Processus de Poisson: un processus aléatoire {N(t); t 2 O} à 
valeurs entières est un processus de Poisson de paramètre À > 0 si 
i) {N(t)} est un processus de comptage à accroissements indépendants et station­
naires ,. 
ii) la variable N( t) suit la loi de Poisson de paramètre À 
(Àt)n
Vn 2 0, P(N(t) = n) = _,_e->'t 
n, 
Définition A.I5. On définit l'opérateur « retard» (backward shift operator) noté L 
par' 
Vy(t) = y(t - i), Vi E N
 
(1 - L)y(t) = y(t) - y(t - 1),
 
(1 - L)dy(t) = (1 - L)d-'(l - L)y(t) si dEN]
 
0:-:- L)dy(t) = (L~=o n~=6(d~~) (_L)k )y(t) = (1 - dL + d(d -1) L2 - '" )y(t) s.i dE IR.
2
APPENDICE B 
LE MÉCANISME RANDOM EARLY DETECTION (RED) 
Le mécanisme Random Barly Detect'ion (RED) est un algorithme de gestion pour 
les files d'attente qui a été proposé par (Floyd et Jacobson, 1993), 
Les variables de l'algorithme sont:
 
- avg : la taille moyenne de la file d'attente exprimée en nombre de paquets,
 
- thmin : le seuil minimal pour la taille moyenne de la file d'attente exprimé en
 
nombre de paquets, 
- thmax : le seuil maximal pour la taille moyenne de la file d'attentr exprimr. rn 
nombre de paquets, 
- q : la taille ar,turllr de la file cl 'attente exprimée en nombre de paquets, 
- wq : un paramètre fixe entre zéro et un, 
- Pa : la probabilité de rejet des paquets, 
- maxp : la probabilité maximale de rejet. 
L'algorithme RED est donné par: 
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Algorithme 1 RED 
1: avg t- 0 
2: count t- -1 
3: à l'arrivée de chaque paquet: 
4: avg t- (1 - wq)avg + wq q 
5: si thmin ~ avg < thmax alors 
6: incrémenter count� 
7 Pb t- maxp(avg - thmin)/(thmax - thmin)� 
8: Pa·t- Pb/(l - count/Pb) 
9: rejeter le paquet arrivé avec une probabilité Pa 
10: count t- 0 
11: sinon si avg 2: thmaxalors 
12: rejeter le paquet 
13: count t- 0 
14: sinon 
15: accepter le paquet dans la file d'attente 
16: count t- -1 
17: fin si 
APPENDICE C 




Figure C.I Système asservi en boucle fermée. 
Une fonction de transfert décrit comment l'entrée est transformée en une sortie 
(Ogata, 1997). Elle est calculée en divisant la transformée en Z de la sortie C(z) par la 
transformée en Z de ['entrée R(z). Ainsi, elle est donnée par (fig. C.l) 
C(z)T( ) = (C.l)z R(z)" 
Les équations suivantes décrivent les fonctions de transfert du système asservi en 
boucle fermée (fig. C.l) : 
C(z) = X(z) x Gp(z), (C.2) 
X(z) = E(z) x Gc(z). (C.3) 
Par suite, on a : 
C(z) = E(z) x Gc(z) x Gp(z). (CA) 
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On a aussi: 
A(z) = C(z) x H(z), (C.5) 
E(z) = R(z) - A(z), (C.6) 
donc 
R(z) = E(z) + C(z) x H(z). (C.7) 
D'après j'équation C.4, la fonction de transfert du système en boucle ouverte est: 
C(z)
W(z) = E(z) = Gc(z) x Gp(z). (C.8) 
D'après les équations C.7 et C.4, la fonction de transfert du système en boucle 
fermée est : 
T z = C(z) = Gc(z) x Gp(z) (C.g)() R(z) 1 + Gc(z) x Gp(z) x H(z)' 
APPENDICE D 
STABILITÉ ET REPRÉSENTATION DES LIEUX DES PÔLES 
- Stabilité du système: 
Un système asservi est stable si la valeur de la variable à contrôler reste bornée au 
cours du temps, c.-à-d. elle doit éventuellement osciller autour d'un point de référence. 
Ainsi, le système est instable si la variable à contrôler est non bornc>e , cela implique 
qu'elle ne peut jamais atteindre la valeur de référence désirée (Ogata, 1997). 
Une fonction de transfert décrit comment l'entrée est transformée en une sortie 
(Ogata, 1997). Elle est calculée en divisant la transformée en Z de la sortie par la 
Lransformée en Z de l'entrée. Les racines du numérateur de la fonction de transfert sont 
appelées les zéros. Les racines du dénominateur de la fonction de transfert sont appelées 
les pôles. 
La valeur des pôles de la fonction de transfert est déterminante pour son compor­
tement dynamique et sa stabilité (Ogata, 1997; Hellerstein et al., 2004; Parekh et al., 
2001). Si l'un des pôles a un module (Izl) supérieur à l, alors la fonction de transfert 
n'est pas stable (Hellerstein et al., 2004; Parekh et al., 2001). Rappelons que z est 
un nombre complexe ainsi les pôles et les zéros sont des nombres complexes qu'on peut 
représenter dans le plan et qui sont caractérisés par des longueurs (modules). Ainsi, 
un système représenté par sa fonction de transfert est stable si tous les pôles sont à. 
l'intérieur du cercle de rayon 1. 
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Par exemple, la fonction de transfert donnée par l'équation D.l a (0,2) comme 
zéro et (0,3) comme pôle. 
W(z)=Z-O,2 (D.l) 
z - 0,3 
La fonction de transfert W(z) est considérée stable puisque le module de son pôle 
est égal à (0,3). 
Dans ce qui suit, nous donnons un exemple de système asservi et nous détaillolls 
davantage la technique de la représentation des lieux des pôles. 
- Exemple de système asservi: 
Comparateur 
Figure D.l Exemple d'un système asservi en boucle fermée. 
La figure D.l montre un exemple de système asservi en houde fermée. En appli­
quant les formules détaillées à l'appendice C, les fonctions de transfert pour cet exemple 
sont comme suit. 
La fonction de transfert du système en boucle ouverte est (d'après l'équation 
C.8) • 
W(z) = C(z) = ]{ x z x 0,3 x z (D.2)
E(z) z-l z-0,5 
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La fonction de transfert du système en boucle fermée est (d'après l'équation C.9) : 
T(z) = CR((zz)) = (K x z)(O, 3 x z) (D.3)(z - 1) x (z - 0,5) + K x z x (0,3 x z)' 
On définit l'équation caractéristique comme étant le dénominateur de la fonction 
de tra.nsfert à boude fermée éga.lisé à 0 (éq. DA). Les pôles de la boude fermée sont les 
racines de l'équation caractéristique. 
(z - 1) x (z - 0,5) + K x z x (0,3 x z) = O. (DA) 
Ainsi, on a : 
K= -(z-1)x(z-0,5) (D.5)
z x (0,3 x z) . 
La technique de la représentation des lieux des pôles (mot locus) est ensuite 
appliquée pour calculer le gain K. 
- Représentation des lieux des pôles (Root Locus) : 
Cette technique a été proposée dans (Evans, 1948; Evans, 1950). Une représen­
tat.ion des lieux des pôles est une représentation de l'évolution de l'ensemble des pôles de 
la fonction de transfert. (c.-à-d. les racines de let fonction caractéristique) lorsque le gain 
K varie de zéro vers l'infinie. Ceci est représenté graphiquement sur le plan complexe 
(fig. D.2). L'axe des abscisses correspond à la partie réelle de z (Rùl(z)) et l'axe des 
ordonnées correspond à la partie imaginaire de z (Im(z)). Les deux courbes (verte et 
bleue) représentent. les pôles de la fonction de t.ransfert.. 
Les lieux des pôles déterminent la stabilité du système. Ainsi, l'idée est de choisir 
le gain qui correspond aux pôles qui fournissent un système stable. Le pôle doit satisfaire 
à deux conditions: être à J'intérieur du cercle de rayon 1 pour éviter l'instabilité du 
système et être sur l'axe des abscisses pour éviter les oscillations (Parekh et al., 2002). 
D'après la figure, il y a plusieurs racines possibles pour l'équation caractéristique 
qui satisfont ces deux conditions. Dans notre exemple, nous choisissons la racine de 
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Représentation des lieux des pôles 
0.4.--------,-------,-------.------..,-----~ 
0.2 0.4 0.6 0.8 
Réel(z) 
Figure D.2 Exemple de représentation des lieux des pôles. 
valeur 0,6. Ainsi, le gain K qui donne cett~ racine doit être déterminé. Il suffit de .. 
remplacer z par 0,6 dans l'équation D.5 pour obtenir le gain K. Ainsi, K est égal 
à 0,3704. En remplaçant K par sa valeur dans l'équation caractéristique D.4, nous 
obtenons: 
(1 + 0,3 x 0,3704) X z2 - 1,5 x z + 0,5 = O. (D.6) 
On peut facilement vérifier que les racines de l'équation D.6 sont (0,6) et (0,75) 
(fig. D.2). Les deux racines sont de modules inférieurs à 1; par conséquent, le système 
est stable pour le gain choisi (K = 0,3704). 
Des outils comme Mat/ab peuvent être utilisés pour appliquer cette technique. 
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