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INTRODUCTION 
A more complete title might be “a survey of the arithmetic of quaternion 
algebras and their connection with modular forms on r,(N) together with an 
algorithm for computing modular forms on r,,(N).” Consider the modular sub- 
group r,(N) of level N, r, = {(f i) E SL(2,Z) 1 c ES 0 (mod N)). It is well- 
known that there is a close connection between the theory of modular forms of 
even weight K > 2 on r,(N) and the arithmetical theory of rational quaternion 
algebras. This connection was first noticed by Hecke [18] in 1940 when he 
conjectured that all cusp forms of weight 2 on r,(p), p a prime, are linear com- 
binations of certain (explicit) theta series attached to the norm form of a 
certain quaternion algebra. Hecke’s conjecture (or rather a slightly weakened 
version of it, the original conjecture being false-see Remark 2.16 below) 
was proved Eichler [12] in 1956. Eichler’s results have now been generalized 
by Eichler [13, 141, Hijikata and Saito (211, and Pizer [36] so that we now can 
handle the case of cusp forms of even weight K > 2 on F,(N), N not a perfect 
square. In general, if N is not prime, we do not obtain all cusp forms of given 
weight on r,,(N) as linear combinations of (generalized) theta series, but only 
those cusp forms that lie in a certain subspace (which does however contain all 
the “newforms’‘-see Section 2) which can be described (see Corollary 2.29) 
in terms of the “newforms” and “oldforms” of Atkin and Lehner (see [2]). 
The purpose of this paper is to present an explicit algorithm based on the 
above theory, which is suitable for computer implementation, for computing 
the subspace of the space of cusp forms on F,,(N) that is generated by theta 
series and for computing the matrix representation of the Hecke operators on 
this subspace. Sections 1 and 2 give a rather complete survey of the relevant 
theory of quaternion algebras and modular forms. The remainder of the paper 
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is devoted to developing procedures for doing arithmetical calculations in 
rational quaternion algebras. 
A major tool in our algorithm is a procedure for calculating the number of 
times a positive definite integral quadratic form represents the positive integers 
1, 2, 3,... (the so-called representation numbers of the quadratic form). This 
procedure, which we believe is quite efficient, may be of independent interest. 
It is given in Section 6. In Section 5, we give a canonical basis for a maximal 
order in any rational quaternion algebra ramified at precesely one finite prime. 
This is very well-known for the quaternion algebra ramified precisely at 2 and 
co, (“Hamilton’s quaternions with coefficients in Q”), but does not seem to be 
known in general and may be of interest. 
The contents of the sections are as follows. In Section 1 we give a sketch of 
the algebraic and arithmetic theory of rational quaternion algebras. Section 2 
contains a sketch of a little of the theory of modular forms on r,,(N) and its con- 
nection with theta series arising from quaternion algebras. Section 3 gives a 
sketch of the algorithm and Sections 4 through 8 give in detail the major com- 
ponents of the algorithm. The titles of these sections are: Section 4: Some Needed 
Procedures; Section 5: Finding an Order of Level N; Section 6: Calculating the 
Representation Numbers; Section 7: Finding Representatives of the Ideal 
Classes; Section 8: Calculating the Theta Series and the Brandt %Iatrices. It 
is the Brandt matrices that give the action of the Hecke operators (see Section 2). 
In Section 9 we give several numerical examples computed using the algorithm. 
These illustrate important points in the theory of Brandt matrices. Also 
Theorem 9.1 shows that the action of the canonical involution on S,( p) is given 
by the Brandt matrix B,( p; p, 1) and hence is explicitly computable. 
From Definition 1.7 on the notational conversion preceding Definition 1.7 
will always be in effect, Also we let exp(x) = tWx and use this notation through- 
out the paper. 
The algorithm has been implemented in Dee 10 Algol 60 at the Brandeis 
University Computer Center and also at the Medical Center Computing Facility 
at the University of Rochester. 
1. QUATERNION ALGEBRAS 
Let F denote either the field Q of rational numbers, the field Q, of p-adic 
numbers (p a prime), or the field 08 of real numbers. A quaternion algebra A 
over F is a central simple algebra of dimension 4 over F. It is well-known (since 
A contains a field of degree 2 over F) that any quaternion algebra A over F 
has a basis 1, i, j, K over F such that multiplication in A is given in terms of the 
basis by the following relations: 1 is (obviously) the identity of -4, i2 = a, 
j2 = b, ;i = k = -ii, where a and b are some nonzero elements of F (see 
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[7, Chap. 8, Sect. 11, No. 21). C onversely, given any a, b E Fx (in general for 
any ring R, we denote by Rx the invertible elements of R), the above basis and 
relations define a quaternion algebra over F (see [24, p. 521). We denote this 
quaternion algebra by (a, b)F or more simply by (a, 6) ifF = Q, (a, b), ifF = QD , 
or (a, b)m if F = R. We will be careful so that there should be no confusion as 
to whether (a, b) denotes the rational quaternion algebra or the greatest common 
division of a and b. For example (- 1, - l)m is Hamilton’s quaternions and 
(1, 1) is just the (quaternion) algebra of 2 x 2 matrices over Q. All our compu- 
tations will be done in terms of the basis 1, i, j, R of the quaternion algebra 
A = (a, b). 
Unfortunately there does not seem to exist a good reference for the algebraic 
and arithmetic theory of quaterion algebras that we require. Thus it seems 
worthwile to sketch the theory we need giving references for most proofs. We 
begin with the algebraic theory. 
If A is a quaternion algebra over Q, we let A, = A @o Q, which is a quater- 
nion algebra over Q, . Similarly we let Qm = R, A, = A @o R and call the 
absolute value on Q the “infinite prime” on Q. If A = (a, b), obviously A, = 
(a, b), . Over Q, or R there is up to isomorphism only two quaternion algebras: 
the 2 x 2 matrix algebra and a unique quaternion division algebra (see [24, 
p. 154; 48, p. 1841). We can write (a, b), = I if (a, b), is the 2 x 2 matrix 
algebra and (a, b), = -1 if (a, b), is the unique quaternion division algebra 
over Q,. Similarly for (a, b)m . With this convention (a, b), becomes the 
Hilbert symbol (see [24, p. 1571). 
Let A = (a, 6) be a quaternion algebra over Q. A prime p of Q is said to 
rumtj$ in A if A, is a division algebra and is said to split in A if A, is the 2 x 2 
matrix algebra. The set of primes ramifying in A is finite and even in number 
(if we count the infinite prime) because of the product formula for Hilbert 
symbols l&(u, b), = 1 for a, b E Q where the product is over all primes p, 
including co (see [24, p. 1811). Further, the set of ramified primes determines A 
up to isomorphism and conversely given any set S consisting of an even number 
of distinct primes, there exists a (unique) quaternion algebra over Q ramified pre- 
cisely at the primes in S (see [30, Theorems 71.19, 66.6, and 57.81). Given a 
and b E Q, determining which primes ramify in A = (a, b) is an easy exercise 
in evamating Hilbert (or Legendre) symbols (see l-24, pp. 164 and 1867). In this 
paper we will only be concerned with quaternion algebras that ramify at pre- 
cisely one finite prime (and hence also at 00). Proposition 5.1 below gives for 
each finite prime the corresponding algebra. 
Let A = (a, b)F . We define conjugation on A by the following: if cy = w f 
xi + yj + zk E A, w, x, y, z, E F, then G = w - xi - yj - zk. Conjugation 
depends only on A and is independent of the particular choice of a, b used to 
define A (see [30, p. 1451). Easy calculations show that sol = u&q = Cu + 8, 
~~=~~,B=~,andoc=~ifandonlyifol~Fforallu~F,a,~~A.The(reduced) 
Norm N and (reduced) truce Tr of A are defined by N(B) = 0rG and Tr(ol) = 
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ol + Cu. Clearly if cy = w + xi + yj + z/z E A = (a, b)r , then N(a) = ~2 - 
US - by2 + a&r2 and Tr(or) = 2w. For example if A = Mat(2, F), then 
c 1) = (-It ,“I , N = det, and Tr = trace. 
Note that N can (and will) be viewed as a quadratic form on the four-dimen- 
sional vector space A over F. Further if A = (a, b) is a rational quaternion 
algebra, then N is a positive definite form if and only if 00 ramified in A if and 
only if a < 0 and b < 0. 
The above covers the algebraic theory that we need. We now sketch the 
(less well-known) arithmetic theory. Let A be a quaternion algebra over Q 
(or Q,). A Zattice on A is a free 2 (or 2,) submodule of A of rank 4. An order 0 
of A is a lattice on A which is also a subring containing the identity. For example, 
Mat(2, Z)is an order of Mat(2, Q). It is easy to see that if 01 belongs to some order 
of A, then Tr(ol) and N(ol) belong to 2 (or 2,) (see [41, Theorem 10.11). 
Now let ‘9I be a quaternion algebra over Q. If L is a lattice on ‘%, we denote 
by L, the lattice L & Z, of ‘$I, . An order 0 of 9I (or of ‘$I,) is said to be maximal 
if it is not properly contained in any other order of 9I (or a,). 6 is a maximal 
order of 2I if and only if 0, is a maximal order of ‘911, for all p < 00, i.e., for all 
“finite” or non-Archimedian primes (see [41, Corollary 11.61). If 91D is a division 
algebra (p < co), there is a unique maximal order ={x E ‘$11, / N(x) E Z,} 
(see [41, Theorem 12.81 or the sentence preceding Proposition 1.1 below). If 
81, is split, then all maximal orders of ‘&, are conjugate to the order (5~ ED) by 
an element of 21u,” (see [41, Theorem 17.31). Also any order is contai:ed’in a 
maximal order (see [41, Corollary 10.41). 
Fix a prime p and let L denote the unique unramified quadratic field extension 
of Q, . L = Q,(51j2) if p = 2 and L = Qp(ul/‘.) for p > 2 where u E 2 is a 
quadratic nonresidue modp (see [24, p. 161, Corollary 2.24 and p. 151, Remark 
2.71). Consider the Q,-subalgebra A of Mat(2, L) given by 
(1.1) 
where 0 denotes conjugation of L/Q, . A direct calculation shows that A is a 
quaternion division algebra over Q, . The norm N and trace Tr of A are res- 
pectively the determinant and trace of Mat(2, L) restricted to A. Let R denote the 
set of integers of L (R = 2, + &,((I + 5’/“)/2) if p = 2 and R = 2, + Z,u1/2 
if p > 2 in the above representation of L). A direct calculation shows that 
is the (unique) maximal order of A since if 01 belongs to an order, then N(a) E 2, 
which implies 01 E 0. 
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PROPOSITION 1.1. Let 9I be a rational quatwnion algebra ramzjied precisely 
atPl , P2 ,..., p,, and co. Then an order 0 of ‘3 is maximal if and only if disc(U) = 
(p, ..’ P,)~, the discriminant being taken respect o the norm form N of ‘K 
Proof. Tr(xy) = N(x + y) - N(x) - N(y) is the bilinear form associated 
to N. If e, ,.,., e4 is a Z-basis for a lattice L, then by definition disc(L) = 
det(Tr(e&)). If IM is an order, obviously disc(M) E 2 and disc(M) > 0 as N 
is positive definite. Thus we need only show (since U is maximal if and only if 
0, is maximal for all p) that for p split, 0, is maximal in ‘$& if and only if 
disc(U,) = 1 (mod UD2), U, the units of 2, and for p ramified, 8, is maximal in 
au, if and only if disc(0,) = p2 (mod UV2). But easy calculations show that 
tdisc($; ,“;) = 1 and disc(U,) = p2, where 8, = {($m 3) 1 a, fi E R) is the 
maximal order of A given by (1.1). This shows the “only if” part. The “if” 
,part then follows from 82.11 of [30] as any order is contained in a maximal order. 
DEFINITION 1.2. Fix a prime p. Let ‘% be the rational quaternion algebra 
ramified precisely at p and co. Let r be a nonnegative integer and let M be any 
positive integer prime to p. An order 0 of 2I is said to have level N = p2r+lM 
if 8, is isomorphic over 2, (i.e., conjugate by an element of ‘$I,*) to (&s~ s;) 
for all 4 # p and if 0, is isomorphic over 2, to {(,7+qs0 z?) 1 01, /I E R} where ‘$I, 
is identified with A as in (1.1) and R is the set of integers in L, the unramified 
quadratic field extension of Q, . 
Remark 1.3. Any positive integer N, not a perfect square, can be represented 
as N = pPr-l-lM for some p and M, p 7 M. 
Remark 1.4. The orders defined in Definition 1.2 are maximal if and only 
if r = 0 and M = 1. The case r = 0 and M square free was first studied by 
Eichler [l l] and are now called Eichler orders. The case r = 0 and M arbitrary 
was studied by Hijikata in [19]. The general case has been studied by Pizer in 
[351. 
Remark 1.5. Let N be a positive integer, not a perfect square. The orders 
of level N are of interest principally because of their connection with modular 
forms on r,(N). One reason this may be so is because of the following. Consider 
0 = (A i), an order of Mat(2, Q). Then r,(N) is “essentially” (i.e., has index 
2 in) the unit group of 8’. Now let N = p 27+1M, p 7 M for some primep. Let 2l 
be the quaternion algebra over Q ramified precisely at p and co and let U be an 
order of level per+lM in ‘$I. Then Ui g Uu for all Q # p. Further 0; oz, R = 
( ,%,“I, f) E ($lR “sp ) E 0, gz R where R is the ring of integers of L, the 
unramified quadratic field extens& of Q, . Thus Ua and 8, are both essentially 
subrings of ( &$, i) fixed by certain (different!) Galois actions induced by the 
Galois group of L/Q, and thus they can be viewed as twisted versions of each 
other. Hence 0 and 8’ are locally isomorphic at all primes 4 # p while at p 
they are almost isomorphic. Thus it should not be too surprising that there are 
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close connections between theories involving 0 and 0’. We should note that we 
do not have to restrict our attention to quaternion algebras which have only one 
finite ramified prime. We can define orders analogous to those defined in Defini- 
tion 2.1 for any rational quaternion algebra (definite or not) and the arithmetic 
of all of these orders is closely connected with the theory of modular forms on 
I’,,(N) (see [20, 361). H owever, as this added generality does not allow us to 
generate any more modular forms, for simplicity we restrict our attention to 
the case covered by Definition 1.2. 
PROPOSITION 1.6. Let Cu be as in Dejinition 1.2. An order 0 of 5N. has level 
p2’+lM if and only if 
(i) disc(o) = (P~~+~M)~, 
(ii) 0, contains a subring isomorphic over Z, to R, the integers in L, the 
unramified quadratic$eld extension of Q, , and 
(iii) 0, contains a subring isomorphic over Z, to Z, x Z, for allprimes q 1 M. 
Proof. Assume 0 has level pzr+lM. Then (ii) and (iii) are obvious and (i) is 
shown by easy local calculations after Proposition 1.1. Conversely, by [35, 
Proposition 2; 19, 2.2 on p. 651, (ii) and (iii) imply that 0 is an order of level 
p2*+lM’ for some s and M’, p +’ M’. Then (i) implies s = r and M’ = M. 
For the remainder of this paper fix a positive integer N, not a perfect square, 
and a prime p such that N = p 2r+1M with p 7 M. % will then always denote the 
quaternion algebra over Q ramified precisely at p and co. An order of IeveI N 
will always mean an order of level pz7+IM in ‘%. 
DEFINITION 1.7. Let 8 be an order of level N in CLI. A left O-ideal I is a 
lattice on 2l such that I, = @,a, (for some a, E 2lz,z) for all p < co. Two left 
o-ideals 1 and J are said to belong to the same class if I = Ja for some a E a”. 
One has the obvious analogous definitions for right O-ideals. 
DEFINITION 1.8. The class numbers of left ideals for any order 0 of level 
N=p 2r+1M is the number of distinct classes of such ideals. We denote this 
class number by H(pzr+lM). 
DEFINITION 1.9. The type number of orders of level N = pz7+lM in ‘$l is 
the number of distinct isomorphism classes of orders of level N in ‘$l. We denote 
the type number by T(p”‘+lM). 
THEOREM 1 .lO. The class number H(p 2T+1M) is jinite and independent of the 
particular order of level N = p 21+1M used in its dejkition. Further the type number 
always satisfies T(pzT+lM) < H( P~~+~M). 
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Proof. This is classical for maximal orders (see Artin [l] and Eichler [lo]). 
For the general case see Pizer [37, Propositions 2.13 and 2.151. See also Proposi- 
tion 1.21 below. 
Remark 1.11. Explicit formulas for the class and type numbers exist. For 
H(pM), M square free see Eichler [I 11; for H(pM), M arbitrary see Pizer [34]; 
for ?“($I) see Deuring [9]; for T(pM), M square free see Pizer [33] or Peters 
[32]; and for T(pM), M arbitrary see Pizer [34]. A formula for the type number 
in the most general case is not yet known. However the class number formula 
is known in the general case. As we need that result, we record it here as: 
THEOREM 1.12. Let p be a prime and M a positive integer prime to p. Let Y 
be a nonnegative integer. Let 0 be an order of level N = pzr+lM in the quaternion 
algebra over Q ramified precisely at p and co. Then the class number H(pzr+lM) 
of left O-ideals is given by 








0 if 9 (N. 
Here the product is over all distinct primes q dividing M and (*I*) is the Kronecker 
symbol. In particular (-4/2) = (-3/3) = 0 and (-3/2) = - 1. 
Proof. The Brandt matrix B,,( 1; p 2T+1, M), see Definition 2.13 below, is the 
H x H (H = H(pZrflM)) identity matrix (see Remark 2.20 below). Hence 
H = Tr(B,(l; p 2r+1, M)) and we need only employ the general trace formula 
for Brandt matrices given by Theorem 26 of Pizer [35]. 
Remark 1.13. Note the similarity of the formula for the class number with 
the formula for the dimension of the space of cusp forms of weight 2 on r,(N) 
(==genus of H*/I’,(N)), see Ogg [29, Chap. IV, Proposition 141. The reason for 
this is given by Corollary 2.29 below. 
DEFINITION 1.14. Let I be a (left or right) O-ideal for some order 0 of level 
N in %. The left order of I = {a E ‘$I j aI C I> and the r&ht order of I = 
{aEN 1 IaCI}. 
Remark 1.15. If I is an ideal of an order of level N, then its left and right 
orders have level N (see [37, Definition 2.14 and following]). Also if I is a left 
o-ideal, its left order is obviously 0 and similarily for right ideals. 
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DEFINITION 1.16. The norm of an ideal, denoted by N(I), is the positive 
rational number which generates the fractional ideal of Q generated by 
{N(a) 1 a E I}. The conjugate of an ideal I, denoted by 1, is given by 4 = {a 1 a E I}. 
The inverse of an ideal, denoted by 1-l, is given by 1-r = (Q E 2l 1 1al C I}. 
The set of ideals, left and right, attached to all orders of (a fixed) level N 
in % form a Brandt grouppoid (see [41, p. 2011). If we have two ideals I and J 
with the right order of I equal to the left order of j, then IJ (=a11 finite sums 
Ck &j, with i, E I, jlc E J) is an ideal with left order equal to the left order of I 
and right order equal to the right order of J (see [41, p. 2011). Relations which 
hold among the above concepts are given by: 
PROPOSITION 1.17. Let 0 be an order of level N. Let I be a left O-ideal with 
right order 0’. Then 
(a) f is a left U-ideal with right order 0 and N(4) = N(I). 
(b) I-1 is a left U-ideal with right order 0 and N(F) = N(I)-] 
(c) 11-l = 0 and I-l1 = 0’ 
(d) 11 = ON(I) and 11 = UN(I). 
(e) 1-l = I/N(l) 
(f) if J is a Zeft O’-ideal, then N(IJ) = N(I) N(J). 
Proof. These facts are almost obvious. For help with the proofs one can see 
[371* 
PROPOSITION 1.18. Let I and ] be left O-ideals. Then I and J belong to the 
same class if and only if there exists an element 01 E ]I such that N(a) = N(I) N(J). 
Proof. Let 0’ be the right order of J. Assume I and J belong to the same class, 
i.e., there is a p E ‘+X2 such that I = J,K Note that N(p) = N(I)/N(j). Then 
]I= ]JL3 = U’(N(J)@. Th us OL = N(@ E J1 and N(a) = N(J)” N(l)/N(j) = 
N(1) N(J). Conversely if 01 E 11 with N(a) = N(I) N(J) = N(J) N(1) = N(J1), 
then Q’or _C 11 and N(ol0;) = N(JI). Then an easy local calculation (see, e.g., 
[37]) shows that O’er = f1. Hence N(J)1 = JJ1= Jo’01 = /a and I = J/3 
with ,!? = a/N(j). 
Remark 1.19. All elements of J1 have norm divisible by N(1) N(J) so that an 
01 as in Proposition 1.18, if it exists, would be a nonzero element of J1 of minimal 
possible norm. Thus our procedure REPRESENTATION. NO (see Section 6) 
will quickly determine whether or not such an ol exists. 
Note that in the proof of Proposition 1.18 we have also proved 
COROLLARY 1.20. A left O-ideal I contains an element CY with N(a) = N(Z) 
if and only if I is in the same class as 0 (in fact ;f and only if I = Ool). 
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PROPOSITION 1.21. Let U be an order of level N in 5X. Let I1 ,..., IH be a 
complete set of representatives of all the distinct left O-ideal classes. Let Oi be the 
right order of Ii, j = I,..., H. Then IilI1 ,..., IilIH is a complete set of representa- 
tives of all the distinct left Oj-ideal classes (for j = l,..., H). Further, the Oi 
represent (with possible duplication) all the types (i.e., conjugacy classes by elements 
of ‘8”) of orders of level N in a. 
Proof. See Propositions 2.13 and 2.15 of [37]. 
2. MODULAR FORMS ON I’,,(N) AND THEIR CONNECTION WITH QUATERNION 
ALGEBRAS 
There are many good references for the theory of modular forms on r,,(N). 
For example Ogg [29], Shimura [46], Atkin-Lehner [2], Schoeneberg [43], 
Gelbart [15], Gunning [16], and Serre [44]. Thus we can and will be very brief 
in our description of this part of the theory. The connections with quaternion 
algebras are less well-known (the best reference being Eichler [14]) and we will 
explain this more fully. 
Let H = {T E C 1 Im(T) > 0} denote the complex upper half plane and let 
H* = Hu Qu{ioo}, i.e., H* consists of all complex numbers with imaginary 
part > 0, the rational numbers on the real axis and, a point ice at infinity. 
r = r,,(N) = {(z i) E SL(2, 2) 1 c = O(N)} acts on H* by fractional linear 
transformations: (z i) sends T to (a, + b)/(cT + d). Q U {iw} are the cusps of 
r = r,,(N). We will continue to write r for r,(N) if there is no confusion. 
Modular forms on I’ are certain functions on H that behave nicely with respect 
to the action of r. Specifically, we have (see Gelbart [15, p. 41) 
DEFINITION 2.1. A modular form f(T) of weight h (h E 2, h 3 0) on r,,(N) 
is a complex-valued function on H such that 
(i) f is holomorphic on H, 
(ii) f is holomorphic at every cusp of r,,(N), i.e., on Q u {ioo}, and 
(iii) f((aT + b)/(cT + d)) = (CT + d)k f(T) for all (E j) E r,(N). 
The complex vector space of all modular forms of weight K on r,(N) is 
denoted by M,(N). 
We explain the meaning of (ii) above. Note that by (iii), f(r) = f(T f 1) 
for all 7 and hence the function p(4) = f(T) with 4 = eXp(T) ( =eznir) is well- 
defined for 0 < 1 Q 1 < 1 and is holomorphic in the punctured disc 0 < 1 4 / < 1 
by (i). To say that f(~) is “holomorphic at the cusp ioo” means that f’(4) 
can be extended to a holomorphic function at 4 = 0. Note that the map 
7 t-+ p “sends” ice to 0. As any rational point on the real axis is sent to ioo 
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by some element of SL(2, Z), we can translate the above to obtain the meaning 
of “f(7) is holomorphic at a cusp” (see [15]). 
Remark 2.2. If k is odd, then by (iii)f(~) = f((-T + O)/(O - 1)) = -f(~). 
Hence, nonzero modular forms can exist on r,,(N) only if k is even. Henceforth 
we assume this. The reader is warned that different authors mean different 
things by “the weight of a modular form” (and some call it the “dimension”). 
One is usually safe in assuming the weight means one of &k, &k/2 (with 
respect to our k), but beyond this one should be careful. 
Assume f(~) is a modular form on r,(N). Hence f(7) is holomorphic at ioo, 
i.e., f^(q) is holomorphic at 0. The Taylor series expansion of f^(q) at 0, j(q) = 
zz==, a& is called the Fourier series expansion off at the cusp ice (or the Q expan- 
sion off). a, is called the nth Fourier coefficient off (at ioo). It is by computing 
these Fourier coefficients off (up to some limit) that we will “compute” the 
modular formf. By sending a cusp to ice by means of an element of SL(2, Z), 
we obtain the notion of the Fourier series expansion of a modular form at any 
cusp (see [I$ p. 61). 
DEFINITION 2.3. A modular form f (of any weight) on r,,(N) is called a 
cusp form if it vanishes at every cusp, i.e., if its zeroth Fourier coefficient is zero 
in the Fourier series expansion off at every cusp. 
The space of cusp forms of weight k on r,,(N) is denoted by S,(N). 
In studying modular forms one is primarily interested in the space of cusp 
forms S,(N). This is because M,(N) = S,(N) @ E,(N) where E,(N) is the 
space of Eisenstein series, at least if k > 2 (see Schoeneberg [43, Chap. VII, 
Theorems 4 and 91) and one feels “that we know” Eisenstein series reasonably 
well. 
The major tool in the study of cusp forms is the notion of the Hecke operators 
T,(n). For each n > 0, (n, N) = 1 one has the Hecke operator Tk(n) which is 
a linear mapping on the space S,(N). The Hecke operators bear the same relation 
to the theory of cusp forms as the concept of an Euler product does to the theory 
of Dirichlet series (see [29]). For the definition of the Hecke operators see 
Atkin-Lehner [2] or Shimura [46]. One has the major 
THEOREM 2.4 (Hecke-Petersson). The Hecke operators T,(n), (n, N) = 1 
acting on S,(N) generate a commutative, semisimple ring. Thus there exists a basis 
f%(T), 1 < i .<i dim S,(N), of S,(N) consisting of eigen functions for all Tk(n), 
(n, N) = 1. 
Proof. See [2, Lemmas 13 and 15, and Theorem 21. 
Let N be a positive integer. Let M be a positive integer dividing N and let d 
be a positive integer dividing the quotient N/M. As r,,(N) C r,,(M), any cusp 
form f(T) on r,,(M) is a cusp form on r,,(N) (see [13, p. 71 or [2, p. 1351). Further 
f(dT) is also a cusp form on r,,(N) (see [2, p. 1451). Let C-(N) denote the sub- 
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space of S,(N) spanned by allf(&) wheref( 7 is a cusp form on some r,(M) with ) 
M a (positive) proper divisor of N and d any (positive) divisor of N/M. Denote 
by Sko(N) the orthogonal complement of C-(N) in S,(N) with respect to the 
Petersson inner product (see [2, Eq. 1.31) on S,(N). (See Atkin-Lehner [2, 
p. 1451.) Following Atkin and Lehner we call &O(N) the space of newforms 
on r,,(N). A newform on r,,(N) is an element of &O(N) which is an eigenfunction 
for all the Hecke operators. A major result of Atkin and Lehner is 
THEOREM 2.5. 
K&V = 0 C C %c”(Wd, 
MIN IpIM 
the direct sum being over all (positive) divisors M of N and d of N/M. Here ;f 
&O(M) is generated by fi(7),..., f,.(T), then S,“(M)d is the space generated by 
f,(d%..,f,(d4 
Proof. See Theorem 5 of [2]. 
We now give the connection with quaternion algebras. Let Q(X) be a positive 
definite integral quadratic form in an even number r = 2K of variables. Integral 
means that Q(X) E 2 for all x E 2’. Such a form can always be written as Q(X) = 
#xtAx, where X* = (xi ,..., x,J and A = (aij) is a positive definite symmetric 
matrix with aii E 2 and aii = 0 (mod 2). In fact A is just the matrix of the bilinear 
form 6~ Y) = 8(x + Y) - 864 - Q(Y). A is called the matrix associated to Q. 
Recall that disc(Q) = (-I)” det(A). 
DEFINITION 2.6. Let Q and A be as above. The Zewel (or Stufe) of Q (or A) 
is the least positive integer N such that the matrix NA-l has integer entries 
with diagonal entries even integers. Q*(X) = $GNA-lx is called the adjoint 
form to Q. 
Remark 2.7. One easily sees that the level of A is equal to the level of iYAlJ 
for any matrix U E GL(r, 2). 
Let P(x) = P(xl ,..., x,) be a homogeneous harmonic polynomial of degree v 
in r = 2k variables. Harmonic means that p(x) satisfies Laplace’s equation 
dp(x) = (a2/&ra + ... + aa/&c,.s) p(x) = 0. Further let Q(X) be a positive 
definite integral quadratic form in r variables with Q(X) = $xtAx as above. 
As Q(x) can be diagonalized over R, there exists a real matrix S such that 
(S-l)t AS-l = I or A = StS. With this we have the 
DEFINITION 2.8. Let Q, S, and P be as above. The (generalized) theta series 
attached to Q and P is 
e(~, Q, P> = n&W4 exp(Q(W 
Recall that exp(x) = eenix. 
(2.1) 
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Remark 2.9. If P(x) is a constant, then our theta series are “regular” or 
“nongeneralized” theta series. The generalized theta series were first studied 
by Schoenberg [42]. Th e important result is that they are modular forms of 
weight k + deg(P) = r/2 + deg(P) on r,,(N), N = level of Q, but with a 
character (see Ogg [29, Chap. VI]). In the case we will consider, this character 
is trivial (see Theorem 2.14 below). 
The harmonic polynomials of Definition 2.8 will in our case arise as follows. 
Let A be Hamilton’s quatemions. Then in analogy with( 1. l), A can berepresented 
as the subalgebra of Mat(2, C) given by A = {(-!= :) 1 z, w E C} where the 
overbar denotes conjugation of C over R. In this representation a basis of A 
is given by 1 = (i i), 1 = (6 -!& J = (-y i), and K = (i 6). This gives a 
representation @ of As on V = C2. Following Eichler [14] we denote by Xi 
the corresponding matrix representation in terms of the canonical basis e, = 
(I, 0) and e2 = (0, 1) of V: X,(x, + x,1 + xJ + x$) = (YE y) with z = 
xi + x,i and w = x, + x,i. @ = cfi induces a representation Qs of A” on the 
sth symmetric power Sym,(V) of I’. Sym,(l/) = V @ ... @ V/K, the product s 
times with K the “symmetric kernal.” A basis for Sym,( V) is given by the set of 
elements {e, @ ... @ e, @ e2 @ ... @ es (mod K)} which we write as 
{elieiei 1 i _ 0 ,..., s} (where we can consider the product as being in the Tensor 
algebra (or rather symmetric algebra) if we wish). Then the representation Qi, 
is given by 
dss(a)(el @ ... @ e, @ e2 @ ... @ e,) = (CDl(d) e,) @ ..* @ (@I(a) e,) 
0 Pd4 4 0 ... 0 C&(4 4, 
all read modulo K. The corresponding matrix representation of AZ with respect 
to the basis {ei”el-i / i = O,..., s} we denote by X, . Thus X, is a s + l-dimen- 
sional representation. We denote by X,, the trivial one-dimensional representa- 
tion of ,4”. With this we have 
PROPOSITION 2.10. The entries of the matrix X,(d) = X,(x, + x,I + xJ + 
x4K) are harmonic homogeneous polynomials p(x, ,. .., x4) of degree s. 
Proof. In terms of the matrix representation 01 = (-d r), @i(a) e, = xe, + 
we2 , and @i(a) ea = -we, + %e, . Thus @,(ti)(eliei--i) = (se, + weJi x 
(-We1 + ze2)s-i. We must expand this last expression and show that the 
coefficients of eijel-j satisfy Laplace’s equation for i = O,..., s. However, 
this is very easy to do without expanding by treating e, and e2 formally as 
variables and then just checking that d((ze, + we,)i(-@el + ZeZ)s-i) = 
4(3/&Z + af/awiG)((ze, + weJi(--we, + %e2)s-i) = 0. Here a/& = 
$(3/8x,, - i a/ax,), a/Z = $(a/&, + i a/ax,), etc. (see [17, p. 41 and [14, p. 1041). 
PROPOSITION 2.11. Let I be a left O-ideal for some order 0 of level N = 
per+lM in a (positive dejinite) quaternion algebra 2l over Q. Then the quadratic 
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form N(x)/N(I) for x E I is a positive de$nite integral quadratic form with level N 
and discriminant N2. 
Remark 2.12. What this means is the following. Let e, ,..., e4 be any Z-basis 
for I. Then Q(xI ,..., xp) = N(x,e, + ... + x,e,)/N(I) is a positive definite 
integral quadratic form with level N and discriminant N2. Since any other 
Z-basis of I is obtained from e, ,..., e, by operating on (e, ,..., e4) by a matrix 
U E GL(4, .2$, the 1 eve1 (see Remark 2.7) and discriminant are independent of 
which particular Z-basis of I we choose. 
Proof. Q(x) = N(x)/N(I) . p ‘t’ IS OSI rve definite since sz, is Hamilton’s quater- 
nions and the norm form there is positive definite. Q is integral since by definition 
N(I) 1 N(x) for all x ~1. Let A be the matrix associated to Q(x). We first show 
that the level is N. As the level is a positive integer, we need only determine 
the level locally at all primes of q < CO. First consider the case q f p. Then 
I, = O$ for some p E )u,” = GL(2, Q,). By Definition 1.2, 
for some a E GL(2, Q,,). Let e, = (t i), e2 = (i i), ea = (L i), and e4 = (i t). 
Then Lyeiol-l/?, i = l,..., 4 gives a Z,-basis for I, . Note that by Remark 2.12, 
read locally, we can choose any basis of I, we wish! Further N(I) = N(p) 
(mod U,). Then the matrix A is of the form A = lJtBU where U E GL(2, Z,) 
and 
= Tr(e&)) 
00 0 1 
0 0 -N 0 
O-NO 0 
10 0 0 
which has level N in Z, . Hence by Remark 2.7, A has level N (mod U,) in Z, . 
For the case q = p, we have I, = 0,/3 for some B E a:,“. Here @I,, is conjugate to 
{( &‘~p ;?:bs) I y, 6 E R} ( see Definition 1.2). Thus using the fact that R = 
Z, @ Z#12 where u E Z, u a quadratic nonresidue modp if p j; 2 and R = 
Z, + Z,(( 1 + 5lis)/2) if p = 2, a calculation exactly analogous to the one above 
shows that A has level N (mod U,) in Z, also. Thus the level must be N. Now 
for the discriminant. Proposition 1.6 shows that if I = 0, then disc(Q) = N2 
as required. We can assume (by multiplying I by some integer if necessary) 
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that 1C 0. Let et ,..., e, be a Z-basis of 0, fi ,..., f4 a Z-basis of I, and M the 
matrix such that M(e, ,..., e# = (fi ,..., fJt. Then N(1)2 = det(M) (see [8, 
pp. 10 and 141 and recall that the determinant of the regular representation of % 
is the square of the reduced norm N). Thus disc(Q) = disc(N(x)/N(I) on I) = 
1/N(1)4 disc@@) on I) = l/N(I)“(det(M))’ disc(N(x) on 0) = N2. Alter- 
natively, if one does not like and/or believe this proof, the discriminant can be 
calculated by a series of local computations analogous to those performed in 
Proposition 1 .l and in the level computation above. This completes the proof 
of Proposition 2.11. 
We are now able to define the Brandt matrices which are the central objects 
of the theory. Let U be an order of level N = p2r+1M, p Y M, in a quaternion 
algebra ‘8 over Q ramified precisely at p and 00. Let Ii ,..., 1, , H = H( p*‘+lM), 
be representatives of all the distinct left U-ideal classes. Let Loi be the right order 
of Ij and let ej denote the number of units of Ui (U E U, is a unit if and only if 
N(u) = 1. Thus ei is just the number of times the positive definite quadratic 
form N(x), x E Uj represents 1 and hence ei is finite. In fact ej < 24 and is 
“usually” 2.). Let s > 0 and let X, be the matrix representation of ‘9l” given in 
Proposition 2.10. For any positive integer 71 and 1 < i, j < H, H = H(P~~+~M), 
let 
l&(n) = eil C Xi(a), (24 
where the sum is over all ol E I:“& with N(a) = nN(I,)/N(li) and the superscript t 
denotes “transpose.” The b&.(n) are s + 1 by s + 1 matrices. Further let 
b&(O) = l/ej and b&(O) = 0 for s > 0. 
DEFINITION 2.13. Let the notation be as above and let s be a nonnegative 
integer. The Brandt matrices B,(n; p2r+1, M) for n > 0 are given by 
B&z; p2’+‘, M) = (b;(n)). 
Thus the B,(n; p2r+l, M) are H(s + 1) x H(s + 1) matrices where H = 
H(p2+“f1M). They are divided into H2 blocks each block being an s + 1 by s + 1 
matrix. The ith, jth block is the matrix b&(n). 
THEOREM 2.14. The entries of the Brandt matrix series. 
@s(7; p27+1, M) = f B,(n; p2r+1, M) exp(nT) 
?L=O 
(2.3) 
are modular forms of weight s + 2 on r,(N). Ifs > 0, they are cusp forms. Here 
N = pzr+l&J. 
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Proof. Fix an entry, say in the ith, jth block and let p(xr ,..., x4) = p(xr + 
x,1 + xa] + x&) be the corresponding polynomial entry of X8 in the notation 
of Proposition 2.10. Then the entry of the Brandt matrix series which we are 
considering is given by 
O(T) = eil 1 p(a) exp(TN(ol) N&)/N(&)). 
noI;‘Ii 
(2.4) 
Let fi ,..., f4 be a Z-basis for 1~~1~ and let Q(x) = N(x,f, + **. + xJJ x 
N(I,)/N(I,) for x E 24. Let A = (aJ be the matrix associated to Q(x), i.e., 
qj = Tr(fiJ) N&)/N(&). Let qr = 1, qs = 1, q3 = J, q4 = K be the canonical 
basis of ‘$I o. R as in Proposition 2.10 and let T = (taj) be the matrix which 
t&s M to (fj>, i.e., fj = Cd tijqi . Then an easy calculation shows that A = 
2N(Ij)/N(&) TtT or A = StS with S = UT, a = (2N(Ij)/N(Ii))1/2. Now if 
Xlfl + .*. + x4f4 = ylql + ... + y4q4, then TX = y. Thus (2.4) can be 
rewritten as 
as p(x) is a homogeneous polynomial of degree s. Theorem 20 of Ogg [29, p. 
VI-221 then shows that e( 7 is a modular form of weight 2 + s on r,,(N). Note ) 
that P(Sx) for x E lR4 is a spherical function with respect to Q(x) in the notation 
of Ogg [29, p. VI-51. The level of O(T) is N since by Proposition 2.11, the level 
of Q(x) is N. The character associated to e(T) by Theorem 20 of [29] is trivial 
since by Proposition 2.11, disc( Q(x)) = N2 and Theorem 20+ of [29] shows that 
the character c(d) = (sgn(d))*(N2/d) = 1. Thus e(T) is a modular form on 
r,,(N) in the sense of Definition 2.1. Finally, Theorem 20 of [29] shows that 
e(T) is a cusp form if S > 0. 
We now consider the case s = 0, i.e., we consider modular forms of weight 2. 
We want to show how to obtain cusp forms in this case also. For convenience 
we drop the “zero” from our notation and write b,$(rr) = bf$(n). Then 
%(n; g,+l, M) = v%(4) 
and bij(n) is just I/ei times the number of elements OL E 1~~1~ with N(cw) = 
nN(Ij)/N(lj). Thus in the notation of (2.3) we have 
where 
eo(T; p2’+l, ik?) = (&j(T)) (2.5) 
e$j(T) = f b&z) exp(nT) 
n=O 
= ei’ & exP(TN(x) N(UIN(A)) 
3 ” 
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and the Bij(~) are modular forms of weight 2 on r,,(N) by Theorem 2.14. None 
of the Bij(7) are cusp forms as the zeroth Fourier coefficient at ice of Bij(T) is 
I/ej . However we have 
PROPOSITION 2.15. The difference of any two theta series appearing in the 
same column of the Brandt matrix series OO(r; pzTfl, M) is a cusp form. That is 
f CT) = eij(T) - ekd 7 is a cusp form for all 1 < i, j, k < H = H(p2’+lM) in ) 
the notation of (2.5). 
Proof. 
e,,cT) = e;l C exP(TN(x) N(1&IV(1h)) 
XEI$h 
is (except for the constant multiple e:‘) the theta series attached to the quadratic 
form N(x) N(I,)/N(I,), x E 1~~1, . But for 1 < h < H, these quadratic forms 
all lie in the same genus, i.e., they are locally equivalent for all primes. This 
follows from Definition 1.7 since for all p there exists a, E ‘$I,” such that Ik?, = 
I,=a, and the map x -+ xa, is a local isometry from N(x) H(I,)/N(IJ, x E (IT’.& 
to N(x) N(Ij)/N(I~), x E (I$*), . But it is a classical result that theta series of 
quadratic forms in the same genus have the same behavior at all cusps, that is, 
their differences are cusp forms (see Siegel [47, p. 3761). 
Remark 2.16. In the case of cusp forms of weight 2 on r,,(p), p a prime 
we have dim(S,(p)) = H - 1, where H = H(p1) is the class number. This 
follows from Theorem 1.12 and [29, Chap. IV, Proposition 141. Thus it is 
nautral to ask if the cusp forms eij(T) - elj(T), i = 2,..., H and j fixed (1 < j < 
H) are a basis of the space S,(p) of cusp forms of weight 2 on r,,(p). In fact, 
Hecke [18, Staz 53, p. 8841 conjectured this to be true for any fixed j. However, 
the conjecture is true only for p < 31 and p = 41, 47, 59, and 71 (see [12, 38, 
401 and Example 1 in Section 9). The reason for this is as follows. Recall that 
I 1 >-.., 1, are a complete set of representatives of the left o-ideal classes (0 an 
order of level p, hence a maximal order) and Oj is the right order of 1j , j = 
1 ,.+*, H. As Uj is a maximal order, there is a unique left Uj-ideal Pi (in fact Pj 
is a two-sided ideal) such that N(P,) = p. If Pi is a principal ideal, at most 
T = T(pl), the type number, of the eij(T), 1 < i ,< H are distinct (see Eichler 
[12, p. 1691 and also Proposition 2.17 below). If Pi is not principal, there is no 
(known) theoretical reason that the eij(T), 1 < i < H, should not be linearly 
independent. Since T(pl) < H(pl), except when p < 31 and p = 41, 47, 59, 
and 71 (see, e.g., [27]) and there always exists an order Oj such that Pi is principal, 
we see that Hecke’s original conjecture cannot hold. Eichler proved however 
(see Corollary 2.29 below) that the H(H - 1) cusp forms eij(T) - elj(T), 2 < 
i < H, 1 < j < H, do span the space S,(p). In all our computations we have 
observed that when Pi is a principal ideal, the T = T(p1) distinct theta series 
among the H theta series eij(T) 1 < i < H have always been linearly independent 
481/64/w 
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and when Pj is not principal, the H theta series eu(~), 1 < i < H, have always 
been linearly independent. It is easy to see that there always exists an 0, such 
that the corresponding Pj is nonprincipal when T < H, i.e., when p > 31, 
p # 41,47,59, or 71. One can obviously ask if the above observed phenomenon 
always occurs. We do not know the answer. However, the possibility that it does 
has influenced some of our algorithms. 
We shall need 
PROPOSITION 2.17. Let 0 be an order of level N in ‘%. Let I be a left 
O-ideal and let J = aIb for some a, b E ‘SC” (J is a left a0a-l-ideal) Let O,(T) = 
CxEI exp(~WW(~)) and ~J(T> =c ~EJ exp(TN(x)/N( J)). Then the theta series 
O,(T) and f?,(7) are identical. 
PYOOf. 
= c exp(TN(y)/N(I) = &(T). 
WI 
LEMMA 2.18. Consider the Brandt matrices B&n; pzr+l, M) = (bij(n)). Recall 
ej is the number of units in 0, , bij(0) = l/ej . Then (a) eib&) = eibji(n) 
for all i, j, 1 < i, j < H and a22 n 2 0 and (b) CE, bij(n) = b(n) (say) is 
independent of i. 
Prmf. Both (a) and (b) are clear for bij(0). Thus we assume n > 1. bij(n) is 
l/ej times the number of elements a? eI;“Ii with N(cu) = nN(IJN(I,). By 
Proposition 1.17, 1~~1~ = N(I,)-l ljIi and LY E N&)-l &Ii with N(ol) = nN(&)/ 
N(Ij) if and only if N(lj)or = /3 EI& and N(/3) = nN(I,) N(Ij). Thus ejb,j(n) 
is just the number of /3 E.~~I~ with N(p) = nN(I,) N(1;). Likewise eibji(n) is 
just the number of /3’ E &Ij with N(p) = nN(I,) N(Ij). But /3 E rjIi if and only if 
b&=WP)=N@) so a is 0 P roved. Now consider (b). If Q E I;‘Ii with 
N(or) = nN(I,)/N(I,), then I;lIp is an integral left @,-ideal (0, is the right order 
of &) of norm n. Integral means that I;‘Ija C Qi . Conversely, all integral left 
U,-ideals in the same class as I;‘Ij having norm ti must be of the form IF’I~x 
with 01 EI;“& and N(S) = nN(I,)/(N(I,). Further, two such ideals I;‘Ip 
and I;‘I&? are equal if and only if 0$z = di/3 if and only if ol = ~$3 with u 
a unit of Oj . Thus bij(n) is precisely the number of integral left Qi-ideals in 
the same class as I;‘I$ having norm 7t. In fact, this is how Eichler defines bu(n) 
-see [14, p. 1051. By Proposition 1.21 we see that I;lIl ,..., IF’I~ gives a 
complete set of representatives of all the distinct left Ui-ideal classes. Hence any 
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integral left 0,-ideal is of the from 1~‘1~ti for some j and some 01~17’1~ . Thus 
CE, bij(n) is just the number of integral left Qi-ideals of norm n and we need 
only prove that this number depends only on the level p2r-‘-lM and not on the 
particular order Oi we choose. Unfortunately while this is very easy to prove 
adelically (I have been trying very hard to avoid adelic arguments), I do not 
know an easy nonadelic proof. I will give in and sketch the adelic argument. Let 
0 and 9’ be two orders of level p2r+1M. It follows from Definition 1.2 that 
there exists an idele 6 E J% , the idele group of ‘$I[, such that 0’ = %W’Z. 
Further, Definition 1.7 implies that any left O-ideal is of the form 0F for some 
idele /? E Jsr . Then the map 06 -+ @‘Z-l/% induces a l-l onto map from 
integral left U-ideals of norm n onto integral left Lo’ ideals of norm n. For the 
real meaning of @, etc., see [34, pp. 2 and 51. 
LEMMA 2.19. Let the notation be as in Definition 2.13. Let B,(n) = 
B,(n; pzr+l, M) = (b,(n)). Consider the matrix 
i.e., A = (aij) where ai, = 1 for i = l,..., H; aij = eie:’ for j = l,..., H, 
ajj = -1 for i = 2,..., H and all other aij = 0 (i # 1, j # 1, i #j). Then 
A&(n) A-l = C(n) f OY all n > 0 where C(n) = (cij(n)) and cIl(n) = b(n) = 
CE, bzj(n) (independmt of i by Lemma 2.18); cri(n) = ccl(n) = 0 for i = 2,..., H, 
and cij(n) = bii(n) - bIj(n) for 2 < i, j < H. 
Proof. Let m = xE1 e,‘, the mass for orders of level p2r+iM. A-l = 
(l/m)D where D = (dij) is given by dij = eT1 if i # j; d,, = e;‘; and dii = 
-1 - m for i = 2,..., H. Then A&(n) A-l = (l/m)Y where Y = ( yij) is 
zven by yri = 1i.j er’bij(n) = xi eT’(Cj bii(n)) = Ci e;‘b(n) = mb(n); yil = 
e;‘_,c, (b,,(n) - bij(n)) = 0 for i = 2,..., H by Lemma 2.18(b); yu = 
elej Cj,k eT1bik(n) - e,m xi er’bij(n) = e,e;’ xi e;’ (& b,,(n)) - e,m x 
xi e;lbji(n) = e,e;‘mb(n) - e,me;lb(n) = 0 for j = 2,..., H by Lemmas 2.18(a) 
and 2.18(b); and finally yij = eF1 Ck: (b,,(n) - biR(n)) - m(b,j(n) - bij(n)) = 
m(bij(n) - b,,(n)) for i, j = 2,..., H. This completes the proof of Lemma 2.19. 
Remark 2.20. Lemma 2.19 should be compared with Eichler [14, Corollary 
1, p. 108 and also the introduction to Chap. IV, p. 1381. Note that B,(O) is the 
only Brandt matrix B,(n) that we know explicitly (other than the identity 
BO( 1)-see Corollary 1.20). L emma 2.19 says that if we reduce B,,(O) to block 
form by conjugating by the matrix A, then all other Brandt matrices B,,(n) are 
also simultaneously reduced to block form by conjugating by A. 
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We are now finally able to treat the case of cusp forms of weight 2. Let 
(2.6) 
where B;(n) is the H - 1 x H - 1 matrix given by B;(n) = (&(n)), &(n) = 
~~+~,~+~(n) for 1 < i, j < H - 1 in the notation of Lemma 2.19. Then we have 
THEOREM 2.21. Let Bh(n; parmtl, n/l) = B;(n) be as in (2.6). Then the entries 
of the modijed Brandt matrix series 
@(T; ~~~+l, M) = f Bh(n; p2?+l, M) exp(nT) 
?2=0 
(2.7) 
are cusp forms of weight 2 071 I’,(N), N = p2+lM, 
Proof. After Theorem 2.14, all we need show is that the entries are cusp 
forms. But this follows immediately from Lemma 2.19 and Proposition 2.15. 
The most important fact about the Brandt matrices is that they give a re- 
presentation of the Hecke operators on a space of theta series. Specifically we 
have 
PROPOSITION 2.22. Fix s and N = p 2T+1M, p { M. Then the Brandt matrices 
B,(n; pzr ml, M) with (n, N) = 1 generate a commutative semisimple ring and 
satisfy the same identities as do the Hecke operators Ts+2(n), (n, N) = I. 
Proof. This is Theorem 2 of [14, p. 1061. Note that as we consider only n 
with (n, N) = I, the proof of Theorem 2 of [14] is valid in our (more general) 
case. 
PROPOSITION 2.23. Let N = p3r+m1 M, p r M. In the notation of (2.3) let 
OS(7; per+*, M) = (Sfj(~)). Then the action of the Hecke operators Tn+2(n), 
(n, N) = I on the Odj(~) is given (form&y) by B,(n), i.e., T,+2(n)(B,j(T)) is the 
(ith, jth) entry of Cz=, (B,(n) B,(m)) exp(mT). 
Proof. This follows from Proposition 2.22 and the definition of the Hecke 
operators. See the Proposition of [14, p. 1381. 
Remark 2.24. The action of the Brandt matrices given above might seem 
rather strange. Maybe it is best to think of it in the following manner. Suppose 
that the theta series &(T),..., 0,,(T) (d = H(s + 1)) in the first column of the 
Brandt matrix series @,(T, p ar+r, M) are linearly independent (this is not 
necessarily so-see Remark 2.16). Then B,9(n) is simply the matrix representation 
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of TS+s(n) on the complex vector space (en(~),..., O&T)) with respect to the basis 
M+., &I(4 
Let N = p2r+*M, p 7 M. Denote by tr, T,(n) the trace of the Hecke operator 
Z’,(n) acting on the space of cusp forms S,(N). Then we have the following 
fundamental 
THEOREM 2.25. For all positive integers n with (n, N) = 1 and all even 
k 3 2 we have 
r-1 
trVzr+lMTJn) -I- 2 C tr,zt+l,uTk(n) + 
! 




= tr B,-,(n; p2r+r, M) + 2 i tr,z~,MT~(n). 
2=0 
Proof. Equation (2.8) is proved by having explicit formulas for the traces 
of the Hecke operators and the trace of the Brandt matrix. See Theorem 4 of 
Pizer [36]. 
Remark 2.26. If Y = 0, the first summation ~~~~ does not occur in (2.8). If 
Y = 0 and M is square free, (2.8) is essentially Eq. (5) of Eichler [14, p. 1401. 
If r = 0, (2.8) is given by Lemma 1 of Hijikata and Saito [21]. The general 
case is given by Theorem 4 of Pizer [36]. 
Our main tool now will be the fact that two representations of a semisimple 
ring are equivalent if and only if their traces are equal (see [25, Theorem 3, 
p. 4581). In order to employ this tool, we need a space of theta series on which 
the Hecke operators act. We obtain this as follows. By Proposition 2.22 the 
B,-,(n) with (n, N) = 1 generate a commutative semisimple ring. Thus there 
exists a matrix C which simultaneously diagonalizes the B,-,(n) with (n, N) = 1, 
i.e., such that CB,-,(n)C1 are diagonal matrices for all (n, N) = 1. 
Further combining this with Lemma 2.19, there exists a matrix C,, such that in 
the notation of (2.6), C&(n) C;’ is a diagonal matrix for all n with (n, N) = 1. 
Let @)k(p2r-1, M) denote the set of (cusp) forms appearing on the diagonal of 
the diagonalized Brandt matrix series z:f, CBk-2(n; p2+l, M) C-l exp(nT) 
for k > 2. For k = 2, let Q2(p *r+l, M) denote the set of (cusp) forms appearing 
on the diagonal of the diagonalized modified Brandt matrix series 
f C,&(n; p*‘+‘, M)C;l exp(nT). 
n=0 
Remark 2.27. Note that all elements of @R(p2r+1, M) are eigenforms for 
all T,(n) with (n, N) = 1. This follows from Proposition 2.23 since the action 
of the Hecke operators T,(n) on the elements of Qlc(p2r+‘, M) is given by the 
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diagonal matrix C%,-,(n) C-l if K > 2 and by C&,(n) q1 if K = 2. Note also 
that we have not obtained any information about CB,.+(n) C-l (or C&,(n) q’) 
if(n,N)> 1. 
THEOREM 2.28. Let Q$(pzTfl, M) = {e,(7),..., O,(T)} (d = H(k - l), H = 
H(p2r+lM) if k > 2 and d = H - 1, H = H(p2T+1M) if k = 2). Also let 
(O,(T)) denote the one-dimensional complex vector space generated by O,(T). Writing 
+ for @ (sometimes) we have 
T-1 
S,( p27+lM) 0 2 c S,( p2s+1M) 
s=o 
where the s is as modules for the Hecke algebra Hgenerated by T,(n) with (n, N) = 
1. Here ~&(P~“+~M) = S,(P~~+~M) @ Sk(p2S+1M), etc. The O,(T) are eigenforms 
for all the T,(n) with (n, N) = 1. 
Proof. As H is a semisimple ring, we need only check (by Theorem 3 of 
[25, p. 4581) that the traces of the transformations induced by the T,(n), (n, N) = 
1 on both sides of (2.9) are equal. Note that the action of Tk(n) with (n, N) = 1 
on @dT),.--, e,(T)) is given by the diagonal matrix C&,(n) C-l if k > 2 and 
by C,&(n) C;’ if k = 2 in the notation of Remark 2.27. Now for k > 2, (2.8) 
provides precisely the equality of the traces that we require. For k = 2, we need 
to find the trace of &,(n; p2r+l, M). But by (2.6), tr Bi(n; p2r+1, M) = tr B,(n; 
P 27+1, M) - b(n) = tr B,(n; p 2T+1, M) - deg T,(n) for (n, PM) = 1 since 
b(n) = deg T,(n) for (n, pM) = 1 (see Shimura [46, p. 631 and Eichler [14, 
p. 941). Thus again (2.8) provides precisely the equality of the traces that we 
require. Finally Remark 2.27 shows that the e,(T) are eigenforms. 
COROLLARY 2.29. Let the notation be as in Theorems 2.28 and 2.5. Then 
(eltT)) @ “’ @ (ed(T)> z @ c c c sko(p2s+1a)d a[M dlM/a s=o 
as H-modules. 
Proof. This follows from Theorems 2.28 and 2.5 by noting that 
,‘-j’,o( p*r+la)d g S,O( pzr+la)d’ 
for d and d’ dividing M/a as H-modules (see [2, Theorem 51). For an explicit 
proof of Corollary 2.29 see Theorem 6 of Pizer [36]. 
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Remark 2.30. Note in particular that Corollary 2.29 implies that all the 
newforms on I’,,(N), N = p2r+lM occur among the O,(T) since the newforms 
are precisely the eigenforms that occur in S,O(pzP+lM)l. 
Remark 2.3 1. The isomorphism of Corollary 2.29 can essentially be replaced 
by equality. See Hijikata [20, Theorem 41 and Pizer [36, Theorem IO]. 
Remark 2.32. It is natural to ask if there is an analogous theory for the case 
r,(N), N a perfect square. Let N = p27M, p { ik?. Let 9I be the quaternion 
algebra over Q ramified precisely at p and CO. We would like to define orders 
of “level N” in a. Of course, we need only obtain a correct local definition in 
‘& . Using ramified quadratic extensions of Q, instead of the unramified 
extension L of Definition 1.2, we can define orders that should be the orders of 
level N. These orders have ideals I whose associated quadratic forms N(x)/N(I), 
x E I have level N, i.e., we obtain modular forms of level N (where N may be 
a square). Unfortunately, it does seem that any relation like Theorem 2.25 
can hold for this case. This is probably due to the fact (which comes from 
Jacquet-Langlands theory) that in the case of square level N, not all newforms 
in r,(N) can be obtained as linear combinations of the theta series and thus 
Remark 2.30 would be false in general if N is a perfect square. In the particular 
case of forms of weight 2 on ro(132), Parry in his dissertation [31] has shown 
that not all newforms on ro(132) can be obtained from theta series. If one is 
able to discover what the “missing” newforms are, one could hope to obtain 
a result analogous to Corollary 2.29 and thus to completely solve the so-called 
basis problem (see Eichler [14, p. 771) for modular forms on I’,(N). 
Since the first version of this paper was written in 19761977 there have been 
several advances. I think it is worthwhile to mention them here without altering 
the main text. Let S,(p, x) denote the space of cusp forms of weight k on To(p) 
with character x. Atkin using Parry’s results was able to determine that the 
“missing” newforms in Sa”(132) are those obtained by twisting forms in Sa(13, 
#“), 1c;” # 1, by $ where # is a character of (Z/132)“. This and other calculations 
led him to the obvious conjecture as to what the “missing” newforms were in 
general for the case Sa”(p2). His questions to the present author about this led 
to the “solution” of the basis problem for S&?M), (p, M) = 1 along the lines 
suggested in the preceding paragraph (see [39] and also Example 4 in Section 9). 
Finally using ideas from [39], ‘d 1 eas of Eichler and Hijikata on Brandt matrices 
with character (see [14, p. IlO]), and other new concepts, Hijikata, Pizer, and 
Shemanske in very recent joint work (see [22]) h ave been able to “solve” the basis 
problem for forms of weight k on r,(N) with character x for all k > 2, all N, 
and all characters x mod N. The algorithm in this paper can be applied to these 
new cases with no or (in the cases of Brandt matrices nontrivial character) 
only minor changes. Example 5 in Section 9 gives an example of computing 
Brandt matrices with character. 
This completes our rather long sketch of the theory behind the “basis pro- 
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blem” for modular forms on p,,(N) (see [14, p. 771). Now we give a sketch of 
our computational algorithm. 
3. SKETCH OF THE ALGORITHM 
Let N be a positive integer, not a perfect square. Then N = par+rm, p + 1M 
for some prime p. We will sketch an algorithm for obtaining the subspace of 
the space Sk(N) of cusp forms of weight K on r,(N) given by Corollary 2.29. 
We will be primarily concerned with the case of forms of weight 2. The modifica- 
tions necessary to obtain forms of higher weight will be noted at the appropriate 
places. 
First let us introduce some convenient notation. For any ideal L of an order 
of level N, we let 
where c(n) (the so-called representation numbers of the quadratic form N(x)/ 
N(L), x EL) is the number of x EL with N(x) = nN(L). Given two ideals L 
and L’ we will often want to compare O,(T) and O,,(T). To do this (on a computer) 
we first select some predetermined number, say LIMIT2 (e.g., LIMIT2 may 
be 5 or 10). Then when we write O,(T) # O,,(T) in the algorithm, it really means 
that the 1st 2nd,..., LIMIT2th Fourier coefficients of B,(T) and e,,(T) are not 
identical. 
We will present the algorithm as a series of steps (from step 1 to step 4). 
The various steps are more fully explained in Sections 5-8 below. 
Step 1. Finding the algebra. We first obtain a basis for the quaternion 
algebra ‘3 over Q ramified precisely at p and co. Theorem 5.1 gives QA and QB 
such that rU = (QA, QB), in the notation of the first paragraph of Section 1, 
is the desired algebra. Thus ‘$I has a basis 1, 1, J, K with relations I2 = QA, 
J2 = QB and IJ = K = - JI. All our computations will be done in terms of 
this basis. 
Step 2. Finding an order of level N. Let N = p2r+1qp . .. qp with q1 ,..., qf 
the distinct primes dividing M. 
Step 2a. By Proposition 5.2, we obtain a maximal order 8, of Cu, i.e., an 
order of level p. 
Step 2b. 0, contains an order of level pql by Definition 1.2 and Remark 
1.4. Such an order has index ql in U, . To obtain one we find all orders of index 
q1 in 0, and use Proposition 1.6 to select one, say 0, , of level pql . 0, contains 
an order of level pq12. To obtain one we find all orders of index q1 in 0, and again 
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use Proposition 1.6 to select one of level pqi 2 We continue in this manner until . 
we obtain an order 0, of level p&Z. Then 0, contains an order of level p3M. 
To obtain one we find all orders of index p2 in 0, and use Proposition 1.6 to 
select one of level p3M. We continue until we obtain our desired order, say 
0 0, of level N. See Section 5 for details. 
Step 3. Finding representatives of the left-ideal classes. This is the critical 
step. The method we present here is based on the assumption that all left 
@,-ideals are induced from ideals in imaginary quadratic subfields of ‘$I. This 
assumption can be stated explicitly in the adelic language. However, as we are 
not able to prove the assumption is valid, stating it precisely will not gain us 
much. It has been valid in all examples we have tried to compute. 
Step 3a. Use Theorem 2.12 to compute the class number H = H(p2+-+lM) 
and put 0 = 8, . 
Step 3b. Let L, = 0 be the first left U-ideal. Note that N&i) = 1. 
Step 3c. Suppose at this point that we have obtained ideals L, ,..., L, 
representing distinct left O-ideal classes (the first time around t = 1 of course). 
Step 3d. Choose some element 01 E 0 with a $2. Consider the order S = 
2 + Zol of Q(z) generated by 01. 
Step 3e. Use Gaussian reduction (see, e.g., Borevich and Shafarevich [6, 
p. 1491) to obtain a set of representatives Ti ,..., TL of the S-ideal classes. 
Also compute N(T;),..., N(TL). 
Step 3f. Set v = 1. 
Step 3g. Push the ideal T: up to a left O-ideal TV = UT: . Note that N(T,) = 
WY). 
Step 3h. Compare the theta series e,y(~) with 8+r),..., e,t(,). If dry(,) # 
e+) for i = I,..., t, then T, is in a distinct left O-ideal class form L, ,..., L, 
by Proposition 2.17. Thus we put Lt+l = TV , replace t by t + 1, replace Y 
by v + 1, and go to Step 3g. If Ory(r) = 8,,(r) for y = ii ,..., i, and only for 
y = il ,...) i, then we test whether or not T, is in the same ideal class as any 
of the L, , y = z1 ,..., i, . By Proposition 1.18, if any FvL, for y = i1 ,..., i, 
contains an element 01 of norm N(T,) N(L,), then (as TV does not determine 
a new ideal class by Proposition 1.18) replace v by Y + 1 and go to Step 3g. 
Otherwise (since by Propositions I. 18 and 2.17, TV determines a new ideal 
class) put L,,, = TV, replace t by t + I, replace v by v + 1, and go to Step 3g. 
Step 3i. Continue iterating Step 3h until either: 
(a) t = H (i.e., we have obtained H ideals L, ,..., L, which represent 
distinct left ideal classes and hence represent all the distinct left ideal classes) 
in which case go to Step 4, or 
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(b) v > h (i.e., we have tested all the ideals Tl ,..., Th) in which case go 
to Step 3d, selecting a different OL, or 
(c) we have tested a total of LIMIT ideals (LIMIT is some preselected 
number, e.g., 2H or 3H) in which case go to Option 1. 
Option 1. This option is based on Proposition 1.21. 
Option la. Select some ideal L, , 2 < p < t. Thus L, # 0 = 0,. 
Option lb. If BcL,-iL,)(7) # 0,1(,) (thus L;;lL,, , which is an order of level N 
by Proposition 1.17(c) and Remark 1.15, is not isomorphic to 0 = L,) then 
go to Option Ic. Otherwise go to Option la, selecting a different CL. If we use 
up all p, 2 < p < t, without finding a L;lL,, with 0,;1,~(,) # 0,1(~), then 
Option 1 fails. 
Option lc. 
for 
Replace. B by L;‘Lu , L, by L;lL, , L, by L;lLl , and L, by L;lL, 
2 < v < t, v # CL. Then L, ,..., L, represent distinct 0 = L;;lL, ideal 
classes by Proposition 1.21. 
Option Id. Go to Step 3d. 
Remark. We of course have to select some maximum number (say TRY) 
of times we will allow Option 1 to be executed. If we have executed Option I 
more than TRY times and still have not obtained representatives of all the 
distinct left ideal classes, we should admit defeat and stop the program. 
Remark 3.1. If Step 3 fails and we do not obtain representations of all the 
distinct left ideal classes, the alternatives are not attractive. Picking ideals 
“out of a hat” is no easy trick. 
Step 4. Calculating the Brandt matrices. First we consider the case of weight 
k = 2. Calculate S,,,(T) for i > j (see Section 6). By the proof of Lemma 2.18 1 1 
ao(T; p”+l, M) = f B,(n) eXp(nT) = ($ eLjL,(T)) 
n=O 
and ezjQT) = e@(T). Note that e, is just the number of elements of L71Li 
of norm 1, i.e., ej is the number of elements of EjLj of norm N(Lj)2, i.e., ei is 
the 1st (not the 0th) Fourier coefficient of ezjL,(,). 
If we are interested in the case of weight k > 2, Step 4 becomes more involved. 
First we have to explicitly determine X,-,(l), X,-,(I), X&J), and X,-,(K). 
The first is of course trivial. Then we find all 01 E I;‘& = (l/N(I,)) IjIi with 
N(ol) = nlV(lJ/lV(lj), 01 will be given in terms of the basis 1,1, J, K (see Remark 
6.3). Then we calculate (2.2), btr2(n) = e;‘C XL,(,) and thus obtain the Brandt 
matrix B,-,(n; pzr+l, M). 
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In the case of weight k > 2, the entries of the Brandt matrix series (2.3) 
O&7; p*r+l, M) = c;=‘=, B,-,(n; p 2r+1, M) exp(nT) are the theta series we 
want and the Brandt matrices themselves B&n; p2r+l, M) give a representation 
of the Hecke operators T,-,(n), (n, N) = 1 on the space of theta series given by 
Corollary 2.29. 
In the case of weight 2, we are usually interested in the modified Brandt 
matrices &(n; p2r+l, M). But by Lemma 2.19, these are very easily obtained 
from the B,(n; pzr+l, M). Then the entries of the modified Brandt matrix series 
(2.7) 
O~(T; P&7+1, M) = f Bi(n; pzr+l, M) exp(n7) 
n=l 
are cusp forms of weight 2 and the action of the Hecke operator T,(n), (n, N) = 1 
on them is given by B;(n). 
4. SOME NEEDED PROCEDURES 
We collect in this section some procedures (as in ALGOL PROCEDURE) 
that are necessary for our algorithm. 
Procedure GCD(N, A, IGCD). Let A = (A[l],..., A[N]) be a set of N 
integers. Then this procedure calculates the (positive) greatest common divisor 
IGCD of A[&.., A[N]. Several explicit algorithms for doing this can (if 
needed) be found in the Communications of the Association for Computing 
Machinery. 
Procedure HERMITE(C, N, M). Let C = (cij) be a N x M (i.e., N rows 
and M columns) integer matrix with N < M and rank(C) = N. (in our case 
N = 4 always). Then by employing column operations (i.e., by multiplying C 
on the right by unimodular, i.e., det = rfl, M x M integer matrices) C can 
be reduced to Hermite normal form (dij), i.e., (dij) is lower triangular (dij = 0 
if i < j), dii > 0 for 1 < i < N, and dij is reduced mod dii for all j < i, 
i = 2,..., N. In particular we can and do assume that 0 < dij < dii for all 
j < i, i = 2,..., N. The Hermite normal form of a matrix is unique (see [28, 
Theorem 11.31). To obtain the Hermite normal form of a matrix C we proceed 
as follows. First reduce C to lower triangular form with positive diagonal 
entries by any method that pleases you, e.g., one could use [5]. Now we only 
have to reduce the off-diagonal entries. Unfortunately, doing this in the obvious 
manner seems to sometimes involve numbers too large for a computer to (easily) 
handle (whereas, strangely, this problem does not seem to occur very often in 
reducing to lower triangular form). However, we can make use of the uniqueness 
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of the Hermite normal form for matrices in 2 and also in 2 (mod m). Consider 
the matrix F which we assume is in lower triangular form with positive diagonal 
entries, i.e., F = (fii), 1 < i, j < N with fii E 2, fii = 0 if i < j, and fii > 0 
for i = I,..., N. Let m be the least common multiple of fiz , fs3 ,..., J%r,V . Then 
we can reduce F to Hermite normal form as a matrix with entries in Z/(m), 
i.e., we perform all operations modulo m, in the obvious (or any other) manner. 
The resulting matrix, say (&), satisfying dii = fii for i = I,..., N (we do not 
change or reduce fil mod m) and 0 ,< dij < dii = fii for j < i, will be the 
Hermite normal form of the original matrix F considered as a matrix in 
Mat(N, Z) by the uniqueness of Hermite normal form for matrices in Z and 
also in Z/(m) (see Newmann [28, p. 181). Thus as long as m is not too large, 
we will not get overflow errors on the computer. 
Remark 4.1. It will become apparent that the procedure HERMITE will 
be used very often in our algorithm. A really efficient procedure for obtaining 
the Hermite normal form of a matrix would be nice. 
Procedure REDUCE(C, D, F). Let C = (cij) be a lower triangular 4 x 4 
integer matrix. D (for denominator) and F (for factor) are integers. The procedure 
replaces C by C’, D by D’ and F by F’ so that (F’/D’) C’ = (F/D)C and (ci, , 
, czl ,..., tip) = 1 and (D’, F’) = 1 with D’ and I;’ positive. Here, of course 
C’ = (c:J. Thus REDUCE simply removes all common factors from C and 
puts F/D in reduced form. 
Procedure GAUSS(DISC, A, B, CLASS. NO). DISC is the discriminant 
of an order S in an imaginary quadratic number field (thus DISC < 0). The 
procedure GAUSS calculates the class number CLASS. NO of S and also 
representatives of the distinct ideal classes of S. The representative ideals are 
given in the form Z(2A[n]) + Z(--B[n] + (DISC)1/2) for n = I, 2,..., CLASS. 
NO. Here we assume that A[n] and B[n] are integers for n = l,..., CLASS. NO 
and A and B denote the one-dimensional arrays whose nth elements are A[n] 
and B[n]. An explicit procedure for doing this, due to Gauss, can be found 
in the work of Borevich-Shafarevich [6, pp. 149 and 1501. It is probably best 
to choose some number, say STOP, such that representatives of only STOP 
ideal classes will be generated if CLASS. NO > STOP. 
Remark 4.2. Note that the norm of the ideal 2(2A[n]) + Z(-B[n] + 
(DISC)1/2) is 4A[n] ( see the Corollary of [6, p. 1371. 
Procedure QMULT(E, F, QA, QB, A, B, C). This procedure performs 
multiplication in the quaternion algebra ‘% = (QA, QB). A = (A[11 ,..., 
A[4]) E Z4 represents the element A’ = A[l] + A[211 + A[3]] + A[4]K in the 
canonical basis 1, 1, /, K of 2I = (QA, QB). Similarly for B and C. The 
procedure calculates C corresponding to the element C’ = A’B’, multiplication 
being in 9I = (QA, QB). We assume (for efficiency) that the first E - 1 entries 
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of A and the first F - 1 entries of B are zero (1 < F, F < 4) since we will 
often have to multiply such elements. 
Procedure QTRACE(A). QTRACE(A) is the trace of A’ where the notation 
is as in Procedure QMULT above. Thus QTRACE(A) = 2A[l]. We assume, 
as always, that A E Z4. 
Procedure QNORM(QA, QB, A). QNORM(QA, QB, A) is the norm of A’ 
in the quaternion algebra (QA, QB). Th e notation and assumptions are the same 
as in QTRACE above. 
At this point we need to select a convenient way to represent lattices (thus 
in particular orders and ideals) on the computer. We do this by 
Notation 4.3. Let L’ be a lattice on a quaternion algebra ‘u = (QA, QB) 
over Q. L’ has a Z-basisf, ,..., f4 . Each fj can be written as fj = (LFAC/LDEN) 
(L[l , j] A L[2,j]l+ L[3,j]J + L[4, j]K) where LFAC, LDEN and L[i, j], 
1 < i, j < 4 are all integers. Of course here { 1, 1, J, K} is the canonical basis 
of ‘$1 = (Q.4, QB). We th us represent L’ by the triple LFAC, LDEN, L = 
L[i, j] consisting of the integer LFAC (the “common factor”), the integer 
LDEN (the “common denominator”), and the 4 x 4 integer matrix L. Thus 
the columns of (LFAC/LDEN)L give a basis of L’ in terms of the canonical 
basis 1, I, J, K. We can and do write (fi ,..., f4) = (1, I, 1, K)((LFAC/LDEN) 
(L)). Note that multiplyingL on the right by a unimodular matrix does not change 
the lattice L’ which LFAC, LDEN, L represents. Thus we can and usually do 
assume that L is in lower triangular (or even Hermite) form. Finally at times we 
need to consider ideals in imaginary quadratic number fields contained in ‘LI. 
These ideals, which are free Z-modules of rank 2, will be represented the same 
way as are lattices on ‘u, except that the matrix corresponding to the matrix L 
above will have only 2 columns, i.e., will be a 4 x 2 matrix. 
Let L, = Zfl --I ... $- Zf4 and L, = Zg, + ... + Zg, be two lattices on ‘II = 
(QA, QB). We need a procedure for obtaining the lattice LILz = & Zfigi . 
For example L, and L, might be ideals and then LILz is their product in the 
Brandt groupoid (see the paragraph following Definition 1.16). This need is 
fulfilled by 
Procedure LATTICE(QA, QB, L,F, LID, L, , L,F, L,D, L, , K, L,F, L,D, LJ. 
For i --- 1 or 2 let L; be the lattice in the quaternion algebra ‘8 = (QA, QB) 
represented by L,F, L,D, L, in Notation 4.3. K is either 4 or 2. If K = 4, we 
assume LL is a lattice on ‘8, i.e., L, is a 4 x 4 matrix, while if K = 2, we assume 
1;; is a lattice on some imaginary quadratic number field contained in ‘$I, i.e., 
we assume L, is a 4 x 2 matrix. We always assume that L; is a lattice on 91 and 
further that L, is in lower triangular form. Also we assume that L, is in lower 
triangular form if K = 4. The procedure computes the lattice L; = LiLi and 
represents L; by L,F, L,D, L, in Notation 4.3. L, is given in lower triangular 
form and L,F, L,D, L, is “reduced” (see Procedure REDUCE). The procedure 
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goes as follows. First if L is a matrix, denote by L(j) the jth column of L. If 
K = 4, perform the operations: 
QMULT(i, j, Q4 QB, L,(i), L,(j), L,(4(i - 1) i-j>; for 1 < i, j < 4, 
while if K = 2 performs the operations 
QMULT(i, 1, QA QB, L,(i), L,(j), La(4(i - 1) i-j); for 1 < i < 4, 
1 <j<2. 
Thus L,(h), h = I,..., 4K are all elements of Z4 and viewing them as column 
vectors we form the 4 x 4K integral matrix L3 = (L3( j)). Now perform the 
operations: 
W = &F)(W); 
W = &D)(W); 
HERMITE 4,4K); 
REDUCE(L, , L,D, L,F). 
This completes the procedure LATTICE. Note that after performing 
HERMITE(L,, 4,4K), only the first four columns of L, are nonzero, so we 
view L, as a 4 x 4 matrix by discarding the 5th, 6th,..., 4Kth columns. 
5. FINDING AN ORDER OF LEVEL N 
In this section we explain Steps 1 and 2 of Section 3. First we find the algebra. 
PROPOSITION 5.1. Let p be a prime. Then the (unique) quuternion algebra 
VI(p) over Q rama$ed precisely at p and 00 is given by: 
and 
S(P) = (-1, -1) if p=2; 
Z(P) = C-1, -PI if p 3 3(4); 
a(P) = c-2, -PI if p = 5(8); 
WP) = C-P, 4 if p = l(8) 
where q is a prime with q = 3(4) and (p/q) = - 1. 
Proof. This follows from an easy exercise in calculating Hilbert symbols. 
See [24, p. 157, #lO on p. 186, and Theorem 2.27 on p. 1631. Note that one 
does not really have to calculate the Hilbert symbol (QA, QB)2 as the number 
of ramified primes must be even. 
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PROPOSITION 5.2. Let p be a prime and let cU( p) = (QA, QB) be the quaternion 
algebra (ramiJied precisely at p and co) given by Proposition 5.1 above. Then a 
maximal order of 2l(p) is given by the Z-basis: 
&(l + I+ J + K), 1, J, K ay p=2, 
&(I + J), $(I + K), J, K if p f 3(4), 
$(I + J + K), HI + 2J + K), Jy K ;f p = 5(8), 
and 
#(I + J), &(I + K), MJ + aK), K if p = l(8), 
where a is some integer such that q / (a2p + 1). Here 1, I, J, K is the canonical 
basis of au(p) = (QA, QB) with relations I2 = QA, J2 = QB, and IJ = 
K = -JI. 
Proof. The case p = 2 is classical. By Proposition 1.1 we need only check 
that the discriminant of the lattice given by the above basis is p2 and that the 
lattice is in fact a subring 3 1. The explicit calculations necessary to demonstrate 
this are straightforward and easy (but rather tedious). We leave them to the 
reader. 
According to Step 2 of Section 3 we need a method of finding all suborders 
of index q or p2 (q and p primes) in a given order. Assume we are given an order 
0’ represented by QORFAC, QORDEN, and QOR = (QOR[i, j]) in Notation 
4.3. Further suppose a Z-basis of 6’ is given by fi ,..., f4 , i.e., (fi ,..., f4) = 
(1, I, J, K)((QORFAC/QORDEN)QOR). Let 0” be a suborder of index q 
in 0’. Assume 0” = Zg, + ... + Zg, . Then gj = xi b,jfi for some bii E Z 
with det((b,,)) = q. Put B = (bij). Then (g, ,..., gJ = (1, I, J, K)((QORFAC/ 
QORDEN)(QOR)(B)). Multiplying B on the right by a unimodular matrix 
does not change 0”. Thus we can assume B is in Hermite normal form, i.e., 
where 0 < a, b, c < q. Thus any suborder (or sublattice for that matter) of 
index q in 0’ must be of the form 
-a+ ... + -%?a (5.2) 
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where (gr ,..., gJ = (1, 1, J, K)((QORFAC/QORDEN)(QOR)(B)) where B 
is allowed to run over the matrices in (5.1). 
Now we must give a method for deciding if a lattice given by (5.2) is in fact 
an order. Thus let L’ be a lattice represented by LFAC, LDEN, L = L[i, j] in 
Notation 4.3. First perform the operations: 
HERMITE(L, 4, 4); 
REDUCE(L, LDEN, LFAC); 
Now first check to see if LFAC = 1. If LFAC f 1, then L’ is not an order 
since 1 $L’ if LFAC # 1. If LFAC = 1, then next check to see if 1 EL’. This 
is easy to do since L is in lower triangular form. If 1 EL’, we finally check to see 
if L’ is a ring, i.e., we see if L’ is closed under multiplication. All we need really 
do is check that gagi EL’ for 1 < ;, j < 4 if L’ is given by (5.2). A convenient 
method for doing this is to perform the operations: 
LATTICE(QA, QB, LFAC, LDEN, L, LFAC, LDEN, 
L, 4, MFAC, MDEN, M); 
then L’ is an order if and only if MFAC = LFAC, MDEN = LDEN and the 
4 x 4 matrices L and M are identical. ClearlyL’ defines an order if and only if 
1 EL’ (which we have already checked above) and L’L’ = L’. Using the uni- 
queness of the Hermite normal form one easily checks that LZ’ = L’ if and only 
if MFAC = LFAC, MDEN = LDEN, and M = L. 
The only difference in finding suborders of index p2 in 0’ is that we must let B 
range over all integer 4 x 4 matrices in Hermite normal form with det(B) = p2. 
Finally we employ Proposition 1.6 to select an order of level N” (where 
N” = q (level(Q’)) or N” = p*(level(Q’)) depending on the case) from among 
the possibilities given above. Specifically, let 0” be a suborder of index 4 in 0’ 
and assume q is not the ramified prime of 2l. Then by Proposition 1.6, 9” is an 
order of level N” if and only if 8” contains a subring isomorphic (over 2,) to 
2, @ 2, , This is true if and only if 0: contains an element 01 (such as (t g)) 
with Tr(ol) = 1 and N(ol) = 0 or, if q # 2, an element p (such as (i ol) with 
Tr@) = 0 and N(or) = - 1. On the other hand if p is the finite ramified prime 
of 21 and 0” is an order of index pa in Lo’, then 9” is an order of level N” if and 
only if 0; contains an order isomorphic (over 2,) to R, the ring of integers of L, 
the unramified quadratic field extension of Q, . This is true if and only if 0: 
contains an element 01 (such as u~‘~) with Tr(or) = 0 and N(N) = --u where 
u E 2 is a quadratic nonresidue modp for p > 2 or an element /3 (such as 
(1 + 5112)/2) with Tr(/3) = 1 and N(p) = - 1 for p = 2. These local calcula- 
tions are probably best done by hand, or at least I have done them by hand in 
my computations. 
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Of course we do not have to find all suborders of index q or p2 in a given 
order in Step 2. One should just find a few (there are not too many possibilities 
in any case) and test them for an order of level N” (at this point, it would be very 
convenient to rename orders of “level N” so that the explicit “N” does not 
occur in the name and thus we could do away with the annoying N”). 
6. CALCULATING THE REPRESENTATION NUMBERS 
Let Q(X) be a positive definite integral quadratic form in Y variables. We want 
a procedure for calculating the number of times Q(X) represents 0, 1, 2,..., T 
(for some given T) as x varies over Zr, i.e., for calculating the so-called representa- 
tion numbers of Q(X). 
First let us consider the easiest nontrivial example Q(X) = xl2 + xz2. The 
obvious way to find the number of times Q(X) represents the integers 0, I,..., T 
as x varies over Z2 is as follows: let x1 vary over the integers - T112 < x1 < T1/2 
and let x2 vary over the integers -(T - ~r~)l/~ < x2 < (T - xr2)lj2 and 
evaluate Q(s) XJ and count the number of times each integer from 0 to T 
occurs. We could shorten this a little by making use of the fact that Q(-X) = 
Q(x). Also in the present example we could use the fact that Q(-x1 , x,J = 
Sk1 9 ~a), etc., but in general the isometry x -+ --x is the only isometry we will 
have available. It is difficult to imagine a more efficient elementary method for 
calculating the representation numbers of Q(X) = xl2 + x22 since each (x1 , x2) 
considered by the above method actually contributes a Q(xr , x2) in the desired 
range. Let us now reinterpret the above method. 
Again consider Q(X) = xl2 + x2”. We present an iterative method, essentially 
identical to that above, for calculating the representation numbers of Q(X). 
The graph of Q(X) with x E a82 is a two-dimensional paraboloid with its minimum 
point (0, 0) having Q(0, 0) = 0. This is of course true for all positive definite 
quadratic forms except that in general the dimension of their paraboloid graph 
equals the number of variables of the form. Let C[zJ denote the number of times 
Q(X) represents i. Our method is: 
Rep 0. Let C[O] = C[l] = ... = C[T] = 0. 
Rep 1. Let x1 = 0. 
Rep 2. Calculate the minimum point ma of the one-dimensional paraboloid 
Q&l , ~a) = xr2 + x22 with x1 fixed and x2 E (w. 
Rep 3. If Q(xr , m,) > T, then go to Rep 11. 
Rep 4. Let X, be the least integer > m2 . 
Rep 5. While Q(xr , xa) ,< T iterate the steps: 
481/64/z-6 
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(a) replace C[Q(% , x2)1 by C[Q(% , 41 + 1; 
(b) replace x2 by xa + 1; 
(c) go to Rep 5. 
Rep 6. Let xa be the greatest integer < m2. 
Rep 7. While Q@r, xa) < T iterate the steps: 
(a) replace CIQ(xl , 4 by C[Qb41 + 1; 
(b) replace xa by xa - 1; 
(c) Go to Rep 7. 
Rep 8. If xi = 0, then replace C[i] by C[i]/2 for i = I,..., T. 
Rep 9. Replace xi by xi + 1. 
Rep 10. Go to Rep 2. 
Rep 11. Replace C[i] by 2C[i] for i = l,..., T. 
Rep 12. End. 
Remark 6.1. We use the fact that Q(x) = Q(-x) so that we consider only 
xi 3 0. As Rep 8 shows, we do not attempt to make use of the fact that Q(-x1 , 
4 = Qh , x2), etc., as such phenomena do not occur in general. 
Remark 6.2. The major point on which this method is based is that a para- 
boloid has a unique minimum point and as we move away from it in any direc- 
tion, the surface always rises. In the case Q(x) = xl2 + xa2, the minima of the 
associated prabolas (see Rep 2) are always trivial to calculate (ma = 0 always) 
and this is what makes the computation of the representation numbers of 
Q(x) = xl2 + xz very easy. But in general calculating the minimum point of 
a paraboloid is quite easy. One just has to solve (since we know calculus) some 
simultaneous linear equations. In our case we set things up so that the coefficient 
matrix of these simultaneous linear equations will be lower triangular and thus 
solving them is very easy. 
The generalization of our method to an arbitrary integral positive definite 
quadratic form is (or should be) obvious. As this is the critical step in our 
algorithm, we give below an explicit procedure written in ALGOL60 that 
covers the cases we require. According to (3.1), we need to calculate the repre- 
sentation numbers C[n] of quadratic forms of the type N(x)/N(L’) for x EL’ 
where L’ is some lattice in a quaternion algebra over Q. Let L’ be represented 
by LFAC, LDEN, L = (L[i, j]) in Notation 4.3. We can and do assume L is 
in lower triangular form. Then x EL’ o x = (LFAC/LDEN)y with y E Zfi , 
... + Zf4 where (fi , f4) = (1, I, J, K)L. Then N(x)/N(L’) = n 0 
&FAc)z,(LDEN)~ fV(rj;‘N(y) = n. Thus we are led to consider quadratic 
forms of the type (F/K) N(x) where x varies over some lattice Zfl + -0. + Zf4 
MODULAR FORMS 373 
with (fi ,..., f4) = (1, I, J, K)A where A is a 4 x 4 lower triangular integer 
matrix. The explicit procedure is (note that for typographical reasons we use 
a double asterisk to denote exponentiation): 
PROCEDURE REPRESENTATION. NO@, P, Q, C, K, F, R); 
VALUE F, K, R, P, Q; 
INTEGER ARRAY A, C; 
INTEGER K, F, R, P, Q; 
COMMENT: THIS PROCEDURE REPRESENTATION. NO 
CALCULATES THE REPRESENTATION 
NUMBERS 
BEGIN 
C[N] FOR N (= R FOR THE QUADRATIC 
FORM F/K(NORM(Xl + X21 + X3J + X4K)) = 
F/K[(X1)**2 + P(X2)t*2 + Q(X3)**2 + 
+ PQ(X4)**2] EVALUATED ON (I. E. 
WHERE Xl + X21 + X3J + X4K VARIES OVER 
THE POINTS OF) THE LATTICE WITH 2 BASIS 
All + A211 + A31J + A41K, A22I + A32J + 
+ A42K, A33J + A43K, AND A44K IN THE 
QUATERNION ALGEBRA (-P, -Q) WHERE 
I, 1, J, K DENOTES THE CANONICAL BASIS 
OF (-P, -8) (NOTE THAT WE ARE 
ASSUMING THAT THE MATRIX A IS LOWER 
TRIANGULAR). THE RESULTS ARE STORED 
IN C[O],..., C[R].; 
INTEGER Xl, X2, X3, X4, II, 12, I3, I4, J, S3, S4, T3, T4, U3, V, W, L, 
LLLZL3, Kl, K2, K3, J1, J2, J3, Ql, Q2, Q3, Q4, 
P2, P3, P4, R3, R4; 
LONG REAL M2, M3, M4; 
V := P*Q; W := (R*K) DIVF; K3 := A[4,4]*A[4,4]*V; 
FOR J:=OUNTILRDOC[J]:=O; 
Xl := 0; 
I1 := 1; COMMENT : BEGIN Xl BLOCK; 
BEGIN 
B200 : BEGIN COMMENT : BEGIN X2 BLOCK; 
Ql := Xl*A[l, 11; 
Q2 := Xl*A[2, I]; 
Q3 := Xl*A[3, 1-j; 
Q4 := Xl*A[4, 11; 
M2 : = - Q2/A[2, 21; 
M3 := -(Q3 + M2*A[3, 2])/A[3, 31; 
M4 := -(Q4 + M2*A[4, 21 + M3*A[4, 3])/A[4, 41; 
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BEGIN 
COMMENT : THE ABOVE CALCULATES THE MIN. OF THE 
3 DIM. PARABALOID WITH Xl FIXED; 
IF Ql*Ql + P*(Q2 + M2*A[2,2])**2 + 
Q*(Q3 + M2*A[3, 21 + M3*A[3, 3])**2 + 
V*(Q4 + M2*A[4, 21 + M3*A[4, 31 + M4*A[4, 4])**2 > W + 1 
THEN GOT0 R300; 
X2 := ENTIER(M2) + 1; 
FOR I2 := 1 STEP -2 UNTIL -1 DO 
BEGIN 
BEGIN 
B300 : BEGIN COMMENT : BEGIN X3 BLOCK; 
P2 := X2*A[2, 21; 
P3 := X2*A[3, 21; 
P4 := X2*A[4, 21; 
M3 := -(Q3 + P3)/A[3, 31; 
M4 := -(Q4 + P4 + M3*A[4, 3])/A[4, 41; 
COMMENT : THE ABOVE CALCULATES THE MIN. OF 
THE 2 DIM. PARABALOID WITH Xl, X2 
FIXED; 
S3 := Ql*Ql + P*(Q2 + P2)*c2; 
T3 := Q3 -+ P3; 
U3 := Q4 + P4; 
IF S3 + Q*(T3 + M3*A[3, 3])**2 + V*(U3 + M3*A[4,3] + 
+ M4*A[4,4])**2 > W + 1 THEN GOT0 R200; 
X3 : = ENTIER(M3) + 1; 
FOR13 := 1 STEP -2 UNTIL -1 DO 
BEGIN 
BEGIN 
B400: BEGIN COMMENT : BEGIN X4 BLOCK; 
R3 := X3*A[3, 31; 
R4 := X3*A[4, 31; 
M4 := -(U3 + R4)/A[4, 41; 
COMMENT : THE ABOVE CALCULATES THE 
MIN. OF THE 1 DIM. PARABALOID 
WITH Xl, X2, X3 FIXED; 
S4 := S3 + Q*(T3 + R3)**2; 
T4 := U3 + R4; 
IF S4 + V*(T4 + A[4,4]*M4]**2 > W + 1 
THEN GOT0 RlOO; 
X4 := ENTIER(M4) + 1; 
FOR 14 := 1 STEP -2 UNTIL -1 DO 
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BEGIN 
L := 0; 
Kl := T4 + X4*A[4,4]; 
K2 := V~*2*$4,4]*Kl; 
J2 := J:= S4 + V*KlcKl; 
WHILE J(= WDO 
BEGIN 
Jl := (J*F) DIV K; 
C[Jl] := C[Jl] + 1; 
L:=L+I4; 
J : = J2 + L*K2 + L*L*K3; 
END; 
X4 : = ENTIER(M4); 
END; 
END; COMMENT : END X4 BLOCK; 
X3 := X3 + 13; GOT0 B400; 
RlOO : END; 
X3 := ENTIER(M3); 
END; 
END; COMMENT : END X3 BLOCK; 
x2 := x2 + 12; GOT0 B300; 
R200 : END; 
X2 : = ENTIER(M2); 
END ; 
END; COMMENT : END X2 BLOCK; 
IF Xl = 0 THEN 
BEGIN 
FOR J3 := 0 UNTIL R DO C[J3] := C[J3] DIV 2; 
END; 
Xl := Xl fll; GOT0 B200; 
R300 : END; 
FOR J := 1 UNTIL R DO C[J-J := C[fl*2; 
END; 
COMMENT : END OF Xl BLOCK AND END OF PROCEDURE; 
Remark 6.3. In the procedure REPRESENTATION. NO we have at- 
tempted to be reasonably efficient and not do the same computation again and 
again. Thus, for example, knowing x2, we compute (x + 1)2 by using the fact 
that (x + 1)2 = x2 + 2x + 1. Also note that an easy modification of the above 
procedure allows us to explicitly find all 01 EL’, instead of just the number of such 
a, with N(ol) = nN(L’). In the case of weight 2, we just have to count the number 
of such 01, but for modular forms of weight k > 2, we would need these ti to be 
determined explicitly (see Step 4 in Section 3 and also Example 5 in Section 9). 
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7. FINDING REPRESENTATIVES OF THE IDEAL CLASSES 
In this section we explain Step 3 in Section 3. Step 2 of the algorithm provides 
us with an order Q of level N. Assume 0 is represented by QORFAC, QORDEN, 
QOR = (QOR[i, j]) in Notation 4.3. 
We can further assume that QORFAC = 1 and that QOR is in Hermite 
normal form (see Section 5). Let (fi ,...,fJ = (1, 1, I; K) QOR. Thus {f$/ 
QORDEN j i = l,..., 4} is a basis for 9. 
Step 3a. Compute (using Theorem 1.12) the class number of (left) ideals for 
orders of level N = pz7+r1M, p { M and denote this number by H (=H( pzrflM)). 
Consider the arrays IDFAC[k], IDDEN[k], ID[i, j, k], and IDNORM[k], 
where 1 < k < H and 1 < i, j < 4. Fixing k, IDFAC[k], IDDEN[k], ID[i, 
j, k] will represent in Notation 4.3 the kth ideal L, in the set of H-ideals re- 
presenting all the left O-ideal classes. IDNORM[k] is of course the norm of 
the kth ideal L, (it will always be an integer). 
Step 3b. Let IDFAC[l] = QORFAC, IDDEN[l] = QORDEN, ID[i, j, 
l] = QOR[& j] for 1 < i, j < 4, and IDNORM[l] = 1. 
Step 3c. Suppose at this point we have obtained IDFAC[k], IDDEN[k], 
ID[i, j, k], and IDNORM[k] for 1 < k < t and 1 < i, j < 4. 
Step 3d. Choose some element S = (S[l],..., S[4]) EZ* and let 01 = 
(l/QORDEN)& S[j] fj), i.e., 01 = (l/QORDEN)(l, I, J, K)(QOR)(,V) = 
(l/QORDEN)(I, I, J, K)(Dt) where D = (D[ j]) = ((QOR)(St)t E 2*. If 01 E Q, 
choose another S. Let DISC = (Tr(a)2 - 4N(~y)) = {(QTRACE(D))z - 
4(QNORM(QA, QB, D))}/(QORDEN)2, the discriminent of the order Z + Zol. 
Step 3e. Preform the operations: 
GAUSS(DISC, A, B, CLASS. NO), 
Note that [2(0[2]1+ D[3]j + D[4]K)12 = (DISC)(QORDEN)” and thus 
Q((DISC)1/2) has a natural imbedding in ‘$1 = (QA, QB). ‘Consider the array 
T’[i, j, k] with 1 < i < 4, I <j < 2, and 1 < k < CLASS. NO, where 
T’[l, 1, k] = 2A[k](QORDEN) for 1 < k < CLASS. NO; T’[i, 1, k] = 0 
for 2 < i < 4, 1 < k < CLASS. NO; T’[l, 2, k] = -B[k] QORDEN for 
1 < k < CLASS. NO; and T’[i, 2, k] = 2D[i] for 2 < i < 4, 1 < k < 
CLASS. NO. Also let TNORM[k] = 4A[k](QORDEN)2. Then according to 
Procedure GAUSS, L; = Z(T’[l, 1, k]) + Z(T’[l, 2, k] + T’[2, 2, k]I + 
T’[3, 2, k]J + T’[4, 2, k]K) for 1 < k < CLASS. NO are representatives of 
all the distinct ideal classes in the order of discriminant DISC generated by 01. 
By Remark 4.2, TNORM[k] is the norm of the kth ideal. 
Step 3f. Let v = 1. 
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Step 3g. We “push up” the ideal represented by T’[i, j, v], 1 < i < 4, 
1 < j < 2, to a left B-ideal. We do this by performing the following operations: 
Let F[i, j] = T’[i, j, v] for 1 < i < 4, 1 < j < 2; 
LATTICE(QA, QB, QORFAC, QORDEN, QOR, 1, 1, F, 2, TF, TD, T); 
Now TF, TD, T represents, in Notation 4.3, the left O-ideal L, = 0L: generated 
by the ideal L: . 
Step 3h. Using REPRESENTATION. NO (T, -QA, -QB, C, (TD)2 x 
(TNORM[v]), ( TF)2, LIMIT2) we compute the first LIMIT2 Fourier coeffi- 
cients of the theta series eL,(t). We then proceed to compare theta series as in 
Step 3h in Section 3. 
The remainder of Step 3h is self-explanatory with the possible exception of 
testing whether or not T,L,, contains an element of norm N(T,) N(L,,). Before 
we explain this we set 
Notation 7.1. If L = (L[i, j]) is any 4 x 4 integer matrix, we denote by L 
the matrix (L[i, j]) g’ iven by L[l, j] = L[l, j] for 1 <j < 4 and L[i, j] = 
-L[i, j] for 2 < i < 4, 1 < j < 4. Thus if L’ = Zqr + ... + Zqa is the lattice 
represented by LFAC, LDEN, L in Notation 4.3, p = Zqr + *.. + Zq* is the 
lattice represented by LFAC, LDEN, E in Notation 4.3. 
We can test whether or not TJ.,, contains an element of norm N(T,) N(L,) 
as follows: 
suppose TV is represented by TF, TD, T and L, is represented by LF, LD, L in 
Notation 4.1. Let N(T) and N(L) denote the norms of TV and L, respectively. 
Perform the procedures: 
LATTICE(QA, QB, TF, TD, T, LF, LD, L, 4, XF, XD, X); 
REPRESENTATION. NO(X, -QA, -QB, C,(XD)2(N( T))(N(L)),(XF)2, 1); 
If C[l] = 0, then TJ, does not contain any elements of norm N(T,) N(L,), 
while if C[l] # 0, then T,,L, does contain an element of norm N(T,) N(L,,). 
We now explain Option 1. 
Option la. Select an integer CL, 2 < p < t. 
Option lb. Perform the operations: 
Let S[i, j] = ID[i, j, ~1 for 1 < i, j < 4; 
LATTICE(QA, QB, IDFAC[& (IDDENb])(NORM[,]), S, IDFAC[cL], 
IDDEN[@J, S, 4, FAC, DEN, TEST2); 
REPRESENTATION. NO(TEST2, -QA, -QB, REP, (DEN)2, (FAC)2, 
LIMIT2). 
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If the Fourier coefficients REP[l],..., REP[LIMIT2] are not identical to the 
corresponding Fourier coefficient in t$&,) (L, = 0 remember), then the order 
L;lL,, (which is represented by FAC, DEN, TEST2-see Proposition 1.17) is 
not isomorphic to 0 and we go to Option Ic. Otherwise go to Option la, selecting 
a different p. If we use up all CL, 2 < p < t, Option 1 fails. 
Option lc. Perform the operations: 
Replace QORFAC, QORDEN, QOR by FAC, DEN, TEST2. 
- 
Replace ID[E’, j, ~1 by ID[i, j, ~1 = S[i,j], for 1 < ;,j < 4. 
(Note that IDFAC[p], IDDEN[p], s represents the ideal 
1, = N(5) 1;’ = N(1,J 1;;‘Ii as Ii is the left order of 1, .) 
Replace IDFAC[l], IDDEN[l], (ID[E’, j,)l]), 1 < i, j < 4 by FAC, DEN, 
TEST2; 
For K = 2, 3,..., t, k # p preform the operations (i) through (u): 
(i) Let Y[i, j] = ID[i, j, K] for 1 < i, j < 4. 
(ii) LATTICE(QA, QB, IDFACb], IDDENP], s, IDFACK[k], 
IDDEN[K], Y, 4, XF, XD, X); 
(Note that XF, XD, X represents the ideal j,I, = N(I,) I;lI,). 
(iii) Replace NORM&] by (NORM[p])(NORM[Iz]). 
(iv) If (XF)2 / NORM[Jz], th en replace NORM[K] by NORM[k]/(X;;‘)2 
and replace XF by 1; (Note that NORM[rk] = ((XF)2/(XD)2)W for some 
integer Wand so (XF)2 1 NORM[K]. W e use the “if” statement because we are 
very cautions.) 
(v) Replace IDFAC[k], IDDEN[k], ID[i, j, K] for 1 < i, j < 4 by 
XF, XD, X; 
Option Id. Go to Step 3d (in Section 3). 
This completes our discussion of Option 1 and also our explanation of how 
to find representations of the left-ideal classes for some order of level N in ‘%. 
8. CALCULATING THE THETA SERIES AND THE BRANDT MATRICES 
This section explains Step 4 of the algorithm. First we consider the case of 
cusp forms of weight 2 on r,,(N). The modified Brandt matrices B;(n), (n, N) = 1 
give a representation of the Hecke operators T2(n), (n, N) = 1 on the vector 
space of cusp forms (t+(t)) @ *.. @ (s,(t)) in the notation of Theorem 2.28. 
Further if B;(n) = (b;(n)), then the theta series x:-r &(n) exp(n) (for 1 < i, 
j < H - 1) are the theta series we are interested in computing. Thus we need 
only compute the B;(n) to obtain all the relevant information. By Lemma 2.19, 
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once we have computed the Brandt matrices B,,(n), obtaining the modified Brandt 
matrices B;(n) is trivial. Hence we compute B,(n) for n = 0, l,..., LIMITl. 
As is noted in Step 4 in Section 3, Cz=,, B,(n) exp(nr) = (l/e@,,,,(,)) and 
ME,+ = ~L~,~(T) where ej is the first (not the zeroth) Fourier coefficient of 
OzfL,(~). Thus we need only calculate the Oth, lst,..., LIMITlth Fourier coeffi- 
cients of BEAK, for 1 < I < k < H. But the Fourier coefficients of Ozl+JT) 
are given by the operations: 
Let F[i, j] = ID[i, j, Z] for 1 < i, j < 4; 
Let G[i, j] = ID[i, j, K] for 1 < i, j < 4; 
LATTICE(Q2A, QB, IDFACCZ], IDDEN[Z], F, IDFAC[K], IDDEN[K], 
G, 4, XF, XD, X). 
REPRESENTATION. NO(X, -QA, -QB, REP, (XD)2 . IDNORM[Z] . 
IDNORM[K], (XF)2, LIMITl). 
9. EXAMPLES 
In this section we give numerical examples computed using the algorithm. 
They have been chosen to illustrate various aspects of the theory of Brandt 
Matrices, theta series, and the basis problem. 
EXAMPLE 1. Our first example S,(37) is of historical interest. 37 is the first 
prime for which Hecke’s original conjecture-which began the basis problem- 
fails (see Remark 2.16 above, [12, p. 169; 38, 401). By Propositions 5.1 and 5.2 
the quaternion algebra %(37) equals (-2, -37) and a (maximal) order U of 
level 37 has Z-basis a(1 + I+ K), $(I+ 2J + K), J, and K. The class number 
(Theorem 1.12) is 3. Using Step 3 of Section 3 (see also Section 7) we find 
Ii = 0,1a = Z(2 + 6J + 10K) + Z(I + 2J + 9K) + Z(l2J + Z(12.K) and 
1a = Z(2 + 26J + 26K) + Z(I + 2J + 13K) + Z(28J) + Z(28K) are repre- 
sentatives of the left o-ideal classes. Their norms are N(I,) = 1, N(Z,) = 48, 
N(Z,) = 112. The corresponding Brandt matrices B(n) = B,(n; 37, 1) for 
n < 19 are 
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BW BUl) BW B(l3) B(l4) 
[ 9 ;j (4 1 3 pi ;; :ij f 4 ;j [ ; 3 
B(l5) BW B(17) WV B(19) 
Note that in the notation of (2.5), &r(7) = &(T), so that the cusp forms 
fL(d - Md and 41(d - 4d 7 are equal and hence do not span the two- ) 
dimensional space Sa(37). This gives a counterexample to Hecke’s conjecture. 
Note that Hecke himself checked his conjecture for all primes <37 (see [IS, 
p. 8841) so he probably realized 37 was an inportant example but not having 
computers he must have erred. As the type number is 2 in this case, one can 
check that the case p = 37 satisfies the modified version of Hecke’s conjecture 
given in [38]. We note that dimensions of S,(N) and &O(N) for N ,( 300 can 
be found in [3]. 
From B(0) we see e, = ea = e, = 2. One can check that the B(n) above 
satisfy the conclusions of Propositions 2.18 and 2.22, i.e., they are (in this case 
since all ei are equal) symmetric, the row sums are independent of the row 
(and are equal to deg Z’,(n) if (n, 37) = 1, in particular equal to n + 1 for primes 
n # 37), B(n) B(m) = B(nm) if (n, m) = 1, B(P) B(P) = Cz=, E”B(Zr+s-20), 
where t = min(r, S) for primes Z # 37, and the B(n), (n, 37) = 1 are simulta- 
neously diagonalizable. Note that these are a rather stingent set of conditions 
for a set of matrices to satisfy and the fact that the B(n) do satisfy them gives 
one confidence in the algorithm. 
The matrix A of Lemma 2.19 is 
i 







so 1 O-l 1 1 1 i -2 
and the first few AB(n) A-l for 0 < 12 < 4 are 
We see that conjugating by A behaves according to Lemma 2.19. In particular 
the entries in the lower right-hand block of the AB(n) A-l give Fourier Coeffi- 
cients of cusp forms. 
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The B(n) can be simultaneously diagonalized by conjugation by 
Letting x = e21ii7 we have 
go CB(n) c-lx”l = (y t+ e2fTJ > 
wheref(r) = 3 + x + 3x2 + 4x3 + 7x4 + 6x5 + 12x6 + 8x7 + 15x* + 13x9 + 
18x10 + 12~‘~ + . . . . t?,(7) = x + x3 - 2x4 - x’ - 2x9 + 3x11 - 2x12 - 4x13 + 
4x16 + ex17 L 2xl-9 - x21 + . . . , O,(T) = x - 2x2 - 3x3 + 2x4 - 2x5 + 6x6 - 
x7 + 6x9 + 4x*O - 5x’l - 6x12 - 2x13 + 2x14 + . . . . 
Here f(7) is an Eisenstein series on r,(37) (the transform of the zeta function 
of 0) and O,(T) and e,(T) are by Corollary 2.29 the newforms in S,O(37) = S,(37). 
We now explain how to determine the action of the canonical involution E 
on the e,(T). First we explain how to determine the action of E on S,(p) for 
any prime. The canonical involution E for modular forms M,(p) on To(p) is 
given by the matrix (“, -3 an as we are considering the case of prime level d 
E = W, , the W-operator of Atkin and Lehner (see [2]). For q(T) E M,(p), 
we have 
4 1 E(T) = P-‘T-“q(-l/$~). 
THEOREM 9.1. Let p be a prime and consider modular forms of weight 2 on 
ro( p). Let&(T) be theentries of the Brandt matrixseries, (eij(T)) =C~zoB,(n; p, 1)~~. 
Then the action of E on the eij(T) isgiven by the matrix -B(p) = -B,(p; p, l), 
i.e., Oij / E is equal to the i, jth entry of ~~==, ((-B(p))(B(n)) xn where the product 
(-B(p))(B(n)) is a matrix product. 
COROLLARY 9.2. If we diagonalize the Brandt Matrix series so as to obtain the 
?U?WfomS e,(T),..., e,(T) of S,(p) in the notation of Corollary 2.29, the corresponding 
diagonalixation of -B(p) willgive the action of E on the e,(T). 
Proof of Theorem 9.1. Let 0 be a (maximal) order of level p. Then 0 
contains a unique ideal, say P, of norm p and P is a two-sided ideal (see [14, 
Chap. II]. By Theorem 3.2 of [37], the action of E on a theta series e,(T) attached 
to a left Q-ideal 1 is as follows: & / E(T) = -e,,(T) in the notation of Proposition 
2.17 above. By Theorem 9.20 and Remarks 9.22 and 9.25 of [39], this translates 
to: Bij 1 E is equal to the i, jth entry of xz==, ((-ma(P)) B(n)) x~, where Qo(P) 
is given by Definition 9.1 of [39]. H ence 
lVo(P). Let 1r ,... 
we need only show that B(p) equals 
, IH be the representatives of the left U-ideal classes in terms 
of which the B(n) are defined and let Bi be the right order of Ii . There exists 
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ideles yi E Ja such that Ii = 07% and Oi = $OFi for i = I,..., H. For an 
explanation of the idelic language used in this proof see [37]. Let B(p) = (bJ p)). 
As we saw in the proof of Lemma 2.18 above, &(p) is equal to the number of 
integral left Co,-idelas in the same class as 1~~1~ having norm p. But Oi has a 
unique ideal of norm p, namely, Pi = p;‘Pyi . Hence, precisely one entry of 
the row MP), L(P),--, UP) is one and the rest are zero. Further 6&) = 1 
if and only if there exists 01 E 21x such that I,:‘Ija = Pi if and only if Ija = IiPi = 
cV~$T;‘P~~ = Pfi = P& . This is precisely how the matrix PO(P) is defined 
(see Definition 9.1 of [39]). 
l?emark 9.3. If the Conjecture 9.24 of [39] concerning the action of the 
W-operators is true, the above argument would show that for the case of level 
N = PM, (p, M) = 1 the IV-operator W, would correspond to the matrix 
--B,(P; P, W. 
Now let us return to our example Sa(37). 
1 0 0 1 0 0 
B(37) = 0 0 1 
i i 
and CB(37)C-1 = 0 1 0 . 
0 1 0 t 1 0 O-l 
Thus 0, 1 E = -0i and 0a 1 E = 8, . Note that this is in agreement with [3] 
which indicates that the two newforms in SaO(37) have distinct eigenvalues under 
E. 
EXAMPLE 2. Our next example, S,O( 15) shows that newforms for composite 
levels can be computed in several ways. This has the by-product of producing 
nontrivial linear relations among theta series attached to quaternary quadratic 
forms. For other ways of obtaining linear relations among theta series, see the 
paper of Kneser ([23]). 
First let p = 3 and M = 5. An order of level 15 in a(3) = (- 1, -3) is 
given by 0 = Z($(l + J + 2K)) + Z($(I + 5K)) + Z( J + 2K) + Z(5K). The 
class number is 2 and ideal class representatives are Ii = 0 and Is = Z(3 + 
J + 2K) + Z(31+ 59 + Z(2 J + 4K) + Z(lOK). 
N(I,) = 12. The first few Brandt matrices are 
B(O) B(1) B(2) B(3) B(4) 
Further N(1i) = 1 and 
B(5) w 
Conjugating by A = (i -:) we have 
f AB(n) A-lx” = ($) 8;)) . 
n=o 
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By Corollary 2.29 (e(7)) g 2&O(3) @ S’2(15) = SaO(1.5) so 
e(T) = x - x2 - x3 - x4 + x5 + x6 + 3x8 + x9 - x10 - 4x1’ + xl2 - 2x13 
_ .$i _ $6 + . . . 
P-1) 
is the newform in S,O(15). Note that N(x, + x,1 + XJ + x4K) = x12 + 
x22 + 3x32 + 33~~~. Let &(T) = eIi(~) = colEI, exp(N(ol)T/N(&)) for i = 1, 2 be 
the theta series attached to the quadratic form N(x)/N(lJ on the lattice Ii . Then 
&(T) = 48,r(~) in the notation of (2.5): 
ql(T) = 1 + 4x + 4x” + 12x4 + 24x5 + 8x6 + 16x’ + 36x8 + . . . . 
q2(7) = 1 + 8x2 + 4x3 + 16x’ + 20x5 + 4x6 + 16x’ + 24x8 + ..e. 
We see that Q(T) - q2(~) = 48(~). 
On the other hand we can let p = 5 and M = 3. An order of level 15 in 
Z(5) = (-2, -5) is 0’ = Z(Q(1 + J + 3K)) + z(t(l + 2J + K)) + Z(J) + 
Z(3K). The class number is again 2 and ideal class representatives are JI = 8’ 
and J2 = Z( 1 + 3J + 3K) + Z(I + 2J + K) + Z(4 J) + Z(6K). NJ,) = 1 
and N( J2) = 8. The first few Brandt matrices are 
B(O) B(l) B(2) B(3) B(4) B(5) B(6) 
Conjugating by A = J(i -t) we have 
-f. AB(n) A-l = (f’(T) 
o 
By Corollary 2.29, (e’(7)) g 2&O(5) @ s,O(l5) = S,O(l5) so f(T) is the new- 
form in ,!?,O(15), i.e., W(T) = e(T) and the Fourier coefficients of t(T) are given 
by (9.1). Now A@, + x,1 + xa J + x4K) = xl2 + 2x,2 + 5xa2 + 10~~~. Let 
q:(T) = t&,(,) = xOIEJd exp(N(cy)T/N(Ji)) for i = 1, 2. Then q;(T) = 1 + 2x + 
4x2 + 10x3 + 10x4 + 2x5 + 32x6 + 12x7 + 24x8 + 38x9 + ..* and q;(T) = 
1 + 6x2 + 12x3 + 12361 + 30x6 + 12x’ + 18x8 + 36x9 + 6xl” + a**. We see 
C&(T) - &(7) = 2@(T). Hence we obtain the nontrivial relation 
ql(T) - &(T) = 2q;(T) - 2&(T) = 4X - 4X2 - 4X3 - 4X4 + '*'. (9.2) 
This same procedure can be applied with any composite N as the level and shows 
that there are infinitely many nontrivial relations among theta series attached 
to quaternary quadratic forms 
EXAMPLE 3. Let N = 54 and set p = 3, Y = 1, and M = 2. g(3) = 
(- 1, -3) and an order 0 of level 54 in g(3) is given by 0 = Z(-&(l + I + 3 J + 
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K)) + Z(l + K) + Z(3J) + Z(3K). Th e c ass 1 number is 5 and the first few 
Brandt matrices B,(n) are 
B(O) B(l) B(2) 
B(3) and B(6) are identically zero. Letting 
cp~~~~ i), c-l+g-l-jl), 
we find 
e,(T) = x - 2x2 - 2x4 - x’ + 49 + 5x13 + 2x14 + 4x16 - 7x19 
_ 596 1026 _ + . . . . 
e,(T) = x + 2x3 - 2x4 - x’ - 4x8 + 5x13 - 2x14 + 4x19 - 7x19 - 
535 + 10x26 + . . . , 
e,(T) = x - x2 + x4 + 3x5 - x7 - x* - 3x10 - 3x11 - 4x13 + xl4 + xl6 + 
2x19 + 3x20 + ..*, 
e,(,) = x + x2 + x4 - 3x5 - x7 + x6 - 3x10 + 3x11 - 4x13 - ~14 + 
x16 + ~~19 - 3x2o + . . . . 
By Corollary 2.29 
<t&(T)) @ -.. @ (e,(,)> g 2S2’(3) 0 2S,O(27) 0 &O(6) @ &‘(54). (9.3) 
MODULAR FORMS 385 
As &O(3) = &O(6) = 0 (see [3]) we have 
(O,(T)> @ *** @ (@,(T)> E 2S,O(27) 0 SaO(54). (9.4) 
We see immediately that O,(T) N O,(T), that is, they have the same eigenvalues 
for the Hecke operators Ta(n), (n, 54) = 1 (the eigenvalue for T,(n) is given 
by the nth Fourier coefficient). Thus (e,(T)) E (e,(T)) z SaO(27). Since e,(T) 
and e,(T) are eigenforms in ?&(54), they must be oldforms (see [2]). If q(7) is the 
newform in S,O(27), then by the main Theorem 5 of Atkin-Lehner ([2]) B,(T) 
and e,(T) must be a linear combination of q(7) and q(2T). In fact 
q(T) = X - 2X4 - X7 + 5X13 + 4X16 - 7x1’ - 5xz5 + -‘- 
(which we found using our algorithm) and e,(T) = ~(7) - 2q(2T) and e,(T) = 
4(T) + 2d24. s ince e,(T) and S,( ) 7 are not equivalent to any other e,(r) (i.e., 
they occur with multiplicity one) by (9.4) they must be the newforms in S’aO(54). 
Note that dim S,O(54) = 2 by [3]. This illustrates the algorithm for finding all 
newforms on r,(N) if N is not a perfect square given by Corollary 7 of [36J 
Note that if in (9.3) &O(6) were nonzero, we would first have had to consider 
the case N = 6 to be able to distinguish S,“(6) from S,0(54)-checking the 
e,(T) for multiplicity one would not have been sufficient. Note also that if 
+> = (n/3) and e,(T) = CL1 a(?~) xn, then e,(T) = CL, $(n) a(n) xn. This is 
explained by Theorem 3.1 of Atkin and Li ([4], also see [22]). Finally note 
that if we were just interested in Sa”(54), it would have been easier but less 
interesting to let p = 2 and M = 27. 
EXAMPLE 4. In this example we consider the case of square level (specifically 
N = 49) briefly alluded to in Remark 2.32. The algorithm works without 
change. ‘+X(7) = (--I, -7). By Th eorem 1.5 of [39] any order of index 7 in 
a maximal order of a(7) is an order of “level” 49. One such is 0 = Z(=$(l + 
J)) + 2(9(71+ K)) + Z(J) + Z(K). Th e c ass 1 number (see Theorem 4.18 of 
[39]) is 4 and the first few Brandt matrices are 
B(O) B(1) WI B(3) 
i(;;; /) (;Kj pii) (Kj 
B(4) B(5) B(6) B(7) 




f m(n) C-lx” = fd4 O 
72=0 0 UT> * 
\ e,(T) 1
If 4(T) = c,“=o ( 1 a n xn and x is a Direchlet character, we let Q” = CL,, x(n) x 
u(n) xn. By Theorem 5.34 of [39], fl(T) should be the transform of the zeta 
function of 0 and fi - fi” = Cz=., a n x~ with a(n) = 0 if p { n where C(n) = ( ) 
(n/7). In fact we find fi(T) = 2 + x + 3x2 -j- 4x3 + 7x4 + 6x6 + 12x6 f 
8x’ + 15x8 + 13x9 + 18x10 + -.a and f2(T) = fi4(T). By Proposition 10.1 of 
Wl~ 
where S,(p, #a) denotes the space of cusp forms of weight 2 on r,(p) with 
character #2, S2( p, #2)J = { f 4 I f E s2( P, f)>, 4 = (n/7), and the sum CW.W+D 
is over a set of representatives of the pairs {#J, $} of the characters of (Z/72)” 
with 4” # 1. In our case dim S,O(49) = 1, Sa”(7) = 0 so sa’(7, #*) = 0 for 
all 4 and 2S20(49) c (e,(T)) @ (e,(T)). Thus e,(T) = e,(T) is the newform 
in S,O(49). In fact we have 
e,(T) = e,(T) = X + X2 - X4 - 3X8 - 3X9 + 4X11 - X1’ - 3X1* 
+4~~a+8~~3-5~~~+**.. 
By Theorem 5.34 of [39], Since e,(T) are neWfOrmS, 81” = 82 = 61 SO for all 
n E 0, 3, 5 or 6 (mod 7), the nth Fourier coefficient of e,(T) must be zero. 
Note also that 13 is the first prime p for which S,(p, #“) # 0 for some character 
$2 # 1 of (Z/pZ)o. Th is is the reason 132 is the first level N > 1 for which 
S,O(N) is not generated by theta series attached to quaternion algebras (see [3 1, 
w 
EXAMPLE 5. Our last example, S,O(16, +), was computed by Shemanske 
using a slightly modified version of the algorithm to construct the newform in 
S,O(16,+) where + is th e nontrivial Dirichlet character mod 4 (d(n) = (- 1),-112 
if n is odd and C(n) = 0 if n is even). By St(16,$) we mean the subspace of 
S,(16,+) generated by newforms (see [26] or [27]). The basis problem for cusp 
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forms with character will be considered in [22]. Let a(2) = (- 1, -1) and 
let 0 be an order of a(2) having index 8 in the maximal order and such that 
0, = 0 @a Zs contains a subring isomorphic to Z, + Zsl/z, i.e., let 0 be a 
“d/-l-order of level 16”-see Shemanske [45]. Such an order is 0 = Z + 
ZV) + Z(21) + ZW). 1 n a manner similar to-Eichler [14, pp. 109-1101 one 
can define a character (which we still call 4) on 0 such that $ ( Z = 4 and then 
again in analogy with Eichler ([14, p. 1 IO]) one defines Brandt matrices B,(n; 4) 
with character 4. In order to explicitly compute the B,(n; +), one needs to modify 
the Procedure REPRESENTATION. NO of Section 6 so that instead of 
computing the number of representatives 01 such that F/KN(ol) = n, one 
computes the representatives themselves. (So that one can evaluate $(a) X1(~), 
see Step 4 of Section 3 and also [14, p. 1101.) Th is is easy since at the 25th line 
from the end of the procedure (C[Jl] := C[Jl] + l), the 4-tuple (Xl, X2, 
X3, X4 + L) gives the coefficients in terms of the basis of the lattice of an 
element ol with F/KN(or) = Jl. Note that only (Xl, X2, X3, X4 + L) with 
Xl 3 0 are computed, so if X1 > 0, one also has to add the representative 
(-Xl, -x2, -x3, -(X4 +L)). 
The class number of 0 is 2 so the Br(n; 4) are H(s + 1) x H(s + 1) = 
4 x 4 matrices. We find Br(n; $) = 0 if 2 1 n or n = 3 (mod 4). The first 
B(l) 
000 0 
1 030 0 
3 0 0 2 l-i 










00 0 0 
O-6 0 0 
0 0 -4 -2+i 
0 O-2-i -2 
B(l3) 
30 0 0 
330 0 0 
3 0 20 10 - 1Oi * 
\,O 0 10 + 1Oi 
0 3i l+i 1 
0 -3i l+i 1 
6+6i 0 -2i 2 + 2i 
-6i 0 2i -2-2i i 
( 
0 0 1 1 
1 -i i 0 0 
5 l-i l-i 1 l-i 1 ’ 
1 1 -1-i -2 
48+4/z-7 
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we have e(T) 0 
f CB(n; d)C-1 = e(T) 
?l=l 
c t 1 0 ' 0 0 
where e(T) = x - 6x5 + 9x9 + 10&a - 30x17 + 11x*5 + 42x33 - 70x37 + ... . 
e(T) is the newform in S,O(16,+) and th’ IS is in agreement with the theory 
presented in [22]. Atkin has informed us that e(T) = [6(47), where ((7) is the 
Dedekind eta function t(T) = x1/24 nr=, (1 - LX*). 
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