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Abstract
Balcerzak, Dems and Komisarski [M. Balcerzak, K. Dems, A. Komisarski, Statistical convergence and ideal convergence for
sequences of functions, J. Math. Anal. Appl. 328 (2007) 715–729] have recently introduced the notion of equi-statistical conver-
gence which is stronger than the statistical uniform convergence. In this paper we study its use in the Korovkin-type approximation
theory. Then, we construct an example such that our new approximation result works but its classical and statistical cases do not
work. We also compute the rates of equi-statistical convergence of sequences of positive linear operators. Furthermore, we obtain
a Voronovskaya-type theorem in the equi-statistical sense for a sequence of positive linear operators constructed by means of the
Bernstein polynomials.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Statistical convergence; Equi-statistical convergence; Korovkin-type approximation theorem; Bernstein polynomials;
Voronovskaya-type theorem; Modulus of continuity
1. Introduction
The concept of convergence of a sequence of real numbers has been extended to statistical convergence by Fast [10].
Recently various kinds of statistical convergence for sequences of functions have been introduced by Balcerzak
et al. [2] (see also [6]). Especially, in [2], a kind of convergence lying between pointwise and uniform statistical
convergence is presented. We first recall these convergence methods.
Let f and fn belong to C(X), which is the space of all continuous real valued functions on a compact subset X of
the real numbers. Throughout the paper, we use the following notation:
Ψn(x, ε) :=
∣∣{k  n: ∣∣fk(x) − f (x)∣∣ ε}∣∣ (x ∈ X) (1.1)
and
Φn(ε) :=
∣∣{k  n: ‖fk − f ‖C(X)  ε}∣∣,
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norm of f in C(X). Then, following [2] we have the next definitions.
Definition 1.1. (fn) is said to be statistically pointwise convergent to f on X if st-limn→∞ fn(x) = f (x) for each
x ∈ X, i.e., for every ε > 0 and for each x ∈ X, limn→∞ Ψn(x,ε)n = 0. Then, it is denoted by fn → f (stat) on X.
Definition 1.2. (fn) is said to be equi-statistically convergent to f on X if for every ε > 0, limn→∞ Ψn(x,ε)n = 0
uniformly with respect to x ∈ X, which means that limn→∞ ‖Ψn(·,ε)‖C(X)n = 0 for every ε > 0. In this case, we denote
this limit by fn → f (equi-stat) on X.
Definition 1.3. (fn) is said to be statistically uniform convergent to f on X if st-limn→∞ ‖fn − f ‖C(X) = 0, or
limn→∞ Φn(ε)n = 0. This limit is denoted by fn⇒ f (stat) on X.
Using the above definitions, the next result follows immediately.
Lemma 1.1. fn⇒ f on X (in the ordinary sense) implies fn⇒ f (stat) on X, which also implies fn → f (equi-stat)
on X. Furthermore, fn → f (equi-stat) on X implies fn → f (stat) on X; and fn → f on X (in the ordinary sense )
implies fn → f (stat) on X.
However, one can construct an example which guarantees that the converses of Lemma 1.1 are not always true.
Such an example was given in [2] as follows:
Example. For each n ∈N, define gn ∈ C[0,1] by
gn(x) =
⎧⎪⎨
⎪⎩
2n+1(x − 12n ), if x ∈ [ 12n , 12n−1 − 12n+1 ],
−2n+1(x − 12n−1 ), if x ∈ [ 12n−1 − 12n+1 , 12n−1 ],
0, otherwise.
(1.2)
Then observe that gn → g = 0 (equi-stat) on [0,1], however (gn) is not statistically (or ordinary) uniform conver-
gent to the function g = 0 on the interval [0,1] (see, for details, [2]).
Now let {Ln} be a sequence of positive linear operators acting from C(X) into itself. In this case, Korovkin [12]
first noticed the necessary and sufficient conditions for the uniform convergence of Ln(f ) to a function f by using
the test function ei defined by ei(x) = xi (i = 0,1,2). Later many researchers investigate these conditions for vari-
ous operators defined on different spaces. In recent years, some matrix summability methods have been used in the
approximation theory. Although some operators, such as interpolation operators of Hermite–Fejer [3], do not con-
verge at points of simple discontinuity, the matrix summability method of Cesàro-type are strong enough to correct
the lack of convergence [4]. Furthermore, uniform statistical convergence in Definition 1.3, which is a regular (non-
matrix) summability transformation, has been used in the Korovkin-type approximation theory [7–9,11]. Then, it was
demonstrated that those results are more powerful than the classical Korovkin theorem.
With the above terminology, our primary interest in the present paper is to obtain a Korovkin-type approximation
theorem by means of the concept of equi-statistical convergence in Definition 1.2. Also, by considering Lemma 1.1
and the above example, we will construct a sequence of positive linear operators such that while our new results work,
their classical and also uniform statistical cases do not work. We also compute the rates of equi-statistical convergence
of sequences of positive linear operators. Finally, we obtain a Voronovskaya-type theorem in the equi-statistical sense
for a sequence of positive linear operators constructed by means of the Bernstein polynomials.
2. A Korovkin-type approximation theorem
In this section we prove the following Korovkin-type approximation theorem by means of equi-statistical conver-
gence.
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acting from C(X) into itself. Then, for all f ∈ C(X),
Ln(f ) → f (equi-stat) on X (2.1)
if and only if
Ln(ei) → ei (equi-stat) on X with ei(x) = xi, i = 0,1,2. (2.2)
Proof. Since each ei ∈ C(X), i = 0,1,2, the implication (2.1) ⇒ (2.2) is obvious. Assume now that (2.2) holds. Let
f ∈ C(X) and x ∈ X be fixed. By the continuity of f at the point x, we may write that for every ε > 0, there exists a
number δ > 0 such that |f (y) − f (x)| < ε for all y ∈ X satisfying |y − x| < δ. Since∣∣f (y) − f (x)∣∣= ∣∣f (y) − f (x)∣∣χXδ (y) + ∣∣f (y) − f (x)∣∣χX\Xδ (y),
where Xδ = [x − δ, x + δ] ∩ X and χA denotes the characteristic function of the set A. Then we have
∣∣f (y) − f (x)∣∣ ε + 2M (y − x)2
δ2
for all y ∈ X, where M := ‖f ‖C(X). By positivity and linearity of the operators Ln, we conclude that
∣∣Ln(f ;x) − f (x)∣∣ ε + (ε + M)∣∣Ln(e0;x) − e0(x)∣∣+ 2M
δ2
Ln
(
(y − x)2;x).
So we get
∣∣Ln(f ;x) − f (x)∣∣ ε +
(
ε + M + 2Mx
2
δ2
)∣∣Ln(e0;x) − e0(x)∣∣
+ 4Mx
δ2
∣∣Ln(e1;x) − e1(x)∣∣+ 2M
δ2
∣∣Ln(e2;x) − e2(x)∣∣,
which implies that
∣∣Ln(f ;x) − f (x)∣∣ ε + K 2∑
i=0
∣∣Ln(ei;x) − ei(x)∣∣, (2.3)
where
K := ε + M + 2M
δ2
(‖e2‖C(X) + 2‖e1‖C(X) + 1).
Now, for a given r > 0, choose ε > 0 such that ε < r . Then, for each i = 0,1,2, setting
Ψn(x, r) :=
∣∣{k  n: ∣∣Lk(f ;x) − f (x)∣∣ r}∣∣
and
Ψi,n(x, r) :=
∣∣∣∣
{
k  n:
∣∣Lk(ei;x) − ei(x)∣∣ r − ε3K
}∣∣∣∣ (i = 0,1,2),
it follows from (2.3) that
Ψn(x, r)
2∑
i=0
Ψi,n(x, r),
which gives
‖Ψn(·, r)‖C(X)
n

2∑(‖Ψi,n(·, r)‖C(X)
n
)
. (2.4)i=0
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Therefore, we have
lim
n→∞
‖Ψn(·, r)‖C(X)
n
= 0 for every r > 0,
whence the result. 
Now let X = [0,1] and consider the classical Bernstein polynomials Bn(f ;x) on C[0,1]. Using these polynomials,
we introduce the following positive linear operators on C[0,1]:
Dn(f ;x) =
(
1 + gn(x)
)
Bn(f ;x), x ∈ [0,1] and f ∈ C[0,1], (2.5)
where gn(x) is given by (1.2). Then, observe that
Dn(e0;x) =
(
1 + gn(x)
)
e0(x),
Dn(e1;x) =
(
1 + gn(x)
)
e1(x),
Dn(e2;x) =
(
1 + gn(x)
)[
e2(x) + x(1 − x)
n
]
.
Since gn → g = 0 (equi-stat) on [0,1], we conclude that
Dn(ei) → ei (equi-stat) on [0,1] for each i = 0,1,2.
So, by Theorem 2.1, we immediately see that
Dn(f ) → f (equi-stat) on [0,1] for all f ∈ C[0,1].
However, since (gn) is not statistically uniform convergent to the function g = 0 on the interval [0,1], we can say
that Theorem 1 of [11] does not work for our operators defined by (2.5). Furthermore, since (gn) is not uniformly
convergent (in the ordinary sense) to the function g = 0 on [0,1], the classical Korovkin theorem does not work
either. Therefore, this application clearly shows that our Theorem 2.1 is a non-trivial generalization of the classical
and the statistical cases of the Korovkin-type results introduced in [12] and [11], respectively.
3. Rates of equi-statistical convergence in Theorem 2.1
In this section we study the rates of equi-statistical convergence of a sequence of positive linear operators defined
on C(X) with the help of modulus of continuity.
We now present the following definition.
Definition 3.1. A sequence (fn) is equi-statistical convergent to a function f with the rate of β ∈ (0,1) if for every
ε > 0,
lim
n→∞
Ψn(x, ε)
n1−β
= 0
uniformly with respect to x ∈ X, or equivalently, for every ε > 0,
lim
n→∞
‖Ψn(·, ε)‖C(X)
n1−β
= 0,
where Ψn(x, ε) is the same as in (1.1). In this case, it is denoted by
fn − f = o
(
n−β
)
(equi-stat) on X.
Then we first need the following lemma to get the rates of equi-statistical convergence in Theorem 2.1 by using
Definition 3.1.
Lemma 3.1. Let (fn) and (gn) be function sequences belonging to C(X). Assume that fn − f = o(n−β0) (equi-stat)
on X and gn − g = o(n−β1) (equi-stat) on X. Let β = min{β0, β1}. Then the following statements hold:
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(ii) (fn − f )(gn − g) = o(n−β) (equi-stat) on X,
(iii) λ(fn − f ) = o(n−β0) (equi-stat) on X for any real number λ,
(iv) √|fn − f | = o(n−β0) (equi-stat) on X.
Proof. (i) Assume that fn − f = o(n−β0) (equi-stat) on X and that gn − g = o(n−β1) (equi-stat) on X. Also, for
ε > 0 and x ∈ X define
Ψn(x, ε) :=
∣∣{k  n: ∣∣(fk + gk)(x) − (f + g)(x)∣∣ ε}∣∣,
Ψ0,n(x, ε) :=
∣∣∣∣
{
k  n:
∣∣fk(x) − f (x)∣∣ ε2
}∣∣∣∣,
Ψ1,n(x, ε) :=
∣∣∣∣
{
k  n:
∣∣gk(x) − g(x)∣∣ ε2
}∣∣∣∣.
Then observe that
Ψn(x, ε)
n1−β
 Ψ0,n(x, ε) + Ψ1,n(x, ε)
n1−β
. (3.1)
Since β = min{β0, β1}, by (3.1), we get
Ψn(x, ε)
n1−β
 Ψ0,n(x, ε)
n1−β0
+ Ψ1,n(x, ε)
n1−β1
,
and hence
‖Ψn(·, ε)‖C(X)
n1−β
 ‖Ψ0,n(·, ε)‖C(X)
n1−β0
+ ‖Ψ1,n(·, ε)‖C(X)
n1−β1
. (3.2)
Now by taking limit as n → ∞ in (3.2) and using the hypotheses, we conclude that
lim
n→∞
‖Ψn(·, ε)‖C(X)
n1−β
= 0,
which completes the proof of (i). Since the proofs of (ii)–(iv) are similar, we omit them. 
On the other hand, we recall that the modulus of continuity of a function f ∈ C(X) is defined by
w(f, δ) = sup
|y−x|δ, x,y∈X
∣∣f (y) − f (x)∣∣ (δ > 0).
Then we have the following result.
Theorem 3.2. Let X be a compact subset of the real numbers, and let {Ln} be a sequence of positive linear operators
acting from C(X) into itself. Assume that the following conditions hold:
(a) Ln(e0) − e0 = o(n−β0) (equi-stat) on X,
(b) w(f, δn) = o(n−β1) (equi-stat) on X, where δn(x) =
√
Ln(ϕ2;x) with ϕ(y) = (y − x).
Then we have, for all f ∈ C(X),
Ln(f ) − f = o
(
n−β
)
(equi-stat) on X,
where β = min{β0, β1}.
Proof. Let f ∈ C(X) and x ∈ X. Then it is well known that,∣∣Ln(f ;x) − f (x)∣∣M∣∣Ln(e0;x) − e0(x)∣∣+ (Ln(e0;x) +√Ln(e0;x) )w(f, δn),
where M = ‖f ‖C(X) (see, for instance, [1,5]). This yields that
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+ w(f, δn)
√∣∣Ln(e0;x) − e0(x)∣∣.
Now considering the above inequality, the hypotheses (a), (b), and Lemma 3.1, the proof is completed at once. 
Remark. Replace the conditions (a) and (b) in Theorem 3.2 by
Ln(ei) − ei = o
(
n−βi
)
(equi-stat) on X for i = 0,1,2. (3.3)
Since
Ln
(
ϕ2;x)= Ln(e2;x) − 2xLn(e1;x) + x2Ln(e0;x),
we may write that
Ln
(
ϕ2;x)K 2∑
i=0
∣∣Ln(ei;x) − ei(x)∣∣, (3.4)
where K = 1 + 2‖e1‖C(X) + ‖e2‖C(X). Now it follows from (3.3), (3.4) and Lemma 3.1 that
δn =
√
Ln
(
ϕ2
)= o(n−γ ) (equi-stat) on X,
where γ = min{β0, β1, β2}. So, it yields that
w(f, δn) = o
(
n−γ
)
(equi-stat) on X. (3.5)
Using (3.5) in Theorem 3.2 we immediately see, for all f ∈ C(X), that
Ln(f ) − f = o
(
n−γ
)
(equi-stat) on X.
Therefore, if we use the condition (3.3) in Theorem 3.2 instead of (a) and (b), then we obtain the rates of equi-statistical
convergence of the sequence of positive linear operators in Theorem 2.1.
4. A Voronovskaya-type theorem
In this section, we will show that the positive linear operators Dn defined by (2.5) satisfy a Voronovskaya-type
property in the equi-statistical sense. We first need the following lemma.
Lemma 4.1. Let x ∈ [0,1] and ϕ(y) := y − x. Then we have
n2Dn
(
ϕ4
)→ 3e2(e2 − 2e1 + e0) (equi-stat) on [0,1].
Proof. After some simple calculations, we may write form (2.5) that
n2Dn
(
ϕ4;x)= (1 + gn(x))
[
3x4 − 6x3 + 3x2 + −6x
4 + 12x3 − 7x2 + x
n
]
.
Then we get
∣∣n2Dn(ϕ4;x)− 3e2(x)(e2(x) − 2e1(x) + e0(x))∣∣ 12gn(x) + 26(1 + gn(x))
n
(4.1)
for every x ∈ [0,1]. By (1.2), it is clear that
12gn + 26(1 + gn)
n
→ 0 (equi-stat) on [0,1]. (4.2)
Now combining (4.1) and (4.2) we easily see that
n2Dn
(
ϕ4
)→ 3e2(e2 − 2e1 + e0) (equi-stat) on [0,1],
which completes the proof. 
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Theorem 4.2. For every f ∈ C[0,1] such that f ′, f ′′ ∈ C[0,1], we have
n{Dnf − f } → e1 − e22 f
′′ (equi-stat) on [0,1].
Proof. Let f,f ′, f ′′ ∈ C[0,1] and x ∈ [0,1]. Define
ζx(y) =
{
f (y)−f (x)−(y−x)f ′(x)− 12 (y−x)2f ′′(x)
(y−x)2 , if y = x,
0, if y = x.
Then by assumption we have ζx(x) = 0 and the function ζx belongs to C[0,1]. Hence, by Taylor’s theorem we get
f (y) = f (x) + (y − x)f ′(x) + (y − x)
2
2
f ′′(x) + (y − x)2ζx(y).
Now applying the operators Dn given by (2.5) on the both sides of the above equality, we conclude that
Dn(f ;x) − f (x) = f (x)gn(x) + f ′(x)Dn(ϕ;x) + f
′′(x)
2
Dn
(
ϕ2;x)+ Dn(ϕ2ζx;x)
= f (x)gn(x) + x(1 − x)f
′′(x)
2n
(
1 + gn(x)
)+ Dn(ϕ2ζx;x),
which yields∣∣∣∣n(Dn(f ;x) − f (x))− e1(x) − e2(x)2 f ′′(x)
∣∣∣∣Mngn(x) + n∣∣Dn(ϕ2ζx;x)∣∣, (4.3)
where ϕ(y) = y − x and M = ‖f ‖C[0,1] + ‖f ′′‖C[0,1]. If we apply the Cauchy–Schwarz inequality for the second
term on the right-hand side of (4.3), then we may write that
n
∣∣Dn(ϕ2ζx;x)∣∣ (n2Dn(ϕ4;x)) 12 (Dn(ζ 2x ;x)) 12 . (4.4)
Let ηx(y) := ζ 2x (y). In this case, observe that ηx(x) = 0 and ηx(·) ∈ C[0,1]. Then it follows from Theorem 2.1 that
Dn(ηx) → 0 (equi-stat) on [0,1]. (4.5)
Now considering (4.4) and (4.5), and also using Lemma 4.1, we immediately see that
nDn
(
ϕ2ζx;x
)→ 0 (equi-stat) on [0,1]. (4.6)
For a given ε > 0, define
Ψn(x, ε) :=
∣∣∣∣
{
k  n:
∣∣∣∣k(Dk(f ;x) − f (x))− e1(x) − e2(x)2 f ′′(x)
∣∣∣∣ ε
}∣∣∣∣,
Ψ1,n(x, ε) :=
∣∣∣∣
{
k  n:
∣∣kgk(x)∣∣ ε2M
}∣∣∣∣,
Ψ2,n(x, ε) :=
∣∣∣∣
{
k  n:
∣∣kDk(ϕ2ζx;x)∣∣ ε2
}∣∣∣∣.
Then it follows from (4.3) that
Ψn(x, ε)
n
 Ψ1,n(x, ε)
n
+ Ψ2,n(x, ε)
n
,
which yields
‖Ψn(·, ε)‖C[0,1]  ‖Ψ1,n(·, ε)‖C[0,1] + ‖Ψ2,n(·, ε)‖C[0,1] . (4.7)
n n n
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ngn → g = 0 (equi-stat) on [0,1]. (4.8)
Now, by (4.6) and (4.8), the right-hand side of (4.7) tends to zero as n → ∞. Therefore, we have
lim
n→∞
‖Ψn(·, ε)‖C[0,1]
n
= 0
whence the result. 
Finally, notice that our operators Dn defined by (2.5) do not satisfy the Voronovskaya-type property in the usual
sense since the function sequence (gn) given by (1.2) is not uniformly convergent to the function g = 0 on the
interval [0,1].
References
[1] F. Altomare, M. Campiti, Korovkin-Type Approximation Theory and Its Applications, Walter de Gruyter Publ., Berlin, 1994.
[2] M. Balcerzak, K. Dems, A. Komisarski, Statistical convergence and ideal convergence for sequences of functions, J. Math. Anal. Appl. 328
(2007) 715–729.
[3] R. Bojanic, F. Cheng, Estimates for the rate of approximation of functions of bounded variation by Hermite–Fejer polynomials, Proc. Confer-
ence Canadian Math. Soc. 3 (1983) 5–17.
[4] R. Bojanic, M.K. Khan, Summability of Hermite–Fejer interpolation for functions of bounded variation, J. Natur. Sci. Math. 32 (1992) 5–10.
[5] R.A. Devore, The Approximation of Continuous Functions by Positive Linear Operators, Lecture Notes in Math., vol. 293, Springer-Verlag,
Berlin, 1972.
[6] O. Duman, C. Orhan, μ-Statistically convergent function sequences, Czechoslovak Math. J. 54 (2004) 413–422.
[7] O. Duman, M.K. Khan, C. Orhan, A-statistical convergence of approximating operators, Math. Inequal. Appl. 6 (2003) 689–699.
[8] E. Erkus¸, O. Duman, A Korovkin type approximation theorem in statistical sense, Studia Sci. Math. Hungar. 43 (2006) 285–294.
[9] E. Erkus¸, O. Duman, H.M. Srivastava, Statistical approximation of certain positive linear operators constructed by means of the Chan–Chyan–
Srivastava polynomials, Appl. Math. Comput. 182 (2006) 213–222.
[10] H. Fast, Sur la convergence statistique, Colloq. Math. 2 (1951) 241–244.
[11] A.D. Gadjiev, C. Orhan, Some approximation theorems via statistical convergence, Rocky Mountain J. Math. 32 (2002) 129–138.
[12] P.P. Korovkin, Linear Operators and Approximation Theory, Hindustan Publ. Co., Delhi, 1960.
