Deflated block Krylov subspace methods for large scale eigenvalue problems  by Niu, Qiang & Lu, Linzhang
Journal of Computational and Applied Mathematics 234 (2010) 636–648
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Deflated block Krylov subspace methods for large scale eigenvalue
problemsI
Qiang Niu a,b,∗, Linzhang Lu c,d
a College of Mathematical Science, Qingdao University, Qingdao 266071, PR China
b BNU-HKBU United International College, Zhuhai, 519085, PR China
c School of Mathematics and Computer Science, Guizhou Normal University, Guiyang 550001, PR China
d School of Mathematical Sciences, Xiamen University, Xiamen 361005, PR China
a r t i c l e i n f o
Article history:
Received 20 January 2009
Received in revised form 26 November
2009
MSC:
65F15
Keywords:
Arnoldi process
Ritz value
Ritz vector
Refined approximate eigenvector
Krylov subspace
a b s t r a c t
We discuss a class of deflated block Krylov subspacemethods for solving large scale matrix
eigenvalue problems. The efficiency of an Arnoldi-type method is examined in computing
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1. Introduction
The computation of a few selected eigenpairs of large sparse matrices arises in many scientific and engineering
applications. In the last few years, substantial advances have been made in large scale eigenvalue computation research.
Krylov subspace methods [1–3], Newton-type methods [4] and CG-type methods [5,6] constitute three classes of modern
large scale eigensolvers [7,1]. In this paper,wewill dealwith Krylov subspace typemethods, and they arewidely investigated
in [1–3]. TheMatlab function eigs [8,9], which is based on the Implicitly Restarted Arnoldi (IRA) method [10] has become
one of the most reliable eigensolvers. Convergence analysis of restarted Krylov subspace methods for computing partial
eigenvalues of large matrices has been established in [11–14].
Block Krylov subspace methods play an important role in large scale matrix eigenvalue computation. If the a priori
eigenvector information is available, block typemethods are well suited, and they are especially preferred when the desired
eigenvalues are clustered or multiple [15]. Traditionally, the ability of using level-3 BLAS operations also makes themmuch
more competitive than non-block methods from the perspective of computing. However, the practical implementation of
block methods is generally much more complex, and needs to address subtle stability concerns, which make the algorithm
difficult to manipulate. Furthermore, from the viewpoint of the polynomial approximation theory, for some difficult
problems, higher order polynomials are able to produce better approximations [16,2]. For an approximate subspace with a
fixed dimension, block type methods will generate approximations in a matrix polynomial space of lower order than that of
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a single vector Krylov subspacemethod. Therefore, it is hard tomeasure the efficiency of the block Krylov subspacemethods
and non-block ones in computing partial eigenvalues of large matrices. Some successful algorithms based on block Krylov
subspaces have been discussed for Hermitian matrices in [17–20], and non-Hermitian ones in [21–23]. We refer to [1,24]
for a survey of numerical methods for solving large scale eigenvalue problems.
In this paper, we experimentally study a class of deflated block Krylov subspace methods. The deflated block Krylov
subspace methods are different from conventional block Krylov subspace methods in the way of generating the approximate
subspaces. Particularly, the newmethods are based on deflated block Krylov subspaces, newly developed for reduced-order
modeling in large circuit simulations [25–27]. Compared with the regular block Krylov subspace methods, we discover
that the newly developed methods have several advantages thanks to a built-in deflation procedure included in the
orthogonalization process. Firstly, vectors in the block columns that are (almost) linearly dependent can be deflated timely,
so there are no rank deficient problems that might appear in the regular block Krylov subspace methods. Secondly, the
order of matrix polynomial space induced by the corresponding approximate subspace can be enlarged once some of the
approximate eigenpairs converge. Hence, improved approximate subspaceswill be available for computing eigenvalues that
are difficult to explore. Every occurrence of deflation will automatically reduce the initial block column size by one, so the
new methods have the property of adaptively reducing the effective block size of the starting vector. In conclusion, with
the deflation procedure, approximate subspaces only retain the most useful information, and hence they produce more
information than the ones used in regular block Krylov subspace methods. Furthermore, the deflated block Krylov subspace
methods also inherit the property of regular block Krylov subspacemethods in dealingwithmultiple or clustered eigenvalue
problems, which is much more efficient than the single vector methods especially when A is defective or even derogatory.
We remark that due to the vector-wise fashion of generating the orthonormal basis [27,28], the newmethods also sacrifice
the advantages of high performance computing, e.g., computing n× pmatrix Y = AX is cheaper than computing p vectors
yi = Axi, i = 1 : p, one after the other. However, the expense is worthwhile; as will be demonstrated in Section 3, due to
deflation, approximate subspaces constructed by the new method have similar properties to the ones constructed by the
implicitly restarted Arnoldimethod [10], or the restarted Arnoldimethods augmentedwith approximated eigenvectors [29].
So the new methods preserve the superiorities of regular block Krylov subspace methods and regular Krylov subspace
methods augmented with approximate eigenvectors. Numerical results in Section 4 demonstrate that an Arnoldi-type
method is very efficient for computing partial or nearly clustered eigenvalues of large matrices. As an improvement, we
also propose a refined variant of the Arnoldi-type approach, and both methods are examined by some numerical examples.
The test results show that the refined variant can further improve the performance of the Arnoldi-typemethod in computing
partial eigenvalues of largematrices. As the ideal of block deflated Krylov subspaces has been proposed in [25–27] in dealing
with modeling reduction problems, the main motivation of this paper is the numerical evaluation of the approximate
subspaces in solving large scale eigenvalue problems.
Throughout this paper, Re(f ) and Im(f ) denote the real and imaginary parts of vector f , respectively, and f ∗ denotes the
conjugate transpose of vector f .Cm(Rm) denotes them-dimensional complex (real) space and em, themth coordinate vector
of dimension m. We use ‖ · ‖ to denote both the Euclidean vector norm and the subordinate spectral matrix norm. Some
Matlab notations are used whenever necessary.
2. Deflated block Krylov subspace and the Arnoldi-type algorithm
In this section, we first briefly recall the concept of block Krylov subspace and related procedures for solving large scale
eigenvalue problems, and then give a brief introduction of the deflated block Krylov subspace, whichwas recently advocated
for reduced-order modeling in large circuit simulation [25–27].
Given an initial starting vector r0, then themth Krylov subspace generated by A and r0 is defined by
Km(A, r0) = span{r0, Ar0, . . . , Am−1r0}.
The block Krylov subspace is a natural generalization of the regular Krylov subspace by using an n× p block vector. Let
A ∈ Rn×n and R = [r1, . . . , rp] ∈ Rn×p
be the given matrices. Picking R as a block starting vector, then themth block Krylov subspace induced by A and R is defined
by
Km(A, R) = span{r1, . . . , rp, Ar1, . . . , Arp, . . . , Am−1r1, . . . , Am−1rp}, (1)
which can be represented in the block form [27]
Km(A, R) = Colspan{R, AR, . . . , Am−1R}, (2)
where Colspan is used instead of Span which may be fuzzy in denoting the space spanned by columns of rectangular
matrix sequences R, AR, . . . , Am−1R. We should point out that the Colspan used here is different from block span defined
in [30,31].
For regular Krylov subspaceKm(A, r0), suppose the grade of r0 with respect to A ism0; then
dim(Km(A, r0)) =
{
m0 ifm ≥ m0
m ifm < m0.
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In the case ofm > m0, if the Arnoldi algorithm is used to construct an orthonormal basis forKm(A, r0), then the algorithm
will naturally break down at the m0th step in exact arithmetic. In this case, the Krylov sequence r0, . . . , Am−1r0 is called
exhausted, and these Krylov vectors formabasis for an invariant subspace forA andhence some eigenvalues can be computed
exactly. This situation is generally referred to as happy breakdown or lucky breakdown.
In contrast to the regular Krylov subspace generated by a single vector, the situation of breakdown is more complicated
for the block Krylov subspace. From (1) we can see that it may happen that one column of Ajri0 (1 ≤ i0 ≤ p) is linearly
dependent on the previous Krylov vectors, whereas other columns of AjRmay still be linearly independent of the previous
ones. Such an occurrence of linearly dependent vectors implies that the subsequent sequences Aj+1ri0 , A
j+2ri0 , . . . will not
bring new information any more. Therefore, during the process of constructing an orthonormal basis for block Krylov
subspace Km(A, R), an embedded deflation procedure can be included, by deleting columns that are linearly dependent
or almost linearly dependent.
Freund [27] identified the disadvantages of regular block Krylov subspaces and devised an orthogonalization process
to detect and deflate the linearly dependent vectors. In the following paragraph, we firstly recall the procedures, and then
outline the algorithm for generating an orthonormal basis for the deflated block Krylov subspace.
By scanning the vectors in (1) from left to right and deleting all columns that are linearly dependent on previous columns,
a deflated block Krylov sequence is obtained
R1, AR2, A2R3, . . . , Ajmax−1Rjmax . (3)
This process of deleting linearly dependent vectors is referred to as exact deflation in the following description. For each
j = 1, 2, . . . , jmax, the block vector Rj in (3) is a submatrix of Rj−1, with Rj 6= Rj−1 if and only if deflation occurred within the
jth Krylov block Aj−1R in (2). Here, for j = 1, we set R1 = R. Denoting by pj the number of columns in Rj, then
p1 ≥ p2 ≥ · · · ≥ pjmax ≥ 1. (4)
By the above deflation procedure, the columns of block vectors in (3) become linearly independent, and the subspace
spanned by the first m columns is called the mth deflated block Krylov subspace (induced by A and R). We denote the mth
deflated block Krylov subspace byKdfm (A, R). For later usage, we remark that
m = p1 + p2 + · · · + pj (5)
where 1 ≤ j ≤ jmax, and
Kdfm (A, R) = Colspan{R1, AR2, A2R3, . . . , Aj−1Rj}. (6)
Similar to the classical Arnoldi process [32], an Arnoldi-type algorithm [27] has been proposed for constructing an
orthonormal basis v1, . . . , vm for the deflated block Krylov subspace K
df
m (A, R). During the process of orthogonalization,
the algorithm also produces some so-called candidate vectors,
vˆm+1, vˆm+2, . . . , vˆm+pc , (7)
for the next pc basis vectors vm+1, vm+2, . . . , vm+pc . Here, pc = pc(m) is the number of columns in the next starting block
vector. These candidate vectors (7) also satisfy the following orthogonality relationship
V Tm[vˆm+1 vˆm+2 · · · vˆm+pc ] = 0. (8)
Due to vector-wise construction of the basis and candidate vectors, the detection and actual execution of deflation
become very easy to manipulate. According to the proof given in [25] in the case of the Lanczos-type algorithm, exact
deflation occurs at the jth step of the Arnoldi-type process if and only if vˆj = 0. Similarly, inexact deflation occurs if and
only if ‖vˆj‖ is less than a tolerance. Therefore, in the practical application of the algorithm, we just need to check whether
‖vˆj‖ < dtol, (9)
where dtol ≥ 0 is a suitably chosen deflation tolerance. If (9) is satisfied, then vˆj is deflated; meanwhile indices of all
remaining candidate vectors are shifted by −1, and pc is set to be pc − 1. If deflation results in pc = 0, then the deflated
block Krylov subspace is exhausted and the algorithm should be stopped. Otherwise, the deflation procedure is repeated
until a vector vˆj with ‖vˆj‖ > dtol is found. By normalization, this vector becomes vj.
The above orthogonalization procedure with deflation can be accomplished by the following Arnoldi-type algorithm,
which was originally proposed in [27].
Algorithm 1. The Arnoldi-type algorithm
function [Vm,Wpc , Tm, K , pc,m] = DBArnoldi(A,N, V1, p, jmax).
1. Set vˆi = vi for i = 1, 2, . . . , p, where V1 = [v1, . . . , vp].
Set pc = p.
2. For j = 1, 2, . . . , jmax do
(2.1) Compute ‖vˆj‖,
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(2.2) Check whether the deflation criterion (9) is fulfilled.
If yes, then vˆj is deflated by doing the following:
Set pc = pc − 1. If pc = 0, set j = j− 1 andm = j, and stop.
Set vˆi = vˆi+1 for i = j, j+ 1, . . . , j+ pc − 1.
Return to step (2.1).
(2.3) Set tj,j−pc = ‖vˆj‖ and vj = vˆj/tj,j−pc .
(2.4) Compute vˆj+pc = Avj.
(2.5) For i = 1, 2, . . . , j do:
Set ti,j = vTi vˆj+pc and vˆj+pc = vˆj+pc − viti,j.
(2.6) For i = j− pc + 1, j− pc + 2, . . . , j− 1 do:
Set tj,i = vTj vˆi+pc and vˆi+pc = vˆi+pc − vjtj,i.
3. Setm = j, Vm = [v1 v2 · · · vm] andWpc = [vˆm+1 vˆm+2 · · · vˆm+pc ];
Set Tm = [ti,l]i=1,2,...,ml=1,2,...,m and K = [ti,l−p]i=1,2,...,ml=1,2,...,p .
We remark that in order to ensure the orthogonality of basis vectors generated by the above algorithm, reorthogonalization
should be performed in steps 2.5 and 2.6. This will be investigated by a representative example in Section 4. The ortho-
gonalization process of Algorithm 1 can be formulated as
AVm = VmTm + [0, . . . , 0,Wpc ] + Vˆ dfm , (10)
where the matrix term Vˆ dfm appearing on the right-hand side of (10) is due to inexact deflations. The columns of Vˆ
df
m are
constituted by zero vectors, and those non-zero columns are the vectors that have been deflated. Since at any stage of
Algorithm 1, at most p− pc = p− pc(m) vectors can be deflated, the additional matrix term is small in the sense that
‖Vˆ dfm ‖ ≤ dtol
√
p− pc(m).
The above approach of generating the orthonormal basis for deflated Krylov subspaces was originally proposed in [27].
In the past few years, reduced-order modeling techniques based on deflated block Krylov subspaces have become one of the
most efficient tools for generating reduced-order models of large linear subcircuits. Taking into account the nice property of
deflated block subspaces, we will experimentally study its application in solving large eigenvalue problems in subsequent
sections.
3. Deflated block Krylov subspace methods for large scale eigenvalue problems
In this section, we will discuss some deflated Krylov subspace methods for solving large scale eigenvalue problems;
particularly, an Arnoldi-type method and its refined variant will be outlined and compared. For practical applications, we
will also derive the corresponding inexact variants.
3.1. An Arnoldi-type method
The Rayleigh–Ritz procedure is a general framework for computing partial eigenvalues of large matrices. For a given
m-dimensional deflated block Krylov subspaceKdfm (A, R), the principal idea of the Rayleigh–Ritz procedure is seeking Ritz
pairs (λˆi, ϕˆi) that satisfy the orthogonal projection [2]{
ϕˆi ∈ Kdfm (A, R),
(A− λˆiI)ϕˆi ⊥ Kdfm (A, R).
(11)
By using Algorithm 1 to generate an orthonormal basis v1, . . . , vm forK
df
m (A, R) and letting Vm = [v1, . . . , vm], from (8) and
(10) we can see that (11) can be transformed into the following small sized standard eigenvalue problem{
ϕˆi = Vmyi,
Tˆmyi = λˆiyi, ‖yi‖ = 1, (12)
where Tˆm = Tm + V ∗mVˆ dfm . The approximate eigenpairs (λˆi, ϕˆi), i = 1, . . . ,m, computed by (12) are called Ritz pairs of A. Let
rˆi = Aϕˆi − λˆiϕˆi; then the following conclusion follows from (10) and (12).
Theorem 1. The residual norm ‖rˆi‖ associated with an approximate eigenpair (λˆi, ϕˆi) is no larger than ‖Wpc‖+
√
p− pc ·dtol.
Furthermore, if pc = 0 eventually, then we have ‖rˆi‖ ≤ √p · dtol.
Proof. As
rˆi = AVmyi − λˆiVmyi
= (VmTm + [0, . . . , 0,Wpc ] + Vˆ dfm )yi − λˆiVmyi
= (VmTm + [0, . . . , 0,Wpc ] + Vˆ dfm )yi − Vm(Tm + V ∗mVˆ dfm )yi
= (I − VmV ∗m)Vˆ dfm yi + [0, . . . , 0,Wpc ]yi, (13)
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we have
‖rˆi‖ ≤ ‖(I − VmV ∗m)Vˆ dfm yi‖ + ‖[0, . . . , 0,Wpc ]yi‖
≤ ‖Vˆ dfm ‖ + ‖Wpc‖
≤ √p− pc · dtol+ ‖Wpc‖. (14)
If pc = 0, then all the starting vectors have been deflated, i.e.,Wpc = 0. Therefore, in this casewe have ‖rˆi‖ ≤ √p ·dtol. 
Computing eigenpairs of Tˆm in (12) involves the deflated vectors stored in Vˆ
df
m . Since columns of Vˆ
df
m are constituted
by zero and non-zero columns generated by inexact deflation, this term becomes negligible if a sufficiently small dtol is
chosen. Discarding this additional term, the procedure can be simplified by computing eigenpairs of Tm. Precisely, small
eigenvalue problem (12) can be replaced by{
ϕˆi = Vmyi,
Tmyi = λˆiyi, ‖yi‖ = 1, (15)
where we still use notations (λˆi, ϕˆi) to denote the approximate eigenpairs computed by (15). From the criterion of inexact
deflation, we can see that if the deflation tolerance dtol is chosen appropriately smaller than the precision required for
approximate eigenpairs, then the additional matrix term Vˆ dfm will become negligible. So approximate eigenpairs (λˆi, ϕˆi)
can be computed by (15) and used to replace the ones computed by (12). The following theorem reveals that approximate
eigenpairs obtained by (15) are exact eigenpairs of a perturbed matrix A.
Theorem 2. The approximate eigenpairs (λˆi, ϕˆi) obtained by (15) are the exact eigenpairs of a perturbed matrix A + E, with
‖E‖ ≤ √p− pc · dtol+ ‖Wpc‖. If the algorithm terminates because of pc = 0, then ‖E‖ ≤ √p · dtol.
Proof. As
Aϕˆi − λˆiϕˆi = AVmyi − λˆiVmyi
= (VmTm + [0, . . . , 0,Wpc ] + Vˆ dfm )yi − λˆiVmyi
= [0, . . . , 0,Wpc ]yi + Vˆ dfm yi, (16)
we have
(A− (Vˆ dfm + [0, . . . , 0,Wpc ])V ∗m)Vmyi = λˆiVmyi.
Letting E = −(Vˆ dfm + [0, . . . , 0,Wpc ])V ∗m, then we have
(A+ E)ϕˆi = λˆiϕˆi,
and
‖E‖ = ‖(Vˆ dfm + [0, . . . , 0,Wpc ])V ∗m‖ ≤
√
p− pc · dtol+ ‖Wpc‖.
Hence, if the algorithm terminates due to pc = 0, then we have ‖E‖ ≤ √p · dtol. 
We remark that if matrix A is real symmetric, then Tˆm = V ∗mAVm used in (12) is also symmetric, while Tm is generally
nonsymmetric if inexact deflations occurred during the process. Thereby the approximate eigenvalue computed by (15)may
be complex. So procedure (12) is theoretically preferred for symmetric matrices.
3.2. A refined variant of the Arnoldi-type method
Despite several attractive advantages of the Rayleigh–Ritz procedure for computing eigenvalues, the approximate
eigenvectors obtained by this procedure may converge erratically and even fail to converge, so that the corresponding
algorithm may not perform well [22]. To improve the convergence of approximate eigenvectors, we subsequently discuss
a refined variant of the Arnoldi-type method. Particularly, the refined variant replaces the traditional Ritz vectors by
certain refined approximate eigenvectors. Precisely, we retain λˆi computed by the Arnoldi-type method as an approximate
eigenvalue, and seek a unit approximate eigenvector ui ∈ Kdfm (A, R) that satisfies the following optimality property [22]
‖(A− λˆiI)ui‖ = min
u∈Kdfm (A,R),‖u‖=1
‖(A− λˆiI)u‖. (17)
Here, ui is called a refined approximate eigenvector associated with an approximate eigenvalue λˆi. It can be easily verified
that ui satisfies
ui = Vmzi, (18)
‖(A− λˆiI)ui‖ = σmin((A− λˆiI)Vm), (19)
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where zi is the right singular vector of (A − λˆiI)Vm associated with its smallest singular value σmin. In the following
discussions, we will propose an inexact procedure which generates an approximation to zi without computing the singular
value decomposition of (A− λˆiI)Vm directly. This procedure needs O(nm2) flops instead of O(n3).
For an appropriately chosen deflation tolerance dtol that is relatively smaller than the expected precision of
approximate eigenpairs, the additional matrix term Vˆ dfm in (10) becomes negligible. So we can discard this term as in the
case that only exact deflation occurs. We perform QR decompositionWpc = QR, and let
Vm+1 = [Vm,Q ], T˜m =
(
Tm
RE∗pc
)
,
where ETpc is anm× pc zero matrix except that the last pc rows form a pc × pc identity matrix. In the matrix form, we have
AVm = Vm+1T˜m. (20)
Based on (20), we can form the cross-product matrix
Gi ≡ V ∗m(A− λˆiI)∗(A− λˆiI)Vm
= (AVm)∗(AVm)− λˆi(V ∗mA∗Vm)− ¯ˆλi(V ∗mAVm)+ |λˆi|2Im
= T˜ ∗mT˜m − λˆiT ∗m − ¯ˆλiTm + |λˆi|2Im.
Then the singular vectors of (A − λˆiI)Vm can be computed, which are actually the eigenvectors of matrix Gi. By using the
eigenvector zˆi corresponding to the smallest eigenvalue ofGi as an approximation of zi, the approximate eigenvector (19) can
be replaced by uˆi = Vmzˆi. We still refer to uˆi as the refined approximate eigenvector. In the deflated block Krylov subspace
framework, the refined variant discussed above is a generalization of the refined projection methods advocated in [22,13].
In the following discussions, if the approximate eigenpairs are computed by (15), then we refer to the method as the
Arnoldi-type method; otherwise, we refer to the method as the refined Arnoldi-type method, if approximate eigenvectors
are computed by the above inexact refined variant.
3.3. Algorithm and implementation details
Based on the above analysis, we now present the deflated block Krylov subspace methods for large eigenvalue problems.
Algorithm 2. The deflated block Krylov subspace algorithm
1. Start: Given the number of the desired eigenpairs l; set the dimension of the approximate subspace to be m, choose an
initial starting block vector V1 ∈ Rn×p, set a user-prescribed tolerance tol, and the inexact deflation criterion dtol.
2. The Arnoldi-type process: Run the Arnoldi-type algorithm to get matrices Vm, Tm,Wpc and relationship (10).
3. Computation of approximate eigenpairs: Use one of the strategies proposed to compute the desired approximate
eigenpairs according to different needs.
4. Test for convergence: Compute relative residual norms ‖Aϕˆi−λˆiϕˆi‖‖A‖1 , for i = 1 : l, where ϕˆi may be the refined approximate
eigenvectors computed by the refined variant. If all of the relative residual norms are less than tol, then stop; otherwise,
continue.
5. Restart: Construct a new starting block vector V1 using the computed approximate eigenvectors and go to step 2.
Remarks. 1. In the practical implementation of the algorithm, we recommend to set p = l initially and adjust p based on
the convergence behavior of the algorithm.
2. To test for convergence, we use the relative residual norms [24] in step 4 of the algorithm, though relationships (13) and
(19) can be used to test for convergence in the corresponding methods.
3. In step 3 of the algorithm, if we use (15) to compute the approximate eigenpairs, we refer to the method as A-T.m for
short, and the corresponding inexact refined variant as RA-T.m.
4. Two components of the above algorithm are crucial in practical applications. One issue is how to choose starting block
vector V1 at every cycle of restarting, and the other issue is how to choose deflation criterion dtol. As far as the first
question is concerned, we find that using desired approximate eigenvectors to form the starting block is fairly efficient.
Precisely, at every cycle of restarting, if a computed approximate eigenvalue is real, then the corresponding approximate
eigenvector ϕˆi is set to be a column of the new starting block vector. If the computed approximate eigenvalue is complex,
then we set Re(ϕˆi) + Im(ϕˆi) and Re(ϕˆi) − Im(ϕˆi) to be a column of the starting block vector V1 respectively. As the
complex approximate eigenvalues occur in complex conjugate pairs, a pair of complex eigenvectors have the same real
and imaginary parts; in this case, if initially p is set to be l, then the column size p will be l or l + 1 at the subsequent
cycle of iterations. The newly built deflated subspace retains most of the eigenvector information obtained during the
last cycle of iterations. So the approximate eigenvectors will become more and more accurate, which can be illustrated
by a phenomenon that the curve of residual norms is almost regularly decreasing.
For the second question, we find that inexact deflation strategies generally lead to very satisfactory results. Suppose we
set the deflation criterion dtol to be tol or a bit smaller than tol, e.g., dtol = tol/10. Then at a certain step of the iteration
process we have computed an approximate eigenpair (λˆi, ϕˆi) with ‖Aϕˆi − λˆiϕˆi‖ = O(tol), which implies that (λˆi, ϕˆi) has
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converged. Let ϕˆi be one column of the starting block V1 at the next cycle of iterations; then
Aϕˆi = λˆiϕˆi + rˆi,
with ‖rˆi‖ = O(tol). So if we have set dtol ≤ tol, then theoretically the orthogonalization process will deflate Aϕˆi naturally,
and the block size will be reduced by 1. Therefore, the following proposition follows.
Proposition 1. By choosing dtol ≤ tol, Algorithm 1 can deflate the converged approximate eigenvectors from the block starting
vectors.
From Proposition 1 we can see that if ϕˆi is incorporated into the new deflated block Krylov subspace, then more accurate
approximation will be produced in the next cycle of iterations. Subsequently, if there are more converged approximate
eigenpairs, similar deflationswill happen. In the conventional block Krylov subspacemethodswithout deflation, the vectors
ϕˆi and Aϕˆi will coexist in the approximate subspace, while these two vectors are almost in the same direction. So the regular
block Krylov subspace may need a larger subspace than the deflated block Krylov subspace in order to produce comparable
useful information. Therefore, in the sense of fully exploiting the subspace dimension, we have reason to expect that the
deflated block Krylov subspace methods can be more efficient than the undeflated ones. In practical applications, we notice
that the deflation tolerance can be very flexible, and using a more relaxed dtol usually produces better results in the sense
of iteration numbers. We will study the influence of dtol by some numerical examples.
3.4. Some comparisons with other Krylov subspace methods
From the viewpoint of polynomial approximation, conventional block Krylov subspacemethods have a disadvantage that
they approximate the eigenproblems in a matrix polynomial space of much lower order than the regular Krylov subspace
using a single starting vector, if the same size approximate subspace is used. For example, suppose anmp-dimensional block
Krylov subspace is generated by the block Arnoldi process with the initial block column size p; then the subspace will be
K(A, R) = Colspan{r1, . . . , rp, Ar1, . . . , Arp, , . . . , Am−1r1, . . . , Am−1rp},
which corresponds to a matrix polynomial space of degree m, in contrast to an mp degree subspace induced by a
regular Krylov subspace. For some tough problems, higher order matrix polynomial spaces are able to produce better
approximations.
As we have revealed, the degree of a matrix polynomial subspace can be enlarged whenever an eigenpair converges.
For example, suppose that the initial block size is three, and we want to compute three eigenpairs of the matrix. If two
approximate eigenpairs have reached the convergence tolerance, by using the restarting strategy described in the last
subsection, the third approximate eigenvector will be found in the following deflated Krylov subspace
Kdfmp(A, R) = Colspan{ϕˆ1, ϕˆ2, ϕˆ3, Aϕˆ3, . . . , Amp−3ϕˆ3}, (21)
which corresponds to a matrix polynomial subspace of degreemp− 3.
It is easy to see that (21) is exactly the subspace generated by the implicitly restarted Arnoldi subspace (IRA) method
[10], or the restarted Arnoldi methods augmented with approximate eigenvectors [29]. Therefore, along with more and
more eigenpair convergences, the deflated block Krylov subspacemethodwill asymptotically possess themerits of restarted
Krylov subspace methods augmented with approximate eigenvectors [29,16], while it preserves the merit of regular block
Krylov subspace methods in dealing with cluster or multiple eigenvalue problems.
4. Summary of numerical experiments
We have performed some numerical tests on a desktop machine with Intel Pentium IV 2.4 GHz CPUs and 256M of main
memory, by usingMatlab 7.0.4. In each test, we have used the same starting block vector generated randomly in a uniform
distribution. In all tables, ‘m’ denotes the dimension of the deflated block Krylov subspace, ‘iter ’ denotes the number of
restarts, ‘cpu’ denotes the CPU timings in seconds, and ‘mv’ denotes matrix–vector products accessing matrix A. We use ‘−’
to denote that the algorithm failed to converge.
4.1. Orthogonality of the basis
In the practical implementation of Algorithm 1, roundoff errors of floating point operations may make basis vectors
gradually lose orthogonality, such that the convergence may be influenced. We examined the loss of orthogonality during
several restart cycles. Fig. 1 is a typical example that demonstrates the orthogonality level of the basis. The approximate
subspace dimension is set to be 60 in this example. From Fig. 1 we can see that the orthogonality generally deteriorates as
the iteration number increases. Therefore, reorthogonalization is needed in the practical implementation of the algorithm.
We have tried one step of iterative refinement [33,10] in our program and discovered that this procedure can generally
enhance the orthogonality by an order 1–2, and the worst orthogonality level can be maintained at 10−5–10−6. We have
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Fig. 1. The orthogonality level (‖V TV − I‖F ) of the basis generated in each restart.
Table 1
Example 1. Dependence on the deflation tolerance.
l = 6 A-T.m RA-T.m
dtol iter mv iter mv
10−2 – – – –
10−3 52 2392 40 1840
10−4 55 2530 45 2070
10−5 64 2944 52 2392
10−6 70 3220 60 2760
10−7 84 3864 65 2990
also tried full orthogonalization; from the figure we can see that full orthogonalization can preserve the orthogonality at
a very satisfactory level except the last two steps. However, the overhead is not worthy, as cup time is considerably more
than that of the iterative refinement case. It is generally suggested that partial reorthogonalization [34] is a more practical
procedure. We tested this strategy in two settings, the high precision case (with tol ≥ 10−10), and the general case (with
10−6 ≤ tol ≤ 10−9). The experimental results indicate that in the high precision case, the loss of orthogonality sometimes
reduces the number of restarts by 1–2, by comparing the results with iterative refinement. In the general case, we find that
using one step iterative refinement can generally produce nearly the same results as using partial reorthogonalization, in
terms of the number of restarts. As partial reorthogonalization also needsmore cpu time,wewill use the iterative refinement
strategy adopted in IRA [10]. However, a detailed investigation of the relationship between the loss of orthogonality and
deterioration of convergence is beyond the scope of this paper.
In the next subsection, we will report some numerical results computed by the Arnoldi-type method and its refined
variant.
4.2. Numerical examples
Example 1. The matrix BWM200 from [35] is tested in this example. It is generated from modeling concentration waves
for reaction and transport interaction of chemical solutions in a tubular reactor. In this problem, the existence of stable
periodic solutions is considered as the bifurcation parameter varies. This occurs when the eigenvalues of the largest real
parts of a certain Jacobian are purely imaginary. See [35] for detailed information on this problem. We computed six
rightmost eigenvalues, which are also the eigenvalues closest to the target point τ = 0. The algorithm is stopped once their
residual norms are all less than tol = 10−6. The computed six approximate eigenvalues are λˆ1,2 = 0.000018 ± 2.139498i,
λˆ3,4 = −0.674710 ± 2.528560i and λˆ5,6 = −1.798530 ± 3.032165i. We investigate the influence of deflation tolerance
in this example, and the performance of the two approaches is listed in Table 1. From this table we can see that the
deflation tolerance dtol is very flexible, and it can be much larger than the stopping criterion tol. In a certain sense, relaxed
inexact deflation can improve the convergence of both algorithms. However, if the deflation tolerance is too relaxed, both
approaches may fail to converge, e.g., the case of dtol = 10−2 in Table 1. In Table 2, some tested results are reported by
using dtol = tol. In Fig. 2, the convergence curves of A-T.m and RA-T.m are recorded when the dimension of the deflated
block Krylov subspace is 40 and dtol = tol.
Example 2. The matrix SHERMAN5 from the Harwell-Boeing Matrix Collection [36] is tested in this example. This matrix is
of order 3312, arising from a fully implicit black oil simulator on a 16× 23× 3 grid. We want to compute five eigenvalues
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Table 2
Example 1. Six rightmost eigenvalues.
l = 6 A-T.m RA-T.m
m iter cpu mv iter cpu mv
30 137 5.3 4932 99 5.2 3564
40 64 3.4 2944 59 4.9 2714
50 42 2.9 2352 37 4.2 2072
Fig. 2. Convergence curves of A-T.m (left) and RA-T.m (right) withm = 40.
Table 3
Example 2. Five rightmost eigenvalues.
l = 5 A-T.m RA-T.m
m iter cpu mv iter cpu mv
20 58 12.6 1450 53 11.4 1325
30 29 11.5 1015 26 10.04 910
40 20 15.3 900 17 12.4 765
50 14 13.9 770 14 15.1 770
60 12 13.0 780 10 13.1 650
with the largest real parts and the corresponding eigenvectors. We set tol = dtol = 1e−6. The tested results of A-T.m and
RA-T.m are reported in Table 3. The computed five approximate eigenvalues are 594.5283, 591.6830, 582.4949, 581.6398,
and 580.9954.
Example 3. This matrix is from the matrix set of netlib. This matrix is of the form
A =

0 1
N − 1 0 2
N − 2 0 3
. . .
. . .
. . .
2 0 N − 1
1 0
 .
The exact eigenvalues of this matrix are ±(N − 1),±(N − 3), . . . , (±1 or 0). When N is large, this eigenvalue problem
becomes highly ill conditioned. Actually, it can be verified that the condition number of the eigenvector matrix increases
as N becomes larger and larger. In this example, we want to compute three rightmost eigenvalues and the corresponding
eigenvectors when N = 500. The algorithm is terminated as soon as the residual norms are all below 10−7. The three
exact eigenvalues are 499, 497 and 495. In Fig. 3, we record the convergence curves obtained by A-T.m when the subspace
dimensions are 40 and 20 respectively. By comparing these two figures, we can see that the A-T.m exhibits rather smooth
convergence behavior; nearly second order convergence rates are obtained. The early period of slow convergence is probably
caused by the inexactness of the initial approximation; once approximate eigenpairs become reasonably accurate, the
convergence of the algorithm becomes remarkably fast.
Example 4. The matrix DWT2680 from the Harwell-Boeing Sparse Matrix Collection [36] is tested. Five eigenvalues with
the largest modulus are computed. We set the stopping criterion to be tol = 10−6 and the deflation criterion to be 10−7.
Table 4 lists the computed results of A-T.m and RA-T.m.
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Fig. 3. Convergence curves of A-T.m for Example 4, withm = 40 (left) andm = 20 (right).
Table 4
Example 4. Five largest eigenvalues in magnitude.
l = 5 A-T.m RA-T.m
m iter cpu mv iter cpu mv
20 21 4.7 525 14 2.6 350
30 11 3.7 385 9 4.3 315
40 8 3.2 360 7 2.6 315
50 6 3.9 330 5 3.7 275
Table 5
Example 5. Five leftmost eigenpairs.
lshp1009 lshp2233 lshp3466
A-T.m RA-T.m A-T.m RA-T.m A-T.m RA-T.m
m iter cpu iter cpu iter cpu iter cpu iter cpu iter cpu
20 203 17.5 134 12.8 396 42.6 200 20.6 559 84.1 236 34.8
30 86 7.7 50 5.5 147 28.1 96 24.6 198 49.7 116 34.6
40 44 6.3 33 5.2 79 36.0 58 23.9 105 57.5 69 42.5
50 34 7.1 24 5.8 50 27.4 45 25.8 61 53.5 51 53.1
Example 5. Three matrices from the Harwell-Boeing Sparse Matrix Collection [36] are tested. They are lshp1009, lshp2233
and lshp3466. We want to compute five leftmost eigenvalues of each matrix. The stopping criterion is set to be tol = 10−6,
and the deflation tolerance is set to be dtol = tol. Table 5 lists the tested results. From this table we can see that the refined
variant is better than the A-T.m in both the number of restarts and elapsed cpu time.
Example 6. We intend to test A-T.m for computing multiple eigenvalues in this example. The real nonsymmetric matrix
Chuck from [35] is tested. According to the description inMatrix Market, the eigenvalues with magnitude greater than 1 are
desired. The difficulty is that this matrix has several multiple eigenvalues and closely clustered eigenvalues, which occur in
clusters of order 4 and each cluster consists of two pairs of very nearly multiple eigenvalues. The eigenvalue distribution
is given in the top figure of Fig. 4 computed by the Matlab command eig; we also take out nine rightmost clusters of the
spectrum in the bottom figure. The eigenvalues (multiplicity) in these nine clusters are as follows: 5.5024 (2), 1.5940 (2),
1.4190 (2), 1.4120 (2), 1.1980 (2), 1.1395 (4), 1.0811 (2), 1.0251 (2) and 1.0049 (4). Supposewewant to compute 19 rightmost
eigenvalues of this matrix; then with different starting block vector sizes p, we obtain different convergence curves which
have been displayed in Fig. 5. We remark that the nineteenth eigenvalue (1.0049) lies in the ninth cluster of order 4. When
p = 19, 20, 21, the block size of the starting vector cannot incorporate this cluster,whichmakes themethod fail to converge;
by increasing the starting block size such that the last cluster is completely incorporated into the starting vector, themethod
begins to converge. In a certain sense, this example illustrates that a reasonably large starting block size canmake themethod
converge. On the other hand, we can also observe from Fig. 5 that the convergences of some eigenpairs are influenced when
increasing the block size p. Therefore, in the case where the cluster size is unknown beforehand, we suggest setting p = l,
and dynamically adjust p based on the convergence behavior.
Example 7. In this example, we want to test a Wilkinson matrix [37] of order 1000. This is a symmetric, tridiagonal matrix
with pairs of nearly, but not exactly equal eigenvalues. The rightmost l = 11 eigenvalues are computed with tol = 10−6.
The subspace dimension is set to be 30. With different dtol and starting block vector sizes p, we have run A-T.m on this
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Fig. 4. Spectrum distribution of matrix ck656 (top), and nine rightmost clusters of the spectrum (bottom).
Fig. 5. Convergence curves of A-T.m with different p.
problem and the convergence results are listed in Table 6. The results suggest that inexact deflation is sufficient to make the
algorithm converge. Moreover we can also see from the table that the algorithm may have better performance with p = l
than with p = l + 1. The convergence curves are illustrated in Fig. 6 when dtol = 10−4 and p = l. The computed 11
eigenvalues are
500.246194182904, 500.246194182903;
498.710678647333, 498.710678647333;
497.538941119307, 497.538941119306;
496.503952002666, 496.503952002666;
495.500225680185, 495.500225679530;
494.500008150765.
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Fig. 6. Convergence curves of A-T.m on a Wilkinson matrix.
Table 6
Example 7. Tested results with different dtol and p.
l = 11 p = l p = l+ 1
dtol iter mv iter mv
10−3 – – – –
10−4 155 6355 154 6314
10−5 187 7667 204 8364
10−6 202 8282 222 9102
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