In GEO satellite communications, effectiveness of the channel estimated information is insufficient due to the large time-delay in transmissions and mode selection mechanism in existing adaptive coding and modulation(ACM) is also not flexible and efficient. In view of above-mentioned problems, we propose a channel information forecast method based on corrected time-series to improve the effectiveness of estimated channel information. We propose a more efficient ACM modulo based on the channel information forecast and reinforcement learning with Q-learning. In this paper, we fit bit error rate and spectral efficiency into one criteria to ensure the fairness between performance and quality. After simulation, we get the conclusion that the error of proposed channel information forecast method is 0.792db and proposed ACM modulo not only lower the bit error rate by 43.5% but also optimize the utilization of spectrum by 42.3%.
INTRODUCTION
To maximize the utilization of the extremely limited spectral resources and transmission power in satellite communication, the Second-Generation Satellite Digital Video Broadcasting Standard (DVB-S2) was proposed. [1] This protocol adopts high-order modulation, forward error correction coding with different code rates and adaptive coding and modulation (ACM) which provide flexible transmitting plans for different qualities of transmitting channel. The main idea of ACM shown in Figure 2 is, the hub transmits the data to RCST through the downlink with different modulation orders and code rates according to the estimated channel information which is transmitted to the hub from RCST thorough the uplink.
However, long transmitting distance is one property of satellite communication which would cause large time delay during transmission. The roundtrip time of data transmission in GEO satellite communication system is approximately 500 milliseconds a.k.a. hard time delay. Moreover, satellite transmitters and receivers need a certain amount of time to process signals a.k.a. soft time delay. Because of the large time delay, there is a problem that the channel environment may has changed when the hub receives the estimated channel information. Once the estimated channel information is timelines insufficient, the ACM cannot work normally to choose transmit plan __________________ different channels, model-based methods for estimating the channel information which analyzes the mathematical properties of channels and build the model to estimate and forecast are proposed [2] [3] . Statistics methods using in financial fields are also applied to the forecast in telecommunications. [4] [5] .
Also, there are some deficiencies in the ACM. When receives the estimated channel information from RCST, the hub will do the interval mapping to map the estimated channel information to different intervals. One interval maps one transmission plan. In other words, ACM would choose one transmission plan for several kinds of channel environment and there may be a loss of spectral efficiency or an increase of bit error rate due to the clumsiness of the interval-map methods. In recent years, methods based on maximizing utilization of MODCODS by introduce probability density function to the SNRs are proposed which make the transmission more efficiently [6] . There are also some methods improving the performance of ACM by analyzing the satellite channel features such as the rain attenuation to avoid the link interruption [7] .
To improve the efficiency and reliability of satellites communications, it is necessary to ensure the timeliness of estimated channel information and maximize the efficiency of choosing transmission mode in the communications.
CHANNEL INFORMATION FORECAST
Forecast methods are mainly divided into two major categories: mathematical statistics methods and neural network methods. [8] Time-series method is one of the mathematical statistics methods and time-series methods are better than neural network methods for satellite communications. The reason why we don't use neural network is that neural network methods need lots of data to do the off-line learning which also needs large amounts of resources to do the forward propagation and backward propagation for parameters optimization. The time-series method considers that there are some continuities in changes of data. Use previous data to do the statistical analysis and forecast the tendency of the data. The time-series methods include ARMA (Auto-Regressive and Moving Average Model), ARIMA (Auto Regressive Integrated Moving Average), exponential smoothing and so on. The processing of non-stationary series by ARMA and ARIMA models requires several times of difference to obtain stationary sequences, then do the weighted statistics and forecast. The exponential smoothing method can directly handle non-stationary sequences with good performance because of multiple-order smoothing.
The exponential smoothing methods commonly used are divided into first-order exponential smoothing, two-order exponential smoothing and three-order exponential smoothing. When the data do not change significantly with time, the first-order exponential smoothing method can be used to forecast. The two-order exponential smoothing method does double smoothing based on the first-order exponential smoothing method which is suitable for data with linear trend. The three-order exponential smoothing method based on the two-order smoothing method which is suitable for data with complex trend and no obvious change rule.
Because of the unknown and complicated channel environment, the signal in the transmission will be influenced by many factors such as free space fading, rain attenuation, doppler frequency shift and so on. The signal to noise ratio will increase and decrease with no obvious rule and the three-order exponential smoothing method is the most suitable.
The model of the three-order exponential smoothing forecast is as follows:
i.
Assume the present time is t . Initialize the smoothed value −1
ii.
Calculate the three-order exponential smoothed value at time t
Where is the i-order exponential smoothed value. is the real value of time t .  is the smoothing factor.
iii.
The calculations of parameters ， ， are shown in (3):
One significant shortcoming of time-series method is that there is hysteresis in the forecast. In other words, there are some errors between the forecast value and the real value. In view of this hysteresis problem, a correction method is proposed in this paper which is as follows:
i. Assume that ∅ + is the correct item of time tT  and the expression is shown in (4):
where  is the correct factor and
Assume that + is the corrected forecast value at time tT  and the expression of + is shown in (5):
Reinforcement learning is a type of Machine Learning algorithms [9] . It is particularly good at controlling a single agent who can act autonomously in some environments and continuously improve the behavior by interacting with the environment. [10] [11] The interaction of reinforcement learning and environmental is shown in Figure 1 :
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Reward R(S t , A t ) Figure 1 . The procedure of one episode in reinforcement learning.
Assume the present time is t and the channel state at time t is .
Action is the choice that the agent made according to the policy  . The agent obtains the state at time t and generates an action . The agent with action will be affected by the environment and generates a reward feedback ( , ) at time t . Agent adjusts and optimizes the current policy according to the reward.
As for the aspect of whether the environmental model is known or not, reinforcement learning can be divided into: model-based methods and model-free methods. [12] In the satellite communications, there are many factors affecting the satellite channel and the channel environmental status is unknowable. In this case, the strategy cannot be directly evaluated since the states cannot be all listed. Learning of the agent can only be performed through the interactions with the environment, observation of state transitions and reward feedback from the environment. Introduce channel information forecast and reinforcement learning to the ACM module whose structure is shown in Figure 2 . In Figure 2 , the hub received the ( , ) which is the returned information from the RCST at time t where is the estimated channel information and is the bit error rate of the frame at time t .Then the data processing in ACM modulo will be divided into two parts. One is controlling, the other is updating. Controlling, considering the function. There are many algorithms for calculation of value function which are characterized as two types. One is off-policy, the other is on-policy. On-policy type method is much faster than off-policy type method in convergence rate but with the problem of local optimal solution.
It is the primary consideration for agent to have an efficiency policy for ensuring the quality of satellites communications. So, we choose the off-policy type method such as Q-learning.
Q-learning comes from the iterative method for dynamic programming [13] . The specific algorithm of Q-learning is as follows:
Assume the present time is t . Initialize the reward function (6)
where __ (7):
The   , Q S A is the sum of all previous action under situation S with the form of look-up table. 
Get the new states +1
Because orders of magnitude of bit error rate and spectral efficiency is different, we introduce k to the formula which is the zoom factor which ensure the fairness between bit error rate and spectral efficiency 4. Update the policy  by the flow of (9):
Where the  is the learning rate,  is the discount factor, t R is the reward for action t A in current situation.
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SIMULATION AND ANALYSIS
Based on the methods that we describe in the last few chapters, use Matlab to simulate the corrected channel information forecast and new ACM modulo.
For channel information forecast, parameters setting of the smooth factor  and correct factor  is significant to the performance. Assume   ,    is the RMSE function with two variables  and  which are smooth factor and correct factor. The expansion of the   ,    is as follows:
We can see this is an equation with two independent unknown variables and we assume the optimal variables are 0  and 0  which satisfy
After 10000 Monte Carlo experiments on the same set of SNR data from simulated satellites channel, we get the result shown in Figure 3 We can see in Figure 4 that there is hysteresis in uncorrected forecast method while the hysteresis in corrected forecast is not obvious because of the corrected method. The mean forecast error in corrected forecast is 0.792db while the mean forecast error in uncorrected forecast is 2.235db. The corrected method does improve the performance of exponential smooth method in channel forecast.
For the new ACM modulo based on the channel forecast and reinforcement learning, parameters setting in Q-learning is also significant. The larger the learning rate α is, the less effect the reserved training has. The larger the discount factor γ is, the less effect the reward in memory   1 max , t QS  A has. For a good performance of learning, we set the learning rate  to 0.1 and the discount factor  to 0.9. We set w to 0.5 and set k to 10 ( ⁄ ) for ensuring the fairness that the bit error rate and the spectral efficiency have the similar ability of scoring in learning.
After 30,000 seconds which is dependent on the hardware using in simulation, we get the finial BER performance of the new ACM modulo over all SNRs which is shown in Figure 5 : Figure 5 . The BER performance of the ACM modulo based on RL and forecast.
In Figure 5 , the bit error rate is higher in all SNR situations and decreases slowly as well at the beginning. In this stage, the agent does more works on exploration. After about 15,000 seconds, the bit error rate decreases faster in all SNR situations which is on the stage of exploitation. After 2,600 seconds, the bit error rate is stable and the policy of ACM for the satellites is almost completed. The rest work of ACM modulo giving some minor adjustment to the policy for maintaining the performance.
Compare the three methods: ACM with nothing, ACM with channel forecast, ACM with channel forecast and reinforcement learning in bit error rate and spectral efficiency. The result of comparisons is shown in Figure 6 . In Figure 6 , for all SNRs situation, the ACM with RL and forecast method has lower bit error rate and higher spectral efficiency than the ACM method with forecast and the ACM method. Using RL and forecast lowers the bit error rate by 43.5% at most while raises the spectral efficiency averagely by 42.3% than the original ACM method. More specifically, the channel forecast method does improve the performance on anti-noise and spectral efficiency of ACM. Using reinforcement learning in the ACM modulo gives remedy while there is an inaccurate forecast.
CONCLUSION
The channel information forecast method based on corrected time series proposed in this paper forecast the channel situation accurately which reduce the time of waiting the channel estimated information from RCST. Moreover, the ACM modulo with reinforcement learning and channel information forecast not only lowers the bit error rate in the transmission but also improve the utilization of spectrum.
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