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4 BREF RE´SUME´ DE CARRIE`RE
3 Introduction
Je de´crirai dans ce me´moire une se´lection des activite´s d’encadrement et de recherche que j’ai mene´es
au sein du groupe C.L.A.R.T.E. de l’Institut Fresnel depuis octobre 1999 et au sein du groupe Optique
des Solides (de l’Institut de nano-science a` Paris) de 1998-1999. J’espe`re qu’il va servir de base pour de
nouveaux travaux dans les prochaines anne´es. Mes articles publie´s ou accepte´s en 2005-2006 (Re´fe´rences
[1]-[8]) sont joints a` la fin de ce document. Mes articles ante´rieurs sont disponibles sur le site :
http ://www.fresnel.fr/perso/stout/index.htm
Je passerai essentiellement sous silence mes travaux ante´rieurs en milieux effectifs effectue´s pour la
plupart au CEA/CESTA. Je passerai aussi sous silence mes travaux lie´s au proble`me a` N -Corps et la
physique des neutrinos. Bien que ces e´tudes ante´rieures aient eu une influence et continuent d’en avoir
une sur mes travaux actuels, les inclure dans ce me´moire me`nerait a` un document trop he´te´roclite. Je
me suis donc concentre´ sur mes travaux les plus re´cents qui permettent de comprendre les travaux que je
compte mener et diriger dans les prochaines anne´es. On trouve ne´anmoins dans la section 11 de courts
re´sume´s de tous mes travaux, ou` j’essaie d’e´tayer les grandes lignes des objectifs et les re´sultats obtenus.
Le fil conducteur de mes recherches re´centes est l’interaction de la lumie`re avec des syste`mes me´so-
scopiques complexes ou composites en trois dimensions. Par «me´soscopiques», on veut dire que le syste`me
comporte des objets de taille comparable aux phe´nome`nes ou ondes concerne´es mais suffisamment grandes
afin qu’on puisse discuter leur comportement sans eˆtre oblige´ de conside´rer les atomes individuels.
De tels milieux suivent deux classifications principales : les syste`mes ordonne´s et les syste`mes de´s-
ordonne´s. Les deux classifications se trouvent naturellement dans la nature et ont des applications tech-
nologiques.
Les structures ordonne´es permettent une manipulation de la lumie`re pour la technologie. L’importance
des applications des re´seaux a` la spectroscopie et ailleurs ne ne´cessite plus de rappel. Les structures du
type cristaux photoniques offrent de nouvelles possibilite´s pour le controˆle et le guidage de la lumie`re.
En ce qui concerne les milieux de´sordonne´s, une des applications de telles e´tudes est l’optimisation des
proprie´te´s volontairement diffusantes et/ou absorbantes comme les peintures ou les reveˆtements furtifs.
Une autre application en est les e´tudes de te´le´de´tection et le proble`me inverse ou` la diffusion peut nous
renseigner sur les caracte´ristiques d’un milieu e´tudie´ ou empeˆcher la de´tection d’un objet enfoui.
La grande majorite´ de mes travaux scientifiques a utilise´ des techniques analytiques afin d’ame´liorer
les performances de la mode´lisation par ordinateur de phe´nome`nes complexes. Ce manuscrit va refle´ter
ce the`me en expliquant les grandes lignes des certains calculs que j’ai effectue´s ces dernie`res anne´es. Les
diverses applications seront traite´es de fac¸on relativement succincte, mais on peut trouver des discussions
d’applications dans certains de mes articles ci-joints.
4 Bref re´sume´ de carrie`re
J’ai commence´ ma carrie`re en tant que physicien nucle´aire. Je me suis tout d’abord inte´resse´ au calcul
des e´tats d’excitation des noyaux[27, 31] et des amplitudes de transition[29] dans les noyaux atomiques,
en utilisant la me´thodologie du proble`me a` N -corps. J’ai ensuite applique´ les me´thodes de calcul que j’ai
de´veloppe´es a` plusieurs types de proble`mes diffe´rents. Notamment, j’ai e´tudie´ dans ma the`se certaines
transitions «exotiques» des noyaux afin d’explorer les proprie´te´s des neutrinos.[26] En dehors de ma
the`se, j’ai e´tudie´ le comportement de noyaux chauffe´s lors des collisions dans les acce´le´rateurs[28], et les
interactions nucle´aires dans les e´toiles en fin de vie avant le stade de supernovae.[30] J’ai e´galement e´tudie´
l’utilite´ du de´veloppement en 1/N pour le calcul de potentiels effectifs des noyaux.[25]
J’ai commence´ mes travaux en e´lectromagne´tisme lors d’un emploi doctoral au CEA/CESTA, en appli-
quant les me´thodes du proble`me a` N -corps a` la propagation d’ondes en milieux micro-he´te´roge`nes.[23, 24]
Nous avons e´tudie´ la de´termination du milieu effectif et le transport radioactif dans de tels milieux. Nous
avons souligne´ le besoin dans une the´orie de milieu ale´atoire d’une matrice-T du type «hors couche de
masse». Vu la complexite´ d’une telle matrice-T exacte, nous avons propose´ un mode`le de matrice-T plus
simple qui nous a permis d’e´tendre les calculs de milieux effectifs au-dela` du domaine quasi-statique. En
dehors de nos publications, nos re´sultats principaux ont e´te´ expose´s dans une the`se. a) (liste d’encadre-
ments : page 6)
Mes travaux au CEA/CESTA m’ont incite´ a` diversifier mes inte´reˆts dans diffe´rents proble`mes de
diffusion et d’absorption au sein du Laboratoire d’Optique des Solides de Paris VI. Lors de l’encadrement
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d’un e´tudiant en the`se, b) page 6) j’ai de´veloppe´ de nouvelles me´thodes pour une re´solution quasi-analytique
et re´cursive du proble`me de diffusion multiple d’un nombre fini de diffuseurs.[13, 14, 15, 16, 17, 18, 21, 22]
Ces e´tudes ont permis l’e´tude de la diffusion de´pendante qui a tendance a` diminuer l’efficacite´ de syste`mes
volontairement diffusants comme les peintures, les cosme´tiques, le papier et les reveˆtements pour la
furtivite´. Cette technique de calcul fut utilise´e dans plusieurs contrats et collaborations industrielles
mene´es sur la diffusion, l’absorption et la non-line´arite´ induite dans des syste`mes diffusants divers.
Je suis arrive´ a` l’Universite´ de Provence en tant qu’ATER en novembre 1999, et j’ai poursuivi mes
recherches au sein du groupe C.L.A.R.T.E. de l’Institut Fresnel, UMR CNRS 6133. J’ai e´te´ ensuite nomme´
Maˆıtre de Confe´rence a` l’Universite´ de Provence en novembre 2000.
Une de mes premie`res activite´s a e´te´ une collaboration avec le Pr. Nevie`re avec qui nous avons
de´veloppe´ un mode`le unidimensionnel de cristaux photoniques.[20] Nous avons applique´ cette me´thode au
proble`me de fibres optiques structure´es avec guidage dans un cœur d’air enrobe´ d’un cristal photonique. Le
but e´tait de mettre en e´vidence la possibilite´ de guidage de faisceaux laser haute puissance. Notre me´thode
nume´rique rapide et stable nous a permis de calculer les caracte´ristiques des modes de propagation dans
de telles fibres. Nous avons mis en e´vidence le comportement «mono-mode» de ces fibres et l’importance
du choix des proprie´te´s du cœur afin d’e´viter les «fuites» de lumie`re induites par diffraction. Actuellement,
je m’inte´resse a` nouveau aux cristaux photoniques mais cette fois a` des mode`les tridimensionnels.
Par la suite, j’ai dirige´ une the`se et un DEA sur le calcul quasi-analytique des forces optiques sur des
objets microme´triques en faisant appel a` la matrice T des objets.[5, 8] c), d) page 6) L’utilisation des forces
optiques sur de petits objets trouve actuellement des applications dans la manipulation de petits objets
en biologie et chimie, et dans une varie´te´ de techniques de mesure. Parmi les nombreuses applications en
perspective, on trouve les lasers a` micro-cavite´ et les cristaux photoniques.
J’ai continue´ les e´tudes sur la diffusion multiple.[2, 6, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18] au sein de
l’Institut Fresnel en travaillant a` une meilleure compre´hension du transport radiatif[10, 11, 12, 14] et a` la
mode´lisation d’agre´gats ale´atoires de plus en plus grands.[2, 6] Concernant la diffusion par des agre´gats de
grande taille, avec Pierre Sabouroux et Jean-Michel Geffrin de L’Institut Fresnel nous avons entame´ une
e´tude en collaboration avec le CETHIL (Centre d’Etudes Thermiques de Lyon). Nous avons commence´ a`
comparer les re´sultats de notre mode´lisation avec des mesures, en amplitude et en phase dans le domaine
des micro-ondes. L’accord observe´ entre the´orie et expe´rience a e´te´ jusqu’ici d’une grande qualite´.[2] Cette
e´tude concerne des agre´gats du type suie qui actuellement posent des proble`mes dans les environs des
ae´rogares. Nos e´tudes trouvent e´galement une utilite´ dans la mode´lisation des poussie`res interstellaires.[2]
Dans la plupart des e´tudes sur les agre´gats de diffuseurs, que j’ai mene´es d’abord a` l’Universite´ de
Paris VI et ensuite a` l’Institut Fresnel, nous prenions pour diffuseurs individuels des sphe`res homoge`nes et
isotropes. Cette ide´alisation nous a permis de traiter rapidement les proprie´te´s des diffuseurs individuels
en utilisant la the´orie de Mie et de nous concentrer sur le proble`me de diffusion multiple. Compte tenu
des progre`s re´alise´s dans le domaine de la diffusion multiple, nous avons re´cemment commence´ a` e´tudier
des he´te´roge´ne´ite´s ayant une forme et/ou une structure plus complexe.
Une premie`re e´tude concernait des diffuseurs volontairement plus complexes comme les sphe`res en-
robe´es du type de celles actuellement fabrique´es a` l’Institut Fresnel.[10, 11] Dans le cadre d’un contrat
industriel, nous avons e´tudie´ les moyens d’augmenter l’absorption dans des mate´riaux composites com-
pose´s de sphe`res enrobe´es. Cette e´tude nous a permis d’avancer sur l’utilisation de la diffusion afin
d’augmenter l’absorption dans les mate´riaux. Elle a e´galement permis le de´veloppement de nouvelles
techniques dans le calcul des effets de diffusion de´pendante.
Afin d’e´largir encore le type de diffuseurs individuels, j’ai de´veloppe´ une the´orie diffe´rentielle de la
diffraction par des objets tridimensionnels de´crits en coordonne´es sphe´riques.[7] Elle fournit la matrice-
T d’un objet de forme quelconque. Cette me´thode a inte´gre´ et ge´ne´ralise´ les progre`s re´cents re´alise´s
par les Pr. Nevie`re et Popov dans la the´orie diffe´rentielle de re´seaux de diffraction. Dernie`rement, nous
avons e´tendu cette the´orie a` des sphe`res compose´es de mate´riaux anisotropes,[5] et ensuite a` des objets
anisotropes de forme quelconque.[4] Les applications de ces the´ories sont en cours.[1]
La the´orie que nous avons de´veloppe´e pour traiter la sphe`re anisotrope fournit une solution quasi-
analytique. Il est a` remarquer qu’alors que la the´orie de Mie fournissant la solution du proble`me de la
diffraction par une sphe`re isotrope date de 1908, aucune solution n’avait depuis e´te´ e´labore´e pour une
sphe`re anisotrope arbitraire. Bien que certains travaux re´solvaient quelques cas particuliers d’anisotropie,
un article publie´ en 2004 signalait encore que le cas d’anisotropie ge´ne´rale e´chapperait a` toute re´solution
analytique, pour la raison qu’une anisotropie ge´ne´rale brise la syme´trie sphe´rique. Nos travaux ont infirme´
cette pre´diction. Ils trouvent des applications imme´diates dans le domaine de l’astrophysique, la diffusion
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par les poussie`res interstellaires anisotropes conditionnant l’e´volution des e´toiles.
5 Contrats et collaborations
06- Collaboration ANR avec le CETHIL (Centre Thermique de Lyon), Pierre Sabouroux, et Jean-
Michel Geffrin sur la diffusion par des agre´gats du type suie.
05-06 Collaboration avec un projet NASA visant la re´alisation de futurs te´lescopes spatiaux de
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02-03 Contrat industriel avec le «Centro d’Investigacion en Pol¨ımeros» COMEX, Mexique. visant
l’ame´lioration de peintures.
01-02 Contrat industriel visant l’ame´lioration des panneaux solaires, IMRA-Europe.
98-99 Contrat industriel (Rhodia-Rhoˆne-Poulenc) visant l’ame´lioration de peintures.
98-99 Etude en micro-ondes pour un consultant sur des particules sphe´riques ayant des couches
sphe´riques (Universite´ de Paris VI).
94-97 Etude de furtivite´ radar pour le C.E.A.
6 Encadrement de jeunes chercheurs
Responsable principal d’une the`se et d’un stage de D.E.A
d) 2002-2005 Mode´lisation de forces optiques : The`se, Olivier Moine, Aix-Marseille (Soute-
nance : Novembre 2005)
c) 2001-2002 Mode´lisation de Pincettes Optiques pour la nanotechnologie : stage de
DEA, Olivier Moine , Aix-Marseille
Participation a` l’encadrement de 2 the`ses
b) 98-99 Etude expe´rimentale et mode´lisation optique des milieux he´te´roge`nes diffu-
sants : The`se de Jean-Claude Auger ; Universite´ de Paris VI (Soutenance : De´cembre 1999)
a) 94-97 Proprie´te´s e´lectromagne´tiques dynamiques effectives des milieux ale´atoires :
The`se de P. Thibaudeau ; C.E.A., Universite´ de Bordeaux (Soutenance : Juin 1997)
7 Communications a` des congre`s et se´minaires
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8 Techniques de base et notation
Ce chapitre, donne une introduction / rappel des techniques, concepts et notations utilise´s afin de
comprendre les diverses applications de la technique «matrice-T» pour la diffusion par des syste`mes
tridimensionnels.
8.1 Le proble`me
On commence en e´crivant les e´quations de Maxwell pour un milieu homoge`ne.
8.1.1 Rappel sur les champs «microscopiques» et «macroscopiques»
Les e´quations de Maxwell dans le vide sont :
∇× E (r, t) = −∂B (r, t)
∂t
(1a)
∇·E (r, t) = ρ (r, t)
ǫ0
(1b)
∇× B (r, t) = 1
c2
∂E (r, t)
∂t
+ µ0J (r, t) (1c)
∇·B (r, t) = 0 (1d)
ou` c ≡ 299 792 458 m/s est la ce´le´rite´ de la lumie`re, et la perme´abilite´ du vide, µ0, est de´finie par :
µ0 ≡ 4π 10−7henry/m (2)
La permittivite´ du vide, ǫ0, est donne´ par :
ǫ0 ≡ 1
c2µ0
=
107
4πc2
(3)
Les e´quations de Maxwell de´crivent l’e´volution des champs, mais seraient ste´riles sans l’e´quation de
la force de Lorentz qui de´crit l’interaction du champ e´lectromagne´tique avec la matie`re. L’e´quation dit
que la force sur une charge q qui se de´place avec la vitesse v est :
F = q (E+ v ∧B) (4)
Dans l’ensemble de nos mode´lisations, nous conside´rons que la matie`re est entie`rement de´crite par une
densite´ de polarisation dipolaire e´lectrique, P (r, t), et une densite´ de polarisation magne´tique, M (r, t).
Des conside´rations microscopiques habituelles nous ame`nent a` de´finir des charges de polarisation, ρpol :
ρpol (r, t) ≡ −∇ ·P (r, t) (5)
ainsi que des courants de polarisation :
Jpol (r, t) ≡ ∂
∂t
P (r, t) (6)
et des courants de magne´tisation :
Jmag (r, t) = ∇×M (r, t) (7)
En inse´rant explicitement ces de´finitions de charge et courant mate´riel dans les e´quations (1b) et (1c)
on obtient :
∇·E (r, t) = ρsrc (r, t) + ρpol (r, t)
ǫ0
1
µ0
∇× B (r, t) = ǫ0 ∂E (r, t)
∂t
+ Jsrc (r, t) + Jmag (r, t) + Jpol (r, t) (8)
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ou` ρsrc et Jsrc sont les courants sources en dehors du syste`me mate´riel e´tudie´. Inse´rant les e´quations (5)
(6) (7) dans cette e´quation on obtient :
∇ · (ǫ0E (r, t) +P (r, t)) = ρsrc (r, t) (9)
∇×
(
B (r, t)
µ0
−M (r, t)
)
=
∂
∂t
(ǫ0E (r, t) +P (r, t)) + Jsrc (r, t) (10)
On de´finit ensuite les champs «macroscopiques», D et H :
D (r, t) ≡ ǫ0E (r, t) +P (r, t)
H (r, t) ≡
(
B (r, t)
µ0
−M (r, t)
)
(11)
En termes du champs D l’e´quation (9) s’e´crit :
∇ ·D (r, t) = ρsrc (r, t) (12)
qui peut remplacer l’e´quation (1b) quand un milieu mate´riel est pre´sent. L’e´quation (10) s’e´crit e´galement
en termes des champs D et H. Si on prend la conservation de charge comme principe de base, l’e´quation
(10) et l’e´quation (1a) forment les deux e´quations «macroscopiques» de l’e´lectromagne´tisme :
∇× E (r, t) = −∂B (r, t)
∂t
(13a)
∇×H (r, t) = ∂D (r, t)
∂t
+ Jsrc (r, t) (13b)
Les e´quations «macroscopiques» (13) ne sont utiles que si l’on connaˆıt les relations entre D et H et
les champs E et B. Pour la plupart des mate´riaux, D ne de´pend que de E et H ne de´pend que de B.
Dans ce me´moire, on va conside´rer que le milieu externe au syste`me est line´aire, homoge`ne, isotrope,
et spatialement local. Dans un tel milieu, on peut relier les champs D et H aux champs E et B via les
«relations» constitutives temporellement non-locales Rε (t− t′) et Rµ (t− t′) :
D (r, t)=ǫ0
∫ t
−∞
dt′Rε (t− t′)E (r, t′)
B (r, t)=µ0
∫ t
−∞
dt′Rµ (t− t′)H (r, t′) (14)
Typiquement, on adresse le proble`me de non-localite´ temporelle en travaillant dans le domaine har-
monique avec une de´pendance en exp (−iωt) des champs, afin que les relations entre D et E ainsi que
celles entre B et H puissent eˆtre e´crites de manie`res «locales» dans le domaine harmonique :
D (ω)=ǫ0εr (ω)E (ω) et B (ω)=µ0µr (ω)H (ω) (15)
ou` la permittivite´ e´lectrique relative εr (ω) est la transforme´e de Fourier de Rε (t− t′) et la perme´abilite´
magne´tique relative µr (ω) est la transforme´e de Fourier de Rµ (t− t′).
On remarque que la pre´sence de l’absorption dans le milieu impose que εr (ω) et/ou µr (ω) soient
des nombres complexes avec des parties imaginaires positives. Ne´anmoins, dans certaines situations, le
milieu sera presque transparent et on pre´fe´ra faire l’approximation de εr et µr re´els et inde´pendants de
la fre´quence.
Dans un milieu homoge`ne, il est souvent pratique de combiner les e´quations (13a) et (13b) dans
le domaine harmonique afin d’obtenir une seule e´quation de deuxie`me ordre entie`rement en termes du
champ e´lectrique :
∇× (∇× E)−
(ω
c
)2
εrµrE = iωµrµ0Jsrc (16)
8.1.2 Milieux he´te´roge`nes
On conside`re maintenant une structure inhomoge`ne immerge´e dans le milieu homoge`ne. Donc εr
(et potentiellement µr) sont des fonctions de coordonne´es spatiales. Dans ce me´moire, on va conside´rer
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seulement des mate´riaux ayant des proprie´te´s constitutives constantes par morceau, meˆme s’il est possible
de ge´ne´raliser ces techniques aux mate´riaux ayant des de´pendances spatiales plus complexes. Par contre,
suite a` mes travaux re´cents, on peut maintenant aborder des situations ou` le mate´riau composant l’objet
n’est plus de´crit par une constante die´lectrique isotrope, mais est un mate´riau intrinse`quement anisotrope,
comme c’est le cas pour de nombreux cristaux dans la nature.
Le proble`me qu’on veut traiter est de pre´dire la distribution du champ e´lectromagne´tique en pre´sence
d’un courant source ou d’un champ incident quelconque. On peut eˆtre amene´ a` interroger le champ
e´lectromagne´tique soit loin du syste`me, soit preˆs du syste`me, voir meˆme a` l’inte´rieur du syste`me e´tudie´.
Le fait qu’on e´tudie des syste`mes tri-dimensionnels et que le champ e´lectromagne´tique soit de nature
vectorielle a tendance a` rendre ce proble`me assez difficile a` traiter et a` visualiser. Notre solution a` cette
difficulte´ consiste a` de´crire le champ a` travers sa projection sur une base d’ondes «multipolaires» (de´crite
en section 8.2). De cette manie`re, les descriptions du champ e´lectromagne´tique reviennent a` spe´cifier les
coefficients de sa projection sur cette base.
On remarque qu’on veut surtout e´tudier les syste`mes ou` les composants sont comparables en taille
a` la longueur d’onde caracte´ristique du rayonnement incident sur le syste`me. Nous appelons de tels
syste`mes des syste`mes re´sonants parce qu’il est courant dans de tels syste`mes d’exciter des re´sonances
e´lectromagne´tique lie´es aux formes ge´ome´triques des inhomoge´ne´ite´s. Si les composants sont tre`s grands
devant la longueur d’onde, on conside`re qu’on peut utiliser l’optique ge´ome´trique. Si les composants sont
petits par rapport a` la longueur d’onde, on invoque des approximations du style quasi-e´lectrostatique
ou dipolaire. Ces deux limites sont moins de´finies que l’on pourrait croire mais nous conside´rons pour la
plupart qu’elles sont relativement bien maˆıtrise´es et nous n’allons pas en parler souvent dans ce me´moire.
Les types de syste`me que nous avons regarde´s le plus souvent sont des syste`mes comme ceux de la
figure 1 ou` les inhomoge´ne´ite´s ordonne´es ou de´sordonne´es sont immerge´es directement dans le milieu
exte´rieur homoge`ne. Un deuxie`me type de syste`me plus re´aliste qu’on peut traiter actuellement est celui
des syste`mes inhomoge`nes immerge´s dans une re´gion homoge`ne sphe´rique comme celle sur la figure 2.
ki ki
a) b)
Rsyst.
Rsyst.
e m
0 0
s
s
Fig. 1 – Syste`me inhomoge`ne immerge´ directement dans le milieu externe. Les inhomoge´ne´ite´s sont
contenues dans une sphe`re de rayon Rsyst et le champ incident vient soit de sources a` l’exte´rieur du
syste`me, soit a` l’inte´rieur du syste`me.
Parfois, on est amene´ a` e´tudier des modes ou des quasi modes de propagation dans des syste`mes
he´te´roge`nes, surtout quand la structure est e´tendue et/ou pe´riodique. Nous avons parfois adapte´ les
techniques de diffusion discute´es dans ce me´moire au proble`me de propagation des modes en cherchant
des solutions en l’absence d’onde incidente.
Bien que les ge´ome´tries des figures 1 et 2 aient des applications inte´ressantes, la ge´ome´trie d’une couche
inhomoge`ne qui s’e´tale a` l’infini comme celle des figures 3a) et 3b) nous inte´resse plus particulie`rement. A
l’heure actuelle, on ne peut traiter de tels syste`mes qu’en faisant des approximations, comme la the´orie de
transfert radiatif. Un des inte´reˆts majeurs des ge´ome´tries des re´gions sphe´riques est que les solutions semi-
analytiques obtenues pour les ge´ome´tries sphe´riques peuvent nous permettre d’ame´liorer les traitements
des syste`mes de ge´ome´trie en couches.
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Fig. 2 – Syste`me inhomoge`ne immerge´ dans un milieu sphe´rique de ge´ome´trie sphe´rique de rayon Rsyst
et ayant des parame`tres constitutifs εm 6= ε0 et µm 6= µ0.
Dans tous ces types de syste`mes, l’e´quation de base qui gouverne le champ e´lectrique est :
∇× 1
µr (r)
(∇× E)−
(ω
c
)2
εr (r)E = iωµ0Jsrc (17)
ou` εr (r) et µr (r) peuvent eˆtre des fonctions de position.
8.2 Ondes multipolaires
Quand le milieu exte´rieur est isotrope et homoge`ne, l’invariance par rotation dans ce milieu permet de
de´finir une base des solutions aux e´quations de Maxwell dans ce milieu ayant des proprie´te´s sous rotation
particulie`rement inte´ressantes. On appelle les fonctions de cette base les «ondes multipolaires» ou les
«ondes partielles» («partial waves»). L’e´tude des proprie´te´s des ces ondes multipolaires est tre`s riche et
fait intervenir la the´orie spectrale, la the´orie des groupes et pourrait facilement eˆtre le sujet d’un livre a`
elle seule. Dans cette section, on se contentera d’introduire les ondes multipolaires.
Puisque le milieu exte´rieur est homoge`ne, isotrope et local en re´gime harmonique, les parame`tres
constitutifs relatifs du milieu «partial waves», εe et µe ne sont pas des tenseurs et on peut les de´crire en
domaine harmonique par des constantes complexes. L’indice «e» signifie de´sormais le milieu externe. Les
e´quations de Maxwell harmoniques sans sources donnent dans ce cas que le champ e´lectrique satisfait
l’e´quation :
∇× (∇× E)− k20εeµeE = 0 (18)
ou` nous avons de´fini k0 ≡ ω/c.
Il est habituel de construire les solutions de l’e´quation (18) a` partir d’ondes multipolaires scalaires.
De´signons par ϕ une solution de l’e´quation de Helmholtz scalaire :
∆ϕ+ k2eϕ = 0 (19)
ou` k2e ≡ k20εeµe . On peut e´crire les solutions ondes sortantes de cette e´quation, ϕnm(ker) par :
ϕnm(kr) ≡ h+n (kr)Ynm (θ, φ) (20)
ou` h+n (ρ) sont les fonctions de Bessel sphe´riques sortantes de´finies par h
+
n (ρ) ≡ jn(ρ)+iyn(ρ), et Ynm(θ, φ)
sont les harmoniques sphe´riques scalaires normalise´s (on donne leurs de´finitions en 8.3 ci-dessous). Les
ϕnm(kr) ont la particularite´ qu’elles divergent a` l’origine. Elles sont caracte´rise´es par leurs indices n et
m qui sont des nombres entiers tel que :
n = 0, 1, . . . ,∞ et m = −n, . . . , n (21)
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a)
b)
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Fig. 3 – a) Syste`me inhomoge`ne dans une couche avec une ge´ome´trie ale´atoire. b) Syste`me inhomoge`ne
dans une couche avec une ge´ome´trie ordonne´e.
L’indice n correspond au nombre quantique azimutal (habituellement de´note´ l en me´canique quantique)
et m a` la projection du moment cine´tique.
On peut e´galement de´finir des solutions «re´gulie`res» de l’e´quation (18), de´note´ Rg {ϕnm(kr)}, qui ne
divergent pour aucune valeur de |r| fini :
Rg {ϕnm(kr)} = jn(kr)Ynm (θ, φ) (22)
ou` les jn(x) sont les fonction de Bessel sphe´riques. Les fonctions d’ondes re´gulie`res, Rg {ϕnm(kr)}, sont
orthogonales dans le sens que :∫
drRg {ϕn,m(kr)}Rg {ϕνµ(k′r)} = π
2k2
δ (k − k′) δn,νδm,µ (23)
Revenons maintenant a` l’e´quation vectorielle des ondes e´lectromagne´tiques de l’e´quation(18), On peut
maintenant construire une solution en coordonne´s sphe´riques de l’e´quation (18) et qui satisfait la condition
d’onde sortante[7]. Elles s’e´criventMnm (ker) ou` :
Mnm (kr) ≡ ∇× [rϕnm (kr)]√
n (n+ 1)
(24)
Un deuxie`me type de solution de l’e´quation (18) satisfaisant la condition d’onde sortante Nnm (ker) est
obtenu a` partir de l’e´quation :
Nnm (kr) ≡ ∇× [Mnm (kr)]
k
(25)
Ces deux types d’ondes ont des singularite´s essentielles a` l’origine. On remarque que la notationM et N
est conventionnelle dans la litte´rature.
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On peut e´galement de´finir des ondes vectorielles re´gulie`res qui n’ont pas de singularite´s pour |r| fini.
Rg {Mnm (kr)} = ∇× [rRg {ϕnm (kr)}]√
n (n+ 1)
Rg {Nnm (kr)} ≡ ∇× [Rg {Mnm (kr)}]
k
(26)
Le facteur 1/
√
n (n+ 1) dans les de´finitions deMnm (kr) et Nnm (kr) est choisi afin que Rg {Mnm (kr)}
et Rg {Nnm (kr)} aient des relations d’orthogonalite´ analogues a` celles des ondes scalaires :
∫
drRg {M∗nm(kr)} ·Rg {Mνµ(k′r)} =
π
2k2
δ (k − k′) δn,νδm,µ∫
drRg {N∗nm(kr)} ·Rg {Nνµ(k′r)} =
π
2k2
δ (k − k′) δn,νδm,µ∫
drRg {M∗nm(kr)} ·Rg {Nνµ(k′r)} = 0 (27)
ou` δij est le symbole delta de Kronecker, et δ (k − k′) la fonction δ de Dirac.
Il est a` remarquer que les fonctions ψ , Rg {ψnm},Mνµ, Nνµ Rg {Mnm}, et Rg {Nnm} sont ici toutes
de´finies en coordonne´es sphe´riques. Donc, elles de´pendent du choix de l’origine du syste`me. Ce point est
important dans le de´veloppement des the´ories de diffraction utilisant ces fonctions.
8.3 Harmoniques sphe´riques vectorielles
Les fonctions harmoniques sphe´riques scalaires, Ynm(θ, φ), sont exprime´es en termes de fonctions de
Legendre associe´es Pmn (cos θ) de´finies par [32] :
Ynm(θ, φ) =
[
2n+ 1
4π
(n−m)!
(n+m)!
] 1
2
Pmn (cos θ) exp(imφ)
≡ Pmn (cos θ) exp(imφ) (28)
ou` dans la deuxie`me ligne nous avons introduit les fonctions de Legendre normalise´es, P
m
n :
Ynm(θ, φ) = P
m
n (cos θ) exp(imφ) (29)
Ces fonctions harmoniques sphe´riques sont normalise´es par rapport a` une inte´gration sur l’angle solide :∫ 4π
0
dΩY ∗νµ(θ, φ) · Ynm(θ, φ) ≡
∫ π
0
sin θdθ
∫ 2π
0
dφY ∗νµ(θ, φ) · Ynm(θ, φ) = δn,νδm,µ (30)
Les fonctions harmoniques sphe´riques vectorielles sont de´crites dans plusieurs livres de re´fe´rence [33,
34, 32, 35], mais leurs de´finitions et notations varient avec les auteurs. Elles forment une base comple`te et
orthogonale pour de´crire les variations angulaires de n’importe quel champ vectoriel. Nous les de´finissons
par les e´quations suivante :
Ynm(θ, φ) ≡ r̂Ynm(θ, φ) (31)
Xnm(θ, φ) ≡ Znm(θ, φ) ∧ r̂ (32)
ou`
Znm(θ, φ) ≡ r∇Ynm(θ, φ)√
n(n+ 1)
(33)
L’e´q.(32) implique que :
Znm(θ, φ) = r̂ ∧Xnm(θ, φ) (34)
Toutes les harmoniques sphe´riques vectorielles sont mutuellement orthogonales dans le sens ou` si W
(i)
nm
(i = 1, 2, 3) de´notent respectivement les harmoniques vectorielles Ynm, Xnm, or Znm, on a :〈
W(i)nm |W(j)νµ
〉
≡
∫ 4π
0
W(i) ∗nm ·W(j)νµ dΩ = δijδnνδmµ (35)
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ou` la de´finition du produit Hermitien a e´te´ e´tendue aux champs vectoriels.
On introduit maintenant les fonctions umn et s
m
n de´finies par :
umn (cos θ) =
1√
n(n+ 1)
m
sin θ
P
m
n (cos θ) (36)
smn (cos θ) =
1√
n(n+ 1)
d
dθ
P
m
n (cos θ) (37)
On peut facilement calculer ces fonctions par des relations de re´currence. Les harmoniques vectorielles
Xnm et Znm ont des expressions simples en fonction de u
m
n et de s
m
n :
Xnm(θ, φ) = iu
m
n (cos θ) exp(imφ)θ̂ − smn (cos θ) exp(imφ)φ̂ (38)
Znm(θ, φ) = s
m
n (cos θ) exp(imφ)θ̂ + iu
m
n (cos θ) exp(imφ)φ̂ (39)
Les e´quations (38-39), prises ensemble avec l’e´q.(31), montrent que pour des indices n,m donne´s que les
(Ynm,Xnm,Znm) sont mutuellement «perpendiculaires» dans le sens que W
(i)
nm ·W(j)nm = 0 pour i 6= j.
Il est tre`s pratique dans la suite de ce me´moire d’e´crire les ondes multipolaires en fonction des har-
moniques sphe´riques vectorielles et des fonctions de Hankel sphe´riques :
Mnm(kr) ≡ h+n (kr)Xnm(θ, φ)
Nnm(kr) ≡ 1
kr
[√
n (n+ 1)h+n (kr)Ynm(θ, φ) + ξ
′
n (kr)Znm(θ, φ)
]
(40)
De meˆme, les ondes multipolaires re´gulie`res sont exprime´es en fonction des harmoniques sphe´riques
vectorielles et des fonctions de Bessel sphe´riques :
Rg {Mnm(kr)} ≡ jn (kr)Xnm(θ, φ)
Rg {Nnm(kr)} ≡ 1
kr
[√
n (n+ 1)jn (kr)Ynm(θ, φ) + ψ
′
n (kr)Znm(θ, φ)
]
(41)
Dans les e´quations (40) et (41) nous avons introduit les fonctions de Ricatti-Bessel ψn et ξn de´finies par :
ψn (x) ≡ xjn (x) et ξn (x) ≡ xh+n (x) (42)
et le prime exprime la de´rive´e par rapport a` l’argument, c’est-a`-dire :
ψ′n (x) = jn (x) + xj
′
n (x)
ξ′n (x) = h
+
n (x) + x
[
h+n (x)
]′
. (43)
8.4 De´veloppements du champ dans des milieux homoge`nes
N’importe quel champ satisfaisant l’e´quation (18) et incident sur un syste`me de diffuseurs peut eˆtre
de´veloppe´ sur la base des ondes multipolaires re´gulie`res :
Einc (r) = E
nmax∑
n=1
m=n∑
m=−n
[
Rg {Mnm(ker)} a(h)nm + Rg {Nnm(ker)} a(e)nm
]
= E
∞∑
p=1
[
Rg {Mp(ker)} a(h)p +Rg {Np(ker)} a(e)p
]
(44)
ou` a
(h)
p et a
(e)
p sont les coefficients respectifs des ondes sphe´riquesMp et Np. La constanteE a la dimension
d’un champ e´lectrique. Si le champ incident est une onde plane, on la choisit telle que ‖Einc‖2 = E2 (pour
un champ incident plus ge´ne´ral voir la re´f.[8]).
La dernie`re ligne de l’e´q.(44) introduit le proce´de´ commune´ment admis de remplacer les double indices
n, et m, par un unique indice ge´ne´ralise´ p ou` l’indice p correspond a` une unique paire n, m pair par la
relation :[35]
p = n (n+ 1) +m (45)
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Les relations inverses entre une valeur de p et le couple n, m correspondant sont donne´es par :
n (p) = Int
√
p
m (p) = p− n (p) [n (p) + 1] (46)
Il faut se rappeler que les M et N s’expriment ici en coordonne´es sphe´riques. L’origine du syste`me est
typiquement choisie a` un endroit pratique, soit vis-a`-vis du syste`me, soit vis-a`-vis du faisceau incident.
On de´finit une matrice en ligne :
Rg
{
Ψt (kr)
} ≡ {Rg {M1} , . . . , Rg {M∞} , Rg {N1} , . . . , Rg {N∞}} (47)
et a une matrice colonne :
a ≡

...
a
(h)
p
...
...
a
(e)
p
...

(48)
Cette notation nous permet d’e´crire le champ incident sous la forme compacte et transparente :
Einc (r) = ERg
{
Ψt (kr)
}
a (49)
Puisqu’on va e´tudier des syste`mes ayant plusieurs «composants» par une me´thode de diffusion mul-
tiple, il est pratique de distinguer le champ incident envoye´ sur tout le syste`me et le champ d’excitation
sur une particule du syste`me ( parfois appele´, champ «local» ). Le champ d’excitation sur une particule
est le champ qui serait pre´sent si la particule n’e´tait pas pre´sente. N’importe quelle onde d’excitation sur
une particule peut eˆtre de´veloppe´e sur la base des ondes multipolaires re´gulie`res :
E(j)exc (r) = E
∞∑
p=1
[
Rg {Mp(kerj)}
[
e(j)
](h)
p
+Rg {Np(kerj)}
[
e(j)
](e)
p
]
= ERg
{
Ψt (kerj)
}
e(j) (50)
ou` rj ≡ r− xj est la position du point champ par rapport au «centre» de l’objet j. Ce centre est arbitraire
dans une certaine mesure, mais on peut le prendre d’une fac¸on ge´ne´rale comme le centre de la sphe`re
circonscrite entourant l’objet. On doit remarquer pourtant que le de´veloppement du champ d’excitation
n’est parfaitement fiable qu’a` l’exte´rieur de la sphe`re circonscrite autour de l’objet, c’est-a`-dire a` des
rayons ou` l’on est partout dans le milieu homoge`ne a` l’exte´rieur de la particule.
Le champ a` l’inte´rieur d’une sphe`re inscrite a` l’inte´rieur du diffuseur peut s’e´crire :
E
(j)
int (r) = E
∞∑
p=1
[
Rg {Mp(ksr)}
[
s(j)
](h)
p
+Rg {Np(ksr)}
[
s(j)
](e)
p
]
= E Rg
{
Ψt (ksr)
}
s(j) (51)
ou` ks est le nombre d’onde du milieu homoge`ne a` l’inte´rieur de la sphe`re inscrite.
8.5 Matrice-T
On prend un syste`me de plusieurs objets qu’on va de´nombrer par j = 1, . . . , N . Le champ diffuse´ par
le je objet du syste`me, E
(j)
s , peut eˆtre de´veloppe´ en termes des fonctions d’ondes partielles M et N qui
satisfont la condition d’onde sortante :
E
(j)
diff (rj) = E
∞∑
p=1
[
Mp(kerj)
[
f (j)
](h)
p
+ Np(kerr)
[
f (j)
](e)
p
]
= EΨt (ke (r− xj)) f (j) (52)
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ou` la matrice colonne f (j) contient les coefficients du champ diffuse´.
Une solution pour un syste`me compose´ d’un seul diffuseur est «simplement» de de´terminer les coeffi-
cients du champ diffuse´, f (j), a` partir des coefficients du champ incident a en assurant que les e´quations
de Maxwell sont satisfaites a` l’inte´rieur du diffuseur et que les conditions aux limites sur les champs sont
satisfaites aux interfaces entre le diffuseur et le milieu exte´rieur.
Si par contre, l’objet fait simplement partie d’un syste`me contenant d’autres objets, et que l’on veuille
traiter le syste`me complet par la technique de diffusion multiple, on ne connaˆıt pas a` l’avance l’onde
d’excitation sur la particule, puisque l’onde d’excitation sur l’objet est compose´e de l’onde incidente, et
des champs diffuse´s par les autres objets du syste`me. Pour de tels syste`mes de diffusion multiple, on a
besoin d’une solution comple`te de l’objet qu’on repre´sente le plus souvent par la matrice-T .
Par de´finition, la matrice-T d’une particule j exprime´e sur la base des ondes partielles s’exprime par :
f (j) ≡ t(j) e(j) (53)
ou` e(j) et f (j) de´notent respectivement les coefficients du champ d’excitation et de diffusion de la particule
j. On choisit d’utiliser le symbole «t » plutoˆt que «T» pour la matrice-T d’un objet seul afin de re´server
le symbole «T » pour des matrices-T de´crivant la diffusion multiple (voir section 8.8).
8.6 De´veloppements du champ dans des milieux he´te´roge`nes
Si le milieu n’est pas homoge`ne, le champ e´lectrique n’est pas une solution de l’e´quation (18), et
l’on ne peut pas ge´ne´ralement de´velopper le champ en fonction des ondes multipolaires. Les harmo-
niques sphe´riques vectorielles restent ne´anmoins un bon moyen d’e´crire le champ. Notamment, n’importe
quel champ vectoriel peut eˆtre de´crit comme des fonctions de la distance radiale r qui multiplient des
harmoniques sphe´riques vectorielles.
Prenons un objet non-sphe´rique compose´ d’un milieu isotrope et homoge`ne comme illustre´ sur la
figure 4. N’importe quel champ vectoriel peut eˆtre de´crit comme des fonctions radiales qui multiplient
des harmoniques sphe´riques vectorielles :
E (r) =
∞∑
n=0
m=n∑
m=−n
[
E(Y )nm (r)Ynm (θ, φ) +E
(X)
nm (r)Xnm (θ, φ) +E
(Z)
nm (r)Znm (θ, φ)
]
=
∞∑
p=0
[
E(Y )p (r)Yp (θ, φ) +E
(X)
p (r)Xp (θ, φ) +E
(Z)
p (r)Zp (θ, φ)
]
(54)
Un avantage de cette repre´sentation des champs E, D et H est la simplicite´ de l’action du rotationnel
sur cette base. L’e´quation ∇× E = iωµeµ0H devient dans la repre´sentation de l’e´quation (54) :
ap
EXp
r
= iωµeµ0HY p (55a)
ap
EY p
r
− EZp
r
− dEZp
dr
= iωµeµ0HXp (55b)
EXp
r
+
dEXp
dr
= iωµeµ0HZp (55c)
De fac¸on similaire, l’e´quation ∇× H = −iωD s’e´crit :
ap
HXp
r
= −iωDY p (56a)
ap
HY p
r
− HZp
r
− dHZp
dr
= −iωDXp (56b)
HXp
r
+
dHXp
dr
= −iωDZp (56c)
Pour un milieu homoge`ne, on peut re´soudre ces e´quations et l’on retombe sur les ondes partielles de
la section 8.4. On verra dans section 9.5 comment on a pu exploiter ces e´quations ainsi que les re´cents
progre`s dans la the´orie diffe´rentielle des re´seaux afin de construire une nouvelle the´orie diffe´rentielle pour
des objets tridimensionnels.
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(S)1
(S )2
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m
Fig. 4 – Objet de forme arbitraire. La sphe`re inscrite (verte) et la sphe`re circonscrite (rouge) sont en
pointille´es. La surface de l’objet est en trait plein (bleu).
8.7 Matrice-T d’une sphe`re isotrope (The´orie de Mie)
Comme exemple de l’utilite´ des harmoniques sphe´riques vectorielles, on montre dans cette section
qu’elles facilitent l’obtention de la matrice-T d’une sphe`re isotrope. On tombe sur les re´sultats donne´s
par la ce´le`bre the´orie de Mie (1908). Toutefois la the´orie de Mie e´tait formule´e directement en re´ponse
a` une onde plane incidente, alors que la matrice-T s’applique a` n’importe quelle onde incidente. Cette
section sert e´galement a` pre´parer le terrain pour notre the´orie re´cente de la matrice-T d’une sphe`re
anisotrope.[1, 3]
Le champ a` l’exte´rieur d’une sphe`re se de´compose en champ d’excitation, Eexc, et en champ diffuse´,
Ediff . Les champ Eexc et Ediff sont respectivement de´veloppe´s sur les ondes partielles selon les e´quations
(50) et (52).
Une comparaison entre ces de´veloppements en ondes multipolaires et les de´veloppement ge´ne´raux
d’un champ en termes des harmoniques sphe´riques vectorielles de l’e´quation (54) (voir aussi les e´qs.(40)
et (41)), montre que les fonctions E
(Y )
e,p , E
(X)
e,p , et E
(Z)
e,p du champ a` l’exte´rieur de la sphe`re sont :
E(Y )e,p (r) = E
√
n (n+ 1)
[
jn (ker)
ker
e(e)p +
h+n (ker)
ker
f (e)p
]
E(X)e,p (r) =
E
ker
[
ψn (ker) e
(h)
p + ξn (ker) f
(h)
p
]
E(Z)e,p (r) =
E
ker
[
ψ′n (ker) e
(e)
p + ξ
′
n (ker) f
(e)
p
]
(57)
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De meˆme, un regard sur le de´veloppement du champ a` l’inte´rieur donne :
E(Y )s,p (r) = E
√
n (n+ 1)
jn (ksr)
ksr
s(e)p
E(X)s,p (r) =
E
ksr
ψn (ksr) s
(h)
p
E(Z)s,p (r) =
E
ksr
ψ′n (ksr) s
(e)
p (58)
ou` k2s ≡ εsµsk20 et εs et µs sont respectivement la permittivite´ relative et la perme´abilite´ relative du
diffuseur. Les champs H correspondants peuvent eˆtre de´duits de l’e´quation Maxwell-Faraday :
H =
1
iωµrµ0
(∇× E) (59)
ou` µr est la perme´abilite´ magne´tique relative du mate´riau (soit µe a` l’exte´rieur de la sphe`re soit µs
a` l’inte´rieur). Inse´rant les de´veloppements en ondes partielles des e´quations (52 )-(50) et utilisant les
relations :
∇× Mp (kr)=kNp (kr) ∇× Np (kr)=kMp (kr) (60)
on obtient pour le champ H diffuse´, Hdiff , et le champ H d’excitation, Hexc, les de´veloppements :
Hdiff (r) =
ke
iωµeµ0
E
∞∑
p=1
[
Np(ker)f
(h)
p + Mnm(ker)f
(e)
p
]
Hexc (r) =
ke
iωµeµ0
E
∞∑
p=1
[
Rg {Np(ker)} e(h)p + Rg {Mnm(ker)} e(e)p
]
(61)
d’ou l’on peut e´crire par analogie avec l’e´q.(57) :
H(Y )e,p (r) =
ap
iωµeµ0
E
r
[
jn (ker) e
(h)
p + hn (ker) f
(h)
p
]
H(X)e,p (r) =
1
iωµeµ0
E
r
[
ψn (ker) e
(e)
p + ξn (ker) f
(e)
p
]
H(Z)e,p (r) =
1
iωµeµ0
E
r
[
ψ′n (ker) e
(h)
p + ξ
′
n (ker) f
(h)
p
]
(62)
De la meˆme manie`re, le champ H a` l’inte´rieur du diffuseur s’e´crit :
H(Y )s,p (r) =
√
n (n+ 1)
iωµsµ0
E
r
jn (ksr) s
(h)
p
H(X)s,p (r) =
1
iωµsµ0
E
r
ψn (ksr) s
(e)
p
H(Z)s,p (r) =
1
iωµsµ0
E
r
ψ′n (ksr) s
(h)
p (63)
On remarque qu’a` la surface d’une sphe`re que les composantes H
(Y )
p (r)Yp et E
(Y )
p (r)Yp des champs
sont normales a` la surface, alors que les composantes E
(X)
p (r)Xp, H
(X)
p (r)Xp, E
(Z)
p (r)Zp, H
(Z)
p (r)Zp,
sont tangentielles a` la surface. Combinant la continuite´ des composantes tangentielles des champs E et
H et l’orthogonalite´ des harmoniques sphe´riques vectorielles, nous obtenons les quatre e´quations :
E
keR
[
ψn (keR) e
(h)
p + ξn (keR) f
(h)
p
]
=
E
ksR
ψn (ksR) i
(h)
p
E
keR
[
ψ′n (keR) e
(e)
p + ξ
′
n (keR) f
(e)
p
]
=
E
ksR
ψ′n (ksR) i
(e)
p
1
iωµeµ0
E
R
[
ψn (keR) e
(e)
p + ξn (keR) f
(e)
p
]
=
1
iωµsµ0
E
R
ψn (ksR) i
(e)
p
1
iωµeµ0
E
R
[
ψ′n (keR) e
(h)
p + ξ
′
n (keR) f
(h)
p
]
=
1
iωµsµ0
E
R
ψ′n (ksR) i
(h)
p (64)
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ce qu’on peut re´crire comme :
ks
ke
[
ψn (keR) e
(h)
p + ξn (keR) f
(h)
p
]
= ψn (ksR) i
(h)
p
ks
ke
[
ψ′n (keR) e
(e)
p + ξ
′
n (keR) f
(e)
p
]
= ψ′n (ksR) i
(e)
p
1
µe
[
ψn (keR) e
(e)
p + ξn (keR) f
(e)
p
]
=
1
µs
ψn (ksR) i
(e)
p
1
µe
[
ψ′n (keR) e
(h)
p + ξ
′
n (keR) f
(h)
p
]
=
1
µs
ψ′n (ksR) i
(h)
p (65)
Changeant l’ordre des e´quations et en arrangeant les expressions, on obtient :
ψn (ksR) s
(h)
p = ρsψn (keR) e
(h)
p + ρsξn (keR) f
(h)
p (66a)
µeψ
′
n (ksR) s
(h)
p = µsψ
′
n (keR) e
(h)
p + µsξ
′
n (keR) f
(h)
p (66b)
ψ′n (ksR) s
(e)
p = ρsψ
′
n (keR) e
(e)
p + ρsξ
′
n (keR) f
(e)
p (66c)
µeψn (ksR) s
(e)
p = µsψn (keR) e
(e)
p + µsξn (keR) f
(e)
p (66d)
ou` ρs ≡ kske =
ns
ne
=
√
εsµs
εeµe
. On obtient la matrice en e´liminant les coefficients s
(h)
p et s
(e)
p de ces e´quations.
En e´liminant s
(h)
p des e´quations (66a) et (66b), on obtient :
f (h)p =
µsψ
′
n (keR)ψn (ksR)− ρsµeψ′n (ksR)ψn (keR)
ρsµeψ′n (ksR) ξn (keR)− µsξ′n (keR)ψn (ksR)
e(h)p (67)
De meˆme, en e´liminant s
(e)
p des e´quations (66c) et (66d) on obtient :
f (e)p =
µsψ
′
n (ksR)ψn (keR)− ρsµeψn (ksR)ψ′n (keR)
ρsµeψn (ksR) ξ′n (keR)− µsξn (keR)ψ′n (ksR)
e(e)p (68)
Donc, on voit qu’on peut e´crire la solution sous la forme :[
f
(h)
p
f
(e)
p
]
= t
[
e
(h)
p
e
(e)
p
]
(69)
ou` la matrice t est de la forme
[t] =
[ [
t(h,h)
] [
t(e,h)
][
t(h,e)
] [
t(e,e)
] ] (70)
avec [
t(h,h)
]
pp′
= δpp′t
(h)
n
[
t(e,e)n
]
pp′
= δpp′t
(e)
n
[
t(h,e)n
]
pp′
=
[
t(e,h)n
]
pp′
= 0 (71)
et les e´le´ments diagonaux s’e´crivent :
t(h)n =
µs
µe
ψ′n (keR)ψn (ksR)− ρsψ′n (ksR)ψn (keR)
ρsψ′n (ksR) ξn (keR)− µsµe ξ′n (keR)ψn (ksR)
t(e)n =
µs
µe
ψ′n (ksR)ψn (keR)− ρsψn (ksR)ψ′n (keR)
ρsψn (ksR) ξ′n (keR)− µsµe ξn (keR)ψ′n (ksR)
(72)
On peut e´galement vouloir connaˆıtre les coefficients du champ a` l’inte´rieur de la sphe`re. En e´liminant
e
(h)
p des e´quations (66a) et (66b), on obtient :
[µsψ
′
n (keR)ψn (ksR)− ρsψn (keR)µeψ′n (ksR)] s(h)p = ρsµs [ψ′n (keR) ξn (keR)− ψn (keR) ξ′n (keR)] f (h)p
Utilisant la relation du Wronskien :
ψn (x) ξ
′
n (x)− ψ′n (x) ξn (x) = i (73)
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on obtient :
s(h)p =
iµsρs
µeρsψ′n (ksR)ψn (keR)− µsψn (ksR)ψ′n (keR)
f (h)p (74)
De meˆme, en e´liminant e
(e)
p des e´quations (66c) et (66d) et utilisant la relation du Wronskien, on obtient :
s(e)p =
iµsρs
µsψn (keR)ψ′n (ksR)− µeρsψn (ksR)ψ′n (keR)
f (e)p (75)
Les relations entre les coefficients du champ a` l’inte´rieur et ceux du champ diffuse´ peuvent eˆtre e´crites
sous une forme matricielle : [
s
(h)
p
s
(e)
p
]
= Λ
[
f
(h)
p
f
(e)
p
]
(76)
ou` la matrice Λ a la forme :
Λ =
[ [
Λ(h,h)
] [
Λ(e,h)
][
Λ(h,e)
] [
Λ(e,e)
] ] (77)
avec [
Λ(h,h)
]
pp′
= δ
(h)
pp′Λ
(h)
n
[
Λ(e,e)n
]
pp′
= δpp′Λ
(e)
n
[
Λ(h,e)n
]
pp′
=
[
Λ(e,h)n
]
pp′
= 0 (78)
et ou` les Λ
(h)
n , Λ
(e)
n sont exprime´s par :
Λ(h)n =
iµsµe ρs
ρsψ′n (ksR)ψn (keR)− µsµeψn (ksR)ψ′n (keR)
Λ(e)n =
iµsµe ρs
µs
µe
ψn (keR)ψ′n (ksR)− ρsψn (ksR)ψ′n (keR)
(79)
Nous avons donc constate´ que la matrice-T d’une sphe`re isotrope s’obtient directement graˆce a` l’em-
ploi des ondes multipolaires et leurs proprie´te´s. Nous continuerons a` constater que l’emploi des ondes
multipolaires et des harmoniques sphe´riques va simplifier les de´rivations de formules susceptibles d’avoir
des applications nume´riques inte´ressantes.
8.8 Diffusion multiple par la technique de la fonction de Green
Il est possible d’aborder le proble`me de la diffusion multiple avec la technique de la fonction de Green,
G, du syste`me. Pour cette construction, il nous faut la fonction de Green d’un milieu homoge`ne, G0, les
matrices-T individuelles, t(j), et le concept de champ d’excitation. Nous verrons que toute cette discussion
sera facilite´e en adoptant un formalisme ope´rateur.
8.8.1 La forme ope´rateur de la fonction de Green
En l’absence d’un contraste de perme´abilite´ magne´tique (c’est a` dire µr (r) = 1 partout), la fonction
de Green correspondant a` l’e´quation (17) est :
∇× [∇× G (r, r′)]−
(ω
c
)2
εr (r)G (r, r
′) = Iδ (r− r′) (80)
ou` I est l’identite´ dans un espace vectoriel et G (r, r′) est la projection d’un ope´rateur G dans l’espace
direct.
Explicitement, l’ope´rateur G peut s’e´crire :
G =
∫∫
dr dr′ |r〉 〈r|G |r′〉 〈r′| (81)
ou`
〈r|G0 |r′〉 ≡ G0 (r, r′) (82)
Les e´tats de position |r〉 ont une normalisation en fonction delta tridimensionnel :
〈r′|r〉 = δ (r− r′) (83)
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et forment une base comple`te : ∫
dr |r〉 〈r| = 1 (84)
La fonction de Green, G, d’un syste`me quelconque constitue une solution comple`te du proble`me
e´lectromagne´tique puisque n’importe quel champ e´lectrique, E (r), produit par un courant source Jsrc est
obtenu graˆce a` une inte´grale de convolution ; c’est-a`-dire que le champ E (r) s’e´crit :
E (r) = 〈r|E〉 = 〈r|G |Jsrc〉=
∫
dr′ 〈r|G |r′〉 〈r′|Jsrc〉 (85)
ou` 〈r′|Jsrc〉 ≡ iωµeµ0Jsrc (r′) est proportionnel a` la distribution de courants sources du proble`me. Utilisant
la de´finition donne´e par l’e´quation (80), on peut ve´rifier que E est une solution de l’e´quation (17) avec
µr (r) = 1.
Une fonction de Green n’existe pas a` proprement parler, mais on peut la de´finir comme une distri-
bution. La de´finition de la «fonction de Green» comme une distribution convient puisque notre but est
de l’utiliser dans les inte´grales telles que celle de l’e´quation (85). L’e´valuation des distributions est sou-
vent facilite´e en travaillant dans l’espace re´ciproque. Le passage a` l’espace re´ciproque dans le formalisme
ope´rateur est obtenu en de´finissant des e´tats |k〉 tels que :
〈r|k〉 ≡ e
ik·r
(2π)3/2
〈k|r〉 ≡ e
−ik·r
(2π)3/2
(86)
Les e´tats |k〉, comme les e´tats de position |r〉, ont une normalisation en fonction delta :
〈k′|k〉 =
∫
dr 〈k′|r〉 〈r|k〉 =
∫
dr
ei(k−k
′)·r
(2π)
3 = δ
(
k− k′) (87)
et forment une base comple`te : ∫
dk |k〉 〈k| = 1 (88)
Une repre´sentation alternative de l’ope´rateur G est donc :
G =
∫∫
dk dk′ |k〉 〈k|G |k′〉 〈k′| (89)
ou`
〈k|G |k′〉 =
∫∫
dr dr′ 〈k|r〉 〈r|G |r′〉 〈r′|k′〉
=
1
(2π)3
∫∫
dr dr′e−ik·rG (r, r′) eik
′·r′ (90)
Nous constaterons que le formalisme ope´rateur nous apportera de la flexibilite´ dans les manipulations qui
me`nent a` des solutions des fonctions de Green.
8.8.2 Fonction de Green dans un milieu homoge`ne
L’e´quation de Green pour un milieu homoge`ne s’e´crit dans l’espace direct :
∇× [∇× G0 (r, r′)]− k2e G0 (r, r′) = Iδ (r− r′) (91)
ou` k2e = εeµek
2
0 ne de´pend pas de la position. Il n’est pas pratique de re´soudre cette e´quation directement
dans l’espace direct. On choisit donc de passer a` l’espace re´ciproque ou` l’e´quation de Green s’e´crit :
−k ∧ k ∧G0
(
k,k′
)− k2e G0 (k,k′) = δ (k− k′) (92)
En utilisant l’identite´ :
k ∧ k ∧A = −k2
(
I−k̂k̂
)
A (93)
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on obtient :
k2
(
I−k̂k̂
)
G0
(
k,k′
)− k2e G0 (k,k′) = δ (k− k′) (94)
qui a pour solution :
G0
(
k,k′
)
= 〈k|G0 |k′〉 = δ
(
k− k′) [ I−k̂k̂
k2 − k2e
− k̂k̂
k2e
]
(95)
On peut maintenant obtenir la fonction de Green dans l’espace direct en faisant une transforme´e de
Fourier inverse :
〈r1|G0 |r2〉 =G0 (r1, r2) = G0 (r)
=
eiker
4πk2er
3
V.P.
{(
1− iker − k2er2
)
(I−r̂r̂)− 2 (1− ikeR) r̂r̂
}
+
1
3k2e
δ (r) (96)
ou` r ≡ r1−r2. La valeur principale indique qu’il faut exclure un volume infinite´simal sphe´rique ou cubique
autour du point r = 0. On peut utiliser d’autres formes pour le volume d’exclusion, mais il faut modifier
le terme en fonction delta afin que son application dans les e´quations inte´grales telles que l’e´quation (85)
reste invariante. (voir Ref.[36] chap. 8 )
On appelle de´sormais champ incident, le champ e´lectrique Einc (r) produit par un courant source Jsrc
dans ce milieu. On peut l’obtenir par la formule :
Einc (r) = 〈r|Einc〉 = 〈r|G0 |Jsrc〉=
∫
dr′ 〈r|G0 |r′〉 〈r′|Jsrc〉 (97)
ou` 〈r′|Jsrc〉 ≡ iωµeµ0Jsrc (r′).
8.8.3 Le potentiel d’un diffuseur discret
On introduit des inhomoge´ne´ite´s dans le syste`me en appelant un «diffuseur», chaque re´gion ayant des
permittivite´s et perme´abilite´s constantes et diffe´rentes de celles du milieu externe. Chaque diffuseur j est
caracte´rise´ par ses parame`tres constitutifs relatifs εj et µj et par une fonction de Heaviside, κ :
κ
(j)(r) = 1 sir est a` l’inte´rieur du diffuseur j
κ
(j)(r) = 0 sir est a` l’exte´rieur du diffuseur j (98)
La position de chaque diffuseur est de´note´e par xj qui est le centre de la sphe`re circonscrite au diffuseur
(voir la figure 5).
Si il n’y a pas de contraste de la perme´abilite´ magne´tique (c’est-a`-dire on prend la perme´abilite´
relative µ (r) = 1 partout), on peut e´crire l’e´quation (17) gouvernant l’e´volution du champ E dans un
milieu inhomoge`ne en termes des potentiels, u(j) :
∇× (∇× E)−
(ω
c
)2
εeE−
N∑
j=1
u(j)E = iωµ0Jsrc (99)
ou` l’ope´rateur u(j) dans la repre´sentation des coordonne´es s’e´crit :
〈r|u(j) |r′〉 =
(ω
c
)2
(εj − εe)κ(j)(r)δ (r− r′) I (100)
La fonction de Green associe´e a` l’e´quation (99) est donc de´finie par :
∇× (∇× G)−
(ω
c
)2
εeG−
N∑
j=1
u(j)G = I (101)
Finalement, il est pratique pour la suite de reformuler l’e´quation (101) en termes de la fonction de Green
«non-perturbe´e», G0, du milieu homoge`ne externe :
G = G0 +G0
N∑
j=1
u(j)G (102)
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Fig. 5 – Syste`me de N objets soumis a` un champ incident.
L’e´quation (102) n’est pas encore sous une forme tre`s pratique a` re´soudre. Bien que le potentiel soit
de forme assez pratique dans l’espace direct (voir l’e´q.(100)), G0 est assez complique´ dans l’espace direct
(voir l’e´q.(96)). On pourrait eˆtre tente´ de re´soudre (102) dans l’espace de Fourier puisque G0 y est
relativement simple (voir l’e´q.(95 )). Il est par contre difficile de calculer la transforme´e de Fourier de u(j)
pour un objet de forme arbitraire. Pour une sphe`re isotrope, on peut effectuer la transforme´e de Fourier
et l’on obtient :
u(j)(k|k′) = 〈k|u(j) |k′〉 = R
2
j
2π2
(ω
c
)2
(εs − εe) j1(Rj |k
′ − k|)
|k′ − k| I (103)
ou` Rj est le rayon de la j
e sphe`re. Meˆme dans ce cas simple, la valeur absolue dans le potentiel rendrait
la re´solution de l’e´q.(102) assez difficile.
8.8.4 La forme ope´rateur de la matrice-T
L’e´quation (102) n’est un bon de´part pour re´soudre les e´quations de diffusion multiple que dans le
cas ou` le contraste d’indice serait suffisamment petit. De`s que le contraste d’indice devient notable, il est
avantageux de reformuler les e´quations de diffusion multiple en terme de matrices T.
On de´finit la matrice T d’un diffuseur isole´ j, de´note´e t(j), comme la solution d’une e´quation du type
Lippmann-Schwinger :
t(j) = u(j) + u(j)G0t
(j) (104)
Cette e´quation a l’air simple, mais il faut se rappeler qu’elle repre´sente une e´quation inte´grale. Dans
l’espace de Fourier par exemple, l’e´quation (104) s’e´crit :
t(j)(k|k′) = u(j)(k|k′) +
∫
d3k1 u
(j)(k|k1)G0 (k1|k2) t(j)(k2|k′) (105)
Si l’on inse`re les re´sultats des e´quations (95) et (103) pour G0 (k1|k2) et u(j)(k|k′) dans l’e´quation (105),
on s’aperc¸oit imme´diatement de la difficulte´ a` re´soudre une telle e´quation, meˆme pour une sphe`re isotrope
(l’essentiel de la difficulte´ venant des facteurs |k′ − k| dans le potentiel). Dans le langage de la the´orie
quantique des champs ou dans celui du proble`me a` N -corps, on appellera cette matrice-T ope´rateur une
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matrice-T hors couche de masse en empruntant une expression de la physique des particules, «off mass
shell». Graˆce a` l’utilisation des ondes partielles introduites en section 8.2, on va pouvoir e´viter de re´soudre
l’e´quation (105) dans beaucoup de circonstances, notamment quand il y a un nombre fini de diffuseurs
par exemple.
Pour l’instant, il nous suffit de remarquer qu’une solution formelle de l’e´quation (104) s’e´crit :
t(j) =
(
I−u(j)G0
)−1
u(j)
= u(j)
(
I−G0u(j)
)−1
(106)
S’il n’y a qu’un seul objet j dans le syste`me, la matrice t(j) constitue une solution comple`te de la
fonction de Green. Explicitement, s’il n’y a qu’un seul objet la fonction de Green s’e´crit :
G =G0 +G0u
(j)G (107)
On peut re´e´crire cette relation comme :
u(j)G = u(j)
(
I−G0u(j)
)−1
G0 (108)
Une comparaison avec les e´qs.(106) et (107) montre alors que la fonction de Green pour un objet isole´
s’e´crit :
G = G0 +G0 t
(j)G0 (109)
En pre´sence d’un courant source Js, le champ incident s’e´crit Ei = G0 |Js〉 et le champ total s’e´crit
Et = G |Js〉. On peut en de´duire que le champ diffuse´ par la particule j est donne´ par :
Es =G0t
(j)G0 |J〉 (110)
On peut e´valuer les ope´rateurs G0 et t
(j) sur la base des ondes multipolaires, et apre`s un certain
nombre de manipulations, on trouve qu’aux positions r a` l’exte´rieur d’une sphe`re circonscrite autour de
l’objet, le champ e´lectrique diffuse´ s’exprime par :
Es (r) = Ψ
t (kerj) t
(j)J (j,0)a (111)
ou` t(j) est la matrice t de l’objet j, «sur couche de masse» dans la repre´sentation des ondes multipolaires
(voir l’e´quation (53)). Ici nous avons utilise´ la notation condense´e de la section 8.4 afin d’exprimer
les de´veloppements en ondes multipolaires. La matrice J (j,0) ≡ J(kexj) est une matrice de translation
re´gulie`re dont les e´le´ments ont des expressions analytiques (voir l’appendice A). L’utilisation du symbole J
dans la matrice de translation sert a` rappeler que J (j,0) s’e´crit en termes de fonctions de Bessel sphe´riques,
jn (kexj).[37] La matrice colonne «a» est compose´e des coefficients de l’onde incidente et ces coefficients
peuvent en principe eˆtre calcule´s directement a` partir des courants sources par les inte´grales :
[a]
(e)
nm = −keωµ0µe
∫
dx′h+n (kex
′)X∗nm (θ
′, φ′) · Js (x′)
[a]
(h)
nm = −keωµ0µe
∫
dx′h+n (kex
′)Z∗nm (θ
′, φ′) · Js (x′) (112)
ou` Js (x) est la densite´ des courants sources.
On souligne que l’expression multipolaire du champ diffuse´ de l’e´q.(111) constitue un e´norme progre`s
pratique puisqu’un grand nombre de techniques nume´riques peuvent ge´ne´rer la matrice t(j) d’un objet
isole´.
8.8.5 La matrice-T a` diffusion multiple
On peut re´crire l’e´quation de diffusion multiple de l’e´quation (102) en de´finissant des matrices-T a`
diffusion multiple, de´note´es T(j). Les matrices T(j) sont de´finies par N e´quations couple´es :
T(j) = t(j) + t(j)G0
N∑
l=1,l 6=j
T(j) j = 1, . . . , N (113)
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ou` N est le nombre d’objets dans le syste`me. Chaque T(j) de´crit le champ diffuse´ par un objet j en tenant
compte des influences de tous les autres diffuseurs du syste`me. Si nous pouvons re´soudre ces e´quations,
nous avons une solution comple`te des e´quations de diffusion multiple, puisque la fonction de Green du
syste`me s’e´crit maintenant :
G =G0 +G0
N∑
j=1
T(j)G0 (114)
Les e´quations (113) et (114) sont souvent connues sous le nom d’e´quations Foldy-Lax de la fonction de
Green.
Re´soudre les e´quations (113) s’annonce tre`s difficile puisque T(j), t(j), et G0 sont tous des ope´rateurs.
Il devient possible de les re´soudre pourtant sur la base des ondes multipolaires. On commence par laisser
les deux membres de l’e´quation ope´rer sur G0 |J〉. Ensuite, on ope`re sur les deux cote´s par G0 afin
d’obtenir :
G0T
(j)G0 |J〉 ≡ G0t(j)G0 |J〉+G0t(j)G0
N∑
l=1,l 6=j
T(l)G0 |J〉 (115)
Si les sources du champ restent a` l’exte´rieur des objets, on peut re´crire les e´quations de l’e´quation (113)
sur la base des ondes multipolaires ou` elles prennent une forme matricielle. Apre`s un certain nombre de
calculs, on trouve que les e´quations (113) s’e´crivent :
T (j)J (j,0)a = t(j)J (j,0)a+ t(j)
N∑
l=1,l 6=j
H(j,l) T (l) J (l,0)a (116)
Les matrices H(j,l) ≡ H(ke (xj − xl)) sont les matrices de translation irre´gulie`re, et J (j,0) ≡ J(kexj)
sont les matrices de translation re´gulie`res. Ces matrices analytiques sont un peu longues a` e´crire (voir
l’appendice A) mais on peut actuellement les e´valuer graˆce a` des sous-programmes efficaces.
Les «a» sont des matrices colonne contenant les coefficients de l’onde incidente sur la base des ondes
multipolaires. Puisque les «a» sont arbitraires, on peut re´crire l’e´quation (116) comme :
T (j)J (j,0) = t(j)J (j,0) + t(j)
N∑
l=1,l 6=j
H(j,l) T (l) J (l,0) (117)
Cette e´quation a le de´savantage de de´pendre du choix de l’origine du syste`me. On e´limine ce proble`me
en multipliant les deux membres de cette e´quation par les matrices J (0,j) afin d’obtenir :
T (j) = t(j) + t(j)
N∑
l=1,l 6=j
H(j,l) T (l) J (l,j) j = 1, . . . , N (118)
ou` nous avons utilise´ les proprie´te´s de groupe de la matrice de translation re´gulie`re J :
J (l,0)J (0,j) = J (l,j) (119)
J (j,0)J (0,j) = I (120)
On peut voir l’e´quation (118) comme une forme des e´quations de Foldy-Lax dans la repre´sentation
multipolaire.
8.9 Repre´sentation multipolaire de la diffusion multiple
On peut en principe re´soudre directement les e´quations (118), mais ce n’est pas e´vident en pratique
du fait que les inconnues sont des matrices. Mackowski et Miscenko ont propose´ ne´anmoins une solution
de la diffusion multiple qui revient a` une solution ite´rative des e´quations (118)[37]. Plutoˆt que de de´tailler
l’obtention des e´quations (118) pour les T (j), a` partir des fonctions de Green, on va maintenant les obtenir
directement a` partir du concept de champ d’excitation et du the´ore`me de translation. Nous verrons que
cette de´marche nous inspire d’autres manie`res de re´soudre le proble`me de diffusion multiple.
Le concept d’un champ d’excitation d’un objet est sous-jacent a` la de´rivation des e´quations de diffusion
multiple de type Foldy-Lax, c’est-a`-dire les e´quations (113) et (114). On part d’abord de l’ide´e que le
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syste`me tout entier, compose´ de plusieurs objets ou «diffuseurs», est soumis a` un champ incident. Le
champ d’excitation d’un diffuseur j du syste`me est la somme du champ incident et du champ diffuse´ par
les autres objets du syste`me, le champ diffuse´ par l’objet j e´tant exclu :
E(j)e (r) ≡ Einc (r) +
N∑
l=1,l 6=j
E(l)s (r)
= Rg {Ψt(r)} a+ N∑
l=1,l 6=j
Ψt(rl) f
(l)
s (121)
ou` nous avons de´veloppe´ l’onde diffuse´e par chaque diffuseur E
(l)
s en termes d’un de´veloppement mul-
tipolaire centre´ sur le centre de la sphe`re circonscrite du diffuseur j. Le champ incident, Einc (r) =
Rg {Ψt(r)} a est ici de´veloppe´ en ondes multipolaires centre´es autour de l’origine arbitrairement choisie
du syste`me. On remarque que les rl sont de´finis de r par rapport aux centres des sphe`res circonscrites
des objets :
rl ≡ r− xl (122)
Graˆce au the´ore`me de translation, on peut re´crire ces e´quations en termes de de´veloppements multi-
polaires
E(j)e (rj) = Rg
{
Ψt(rj)
}
J (j,0) a+
N∑
l=1,l 6=j
Rg {Ψt(rj)} H(j,l) f (l) (123)
ou` H(j,l) ≡ H(xj−xl) est la matrice de translation irre´gulie`re (voir l’appendice A). Le champ d’excitation
peut toujours eˆtre de´veloppe´ sur des coefficients inconnus d’une base d’ondes re´gulie`res :
E(j)e (rj) ≡ Rg
{
Ψt(rj)
}
e(j) (124)
Avec cette de´finition, on peut e´liminer la base des ondes multipolaires et l’on obtient une e´quation
portant sur les coefficients seulement :
e(j) = J (j,0) a+
N∑
l=1,l 6=j
H(j,l) f (l). (125)
Invoquant la de´finition de la matrice T individuelle pour un diffuseur dans un milieu homoge`ne, c’est-a`-
dire l’e´quation (53),
f (l) = t(l) e(l) (126)
on obtient un ensemble de N e´quations couple´es ou` les matrices colonnes e(j) sont les inconnues :
e(j) = J (j,0) a+
N∑
l=1,l 6=j
H(j,l) t(l) e(l) j = 1, ..., N (127)
On regarde les e´quations (127) et (126) comme les e´quations fondamentales de la diffusion multiple
multipolaire. On peut voir ces e´quations, comme les e´quations de Foldy-Lax de base. Si l’on veut construire
une solution de la diffusion multiple pour un champ incident donne´, il suffit souvent de simplement
re´soudre ce syste`me par ite´ration. A partir de ces formules, on peut obtenir toutes les formulations des
solutions de la diffusion multiple.
Si l’onde incidente est une onde plane, les e´quations (127) sont particulie`rement faciles a` re´soudre
puisque «J (j,0) a» se remplace analytiquement par «exp (ik · xj) a» dans ce cas :
e(j) = exp (ik · xj) a+
N∑
l=1,l 6=j
H(j,l) t(l) e(l) j = 1, ..., N (128)
A condition que les objets ne soient pas trop grands par rapports a` la longueur d’onde, on peut traiter des
agre´gats compose´s de centaines de sphe`res en simplement trouvant la solution des ces e´quations couple´es.
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8.9.1 Equations de Foldy-Lax de la diffusion multiple
Une solution des e´quations (127) ne constitue pas une solution comple`te du proble`me dans le sens
que si on change l’onde incidente, il faut re´soudre de nouveau le syste`me d’e´quation (127) avec d’autres
coefficients «a» du champ incident sur le syste`me. Dans certaines applications, on peut vouloir obtenir
des matrices-T a` diffusion multiple du syste`me tout entier. L’e´quation (127) peut servir a` de´river toutes
les formulations de matrice-T a` diffusion multiple que j’ai vues dans la litte´rature.
Comme premier exemple, on va e´tablir l’e´quation (118) en multipliant les deux membres de l’e´quation
(127) par des matrices t(j) individuelles afin d’obtenir :
f (j) = t(j)J (j,0) a+ t(j)
N∑
l=1,l 6=j
H(j,l) f (l) (129)
ou` nous avons utilise´ sur le membre de gauche, la relation f (j) = t(j) e(j). Ensuite, on de´finit T (j) par la
relation :
f (j) ≡ T (j) J (j,0) a (130)
ou` l’on remarque que graˆce a` la pre´sence de la matrice J (j,0), la matrice T (j) est inde´pendante du choix
de l’origine arbitraire du syste`me. Inse´rant cette relation dans l’e´quation (129), on obtient :
T (j) J (j,0) a = t(j)J (j,0) a+ t(j)
N∑
l=1,l 6=j
H(j,l) T (l) J (l,0) a (131)
Puisque la matrice a des coefficients de l’onde incidente est arbitraire, on obtient :
T (j) J (j,0) = t(j)J (j,0) + t(j)
N∑
l=1,l 6=j
H(j,l) T (l) J (l,0) (132)
Multipliant les deux cote´s de cette e´quation par J (0,j) et en utilisant les proprie´te´s de groupe des J (0,j)
(voir les e´qs.(119)-(120)) on obtient :
T (j) = t(j) + t(j)
N∑
l=1,l 6=j
H(j,l) T (l) J (l,j) (133)
qui est le meˆme syste`me d’e´quations correspondant aux e´quations de Foldy-Lax, e´q.(118).
8.9.2 Solution de la diffusion multiple par inversion directe
Une autre solution semi-analytique de la diffusion multiple est de re´soudre l’ensemble des e´quations
(127) sous forme matricielle :
e(1)
e(2)
...
e(N)
 =

I −H(1,2) t(2) · · · −H(1,N) t(N)
−H(2,1) t(1) I · · · −H(2,N) t(N)
...
...
. . .
...
−H(N,1) t(1) −H(N,2) t(2) · · · I

−1 
J (1,0) a
J (2,0) a
...
J (N,0) a
 (134)
ou` I de´note la matrice d’identite´. On peut obtenir une expression pour les coefficients de diffusion f (j)
en multipliant les deux coˆte´s de cette e´quation par une matrice diagonale par blocs ou` les matrices sur
la diagonale sont des matrices t(j) d’objets isole´s :
t(1) 0 · · · 0
0 t(2) · · · 0
...
...
. . .
...
0 0 · · · t(N)
 (135)
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Apre`s cette multiplication, l’e´q.(134) prend la forme :
f (1)
f (2)
...
f (N)
 ≡

T (1,1) T (1,2) · · · T (1,N)
T (2,1) T (2,2) · · · T (2,N)
...
...
. . .
...
T (N,1) T (N,2) · · · T (N,N)


J (1,0) a
J (2,0) a
...
J (N,0) a
 (136)
ou` nous avons utilise´e l’e´q.(126) sur le membre de gauche de l’e´quation. Sur le membre de droite de
l’e´quation nous avons de´finie les N ×N blocs T (j,k) :
T (1,1) T (1,2) · · · T (1,N)
T (2,1) T (2,2) · · · T (2,N)
...
...
. . .
...
T (N,1) T (N,2) · · · T (N,N)
 =

t(1) 0 · · · 0
0 t(2) · · · 0
...
...
. . .
...
0 0 · · · t(N)

×

I −H(1,2) t(2) · · · −H(1,N) t(N)
−H(2,1) t(1) I · · · −H(2,N) t(N)
...
...
. . .
...
−H(N,1) t(1) −H(N,2) t(2) · · · I

−1
On peut e´crire l’e´quation (136) de fac¸on compacte comme N e´quations matricielles :
f (j) =
N∑
k=1
T (j,k) J (k,0) a j = 1, . . . , N (137)
Nous avons donc pre´sente´ deux types de matrices-T qui nous permettent d’obtenir les coefficients
f (j) : soit a` partir de l’e´q.(137) en utilisant les matrices T (j,k), soit a` partir des matrices T
(j)
N :
f (j) ≡ T (j) J (j,0) a (138)
Une comparaison des e´quations (137) et (138) nous permet d’obtenir la matrice T (j) en fonction des
T (j,k) :
T (j) =
N∑
k=1
T (j,k) J (k,j) (139)
On remarque ne´anmoins qu’il faut N matrices T (j,k) afin de construire une seule matrice T (j).
8.9.3 Troncature de la base des ondes partielles
Les matrices T (j) et T (j,k) sont toutes les deux des solutions comple`tes de l’e´quation de diffusion
multiple. Ne´anmoins, formellement ces deux matrices sont de dimension infinie. Un calcul nume´rique de
ces matrices doit force´ment s’effectuer dans un espace tronque´. Les diffe´rents algorithmes de calcul que
nous avons de´veloppe´s pour calculer les matrices T (j,k) sont nume´riquement stables puisqu’ils profitent
de la troncature naturelle du proble`me lie´ a` la taille finie des diffuseurs.
La troncature naturelle vient du fait que les matrices t(j) des diffuseurs isole´s ne peuvent interagir
qu’avec un nombre limite´ d’ondes multipolaires. En ge´ne´ral, les e´le´ments non-ne´gligeables, d’une matrice
t(j) sont contenus dans une matrice carre´e contenant les premiers n . keR
(j) + 3 ordres multipolaires
ou` R(j) est le rayon de la sphe`re circonscrite qui entoure chaque diffuseur. On peut montrer que toutes
les matrices T (j,k) sont naturellement tronque´es au meˆme ordre multipolaire que les matrices t(j) (sur
la gauche) et t(k) (sur la droite) des objets individuels. Cette troncature naturelle des matrices T (j,k)
est particulie`rement facile a` de´montrer dans un formalisme ite´ratif comme illustre´ dans la section 9.2 ci-
dessous. Ne´anmoins, il faut parfois agrandir la dimension de l’espace tronque´ a` des ordres multipolaires
plus e´leve´s si les objets sont fortement couple´s, lors de l’excitation de plasmons par exemple.
Dans la litte´rature, certains auteurs pre´fe`rent utiliser les algorithmes de calcul des N matrices T (j)
plutoˆt que de calculer les N2 matrices T (j,k). La difficulte´ est que les algorithmes de calcul pour les
T (j) sont susceptibles d’entraˆıner des erreurs nume´riques, ce qui ressort de l’e´quation (139). Les matrices
T (j,k) sont naturellement tronque´es (voir section 9.2), mais les matrices J (k,j) ope`rent en principe sur
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un espace de dimension infinie et le fait de les tronquer dans un quelconque algorithme peut introduire
des erreurs conside´rables. Certains algorithmes de calcul des matrices T (j) peuvent re´ussir parce que les
matrices J (k,j) = J (ke (xk − xj)) peuvent en re´alite´ eˆtre tronque´es a` des ordres multipolaires de l’ordre de
n . ke2Rsyt ou` Rsyt est le rayon de la sphe`re circonscrite qui entoure le syste`me tout entier. Ne´anmoins,
le fait d’eˆtre oblige´ d’e´tendre la dimension de l’espace multipolaire a` de telles dimensions nuit a` l’utilite´
de ces algorithmes pour des syste`mes de grande taille et rend certains algorithmes inutilisables, comme
les algorithmes re´cursifs.
8.10 Forces optiques directes et induites
La manipulation me´canique d’atomes, mole´cules, et petits objets microme´triques en n’utilisant que la
lumie`re est devenu monnaie courante dans de nombreux laboratoires a` travers le monde. En de´pit du fait
qu’il s’agit de physique «classique», il existe bien des controverses au sujet de la formulation de la force
optique sur une particule immerge´e dans un milieu die´lectrique. Dans cette section, on essaie d’e´clairer
un peu ce de´bat en e´tablissant l’expression du tenseur de contrainte d’un point de vue «microscopique».
8.10.1 Forces optiques et de´bat Minkowski - Abrahams
Pour un objet dans le vide, on de´finit la force e´lectromagne´tique ou simplement la force optique
comme la force de Lorentz sur les charges de polarisation et les courants de polarisation dans l’objet qui
sont donne´s par :
ρpol = ǫ0divE
Jpol =
1
µ0
rotB−ǫ0 ∂E
∂t
(140)
Fo =
∫
V
dx (Eρpol + Jpol∧B) (141)
ou` V est un volume qui contient l’objet. Apre`s des manipulations sur les e´quations de Maxwell, on
obtient :
Fo +
d
dt
pchamp =
∮
Γ
←→
T · nˆ ds (142)
ou` Fo est la force me´canique et Γ la surface du volume V . Le tenseur de contrainte de Maxwell,
←→
T , dans
l’e´quation (142) s’e´crit :
←→
T ij = ǫ0EiEj +
1
µ0
BiBj − δij
(
ǫ0
2
E2 +
1
µ0
1
2
B2
)
(143)
qui correspond au flux de quantite´ du mouvement a` travers la surface Γ. Dans l’e´quation (142), on peut
interpre´ter pchamp comme la quantite´ de mouvement du champ dans le volume d’inte´gration V :
pchamp = ǫ0
∫
V
(E ∧B) dx (144)
donc la densite´ de la quantite´ du mouvement e´lectromagne´tique du champ e´lectromagne´tique, gc, est :
gc=ǫ0 (E ∧B)=ǫ0µ0E ∧Hvide= 1
c2
E ∧Hvide (145)
Les difficulte´s commencent quand il faut de´terminer la force optique sur un objet immerge´ dans un
milieu die´lectrique. Les choses se compliquent puisque sous l’action de l’onde, une quantite´ de mouvement
est acquise par les e´lectrons des dipoˆles mole´culaires. Ces contributions mole´culaires exerceront e´galement
des forces me´caniques sur l’objet.
Il semble ne´anmoins qu’on puisse faire des approximations raisonnables de la force optique si le milieu
ambiant est transparent. Cette condition se traduit par le fait que les mole´cules dans un milieu transparent
oscillent essentiellement en accord de phase avec l’onde incidente ce qui veut dire que la permittivite´ et
la perme´abilite´ relatives du milieu sont re´els en premie`re approximation. Quand cette condition est
remplie, il semble qu’on puisse ge´ne´raliser le tenseur de Maxwell au cas du milieu die´lectrique liquide et
transparent.
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L’ide´e essentielle est que la force optique, a` l’e´chelle de l’observation au moins, n’agit que sur les
charges et courants de polarisation du milieu qui ne seraient pas pre´sents si l’objet e´tait remplace´ par le
milieu ambiant. Quand cette hypothe`se de base est correcte a` l’e´chelle microscopique, on peut e´crire la
force me´canique sur l’objet, Fo, comme :
Fo =
∫
V
dr
(
Eρ′pol +
(
J′pol + J
′
mag
)∧B) (146)
ou` V est un volume qui contient l’objet et les primes signifient qu’il s’agit des charges et courants induits
par la pre´sence de l’objet a` la place du milieu die´lectrique ambiant.
Cette formulation de la force est analogue a` la force d’Archime`de. Pour un objet immerge´ dans un
milieu liquide, la force de gravitation agit sur l’objet mais elle agit e´galement sur l’eau. En conse´quence,
il y a e´galement des forces mole´culaires de l’eau qui agissent sur l’objet. La force me´canique totale sur
l’objet est Ft = (mobj −meau)g ou`meau est la masse de l’eau de´place´e par l’objet. Autrement dit, la force
me´canique totale n’est que la force de gravitation agissant sur la masse supple´mentaire qui est pre´sente
parce que l’objet remplace l’eau. Dans ce langage, la force de l’e´q.(146) est la force sur les charges et
courants de polarisation pre´sents qui ne seraient pas la` si l’objet e´tait absent.
On commence avec des formules «microscopiques» de Maxwell sans sources :
∇ · E=ρpol (147)
1
µ0
∇× B = ǫ0 ∂E
∂t
+ Jpol + Jmag (148)
ou` les densite´s et courants viennent des charges et courants de polarisation des milieux mate´riels. On fait
l’hypothe`se que les objets sont entie`rement de´crits par leurs densite´s de moment dipolaire e´lectrique Ps
et de moment dipolaire magne´tique Ms, ou` l’indice «s» indique qu’il s’agit du diffuseur, «scatterer». De
meˆme, le milieu externe est de´crit par les densite´s Pe et Me.
L’objectif principal est d’e´crire Fo entie`rement en fonction des champs E, B, De, et He. Si de plus,
le milieu externe est non-absorbant, on peut e´crire la force sur l’objet comme :
Fo =
∫
V
∇·←→T dx− d
dt
(pchamp + pmilieu) (149)
ou`
←→
T est un tenseur de contrainte, et ou` pchamp et pmilieu repre´sentent respectivement la quantite´ de
mouvement du champ et la quantite´ du mouvement associe´e avec les polarisations du milieu externe dans
le volume V d’inte´gration.
L’objectif est maintenant de montrer qu’on peut obtenir une relation du style de l’e´quation (149). On
peut re´crire l’e´quation (148) comme :
Jpol + Jmag = −ǫ0∂E
∂t
+
1
µ0
∇× B (150)
ou` les densite´s de charge et de courant ont les descriptions microscopiques habituelles :
Jpol =
∂
∂t
Ps (151)
Jmag = ∇×Ms (152)
Les relations avec les J′pol et J
′
mag sont donne´es par :
Jpol (r, t) =
∂
∂t
(Ps −Pe) + ∂
∂t
Pe = J
′
pol +
∂
∂t
Pe
Jmag (r, t) = ∇× (Ms −Me) +∇× Me = J′mag +∇× Me (153)
d’ou` l’on obtient :
J′pol + J
′
mag = −
∂
∂t
(ǫ0E+Pe) +∇×
(
B
µ0
−Me
)
= − ∂
∂t
De +∇× He (154)
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Dans l’e´quation (154) nous avons fait appel aux champs «macroscopiques» du milieu externe :
He ≡ B
µ0
−Me = B
µeµ0
De ≡ ǫ0E+Pe = ǫ0εeE (155)
Les charges de polarisation s’e´crivent :
ρpol = ǫ0∇ · E (156)
La description microscopique des charges de polarisation est :
ρpol = −∇ ·P = −∇· (P−Pe)−∇ ·Pe
= ρ′pol −∇ ·Pe (157)
On obtient donc :
ρ′pol = ∇· (ǫ0E+Pe) = ∇ ·De (158)
Graˆce aux e´quations (154) et (158), la force optique s’e´crit :
Fo =
∫
V
dx
[
Eρ′pol +
(
J′pol + J
′
mag
)∧B]
=
∫
V
dx
[
E∇ ·De −
(
∂
∂t
De
)
∧B+ (∇× He)∧B
]
(159)
On peut en principe calculer la force optique avec cette relation volumique. On peut manipuler cette
e´quation et l’amener a` la forme de l’e´quation (149) a` condition que les parame`tres constitutifs, εe et µe
soient re´els, autrement dit que les champs De et He ne soit pas de´phase´s par rapport aux champs Ee et
Be. Sous cette condition, on peut e´crire :
Fo =
∫
V
dx
[
ǫ0εeE∇ · E+ 1
µeµ0
B∇ ·B− ǫ0εe
(
∂
∂t
E
)
∧B+ 1
µeµ0
(∇× B)∧B
]
(160)
ou` nous avons utilise´ le fait que ∇ ·B =0. Utilisant la relation :
ǫ0εe
∂
∂t
(E ∧ B) = ǫ0εe
(
∂
∂t
E
)
∧ B+ ǫ0εeE ∧
(
∂
∂t
B
)
(161)
on obtient :
Fo =
∫
V
dr
(
ǫ0εeE∇ · E+ 1
µeµ0
B∇ ·B−ǫ0εeE ∧ (∇× E) + 1
µeµ0
(∇× B)∧B
)
− ǫ0εe
∫
V
dr
∂
∂t
(E ∧ B) (162)
ou` nous avons utilise´ :
∂
∂t
B = −∇× E (163)
Utilisant la formule :
∇ (a · b) = (a · ∇)b+(b · ∇)a+ a ∧ (∇× b) + b ∧ (∇× a) (164)
nous avons les relations :
E ∧ (∇×E) = 1
2
∇E2 − (E · ∇)E
(∇×B) ∧B = −1
2
∇B2 + (B · ∇)B (165)
Fo =
∫
V
dx∇·←→T − d
dt
∫
V
ge dx (166)
32
8 TECHNIQUES DE BASE ET NOTATION
ou` le tenseur de contrainte s’e´crit :
←→
T ij = ǫ0εeEi Ej +
1
µeµ0
BiBj − 1
2
δij
(
ǫ0εeE
2 +
B2
µeµ0
)
(167)
et ge est la densite´ de quantite´ du mouvement du champ plus la quantite´ de mouvement des dipoˆles
mole´culaires du milieu externe :
ge = ǫ0εe (E ∧ B) = ǫ0µ0εeµe (E ∧ He) = 1
v2e
E ∧ He = Se
v2e
(168)
Cette relation connue comme relation de Minkowski pour la densite´ de quantite´ de mouvement a fait couler
beaucoup d’encre. On remarque que Se est le flux d’e´nergie dans le milieu externe (meˆme si µe 6= 1). La
quantite´ ge est une densite´ de la quantite´ du mouvement. On obtient le flux de la quantite´ de mouvement
en multipliant ge par la vitesse de la lumie`re dans le milieu, ve. On obtient donc que le flux d’e´nergie
e´gale ve fois le flux de la quantite´ de mouvement. Dans le langage moderne, on aime parler des photons,
et le flux de la «pseudo» quantite´ de mouvement satisfait |Se|ve = Nphotonp˜, ou` Nphoton est le nombre
de photons et p˜ leur «pseudo» quantite´ du mouvement. Le flux d’e´nergie satisfait I = |Se| = NphotonE˜
ou` E˜ est la «pseudo» e´nergie des photons. On obtient donc une relation entre la «pseudo» quantite´ de
mouvement, p˜, et la «pseudo» e´nergie, E˜, des photons :
E˜ = vep =
c
ne
p˜ (169)
Les mots «pseudo» sont utilise´s puisque E˜ et p˜ contiennent des contributions venant du milieu externe.
La controverse autour de ce sujet est due largement au fait qu’Abrahams et d’autres auteurs ont
souligne´ que la «vraie» densite´ de quantite´ de mouvement du champ est, gc =
1
c2E ∧Hvide, comme
donne´e par un traitement du tenseur de Maxwell dans le vide (voir l’e´q.(145)). Si maintenant, on essayait
d’obtenir le flux de la nouvelle quantite´ de mouvement du photon dans le milieu en multipliant gc par
ve, on obtiendrait que flux de la quantite´ de mouvement soit,
ve
c2 |E ∧Hvide|. Puisque le flux d’e´nergie du
champ est |E ∧Hvide|, on arriverait a` la conclusion que les photons obe´issent a` la relation E = necp, cette
fois-ci avec le facteur ne dans le nume´rateur contrairement a` l’e´quation (169). Une telle interpre´tation de
la relation d’Abrahams n’est pourtant pas correcte puisqu’on n’a pas le droit de multiplier une densite´
de quantite´ de mouvement exclusivement du champ, gc, par une vitesse de phase ve = c/ne qui inclut
les effets du milieu. La vitesse du champ «pur» est toujours c. Le «ralentissement» de la vitesse de la
lumie`re dans le milieu est un effet apparent du aux rayonnements mole´culaires.
En conse´quence, si l’on veut adopter le point de vue d’Abrahams, le flux de la «vraie» quantite´ de
mouvement est obtenu en multipliant gc par la vraie vitesse du champ c, et la quantite´ de mouvement
des photons est donne´e par Nphotonp = |cgc|. Vu du fait que le «vrai» flux d’e´nergie est |E ∧Hvide| =
NphotonE, on obtient que les photons satisfont la relation :
E = cp (170)
Les partisans d’Abrahams ont raison en ce qui concerne strictement l’e´nergie et la quantite´ du mouve-
ment du champ. Ne´anmoins, c’est la quantite´ de mouvement du champ plus la quantite´ de mouvement
mole´culaire de la forme de Minkowski, (l’e´q.(168)) qui donne la force optique effective qui agit sur l’objet.
8.10.2 Formulation harmonique du tenseur de Maxwell
Avec un traitement habituel, on trouve a` partir des e´qs.(166 )-(168), que la force optique d’un champ
harmonique moyenne´e sur une pe´riode dans le temps est donne´e par un tenseur de Maxwell «harmonique»,←→
T h :
〈Fo〉T =
∮
S
←→
T h · n̂ dS (171)
ou`
←→
T h est le tenseur de Maxwell moyenne´ dans le temps :
←→
T h =
1
2
Re
{
ǫ0εeE
∗
i Ej +
1
µeµ0
B∗i Bj −
1
2
δij
(
ǫ0εe ‖E‖2 + ‖B‖
2
µeµ0
)}
(172)
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Le de´bat d’Abrahams-Minkowski disparaˆıt dans le cas harmonique puisque la moyenne temporelle des
termes concerne´s disparaˆıt pour des champs harmoniques :〈
d
dt
∫
V
dr (E ∧ B)
〉
T
=
〈
d
dt
∫
V
dr (E ∧ H)
〉
T
= 0 (173)
Aussi longtemps que le milieu externe reste non-absorbant et qu’on e´value le tenseur de Maxwell sur une
surface qui entoure l’objet, on n’aura pas de proble`mes. Ne´anmoins, si l’on s’inte´ressait a` ce qui se passe
a` l’inte´rieur de l’objet die´lectrique, ce serait une erreur de penser qu’il faut e´valuer le tenseur de Maxwell
en remplac¸ant εe et µe par les constantes εs et µs de l’objet. Dans le calcul microscopique, il est explicite
qu’il faut garder la forme de l’e´q.(167) ou (172) du tenseur de Maxwell avec les constantes εe et µe, meˆme
a` l’inte´rieur de l’objet. De plus, il ne faut pas oublier que le tenseur de Maxwell ne pouvait eˆtre obtenu
que dans le cas d’un milieu externe non-absorbant, c’est-a`-dire que εe et µe sont re´els.
La discussion du paragraphe pre´ce´dent peut sembler inutile, mais plusieurs re´sultats faux sont apparus
re´cemment, y compris encore cette anne´e, ou` des erreurs sur la force de radiation agissant sur les charges
de polarisation a` une interface e´taient dues au fait que le tenseur de Maxwell pris a` l’inte´rieur du milieu
e´tait incorrect.
8.10.3 Sections efficaces pour la force de radiation
Il est souhaitable de traduire les re´sultats d’un calcul du tenseur de Maxwell sous une forme qui soit
plus pratique pour les comparaisons avec expe´rience. Afin de s’affranchir de la de´pendance sur l’irradiance
des champs, il est pratique, pour des faisceaux homoge`nes, de de´finir une section efficace «vectorielle»,
σf , telle que :
Fo ≡ I
ve
σf (174)
ou` I = |Si| est l’irradiance et ve la vitesse de phase de l’onde dans le milieu ve = c/ne = √εeµeǫ0µ0−1.
Souvent dans les expe´riences de force optique, le faisceau est inhomoge`ne (faisceau laser par exemple).
Si l’homoge´ne´ite´ du champ varie lentement par rapport a` la taille de l’objet, on peut simplement e´crire :
Fo ≃ I (r)
ve
σf (175)
Pour une pincette optique, la variation spatiale du faisceau n’est souvent pas ne´gligeable a` l’e´chelle de
l’objet et cette approximation n’est plus valable. Dans de telles situations, on peut ge´ne´raliser la section
efficace afin qu’elle de´pende de la position de la particule :
Fo ≡ I (0)
ve
σf (r) (176)
ou` I (0) est l’irradiance a` un certain point judicieusement choisi du faisceau (choisi comme origine).
La difficulte´ avec cette formulation est que l’irradiance pour une position donne´e d’une pincette optique
est difficilement mesurable. Pour les faisceaux inhomoge`nes, la puissance du faisceau incidente, Pi, est la
donne´e expe´rimentale. Il est donc plus utile de formuler la force en fonction d’une efficacite´ Qf :
Fo =
Pi
ve
k2ϕ
π
σf (r)
≡ Pi
ve
Qf (r) (177)
ou` Qf (r) est une quantite´ sans dimensions. Le facteur ϕ que nous appelons la «shape normalization
parameter » de´pend de la forme du faisceau et est de´termine´ par la relation entre I (0) et la puissance
totale du faisceau :
I (0) ≡ ϕk
2Pi
π
(178)
On de´termine le facteur ϕ en inte´grant le faisceau mode`le afin de de´terminer sa puissance totale. Pour
un faisceau axisyme´trique par exemple, la puissance du faisceau est donne´e par l’inte´grale :
Pi =
2π
k2
∫ ∞
0
I (r) kρ (kdρ)
∣∣∣∣
z=cte
(179)
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ou` l’irradiance I (r) est donne´e par :
I (r) ≡ 1
2
Re {E ∧H∗} · ẑ (180)
et z est l’axe de syme´trie du faisceau. Une comparaison avec l’e´q.(178) montre que ϕ est donne´ par :
ϕ =
(
2
∫ ∞
0
I (r)
I (0)
kρ (kdρ)
∣∣∣∣
z=cte
)−1
(181)
On obtient une formule pour σf en choisissant comme surface ferme´e dans l’e´q.(171) une sphe`re a`
l’infini, invoquant les limites du champ lointain et comparant le re´sultat du calcul avec l’e´quation (177).
On obtient que σf s’exprime par :
σf = σr − σa (182)
ou` σa caracte´rise la contribution de la force due aux asyme´tries dans la diffusion par la particule :
σa =
ve
4I (0)
∫
r̂
{
εeǫ0E
∗
s ·Es +
1
µeµ0
B∗s ·Bs
}
dΩr
=
r→∞
1
2I (0)
r2
(
εeǫ0
µeµ0
)1/2 ∫
Ω
r̂ E∗s ·Es dΩr (183)
Nous avons e´limine´ le champ magne´tique de l’expression en utilisant l’identite´ vectorielle (a× b) ·
(c× d) = (a · c) (b · d)− (a · d) (b · c), et utilise´ le comportement du champ lointain limr→∞ r̂ ·Es = 0 ;
nous avons en outre utilise´ la relation [40] :
Bs (r) =
r→∞
(εeǫ0µeµ0)
1
2 r̂×Es (184)
L’autre contribution a` la force optique σr correspond au flux de la quantite´ de mouvement pre´leve´ au
champ incident :
σr =
r→∞
− ve
4I (0)
r2
{
εeǫ0
∫
r̂Re {E∗s · Eexc +E∗exc · Es} dΩr
+
1
µeµ0
∫
Ω
r̂Re {B∗s ·Bexc +B∗exc ·Bs} dΩr
}
= − 1
2I (0)
lim
r→∞
r2
(
εeǫ0
µeµ0
)1/2 ∫
r̂Re {E∗s ·Eexc +E∗exc ·Es} dΩr (185)
ou` nous avons de nouveau e´limine´ le champ magne´tique en employant les meˆmes techniques de´crites apre`s
l’e´q.(183) et utilisant limr→∞ Be (r) =
r→∞
(εeǫ0µeµ0)
1
2 r̂×Ee.
9 Quelques re´sultats des travaux re´cents
Apre`s avoir mis au point des techniques nume´riquement stables de calcul de diffusion multiple de
sphe`res isotropes dans les anne´es 1999-2000, j’ai travaille´ a` e´tendre ces techniques de calcul aux syste`mes
compose´s d’objets de composition plus complique´e. Notamment, j’ai mis au point des techniques de
calcul des matrices-T de sphe`res enrobe´es concentriques et non-concentriques et ainsi que des matrices-T
de sphe`res avec des inclusions sphe´riques.
La matrice-T d’un syste`me compose´ d’un grand nombre d’objets contient une grande quantite´ d’infor-
mation. Un autre axe de travail consiste a` en extraire l’information qui nous inte´resse. Parmi les diffe´rents
types d’information que nous avons pu extraire, on trouve les matrices de diffusion ainsi que les sections
efficaces totales et diffe´rentielles de diffusion. Pour des syste`mes de ge´ome´trie ale´atoire, les sections ef-
ficaces moyenne´es sur les orientations sont souvent plus significatives qu’une section efficace dans une
orientation donne´e. D’autres informations d’inte´reˆt que nous avons explore´es sont les sections efficaces
d’absorption des objets individuels, et les forces optiques sur les diffe´rents objets du syste`me.
Mes e´tudes les plus re´centes concernent l’e´laboration de nouvelles the´ories diffe´rentielles pour le calcul
des matrices-T d’objets de forme non-sphe´riques et compose´s de mate´riaux isotropes ou anisotropes. Bien
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que plusieurs techniques de calcul de matrice-T pour des objets tridimensionnels existent de´ja`, elles sont
souvent limite´es par la taille et/ou` la non-sphe´ricite´ des objets qu’elles peuvent de´crire. L’espoir est
que ces nouvelles techniques qui exploitent les re´cents progre`s dans la the´orie des re´seaux de diffraction
( FFF ou «Fast Fourier Factorization» et algorithmes de propagation de la matrice-S ) puissent e´tendre
le domaine de tels calculs. Mes derniers travaux dans ce domaine consistent en une technique et un code
de calcul pour la matrice-T de sphe`res compose´es d’un mate´riau anisotrope. Une formulation the´orique
pour les objets de forme non-sphe´rique est de´ja` termine´e, et la programmation est commence´e.
9.1 Solutions re´cursives de la matrice T a` diffusion multiple
La solution re´cursive des T (j,k) par inversion d’une matrice de dimension N2×2pmax×2pmax rencontre
souvent des proble`mes d’inversion. Rien n’empeˆche de re´soudre les N e´quations donnant les matrices T (j),
mais ces matrices ne sont pas carre´es mais de dimension 2pmax×2p′max. La taille de p′max est relativement
mal controˆle´e et de l’ordre de p′max = [n
′
max (n
′
max + 1)] avec n
′
max ≃ kDsyst ou` Dsyst est de l’ordre de la
taille (diame`tre) du syste`me. Cette technique ne´cessite donc de calculer des ordres multipolaires e´leve´s
quand le syste`me devient grand.
Afin de tenter de palier ces difficulte´s Chew[36] et d’autres auteurs[38] ont de´veloppe´ une me´thode
re´cursive pour calculer les T (j) dans les anne´es 1990. L’ide´e est qu’on peut construire les matrices T
(j)
N
pour un syste`me a` N -objets a` partir des matrices T
(j)
N−1. Chaque addition d’un objet serait accompagne´e
par une inversion de matrice de´crivant un seul diffuseur et non pas tous les N objets a` la fois. Commenc¸ant
la me´thode avec un seul objet, on re´pe`te le proce´de´ jusqu’au nombre d’objets voulu.
Certains chercheurs qui ont tente´ d’utiliser la formulation formellement correcte de Chew ont rapide-
ment de´couvert de grandes instabilite´s nume´riques. Ils ont publie´ leurs difficulte´s dans le journal du IEEE
en 2000, et il est maintenant «bien connu» que la me´thode re´cursive «ne marche pas» pour re´soudre les
e´quations de diffusion multiple[39].
De notre coˆte´, nous avons rencontre´ les meˆmes proble`mes en 1999 et de´veloppe´ une formulation
re´cursive parfaitement stable base´e sur les matrices-T en paires du syste`me, T
(k,j)
N . Avant d’entamer le
proce´de´ re´cursif, il faut calculer les N matrices-T de chacun des objets isole´s, t(1), t(2), ..., t(N). Dans la
majorite´ des applications que nous avons traite´es jusqu’ici, nous avons adopte´ le choix particulie`rement
simples des sphe`res isotropes puisque les matrices t(j) sont diagonales et particulie`rement simples a`
calculer dans ce cas.
Notre proce´de´ pour calculer les T
(j,k)
N est d’ajouter les diffuseurs au syste`me un a` un dans un ordre
arbitraire, en calculant les matrices T
(j,k)
N a` chaque e´tape. Si l’on a les matrices T
(k,j)
N−1 pour un syste`me
contenant N − 1 objets, on peut calculer la matrice T (N,N)N du Ne objet ajoute´ au syste`me en effectuant
une inversion de matrice effectue´e dans un espace d’ondes partielles de´crivant une seule particule [15, 20] :
T
(N,N)
N = t
(N)
I− N−1∑
j,k=1
H(N,k) T
(k,j)
N−1 H
(j,N) t(N)
−1 (186)
En ge´ne´ral, la matrice qu’il faut inverser est de dimension 2pmax × 2pmax. Une fois que nous avons la
matrice T
(N,N)
N , nous pouvons obtenir les matrices T
(N,k)
N et T
(j,N)
N par multiplications matricielles :
T
(N,k)
N = T
(N,N)
N
N−1∑
i=1
H(N,i) T
(i,k)
N−1 k 6= N (187)
T
(j,N)
N =
N−1∑
i=1
T
(j,i)
N−1H
(i,N) T
(N,N)
N j 6= N (188)
On peut e´galement modifier les matrices T
(j,k)
N−1 ; avec j 6= N, k 6= N afin qu’elles tiennent compte de la
pre´sence de la particule N :
T
(j,k)
N = T
(j,k)
N−1 +
N−1∑
i=1
T
(j,i)
N−1H
(i,N) T
(N,k)
N j, k 6= N (189)
Nous avons ve´rifie´ et utilise´ notre me´thode par de nombreuses e´tudes (refs : [2], [10]-[13] et [17]-[18]).
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9.2 Solutions ite´ratives de la matrice-T a` diffusion multiple
On peut e´galement montrer que les matrices T (j,k) doivent satisfaire les N2 conditions[16] :
T (j,k) = t(j)
N∑
l=1,l 6=j
H(j,l) T (l,k) j 6= k
T (j,j) = t(j) + t(j)
N∑
l=1,l 6=j
H(j,l) T (l,j) (190)
Si on de´signe par l’indice q un ordre d’ite´ration, on peut formuler ces e´quations comme une solution
ite´rative :
T (j,k)q = t
(j)
N∑
l=1,l 6=j
H(j,l) T
(l,k)
q−1 j 6= k
T (j,j)q = t
(j) + t(j)
N∑
l=1,l 6=j
H(j,l) T
(l,j)
q−1 (191)
ou` on initialise l’ite´ration avec :
T
(j,k)
0 = t
(j)H(j,k) t(k) j 6= k j, k = 1, ..., N
T
(j,j)
0 = t
(j) j = 1, ..., N (192)
Les diagrammes de Feynman qui correspondent a` ces termes sont donne´s sur la figure 6. Un trait plein
correspond a` un propagateur (ici une matrice H) et les cercles correspondent matrices t(j) des objets.
j k
t
( )j,k
0
t
( )j,j
0
j
Fig. 6 – Diagrammes de Feynman a` l’ordre ze´ro dans la formulation ite´rative de T
(j,k)
0 et de T
(j,j)
0
La premie`re ite´ration des e´quations (191) donne :
T
(j,k)
1 = t
(j)
N∑
l 6=j
H(j,l) T
(l,k)
0 = t
(j)H(j,k) T
(k,k)
0 + t
(j)
N∑
l 6=j,l6=k
H(j,l) T
(l,k)
0
= t(j)H(j,k) t(k) + t(j)
N∑
l 6=j,l6=k
H(j,l) t(l)H(l,k) t(k) j 6= k j, k = 1, ..., N
T
(j,j)
1 = t
(j) + t(j)
N∑
l 6=j
H(j,l) T
(l,j)
0
= t(j) + t(j)
N∑
l 6=j
H(j,l) t(l)H(l,j) t(j) j = 1, ..., N (193)
Les nouveaux diagrammes de Feynman introduits par cette ite´ration sont pre´sente´s sur la figure 7. Dans
ces diagrammes, le trait en pointille´s entre deux matrices t(j) signifie qu’il s’agit du meˆme diffuseur.
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j k
t
( )j,k
1
t
( )j,j
1
jl=k
l=j
jl=j
Fig. 7 – Diagrammes de Feynman ajoute´s a` T (j,k) et T (j,j) dans la premie`re ite´ration de T
(j,k)
1 et de
T
(j,j)
1
La deuxie`me ite´ration donne :
T
(j,k)
2 = t
(j)
N∑
l 6=j
H(j,l) T
(l,k)
1 = t
(j)H(j,k) T
(k,k)
1 + t
(j)
N∑
l 6=j,l6=k
H(j,l) T
(l,k)
1
= t(j)H(j,k) t(k) + t(j)H(j,k)t(k)H(k,j) t(j)H(j,k) t(k)︸ ︷︷ ︸
a)
+ t(j)H(j,k)t(k)
N∑
l 6=k,l 6=j
H(k,l) t(l)H(l,k) t(k)
︸ ︷︷ ︸
b)
+ t(j)
N∑
l 6=j,l6=k
H(j,l) t(l)H(l,k) t(k) + t(j)
N∑
l 6=j,l6=k
H(j,l) T
(l,k)
1 t
(l)H(l,j) t(j)H(j,k) t(k)
︸ ︷︷ ︸
c)
+t(j)
N∑
l 6=j,l6=k
N∑
m 6=l,m 6=k,m 6=j
H(j,l) t(l)H(l,m) t(m)H(m,k) t(k)
︸ ︷︷ ︸
d)
j 6= k
T
(j,j)
2 = t
(j) + t(j)
N∑
l 6=j
H(j,l) T
(l,j)
1
= t(j) + t(j)
N∑
l 6=j
H(j,l) t(l)H(l,j) t(j) + t(j)
N∑
l 6=j
N∑
m 6=l,m 6=j
H(j,l) t(l)H(l,m) t(m)H(m,j) t(j)
︸ ︷︷ ︸
e)
(194)
et leurs diagrammes de Feynman correspondants introduits par cette ite´ration sont pre´sente´s sur la figure
8.
La me´thode ite´rative a l’avantage de permettre de comprendre l’association entre les matrices T (j,k)
et des de´veloppements diagrammatiques. On remarque au passage, que ces matrices T (j,k) permettent
une se´paration plus naturelle de certaines classes de diagrammes que ce qu’on obtiendrait en de´veloppant
les matrices T (j) du genre Foldy Lax. L’analyse «diagrammatique» de´montre e´galement pourquoi les
algorithmes de calcul des matrices T (j,k) sont ge´ne´ralement plus fiables que les algorithmes de calcul pour
les matrices T (j). On voit sur les figures 6 -8 que les propagateurs dans une matrice T (j,k) se trouvent
toujours entre deux matrices-T individuelles (on se rappelle que ces matrices t(j) sont naturellement
tronque´es). Les diagrammes qui correspondent aux matrices T (l)J (l,0) ou` T (l)J (l,j) des e´quations (117)
ou (118) par contre ont des propagateurs «libres» (c’est-a`-dire. qu’ils ne se terminent pas sur un cote´
sur des matrices-T ). Puisqu’il n’y a pas de troncature naturelle pour les propagateurs, les algorithmes de
calcul des matrices T (j) sont assez sensibles aux troncatures de l’espace multipolaire.
En exploitant les associations diagrammatiques comme celles des figures 6-8, on peut espe´rer e´laborer
de nouvelles techniques pour l’e´tude de milieux ale´atoires.
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j k
t
( )j,k
2
t
( )j,j
2
j
l=k
l=j
m=j
m=l
j
j kl=k
l=j
kj kjk
j kl=k
l=j
m=k
m=j
m=l
jl=j
e)
a) b)
c) d)
Fig. 8 – Diagrammes de Feynman ajoute´s a` T (j,k) et T (j,j) dans la premie`re ite´ration de T
(j,k)
2 et de
T
(j,j)
2
9.3 Matrices de diffusion et sections efficaces
Une fois que nous avons calcule´ la matrice-T d’un syste`me he´te´roge`ne, il nous reste a` extraire les
quantite´s d’inte´reˆt physique. Souvent celles-ci peuvent eˆtre exprime´es en termes de matrices de diffusion
ou de sections efficaces. Ces quantite´s sont les plus utiles quand l’onde incidente sur tout le syste`me est
repre´sentable en premie`re approximation par une onde plane. On peut ge´ne´raliser ces concepts a` des
champs incidents inhomoge`nes, mais l’analyse se complique. Nous avons de´ja` parle´ d’une telle situation
en section 8.10 pour les forces optiques et dans la Ref.[8]
Pour comparer les re´sultats nume´riques avec l’expe´rience, il est souvent pratique de de´crire les e´tats
de polarisation par rapport au plan de diffusion (parfois appele´ plan d’incidence). Le plan de diffusion est
de´fini comme le plan qui contient la direction du de´tecteur, r̂, et le vecteur d’onde de l’onde incidente,
ki. On de´finit deux vecteurs orthogonaux a` ki qui sont respectivement paralle`les et perpendiculaires au
plan de diffusion eˆ‖,i et eˆ⊥,i, tels que :
eˆ‖,i ∧ eˆ⊥,i = ki (195)
On peut maintenant exprimer une onde plane incidente sur le syste`me par :
Ei = E exp (iki · r)
(
e‖eˆ‖,i + e⊥eˆ⊥,i
)
(196)
Les coefficients sans dimension e‖ et e⊥ sont des nombres complexes qui de´terminent la phase et la
polarisation de l’onde. On impose que
∣∣e‖∣∣2 + |e⊥|2 = 1, afin que ‖Ei‖2 = E2.
De meˆme, on peut de´finir deux vecteurs unitaires eˆ‖ et eˆ⊥ transverses a` r̂ tels que :
eˆ‖ ∧ eˆ⊥ = r̂ (197)
En champ lointain, on peut e´crire le champ diffuse´ Es comme :
lim
r→∞
Es (r, θ, φ) =
exp(ikr)
ikr
[
Es,‖eˆ‖ +Es,⊥eˆ⊥
]
(198)
La matrice de diffusion dans les coordonne´es sphe´riques s’exprime en terme d’une matrice 2× 2 :(
Es,‖
Es,⊥
)
= E
exp(ikr)
ikr
(
S‖‖ S‖⊥
S⊥‖ S⊥⊥
)(
e‖
e⊥
)
(199)
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qui donne les coefficients Es,‖ et Es,⊥ en termes de e‖ et e⊥.
Il faut calculer les quatre e´le´ments de la matrice de diffusion, S‖‖ (θ, φ), S‖⊥ (θ, φ), S⊥‖ (θ, φ), et
S⊥⊥ (θ, φ) a` partir de la matrice-T . Pour ce calcul, il faut faire une rotation de la matrice T afin que l’axe
z soit confondu avec ki. L’angle φ est de´fini par rapport a` l’axe x du syste`me dans lequel est calcule´e la
matrice-T . On peut calculer analytiquement les coefficients sur la base multipolaire (voir l’e´q.(44)). Pour
une polarisation paralle`le au plan de diffusion les coefficients sont :
a‖,h,νµ = i
ν+1
√
π (2ν + 1)
[
δµ,1e
−iφ + δµ,−1e
iφ
]
a‖,e,νµ = i
ν+1
√
π (2ν + 1)
[
δµ,1e
−iφ − δµ,−1eiφ
]
(200)
Pour une polarisation perpendiculaire au champ incident les coefficients sont :
a⊥,h,νµ = i
ν
√
π (2ν + 1)
[
δµ,1e
−iφ − δµ,−1eiφ
]
a⊥,e,νµ = i
ν
√
π (2ν + 1)
[
δµ,1e
−iφ + δµ,−1e
iφ
]
(201)
On peut maintenant e´crire les coefficients de l’onde diffuse´e par chaque objet dans un agre´gat en
utilisant les matrices T , τ (j,k) :
f
(j)
‖,⊥ =
∑
k
exp (ikẑ·xk)T (j,k) a‖,⊥ (202)
On obtient ensuite les matrices S en termes des coefficients de diffusion f (j)[2] :
S‖‖ =
N∑
j=1
exp (−ikr̂·xj)
∑
n,m
eimφi−n+1
[
umn (cos θ) f
(j)
‖,h,nm + s
m
n (cos θ) f
(j)
‖,e,nm
]
S‖⊥ =
N∑
j=1
exp (−ikr̂·xj)
∑
n,m
eimφi−n+1
[
umn (cos θ) f
(j)
⊥,h,nm + s
m
n (cos θ) f
(j)
⊥,e,nm
]
S⊥⊥ = −
N∑
j=1
exp (−ikr̂·xj)
∑
n,m
eimφi−n
[
smn (cos θ)f
(j)
⊥,h,nm + u
m
n (cos θ) f
(j)
⊥,e,nm
]
S⊥‖ = −
N∑
j=1
exp (−ikr̂·xj)
∑
n,m
eimφi−n
[
smn (cos θ)f
(j)
‖,h,nm + u
m
n (cos θ) f
(j)
‖,e,nm
]
(203)
On peut utiliser cette matrice S afin de pre´dire le champ diffuse´ par un agre´gat de diffuseurs. Nous
avons tout re´cemment trouve´ un tre`s bon accord entre les re´sultats pre´dits par cette technique et des
mesures sur la diffusion effectue´es dans le domaine micro-onde dans une chambre ane´cho¨ıque.[2] Nous
venons d’obtenir un contrat de recherche ANR afin d’e´tudier l’absorption dans des agre´gats de ge´ome´trie
ale´atoire du type «suie».
Les sections efficaces totales sont d’autres quantite´s d’inte´reˆt physique, surtout quand nous sommes
moins concerne´s par la polarisation du champ. Les sections efficaces sont de´finies en termes de vecteur de
Poynting qui de´crit le flux d’e´nergie e´lectromagne´tique. La section efficace diffe´rentielle est de´finie par :
dσsystscat (θ, φ, θi, φi)
dΩ
≡ lim
r→∞
r2
rˆ · Ssystscat (r)
‖Sinc‖
= lim
r→∞
r2
∥∥∥∑Nj E(j)s (r)∥∥∥2
‖Einc‖2
(204)
ou` Ssystscat est le vecteur de Poynting du champ diffuse´ par tous les N objets du syste`me :
Ssystscat ≡
1
2
Re

N∑
j,l
E(j)s ∧H(l)∗s
 (205)
Puisque la section efficace diffe´rentielle est de´termine´e par le module du champ diffuse´, on peut
l’e´valuer a` partir de la matrice de diffusion de l’e´quation (199). La section efficace totale de diffusion
40
9 QUELQUES RE´SULTATS DES TRAVAUX RE´CENTS
est en principe simplement obtenue par inte´gration sur tous les angles solides de la section efficace
diffe´rentielle. Ne´anmoins, l’expression souvent assez complique´e de dσscat/dΩ peut rendre cette inte´gration
assez fastidieuse. Il est plus efficace d’exploiter la pre´sence d’harmoniques sphe´riques vectorielles afin
d’inte´grer nume´riquement dσscat/dΩ afin d’obtenir une formule analytique pour σ
syst
scat directement en
termes des coefficients de diffusion f (j) :
σsystscat (θi, φi) ≡
∫
dσsystscat (θ, φ, θi, φi)
dΩ
dΩ
=
1
k2
N∑
j,l
Re
{
f (j)† J (j,l) f (l)
}
. (206)
Pour d’autres types de sections efficaces comme la section efficace d’extinction, la forme diffe´rentielle n’a
pas une signification physique particulie`re et il n’y a que la section efficace totale qui nous inte´resse. La
section efficace d’extinction s’e´crit :
σsystext (θi, φi) ≡
1
2
lim
r→∞
r2
‖Sinc‖
∫
rˆ ·
∑
j
Re
{
Ei ∧H(j)∗s +E(j)s ∧H∗i
}
dΩ
= − 1
k2
∑
j
Re
{
a† f (j)
}
(207)
Il est e´galement possible de de´finir des sections efficaces d’absorption individuelles, σ
(j)
abs, pour chacun
des objets j dans le syste`me. Si le milieu externe est transparent, on obtient la formule :
σ
(j)
abs = −
1
k2
Re
{[
f (j)
]† [
I +
[
t(j)
]−1]
f (j)
}
(208)
et l’absorption totale est simplement la somme de toutes les sections efficaces individuelles :
σsystabs =
N∑
j=1
σ
(j)
abs (209)
Dans le cas d’un milieu exte´rieur transparent, la conservation de l’e´nergie donne une formule alternative
pour l’absorption totale :
σsystabs = σ
syst
ext − σsystscat (210)
ce qui nous donne un moyen de ve´rifier les calculs. Dans le projet ANR «suie», nous utiliserons ces
formules afin d’e´tudier l’absorption dans des agre´gats ale´atoires.
Pour un syste`me de ge´ome´trie ale´atoire, des moyennes sur toutes les orientations du syste`me ont sou-
vent plus d’inte´reˆt que les sections efficaces dans une orientation donne´e. De nouveau, de telles moyennes
peuvent en principe eˆtre effectue´es de fac¸on nume´rique, mais sont largement facilite´es par des formules
analytiques.
La moyenne sur les orientations de la section efficace d’extinction est donne´e par exemple par la
formule[16] : 〈
σsystext
〉
o
= −2π
k2
N∑
j,k=1
Re
[
Tr
{
T
(j,k)
N J
(k,j)
}]
(211)
alors que la moyenne sur les orientations de la section efficace de diffusion est donne´e par la formule[16] :
〈
σsystscat
〉
o
=
2π
k2
Re

N∑
j,k,i,l
Tr
{[
T
(j,l)
N
]†
J (j,k) T
(k,i)
N J
(i,l)
} (212)
9.4 Forces optiques
On se rappelle que la force optique utilisant la forme de Minkowski du tenseur de Maxwell s’e´crit :
Fo ≡ I (0)
vb
σf (x) ≡ ϕPi
vb
Qf (x) (213)
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ou` I (0) est l’irradiance du faisceau a` l’origine, Pi la puissance du faisceau, et σf (x) de´pend de la position
x de la particule.[8]
On veut calculer la force sur une particule j du syste`me. Afin de travailler sur un scalaire, on calcule
la projection de cette force selon une direction ĉ ou` l’orientation de ĉ est spe´cifie´e par des angles θ, et φ :
F(j)o · ĉ ≡
I (0)
vb
σ
(j)
f (θ, φ,x) (214)
Comme nous avons vu en section 8.10.3, on peut de´composer σf en deux termes :
σ
(j)
f = σ
(j)
r − σ(j)a (215)
L’expression pour σ
(j)
a est :
σ(j)a (θ, φ,x) ≡ cˆ · σa =
1
2I (0)
(
εeǫ0
µeµ0
)1/2
lim
r→∞
r2
∫
Ω
ĉ · r̂ E(j),∗s · E(j)s dΩ
=
1
k2
f (j),† (x) Λ (θ, φ) f (j) (x) (216)
ou` la matrice analytique Λ (θ, φ) est obtenue en de´composant le champ en ondes multipolaires et en
effectuant une inte´gration sur l’angle solide. La matrice Λ (θ, φ) s’e´crit :
Λ (θ, φ) ≡ D(φ, θ, 0) ΥD† (φ, θ, 0) (217)
ou` D (φ, θ, 0) est la matrice de rotation et Υ une matrice qui s’e´crit :
Υ ≡
[
Ξ Θ
Θ Ξ
]
(218)
ou` les blocs Θnm,νµ et Ξnm,νµ s’e´crivent :
Θnm,νµ =
m
n (n+ 1)
δm,µδn,ν
Ξnm,νµ = δm,µ
i√
(2n+ 1) (2ν + 1)
(
δν,n−1
n
√
(n2 − 1)(n2 −m2)
−δν,n+1
ν
√
(ν2 − 1) (ν2 −m2)
)
(219)
La matrice de rotation D (α, β, γ) s’e´crit :
D (α, β, γ) ≡
[ D (α, β, γ) 0
0 D (α, β, γ)
]
(220)
et les e´le´ments du bloc D (α, β, γ) sont donne´s par :
[D (α, β, γ)]νµ,nm = δn,ν exp (iµα) d(n)µm (β) exp (imγ) (221)
Les e´le´ments d
(n)
µm sont standard[32].
Effectuant un calcul analogue pour σr, nous trouvons :
σ(j)r (θ, φ,x) ≡ cˆ · σr = −
1
2I (0)
(
εbǫ0
µbµ0
)1/2
lim
r→∞
r2
∫
Ω
cˆ · r̂Re {E∗s ·Eexc +E∗exc ·Es} dΩ
= − 1
k2
Re
{
f (j),† (x) Λ (θ, φ)
[
t(j)
]−1
f (j) (x)
}
(222)
Nous avons utilise´ ces formules pour calculer le pie´geage d’une particule dans des pincettes optiques[8],
ainsi que les forces optiquement induites entre particules ou «binding»[5].
42
9 QUELQUES RE´SULTATS DES TRAVAUX RE´CENTS
9.5 Matrices-T des objets sans syme´trie sphe´rique
De fac¸on analogue a` la de´composition du champ sur une base multipolaire (voir les e´qs.(47)-(49)),
nous pouvons mettre les fonctions d’un de´veloppement ge´ne´ral d’un champ sur les harmoniques sphe´riques
(voir l’e´quation (54)) dans une matrice colonne :
...
EY,p
...
...
EX,p
...
...
EZ,p
...

 (nmax + 1)2
(223)
La dimension de cette matrice est de´termine´e par la troncature de l’espace multipolaire ou` nmax est le
plus grand nombre quantique multipolaire. De´composant de la meˆme manie`re le champ D, la relation
D =ǫ0ε (r)E dans un milieu he´te´roge`ne devient :
[D] = ǫ0Qε [E] (224)
ou` Qε est une matrice compose´e de 9 blocs, chacune de dimension (nmax + 1)
2 :
Qε =
 QεY Y QεY X QεY ZQεXY QεXX QεXZ
QεZY QεZX QεZZ
 (225)
La matrice Qε de´pend de la distance r et doit eˆtre construite d’une manie`re tre`s spe´cifique afin d’e´viter
des instabilite´s nume´riques induites par la troncature de l’espace multipolaire. Ce proce´de´ est tire´ des
progre`s re´cents sur la the´orie des re´seaux et est explique´ en de´tail dans la re´fe´rence [7].
La relation 224 et les e´quations de Maxwell sur les harmoniques sphe´riques vectorielles des e´quations
(55) et (56) forment un syste`me d’e´quations comple`tes pour de´terminer le champ. On peut manipuler ces
e´quations afin d’obtenir une seule e´quation diffe´rentielle ordinaire par rapport a` la variable r :
d [F ]
dr
=M (r) [F ] (226)
La matrice colonne [F ] est constitue´e de fonctions multipliant les harmoniques vectorielles X et Z des
champs E et H dans des de´veloppements du type (54)) :
[F (r)] =

[EX ]
[EZ ][
H˜X
]
[
H˜Z
]
 (227)
ou` le champ H˜ ≡ Z0H =
√
µ0
ǫ0
H a la meˆme dimension que le champ E. La matrice M est compose´e de
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4× 4 blocs qui s’e´crivent :
M11 = − I
r
, M12 =M13 = 0 , M14 = iµ
ω
c
I
M21 = −a
r
Q−1εY YQεY X , M22 = −
I
r
− a
r
Q−1εY YQεY Z
M23 = i
ω
c
(( c
rω
)2
aQ−1εY Y a− µI
)
, M24 = 0
M31 = i
ω
c
(
QεZYQ
−1
εY YQεY X −QεZX
)
, M32 = i
ω
c
(
QεZYQ
−1
εY YQεY Z −QεZZ
)
(228)
M33 =
1
r
(
QεZYQ
−1
εY Y a− I
)
, M34 = 0
M41 = i
ω
c
(
QεXX −QεXYQ−1εY YQεY X −
1
µ
( ac
ωr
)2)
, M42 = i
ω
c
(
QεXZ −QεXYQ−1εY YQεY Z
)
M43 = −QεXYQ−1εY Y
a
r
, M44 = − I
r
ou` I est la matrice unite´ et «a » est une matrice diagonale d’e´le´ments apδp,q avec ap =
√
n(n+ 1).
On peut donc en principe construire une matrice-T d’un objet en inte´grant l’e´quation diffe´rentielle
de l’e´q.(226) avec une me´thode de tir. Le de´part de la me´thode de tir est la sphe`re inscrite isotrope
(voir figure 4 : section 8.6), et l’on arreˆte l’inte´gration nume´rique a` la sphe`re circonscrite. Si la re´gion
he´te´roge`ne entre ces deux sphe`res est suffisamment profonde, il faut comple´ter cette inte´gration par une
technique de propagation de matrice-S afin d’e´viter des instabilite´s nume´riques qui s’installent lors d’une
inte´gration sur une grande longueur.
Par la suite, nous avons ge´ne´ralise´ cette technique a` des objets compose´s de mate´riaux anisotropes.[3,
4] Dans de tels mate´riaux, il faut commencer la me´thode de tir a` partir d’une sphe`re inscrite anisotrope.
Nous avons constate´ qu’une formulation d’une matrice-T d’une sphe`re anisotrope n’existait pas aupara-
vant. Nous avons donc formule´ une solution semi-analytique d’une matrice-T d’une sphe`re caracte´rise´e par
une anisotropie ge´ne´rale.[4] Nous avons commence´ tout re´cemment a` explorer les applications nume´riques
de cette technique[1].
10 Orientation future des travaux
Actuellement, je continue des e´tudes sur les forces optiquement induites dans des syste`mes compose´s
de plusieurs diffuseurs. Dans le cadre d’un projet ANR concernant des agre´gats de particules absorbantes
du type «suie», je pre´pare des e´tudes sur l’absorption dans des grands agre´gats ayant des ge´ome´tries
ale´atoires. Les premie`res e´tudes vont traiter des agre´gats de sphe`res, mais je pre´pare aussi la program-
mation sur des agre´gats compose´s d’objets de forme non-sphe´rique.
En employant la the´orie de type Mie sur les ordinateurs modernes, on peut traiter des sphe`res isole´es
homoge`nes de tre`s grandes tailles par rapport a` la longueur d’onde. Des raffinements concernant la the´orie
de Mie permettent de traiter e´galement des sphe`res ayant des inhomoge´ne´ite´s radiales jusqu’a` de tre`s
grandes tailles. Pourtant, a` l’heure actuelle, il y a des limitations plutoˆt se´ve`res sur les tailles et non-
sphe´ricite´s qu’on peut traiter quand il s’agit d’objets de forme non-sphe´rique ou d’objets compose´s de
mate´riaux anisotropes. Je compte porter un regard particulier sur les possibilite´s d’e´tendre les domaines
de calcul aux objets et agre´gats de grande taille.
Dans l’avenir, j’aimerais aussi explorer sur le plan the´orique et nume´rique les possibilite´s de combiner
les techniques de calcul analytique utilisant les ondes multipolaires avec les techniques diagrammatiques
venant du formalisme de fonctions de Green. Un des objectifs de ces investigations serait d’ame´liorer la
mode´lisation des milieux ale´atoires e´tendus, du type peintures et reveˆtements. Un autre axe d’inte´reˆt serait
l’e´tude des effets des de´fauts dans des milieux ordonne´s du genre cristaux photoniques. En particulier les
structures de type opale semblent pre´senter un inte´reˆt particulier. L’utilisation des fonctions de Green
permet e´galement de faire des e´tudes sur la densite´ d’e´tats locaux dans ces structures complique´es.
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11 Re´sume´s d’e´tudes
11.1 Interactions effectives
[27, 31]
Dans mes premiers travaux, il s’agissait fre´quemment de calculer les transitions, souvent exotiques,
entre divers e´tats d’excitation nucle´aires et les e´tats fondamentaux. Les noyaux nucle´aires contiennent
en ge´ne´ral un grand nombre de composants nucle´oniques (protons, neutrons ou autres). Souvent, les
transitions concernent surtout les nucle´ons dans les couches «externes» des noyaux. On essayait donc de
calculer les transitions dans un espace «tronque´» ou «effectif» qui ne contienne que les nucle´ons externes
qui participent a` la transition. Ne´anmoins, puisque les nucle´ons sont en interaction forte avec les autres
composants du noyau, de tels calculs ne sont possibles que si l’on de´termine des interactions effectives
entre les nucle´ons des couches externes qui tiennent compte des interactions re´siduelles avec les autres
composants du noyau. Il fallait e´galement de´terminer une matrice G qui estime les effets dus aux e´tats
hautement e´nerge´tiques des noyaux qui ne sont pas contenus dans l’espace mode`le.
Dans ce contexte, j’ai de´veloppe´ des logiciels pour les calculs suivants :
– Calcul des e´le´ments de la matrice G de Brueckner sur une base d’oscillateurs harmoniques pour les
potentiels de Paris, Bonn et de Reid. Ce logiciel est capable de calculer la matrice G pour un noyau
de masse arbitraire (l’approximation courante dite de «angle average» n’a pas e´te´ employe´e).
– Calcul d’interactions effectives pour une re´gion de masse quelconque (en utilisant les re´sultats
de la matrice G de´crits ci-dessus). Nous avons publie´ une communication rapide qui montre une
ame´lioration des re´sultats pour le potentiel dit de Bonn-A dans la couche s-d.[31]
Nous avons e´galement effectue´ des calculs fournissant les re´sultats dans la couche f-p et dans la re´gion
du plomb.[1**]
11.2 Ope´rateurs effectifs
[29]
Afin de calculer les amplitudes de transition entre diffe´rents e´tats nucle´aires, nous avons de´veloppe´ un
formalisme qui permet la construction de ce qui est essentiellement une «formule de re´duction» pour le
proble`me a` N -corps non-relativiste. Bien que les techniques de diagramme de Feynman aient e´te´ utilise´es
depuis longtemps dans la the´orie a` N -corps, ce travail de´finit rigoureusement la connexion entre le mode`le
des couches, les interactions effectives et les ope´rateurs effectifs.
11.3 Calcul du parame`tre de densite´ des niveaux des noyaux chauds
[28]
Nous avons utilise´ des interactions nucle´on-nucle´on re´alistes ( Paris et Bonn ) pour calculer la
de´pendance en fonction de la tempe´rature du parame`tre de densite´ de niveaux, aeff = [E(T )−E(0)]/T 2.
On sait que aeff de´croˆıt dans les collisions d’ions lourds de ≈ A/8 a` ≈ A/13 quand la tempe´rature croˆıt
de 2 a` 5 Mev. Nos re´sultats sont qualitativement satisfaisants. Cependant, l’e´nergie d’excitation est plus
e´leve´e que la valeur attendue ; ce re´sultat me´riterait une e´tude plus de´taille´e.
11.4 Capture d’e´lectrons et de´croissance dans les e´toiles pre´supernovae
[30]
En collaboration avec M. Aufderheide, G.E. Brown, P. Vogel, nous avons e´tudie´ le roˆle des interactions
faibles (capture d’e´lectrons et de´croissances beˆta) dans l’e´volution des e´toiles en fin de vie. Pour les coeurs
riches en neutrons (Ye = Z/A compris entre 0.42 et 0.43), nous montrons que les noyaux avec A > 60,
ne´glige´s jusqu’a` pre´sent dans les calculs de l’e´volution stellaire, peuvent contribuer de fac¸on significative
au taux de capture d’e´lectrons et au taux de de´croissance beˆta dans les dernie`res e´tapes de l’e´volution
stellaire.
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11.5 De´croissance double beˆta :
[26, 29],[2**]
Nous avons calcule´ la re´duction du taux de de´croissance double beˆta, avec et sans neutrinos, pour
les noyaux 76Ge, 82Se et 100Mo. Pour cela, nous avons utilise´ les interactions effectives obtenues par
les potentiels nucle´on-nucle´on dits de Paris et de Bonn. Contrairement a` d’autres auteurs, qui, pour
des raisons de simplification, avaient supprime´ les corrections de self-e´nergie dans le calcul du spectre
d’e´nergie de 1-particule, nous avons inclus ces corrections. Ainsi, nous avons pu e´viter le proble`me souvent
rencontre´ de l’instabilite´ de QRPA (quasi-particle random phase approximation) au voisinage de gpp = 1.
La correspondance entre nos re´sultats (obtenus sans parame`tre phe´nome´nologique) et l’expe´rience est
encourageante.
11.6 Brisure spontane´e de syme´trie
[25]
Pour mieux comprendre l’application des techniques du potentiel effectif dans les the´ories quantiques
des champs comme la the´orie φ4, le mode`le de Gross-Neveu, et le mode`le de Nambu Jona-Lassinio, nous
avons de´montre´ que les techniques non-perturbatives du potentiel effectif donnent une solution exacte
d’un mode`le re´solvable dans la limite 1/N → 0. Les re´sultats du mode`le, dans le cas ou` N serait fini, nous
permettent de faire des observations inte´ressantes sur l’effet tunnel entre de´ge´ne´rescences de Goldstone.
Notre traitement est aussi inte´ressant du point de vue des calculs de proble`mes a` N -corps. En effet, il
e´vite l’apparition de l’instabilite´ RPA, «Random Phase Approximation» , pour des interactions fortes ;
il montre tout au moins que «l’instabilite´» RPA est la signature d’une transition de phase dans la limite
N →∞.
11.7 Propagation des ondes et dispersion spatiale dans un milieu he´te´roge`ne
[24]
Ici, nous re´solvons en priorite´ la dispersion spatiale d’une onde dans un milieu he´te´roge`ne. Apre`s nous
eˆtre inte´resse´ a` tous les domaines de fre´quence, nous avons acquis des re´sultats inte´ressants quand la
longueur d’onde se rapproche de la taille des micro-he´te´roge´ne´ite´s. Physiquement, l’onde entre alors en
re´sonance avec des diffuseurs. Nous utilisons une approximation quasi cristalline applique´e a` la diffusion
multiple. Dans les calculs, nous utilisons un mode`le «ponctuel» de la matrice T comple`te des diffuseurs.
Nous trouvons que la dispersion spatiale a pour conse´quence de remplacer le seul mode de propagation
d’un milieu homoge`ne par une multitude de modes dans un milieu micro-he´te´roge`ne. A condition que
la concentration des diffuseurs ne soit pas trop e´leve´e, un seul mode peut se propager ; les autres modes
ont des indices effectifs complexes, donc ils s’amortissent rapidement dans le milieu. Pour des fre´quences
voisines de la re´sonance, les parties imaginaires de ces indices diminuent de fac¸on notable. Il existe alors
une possibilite´ d’existence de nouveaux modes de propagation.
11.8 Approximation en champ moyen pour la construction de matrices-T
comple`tes de sphe`res de taille finie et de diffuseurs flous
[23]
Notre but est d’inse´rer des mode`les de matrices T comple`tes dans des formalismes de diffusion multiple.
Dans cette optique, nous introduisons une me´thode de construction de matrices T comple`tes extreˆmement
simplifie´es, mais ve´rifiant la conservation d’e´nergie et le principe de causalite´. Cette me´thode fait approxi-
mation en remplac¸ant les champs a` l’inte´rieur d’un diffuseur individuel par un champ moyen. De ce fait,
elle permet une e´valuation facile de la diffusion par des diffuseurs sphe´riques, irre´guliers, et meˆme flous
(par exemple des agre´gats fractals). Dans la limite quasi-statique de diffuseurs sphe´riques, nous retrou-
vons la limite «ponctuelle» introduite par «M. Nieuwenhuizen et co-auteurs» en 1992[∗]. Contrairement
au mode`le ponctuel, nos mode`les contiennent une de´pendance en fonction du vecteur d’onde et donc
font intervenir la dispersion spatiale. Cette proprie´te´ les rend le´ge`rement plus complique´s que le mode`le
ponctuel mais, de ce fait, plus riches. En particulier, nos mode`les satisfont la relation de Kramers-Kro¨nig
de causalite´, contrairement au mode`le ponctuel qui la viole. Actuellement, nous appliquons ce mode`le
a` des the´ories de diffusion multiple. Dans les formalismes ou` nous l’avons employe´ jusqu’ici, nous trou-
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vons un comportement physique bien supe´rieur a` celui du mode`le ponctuel et les instabilite´s de solution
rencontre´es dans le mode`le ponctuel n’apparaissent pas.
[∗] M.Nieuwenhuizen A. Lagendijk and B. van Tiggelen, Phys.Lett. A 169,191(1992).
11.9 Matrice-T e´lectromagne´tique et proprie´te´s dynamiques effectives d’un
milieu ale´atoire
[22, 23]
Il s’agit ici d’e´tudier la re´ponse des parame`tres constitutifs effectifs ( permittivite´ et perme´abilite´
magne´tique) d’un mate´riau composite dans le domaine dynamique, c’est a` dire pour tous les domaines
de fre´quence. Nous apportons des pre´cisions et des re´e´valuations sur la notion de parame`tre effectif.
De nouvelles de´finitions sont propose´es pour ces derniers. Nous appliquons ces formules de de´finition
en effectuant une approximation dite approximation de potentiel cohe´rent (CPA), et nous re´solvons les
e´quations de dispersion afin d’extraire les observables physiques.
Afin de disposer de re´sultats exacts, nous calculons pour la premie`re fois la matrice-T comple`te pour
une sphe`re ayant a` la fois une permittivite´ et une perme´abilite´ magne´tique qui diffe`rent de celles du
milieu ambiant. Nous trouvons que la condition d’unitarite´, devant eˆtre ve´rifie´e par toute matrice-T d’un
syste`me sans pertes, restreint se´ve`rement les formes que peuvent prendre les matrices T .
11.10 Facteurs de phase des ondes incidentes et sortantes dans la diffusion
par des agre´gats
[19, 21]
Nous e´tudions en de´tail les facteurs de phase associe´s aux ondes entrantes et sortantes lors de la
diffusion multiple. Nous montrons que ces facteurs peuvent eˆtre traite´s de la meˆme fac¸on, et nous discutons
en de´tail leur relation avec les matrices de translation-addition. Nous e´tablissons e´galement bon nombre
de formules utiles dans les proble`mes de diffusion multiple. Nous montrons le roˆle important joue´ par
les facteurs de phase dans les quantite´s contenant des interfe´rences. Dans plusieurs cas, nous avons pu
ge´ne´raliser les re´sultats publie´s. Nous avons e´galement de´veloppe´ de nouvelles relations impose´es par la
re´ciprocite´ dans la diffusion par un agre´gat. Nos re´sultats se simplifient de fac¸on conside´rable en adoptant
une convention ou` les matrices de translation-addition sont unitaires.
11.11 Mode´lisation de fibres optiques structure´es avec un mode`le unidimen-
sionnel
[20]
Nous avons de´veloppe´ un mode`le unidimensionnel pour le proble`me des fibres optiques structure´es
avec guidage dans un cœur d’air enrobe´ d’un cristal photonique, dites «holy fibers» . Le but est d’examiner
la possibilite´ de guidage de faisceaux lasers de haute puissance. Nous utilisons pour cela une me´thode
nume´rique rapide et stable, et calculons les caracte´ristiques des modes de propagation dans de telles
fibres. Nous avons mis en e´vidence la proprie´te´ «mono-mode» de ces fibres et l’importance du choix des
proprie´te´s du cœur afin d’e´viter les «fuites» de lumie`re induites par diffraction.
11.12 Calculs des champs locaux par des techniques de matrices de transi-
tion
[2, 13, 15, 16, 17, 18]
Nous avons de´veloppe´ de nouvelles me´thodes de calcul dans le cadre des matrices de transition afin
de calculer les champs locaux dans des syste`mes tridimensionnels fortement diffusants. Afin de garder
toute l’information sur les champs locaux, et d’e´viter les proble`mes re´sultants des dimensions des matrices
de translation, nous calculons les matrices de transition centre´es sur les diffuseurs. Ces techniques ont
l’avantage de faciliter des analyses syste´matiques des champs locaux pour toutes les directions incidentes
possibles (des calculs sur les moyennes sur les orientations sont e´galement effectue´s). De plus, nos me´thodes
re´duisent le temps de calcul en exploitant une approche re´cursive.
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11.13 Relations d’auto-consistance des matrices de transition et calculs de
champs de diffusion
[16]
Dans cette e´tude nous avons obtenu des relations d’auto-consistance devant eˆtre satisfaites par les ma-
trices de transition d’un syste`me de diffuseurs. De telles relations servent a` ve´rifier la stabilite´ nume´rique
de notre me´thode de calcul des matrices. Nous trouvons que notre me´thode est fiable jusqu’a` la pre´cision
des machines, dans tous les cas que nous avons teste´s. Dans cet article nous de´montrons e´galement l’utilite´
des matrices de transition dans le calcul des modifications du champ cause´ par la diffusion de´pendante.
11.14 Absorption dans des syste`mes de diffusion multiple et cohe´rente
[9, 10, 11, 19]
A l’Institut Fresnel et ailleurs, il est devenu possible de fabriquer de petits diffuseurs recouverts d’une
couche d’un deuxie`me mate´riau. Si de tels diffuseurs sont distribue´s dans une matrice en densite´ suffisante,
le milieu va fortement diffuser la lumie`re. On sait qu’une des conse´quences de cette diffusion est de
prolonger le chemin parcouru par lumie`re. En conse´quence, un milieu charge´ de petits diffuseurs recouverts
d’une couche de mate´riau absorbant peut voir son absorption augmenter d’une fac¸on conside´rable. Nous
traitons de fac¸on exacte la diffusion d’ondes e´lectromagne´tique par un syste`me de plusieurs particules
absorbantes. Nous sommes donc amene´s a` tenir compte de la diffusion multiple et cohe´rente puisque
chaque onde «d’excitation» sur un diffuseur contient l’onde incidente sur le syste`me mais aussi les ondes
diffuse´es par chacun des autres diffuseurs. Dans cette e´tude, nous e´tablissons des formules de calcul
rigoureux de la matrice de transition d’un syste`me ou` les diffuseurs sont des sphe`res avec plusieurs
enrobages (pas ne´cessairement concentriques). Cette e´tude nous a amene´s a` de´finir une nouvelle quantite´,
la longueur d’absorption effective, leffabs, qui permet d’estimer l’absorptivite´ d’un milieu pre´sentant a` la
fois de l’absorption et de la diffusion. Le calcul de leffabs nous a amene´s a` mettre au point de nouvelles
me´thodes qui permettent la se´paration des effets de diffusion cohe´rente de ceux de diffusion multiple.
Cette technique s’ave´rera utile dans l’extrapolation des effets macroscopiques a` partir des calculs sur les
interactions microscopiques.
11.15 Calcul des forces optiques dans des faisceaux arbitraires en utilisant
le the´ore`me de translation-addition
[5, 8]
On e´tablit des me´thodes quasi-analytiques pour le calcul des forces optiques sur des particules mi-
crome´triques pie´ge´es dans des «pincettes» et pie`ges optiques. La de´composition du faisceau incident sur
une base permet la description d’une grande varie´te´ de faisceaux incidents. L’utilite´ de cette e´tude se
trouve dans le fait que les approximations les plus couramment utilise´es dans le calcul des forces optiques
ne sont que rarement valables dans la pratique. On de´montre notamment que les re´sonances ont une
influence conside´rable sur les amplitudes des forces optiques et meˆme sur la position d’e´quilibre dans une
pincette optique. Nous discutons aussi l’importance de la forme du faisceau d’une pincette optique afin
d’e´tablir le lien entre la forme et la puissance totale du faisceau.
11.16 The´orie diffe´rentielle de la diffusion de la lumie`re par un objet tri-
dimensionnel
[7]
On de´veloppe la the´orie diffe´rentielle de la diffraction de la lumie`re par un objet de forme quel-
conque de´crit en coordonne´es sphe´riques. Le champ est de´veloppe´ sur une base d’harmoniques sphe´riques
vectorielles.
On re´duit les e´quations de Maxwell a` un syste`me diffe´rentiel du premier ordre. On e´tend la technique
dite «Fast Fourier Factorization» a` des bases de fonctions vectorielles. On utilise l’algorithme de propa-
gation de la matrice S afin d’e´viter les instabilite´s nume´riques autrefois rencontre´es dans de la the´orie
diffe´rentielle des re´seaux de diffraction.
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11.17 The´orie diffe´rentielle de la diffraction par des objets anisotropes de
forme sphe´rique
[5]
Nous avons e´tabli un de´veloppement en harmoniques sphe´riques vectorielles du champ a` l’inte´rieur
d’une sphe`re homoge`ne compose´ d’un mate´riau anisotrope arbitraire. Ce de´veloppement nous permet
d’e´tendre a` ce proble`me une analyse du type de la the´orie de Mie pour e´crire les conditions aux limites a`
la surface de la sphe`re. Cette solution permet d’e´tablir la premie`re e´tape dans la formulation d’une the´orie
diffe´rentielle de diffraction pour un objet anisotrope de forme quelconque. Des applications sont actuel-
lement en cours afin de mieux comprendre la diffusion par des poussie`res interstellaires anisotropes.[1]
11.18 The´orie diffe´rentielle de la diffraction par des objets anisotropes de
forme arbitraire
[1, 3, 4]
Commencent avec une sphe`re inscrite a` l’inte´rieur d’un objet anisotrope quelconque, on e´tend la the´orie
de la diffraction par un objet isotrope tri-dimensionnel de forme quelconque[7] aux objets anisotropes
de forme quelconque. La the´orie utilise la technique de «Fast Fourier Factorization» e´tendue a` des bases
de fonctions vectorielles et a` des bases de fonctions scalaires arbitraires. Elle utilise l’algorithme de
propagation de la matrice S afin d’e´viter les instabilite´s nume´riques.
11.19 Me´thode de la matrice T applique´e aux cristaux photoniques tridi-
mensionnels
Ge´ne´ralement, les the´ories de´veloppe´es pour e´tudier les cristaux photoniques les supposent parfai-
tement pe´riodiques et donc de dimensions infinies. Ne´anmoins, de nombreuses e´tudes ont re´cemment
de´montre´ que les effets de bord et les de´fauts dans les cristaux photoniques sont tre`s importants, en
pratique, sur les syste`mes re´els.
Une solution possible pour traiter des cristaux photoniques de taille finie est d’e´valuer la matrice T
pour chaque e´le´ment (diffuseur) d’un syste`me et, ensuite, de construire la matrice-T du syste`me tout
entier a` travers une the´orie de diffusion multiple.
Comme beaucoup d’autres me´thodes, on peut utiliser la matrice-T du syste`me afin de calculer la
carte de champ dans un cristal photonique, mais, plus important encore la formulation par matrice-T se
preˆte a` une extraction rapide d’un grand nombre de quantite´s physiques d’inte´reˆt expe´rimental comme
les sections efficaces et la matrice de (l’amplitude de) diffusion. Cette utilite´ s’est de´ja` ave´re´e fructueuse
lors de la comparaison avec l’expe´rience effectue´e sur la diffusion par des agre´gats (en amplitude et en
phase) dans le domaine micro-ondes.[2]
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13 Appendices
A The´ore`me de translation pour ondes partielles vectorielles
On prend un point M dans un syste`me de coordonne´es sphe´riques. On conside`re un second syste`me
de coordonne´es sphe´riques centre´ sur la position r0. La position de M dans ce deuxie`me syste`me centre´
sur r0 est :
r′ = r− r0 (A1)
Le the´ore`me de translation exprime les ondes multipolaires du syste`me d’origine en termes des ondes
multipolaires centre´es sur r0 :
Ψt (kr) = Ψt (kr′) J(kr0) r
′ > r0
Ψt (kr) = Rg {Ψt (kr′)} H(kr0) r′ < r0
Rg {Ψt (r)} = Rg {Ψt (r′)} J(kr0) ∀ |r0| (A2)
ou` la matrice J(kr0) est de´finie comme la partie re´gulie`re de H(kr0), J(kr0) ≡ Rg {H(kr0)}, et H(kr0)
est la matrice de translation irre´gulie`re. De fac¸on explicite, H(kr0) s’exprime :
H(kr0) =
[
Aνµ,nm (kr0, θ0, φ0) Bνµ,nm (kr0, θ0, φ0)
Bνµ,nm (kr0, θ0, φ0) Aνµ,nm (kr0, θ0, φ0)
]
. (A3)
On peut exprimer les e´le´ments du bloc A en suivant le traitement de Tsang and Kong :
Aνµ,nm(kr0, θ0, φ0) =
γnm
γνµ
(−1)µ
n+ν∑
p=|n−ν|
a (m,n| − µ, ν|p) a (n, ν, p)hp (kr0)Pm−µp (cos θ0) ei(m−µ)φ0
(A4)
ou` les coefficients de normalisation sont de´finies :
γnm ≡
√
(2n+ 1) (n−m)!
4πn (n+ 1) (n+m)!
(A5)
Les quantite´s a (m,n|µ, ν|p) sont les coefficients de Gaunt et sont exprime´es en termes des coefficients de
Wigner 3j :
a (m,n|µ, ν|p) = (−1)m+µ (2p+ 1)
[
(n+m)! (ν + µ)! (p−m− µ)!
(n−m)! (ν − µ)! (p+m+ µ)!
]1/2
×
(
n ν p
0 0 0
)(
n ν p
m µ − (m+ µ)
)
(A6)
Le facteur multiplicatif, a (n, ν, p), dans (A4), est de´fini par :
a (n, ν, p) ≡ i
ν+p−n
2ν (v + 1)
[2ν (ν + 1) (2ν + 1) + (ν + 1) (n− ν + p+ 1) (n+ ν − p)
−ν (ν − n+ p+ 1) (n+ ν + p+ 2)]
= iν+p−n
2ν + 1
2ν (v + 1)
[ν (ν + 1) + n (n+ 1)− p (p+ 1)] (A7)
Les e´le´ments du bloc matrice B s’e´crivent :
Bνµ,nm(kr0, θ0, φ0) =
γnm
γνµ
(−1)µ+1
n+ν−1∑
p=|n−ν|+1
a (m,n| − µ, ν|p, p− 1) b (n, ν, p)
hp (kr0)P
m−µ
p (cos θ0) e
i(m−µ)φ0 (A8)
ou` a (m,n|µ, ν|p, q) est un coefficient tre`s similaire au coefficient de Gaunt :
a (m,n|µ, ν|p, q) = (−1)m+µ (2p+ 1)
[
(n+m)! (ν + µ)! (p−m− µ)!
(n−m)! (ν − µ)! (p+m+ µ)!
]1/2
×
(
n ν q
0 0 0
)(
n ν p
m µ −m− µ
)
(A9)
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et ou`
b (n, ν, p) ≡ −iν+p−n 2ν + 1
2ν (ν + 1)
[(n+ ν + p+ 1) (ν − n+ p) (n− ν + p) (n+ ν − p+ 1)]1/2 .
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