Abstract-In this paper, we propose a detector, based on the compressive sensing (CS) principles, for multiple-access spatial modulation (SM) channels with a large-scale antenna base station (BS). Particularly, we exploit the use of a large number of antennas at the BSs and the structure and sparsity of the SM transmitted signals to improve the performance of conventional detection algorithms. Based on the above, we design a CS-based detector that allows the reduction of the signal processing load at the BSs particularly pronounced for SM in large-scale multipleinput-multiple-output (MIMO) systems. We further carry out analytical performance and complexity studies of the proposed scheme to evaluate its usefulness. The theoretical and simulation results presented in this paper show that the proposed strategy constitutes a low-complexity alternative to significantly improve the system's energy efficiency against conventional MIMO detection in the multiple-access channel.
I. INTRODUCTION
T HE exponential growth of the data rates in wireless communications has caused a significant increase in the total energy consumption required to establish the communication links [1] . This is because novel transceiver structures with a higher number of antennas, transmission power or complexity in their signal processing algorithms have been designed to accommodate this growth [1] , [2] . For this reason, the energy efficiency (EE) of the multi-user wireless transmission constitutes one of the main areas of research interest at present [1] , [2] . Technologies such as large-scale MIMO and SM have been developed with the main objective of satisfying the EE requirements of future wireless communication systems [3] , [4] .
Massive MIMO technologies increase the EE by incorporating a large number of antennas at the BSs [4] - [7] . This leads to communication systems in which the use of conventional linear detection and precoding techniques becomes optimal in the large-scale limit [4] , [5] . However, the increased number of radio frequency (RF) chains have a considerable influence on the EE, hence severely affecting the large-scale benefits from this perspective [8] . To alleviate this impact, SM poses as a reduced RF-complexity scheme by exploiting the transmit antenna indices as an additional source of information [3] , [9] . Intuitively, instead of activating all the antennas simultaneously as in conventional MIMO transmission, SM proposes to switch on a subset of them and modify the receiver's operation to detect both the active antenna indices and the amplitude-phase symbols. This reduces the number of RF chains when compared to conventional MIMO systems at the cost of decreasing the maximum achievable rates [3] , [9] , [10] .
So far, the literature of SM has mostly focused on developing strategies for point-to-point links [3] , [9] - [15] . For instance, several low-complexity detectors that approach the performance of the optimal maximum likelihood (ML) estimation have been proposed [15] - [18] . In this context, the use of a normalized CS detection algorithm as a low-complexity solution for space shift keying (SSK) and generalized space shift keying (GSSK) peer-to-peer (P2P) systems was introduced in [18] . In this work, the authors apply a normalization to the channel matrix before the application of the greedy compressive detector to improve performance. However, the authors restrict its application to single-user SSK and GSSK systems, which constrains its use to low data rate transmission. The performance of the normalized CS detection for SSK and GSSK has been recently enhanced in [19] , where the improvement is obtained by pre-equalizing the received signal.
More recently, the use of SM has been extended to the multiple access channel (MAC) as a way of enhancing the achievable rates of the conventional single-antenna devices considered in this setting [20] - [22] . The literature related to the study of multiple access SM builds upon [20] , [21] , where a characterization of the bit error rate (BER) probabilities of the optimal ML detector for both spatial and SSK modulations is performed. However, the signal processing load of the ML detector makes it impractical in the MAC as it grows exponentially with this parameter [20] . In this setting, several detection schemes to reduce the complexity of the ML detector in the MAC have been proposed and studied in [22] , where the focus is on Q-ary SSK modulation.
A number of related works have concentrated on the design of detection schemes to account for the particularities of the large-scale MAC. The development of detection schemes in This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ this setting is motivated by the intractable complexity of nonlinear detectors such as the sphere decoder when a high number of antennas and users are considered [4] , [15] . The use of a message passing detection (MPD) algorithm is proposed in [23] for the MAC with a high number of antennas at the BS. This algorithm offers a performance improvement with respect to conventional MIMO systems with the same spectral efficiency. However, both the storage requirements and the total number of operations are conditioned by the high number of messages transmitted between all the nodes, which must be updated in every iteration [24] . A more complex local search detection algorithm based on finding the local optimum in terms of the maximum likelihood cost is also introduced in [23] . An iterative detector for large-scale MACs is developed in [25] . Here, the authors decouple the antenna and symbol estimation processes to reduce the global detection complexity. The algorithm introduced in [26] accounts for the sparsity and signal prior probability of SM transmission in the MAC. In this work, the use of stage-wised linear detection is discarded due to its high complexity and the authors propose a generalized approximate message passing detector. A related approach has been developed in [27] to deal with quantized measurements and spatial correlation. Still, the above algorithms do not fully account for the particularities of iterative detection processes and the complexity benefits that can be obtained by leveraging the principles behind CS algorithms.
In this paper we propose a low-complexity detector based on CS for the MAC of SM systems with large-scale BSs. In particular, we show that the signal structure of SM in the MAC can be exploited to provide additional information and improve the performance of the CS algorithms [28] , [29] . Moreover, the use of a high number of antennas in the MAC allows us to eliminate the error floor that greedy CS techniques show in noisy scenarios for practical uncoded BERs [18] . Indeed, contrary to the common CS knowledge, in this paper we show by means of a thorough complexity analysis that the trade-off between complexity and performance is especially favorable for CSbased detection schemes in scenarios with a high number of receive antennas.
Furthermore, in this paper we compare the EE and signal processing (SP) complexity of the proposed strategy with the conventional zero forcing (ZF) and minimum mean square error (MMSE) linear detectors. In particular, we show that the improvements offered by the proposed technique allow enhancing the EE achieved with these detectors while reducing their computational complexity. In fact, the detailed complexity analysis leads us to derive interesting conclusions regarding the algorithms that must be used to solve the ZF and MMSE detection problems in large-scale SM-MIMO systems. To summarize, the contributions of this paper can be stated as follows:
• We propose and validate the use of CS-based algorithms as an efficient alternative to recover SM signals under large-scale MIMO conditions. Moreover, we design a CS-based detector specifically tailored for the MAC of SM systems to improve the performance and the EE of the detectors conventionally used for large-scale MIMO.
• As opposed to the previous literature, we perform an analytical characterization of the computational complexity of the iterative CS algorithm to determine the conditions in which the use of CS-based detection in SM is especially beneficial.
• We carry out a mathematical analysis of the performance and convergence of the CS greedy algorithms when applied to the proposed large-scale MAC scenario.
• We use the above complexity and performance analyses to characterize the EE of the proposed, which is shown to be superior to that of the existing linear detectors.
II. PRELIMINARIES

A. System Model of the Multiple Access Channel (MAC)
The model considered throughout this paper characterizes the MAC of a multi-user MIMO system comprised of K mobile stations (MSs) with n t antennas each, and a single BS with N receive antennas. The total number of antennas allocated at the MSs is denoted as M = K × n t . The behavior of the multiple access system can be described by
where y ∈ C N×1 is the signal received at the BS, and x ∈ C M×1 denotes the signal transmitted by the MSs. Moreover, w ∈ C N×1 ∼ CN (0, σ 2 n I N ) denotes the standard additive whiteGaussian noise vector with variance σ 2 n , and H ∈ C N×M ∼ CN (0, I N ⊗ I M ) is a matrix whose m, n-th complex coefficient, h m,n , represents the frequency flat fading channel gain between the n-th transmit antenna and the m-th receive antenna. In the previous expressions, ∼ indicates "distributed as", I A is an A × A identity matrix, and ⊗ denotes the Kronecker product [30] . As typically assumed in the SM detection literature, the BS is expected to have a perfect knowledge of the communication channel H [3] , [4] .
Throughout this paper we assume that the data symbols transmitted by the active antennas belong to a normalized Q-QAM constellation satisfying E[E s ] = 1, where E s refers to the symbol energy and the operator E denotes the expected value. Based on this, the total average signal-to-noise ratio (SNR) of the MAC ρ can be expressed as
where (·) H denotes the Hermitian transpose and S ≤ M is the total number of antennas simultaneously active amongst the MSs.
B. Multiple Access Spatial Modulation
SM and its generalized version reduce the hardware complexity of multiple-antenna devices by limiting the number of active antennas per user and conveying additional information onto their spatial position [3] , [9] . In this section we focus on describing the operation of generalized SM transmission with a single RF chain since particularization to conventional SM is straightforward by letting S = K and forcing the number of antennas per user to be a power of two [9] , [31] . Throughout this paper we use the term SM when referring to both conventional and generalized SM for ease of description. In SM, each transmitter conveys the same constellation symbol by activating a given number of antennas n a according to the input bit sequence [3] , [9] , [31] . Without loss of generality, in the following we assume that the users activate the same number of antennas, i.e. we have S = n a × K. Mathematically, the transmit signal x u ∈ C n t ×1 of the u-th SM transmitter can be expressed as [9] 
where l k ∈ [1, n t ] denotes the active antenna index and s q represents the q-th symbol of the transmit constellation B. The number of bits that can be encoded on the antenna indices is log 2 n t n a [8] , [31] . In the previous expression, · · denotes the binomial operation and · is the floor function. Therefore, the number of possible antenna combinations at the transmitter is given by r = 2 b , where b log 2 n t n a . This determines the cardinality of A, the set comprised of the possible antenna groups with A l being the l-th element. Note that there may be invalid antenna groups to preserve an integer length of the bit stream. The composite transmit vector x ∈ C M×1 is obtained by concatenating the transmit signals as
When compared with conventional MIMO technologies, SM reduces the inter-user interference and the circuit power consumption of the MSs for the same number of antennas. However, this causes a reduction of the achievable rates with respect to conventional MIMO for the same number of antennas [3] . Particularly, while a conventional MIMO transmitter is able to convey B MIMO = n t · log 2 (Q) bits, a single SM transmitter encodes B SM = b + log 2 (Q) bits in every channel use. At the receiver, detection schemes exploit the channel knowledge to determine the active antennas and the conveyed constellation symbols [3] . Among these, the optimum detector follows the ML criterion and its output reads aŝ
Here, the signals p ∈ C M×1 belongs to the set that includes all the possible transmit signals and · p denotes the p norm. The cardinality of , | | = (Q × r) K , exponential with the number of users K, establishes an upper bound on the complexity of SM detection.
C. Large-Scale MIMO and Low-Complexity Detection
The large-scale MIMO theory focuses on analyzing the benefits of communication systems with a high number of antennas at the BSs [4] , [5] . One of the fundamental results in this field states that, provided that N M, the received signal after linear detection g ∈ C M×1 satisfies g = D(Hx + w) a.s.
where D ∈ C M×N is a linear detection matrix that for the matched filter (MF), ZF and MMSE detectors read as [32] 
In the above, ς = M/ρ [32] , (·) † denotes the pseudoinverse operation and (·) −1 refers to the inverse matrix. Let g {u} be the decision vector corresponding to the u-th user. In the following we adopt the sub-optimal but low-complexity approach of decoupling the estimation of the spatial and amplitude-phase modulated symbols [22] , [33] . Specifically, the estimated active antenna indicesÂ l and the transmitted constellation symbolq for the u-th user are obtained from (5) aŝ
where g
represent the entries of the decision vector of the u-th user g {u} determined by the sets A l andÂ l respectively, and D denotes the demodulation function. Note that the necessary increase in the number of transmit antennas when SM is used degrades the performance of the above-mentioned detectors due to the worse conditioning of the channel matrix. For this reason, in this paper we propose a lowcomplexity solution inspired by CS to take advantage of the large-scale MIMO benefits while, at the same time, reducing the detection complexity. In other words, in the following we look at scenarios where N M does not necessarily hold but N K brings the massive MIMO effect.
III. THE TRIVIAL APPROACH: DIRECT APPLICATION OF THE CS ALGORITHMS FOR SM DETECTION
The main issue with the conventional ZF and MMSE linear detectors when applied to SM and generalized SM detection is that the entire channel matrix H ∈ C N×M must be used for detection even though only S columns contribute to the acquisition of the amplitude-phase signal information. We circumvent this by exploiting the sparsity of SM signals to reduce the complexity of linear detectors. The signals conveyed by SM are defined as S-sparse because they only contain S M nonzero entries equal to the number of antennas simultaneously active S [18] . This property has been exploited by CS to improve signal estimation from compressive measurements. Specifically, CS capitalizes on signal sparsity to guarantee a reliable signal recovery with efficient algorithms [34] , [35] . The CS measurements y ∈ R N×1 of a sparse signal x can be expressed as [35] - [37] 
where x ∈ R M×1 represents the original sparse signal, ∈ R N×M is the measurement matrix, and e ∈ R N×1 is a measurement error term. Note that the complex-valued system in (1) can be straightforwardly re-expressed to resemble the real-valued one in (11) [18] . In this paper, we exploit the similarity between (1) and (11) to improve the detection performance of the conventional linear MIMO detectors.
In CS, the restricted isometry property (RIP) determines whether signal recovery guarantees are fulfilled or not for any communication channel = H [35] , [36] . For the case of the MIMO channel, the RIP of order S is satisfied for a channel matrix H if, for any S-sparse signal x, the relationships
hold for a constant δ S ∈ (0, 1). For instance, a matrix comprised of independent and identically distributed Gaussian random variables is known to satisfy δ S ≤ 0.1 provided that N ≥ cS log(M/S), with c being a fixed constant [36] . Note that this kind of channel communication matrix conventionally arises in rich scattering environments with Rayleigh fading [4] .
Once the signal measurements are acquired and contrary to the ML detector given in (4), the detection of the SM signals in CS relies on the sparsity of SM transmission to generate an estimate. For the case with δ 2S < √ 2 − 1 [37] we solve (4) in a low-complexity CS-inspired fashion as
In the above expression the constant μ limits the noise power w 2 ≤ μ. Although the above optimization problem can be solved with well-known convex approaches, these alternatives are often computationally intensive, so faster techniques that offer a trade-off between performance and complexity such as greedy algorithms are commonly used instead [36] .
From the vast variety of CS greedy algorithms, in this section we choose one of the most efficient schemes to approximate the solution of (13): the Compressive Sampling Matching Pursuit (CoSaMP) [38] . The CoSaMP is a low-complexity algorithm that goes through an iterative reconstruction process to recover both the active antenna indices and the amplitude-phase information of the transmitted signals. Moreover, this algorithm provides optimal error guarantees for the detection of sparse signals since, similarly to the more complex convex algorithms, a stable signal recovery is guaranteed under noisy conditions with a comparable number of receive antennas [38] . In our results we show that the large number of antennas at the BS benefits the use of this algorithm for SM detection by performing a thorough complexity analysis as opposed to [18] , [38] . Moreover, as the structure of the transmitted signals in the MAC is not accounted for in the generic CS detection, in the following we consider an approach specifically tailored for the considered scenarios to improve the detection performance.
IV. PROPOSED ENHANCED CS TECHNIQUE: SPATIAL MODULATION MATCHING PURSUIT (SMMP)
One of the key characteristics of the conventional greedy CS algorithms is that no prior knowledge of the sparse signal other ← ∅ 8:
: end for 22: end while than the number of non-zero entries is assumed. However, when applied to the proposed scenario, this condition can generate situations in which the output of the detector does not have physical sense. For instance, the detected signal could have more than one active antenna per user, which is not possible when conventional SM modulation is used [3] . This undesired operating condition is caused by the noise and inter-user interference effects that arise in the MAC. To mitigate these, in this sub-scheme we incorporate the additional prior knowledge about the distribution of the non-zero entries in the transmitted signal to further enhance performance [28] .
The detection algorithm considered in this paper is referred to as spatial modulation matching pursuit (SMMP) to explicitly indicate that it corresponds to a particularization to SM operation of the structured CoSaMP iteration developed in [29] . In particular, SMMP reduces the errors in the identification of the active antennas by exploiting the known distribution of the non-zero entries [28] , [29] . This also improves the convergence speed of the algorithm as less iterations are required to determine the active antenna indices. While it is intuitive that the concept behind this strategy could be incorporated to other CS detection algorithms, in the following we focus on the CoSaMP algorithm for clarity.
The pseudocode of the proposed strategy is shown in Algorithm 1 for convenience and its operation can be described as follows [29] , [38] . The algorithm starts by producing an estimate of the largest components of the transmitted signal to identify the active antennas [38] . For this, the algorithm employs the residual signal r ∈ C N×1 given by
wherex i ∈ C M×1 is the approximation of the transmit signal at the i-th iteration. The residual signal concentrates the energy on the components with a largest error in the estimated received signalỹ = Hx i [25] , [39] . The decision metric used to determine the plausible active antennas c ∈ C M×1 is obtained as the output of a MF and can be expressed as
From this decision metric, the active antenna estimation process forms a set of decision variables with cardinality | | = k ≥ S. The set provides an estimate of the plausible active antennas. Note that these entries do not have to correspond to the S coefficients with highest estimated energy in the transmitted signal as in the CoSaMP algorithm [38] . For instance, let x = [0, 0, −1, 0|0, 1, 0, 0] be the signal transmitted in a MAC with K = S = 2 users with n t = 4 antennas each and BPSK modulation. The total number of transmit antennas is M = n t × K = 8. Then, the set in the conventional CoSaMP algorithm could be formed by any S = 2 entries of the set of integers ϒ CoSaMP = {1, 2, . . . , 8} without any restriction. This contrasts with the considered SMMP algorithm, in which the set is formed by at least n a = 1 entry of the set ϒ 1 SMMP = {1, 2, 3, 4} and another one from ϒ 2 SMMP = {5, 6, 7, 8}. In simple terms, the proposed algorithm forces that at least n a entries per user are selected as we exploit the knowledge that
where · 0 determines the number of non-zero entries [34] , [36] . This is represented in lines 7-11 of Algorithm 1, where the arg max{·} p and max{·} p functions return the indices and the entries of the p components with largest absolute value in the argument vector, and ∅ denotes the empty set. The remaining k − S entries are instead selected as the entries with highest energy independently of the user distribution. These additional entries aim at improving the support detection process by involving the LS problem, which offers an enhanced performance in the antenna identification with respect to the estimate provided by the MF [4] . Once the entries with highest error energy in the current residual have been estimated, the set T is obtained as
where supp(·) identifies the indices of the non-zero entries. This set provides a final estimate of the plausible active antennas used for transmission by incorporating the ones considered in the previous iteration [39] . Therefore, the set T determines the columns of the matrix H used to solve the unconstrained least squares (LS) problem given by
where b| T denotes the entries of b ∈ C M×1 supported in T . This notation differs from H T , which refers to the submatrix obtained by selecting the columns of H determined by T . The LS approximation is a crucial step as the complexity reduction and the performance improvement w.r.t. the conventional linear alternatives depend on the efficiency of this process [38] . This procedure can also be seen as implementing a ZF detector in which, instead of inverting all the columns of the channel matrix, only the columns that have been previously included in the support are inverted. This allows exploiting the large-scale MIMO detection benefits as the equivalent ZF detector generally satisfies N 2k [5] . Due to the possibility of using different algorithms to solve this problem, a detailed analysis of their complexity is developed in Section V-A.
After solving the LS problem, the signal approximation of the i-th iterationx i is built by selecting the entries with highest energy at the output of the LS problem based on a user-byuser criterion following (16) . Finally, the sparse output of the algorithmx i end is obtained after the algorithm reaches the maximum pre-defined number of iterations i max or a halting criterion is satisfied [38] . Overall, although sub-optimal for a large but finite number of antennas, the proposed scheme exploits the high performance offered by linear detection schemes together with the structured sparsity inherent to SM transmission to reduce complexity. We also note that, although shown via iterative structures in Algorithm 1, the additional operations required in the considered algorithm can be implemented via vector operations with reduced computational time.
Regarding the compromise between complexity and performance of the considered technique, it should be noted that several parameters can be modified to adjust this trade-off [38] :
• Maximum number of iterations of SMMP (i max ): The total number of iterations determines the complexity and detection accuracy of the algorithm. This parameter can be used to adjust the performance depending on the computational capability of the BS as shown hereafter.
• Number of entries detected at the output of the MF (k):
The parameter k determines the dimensions of the LS problem, hence severely affecting the SP complexity. It also influences the detection performance since the solution is conditioned by the LS matrix H T .
• Maximum number of iterations of the iterative LS (i ls max ):
The accuracy of the LS solution is improved in every iteration when iterative algorithms are used [41] . Hence, there exists a trade-off between complexity and performance that can be optimized at the BS depending on the communication requirements. As this parameter greatly affects the global complexity, a detailed study of the required number of iterations is developed in Section VI-A.
At this point we also point out that the main difference of the proposed approach with respect to the typical CS is that we also consider over-determined scenarios, i.e. communication systems where N ≥ M. As shown hereafter, this entails that SMMP is not only able to reduce the complexity of the conventional linear detectors in scenarios where N ≥ M, but it also provides performance guarantees when this condition does not hold. 
V. COMPLEXITY ANALYSIS
The analysis of the computational complexity is commonly performed by determining the complexity order. This is the approach adopted in [18] , [23] , [38] to determine the complexity of the proposed algorithms. Instead, in this paper we adopt a more precise approach since, as shown in the following, the complexity order does not provide an accurate characterization of the total number of operations due to the iterative nature of the greedy CS-based algorithms. In fact, as opposed to the results obtained in [18] and [38] , here we conclude that the LS problem can dominate the global complexity.
A. Complexity of the Least Squares Problem
An efficient implementation of the LS algorithm is required to reduce the complexity of the proposed approach since otherwise it can dominate the total number of floating point operations (flops) [38] . In general, the methods to solve the LS problem can be classified according to their approach to obtain the solution into direct and iterative procedures [41] :
• Direct methods include the QR and the Cholesky decompositions and they are based on producing a system of equations that can be easily solved via backward and forward substitutions. The total number of flops is conditioned by the costly decompositions that must be performed at the beginning of each coherence period [43] .
• Iterative methods solve the LS problem by refining an initial solution based on the instantaneous residual [41] . These approaches prevent the storage intensive decompositions required by direct methods, an aspect especially beneficial in the proposed scenario due to the large dimensions of the channel matrix H.
The number of flops of the QR decomposition, Cholesky decomposition, Richardson iteration and conjugate gradient (CG) LS algorithms are detailed in Table I . Note that the fact that each complex calculus involves the computation of several real operations have been taken into account in Table I . Moreover, for simplicity, it has been considered that a real product (division) has the same complexity of a real addition (subtraction), a usual assumption in the related literature [40] .
Regarding the complexity of the Richardson iteration, note that it depends on a parameter 0 < α < 2/λ 2 max (A) that determines the convergence rate of the algorithm [41] . In the last expression, λ max (A) denotes the maximum singular value of an arbitrary matrix A. The determination of this parameter becomes necessary if a high convergence speed is required and these additional operations are included in Table I . Concerning the CG algorithm, Table I shows that the complexity differs depending on the availability of an initial approximation to the LS solution [41] . This difference must be considered because, as opposed to the other detectors, the complexity reduction of the greedy CS-based approach is based on the increasing accuracy of the approximations as the algorithm evolves, hence improving the convergence speed as explained in Section IV.
The comparison between the direct LS methods shows that, even though the QR decomposition is more numerically accurate, it also is more complex than the Cholesky decomposition [43] . Therefore, the Cholesky decomposition is preferred for the considered scenario due to the high dimensions of the matrices involved in the LS problem [43] . Regarding the complexity of the iterative methods, the results in Table I describe the reduction of the complexity order when compared to the direct methods pointed out in [38] . However, this improvement does not guarantee a reduction in the number of operations as the total complexity is highly dependent on the number of iterations required until convergence as shown in Section VIII.
B. Overall Complexity of the Proposed Algorithm
Based on the above analyses, a tight upper bound on the total number of real flops of the ZF and SMMP detectors is shown in Table II . The complexity of the ZF detector is solely determined by the operations required to solve the LS problem. Therefore, the increase in the number of transmit antennas of SM may have a significant impact on the total complexity. This is because, while M = K for the conventional large-scale MIMO scenarios with single-antenna users, the relationship M = K × n t is satisfied for SM transmitters in the MAC. However, the performance improvements offered by SM justify the complexity increase at the BSs, where computational resources are expected to be available [20] . Additionally, we point out that the flop calculation for the proposed algorithm has been performed for the worst-case scenario in which none of the S entries from the previous SMMP iteration coincide with the k coefficients selected at the output of the MF. This means that the average number of operations is generally smaller than the one shown in Table II . In spite of this, this tight upper bound allows us to determine the conditions under which CS-based detection is convenient.
The total number of real flops and the BERs for a specific large-scale MIMO scenario are represented in Table III as an illustrative example. The relevant system parameters are N = 128, K = S = 12, n t = 8, i max = 2 and SNR = 5 dB. The number of CG iterations i ls max is set to ensure the maximum attainable performance. Overall, it can be seen that the SMMP algorithm offers a considerable performance improvement with reduced complexity. The results of Table III , which are further developed in Section VIII, also lead us to conclude that the use of iterative LS algorithms for conventional linear detection may be able to reduce the detection complexity over a channel coherence time. Note that the solution of the LS problem is not exact in these cases, which influences the resulting BERs as shown in Table III . This results in a performance improvement for the conventional ZF detector due to the energy concentration on the components that correspond to the active antennas. Indeed, the significant complexity benefits attained by the use of iterative LS algorithms motivate the study of their convergence speed in the following section.
VI. CONVERGENCE AND PERFORMANCE ANALYSES
A. Convergence Rate of the Iterative LS in Large-Scale MIMO
The complexity of the proposed algorithm highly depends on the number of iterations required to obtain a solution to the LS problem. Although the required number of iterations to achieve convergence cannot be known in advance due to the random nature of the communication channel, in this section we derive two expressions to determine the number of iterations depending on the required output accuracy: a straightforward but less accurate one based on an asymptotic analysis, and a more complex and precise one that resorts to the cumulative distribution function (CDF) of the condition number. This offers a more refined and intuitive approach than the one adopted in [38] as the resultant expressions directly depend on the number of antennas of the communication system. Furthermore, the following study can be used to determine whether it is convenient from a numerical perspective to use iterative LS algorithms to solve the ZF problem when applied to large-scale MIMO scenarios without SM.
The convergence rate of the iterative LS methods is determined by the condition number of the LS matrix H L ∈ C N×|L| [38] , [41] . Throughout this section, L is a set defined as L T when the SMMP algorithm is used whereas it is given by L {1, 2, . . . , M} for ZF. The standard condition number ∈ [1, ∞] of the matrix H L is defined as [41] , [44] 
where λ max and λ min denote the maximum and minimum singular values of the argument matrix respectively, σ max and σ min denote the maximum and minimum eigenvalues, and (W) refers to the modified condition number defined in [44] . In the last equality, W ∈ C s×s is a Wishart matrix with t degrees of freedom
In the above, s = min(N, |L|) and t = max(N, |L|).
The conditions of large-scale MIMO greatly favor the use of the iterative algorithms thanks to the reduced difference between the maximum and minimum singular values of the communication channel, which in turn ensures a fast convergence [4] , [41] . This effect is enhanced by the proposed algorithm due to the operation with a better conditioned matrix than conventional ZF or MMSE detectors. In other words, even though several LS problems are solved when the SMMP algorithm is used, the overall complexity can be reduced w.r.t. the conventional ZF or MMSE detectors because the dimensions of the LS matrices are smaller and the convergence speed of the algorithm is faster. In fact, we argue that the effectiveness of the CS greedy algorithms in terms of complexity is maximized when a high number of antennas at the BS is considered due to the faster convergence when compared to conventional linear detectors.
To characterize the above-mentioned convergence rate, in this paper we use the results of conventional and large-scale MIMO theory related to the distribution of the condition number of complex Gaussian and Wishart matrices [44] , [45] . Throughout, we focus on the CG algorithm for brevity, but similar conclusions can be derived for other iterative LS methods [38] , [41] . In particular, the residual generated by each iteration of the CG algorithm satisfies [41] 
where the index i denotes the iteration number, b i is the LS approximation at the i-th iteration and is defined as
Based on the above result, an upper bound in the number of CG iterations can be expressed as [41] 
where ε is the relative error defined as
From the above expressions it can be concluded that the convergence speed of the iterative LS methods increases when a smaller number of entries are selected at the output of the MF in the proposed algorithm. This is because the high number of antennas available at the BS greatly favors the convergence of the CG due to the reduced condition number. This is characterized by the following proposition on the convergence of the CG algorithm in the large antenna number limit. Proposition 1: An upper bound in the number of iterations required by the LS CG algorithm to achieve a relative error reduction of ε under large-scale MIMO conditions is given by
where the function β(V), V ∈ Z + is defined as
Proof: The large-scale limit theory establishes that the condition number of a channel matrix H ∈ C N×k with entries h m,n ∼ CN (0, 1) independent and identically distributed (i.i.d.) converges almost surely in the asymptotic limit of transmit and receive antennas to [45, Theorem 7.3 ]
. (27) Equation (27) provides a useful approximation to determine the maximum condition number of a Rayleigh channel with a high number of receive antennas [4] . This can be seen in Fig. 1 , where the CDF of the condition number of a Rayleigh fading channel matrix with N = 128 receive antennas is depicted. The number of columns is |L| = 8 and |L| = 32 for Fig. 1(a) and (b) respectively. From the results of this figure it can be concluded that the condition number of the channel matrix is below the bound shown in (27) with a high probability. To conclude the argument, (27) is substituted into (23) .
In spite of being valid in a high number of cases, the probability of requiring a higher number of iterations for certain badly conditioned channels cannot be quantified with the above approximation. For this reason, in the following we resort to the analysis of the CDF of the modified condition number F (ξ ) = P( ≤ ξ) with ξ ≥ 1 developed in [44] . To do so, we first define σ [σ 1 , σ 2 , . . . , σ k ] as the ordered eigenvalues of the Wishart matrix defined in (20) 
Here, |ϒ| denotes the determinant of the matrix ϒ, whose m, n-th entry υ m,n is defined as
where γ (a, b) is the lower incomplete gamma function given by γ (a, b) = b 0 e −t t a−1 dt. Equations (28) and (29) allows us to estimate the CDF of the condition number of a communication channel, which in turn is necessary to determine the number of LS iterations as shown in the following. Using the above results, the following theorem can be stated: Theorem 1: The probability that a given number of LS iterations i ls max suffices to achieve a relative error reduction of ε in the LS CG algorithm is given by
Proof: The first step to derive (30) is to note that the definition of the condition number used in [44] varies with respect to the one employed in [41] , [45] . Attending to their relationship, which is shown in (19) , the CDF of the standard condition number can be expressed as
In plain words, F (θ 2 ) gives the probability that for a given constant θ , the condition number of the LS matrix is below that value. The solution of the above expression can be immediately obtained via numerical integration [44] . Once the CDF of the standard condition number has been characterized, the number of iterations of the CG algorithm in the considered scheme can be determined. Particularly, by using (23) the probability that a given number of LS iterations i ls max achieves a relative error reduction of ε can be expressed as
The proof is completed by substituting (32) into (31) . The result of Theorem 1 can be used to show the trade-off between accuracy and complexity of the CG when the number of LS iterations is varied. In other words, (30) characterizes the impact of varying the number of iterations of the CG algorithm in the performance of the ZF and greedy CS detectors.
B. Convergence Rate and Error Analysis of CS-Based Detection in Large-Scale MIMO
The evolution of the error at the i-th iteration between the original signal and the sparse approximation is studied in [38] provided that the assumption δ 4S < 0.1 on the restricted isometry constant is satisfied. In this section we derive a more intuitive metric to characterize the error reduction based on the number of antennas used for signal transmission and reception. In particular, we apply the results on the maximum and minimum singular values of a random Gaussian matrix to the analysis developed in [38] to derive the following bound.
Theorem 2: The Euclidean norm of the error between the sparse signal at the i-th iteration of the generic and SMMP CS algorithms and the transmitted signal is upper bounded by Here, c 1 (N, S) and c 2 (N, S) depend on the number of active antennas for transmission and reception and are given by
where
The proof is shown in Appendix A. Note that, as opposed to [38] , (40) and (41) show the direct relationship between the norm bounds and the dimensions of the measurement matrix. In other words, the RIP hypothesis is not longer necessary thanks to the use of the random matrix theory results. The bound derived in (33) allows characterizing the error reduction per iteration as a function of the number of receive antennas. In other words, the convergence speed and performance of the algorithm is upper bounded by (33) as a smaller value of the c 1 (N, S) will allow obtaining a faster convergence whereas c 2 (N, S) characterizes the error floor. This is shown in Fig. 2 , where the maximum empirical Euclidean norm of the error for the proposed algorithms is obtained over 10 5 channel realizations and compared with the analytical bound. The theoretical result is obtained by using (33) with a number of receive antennas that guarantees algorithmic convergence [38] . In this figure, it can be seen that the use of a theoretical large-scale approximation allows us to upper bound the evolution of the empirical maximum 2 norm of the error for a practical number of iterations. Moreover, Fig. 2 also depicts the faster convergence and reduction in the maximum Euclidean norm of the error offered by the SMMP algorithm w.r.t. the straightforward CS approach.
VII. ENERGY EFFICIENCY
The study of the EE becomes especially important in the uplink of multi-user scenarios due to the necessity of finding energy-efficient schemes that allow increasing the battery lifetime [1] . In this section, we define the EE model that will be used hereafter to characterize the EE improvements offered by the proposed technique in the MAC when compared to other detection schemes. Towards this end, we express the EE as the rate per milliwatt of total consumed power by using the metric [26] , [46] - [52] = S e
Here, BER obj is the objective average BER, S e refers to the spectral efficiency in bits per channel use (bpcu), and P u is the total power consumption of the u-th MS in milliwatts required to achieve a given BER obj . The total power consumption per MS can be expressed as [47] 
In the previous expression, P Cu = P ψ + P denotes the total circuit power consumption excluding the power amplifier (PA) and it is divided into two components: P ψ that represents the circuit power consumption that depends on the number of active antennas, and P that corresponds to the static power consumption and it is fixed to a reference value of 5 mW per MS [47] . In particular, P ψ comprises the additional power consumption required to activate the circuitry of the RF chains and the digital signal processors for transmission. Moreover, P Tu = n t j=1 p u,j · ζ refers to the power consumption of the PAs and it depends on the factor ζ = ν η and the power of the signal that is required to be transmitted by each of the antennas p u,j . In the last expression, the factor ν is the modulation-dependent peak to average power ratio (PAPR) and η corresponds to the PA efficiency [46] . Based on the above, the global EE can be expressed as
For the simulations of this work, the efficiency factor corresponds to the one of a class-A amplifier, η = 0.35, which is commonly used in this setting due to the linearity required to transmit QAM signals [46] . 
VIII. SIMULATION RESULTS
Monte Carlo simulations have been performed to characterize the performance and complexity improvements of the proposed technique. To maintain the coherence with the SM literature, we compare conventional massive MIMO systems and SM systems with the same spectral efficiency. The performance and energy efficiency results of spatial multiplexing systems with the same number of transmit antennas have not been represented in these figures to avoid congestion and because they exhibit a worse behavior when compared to the spatial multiplexing systems considered here. In the following, SM-ZF and SM-MMSE refer to the linear ZF and MMSE detectors introduced in Section II-C, SM Generic CS denotes the CoSaMP algorithm without the improvement described in Section III, and the techniques with MIMO on their description correspond to those of a conventional MIMO scenario without SM. For reasons of brevity, in this section we select k = S for the generic and SMMP CS algorithms. Note that this decision entails a minimization of the computational complexity for the CS-based algorithms following the results of Table II . Additionally, we also consider the MPD algorithm in spite of its increased computational complexity [23] . The performance results, unless stated otherwise, have been obtained with an exact solution of the LS problem via Cholesky decomposition for clarity. Fig. 3 characterizes the performance of the above-mentioned detectors in a scenario with N = 128, K = 16, n t = 4, n a = 1 corresponding to the single active antenna SM, and a resulting spectral efficiency of S e = 64 bpcu. The results of this figure have been obtained with i max = 2 iterations of Algorithm 1, which ensures a reduced complexity when compared to the algorithms developed in [23] . Note that an error floor is expected due to the non-feasible solutions produced by the generic CS algorithm. This, however, cannot be appreciated in these results since the high number of antennas considered at the BS moves the error floor to very low BER values [18] . Fig. 3 shows that the proposed algorithm is able to reduce the required transmission power by more than 4 dB w.r.t. conventional MIMO with n t = 1 and 16-QAM to achieve a target BER of 10 −4 . Moreover, it is portrayed that SMMP approaches the performance of the more complex MPD and outperforms the SM-ZF detector. This is because the proposed strategy is able to iteratively identify the active antenna indices and then perform a selective channel inversion with a matrix of reduced dimensions. Instead, the performance of conventional MIMO with two active antennas per user approaches the performance of SMMP. However, we remark that in this case the power consumption and complexity of the MSs is increased due to the additional RF chains implemented. Fig. 4 shows the performance of the considered detectors in a scenario with N = 128, K = 16, n t = 7, generalized SM with n a = 2 active antennas per user, and a resulting spectral efficiency of S e = 96 bpcu. The results of this figure show that generalized SM systems with SMMP detection are capable of improving the performance of conventional MIMO systems employing the same number of RF chains ('MIMO-ZF. n t = 1'). The use of SMMP also allows outperforming conventional MIMO systems with a pair of RF chains ('MIMO-ZF. n t = 2') for the range of practical BERs. Moreover, it can be seen that the SMMP algorithm clearly improves the performance of other linear detectors such as the SM-MMSE detector. In the following we focus our attention on single active antenna SM for reasons of brevity, although it is clear that the resultant conclusions also extend to generalized SM transmission.
The number of users is increased from K = 16 of Fig. 3 to K = 32 in Fig. 5 , which shows a scenario especially favorable for the proposed technique. Fig. 5 shows that the proposed strategy is able to provide an enhancement of up to three orders of magnitude in the BER at high SNR values w.r.t. conventional large-scale MIMO, and both ZF and MMSE detectors in SM. The performance improvement offered by SM when compared to conventional MIMO transmission is coherent with the behavior described in [20] , [53] . The effect of acquiring inaccurate channel state information (CSI) on the performance is also shown in Fig. 5(b) . The imperfect CSI is modeled following
where τ ∈ [0, 1] regulates CSI quality and B ∈ C N×M ∼ CN (0, I N ⊗ I M ) characterizes the channel estimation error [54] . The results of this figure for τ = 0.25 highlight the robustness of SMMP when compared to traditional CS-based detection, which makes it the best alternative in terms of performance under imperfect CSI. Fig. 6 shows the trade-off between performance and complexity in real flops for a MAC with N = 128, K = 16, n a = 1, S e = 64 bpcu, i max = 2, k = K and SNR = 6 dB. The number of antennas per user is n t = 4 when SM is used, whereas it is n t = 1 and n t = 4 for conventional MIMO. Note that the complexity and performance of the CG algorithm varies depending on the number of iterations as explained in Section V-A. From the results of this figure it can be concluded that the SMMP approach offers the best performance with a restrained complexity. When compared to large-scale MIMO systems with the same spectral efficiency and alike number of RF chains ('MIMO-ZF, n t = 1'), the use of SM increases the complexity due to the higher number of antennas at the MSs, but in turn offers a performance improvement of more than two orders of magnitude. This improvement is not as significant with respect to the spatial multiplexing system with the same number of antennas ('MIMO-ZF, n t = 4'), where instead the complexity is dramatically reduced. Fig. 6 also shows the complexity improvements that can be obtained when the iterative CG algorithm termed 'ZF-SM. Conjugate Gradient' considered in this paper is used to solve the LS problems against traditional direct methods such as 'ZF-SM. QR decomposition' and 'ZF-SM. Cholesky decomposition' in Fig. 6 . The number of iterations and, inherently, the complexity can be adjusted depending on the BER required at the BS. This leads us to conclude that the use of the CS-based detection is especially convenient in fast fading scenarios with a reduced channel coherence period. This is because whereas CS-based detection methods perform the same computations in every channel use, the linear detectors solved with direct methods focus the intensive computations at the beginning of the coherence period and reduce the complexity afterwards [2] .
A similar conclusion can be obtained from the results of Fig. 7 , where we focus on controlling the attainable performance by varying the number of LS iterations in the CG algorithm. We also note that, as opposed to the conclusions achieved in [18] , [38] , the iterative LS algorithm accounts for 60% of the global detection complexity, hence justifying the need of an accurate complexity characterization. Overall, it can be concluded that the proposed strategy offers significant performance and complexity improvements with respect to conventional detection schemes in systems with the same number of antennas.
Regarding the EE of the CS-based detection, Fig. 8 shows this metric for a MAC with N = 128 and a varying number of users. The transmission power is varied depending on the number of users so that BER obj = 10 −3 in (36). The circuit power consumption depending on the number of active antennas is set to a realistic value of P ψ = 20 mW [46] , and the noise variance is fixed to σ 2 = 0.01. We note that the PAPR factor of the single-antenna users is increased w.r.t. SM due to the use of a higher modulation order Q. From the results of this figure it can be concluded that the use of SM allows to significantly Fig. 8 . EE vs. number of users K to achieve BER = 10 −3 . N = 128, n t = 4, n a = 1. P ψ = 20 mW. Fig. 9 . EE vs. number of users K to achieve BER = 10 −3 . N = 128, n t = 4, n a = 1. P ψ = 10 mW.
increase the EE of the conventional large-scale MIMO for low and intermediate system loading factors. This improvement due to the reduced circuit power consumption and PAPR was already noticed in [55] for the downlink of small-scale P2P systems. Moreover, the proposed technique outperforms the rest of conventional detectors, hence constituting an energyefficient alternative in the MAC. Fig. 8 also shows that, in spite of the transmission energy savings that can be obtained when n t = 2 and 4-QAM are used in MIMO systems, the increased circuit power consumption caused by the higher number of RF chains penalizes the EE. To show this effect, in Fig. 9 we reduce the power consumed by the RF chains P ψ to half, i.e., P ψ = 10 mW. By doing so, now it can be seen that the use of a MIMO system with n t = 2 outperforms the option of having single-antenna devices. Still, the EE of the SM alternatives is significantly higher than the one of MIMO strategies for a low and intermediate number of users due to the reduced transmission power required to compensate the inter-user interference.
IX. CONCLUSION
In this paper, a low-complexity detection algorithm for SM has been presented. The proposed strategy is based upon CS by incorporating the additional structure and sparsity of the transmitted signals in the MAC. Our complexity and performance analyses show that the benefits of the proposed are maximized when a high number of receive antennas at the BS are used due to its faster convergence and improved performance. Overall, the results derived in this paper confirm that the CS-based detection for SM constitutes a low-complexity alternative to increase the EE in the MAC. Possible future work can be carried out in the analytic characterization of the bit error rate performance of the proposed scheme in the large-scale regime.
APPENDIX A PROOF OF THEOREM 2
The proof of Theorem 2 commences by recalling the results regarding the maximum and minimum singular values of Wishart matrices with large dimensions [4] . Let W be the Wishart matrix defined in (20) 
where β(V) was defined in (26) and T C max(N, C), C ∈ R + . Based on the above expressions, we can redefine some relationships that will be useful in the sequel
Note that the last two inequalities can determine upper and lower bounds [38] . Moreover, the following relationship is also satisfied
where the set G with cardinality B is given by G R ∪ L.
As the derivation of the previous expression is based upon the ideas developed in [38] , but considering instead that the spectral norm of H H R H L is always smaller than the one of H H G H G − T and that the function β : Z + → R + , here we avoid a detailed description for brevity.
The objective of the proof is to establish an upper bound on the 2 norm of the error between the transmitted signal and the approximation obtained by the generic CS algorithm at the i-th iteration [38] , i.e.,
where R max is the upper bound to be derived andx i is the estimated signal at the i-th iteration. The upper bound is obtained by following the arguments developed in [38] and applying the results obtained in (40) and (41) where convenient. To preserve the coherence with [38] , in the following it has been assumed that |T | ≤ 3S or, in other words, | | = 2S entries are selected at the output of the MF per iteration.
To derive the desired result, first note that the difference between the S-sparse transmitted signal x and the output of the LS problem b is bounded when selecting the best S-sparse approximationx i [38] . Formally,
where the basic norm property a + z ≤ a + z has been applied. With the purpose of deriving an upper bound to the right-hand side of (43), we first express x − b 2 as
where the inequality holds because b is supported on T following (18) . We now focus on deriving an upper bound for x| T − b| T 2 , which is given by 
In the above expressions, ≤ is obtained by using the relationships derived in (40) and (41) along with the fact that, by definition, |T | ≤ 3S and x is S-sparse. Substituting the last inequality of (45) into (44) 
To derive an upper bound on x| T C 2 , first define the signal m = x −x i−1 . Considering this, the following relationship holds [38] x| T C 2 (a)
where (a) = is satisfied because the signalx i−1 is supported in T whereas (b) ≤ holds because ⊂ T . Based on (47) , the next step consists on upper bounding m| C 2 . Let the set P be the support of the signal m with cardinality |P| ≤ 2S. Since is formed by the 2S entries with highest energy from the output of the MF c, the relationship c| P− 2 ≤ c| −P 2 (48) 
