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Abstract
A subsetA of integers is said to be sum-free if a+b /∈A for any a, b ∈ A. Let s(n) be the number of sum-free sets in interval [1, n]
of integers. P. Cameron and P. Erdo˝s conjectured that s(n) = O(2n/2). We show that s(n) ∼ cˆ02n/2 for even n and s(n) ∼ cˆ12n/2
for odd n, where cˆ0, cˆ1 are absolute constants, thereby proving the conjecture.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A subset A of integers is said to be sum-free (abbreviation, SFS) if a + b /∈A for any a, b ∈ A. For any real pq
denote by [p, q] the set of integers x such that pxq. The family of all SFSs of [t, n] is denoted by S(t, n). Put
s(t, n)=|S(t, n)|, S(n)=S(1, n), and s(n)=|S(n)|. In 1988, Cameron and Erdo˝s conjectured [3] that s(n)=O(2n/2).
They also proved in [3] that s(n/3, n) = O(2n/2) and that there are constants c0 and c1 such that s(n/3, n) ∼ c02n/2
for even n and s(n/3, n) ∼ c12n/2 for odd n. The paper [3] initiated a number of investigations on enumerating SFSs
in sets of integers and in groups. Alon [1] and Calkin [2] proved that s(n) is at most 2(1/2+o(1))n as n → ∞. Lev et al.
[6] and Sapozhenko [11] obtained the asymptotics for the number of SFSs in Abelian groups of even orders. Omelianov
and the author [7] showed that s(t, n) = O(2n/2), where t = n(1/4 + ) with  → 0 as n → ∞. The proof does not
use the results from [3]. Later in [8] the estimate s(t, n)=O(2n/2) was proved for t = n3/4 log2 n. Moreover, in [8] the
structure of sum-free sets was described (see Theorem 3 below). Let S1(n) be the family of all subsets of odd numbers
from [1, n] and s1(n) = |S1(n)| = 2n/2. The aim of this paper is to prove the following:
Theorem 1.
s(n) ∼ s(n/3, n) + s1(n). (1)
This means that the families S(n/3, n) and S1(n) contain almost all SFSs of [1, n]. The Cameron–Erdo˝s conjecture
follows from the result of [3] and (1). It became known that B. Green [5] also has proved it recently using Fourier
analysis. Our proof is purely combinatorial. From (1) and results of [3], it also follows that s(n) ∼ (c0 + 1)2n/2 for
even n and s(n) ∼ (c1 + 1)2n/2 for odd n, where c0, c1 are above-mentioned constants from [3].
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Sketchy, Theorem 1 is proved as follows. Put S˜(n) = S(n)\(S(n/3, n) ∪ S1(n)). Main idea is to show that S˜(n) is
small. In Section 2, we establish the existence of a so-called “almost correct system of containers” for the family S˜(n).
Such system consists of 2o(n) sets each of size not exceeding n(1/2 + o(1)). These sets (named containers) together
contain all but o(2n/2) sets from S˜(n). Besides, for large enough m each arithmetical progression of length m with
common difference 1 or 2 contains approximately m/2 elements from every container of the system. We reduce the
problem of obtaining the upper bound for |S˜(n)| to that of evaluating the number of independent sets in certain Cayley
graphs. Theorem 1 gives upper bound for the number of independent sets. Then using the results from [8,3], we prove
that S˜(n) has almost correct system of containers.
In Section 3 we consider a graph  generated by container fragments and prove the existence of a “large” matching
in this graph. The proof is based on the Freiman theorem and properties of containers.
In Section 4 we show that |S˜(n)| = o(2n/2) using the existence of a “large” matching in  and properties of almost
correct system for S˜(n). This completes the proof of Theorem 1.
2. Systems of containers
Denote by N the set [1, n] of natural numbers not exceeding n. Let N0 (N1) be the set of even (respectively, odd)
numbers from N. Throughout the paper we use the following denotations: 1 Ri,p =[i, i+p−1], Li,p =[i−p+1, i],
and qˆ = n3/4 log n.
The immediate aim is to obtain the upper bounds for the number of independent sets in graphs of special class.
Suppose F ⊆ N and V ⊆ N . Let E be the set of pairs {i, j} ⊆ V , i 
= j , such that |i − j | ∈ F or i + j ∈ F . A
graph CF (V ) with the vertex set V and the edge set E is called the Cayley graph generated by F on the set V. The
set A ⊆ V is called independent in a graph G = (V ,E) if the subgraph induced by A has no edges. Obviously, for
any A ∈ S(n) and any F ⊆ A the set A is independent in CF (V ). For a graph G = (V ,E), u ∈ V , and A ⊆ V
put u = {v ∈ V : (u, v) ∈ E} and A = (⋃v∈Av)\A. Let I(G) be the family of all independent sets of a graph
G and I (G) = |I(G)|. A family B of subsets of G is called covering if, for any A ∈ I(G), there exists B ∈ B
such that A ⊆ B. Suppose l, k, , p meet the inequalities lk − k + p. A graph on p vertices is called a
(p, l, k,m, , , )-graph if it meets the following condition: the minimal vertex degree is at least l, the maximal vertex
degree is at mostm, the fraction of vertices with a degree exceeding k+ is not more than , and the fraction of vertices
with a degree less than k −  is not more than .
Theorem 2. LetG=(V ,E) be a (p, l, k,m, , , )-graph. Then there exists a covering familyBmeeting the following
two conditions:
(1) For any B ∈ B,
|B|pk + (k − l) + (m − k) + 
2k −√k log k . (2)
(2) For k > 3 and large enough p,
|B|2p
√
log k/k
. (3)
Furthermore, for large enough p,
I (G)2(p/2)(1+(1−l/k)+(m/k−1)+O(/k+
√
log k/k))
. (4)
Proof. We use an idea from [9] and [10]. Suppose 0< < l. For an independent set A of G, we shall construct the set
T by the following step-by-step procedure.
Step 1: Choose any vertex u1 ∈ A and set T1={u1}. Letm steps be done and the set Tm={u1, . . . , um} be constructed.
Stepm+1: If there exists a vertexu ∈ Awith |u\Tm|, denote such a vertex byum+1 and setTm+1=Tm∪{um+1}.
If not, the procedure stops and T = Tm.
1 Everywhere logm = log2 m.
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Suppose T ⊆ V . Deﬁne the setD=D(T )={v ∈ V \T : |v\T |< }. For T ⊆ A obtained as above, the following
two assertions hold:
(1) A ⊆ D(T ).
(2) |T | |A|/p/.
It is clear that B = {D(T ) : T ⊆ V, |T |p/} is a covering family for G. Let us estimate |D(T )| above. Denote by
D1 the set of vertices v ∈ D(T ) such that |v ∩ T |k − −  and denote by D2 the set of vertices v ∈ T such that
|v|>k+ . Consider the induced bipartite subgraph of G with the partition classes D=D(T ) and T . The degree of
each vertex from D1 is at least (k − − ) and the degree of each vertex from T \D2 does not exceed k + . Hence,
|D1|(k − − ) + |D\D1|(l − )(|T | − |D2|)(k + ) + |D2|m.
Since |D| − p |D1|, |T |p − |D|, and |D2|p, one has
|D|pk + + (k − − l) + (m − k − )
2k −  .
By choosing =√k log k, we get (2). Inequality (3) follows from the fact that the number of sets T with  as above
for k > 3 and large enough p does not exceed∑
ip/√k log k
(
p
i
)
2p
√
log k/k
.
From (2) and (3), inequality (4) follows. 
Throughout below =√n, =√log n, and 	n = n−1/4√log n. From now on we will be dealing with Cayley
graphs of the form G = CF (V ), where V ⊆ [1, n], F ⊆ Lq,, q ∈ [, n], |F | = .
Example 1. Suppose F ⊆ Lq,, |F | = , V = [i, i + p − 1], q < i, 2qp. Then the ﬁrst q −  and the last q − 
vertices of the Cayley graphG=CF (V ) are of degree, the degree of the vertices from the interval [i+q, i+p−q−1]
is 2, the remaining 2 vertices have degrees between  and 2. This graph is of the type (p,, 2, 2, 2q/p, 0, 0).
(Note that G is also a (p,,, 2, 0, , 0)-graph with = (p − 2q) = p.) Then (4) takes the following form:
I (G)2(p/2)(1+q/p+O(
√
log/)) = 2(p+q)/2+O(p	n). (5)
Example 2. Suppose q qˆ, q ∈ N0, and G = CF (V ), where F ⊆ Lq,, k = |F | = , V = [1, q] ∩ N1. Then the
degrees of vertices from the interval [1,] ∩N1 are between k and 2k. Some (not more than k) vertices v are such that
2v ∈ F have degree k − 1 (loops are removed). The degree of the remaining vertices is k. The graph G is of the type
(p, k − 1, k, 2k, , , 0) with p = q/2, = k/q, and = /p. Inequality (4) has the following form:
I (G)2q/4+/2+O(q	n). (6)
Next our aim is to prove Corollary 1. Roughly speaking it asserts that almost all A ∈ S(n)\(S(n/3, n) ∪ S1(n))
have at least  common elements with the set N0 ∩Lq, for some q < qˆ. Suppose A ⊆ N and q ∈ [, n]. An interval
Lq, is called dense (relative to A) if |A ∩ Lq,|. A dense interval Lq, ⊆ A is called left if for any k <q the
interval Lk, is not dense relative to A. Denote by l(A) the least k such that Lk, is the left dense relative to A interval.
Put Sˆ(q, n)= {A ∈ S(n) : l(A)= q}, sˆ(q, n)= |Sˆ(q, n)|, Sˆ < (n)=⋃q<qˆ Sˆ(q, n), and sˆ < (n)= |Sˆ < (n)|. The proof
of Lemma 1 is based on the following statement [8].
Theorem 3. Set n = log log n/
√
log n. Then
sˆ(q, n)
⎧⎨
⎩
2n/2−q/4+O(qn) if q4n/9,
2q+O(n3/4
√
log n) if 4n/9<q <n/2 − qˆ,
2n−q+O((2q−n)n) if n/2 + qˆ < qn.
(7)
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Moreover, there exists 0<c2c3 such that
c22n/2
∑
n/2−qˆqn/2+qˆ
sˆ(q, n)c32n/2. (8)
Denote by sˆ(n+1, n) the number of setsA ⊆ N without dense intervals. It is easy to see that sˆ(n+1, n)=2nn=2o(n).
We put
sˆ1(n) =
∑
qˆqn+1
sˆ(q, n), sˆ2(n) =
∑
|q−n/2| qˆ
sˆ(q, n) and sˆ3(n) =
∑
n/3qn+1
sˆ(q, n).
Lemma 1. For large n
s(n) ∼ sˆ2(n) + sˆ<(n). (9)
Proof. By (7) and (8) we get s(n) = sˆ<(n) + sˆ1(n) ∼ sˆ<(n) + sˆ2(n). 
Lemma 2. Let G be a graph on n vertices such that the degree of each vertex is 1 or 2. Then
I (G)3n/2. (10)
Proof. Note that every graphGmeeting the conditions of the lemma is the union of disjoint chains, provided that each
chain contains two or more vertices. It is easily proved (see, for example, [11]) that I (P )3k/2 for each chain P with
k > 1 vertices. From this, (10) follows, because I (G) =∏P I (P ). 
An interval Lk, is called even dense (relative to A) if |Lk, ∩N0 ∩A|. Denote by l0(A) the right end of the left
even dense relative to A interval. Put Sˆ(n) = {A ∈ S(n) : l0(A)< qˆ}.
Lemma 3.
s(n) ∼ sˆ2(n) + |S1(n)| + |S˜(n)|. (11)
Proof. In view of (9), we should show that |Sˆ<(n)| ∼ |S1(n)| + |S˜(n)|. Notice that
|Sˆ<(n)| = |Sˆ<(n) ∩ S1(n)| + |Sˆ<(n) ∩ S˜(n)| + |Sˆ<(n)\(S1(n) ∪ S˜(n))|
= |S1(n)| − |S1(n)\Sˆ<(n)| + |S˜(n)| − |S˜(n)\Sˆ<(n)| + |S˜<(n)\(S1(n) ∪ S˜(n))|.
We shall prove that |S1(n)\Sˆ<(n)| = o(2n/2) and |Sˆ<(n)\(S1(n) ∪ S˜(n))| = o(2n/2). Then (11) will follow in view of
S˜(n)\Sˆ<(n) = ∅ and |S1(n)| = 2n/2.
First, we estimate |S1(n)\Sˆ<(n)|. Note that forA ∈ S1(n)\Sˆ<(n), by deﬁnition, |A∩[1, qˆ]|qˆ/ qˆ/
√
log n+
√n. Denoting qˆ/√log n + √n by un and log log n/√log n by n, we have for large enough n,
|S1(n)\Sˆ<(n)|
∑
iun
(
qˆ
i
)
2(n−qˆ)/22(n−qˆ)/2+O(qˆn). (12)
Now we estimate Tn = |Sˆ<(n)\(S1(n) ∪ S˜(n))|. Set Sˆ′(n) = {A ∈ Sˆ<(n) : 1 |A ∩ N0|n/2}, where  is the
number deﬁned by the equality  log(e/) + (1/2) log 3 = 0.9, and Sˆ′′(n) = Sˆ<(n)\(S1(n) ∪ Sˆ′(n) ∪ S˜(n)). Then
Tn ⊆ Sˆ′(n) ∪ S′′(n).
Let us estimate |Sˆ′(n)|. For any u ∈ N0 each vertex of the Cayley graph C{u}(N1) is of degree 1 or 2. Hence,
by (10),
|Sˆ′(n)|
∑
in/2
(
n/2
i
)
3(n+1)/420.45n = o(2n/2). (13)
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At last, we show that |Sˆ′′(n)| = o(2n/2). One can construct every set A ∈ Sˆ′′(n) as follows. Choose some integers
q < qˆ and q0 ∈ N0, q0 > qˆ. The number of the pairs (q, q0) does not exceedn2. Then choose a setA1 ⊆ [2, q0]∩N0
with l0(A1) = q0. This choice deﬁnes the set F 0 = A1 ∩ Lq0, with |F 0| = . From the aforesaid, the number of
such A1’s is not more than 2O(q
0n)
, where n = log log n/
√
log n.
Then choose an independent set A2 such that l((A1 ∪ A2) ∩ [1, q0]) = q in the graph G1 = CF 0([1, q0] ∩ N1).
This choice deﬁnes the set F = (A2 ∪ A1) ∩ Lq,, with |F | = . (By (6), the number of A2’s is not more than
2q0/4+/2+O(q0	n).)
At last, choose an independent set A3 in the graph G2 =CF ([q0 + 1, n]). (By (5), the number of sets A3 is not more
than 2(n−q0+q)/2+O(n	n).)
Put A = A1 ∪ A2 ∪ A3. It is clear that Sˆ′′(n) is exhausted by such sets. So, we get
|Sˆ′′(n)|
∑
(q,q0)
∑
A1
∑
A2∈I(G1)
I (G2)

∑
(q,q0)
2O(q
0n)+q0/4+/2+O(q0	n)+(n−q0+q)/2+O(n	n)

∑
(q,q0)
2n/2−q0/4+q/2+O(q0n).
In view of q0 qˆ, we have under q qˆ/3
|Sˆ′′(n)|n22(n/2)−qˆ/12+O(q0n) = o(2n/2). (14)
Using the ﬁrst inequality of (7), we get under q qˆ/3
|Sˆ′′(n)|
∑
qˆ/3<q<qˆ
2n/2−q/4+O(qn)2n/2−qˆ/12+O(qˆn) = o(2n/2). (15)
From the above, the lemma follows. 
Corollary 1.
s(n) ∼ s(n/3, n) + |S1(n)| + |S˜(n)|. (16)
Proof. Let us prove that s(n/3, n) ∼ sˆ2(n). Then (11) will imply (16). Taking into consideration (7) and the inequality
sˆ(n + 1, n)2nn , we get
s(n/3, n) sˆ3(n) sˆ2(n) + o(2n/2). (17)
Put Sˆ′2(n) =
⋃
|q−n/2| qˆ Sˆ(q, n)\S(n/3, n). For any A ∈ Sˆ′2(n) there exists v ∈ A such that v <n/3. Moreover,|A ∩ [1, n/2 − qˆ]|(n/)(1 + o(1)) and A ∩ [n/2 − qˆ, n] is independent in the graph G=Cv([n/2 − qˆ, n]). Note
that all degrees in G are 1 or 2. By (10), we have I (G)3(n/2+qˆ)/2. Thus, for large enough n, we get
|S′2(n)|
∑
i (n/)
(
n/2
i
)
3(n/2+qˆ)/22nn+(n/2+qˆ)(log 3)/2 = o(2n/2). (18)
Combining (17) and (18), we obtain that s(n/3, n) ∼ sˆ2(n) and, hence, (16). 
Now we prove the existence of almost correct system of containers for S˜(n). Let X ⊆ N be an interval. The subset
B ∩ X is called the X-fragment of the set B. Below we use the denotation Bi,p = B ∩ Ri,p and q˜ = q log n.
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Suppose q < qˆ, q ∈ N0, andAq is the family of the subsets A′ ⊆ [1, q] ∩N0 such that l0(A′)= q. Set k = k(A′)=
max{i : [i, q] ∩ A′ = } and F(A′) = A′ ∩ [k, q]. Denote by G the Cayley graph CF ([q + 1, n]). Note that G is
(n − q,, 2, 2, 2q/(n − q), 0, 0)-graph.
Let B be a covering family for the graph G and B ∈ B. Denote by I(B) the subfamily of sets A from I(G) such
that A ⊆ B. Set I (B)= |I(B)|. ForB′ ⊆ B setI(B′)=⋃B∈B(I(B) and I (B′ = |I(B′|). A covering familyB of
the graph G will be called standard if it satisﬁes conditions (2) and (3).
Lemma 4. Suppose q qˆ, A′ ∈ Aq , F = F(A′), and G = CF ([q + 1, n]). Let B be a standard covering family
of G. Denote by B ′ the subfamily of all B ∈ B meeting at least one of the following conditions:
(1) there exist i ∈ [q˜, n − q˜] and p ∈ [q˜, n − i] such that
||Bi,p| − p/2|> qˆ; (19)
(2) there exist 
 ∈ {0, 1}, i ∈ [q˜, n − q˜] and p ∈ [q˜, n − i] such that
||Bi,p ∩ N
| − p/4|> qˆ. (20)
Then
I (B′)2p/2−qˆ/2+o(qˆ). (21)
Proof. The numbers i, p from conditions of the lemma will be called admissible. Let a covering family B for G be
standard,B ∈ B, B′ ⊆ B, andB ∈ B′. One can assume thatB uniquely deﬁnes some pair (i, p) of admissible integers
such that one of inequalities (19) or (20) holds. We use the following denotations: V1=[q+1, i−1], V2=[i, i+p−1],
V3 = [i + p, n], B1 = B ∩ [q + 1, i − 1], B2 = Bi,p, and B3 = B ∩ V3. Set Hj = CF (Vj ), j = 1, 2, 3. From (5), it
follows that log I (Hj ) = (|Vj | + q)/2 + o(q).
Denote by B1 the family of B ∈ B such that |Bi,p|>p/2 + qˆ for some admissible i, p. In view of (2), we have
|B|n/2 + o(q). Since |B2|>p/2 + qˆ, we get
|B1| + |B3| = |B| − |B2|<n/2 + o(qˆ) − p/2 + qˆ.
From this and (5), we get (if p = n − i, then B3 = ∅)
I (B1)
∑
B∈B1
2|B1|+|B3|I (H2) =
∑
B∈B1
2|B|−|B2|I (H2)2n/2−qˆ/2+o(qˆ). (22)
Denote by B2 the family of B ∈ B such that |Bi,p|<p/2 − qˆ for some admissible i, p. By using (5), we have (if
p = n − i, we set I (H3) = 1)
I (B2)
∑
B∈B2
I (H1)2|B2|I (H3)2n/2−qˆ/2+o(qˆ). (23)
For
 ∈ {0, 1} letB
3 (B
4)be the familyB ∈ B such that |Bi,p∩N
|>p/4+qˆ (correspondingly, |Bi,p∩N
|<p/4−qˆ)
for some admissible i, p. Let us estimate I (B
3). Set H
2 = CF (V2 ∩ N
). By (2) and (5), we get
I (B
3)
∑
B∈B
3
2|B|−|Bi,p∩N
|I (H
2 )2n/2−3qˆ/4+o(qˆ). (24)
Let us estimate I (B
4). Set V 
 = [q + 1, n] ∩ N
. Similar to (23), we get
I (B
4)
∑
B∈B
4
I (CF (V
1−
))I (H
1 )2
|Bi,p∩N
|I (H
3 )2n/2−3qˆ/4+o(qˆ). (25)
From (22)–(25), (21) follows. 
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Consider two familiesA andB of subsets of N . We say thatB coversA if for any A ∈A there exists B ∈ B such
that A ⊆ B. A set B ∈ B is called a container and the family B is called a system of containers for the familyA. A
family B of subsets of the set N will be called correct if the following conditions hold:
(1) For large enough n and any B ∈ B,
|B|n/2 + O(qˆ). (26)
(2) For large enough n,
|B|2o(qˆ). (27)
(3) For any i ∈ [q˜, n − q˜] and p ∈ [q˜, n − i],
||Bi,p| − p/2| qˆ. (28)
(4) For any 
 ∈ {0, 1}, i ∈ [q˜, n − q˜], and p ∈ [q˜, n − i],
||Bi,p ∩ N
| − p/4| qˆ. (29)
A familyB is called almost correct system of containers forA ⊆ 2N if it is correct for some subfamilyA′ ⊆A such
that |A\A′| = o(2n/2).
Theorem 4. There exists an almost correct system of containers for S˜(n).
Proof. Suppose A′ ∈ Aq , F = F(A′), and D = D(A′) is a covering family for the graph CF ([1, q]). Put B′′ =
B\B′, where B and B′ are families deﬁned in Lemma 4. Set E(A′) = {D ∪ B : D ∈ D, B ∈ B′′} and G =⋃
q<qˆ
⋃
A′∈AqE(A
′). From Lemma 4 and Theorem 2, it follows that G is an almost correct system of containers
for S˜(n). 
3. The interaction of container fragments
By Theorem 4 there exists a subfamily S˜B(n) ⊆ S˜(n) with a correct system of containers satisfying |S˜(n)\S˜B(n)| =
o(2n/2). We shall prove that |S˜B(n)| = o(2n/2) and thereby |S˜(n)| = o(2n/2). When estimating |S˜B(n)|, we take into
account the interaction between container fragments.
Let = n/4 + 1, X = [, n/2], Y = [n/2 + 1, n]. From here up to inequality (36), assume that we are given:
some correct system of containersB for S˜B(n) and a containerB ∈ B. Put S˜B(n)={A ∈ S˜B(n) : A ⊆ B},D=B∩X,
andH =B∩Y . ForK ⊆ N setK+K={i+j ∈ N : {i, j} ⊆ K}. PutQ=D+D, Qˆ=Q∩H . Denote by= (D,E)
the graph with the vertex set D, and with the edge set E of the form {{i, j} : i + j ∈ Qˆ}. We suppose that loops i.e.
pairs of the type {i, i} are possible. The number i + j will be considered as the color of the edge {i, j}. Thereby edges
of the graph  are colored in |Qˆ| colors. For P ⊆ E let Ch(P ) be the set of edge-colors in P and (P ) = |Ch(P )|.
Put () = max (P ), where the maximum is over the set of all matchings in the graph . We assume that loops are
possible as elements of a matching.
Lemma 5. Let () = . Then there exists D′ ⊆ D such that
|D′| |D| − 2 (30)
and
|D′ + D′| |Y |/2 + qˆ + . (31)
Proof. Let P be a matching such that (P )=|P |=. LetW be the vertex set of the matching P . SetD′ =D\W . Then
(30) holds. Put H = Y\H . It is clear that D′ +D′ ⊆ Ch(P )∪H . The alternative contradicts the equality (P )=().
By (28), we have |H | |Y |/2 + qˆ. From this (31) follows. 
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Theorem 5 (Freiman [4]). Suppose a setKof integersmeets the condition |K+K|2|K|−1+b,where0b |K|−3.
Then K is contained in some arithmetic progression of length |K| + b.
Corollary 2. Suppose Q̂ = Q ∩ H and = (D,E) is the graph deﬁned above. Then
() |D|/8. (32)
Proof. Let D′ be the set deﬁned in the proof of Lemma 5 and () = . Assume the converse:
< |D|/8. (33)
Then by (30), (33), and (28), we get
|D′| |D| − 2> 3|D|/4(3/4)(|X|/2 − q)> |X|/3.
Let R be the arithmetic progression of minimal length with D′ ⊆ R. Then R ⊆ X. It is clear that R has common
difference less than 3, because otherwise |R| |X|/3.
Suppose R has common difference 2. Set ‖R‖ = max{r ∈ R} − min{r ∈ R} + 1. Using (29), (30), (33), and (28),
we get
‖R‖4|D ∩ R| − 4qˆ4|D′| − 4qˆ4(|D| − 2) − 4qˆ > 3|D| − 4qˆ3|X|/2 − 6qˆ.
This contradicts ‖R‖ |X|.
Suppose R has common difference 1. From (28), it follows that |R|2|D ∩R| − 2qˆ2|D′| − 2qˆ. Theorem 5, (30),
(33), and (28) imply
|D′ + D′|3|D′| − 2qˆ − 13(|D| − 2) − 2qˆ − 1> 9|D|/4 − 2qˆ − 19|Y |/16 − 5qˆ.
Under the assumtion < |D|/8, this contradicts (31). 
4. Proof of Theorem 1
First, we estimate |S˜B(n)| above. Note that a container B uniquely determines the graph . One can assume that the
graph  uniquely determines some matching P such that |P |=(P )=(). Set T = Ch(P ) and t = |T |. Note that, by
deﬁnition, T ⊆ H . Set S1 = {A ∈ S˜B(n) : |A∩ T | t (1− )/2} and S˜2 = S˜B(n)\S1. Let us estimate |S1|. For M ⊆ T
let W(M) be the set of the ends of edges from P with colors contained in M . From here on we write M for A∩ T . Let
w1 be the number of the vertices from W(M) which are in loops and w2 = |W(M)| −w1. Then the number of subsets
C′ ⊆ W(M) for which C ∪ M is sum-free does not exceed 3w2/2. The number of subsets B\(T ∪ W(M)) by (26) is
not more than 2|B|−|T |−|W(M)| = 2n/2−|T |−|W(M)|+O(qˆ). Notice that
3w2/22−|W(M)|3w2/22−w2−w1 = (4/3)−w2/22−w1(4/3)−|M|.
Since |A ∩ T | t (1 − )/2 for A ∈ S1, we get
|S1|
∑
M⊆T
3|w2|2n/2−|T |−|W(M)|+O(qˆ)2n/2−(t/2)(1−) log(4/3)+O(qˆ). (34)
On the other hand, by the large deviation inequality (see, for example, [12]), the number of subsets M ⊆ T with
|M|< t(1 − )/2 does not exceed 2t exp{−22t}. Taking into account (26) and the inclusion T ⊆ B, we get that the
number of subsets of B\T does not exceed 2n/2−|T |+O(qˆ). This implies
|S2|2n/2−t (22 log )+O(qˆ). (35)
By (32), t |D|/8 = n/64 + O(qˆ). From (34) and (35), putting = 0.2346, we get
|S˜B(n)| = |S1| + |S2|2n/2−0.0158|D|/8+O(qˆ)2n/2−0.0024n+O(qˆ).
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The upper bound for |S˜B(n)| is obtained by summing |S˜B(n)| over B. In view of (27), we have
|S˜B(n)|
∑
B
|S˜B(n)|2o(qˆ) · 2n/2−0.0024n+O(qˆ) = 2n/2−0.0024n+O(qˆ). (36)
Combining |S˜(n)| = |S˜B(n)| + o(2n/2) with (16) and (36), we get (1).
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