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We establish the robustness of nonuniform exponential dichotomies
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turbations. Moreover, we show that the stable and unstable sub-
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tion are also of class C1 on the parameter, thus yielding an optimal
smoothness.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Smooth robustness and nonuniform hyperbolicity
We consider nonautonomous linear difference equations
vm+1 = Amvm + Bm(λ)vm (1)
in a Banach space, where λ is a parameter in some open subset of a Banach space, and where λ →
Bm(λ) is of class C1 for each m ∈ Z. Assuming that the unperturbed dynamics
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has a nonuniform exponential dichotomy (see Section 1.2 for the deﬁnition), we establish again the ex-
istence of nonuniform exponential dichotomies for Eq. (1), with an optimal regularity on the parameter.
Namely, we show that if the maps Bm are of class C1 in λ, then the stable and unstable subspaces of
the exponential dichotomies obtained from the perturbation are also of class C1 in λ (see Section 1.3
for a precise formulation of the result). This is the main novelty of our work.
The notion of exponential dichotomy, introduced by Perron in [11], plays a central role in a large
part of the theory of dynamical systems, and the study of robustness has a long history. In particu-
lar, the problem was discussed by Massera and Schäffer [8] (building on earlier work of Perron [11];
see also [9]), Coppel [6], and in the case of Banach spaces by Dalec’kiı˘ and Kreı˘n [7], with differ-
ent approaches and successive generalizations. For more recent works we refer to [5,10,12,13] and
the references therein. We note that all these works consider only uniform exponential dichotomies.
This is a very stringent notion for the dynamics, and it is of interest to look for more general types
of hyperbolic behavior. In particular, when all Lyapunov exponents are nonzero the linear dynamics
in (2) has a nonuniform exponential dichotomy. We refer to the books [1,2] for related discussions.
See also [3] for recent work concerning the study of robustness in the nonuniform setting, although
without considering any parameter dependence.
1.2. Setup
We describe in this section the standing assumptions in the paper, and in particular we introduce
the notion of ρ-nonuniform exponential dichotomy. Let B(X) be the set of bounded linear operators
in a Banach space X . Given an interval J ⊂ Z, let (Am)m∈ J be a sequence of invertible operators
in B(X). We consider the difference equation
vm+1 = Amvm, m ∈ J . (3)
For each m,n ∈ J we have vm = A(m,n)vn , where
A(m,n) =
⎧⎨
⎩
Am−1 · · · An ifm > n,
Id ifm = n,
A−1m · · · A−1n−1 ifm < n.
Given an increasing function ρ : J → Z with ρ(0) = 0, we say that the sequence (Am)m∈ J admits a
ρ-nonuniform exponential dichotomy if there exist constants
a < 0 < b, D, ε > 0, (4)
and projections Pm ∈ B(X) for each m ∈ J such that
PmA(m,n) = A(m,n)Pn, m,n ∈ J , (5)
and
∥∥A(m,n)Pn∥∥ Dea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|,∥∥A(m,n)−1Qm∥∥ De−b(ρ(m−1)−ρ(n))+ε|ρ(m−1)| (6)
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stable and unstable subspaces for each n ∈ J by
En = Pn X and Fn = QnX .
When ρ(n) = n we recover the notion of nonuniform exponential dichotomy.
We also consider parameterized perturbations of Eq. (3). Namely, let Y be an open subset of a
Banach space (the parameter space), and let Bm : Y → B(X) be a C1 function for each m ∈ J . We
assume that there exists a constant δ > 0 such that
∥∥Bm(λ)∥∥ δe−3ε|ρ(m)| and ∥∥B ′m(λ)∥∥ δe−3ε|ρ(m)| (7)
for every m ∈ J and λ ∈ Y . Given n ∈ J and vn = (ξ,η) ∈ En × Fn , we denote by
(xm, ym) =
(
xm(n, vn, λ), ym(n, vn, λ)
)
the solution of the difference equation
vm+1 = Amvm + Bm(λ)vm, m ∈ J . (8)
One can easily verify that
xm = A(m,n)ξ +
m−1∑
l=n
PmA(m, l + 1)Bl(λ)(xl, yl), (9)
and
ym = A(m,n)η +
m−1∑
l=n
QmA(m, l + 1)Bl(λ)(xl, yl) (10)
for each m n, with analogous identities for m n.
1.3. Smooth robustness and strategy of the proof
We want to show that for J = Z Eq. (8) still admits a ρ-nonuniform exponential dichotomy. More
precisely, the following is our main result.
Theorem 1. If the sequence (Am)m∈Z admits a ρ-nonuniform exponential dichotomy satisfying
a + ε < 0 < b − ε and a + 3ε < b, (11)
and λ → Bm(λ) are C1 functions satisfying (7) for m ∈ Z, then provided that δ is suﬃciently small, for each
λ ∈ Y the sequence (Am+ Bm(λ))m∈Z admits a ρ-nonuniform exponential dichotomywith the same constants
a and b, and with the constant ε replaced by 2ε. Moreover, the stable and unstable subspaces Eλn and F
λ
n of the
dichotomies are of class C1 in λ.
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are indeed the same for the sequences (Am)m∈Z and (Am + Bm(λ))m∈Z . This is due to the fact that we
assume an exponential decay in (7), since the constant ε in (4) is strictly positive. On the other hand,
when ε = 0 in general the constants a and b cannot be the same for both sequences (when both
admit an exponential dichotomy), as it is shown by taking any constant perturbation. Nevertheless,
the statement in Theorem 1 concerning the C1 dependence of the stable and unstable subspaces Eλn
and F λn on λ still holds for uniform exponential dichotomies, that is, when ε = 0 in (6). We refer
to [4] for a proof of this statement. We note that the argument in that paper is simpler than the one
presented here, although it seems to us that it cannot be used in the general nonuniform setting. On
the other hand, the proof given here also does not apply to the uniform case (in particular it breaks
down in (24) and in other similar places). To the best of our knowledge the optimal C1 dependence of
the spaces Eλn and F
λ
n on λ, by requiring only a C
1 dependence of the perturbation on the parameter,
is new even in the case of uniform exponential dichotomies.
We also want to describe the strategy of the proof. For simplicity we consider here only the stable
subspaces, although the discussion would be entirely analogous for the unstable subspaces. Being a
vector space, Eλn must be the graph of a linear operator. Moreover, one should expect that E
λ
n is close
to En provided that the functions Bm are suﬃciently small. This leads us to look for each space Eλn as
a graph over En . More precisely, we look for “small” linear operators Φn,λ : En → Fn such that
Eλn = graph(IdEn +Φn,λ), n ∈ Z. (12)
We obtain the unstable subspaces F λn in a similar manner. Namely, we look for “small” linear operators
Ψn,λ : Fn → En such that
F λn = graph(IdEn +Ψn,λ), n ∈ Z.
The strategy to show that Eq. (8) admits a ρ-nonuniform exponential dichotomy is then the fol-
lowing (again, for simplicity we consider here only the stable subspaces). Due to (5) we have
Em = A(m,n)En, m,n ∈ Z.
A similar identity must hold for the spaces Eλm , replacing A(m,n) by
Aλ(m,n) =
⎧⎨
⎩
Cm−1 · · ·Cn ifm > n,
Id ifm = n,
C−1m · · ·C−1n−1 ifm < n,
where Ck = Ak + Bk(λ) for each k ∈ Z. Namely, we must have
Eλm = Aλ(m,n)Eλn , m,n ∈ Z.
This means that given (xn, yn) ∈ Eλn the sequence (xm, ym) obtained from (9) and (10) must satisfy
(xm, ym) ∈ Eλm for every m n. By (12), the point (xn, yn) can be written in the form
(xn,Φn,λxn) = (IdEn +Φn,λ)xn,
and thus, for those sequences the pair of equations (9)–(10) is equivalent to
xm = A(m,n)xn +
m−1∑
PmA(m, l + 1)Bl(λ)(IdEl +Φl,λ)xl, (13)
l=n
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Φm,λxm = A(m,n)Φn,λxn +
m−1∑
l=n
QmA(m, l + 1)Bl(λ)(IdEl +Φl,λ)xl. (14)
Given linear operators Φm,λ , for each n ∈ Z the ﬁrst equation deﬁnes recursively linear operators
Wnl (depending on λ and on the operators Φm,λ) such that W
n
n = IdEn . This means that xl = Wnl xn .
Substituting in (14) we ﬁnally obtain the identities
Φm,λW
n
m = A(m,n)Φn,λ +
m−1∑
l=n
QmA(m, l + 1)Bl(λ)(IdEl +Φl,λ)Wnl . (15)
We then show that this last equation has a unique solution in an appropriate space of sequences Φm,λ
of linear operators. The main diﬃculties are the nonuniform exponential behavior of the dichotomy,
and the dependence of each Wnl on all the operators Φm,λ . A similar approach can be applied to
obtain unstable subspaces, or more precisely operators Ψm,λ as a unique solution of a certain equation
in an appropriate space of sequences of linear operators.
On the other hand, one of the main advantages of our approach is that we are able to show in
a more or less direct manner that the unique operators Φm,λ and Ψm,λ are of class C1 in λ, and
thus the same happens with the subspaces Eλn and F
λ
n . The proof requires considering simultaneously
additional equations related to the formal derivatives of (15) and of the corresponding identity for
Ψm,λ with respect to λ.
2. C1 regularity of the stable subspaces
We establish in this section the existence of stable subspaces Eλn for each Eq. (1) (that is, for each
λ ∈ Y ), provided that the perturbation is suﬃciently small. We also show that the maps λ → Eλn are
of class C1 for each n ∈ J . This is the content of Theorem 2 below. We emphasize that in this section
the interval J need not be Z.
We ﬁrst describe the class of functions where we look for the operators Φn,λ described in the
introduction. Given a constant κ < 1, let X be the space of sequences Φ = (Φn,λ)n∈ J ,λ∈Y of linear
operators Φn,λ : En → Fn indexed by Y such that
‖Φ‖ := sup{‖Φn,λ‖eε|ρ(n)|: (n, λ) ∈ J × Y } κ,
and
Cλμ(Φ) := sup
{‖Φn,λ − Φn,μ‖eε|ρ(n)|: n ∈ J} κ‖λ − μ‖
for each λ,μ ∈ Y . Equipping X with the distance
‖Φ − Ψ ‖ = sup{‖Φn,λ − Ψn,λ‖eε|ρ(n)|: (n, λ) ∈ J × Y },
it becomes a complete metric space. Given Φ ∈ X and λ ∈ Y , for each n ∈ J we consider the vector
space
Eλn = graph(IdEn +Φn,λ) =
{
(ξ,Φn,λξ): ξ ∈ En
}
.
The following is our main result for the stable subspaces.
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a + ε < 0 and a + 3ε < b,
and λ → Bm(λ) are C1 functions satisfying (7) for each m ∈ J , then provided that δ is suﬃciently small there
exists a unique Φ ∈ X such that
Eλm = Aλ(m,n)Eλn (16)
for every m,n ∈ J . Moreover:
1. for each n ∈ J , m n, and λ ∈ Y we have
∥∥Aλ(m,n)|Eλn∥∥ D ′ea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|, (17)
for some constant D ′ > 0;
2. the map λ → Φn,λ is of class C1 for each n ∈ J .
Proof. We follow the strategy of proof described in Section 1.3. Essentially, due to the required in-
variance in (16) this corresponds to solve the system given by Eqs. (13)–(14). For that we introduce
two sequences of linear operators, one related to (13) and the other to (14), whose ﬁxed points are
solutions of these equations.
We proceed with the proof of the theorem, separating the arguments into ﬁve lemmas. We ﬁrst
introduce linear operators related to (13). We ﬁx from the beginning an integer n ∈ J . Given Φ ∈ X,
n ∈ J , and λ ∈ Y we consider the linear operators Wnm,λ = Wnm,Φ,λ : En → Em determined recursively
by the identities
Wnm,λ = PmA(m,n) +
m−1∑
l=n
PmA(m, l + 1)Bl(λ)(IdEl +Φl,λ)Wnl,λ (18)
for m > n, setting Wnn,λ = IdEn . We note that for xn = ξ ∈ En , the sequence
xm = Wnm,λxn = Wnm,λξ
is the solution of Eq. (9) with yl = Φl,λxl for each l n. Equivalently, it is a solution of Eq. (13).
Now we rewrite Eq. (14), or more precisely Eq. (15), in an equivalent form. We recall that Eq. (15)
is obtained from (14) replacing xl by Wnl ξ = Wnl,λξ , with Wnl,λ = Wnl,Φ,λ deﬁned by (18). Thus, solving
the system (13)–(15) indeed we obtain a solution of the system (14)–(15).
Lemma 1. Given δ suﬃciently small, for each Φ ∈ X and λ ∈ Y the following properties are equivalent:
1. for every n ∈ J and m n we have
Φm,λW
n
m,λ = A(m,n)Φn,λ +
m−1∑
l=n
QmA(l + 1,m)−1Bl(λ)(IdEl +Φl,λ)Wnl,λ; (19)
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Φn,λ = −
∞∑
l=n
QnA(l + 1,n)−1Bl(λ)(IdEl +Φl,λ)Wnl,λ. (20)
Proof of the lemma. We ﬁrst show that the series in (20) is well deﬁned. We observe that since ρ is
an increasing function taking only values in Z, we have
ρ(l) − ρ(n) l − n whenever l n. (21)
Therefore, by (6) and (7), we obtain
∞∑
l=n
∥∥QnA(l + 1,n)−1Bl(λ)(Wnl,λ + Φl,λWnl,λ)∥∥eε|ρ(n)|
 (1+ κ)δD
∞∑
l=n
e−b(ρ(l)−ρ(n))+ε|ρ(l)|−3ε|ρ(l)|+ε|ρ(n)|
∥∥Wnl,λ∥∥
 2δD
∞∑
l=n
e(−b+ε)(ρ(l)−ρ(n))−ε|ρ(l)|
∥∥Wnl,λ∥∥. (22)
By (18), for each m n we have
∥∥Wnm,λ∥∥ Dea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|
+ (1+ κ)δD
m−1∑
l=n
ea(ρ(m)−ρ(l))+ε|ρ(l)|−3ε|ρ(l)|
∥∥Wnl,λ∥∥. (23)
Setting
Υ = sup
mn
(
e−a(ρ(m)−ρ(n−1))
∥∥Wnm,λ∥∥),
since |ρ(l)| |l| for each l we obtain
Υ  Deε|ρ(n−1)| + 2δDΥ
m∑
l=n
e−2ε|ρ(l)|
 Deε|ρ(n−1)| + 2δDΥ
m∑
l=n
e−2ε|l|
 Deε|ρ(n−1)| + 2δDΓ2εΥ, (24)
where
Γc :=
∑
e−c|l| = 1+ e
−c
1− e−c
l∈Z
2028 L. Barreira, C. Valls / J. Differential Equations 249 (2010) 2021–2043for each c > 0. Taking δ suﬃciently small so that 2δDΓ2ε < 1/2 (independently of n) we obtain
Υ  2Deε|ρ(n−1)| , and hence,
∥∥Wnm,λ∥∥ 2Dea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|. (25)
Therefore,
∥∥Wnm,λ∥∥ 2Dea(ρ(m)−ρ(n−1))+ε|ρ(n−1)−ρ(n)|+ε|ρ(n)|
= 2Dea(ρ(m)−ρ(n−1))+ε(ρ(n)−ρ(n−1))+ε|ρ(n)|
 2De(a+ε)(ρ(m)−ρ(n−1))+ε|ρ(n)|
 2De(a+ε)(ρ(m)−ρ(n))+ε|ρ(n)|. (26)
By (22) this implies that
∞∑
l=n
∥∥QnA(l + 1,n)−1Bl(λ)(Wnl,λ + Φl,λWnl,λ)∥∥eε|ρ(n)|
 4δD2
∞∑
l=n
e(a−b+2ε)(ρ(l)−ρ(n))+ε|ρ(n)|−ε|ρ(l)|
 4δD2
∞∑
l=n
e(a−b+3ε)(ρ(l)−ρ(n))
 4δD2Γ−a+b−3ε  κ, (27)
provided that δ is suﬃciently small.
Now we assume that identity (19) holds. It is equivalent to
Φn,λ = QnA(m,n)−1Φm,λWnm,λ −
m−1∑
l=n
QnA(l + 1,n)−1Bl(λ)(IdEl +Φl,λ)Wnl,λ. (28)
By the second inequality in (6) and (25), for each positive m > n we have
∥∥QnA(m,n)−1Φm,λWnm,λ∥∥
 2D2κe−b(ρ(m−1)−ρ(n))+ε|ρ(m−1)|e−ε|ρ(m)|ea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|
 2D2κe−b(ρ(m−1)−ρ(n))+a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|.
Since a < 0 and b > 0, letting m → +∞ in (28) we obtain identity (20).
Conversely, let us assume that identity (20) holds. Then
A(m,n)Φn,λ +
m−1∑
l=n
QmA(l + 1,m)−1Bl(λ)(IdEl +Φl,λ)Wnl,λ
= −
∞∑
QmA(l + 1,m)−1Bl(λ)(IdEl +Φl,λ)Wnl,λ
l=n
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l=n
QmA(l + 1,m)−1Bl(λ)(IdEl +Φl,λ)Wnl,λ
= −
∞∑
l=m
QmA(l + 1,m)−1Bl(λ)(IdEl +Φl,λ)Wnl,λ
for each m n. Since Wnl,λ = Wml,λWnm,λ , it follows from (20) with n replaced by m that (19) holds for
each m n. 
By Lemma 1, solving Eq. (15), or equivalently (19), is the same as solving Eq. (20). This motivates
the introduction of linear operators A(Φ)n,λ : En → Fn for each Φ ∈ X, n ∈ J , and λ ∈ Y by
A(Φ)n,λ = −
∞∑
l=n
QnA(l + 1,n)−1Bl(λ)(IdEl +Φl,λ)Wnl,λ, (29)
with the linear operators Wnl,λ : En → El given by (18). We note that solving Eq. (19) is equivalent to
ﬁnd a ﬁxed point Φ of the sequence of linear operators Φ → A(Φ)n,λ .
We ﬁrst establish some auxiliary properties.
Lemma 2. For any suﬃciently small δ, the operator A is well deﬁned, and A(X) ⊂ X.
Proof of the lemma. Repeating estimates in the proof of Lemma 1 we conclude that the operator A is
well deﬁned. Moreover, it follows from (27) that ‖A(Φ)‖ κ . Furthermore, writing Wnl,λ = Wl,λ and
Wnl,μ = Wl,μ , by (25) we have
bl :=
∥∥Bl(λ)(IdEl +Φl,λ)Wl,λ − Bl(μ)(IdEl +Φl,μ)Wl,μ∥∥

∥∥Bl(λ) − Bl(μ)∥∥ · ‖Wl,λ‖(1+ ‖Φl,λ‖)+ ∥∥Bl(μ)∥∥ · ‖Wl,λ − Wl,μ‖(1+ ‖Φl,λ‖)
+ ∥∥Bl(μ)∥∥ · ‖Wl,μ‖ · ‖Φl,λ − Φl,μ‖
 4δDe−3ε|ρ(l)|‖λ − μ‖ea(ρ(l)−ρ(n−1))+ε|ρ(n−1)| + 2δe−3ε|ρ(l)|‖Wl,λ − Wl,μ‖
+ 2δe−3ε|ρ(l)|Dea(ρ(l)−ρ(n−1))+ε|ρ(n−1)|κe−ε|ρ(l)|‖λ − μ‖
 6δDea(ρ(l)−ρ(n−1))+ε|ρ(n−1)|−3ε|ρ(l)|‖λ − μ‖ + 2δe−3ε|ρ(l)|‖Wl,λ − Wl,μ‖. (30)
Therefore,
‖Wm,λ − Wm,μ‖
m−1∑
l=n
∥∥PmA(m, l + 1)∥∥bl
 6δD2ea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖λ − μ‖
m−1∑
l=n
e−2ε|ρ(l)|
+ 2δD
m−1∑
ea(ρ(m)−ρ(l))−2ε|ρ(l)|‖Wl,λ − Wl,μ‖
l=n
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+ 2δDea(ρ(m)−ρ(n−1))
m−1∑
l=n
e−a(ρ(l)−ρ(n−1))e−2ε|ρ(l)|‖Wl,λ − Wl,μ‖.
Setting Υl = e−a(ρ(l)−ρ(n−1))‖Wl,λ − Wl,μ‖ it follows from this inequality that
Υm  6δD2Γ2εeε|ρ(n−1)|‖λ − μ‖ + 2δD
m−1∑
l=n
Υle
−2ε|ρ(l)|,
and setting Υ = sup{Υm :m n} we obtain
Υ  6δD2Γ2εeε|ρ(n−1)|‖λ − μ‖ + 2δDΓ2εΥ.
Taking δ suﬃciently small so that 2δDΓ2ε < 1/2 we obtain
Υ  12δD2Γ2εeε|ρ(n−1)|‖λ − μ‖,
which yields
‖Wm,λ − Wm,μ‖ 12δD2Γ2εea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖λ − μ‖. (31)
Thus, it follows from (30) that
bl  δKea(ρ(l)−ρ(n−1))+ε|ρ(n−1)|e−3ε|ρ(l)|‖λ − μ‖,
for some positive constant K .
Therefore, proceeding as in (26) and since a + ε < 0 we obtain
∥∥A(Φ)n,λ − A(Φ)n,μ∥∥eε|ρ(n)|

∞∑
l=n
∥∥QnA(l + 1,n)−1∥∥bleε|ρ(n)|
 δK D‖λ − μ‖
∞∑
l=n
e−b(ρ(l)−ρ(n))+ε|ρ(l)|ea(ρ(l)−ρ(n−1))+ε|ρ(n−1)|−3ε|ρ(l)|eε|ρ(n)|
 δK D‖λ − μ‖
∞∑
l=n
e−b(ρ(l)−ρ(n))+ε|ρ(l)|+(a+ε)(ρ(l)−ρ(n−1))+ε|ρ(n)|−3ε|ρ(l)|eε|ρ(n)|
 δK D‖λ − μ‖
∞∑
l=n
e−b(ρ(l)−ρ(n))e(a+ε)(ρ(l)−ρ(n))+2ε(ρ(l)−ρ(n))
= δK D‖λ − μ‖
∞∑
l=n
e(a−b+3ε)(ρ(l)−ρ(n))
 δK DΓ−a+b−3ε‖λ − μ‖,
and provided that δ is suﬃciently small we obtain Cλμ(A(Φ)) κ . This shows that A(X) ⊂ X. 
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indexed by Y such that λ → Un,λ is continuous for each n ∈ J , and
‖U‖ := sup{‖Un,λ‖ : (n, λ) ∈ J × Y } 1. (32)
We can easily verify that with this norm F becomes a complete metric space. We also deﬁne linear
operators B(Φ,U )n,λ for each (Φ,U ) ∈ X × F, n ∈ J , and λ ∈ Y by
B(Φ,U )n,λ = −
∞∑
l=n
QnA(l + 1,n)−1
× [Bl(λ)(Znl,λ + Φl,λZnl,λ + Ul,λWnl,λ)+ B ′l(λ)(IdEl +Φl,λ)Wnl,λ], (33)
with the linear operators Wnl,λ : En → El given by (18), and where each Znm,λ = Znm,Φ,U ,λ : En → Em is
a linear operator determined recursively by the identities
Znm,λ =
m−1∑
l=n
PmA(m, l + 1)
× [Bl(λ)(Znl,λ + Φl,λZnl,λ + Ul,λWnl,λ)+ B ′l(λ)(IdEl +Φl,λ)Wnl,λ] (34)
for m > n, setting Znn,λ = 0. We observe that by the continuity of the functions Φl,λ and Ul,λ on λ the
functions λ → Wnl,λ and λ → Znl,λ are also continuous (see also (31)).
Lemma 3. For any suﬃciently small δ, the operator B is well deﬁned, and B(X × F) ⊂ F.
Proof of the lemma. Set
C =
∞∑
l=n
∥∥QnA(l + 1,n)−1∥∥
× ∥∥Bl(λ)(Znl,λ + Φl,λ Znl,λ)+ Bl(λ)Ul,λWnl,λ + B ′l(λ)(IdEl +Φl,λ)Wnl,λ∥∥. (35)
It follows from (6), (25), and (32) that
C  (1+ κ)δD
∞∑
l=n
e−b(ρ(l)−ρ(n))+ε|ρ(l)|−3ε|ρ(l)|
∥∥Znl,λ∥∥
+ 2(2+ κ)δD2
∞∑
l=n
e−b(ρ(l)−ρ(n))+ε|ρ(l)|−3ε|ρ(l)|+a(ρ(l)−ρ(n−1))+ε|ρ(n−1)|
 2δD
∞∑
l=n
e−b(ρ(l)−ρ(n))−2ε|ρ(l)|
∥∥Znl,λ∥∥
+ 6δD2
∞∑
e−b(ρ(l)−ρ(n))−2ε|ρ(l)|+a(ρ(l)−ρ(n−1))+ε|ρ(n−1)|
l=n
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∞∑
l=n
e−b(ρ(l)−ρ(n))−2ε|ρ(l)|
∥∥Znl,λ∥∥
+ 6δD2
∞∑
l=n
e−b(ρ(l)−ρ(n))+(a+ε)(ρ(l)−ρ(n−1))−2ε|ρ(l)|+ε|ρ(n)|
 2δD
∞∑
l=n
e−b(ρ(l)−ρ(n))−2ε|ρ(l)|
∥∥Znl,λ∥∥
+ 6δD2
∞∑
l=n
e−b(ρ(l)−ρ(n))+(a+ε)(ρ(l)−ρ(n−1))+ε(|ρ(n)|−|ρ(l)|)
 2δD
∞∑
l=n
e−b(ρ(l)−ρ(n))−2ε|ρ(l)|
∥∥Znl,λ∥∥+ 6δD2
∞∑
l=n
e(−b+a+2ε)(ρ(l)−ρ(n)), (36)
where in the last inequality we have used that a + ε < 0 and ρ(n − 1) ρ(n). On the other hand, by
(32) and (34) we have
∥∥Znm,λ∥∥ (1+ κ)δD
m−1∑
l=n
ea(ρ(m)−ρ(l))−2ε|ρ(l)|
∥∥Znl,λ∥∥
+ 2(2+ κ)δD2
m−1∑
l=n
ea(ρ(m)−ρ(l))−2ε|ρ(l)|+a(ρ(l)−ρ(n−1))+ε|ρ(n−1)|.
Setting Υm = e−a(ρ(m)−ρ(n−1))‖Znm,λ‖ we obtain
Υm  2δD
m−1∑
l=n
e−2ε|ρ(l)|Υl + 6δD2
m−1∑
l=n
e−2ε|ρ(l)|+ε|ρ(n−1)|
 2δD
m−1∑
l=n
e−2ε|ρ(l)|Υl + 6δD2eε|ρ(n−1)|
m−1∑
l=n
e−2ε|ρ(l)|,
and hence, setting Υ = sup{Υm :m n},
Υ  2δΓ2εΥ + 6δD2Γ2εeε|ρ(n−1)|.
Thus, taking δ suﬃciently small so that 2δDΓ2ε  1/2 we obtain
Υ  12δD2Γ2εeε|ρ(n−1)|,
and hence,
∥∥Znm,λ∥∥ 12δD2Γ2εea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|. (37)
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C  24δ2D3Γ2ε
∞∑
l=n
e−b(ρ(l)−ρ(n))+a(ρ(l)−ρ(n−1))+ε|ρ(n−1)|−2ε|ρ(l)|
+ 6δD2
∞∑
l=n
e(−b+a+2ε)(ρ(l)−ρ(n))
 24δ2D3Γ2ε
∞∑
l=n
e−b(ρ(l)−ρ(n))+(a+ε)(ρ(l)−ρ(n−1))−2ε|ρ(l)|+ε|ρ(n)| + 6δD2Γ−a+b−2ε
 24δ2D3Γ2ε
∞∑
l=n
e(−b+a+2ε)(ρ(l)−ρ(n)) + 6δD2Γ−a+b−2ε
 24δ2D3Γ2εΓ−a+b−2ε + 6δD2Γ−a+b−2ε  1, (38)
provided that δ is suﬃciently small. This shows that B(Φ,U )n is well deﬁned for each n, and that
‖B(Φ,U )‖ 1. Therefore, B(X × F) ⊂ F. 
Now we deﬁne a new map S : X × F → X × F by
S(Φ,U ) = (A(Φ), B(Φ,U )).
By Lemmas 2 and 3, the map S is well deﬁned, and S(X × F) ⊂ X × F.
Lemma 4. For any suﬃciently small δ, the map S is a contraction.
Proof of the lemma. Given Φ,Ψ ∈ X, set Wl,Φ = Wnl,Φ,λ and Wl,Ψ = Wnl,Ψ,λ . We have
∥∥A(Φ)n,λ − A(Ψ )n,λ∥∥eε|ρ(n)|
 D
∞∑
l=n
e−b(ρ(l)−ρ(n))+ε|ρ(l)|+ε|ρ(n)|
× ∥∥Bl(λ)(Wl,Φ − Wl,Ψ ) + Bl(λ)(Φl,λWl,Φ − Ψl,λWl,Ψ )∥∥
 Dδ
∞∑
l=n
e−b(ρ(l)−ρ(n))−2ε|ρ(l)|+ε|ρ(n)|
(‖Wl,Φ − Wl,Ψ ‖ + ‖Φl,λWl,Φ − Ψl,λWl,Ψ ‖)
 Dδ
∞∑
l=n
e−(b−ε)(ρ(l)−ρ(n))−ε|ρ(l)|
× (‖Wl,Φ − Wl,Ψ ‖ + ‖Φl,λ‖ · ‖Wl,Φ − Wl,Ψ ‖ + ‖Φl,λ − Ψl,λ‖ · ‖Wl,Ψ ‖)
 Dδ
∞∑
l=n
e−(b−ε)(ρ(l)−ρ(n))−ε|ρ(l)|
× [(1+ κ)‖Wl,Φ − Wl,Ψ ‖ + ‖Φ − Ψ ‖ · ‖Wl,Ψ ‖e−ε|ρ(l)|]. (39)
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‖Wm,Φ − Wm,Ψ ‖
 (1+ κ)δD
m−1∑
l=n
ea(ρ(m)−ρ(l))+ε|ρ(l)|−3ε|ρ(l)|‖Wl,Φ − Wl,Ψ ‖
+ 2δD2‖Φ − Ψ ‖
m−1∑
l=n
ea(ρ(m)−ρ(l))+ε|ρ(l)|−3ε|ρ(l)|ea(ρ(l)−ρ(n−1))+ε|ρ(n−1)|−ε|ρ(l)|
 2δDea(ρ(m)−ρ(n−1))
m−1∑
l=n
e−a(ρ(l)−ρ(n−1))−2ε|ρ(l)|‖Wl,Φ − Wl,Ψ ‖
+ 2δD2ea(ρ(m)−ρ(n−1))‖Φ − Ψ ‖
∞∑
l=n
e−3ε|ρ(l)|+ε|ρ(n−1)|
= 2δDea(ρ(m)−ρ(n−1))
m−1∑
l=n
e−a(ρ(l)−ρ(n−1))−2ε|ρ(l)|‖Wl,Φ − Wl,Ψ ‖
+ 2δD2ea(ρ(m)−ρ(n−1))‖Φ − Ψ ‖eε|ρ(n−1)|
∞∑
l=n
e−3ε|ρ(l)|.
Setting
Υm = e−a(ρ(m)−ρ(n−1))‖Wm,Φ − Wm,Ψ ‖,
yields
Υm  2δD2Γ3εeε|ρ(n−1)|‖Φ − Ψ ‖ + 2δD
m−1∑
l=n
e−2ε|ρ(l)|Υl.
We obtain
Υ  2δD2Γ3εeε|ρ(n−1)|‖Φ − Ψ ‖ + 2δDΓ2εΥ,
where Υ = supmn Υm . Taking δ suﬃciently small so that 2δDΓ2ε < 1/2 (independently of n) yields
Υ  4δD2Γ3εeε|ρ(n−1)|‖Φ − Ψ ‖,
and thus,
‖Wm,Φ − Wm,Ψ ‖ 4δD2Γ3ε‖Φ − Ψ ‖ea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|. (40)
In a similar manner to that in (26) we also have
‖Wm,Φ − Wm,Ψ ‖ 4δD2Γ3ε‖Φ − Ψ ‖e(a+ε)(ρ(m)−ρ(n−1))+ε|ρ(n)|
 4δD2Γ3ε‖Φ − Ψ ‖e(a+ε)(ρ(m)−ρ(n))+ε|ρ(n)|. (41)
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∥∥A(Φ)n,λ − A(Ψ )n,λ∥∥eε|ρ(n)|
 δK ′‖Φ − Ψ ‖
∞∑
l=n
e−(b−ε)(ρ(l)−ρ(n))+(a+ε)(ρ(l)−ρ(n))−ε|ρ(l)|+ε|ρ(n)|
 δK ′‖Φ − Ψ ‖
∞∑
l=n
e−(b−a−3ε)(ρ(l)−ρ(n))
= δK ′Γ−a+b−3ε‖Φ − Ψ ‖, (42)
for some constant K ′ > 0, provided that δ  1.
Moreover, given Φ,Ψ ∈ X, U , V ∈ F, and λ ∈ Y , set
Zl,Φ,U = Znl,Φ,U ,λ and Zl,Ψ,V = Znl,Ψ,V ,λ.
We have
∥∥B(Φ,U )n,λ − B(Ψ, V )n,λ∥∥
 D
∞∑
l=n
e−b(ρ(l)−ρ(n))+ε|ρ(l)|
× ∥∥Bl(λ)[Zl,Φ,U + Φl,λ Zl,Φ,U + Ul,λWl,Φ − Zl,Ψ,V − Ψl,λZl,Ψ,V − Vl,λWl,Ψ ]
+ B ′l(λ)[Wl,Φ + Φl,λWl,Φ − Wl,Ψ − Ψl,λWl,Ψ ]
∥∥
 δD
∞∑
l=n
e−b(ρ(l)−ρ(n))−2ε|ρ(l)|
× [(1+ κ)‖Zl,Φ,U − Zl,Ψ,V ‖ + ‖Φl,λ − Ψl,λ‖(‖Zl,Φ,U‖ + ‖Wl,Φ‖)
+ ‖Ul,λ − Vl,λ‖ · ‖Wl,Φ‖ + ‖Wl,Φ − Wl,Ψ ‖
(
1+ ‖Vl,λ‖ + ‖Ψl,λ‖
)]
. (43)
Using (25), (37), and (41) we obtain
‖Zm,Φ,U − Zm,Ψ,V ‖
 δD
∞∑
l=n
ea(ρ(m)−ρ(l))−2ε|ρ(l)|
× [(1+ κ)‖Zl,Φ,U − Zl,Ψ,V ‖ + ‖Φl,λ − Ψl,λ‖(‖Zl,Φ,U‖ + ‖Wl,Φ‖)
+ ‖Ul,λ − Vl,λ‖ · ‖Wl,Φ‖ + ‖Wl,Φ − Wl,Ψ ‖
(
1+ ‖Vl,λ‖ + ‖Ψl,λ‖
)]
 δD
m−1∑
l=n
ea(ρ(m)−ρ(l))−2ε|ρ(l)|
× [(1+ κ)‖Zl,Φ,U − Zl,Ψ,V ‖ + (2+ κ)‖Wl,Φ − Wl,Ψ ‖
+ ‖Φl,λ − Ψl,λ‖
(‖Zl,Φ,U‖ + ‖Wl,Φ‖)+ ‖Ul,λ − Vl,λ‖ · ‖Wl,Φ‖]
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m−1∑
l=n
ea(ρ(m)−ρ(l))−2ε|ρ(l)|
× [(1+ κ)‖Zl,Φ,U − Zl,Ψ,V ‖ + δDK0ea(ρ(l)−ρ(n))+ε|ρ(n−1)|(‖Φ − Ψ ‖ + ‖U − V ‖)], (44)
for some positive constant K0, provided that δ  1. Setting
Υm = e−a(ρ(m)−ρ(n−1))‖Zm,Φ,U − Zm,Ψ,V ‖,
we obtain
Υm  δDK0
(‖Φ − Ψ ‖ + ‖U − V ‖)eε|ρ(n−1)|
m−1∑
l=n
e−2ε|ρ(l)| + 2δD
m−1∑
l=n
e−2ε|ρ(l)|Υl.
Therefore, setting Υ = supmn Υm yields
Υ  δDK0Γ2εeε|ρ(n−1)|
(‖Φ − Ψ ‖ + ‖U − V ‖)+ 2δDΓ2εΥ.
Taking δ suﬃciently small so that 2δDΓ2ε < 1/2 (independently of n) we obtain
Υ  δK ′′eε|ρ(n−1)|
(‖Φ − Ψ ‖ + ‖U − V ‖)
for some constant K ′′ > 0, and hence,
‖Zm,Φ,U − Zm,Ψ,V ‖ δK ′′
(‖Φ − Ψ ‖ + ‖U − V ‖)ea(ρ(m)−ρ(n))+ε|ρ(n−1)|
 δK ′′
(‖Φ − Ψ ‖ + ‖U − V ‖)e(a+ε)(ρ(m)−ρ(n))+ε|ρ(n)| (45)
Proceeding as in (44), by (37) and (45) it follows from (43) that
∥∥B(Φ,U )n,λ − B(Ψ, V )n,λ∥∥
 δK ′′D
(‖Φ − Ψ ‖ + ‖U − V ‖)
∞∑
l=n
e(−b+a+2ε)(ρ(l)−ρ(n))
+ δDK0
(‖Φ − Ψ ‖ + ‖U − V ‖)
∞∑
l=n
e(−b+a+2ε)(ρ(l)−ρ(n))
 δL
(‖Φ − Ψ ‖ + ‖U − V ‖), (46)
for some positive constant L, provided that δ  1. It follows from (42) and (46) that for δ suﬃciently
small the operator S is a contraction. 
We proceed with the proof of Theorem 2. We ﬁrst observe that by Lemma 4 there exists a unique
pair (Φ¯, U¯ ) ∈ X × F such that S(Φ¯, U¯ ) = (Φ¯, U¯ ). Since the operators Φ → A(Φ)n,λ are contractions
(see (42)), Φ¯ is the unique sequence in X such that
A(Φ¯)n,λ = Φ¯n,λ for every n ∈ J , λ ∈ Y .
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with (18) this implies that if ξ ∈ En , then
m → (Wnm,λξ, Φ¯m,λWnm,λξ)
is a solution of (13)–(14). This means that (16) holds. To prove the uniqueness, let Φ be another
sequence for which (16) holds. If ξ ∈ En , then
(ξ,Φn,λξ) ∈ Eλn and Aλ(m,n)(ξ,Φn,λξ) ∈ Eλm.
Therefore, if (xm, ym) is the solution of Eq. (8) with xn = ξ and yn = Φn,λξ , then ym = Φm,λxm for
m  n. This shows that (13)–(14) holds. We note that the sequence xm = Wnm,λξ satisﬁes (18) and
that (15) holds. Hence, Φ = Φ¯ .
It remains to establish the last two statements in Theorem 2. We ﬁrst establish the exponential
bound for Aλ(m,n)|Eλn in (17). Let (xn, yn) ∈ Eλn . For each m n we set
(xm, ym) = Aλ(m,n)(xn, yn).
As above, we have xm = Wnm,λxn and ym = Φm,λxm . Therefore,
(xm, ym) = (IdEm +Φm,λ)Wm,λxn,
and hence, by (25),
∥∥(xm, ym)∥∥ 4Dea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖xn‖.
Moreover,
∥∥(xn, yn)∥∥= ‖xn + yn‖ ‖xn‖ − ‖yn‖ = ‖xn‖ − ‖Φn,λxn‖ (1− κ)‖xn‖,
and we obtain
∥∥(xm, ym)∥∥ 4D
1− κ e
a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|∥∥(xn, yn)∥∥.
This yields inequality (17).
Finally we establish the C1 regularity of the maps λ → Φn,λ . We ﬁrst obtain an auxiliary statement.
We recall that A(Φ)n,λ and B(Φ,U )n,λ are given respectively by (29) and (33).
Lemma 5. Given Φ ∈ X, if λ → Φn,λ is of class C1 and Un,λ = dΦn,λ/dλ for each n ∈ J , then λ → A(Φ)n,λ is
of class C1 for every n ∈ J and
d
dλ
A(Φ)n,λ = B(Φ,U )n,λ (47)
for every n ∈ J and λ ∈ Y .
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clearly the linear operators Wnm,λ and Z
n
m,λ in (18) and (34) satisfy
Znm,λ =
d
dλ
Wnm,λ
for each m n and λ ∈ Y . This implies that
B(Φ,U )n,λ = −
∞∑
l=n
∂
∂λ
[
QnA(l + 1,n)−1Bl(λ)
(
Wnl,λ + Φl,λWnl,λ
)]
(48)
for every n ∈ J and λ ∈ Y . Now we observe that by (27) and (38) (see also (35)) the series deﬁning
A(Φ)n,λ and B(Φ,U )n,λ converge uniformly in λ. This allows one to interchange the series with the
derivatives in (48) to obtain (47). 
Now we consider the pair
(
Φ1,U1
)= (0,0) ∈ X × F.
Clearly,
U1n,λ =
d
dλ
Φ1n,λ
for every n ∈ J and λ ∈ Y . We deﬁne recursively a sequence (Φm,Um) ∈ X × F by
(
Φm+1,Um+1
)= S(Φm,Um)= (A(Φm), B(Φm,Um)).
Given m ∈ N, if λ → Φmn,λ is of class C1 for each n ∈ J , and
Umn,λ =
d
dλ
Φmn,λ
for every n ∈ J and λ ∈ Y , then it follows from Lemma 5 that λ → Φm+1n,λ is of class C1 for each n ∈ J ,
and that
d
dλ
Φm+1n,λ =
d
dλ
A
(
Φm
)
n,λ = B
(
Φm,Um
)
n,λ = Um+1n,λ (49)
for every n ∈ J and λ ∈ Y . Furthermore, if (Φ¯, U¯ ) is the unique ﬁxed point of the contraction map S
in X × F, then for each n ∈ J and λ ∈ Y the sequences (Φmn,λ)m∈N and (Umn,λ)m∈N converge uniformly
respectively to Φ¯n,λ and U¯n,λ . Now we recall that if a sequence fm of C1 functions converges uni-
formly, and the sequence of its derivatives f ′m also converges uniformly, then the limit of fm is of
class C1, and its derivative is the limit of f ′m . Thus, it follows from (49) that each function λ → Φ¯n,λ
is of class C1, and that
d
dλ
Φ¯n,λ = U¯n,λ
for every n ∈ J and λ ∈ Y . This completes the proof of Theorem 2. 
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We formulate in this section a version of Theorem 2 for the unstable subspaces. We ﬁrst de-
scribe an appropriate class of functions. Given a constant κ < 1, let Y be the space of sequences
Ψ = (Ψn,λ)n∈ J ,λ∈Y of linear operators Ψn,λ : Fn → En indexed by Y such that
sup
{‖Ψn,λ‖eε|ρ(n)|: (n, λ) ∈ J × Y } κ,
and
sup
{‖Ψn,λ − Ψn,μ‖eε|ρ(n)|: n ∈ J} κ‖λ − μ‖
for each λ,μ ∈ Y . Given Ψ ∈ Y and λ ∈ Y we consider the vector spaces
F λn = graph(IdFn +Ψn,λ), n ∈ J .
The following is our main result for the unstable subspaces.
Theorem 3. Given J ⊃ Z− , if the sequence (Am)m∈ J admits a ρ-nonuniform exponential dichotomy with
b − ε > 0 and b − 3ε > a,
and λ → Bm(λ) are C1 functions satisfying (7) for each m ∈ J , then provided that δ is suﬃciently small there
exists a unique Ψ ∈ Y such that
F λm = Aλ(m,n)F λn
for every m,n ∈ J . Moreover:
1. for each n ∈ J , m n, and λ ∈ Y we have
∥∥Aλ(m,n)−1∣∣F λm∥∥ D ′e−b(ρ(m−1)−ρ(n))+ε|ρ(m−1)|,
for some constant D ′ > 0;
2. the map λ → Ψn,λ is of class C1 for each n ∈ J .
Theorem 3 follows readily from Theorem 2 by reversing time.
4. Robustness of exponential dichotomies in Z
We consider in this section exponential dichotomies in Z, in which case Theorems 2 and 3 allow
us to construct simultaneously stable and unstable subspaces Eλn and F
λ
n . More precisely, the following
statement is a simple consequence of Theorems 2 and 3.
Theorem 4. If the sequence (Am)m∈Z admits a ρ-nonuniform exponential dichotomy satisfying (11), and
λ → Bm(λ) are C1 functions satisfying (7) for each m ∈ Z, then provided that δ is suﬃciently small, for the
unique Φ ∈ X and Ψ ∈ Y given by Theorems 2 and 3 the following properties hold:
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∥∥Aλ(m,n)∣∣Eλn∥∥ D ′ea(ρ(m)−ρ(n−1))+ε|ρ(n−1)|,
and
∥∥Aλ(m,n)−1∣∣F λm∥∥ D ′e−b(ρ(m−1)−ρ(n))+ε|ρ(m−1)|,
for some constant D ′ > 0;
2. the maps λ → Φn,λ and λ → Ψn,λ are of class C1 for each n ∈ Z.
Unfortunately, Theorem 4 gives no indication on how the subspaces Eλn and F
λ
n may vary one with
respect to the other. With this in mind, we set
αλn = inf
{‖x− y‖: x ∈ Eλn , y ∈ F λn , ‖x‖ = ‖y‖ = 1}.
In a Banach space, this number is a replacement for the notion of angle between the subspaces Eλn
and F λn . Indeed, in Hilbert spaces we have
αλn = 2 sin
 (Eλn , F λn )
2
.
The following statement gives a lower bound for αλn , and thus a lower bound for  (Eλn , F λn ) in the
case of Hilbert spaces.
Theorem 5. If the sequence (Am)m∈Z admits a ρ-nonuniform exponential dichotomy satisfying (11), and λ →
Bm(λ) are C1 functions satisfying (7) for each m ∈ Z, then for any suﬃciently small δ, we have X = Eλn ⊕ F λn ,
and there exists a constant c > 0 such that
αλn  ce−ε|ρ(n−1)| (50)
for each n ∈ Z and λ ∈ Y .
Proof. Given x ∈ Eλn and y ∈ F λn there exist x¯ ∈ En and y¯ ∈ Fn such that
x = (Id+Φn,λ)x¯ and y = (Id+Ψn,λ) y¯.
By (21) we have
∣∣ρ(n)∣∣ ∣∣ρ(n − 1)∣∣− 1 for every n ∈ Z.
Therefore,
‖Φn,λ‖ κe−ε|ρ(n)|  κ¯e−ε|ρ(n−1)|
and
‖Ψn,λ‖ κe−ε|ρ(n)|  κ¯e−ε|ρ(n−1)|,
where κ¯ = κeε . This implies that
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1− κ¯e−ε|ρ(n−1)|)‖x¯‖ ‖x‖ (1+ κ¯e−ε|ρ(n−1)|)‖x¯‖, (51)
and
(
1− κ¯e−ε|ρ(n−1)|)‖ y¯‖ ‖y‖ (1+ κ¯e−ε|ρ(n−1)|)‖ y¯‖. (52)
On the other hand, setting m = n in (6) we obtain ‖Pn‖ Deε|ρ(n−1)| (since a < 0), and thus also
‖Qn‖ ‖ Id−Pn‖ 1+ Deε|ρ(n−1)|  2Deε|ρ(n−1)|.
One can also show (see for example [2]) that
1
‖Pn‖  α
0
n 
2
‖Pn‖ and
1
‖Qn‖  α
0
n 
2
‖Qn‖ (53)
for each n ∈ Z. Therefore,
α0n 
1
2D
e−ε|ρ(n−1)|, n ∈ Z.
Now we observe that
∥∥∥∥ x¯‖x¯‖ −
y¯
‖ y¯‖
∥∥∥∥ ‖(x¯− y¯)‖ y¯‖ + y¯(‖ y¯‖ − ‖x¯‖)‖x¯‖ · ‖ y¯‖ 
2
‖x¯‖‖x¯− y¯‖.
Therefore, by (51) and (52),
‖x− y‖ = ‖x¯− y¯ + Φn,λx¯− Ψn,λ y¯‖
 ‖x¯− y¯‖ − ‖Φn,λ‖ · ‖x¯‖ − ‖Ψn,λ‖ · ‖ y¯‖
 ‖x¯‖
2
∥∥∥∥ x¯‖x¯‖ −
y¯
‖ y¯‖
∥∥∥∥− ‖Φn,λ‖1− κ¯e−ε|ρ(n−1)| ‖x‖ −
‖Ψn,λ‖
1− κ¯e−ε|ρ(n−1)| ‖y‖
 ‖x‖
2(1+ κ¯e−ε|ρ(n−1)|)
∥∥∥∥ x¯‖x¯‖ −
y¯
‖ y¯‖
∥∥∥∥− κ¯e
−ε|ρ(n−1)|
1− κ¯e−ε|ρ(n−1)| ‖x‖ −
κ¯e−ε|ρ(n−1)|
1− κ¯e−ε|ρ(n−1)| ‖y‖.
Taking the inﬁmum over all vectors x, y with ‖x‖ = ‖y‖ = 1 we obtain
αλn 
1
2(1+ κ¯e−ε|ρ(n−1)|)α
0
n −
2κ¯e−ε|ρ(n−1)|
1− κ¯e−ε|ρ(n−1)|
 1
4D(1+ κ¯e−ε|ρ(n−1)|)e
−ε|ρ(n−1)| − 2κ¯e
−ε|ρ(n−1)|
1− κ¯e−ε|ρ(n−1)|

(
1
4D(1+ κ¯) −
2κ¯
1− κ¯
)
e−ε|ρ(n−1)|.
Taking κ suﬃciently small yields inequality (50). This implies that X = Eλn ⊕ F λn for each n ∈ Z and
λ ∈ Y . 
We are ﬁnally ready to establish our main statement concerning the robustness of exponential
dichotomies (the C1 dependence of the maps Φn,λ and Ψn,λ on λ has already been established in
2042 L. Barreira, C. Valls / J. Differential Equations 249 (2010) 2021–2043Theorem 4). By Theorem 5 we have X = Eλn ⊕ F λn for each n ∈ Z, and hence, there exist projections
Pn,λ and Qn,λ such that
Pn,λ + Qn,λ = Id, Im Pn,λ = Eλn , and Im Qn,λ = F λn
for each n ∈ Z.
Theorem 6. If the sequence (Am)m∈Z admits a ρ-nonuniform exponential dichotomy satisfying (11), and
λ → Bm(λ) are C1 functions satisfying (7) for each m ∈ Z, then for any suﬃciently small δ, we have
Pm,λAλ(m,n) = Aλ(m,n)Pn,λ (54)
for every m,n ∈ Z, and
∥∥Aλ(m,n)Pn,λ∥∥ D ′′ea(ρ(m)−ρ(n−1))+2ε|ρ(n−1)|
and
∥∥Aλ(m,n)−1Qm,λ∥∥ D ′′e−b(ρ(m−1)−ρ(n))+2ε|ρ(m−1)|
for every m n and some constant D ′′ > 0.
Proof. The identities in (54) follows readily from the invariance
Aλ(m,n)E
λ
n = Eλm, m,n ∈ Z,
which holds by construction of the stable subspaces. Moreover, in a similar manner to that in (53)
one can show that
1
‖Pn,λ‖  α
λ
n 
2
‖Pn,λ‖ and
1
‖Qn,λ‖  α
λ
n 
2
‖Qn,λ‖
for each n ∈ Z. Thus, it follows from Theorem 5 that
‖Pn,λ‖ 2
αλn
 2
c
eε|ρ(n−1)|
and
‖Qn,λ‖ 2
c
eε|ρ(n−1)|
for each n ∈ Z. Since
∥∥Aλ(m,n)Pn,λ∥∥ ∥∥Aλ(m,n)∣∣Eλn∥∥ · ‖Pn,λ‖
and
∥∥Aλ(m,n)−1Qm,λ∥∥ ∥∥Aλ(m,n)−1∣∣F λm∥∥ · ‖Qm,λ‖,
the desired statement follows readily from the inequalities in Theorem 4. 
L. Barreira, C. Valls / J. Differential Equations 249 (2010) 2021–2043 2043We conclude the section by noting that all properties in Theorem 1 were established. Namely,
Theorem 6 shows that the sequence (Am + Bm(λ))m∈Z admits a ρ-nonuniform exponential dichotomy
with the same constants a and b, and with the constant ε replaced by 2ε. Moreover, by Theorem 4
the maps λ → Φn,λ and λ → Ψn,λ are of class C1 for each n ∈ Z, and thus the same happens with
their graphs, that is, the subspaces
Eλn = graph(IdEn +Φn,λ) and F λn = graph(IdFn +Ψn,λ).
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