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SUMMARY 
The purpose of this study is to develop a synthesis 
method for a class of measurement systems. A method has "been 
developed which is applicable to the design of systems with 
multiple design requirements and constraints, and to the de-
sign of systems with both stochastic and deterministic inputs. 
Application of the method results in the determination of the 
structure and parameters of the synthesized system* 
The synthesis problem is formulated as a problem in 
the calculus of variations. To do this, it is necessary to 
first develop a mathematical model for a measurement system. 
This model d-escribes the dynamic behavior of the specified 
unalterable system elements, the system inputs, and the sys-
tem disturbances. It is also necessary to state the various 
design requirements and constraints mathematically in terms 
of a system performance index. The synthesis problem is then 
posed as the variational problem of determining the structure 
and parameters of the system which is optimum with respect 
to the performance index, subject to the system dynamic con-
straints. A dynamic programming approach to the calculus of 
variations is employed to determine the optimum system. 
The system mathematical model is defined, using state 
variable notation, as a vector differential equation. The 
state vector associated with this vector differential equation 
contains the elements necessary to completely specify the 
mathematical model. 
It is assumed that the,specifled system dynamic ele-
ments are linear so that they are readily represented by 
linear differential equations, A large class of determinis-
tic input and disturbance signals can also be represented 
as solutions to appropriate differential equations. 
In the more general case where some of the input and 
disturbance signals are stochastic, it is necessary to incor-
porate a mathematical model for a random process into the 
system model. This is accomplished by showing that the first 
two statistical moments of any stationary or nonstationary 
random process can be represented as the output of a linear 
filter excited by white noise0 The mathematical model for a 
random process is then obtained by determining the vector 
differential equation which defines the linear filter. This 
differential equation is determined from the first two stat-
istical moments of the given random process, 
The system design requirements and constraints are 
stated mathematically in terms of a system performance index. 
The performance index is defined as the integral over the 
measurement interval of a system error functional which is 
a measure of the instantaneous deviation of the system per-
formance from the ideal. The error functional is different 
for different system applications and depends largely upon 
the physical intuition of the system designer. General mathe-
matical restrictions, which must be satisfied by usable error 
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functionals, are determined. 
Since the systems considered are in general stochastic, 
the system performance index can be optimized only in a stat-
istical sense0 The synthesis problem then becomes one of 
determining the system which minimizes the expected value of 
the performance index, subject to the dynamic constraints im-
posed by the system mathematical model* Application of the 
dynamic programming formalism to this problem results in a 
functional equation which relates the minimum of the expected 
value of the performance index to the parameters of the opti-
mum system. The limiting form of this functional equation 
is a partial differential equation. This equation is solved 
for two important classes of performance indices; a squared 
error index, and a final value index. In these cases, it is 
shown that the optimum system is a linear feedback system 
with time varying feedback gains. 
It is necessary to investigate system stability in or-
der to determine the conditions under which the synthesis 
procedure results in a stable system. This is done by em-
ploying methods of Lyapunov stability theory. In particular, 
it is shown that the synthesis procedure results in a stable 
system, if the solution to the functional equation is bounded 
from above, when the measurement interval is infinite. It 
is also shown that system stability is automatically guaran-
teed for the cases of minimum squared error and final value 
performance indices. 
ix 
Example problems are presented to illustrate the steps 




The problem considered in this study is that of syn-
thesizing a class of measurement systems. A "measurement 
system" is defined as a system whose function is to produce 
an output which is an estimate of the state of the system in-
put, Included in this definition are instrumentation systems, 
servomechanisms, and tracking systems. The design of such 
systems frequently involves the necessity of accommodating 
several design requirements and constraints simultaneously. 
Further, it may be required to measure several inputs which 
are in general time varying and may be either random or non-
random. Since it is necessary to provide physical outputs 
to convey the measurement information, specified dynamic out-
put elements must be included in the measurement system. In-
clusion of such elements imposes several physical constraints 
upon the problem which must be considered in the system de-
sign. Additional constraints may enter into the problem in 
the form of unwanted disturbance signals. As a result of 
these various constraints, system design by means of conven-
tional analysis techniques becomes impractical. Therefore, 
synthesis techniques capable of accommodating the imposed 
constraints are required. 
2 
The design of measurement systems, such as those under 
consideration here, has been considered extensively from an 
analysis point of view0 Conventional system analysis tech-
niques are presented in the books by Truxal (25) and Laning 
and Battin (26) 0 Hammond (l) presents an approach to measure-
ment system analysis which is useful in formulating synthe-
sis procedureso 
Techniques for the synthesis of measurement systems 
are based on the theory of system optimization. Using this 
theory, a system performance index is defined and then an 
effort is made to determine a system which is optimum with 
respect to the performance index0 Such techniques originate 
in the literature with the basic work of Wiener (2) on opti-
mal filter theory0 Using conventional calculus of variation 
techniques, Wiener showed that optimal filter theory problems 
lead to the Wiener-Hopf integral equation. Wiener was able 
to solve this equation and determine the parameters of an op-
timal filter in the case where the system input and distur-
bance signals are stationary and the measurement interval is 
infinite0 Bode and Shannon (3) presented a simplification 
of Wiener's method by developing a model for a stationary 
random process in the form of a linear time invariant filter 
excited by white noise. Various extensions of Wiener's method 
to include systems with nonstationary inputs and finite meas-
urement intervals appear in the literature (h - 11). The 
methods presented by these authors involve various techniques 
for the solution of the Wiener-Hopf integral equation0 
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Application of optimal filter theory techniques to the 
design of systems with specified dynamic system constraints 
is limited due to an inherent difficulty in treating such 
constraints with the formalism of the classical calculus of 
variationso Bellman (12) has developed an alternate approach 
to the calculus of variations which facilitates consideration 
of these dynamic constraintsa This approach, called dynamic 
programming, has been applied by Bellman to a variety of op-
timization problems in engineering and economics (12, 13). 
Merriam (1*0 has applied the dynamic programming formalism 
to the design of a class of automatic control systems with 
deterministic inputs„ The dynamic programming formalism, 
however, has not been extended in any general manner to the 
optimization of continuous stochastic systems0 The work of 
Levy (15) » on the representation of Gaussian random processes, 
enables the model for a random process presented by Bode and 
Shannon to be extended to a more general class of random pro-
cesses in a form which is compatible with the dynamic program-
ming formalism, 
The purpose of this study is to present a synthesis 
method which is applicable to the design of systems with mul-
tiple design requirements and constraints, and to systems 
with both stochastic and deterministic inputs and disturbances. 
The treatment of stochastic systems is not restricted to 
stationary random processes, nor to infinite measurement in-
tervals » The method is developed using the dynamic program-
ming techniqueso The extension of this technique to include 
h 
stochastic systems is facilitated by using a model for a ran-
dom process which is based upon the work of Levy« 
Stability criteria^ based upon the work of Bertram 
and Kalman (l6)e and Bertram and Sarachik (17), are estab-
lished for the synthesized systems0 




In this chapter a general physical description of the 
problem is givene The general class of systems to be consid-
ered is defined9 and the necessary assumptions are discussed, 
The design or synthesis problem is formulated and an outline 
of the synthesis procedure is given,, The last section of the 
chapter is concerned with the matter of notation,, 
System Description 
The class of systems to be considered in this study 
can be represented by the block diagram shown in Figure 1. 
In this figure9 the double lines are used to call attention 
to the fact that the block diagram is an abstract representa-
tion which indicates the flow of state variables in the sys-
temo Each state variable is a collection of one or more phy-
sical quantitieso In the case of a single input - single out-
put system9 the double lines in Figure 1 could be replaced 
by single lines representing the single variable physical 
quantities„ 
In Figure 19 the input process is to be measured over 
some finite time interval of duration T0 The plant is the 
output subsystem and consists of specified dynamic elements 
such as meter movements, servo motors, etc., which are neces-

















in general subject to disturbance signals which for instance 
might consist of electrical noise or random load disturbances 
The estimating system is an unspecified subsystem to be deter< 
mined by the design procedureo The estimating system func-
tions as a transducer which accepts the system inputs and 
produces the signal necessary to actuate the plant0 The de* 
termination of the estimating system parameters is to be done 
in such a manner that the over-all system performance is op-
timum, Optimum system performance is defined in terms of a 
preassigned system performance index0 The performance index 
for instance might be a measure of the error between a single 
input variable and a single output variable, or between a 
collection of inputs and outputs each weighted in a preas-
signed manner,, 
The design or synthesis problem associated with this 
class of systems can be formulated as the problem of determine 
ing the parameters of the estimating system such that system 
performance is optimumy subject to the dynamic system con-
straints imposed by the plant and by the disturbance process0 
Physical Considerations and Assumptions 
It is assumed that the dynamic behavior of the plant 
can be adequately described by a system of linear differen-
tial equationso This assumption is made only in the interest 
of simplifying subsequent calculations and is not a restric-
tion on the general synthesis technique0 
It is assumed that only limited energy is available 
to the plant and that the energy consumed by the plant is a 
quadratic functional over the plant inputs v_( t) 0 A mathe-
matical statement of this assumption will be incorporated 
into the system performance index to be discussed in Chapter 
IV 0 
The input and disturbance processes are in general 
random processes0 It is assumed that the first two statisti-
cal moments for each random variable are known9 and that the 
random variables can be adequately described in terms of the 
first two momentso Higher statistical moments can generally 
be neglected since in most practical engineering systems only 
average and mean square deviations of system performance from 
the ideal are of interest, 
Finally^ it is assumed that the disturbance process 
enters into the state of the plant in an additive fashionQ 
That iss multiplicative disturbances are not consideredc 
Outline of the Synthesis Procedure 
The synthesis procedure involves essentially the fol= 
lowing stepso 
(1) A mathematical model is constructed which ade-
quately represents system dynamic behaviorc 
(2) An index of system performance is defined which 
provides a measure of quality of system design, 
(3) The synthesis problem is posed as the variation-
al problem of optimizing system performance with respect to 
9 
the performance index, subject to the constraints imposed by 
the dynamic system- model0 
(U) The variational problem is attacked by means of 
the dynamic programming methodo Application of this method 
results in a functional equation which relates the parameters 
of the estimating system to the optimum value of the perform-
ance indexo 
(5) The functional equation is solvedo The solution 
results in a specification of the configuration and parameters 
of the estimating system0 
Notation 
State variable notation* is used throughout this thesis0 
Using this notation9 a dynamic system is described at any time 
by the value of its state vector0 A state vector is denoted 
by a character underlined by a bar0 Thus 9 x,( t) denotes a state 
vector, and x.(t) denotes the j.̂ *1 scalar component of the vec-
tor, In generalj lower case symbols which are not underlined 
are used to denote scalar quantities,, Capitalized symbols 
are used to represent matrices„ Thus8 A(t) is a matrix with 
elements a... The superscript T is used to denote the trans-








then x_ = [x 0 0 0 0 x ] 
*See, for instance8 Kalman (ll)0 
10 
The scalar or inner product of two vectors is referred to as 
T a dot product o Thus 9 x̂ ŷ
 = £ y_ is the dot product of the 
vector 3C with the vector jr and x̂ ŷ  = J^x^ 
The symbol E[xJ is used to denote the expected value 
of the vector ,x and expected value is defined as the ensem-






The covariance of the n vector x is defined by 
E[x(tx)B x(t2)] = Elxltj), (t,)
TJ 
an nxn matrix0 
The norm of a vector is denoted by norm x = I x II where 
x = [xf + x
2 ° ° ° 
I 
+ X2 ] 
n 
 i2 _ [x=x]2 
A more detailed discussion of the state vector nota-
tion and its relationship to more conventional notation is 
given in Appendix I0 
CHAPTER III 
A MATHEMATICAL MODEL 
In this chapter a general mathematical model is de-
fined which is applicable to the class of systems represented 
by Figure 16 The mathematical model for the entire system 
defined here consists of a combination of subsystem mathe-
matical models which represent the behavior of the plant and 
of the input and disturbance processes0 The model for the 
entire system takes the form of a vector differential equa-
tion,,* 
The estimating system is initially unspecified and is 
described only in terms of its output vector y_(t)c an ini-
tially unspecified state vector0 The plant is given as one 
of the design constraints so that its parameters are known0 
Thus, the plant output vector can be related to its input 
vector which is the same as the estimating system output vec-
tor 0 This relation constitutes a mathematical model for the 
internal system dynamics associated with the plant and esti-
mating systems The input and disturbance processes are in 
general random and a mathematical model must be defined to 
represent these random processes0 The combination of the 
models for the input and disturbance processes with that of 
the plant results in a mathematical model for the entire sys-
tem^ 
See Appendix I0 
12 
The Plant and Estimating- System 
The estimating system is initially unspecified, and 
its parameters are to be determined by the synthesis proce-
dure. The dynamic behavior of the estimating system is 
described by its output state vector y_{t) so that the esti-
mating system is specified once ŷ ( t) is determined,. Since 
the plant is specified, its parameters are known, By assump= 
tion, in the absence of external disturbance, the plant out-
put vector can be related to the estimating system output 
vector by linear differential equations*, In conventional no = 
tation, the plant outputs would be related to its inputs by 
a set of n*h order linear differential equations0 More com-
pact notation is possible using the concepts of state vectors 
and vector differential equations, as discussed in Appendix I0 
Thus, in the absence of external disturbances, the plant out= 
put vector x_(t) is related to the estimating system output 
vector y^t) by the vector differential equation 
x(t) * Ax(t)x(t) + C^tJjrjCt) (3d) 
where 
x_(t) is an (mxl) state vector 
y,(t) is an (mxl) input vector 
A (t) is an (mxm) matrix 
C,(t) is an (mxm) matrix., 
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The superscript on the matrix Ax(t) is used to denote the 
fact that the matrix is associated with the state variable 
x_. 
All quantities in equation (3d) are specified except 
the plant input v_( t) , which is to be synthesizedo The m com-
ponents of the plant state vector x.(t) represent the instan-
taneous values of the quantities necessary to completely spec-
ify the plant dynamic behavior0 In general9 if an analog 
simulation of the plant is constructed, the m components of 
x(t) are the integrator outputs0 
A Mathematical Model for a Random Process 
As mentioned above, the input and disturbance process-
es are in general random0 It is the purpose of this section 
to define an appropriate mathematical model for these random 
processes,, The model used here is similar to that used by 
Bode and Shannon (3), but is not restricted to stationary ran-
dom processes a 
Subject to the previously mentioned assumption that 
only the first two statistical moments are required to desribe 
the random processes, a theorem by Doob (l8) enables any ran-
dom process to be represented by an appropriate Gaussian ran-
dom processo Doob's theorem states that for any random pro-
cess with given mean and covariance, there exists a Gaussian 
random process with identical mean and covariance0 More spec-
ifically, if w(t) is a centered random variable, there exists 
a Gaussian random variable w(t) such that 
Ik 
E[w(t)] = E[w(t)] = 0 
E[w(t)w(s)] = E[w(t)w(s)] c 
Using this result, it can be shown that any random 
variable can be represented, insofar as its first two statis-
tical moments are concerned, as a component of a vector ran-
dom variable w.(t) which satisfies 
±±(t) = A
w(t)wi(t) + B1(t)u(t) (3.2) 
where 
w.(t) is an (q^x l) state vector 
Aw is a (qix q*) matrix 
B. is a (q«x l) matrix 
u(t) is a scalar stationary white noise process. 
In equation (3o2), the first component of w.(t) is a realiza-
tion of the Gaussian random variable w„(t), and u(t) is a 
stationary white noise process which will be discussed below0 
The elements of the matrices Aw(t) and B„(t) are determined 
from the first two statistical moments of the given random 
process by methods outlined in Appendix III0 
Equation (3«2) represents a description of a time vary= 
ing filter excited by a stationary white noise process0 Since 
the filter is time variable, the filter output w(t) is a non-
stationary random process, 
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The white noise process u(t) is formally the deriva-
tive of the elementary Gaussian process considered by Doob 
(l9)o Let u(t) denote Dbob"s elementary process, then u(t) 
has the properties 
E[u(t) - u(s)] = 0 
E[u(t) - u(s) ] 2 = o2 |t-s| 
Also, the u-(t') process has independent increments,, That is, 
if t1<t2°ooo<it , then the 
Aui = [u(t'i + 1) - u(ti)] (i = lB2,.«o,n-l) 
are mutually independent random variables„ With probability 
one, u(t) is a continuous process^ Hbwever, u{t) is not of 
bounded variation on any finite time interval so that -5-7- is 
dt 
undefinedo Howevere for any continuous f(t), the Stieltjes 
sum 
t 
/ f(s) du (s) 
*o 
exists and has the properties 
t 
E / f(s) du (s) = 0 
t o 
t t 
E[/ f(s)du(s)]2 = o2 f f2(s) ds 0 (3o3) 
o ° 
Formally, du(t) can be written as du(t) = u(t) dt, and the 





Then from (3o3) it follows that formally 
E[u(t)u(s)] = a26(t-s) (3«U) 
where 6(t) is the dirac delta funt5tion0 Thus, u(t) has the 
properties of a stationary white noise process with spectral 
density a2e 
Although undefined rigorously, the u(t) process will 
be used throughout this presentation as a formal device to 
avoid dealing with Stieltjes integrals, The white noise pro-
cess is employed in a manner analogous to the use of impulse 
functions in deterministic systems0 
As is shown in Appendix II, the Gaussian random varia-
ble w(t) can be represented as a linear transformation of the 
white noise process of the form 
t 
w(t) = / G(t,s)u(s)ds (3o5) 
t o 
where G(t,s) is defined by equation (A-2„17)o The random 
variable w(t) is then the output of a linear filter with im-
pulse response G(t,s) excited by the stationary white noise 
process u(t), Since G(t,s) is a time varying impulse re-
sponse function, w(t) is a nonstationary random variable. 
As is known*, the integral equation (3o5) is equiva-
lent to an appropriate linear differential equation,. For the 
*Coddington and Levinson (20), pge 193. 
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purposes of this workj it is expedient to convert the inte-
gral equation (3o5) to an equivalent differential equation 
representation in terms of the vector differential equation 
(3o2)0 In Appendix IIIj, a procedure is outlined for perform= 
ing the conversion from the integral representation to the 
differential equation0 Using the methods of Appendix IIIj, 
the matrix coefficients A w(t) s and Bi(t) of equation (3o2) 
are specified, thus defining the model for a random process 
represented by equation (3o2)0 Explicit specification of the 
matrices is given following equation (A<=1013) where the ele-
ments of AY and B„ are determined from equations (A~lol5)9 
and (A-3ol6)9 respectively0 
The Complete System Model 
The complete system model consists of a combination 
of the subsystem models previously definedo Let W;(t) be the 
plant disturbance process state vector8 w^ (t) be the system 
input process state vector^ and x(t) be the plant state vec-
tor» Then 
*,(t) = AW(t)w,(t) + Bfl(t)u(t) 306 
w2(t) = A^(t)w2(t) + B2(t)u(t) (3o7) 
and since it is assumed that the disturbance process enters 
the plant state in an additive manner9 the plant state in the 
presence of the disturbance process is specified by 
x(t) = Ax(t)x(t) + D(t)w (t) + C (t)LAt (3o8) 
where D(t) is an (rnxq^) matrix0 Then by use of the defini 
tions 
a(t-) = Si 
w, 
B t) = 
0 
^ 
B l j r ( t ) = o 1 
B 2 'o 
A(t) 
AX D 0 
0 AY 0 
0 0 Aw 2 
c(t) = 
Cj 0 0 
0 0 0 
0 0 0 
equations (3 „ 6) 9 (3oT)B (3»8) can be combined into the single 
vector differential equation 
£(t) = A(t)£(t) + B(t)u(t) + C(t)Z(t 3o9 
In equation (3o9 ) 9 £ is an (n=m + q^+q2x l) state vector which 
represents the dynamic behavior of the complete system0 Equa= 
tion (3o9) then is a mathematical model for the system shown 
in Figure 10 In case all system parameters are deterministic8 
then B(t) = 0 in equation (3o9)o 
CHAPTER IV 
SYSTEM PERFORMANCE INDEX 
In Chapter III, a mathematical model for the class of 
systems represented by Figure 1 was defined in terms of the 
vector differential equation (3o.9')o In equation (3«9), y_( t) 
is an unknown vector function to be specified by the synthe-
sis m-ethodo However, before a synthesis procedure can be 
formulated, it is necessary to define a system performance 
index which serves as a measure of the quality of the system0 
Various specific performance indices have been discussed in 
the literature, for instance the mean square error criterion 
introduced by Wiener (2)0 This chapter is devoted to defin-
ing a general class of performance indices applicable to the 
problem at hando Necessary mathematical restrictions on the 
general class of indices are discussedo The synthesis prob-
lem is then posed as the variational problem of finding a 
ŷC t) which results in system performance which is optimum with 
respect to the performance index, subject to the system dy-
namic constraints imposed by equation (3.9)o 
The System Error Functional 
An instantaneous measure of the deviation of system 
performance from the ideal can generally be defined as a scal-
ar functional over the system state variables,, That is, a 
20 
system error functional e(t) can be defined by 
e(t) = F(£titt) o (U.l) 
As an example, if a quadratic error function is used in con-
junction with a constraint on plant energy, then F is of the 
form 
where G, Q are given symmetric matrices which weight the 
various components of the error functional,, The first term 
in (1+o 2) represents the square of the deviation of the output 
state from the input and the second term is a measure of the 
energy supplied to the plant0 
In order that the error functional have some physical 
significance, and to insure a solution to the synthesis prob-
lem, certain mathematical restrictions must be placed upon 
F^£»v-»t^° *n particular, if z represents the desired system 
state (the state which corresponds to zero system error), 
then it is required that 
F C ^ y ^ t ) = 0 o (U03) 
Also for z # z , it is required that the error functional be 
""d 
a monotone increasing function of the deviation of z from z. 
— —a 
for both positive and negative deviationsc That is, it is 
required that F(z9y,t) •+«• monotonically as || z - z || -*-» „ In 
addition, it is required that the error functional be chosen 
such that first and second partial derivatives of Ffz^y^t) 
with respect to each component of £ and v_ exist and such that 
the first partial derivative of F(jẑ ŷ t-) with respect to t 
is continuous on the measurement interval [0,T]0 
It should be noted that choice of the error functional 
is dependent upon the use of the particular system under con-
sideration o The error functional chosen for any given system 
is largely a matter of physical intuition on the part of the 
system designers However9 most physically meaningful measures 
of system error will conform to the general restrictions 
stated aboveo 
The Performance Index 
The performance index is a measure of system perform-
ance over the measurement interval0 For this work, the per-
formance index is taken to be a time dependent functional of 
the form 
T 
J(t) = jF(z9£ss)ds 0<t«T o (1*0*0 
t "" 
That is9 J(t) is taken as a sum of the system error functional 
from current time t to the end of the measur^^-*" intervale 
Errors for time previous to current tinre t are not included 
in the performance index J{t) since errors which have already 
occurred cannot be corrected and hence have no bearing on the 
current choice of plant inputs0 Equation (̂  0 *0 describes the 
general class of performance indices to be considered,, For 
specific systems, it is necessary to choose a specific form 
for the error functional such as that given by equation (U02)= 
22 
Optimum Performance 
Since the performance index is defined as a measure 
of system error, it follows that best or optimum performance 
is obtained when J(t) assumes a minimum value. The choice 
of the plant input vector y_(t) should then be made in such 
a manner as to minimize J(t)8 However, the fact that £(t) 
is in general a random vector precludes the possibility of 
finding a £_( t) which minimizes J(t) for all possible values 
of z_(t)0 A reasonable alternative is to attempt to find a 
y_(t) such that the probability of J(t) exceeding a specified 
small value is small, That is, a y_( t) will be sought which 
insures that 
P[j(t) > a] < b (U o5) 
for some appropriate a,b0 Using the Chebychev inequality*, 
the inequality (U.5) is satisfied if 
E[j(t)] < N(a,b) (b06) 
where N is some number depending upon a and b0 The best hope 
for satisfying an inequality of the form (h06) is to make the 
expected value of J(t) as small as possible0 The synthesis 
problem then becomes one of determining a particular plant 
input vector yj t) such that the expected value of J(t) using 
v_(t) is less than for any other possible plant input vector c 
min 
Mathematically, the synthesis problem then becomes that of 
*Davenport and Root (2l), pg. 63. 
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determining ^(t) such that 
min 
E[J (t)] _ E[J (t)] t (U.7) 
Hnin y 
subject to the dynamic system constraints imposed by equa-
tion (3.9)« 
CHAPTER V 
THE FUNCTIONAL EQUATION 
In Chapter IV, the synthesis problem was posed as the 
variational problem of minimizing the expected value of the 
performance index expressed by equation (^0^)9 subject to the 
dynamic constraints imposed by equation (3o9)o In this chap-
ter, the minimization is attacked using the formalism- of Bell-
man's dynamic programming method (12)0 The result of the 
application of this method is a functional equation which re-
lates the minimum of the expected value of the performance in-
dex J(t) to the plant input vector, y_( t) 0 The limiting form 
of this functional equation is a partial differential equa-
tion0 
Dynamic Programming 
The variational problem posed in Chapter IV could be 
attacked by the classical Euler-Lagrange variational calcu-
lus e Application of this technique would require that the 
constraint equation (3o9) be converted to an equivalent in-
tegral equation so that the Lagrange multiplier method could 
be employedo Then application of the classical variational 
calculus would result in the Euler-Lagrange functional equa-
tionc The limiting form of this functional equation is a 
partial differential equation^ the solution of which must 
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satisfy two point boundary conditions0 In general, the Euler 
Lagrange equation is difficult to solve and requires special 
computational consideration,* 
The method of dynamic programming, as developed by 
Bellman (12), provides an alternative approach to variational 
problems such as that posed in Chapter IV0 Application of 
the dynamic programming method results in a functional equa-
tion, the solution of which is constrained to satisfy only 
one fixed boundary conditions Solution of this functional 
equation is conceptually much simpler than the solution of 
the functional equations which result from the EUler-Lagrange 
technique„ 
The formalism employed in the dynamic programming me-
thod follows directly from the application of the "principle 
of optimality6" This principle** states that "an optimal 
policy has the property that, whatever the initial system 
state and initial decision are} the remaining decisions must 
constitute an optimal policy with regard to the system state 
resulting from the first decision©" In a simple geometric 
application, this principle states that any portion of an op-
timal trajectory is an optimal trajectory,, A mathematical 
statement of this principle, as applied to the variational 
problem posed earlier, results in a functional equation re-
lating the minimum of the expected value of the performance 
*Sagan (22), pg0 273* 
**Bellman (12), pg0 83c 
index to the plant input vector, y_(t), as will be shown in 
the following. 
Application of the Dynamic Programming Method 
The statement of the principle of optimality involves 
an initial system state and an initial optimal decision. 
Thus to apply the optimality principle to the problem under 
consideration, consider an arbitrary time t which belongs 
to the measurement interval [0,T]6 Let the system state at 
this time be denoted by z(t ) = z . Assume that there exists 
— o —o 
a y_(t ) which gives EtJft^z^] a minimum value,. For fixed T, 
the minimum value of the expected value of J(t ) given z 
O """O 
is a function only of the time t and the system state z 
o —o 
since the minimization over v_ eliminates the functional de-
pendence upon the vector v_. Thus, if the minimum is denoted 
by the functional ^(z ,t ), then 
^o o 
T 
4r(zo»to) = m i n E {/ F(£.£»s)<is I z : (5ol) 
L to 
The functional V(z ,t ) is the minimum of the expected value 
—o * o 
of the performance index resulting from the initial decision, 
v_( t ), and can be used to develop a mathematical statement of 
the optimality principle0 
The integral (5ol) can be expanded into the sum of two 
integrals as 
t +At T 
¥(z ,t ) = min E{J°F(z,y,s)ds|z + / F(z,y,s)ds|zn } (5.2) 
y t t +At 
*• O O 
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where At is an arbitrary small time increment and the mini-
mization operation is performed over the interval [t 9 T ] 0 
Referring to the differential equation (3o9)j) which governs 
the system state B it can "be seen that whatever the value of 
£(t ) 9 its effect on system state on the interval [t Pt0+At] 
is to change the state from z(t ) = z to z(t + At) or for At w — o —o — o 
small enough to z.(tQ + At) = z^+Az^ Then using the principle 
of optimalityp the minimization of the second integral must 
be accomplished "by a v_( t) which is optimum with respect to 
the initial y (t ) and z(t ) 0 The minimization of the second 
*• o •• o 
integral then becomes a problem identical to that which led 
to (5ol) so that (5o2) may be rewritten as 
tQ+At 
*(zoit0) = min E{/ F(ze2r9s)ds + • ¥( zQ + Az flt +At) | z^ } (5o3) 
Z t0 
where the minimization operation is performed over the inter-
val [tot)to + At]0 Equation (5o3) is a mathematical statement 
of the optimality principle in this case0 
Equation (5o3) provides a recurrence relationship be-
tween V(z flt^) and Y(z +Az9t +At)0 To make this relation-
—o B o —o —' o 
ship more useful, the term ^(j^Q+Az^t +At) is expanded into 
a Taylor series as 
¥<£o + A £ » * o ' f A t ) = ^£o» to ) + Vz ^£o^o ) o V i + ( 5 ° k > 
—o 
3V(z f t ) 
0 0 rr At + T f ( v „ ^ ( z j t 0 ) ° A z A t + 
d t a t Z 0 O =— 
—O 
3 2 v ( z o 6 t 0 ) 
i v 2 Y(z B t j A z » A z + i « .At
2 + R 
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where R is the remainder after the second variation and 
V f(f) 
1 3f 















• • o e i 
3z 
n 
From equation (A-l«17)f equation (3o9) has a solu-
tion of the form 
t -i 
z(t) = J*(t)*U)[B(s)u(s) + Cis)^{s)]ds 
o 
(5.5) 
Thus the difference Az = z(t +At) - z can be expressed as 
—O 
t +At -l 
Az, = J $(t )*(s)[B(s)u(s) + C(s)y-(s)]ds (5.6) 
Using equation (5«6)t A£ can be replaced in equation ( 5 ° *0 
yielding 
*(i0,t0) = min{E(/°P(z,iL,s)ds + *(«<,,tQ) + ilifigiisi-At + 
£ *° (5.7) 
3Vz »(io»to) 
[ V£ 0"
(-o' to ) + A t "° 3tQ
 ] # 
t0+At -1 
[/ %(t0)*(s)[B(s)u(s) + C(s)y>)]ds] + 
*o 
t +At -l 
[|Vi *<£ott0>J •(t0)»(8)[B(s)u(s) + C(s)I(s)]ds]0 
"° *o 
t_+At -1 
[/%(t0)*(s)[B(s)u(s) + C(s)v_(s)]ds] + 
*0 
3 2^£o» to ) 
i At2 + R)|z } o 
2 3t2 ° 
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Then using the expected value operation in equation (5o7) re-
sults in 
3Y(z ft ) 
^ i o ^ o ' = nin(ViF(z.(tl)<)tl)]\z0 + yU o et 0) + Z- At + 
1 (5.8) 
^ t *(z tt ) t +At -1 
o ° L-]o[f°*(t 
z •'io»-o' at ' ° 
[Vz Vf-zo.it0) + At 2 _ J
0» 0)*(s)-C(s)£(s)ds] + 
•o o t 
0 
t + At -i t +At -l 
[k7l ^(£o9t )/°*(t0)*(s)C(s)y,(s)ds]-[/
0*(to)*(s)C(s)ir(s)ds] + 
"° ' *o *o 
,t +At -i -1 32y^ t ) 
i/°B(B)#(s)*(t0)Vz V(£oft )*(t0)*(s)B(s)ds + i -° ° At
2 + R) 
t -o at2 
o 
In equation (5o8), the mean value theorem for integrals has 
tQ + At 
been used on the integral / F'( z.jŷ s )ds and tj is a time he-
to 
tween tQ and to+At0 
Now dividing equation (5o8) through by At, taking the 
limit as At-*0, noting that 
t +At -i 
lim |r/°»(t H(s)C(s)v_(s)ds = A(tQ)z0 + C(t W(t Q) , 
At+0 t o 
and assuming that lim _S. = 0 yields 
At-*0 A t 
0 = m i n [ F ( z I o > t ) • Vz f ( ^ , t ) . [ A ( t ) ^ + C ( t 0 ) y 0 ] + 
v_ - o 
3 t 2 i = l j = l 9 z . a z i n - J + l m - i + 1 
Equation (5<>9) is a functional equation relating the minimum 
of the expected value of J(t) to the plant input vector at 
time t o However, since t is an arbitrary time9 equation 
(5«9) holds for any time on the measurement interval [09T]0 
Equation (5o9) then can be rewritten as 
^ ( " > T ) «= min{F(£9Zj9T) * U ( Z 8 T ) » [ A ( T ) Z ( T ) + C(t)y(i)] + 
(5.10) 
n n a2Y(zaT I i i JL 
i=lj=l 8 zi 3 zj m-i+1 m=j+l 
} 
where x = T-t0 The initial conditions for the partial diff-
erential equation (5ol0) can be established from equation 
(5cl)o 
Equation (5Q10) is the functional equation of the dy-
namic programming methodo By performing the minimization 
with respect to y_B- a relationship between the plant input 
vector y_(t) and the functional ^(Z^T) is obtainedo Then af-
ter eliminating y_(t) from (5ol0)8 a partial differential eq-
uation involving only ¥ ( £ 9 T ) results0 This equation will 
be used in Chapter VII to obtain solutions for specific sys-
tem error functionals0 
It should be noted that for stationary systems when 
the interval [O^T] approaches infinity9 the partial deriva-
tive — in equation (5olO) becomes zero0 The computation 
d T 
considerations required to solve equation (5°10) are then 
much simpler0 In a practical situation^, this case would oc-
cur when the time constants associated with the system inputs 
are significantly larger than the longest plant time constant 
The fact that the functional V ( £ 9 T ) which solves eq-
uation (5ol0) provides a unique minimum of the performance 
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index can be verified by a contradiction arguments Assume 
that there exists a different functional g(£8i) which is 
smaller than 4 ,(£,T) 0 That is, assume gCz^t) satisfies 
I&LLIII = min{F(z,y_,T) + Vzg( £, T ) • [ A( T ) z_ + CyJ (5oll) 
_ n n . o # v 
+ I j J a S< 2i T>b b } 
2i=lj=l 9 zi 9 zj m-J+1 m-i+1 
with gfz^O) = 0t and gU,!) <. T I Z J T ) . 
Let y_ = y_* be the vector which provides the minimum 
in equation (5.10), and £ = £ be the vector which provides 
the minimum in (5,ll)0 Then from (5<>10) 
|I=F(z,jr.,T) + V2,.[Az + Cjr.] + | [ I - | i l _ t * 
i=lj=l l j m-i+1 m-j+1 
(5.12) 
and from (5.11) 
n n 
|f - *(£.£.!> + Vzg.[Az + c£] + 1 [ ^ T7-f^
b b 
9T Z 2i=lj=l9zi9zj m-i+1 m-j+1 
(5.13) 
From equation (5.10), it follows that 
|i > F(..r.x) • v2g.[Az + c£] • |j | ̂ 0-b * 
i=lj=l i j m-i+1 m-j+1 
(5.1*0 
but if (5.11) holds then 
| f > F(z,y.*,T) + 7 z^.[Az + Cjr*] + f f —ILL- b b 
3T i = l j = l 9 z i 9 z j m-i+1 m-j+1 
(5ol5) 
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Using these inequalities, there results 
21 - it > [V ¥ - Vff].[Az + Cy] > [V <F - V g]-[Az + Cy/] . 
(5.16) 
To simplify (5.16), let f = -g then (5el6) becomes 
V f«[Az + Cy] > |i > V f«[Az + Cy * ] (5.17) 
Z — •*• -" dT — Z — *-
or as separate equations 
il - Vf-[Az + Cy] > 0 (5.18) 
3x z — — 
i£ - 7 f«[Az + Cy*] < 0 o 
3 T Z — *- —' 
But from (5»l)» it follows that the minimum of the expected 
value of J(T) equals zero so that f(z_,0) = 0o Then since 
the equations (5.18), with the equality holding, have identi-
cally zero solutions for f(jz,0) = 0, it follows that 
g = Y 
y* = y 
CHAPTER VI 
SYSTEM STABILITY 
The fact that the ¥(2^1) 9 which furnishes a solu-
tion to the functional equation (5olO)9 minimizes the ex-
pected value of the performance index does not "by itself 
guarantee that the resulting system is stable in the sense 
that the system output vector converges toward the input 
vector with time0 It is, therefore9 necessary to determine 
the conditions such that a stable system results from the 
synthesis procedure., As pointed out by Kalman (l6)6 one 
method for doing this is to relate the functional ^CZ^T) to 
a suitable Lyapunov function0 This section is devoted to 
establishing system stability criteria by means of Lyapunov 
stability theory,, Since the systems under consideration are 
in general stochastic, only stability in the mean or average 
sense is investigatedo Lyapunov stability theory has been 
interpreted for stochastic systems by Bertram and Sarachik 
(17) and the following discussion is based on their work0 
Definition of Stability 
System stability is a measure of the deviation of 
system motion from a specified or fixed trajectory,. If Zj("t) 
denotes the desired system state (the state which results in 
zero for the expected value of system error ) t then the 
3̂  
question of stability involves a measure of the difference 
between the expected value of the system state z(t) and z,(t) 
— —a 
More specifically, the following definitions of stability 
apply, 
Definition 1. Stability 
z, is a stable in the mean system state if for any 
e>0 there exists a 6(e)>0 such that f or || z( t ) ||<6 (e ) 
E[||z.(t)-izd(t)||]<e t>tQ o 
Definition 20 Asymptotic Stability 
z, is asymptotically stable in the mean if it is 
stable (Definition l) and for each toe[0,«] there 
exists a 6(to)>0 such that lim E[||]R(t) - ^ ( t ) ||]-K> 
t-*» 
whenever E[[|£(t0 - £d(t0)||] <6 (tQ ) t>tQ 
For most engineering application, the stronger asymp-
totic stability is required since stability in the sense of 
definition one allows oscillation about the specified state* 
The application of the Lyapunov stability theory to 
a given system consists of defining a Lyapunov function with 
properties which imply the desired type of stability* Asymp-
totic stability for the class of systems under consideration 
is implied by the existence of a Lyapunov function which sat-
isfies the following theorem. 
Theorem. (Bertram and Sarachik (17)) 
If there exists a Lyapunov function V(js,t-) such that 
a„ V(z^,t) = 0 
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dt 
bo V(£8t) is continuous in £ and t and the first par-
tial derivatives of VCz^t) with respect to each component of 
£ and t exists 0 
Co VU8t)^ct(||zJ|)>0 £ * zd 
d0 There exists a continuous8 nondecreasing function 
B(llzJI) such that VU st) £ 6(11 zjlh 
E{dV(zf|t)} < .g(|z||) where g(||z||) has the properties — — — 
gulz,!!) = 09 g>0 otherwisee and g(|| Z.H)-*-
00 monotonically at 
|| z-z ||-M»0 Then* z, is an asymptotically stable in the mean 
system state0 
The conditions necessary for a stable system can now 
be determined in terms of the above stated theorem0 The gene~ 
ral procedure involved in determining these necessary condi-
tions is to relate the functional fCjz^t) discussed in Chapter 
V to an appropriate Lyapunov function0 
To relate the functional ^C^t) to the Lyapunov func-
tion Vfz^t)^ consider the differential equation 
min E { d V ^ ^ t ) + F(l9v_,t)|zo) = 0 0 (6ol) 
Since the error functional FCz^v^t) was restricted in Chapter 
IV to be greater than zero for £ ± z, and equal to zero for 
z_ « z,9 it follows that the VCz^t) which solves equation (60l) 
satisfies condition (e) of the theorem0 Upon integrating 
equation (60l) from t to °° there results 
36 
V (£o» to) = min E{/ F(i»I»s)dslz. } • (6*2) 
I * o 
Prom the restrictions imposed upon the functional F'(£fy_,t) 
in Chapter IVfi the V(z «t^) in equation (6C2) satisfies con-
ditions (a) and (b) of the theorem'o Also9 since F(z_,y_,t) is 
always greater than or equal to zero, condition (c) is also 
satisfied by V(z ,t )„ Since t is arbitrary, these condi-
tions are also satisfied for any t in the interval [0,*]* 
It follows from the theorem then that if V(£9t) also satis-
fies condition (d) of the theorem, then V(£,t) is an appro-
priate Lyapunov functione 
Now by comparing equation (6,2) with equation (5ol), 
it follows that 
V U 8 t ) = Y(£,t) | o (6.3) 
T=« 
Consequently, if the (z^t) which furnishes a solution to the 
functional equation (5*10) satisfies condition (d) of the 
theorem for T = «, then the system' resulting from this solu-




In Chapter IV, the error functional F(z>,VB,t) has 
been discussed in general terms, To design a system for a 
particular application, however, it is necessary to select 
a specific error functional and corresponding performance 
index. In this chapter, the functional equation (5.10) is 
solved for two important classes of performance indices 
which satisfy the conditions specified in Chapter IV, These 
are a minimum squared error performance index, and a final 
value performance index* In both cases it is assumed that 
a constraint on the plant input energy exists, 
Minimum Squared Error 
Consider a system described by equation (3,9) o Let 
w« ^ e the system input vector, and x_ the plant output vector „ 
The instantaneous value of the square of the difference be-
tween the respective components of v- and .x can be expressed 
as 
"T" 
e2 = (x-w2)»G»(x-w2) (Tel) 
where G* is a continuous symmetric matrix which weights the 
various elements of e20 For instance, if only the error be-
tween the first components of w2 and x_ is of interest then 
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G* is a matrix with 
1 i-J-1 
gi 1 
J 0 otherwise 
The difference (x_ - w« ) can be expressed in terms of 
the system state vector £ as 
x - w2 = £
T £ (7.2) 
where £ is a continuous n vector. For instance, with £ de-
fined as in equation (3.9), £ is a vector with elements one 
through m and m + gj + 1 through n equal to one and zero 
otherwise. Using equation (7«2), the difference squared ex-
pressed by equation (7<>l) can be written in terms of the 
system state vector, z_( t) as 
e2 = £'G£ (7.3) 
where 
G = 5. G , £ T (7°U) 
The constraint on plant input energy can be taken into 
account by considering that expenditure of plant input energy 
contributes to the system error. The system error functional 
is then chosen as 
FU,£,t) = £«G£ + X2 y_«Qy_ (7.5) 
where Q is a continuous symmetric matrix, 
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The first term in equation (7»5) is the square of the 
difference between the various components of the input and 
output vectors and the second term is a measure of the plant 
input energy. The coefficient X is an arbitrary design para-
meter which weights the relative importance of the two terms0 
In accordance with equation (U.U')» the system per-
formance index for the minimum squared error system is given 
by 
T 
J(t) = /(z.Gz + A2v_-Qy_)dt . (7.6) 
t 
To determine the particular y_( t) which minimizes the 
expected value of equation (7»6), the error functional de-
fined by equation (7<>5) is substituted into equation (5.10) 
to obtain 
— = min {z/G^ + X2£.Q£ + V^-fA^ + CyJ 
l n n a 2 w 
4 [ [ »J b b (7.7) 
2i=lj=l8zi8zJ m-i+1 m-J+1 
From equation (7«6)» the initial conditions for this partial 
differential equation are established as ^(z^ =0) = 0o Solu-
tion of this functional equation will result in a specifica-
tion of the parameters of a system which is optimum with 
respect to the minimum error squared performance index0 
Considering first the minimization operation over v_8 
a necessary condition for a minimum to exist is that the par-
tial derivative of equation (7.7) with respect to each 
Uo 
component of y_ be zero. In vector notation, this necessary 
condition can be expressed by the requirement that 
7 il = Oo (7.8) 
X 3T 
Using equation (7o8) in equation (7o7) results in the condi-
tion that the particular y_(t) which yields the minimum in 
equation (7*7) is 
Zmin 77 Q _ i V ' (T'9) 
2X* — 
That is, the y_ which satisfies equation (7o9) yields a mini-
mum value for equation (7.7). As shown in Chapter V, the 
minimum provided by this particular jr is unique 
Using equation (7<»9)» y_ can be eliminated from equa-
tion (7o7) to yield the partial differential equation in 
YU.T) 
P «• z Gz - -^— CQ[(CV 4»)«V Y] + V y-A,, 
3x - - 1^2 £ L i £ 
n 5 a2 
+ 
^i=lj=ldzidzj m-i+1 m-J+1 
with initial condition 
y(£,0) = 0. 
The equation (7<>9) determines the plant input vector 
y_( t) as an explicit function of ¥. Thus, to completely speci 
fy the vector y_( t), it is necessary to solve equation (7ol0) 
kl 
explicitly for H ^ Z ^ T ) . TO obtain a solution for equation 
(7ol0), an approach similar to Bernoulli's separation method* 
is used, That is, the functional Y(£»T) is expanded into a 
power series in such a manner that the partial differential 
equation (TolO) becomes a set of ordinary differential equa-
tions, That is, V(Z^,T) is expanded as 
yU,T) = Y (T) + H f j d ) ^ + Y2z>£ + • ° (7.11) 
where v is a scalar, <p. an n vector, <F2
 a n nxn matrix, etc 
Then 
3Y 3¥ 3Y 3¥ — ^ + — r * z + . z • z + • o • 
3T 9 T 3 T — 3x — — (7.12) 
v «, - y + (™ + Y ) z + ..0 




= trace Yo + ••° 
Upon substituting equation (7«ll) into (7ol0), it is found 
that only the first three terms in the series (7<>ll) are re 
quired since all higher terms are zero, and that the matrix 
T 
¥ 2 may be symmetric so that ¥« = 4* 0 The equation that re-
sults from this substitution is then 
0T df dY , " I T 
(-y£ + -37°! + -^2,-£) - <G £)°£ — K CQ cSjjo^ + 
i+X2 
- 1 _ - 1 _ 
(UY2CQ C
T4'1)oZt + (Uy2CQ C
TY2Zi) •£] + 
n 1 
ATy,ez + ^ A 7 * , z)-z + 7 wV. b 2 ... o (7.13) 
i=l li 
*op 0cit, (22), pg. 91. 
k2 
Equating like powers of z_ in (7.13) results in the set of 
ordinary differential equations 
i (T) = -(-A-CQ C 1*!)**! + I |»2 * (1.1k) 
0 UX2 i-1" ii a-i+1 
$i(T) - - -i ^2CQ C
T*i + ATfi (7.15) 
A 
¥, z-.z •• (GTz).z - (— f9CQ C
T¥9z).z + (2A
Ty9z).z (7.l6) 2 - - - - X2 2 2 - - 2 - -
where y. denotes differentiation with respect to-x. Since 
^(z^O) = 0, the initial conditions for this set of equations 
are f (0") = fx(0) = <F2(0) = 0. With ^(0) = 0, the differ-
ential equation (7.15) has only the trivial solution 
^jd) • 0. Thus the functional ^ ( Z , T ) is completely deter-
mined by the solutions of the differential equations (J0lk) 
and (7.16) with ^(x) • 0. The equation (7.9) can then be 
written explicitly as 
y . - - -i Q CTY2z_ . (7.17) 
*Tnin ^2 
Using equation (7.17) in conjunction with equation 
(7.16), the structure and parameters of the estimating sys-
tem can be completely specified. Thus, the synthesis proce-
dure is completed. Equation (7.17) specifies that plant in-
put or estimating system output y_(t) as a function of the 
matrix V2(T) and the system state variable z_. The solution 
to the differential equations (7.l6) determines ^("O so that 
y_(t) is explicitly determined as a time varying gain matrix 
multiplying the system state vector £. Thus the structure 
1*3 
of the synthesized system is a linear feedback system with 
time varying gains. 
Since the differential equations (7,l6) are nonlinear 
in general, either analog or digital computer is required to 
implement the solution to these equations. Standard comput-
ing techniques are available for determining numerical solu-
tions to such equations. 
To accommodate the time variable coefficients deter-
mined by the elements of the matrix ¥2, *•*' *8 necessary to 
use time variable elements in the realization of the system 
specified by equation (7.17K Many such elements can be 
realized using standard computing equipment 
As pointed out in Chapter V, in the case of stationary 
systems with infinite measurement intervals, the derivative 
— in equation (5.10) is zero. In this case then, the equa-
3 T 
tions (7.l6) reduce to a set of nonlinear algebraic equations 
so that the computational procedure is simplified. The syn-
thesized system in this case can be realized with time invar-
iant elements. 
Final Value Systems 
In many- cases, systems are designed to produce a meas-
urement of the input vector at only a particular time T. 
Such systems are referred to as final value systems. Taking 
the plant input energy constraint into account, a performance 
index for such systems can be taken as 
kk 
T 
J(t) = £(T)-G(T)£(T) + J£y/Q£dt . (7.18) 
t 
This performance index is very similar to the minimum squared 
error index. The exception being that the term relating the 
errors between the various components of the input and output 
vectors depends only upon the final time T8 
Using equation (7 .18), the functional equation (5.10) 
in this case becomes 
JI « «in[x2 rQl • Y - U , + CL) + J^fpjJljVi+lVj*!
1 ' 
(7.19) 
The initial conditions for equation (7.19) are established 
from equation (7.18) as 
YU.O) • z(T')»G(T)z(T) . 
Using equation (7.8) » the particular y_ which provides 
the minimum in equation (7*19) is again 
1 "ln» 
L.1* = - 5^ C % ¥ • (7.20) 
"-m in 2 A z 
Then using equation (7.20) in equation (7.19) results in 
— i n n 2 
| 1 = - - i - C Q [ ( C V f ) . V f ] + V f.A + i I L * * b b 
3T U 2 - 2. 1 1 2 i = l j = l z i 8 z j m - i + i m-J+1 . 
(7.21) 
Again using the power series (7.11) for ̂ ( Z ^ T ) results in 
the set of ordinary differential equations 
• (T) = -[-i-CQ CTH'1]«4'1 + I if b (7.22) 
0 k\2 i-l*2 ii m-i + 1 
Jjd) = -Y9CQ C
TY, + ATYi (7.23) 
X2 2 
$. z*z = _[-iy CQ CTf«z]«z + [2ATY9z]«z (7.2*0 
x 2 2 2 - - 2 - -
The initial conditions for this set of equations are 
Y(o) - fi - 0, f2(0) = G
T(T) . 
Again, only the trivial solution Vj = 0 results from equa-
tion (7*23) with *Pi(0) = 0, so that V U , T ) is determined by 
equations (7«22) and (7.2U). The plant input vector is then 
determined as an explicit function of £ by 
i - 1 T 
Ln.fl = - — Q C V2z . (7o25) 
"•mm .2 
Equation (7«5) is of the same form as equation (7»17) which 
resulted from the minimum squared error performance index0 
However, the matrix ¥2 is different in each case, 
Equation (7<»25) in conjunction with equation (7«22) 
and (7»2U) completely determine the system parameters of the 
final value system, The system structure for this case is 
very similar to that resulting from the minimum error squared 
performance index. 
Stability 
The general stability requirements for the class of 
systems under consideration have been discussed in Chapter 
VI. It was shown that a stable system results from the syn-
thesis procedure if the functional ^(Z^T) is bounded from 
above for T = °°. In the particular cases considered in this 
1*6 
chapter, this condition can be made more specific. 
The functional ^(Z^T) which solves either equation 
(7.7) or (7.19) can be written as 
Y U . T ) = * (T) + Y 2 ^ T ' - # - - ° ' (7.26) 
Also, due to the continuity restrictions placed upon the 
matrices G and Q, the performance index J(t) defined by 
either equation (7.6) or (7.18) is continuous. Consequently, 
the corresponding H*(JZ,T) in either case is also continuous 
for any T in the interval [0,»], Thus, the quadratic form 
(7.26) can be bounded by an appropriate B(||zJ|). For instance, 
B(lilD •' B I ( T ) + S 2 ( T ) Z > * £ = 8 I ( T ) + B 2(T)||ZJ| 2 
with Bi ^ ¥ , 52 i ^
 i s a n uPP e r hound on ¥(£,1) for any T 
on [0,»]. Consequently, the stability of the system result-
ing from the minimization of the expected values of the per-
formance indices considered in this chapter is insured. 
CHAPTEE VIII 
EXAMPLES 
The purpose of this chapter is to present examples 
which illustrate the procedures outlined in the preceding 
chapters. Examples one and two illustrate the construction 
of mathematical models for random processes as outlined in 
Chapter III0 Examples three through five illustrate the 
procedures involved in the synthesis method for the perform-
ance indices discussed in Chapter VII0 These examples are 
simplified for the sake of brevity, but illustrate the gene-
ral procedure required for more complex problems„ 
The numerical results presented in this chapter were 
obtained using a digital computer0 
Example One, A Mathematical Model 
For a Stationary Random Process 
Consider a stationary random variable w with zero mean 
and covariance 
rtfw(tl,t2) ->.-<*•-*> •2.-
3<*'- t ) (8.X) 
where t' = max(t1,t2), t = min(t1,t2). The following is de-
voted to the construction of a mathematical model in the form 
of the vector differential equation (3<>2) for this random 
process 0 
kd 
The equation (8.1) is of the form of the sum (A-3.5) 
As shown in Appendix III, the functions <J> i (t) = 2e~ , 
^2(t) = /2e"^ constitute a fundamental set of solutions 
for the homogeneous differential equation L.w = 0, Then, 
from (A-l.l*) 
L w = det 
w 26"* /2e""3t 
w -26-* -3V2e""3t 
w 26"* 9^2e' •-3t 
(8.2) 
Expanding the determinant (8*2') results in the homogeneous 
differential equation 
L.w = w + kv + 3w = 0 (8.3) 
Thus, the coefficients of the operator L, are p = 3 , Pi = H, 
In the alternate vector representation then the elements of 
the matrix Aw are found from equation (A-1.15) as a. = pj = ht 
a =* p = 3o From (A-1.16) the fundamental matrix for the 







As in equation (A-3.9), the covariance matrix for the vector 
random variable w(t) is 
Rww(tltt ) = *(t')D(t)*
T(t) (8.5) 
From equation (A-3.ll) the elements of the matrix D(t) are 
kg 
d l 2 = a = o 
d n = e 




R w w ( * l ' * 2 > = 
2 e - t f / I 7 - 3 f 




Now, using equation (A-3.13), the difference function 











Then from (A-3.15), the elements of the matrix B(t) in equa-
tion (3.9) are determined by 
-bf(t) -|-[Ue-(ti-t2) + 2e-3(ti-t 2 )-Ue + < * l"*2 >-2e3 < V * 2 } ]|= -20 
dtl tx- t2 
and 
_*f(t) = -2-[36e-(t,-S,+2.-
3(trt2,-36.(tl-t2)-2e + 3<ti-t2,]|-8». 
d t l t! = t2 
A mathematical model for the given random process in the form 








This result can be readily verified using conventional spec-
tral factorization techniques. 
Example Tvo. A Mathematical Model 
For a Nonstationary Random Process 
Consider the nonstationary random process with realiza-
tion w(t) which has zero mean and covariance 
r (t,,t2) = TT
 + — — ww 1• 2 t* ^tl2 
(Q.Q) 
The fundamental set for the homogeneous differential L w = 0 
are 
•lf*> - k 
•,(t) = -i 
2t 
The operator L is then specified by 
w 







= 0 (8.9) 
Expanding the determinant (8,9) results in 
L (w) = w + —w + — w = 0 . 
t t t2 
(8.10) 
The coefficients of the operator L are then 
w 
Pi = r 
p° = ^ 
Then from equation (A-1.15) the elements of the matrix 
Aw(t) are 
ax(t) = P l(t) = i 
ao(t) = pQ(t) - ix(t) = -f 







The fundamental matrix for the homogeneous vector differen-





The covariance matrix for the random vector w(t) is 
Rww.(tlit2) = *(t»)D(t)*
T(t) 
and, using equation (A-3.ll), the elements of the matrix D(t) 
are 
d12 = d21 = 0 
11 = T7t = t 
22 -Ui-- t3 
l/2t2 
Then 
R (tltt2) = 













Then u s i n g ( A - 3 . 1 5 ) 









(8 . lU) 
-^v-itfc^-ij-ni 2 t , = t I u2 
and 
. b 2 < t l ) . a E _ 2 - + a 2: i n 
° 3 t l t 2 t t 3 t i t 2 t 3 t , - t 
1 2 1 1 2 * 
1£ 
A model in the form of equation (3.9) then applies with Aw(t) 




Example Three. A Deterministic System 
The design of a simple deterministic system is con-
sidered here. Three different cases are considered and simu-
lated system performance is presented graphically. The speci 
fied system plant used throughout is governed by the scalar 
differential equation 
53 
ax" + x = y. 
o o J i 
(8.15) 
where x is the plant output and y. is the plant input to he 
determined. 
Case One. A Constant Input with Squared Error Performance 
Index 
Without loss of generality, the constant system input 
is taken as x. = 1. Then making the identification 
Z, = X - X. = X - 1 
l o i o 






the mathematical model for the system can be expressed as 




. L • 
0 




> C = 
0 0 
0 1/a 
The performance index is taken as 
J(t) = /[(xo-x^)
2 + A2y*] 
w 
dt 
which can be expressed in vector notation as 
( 8 . 1 7 ) 
J ( t ) = Jz«Gz + A2£-Qyjit 
t " 









Since this system is deterministic, the matrix B 
is identically zero so that ¥ from equation (7.1*0 is zero. 
The functional ^z,:) then has the form 
•F(Z,T) = ̂ (Oz^z, (8.19) 
where 
Y 2 ( T ) = 
*11 ^12 
*12 *22 
Using equation (7.9)% the optimum plant input y is deter-
mined as 









Expanding equation (8.6) results in 
V± " - -^-Ul2zl + *22Z2] • 
min aXz 
(8.21) 
The structure of the synthesized system thus assumes the form 
shown in Figure (2). In Figure (2), Laplace transform nota-
tion has been used to denote transfer functions and the blocks 
containing the ty.. denote time varying gain functions. 
Using equation (7.l6)f the elements of the matrix ^ 




P l a n t 
s {ei's+jfT 
F i g u r e 2 . System C o n f i g u r a t i o n for- Example T h r e e , 




*,, - 1 -
c^X 
H 2,2 
*f? - 2 
' « a2 x2 »12 a ' « 
J, - - 12 22,+ * . lii 
fl2 a2 A2 * H 
with •n(0) - *12<°)
 = *22(0) s °-
Solutions for this set of equations for a = 1, 
X = 1/k have been obtained and appear in Figure (3). The 
functions illustrated in Figure (3) determine the time vary-
ing gain parameters in Figure (2). Thus the synthesis pro-
cedure is completed. For T large the i/>. are constants so 
that if the measurement interval is long the system can be 
realized with time invariant gain parameters. In this case, 
the overall system is governed by a second order time in-
variant differential equation. For a = 1, X = 1/^t this 
second order system has a natural frequency of 2 rad/sec. 
and a damping ratio of 0.71. These values are consistent 
with results which would have been obtained by conventional 
design techniques. 
The response characteristics of the synthesized sys-
tem for several values of T appear in Figure (h). For short-
er measurement intervals, the response characteristics for 
the time variable system are superior to those obtained with 













Case Two. A Constant Input with a Final Value Performance 
Index 
Consider again the system defined by equation (8.16), 
Let it be required to measure the constant input only at 
time t = T. The performance index is taken as 
T T 
J(t) = xf(T) + Jx2y2dt = z-Gz + /A2y/Qy_dt . (8.21) 
t i t 
Again the functional V(^9T) is of the form 
Y U , T ) = H'2(x)z>-£ 
and using equation (7«25) the plant input y.(t) is determined 
as 
y± = - -7T[^12Z1 + ^22ziJ • aA'' 
The structure of the synthesized system is thus given in 
Figure (2), The elements of the matrix 4'2(T) for this sys-
tem are determined from equation (7.2U) as the solution of 
the differential equations 
*11 





— — + 2*12 * £ Hi 








with I^JJCO) = 1, ip12(0) = \\> = (0) = 0. The solutions to 
these equations are given in Figure (5). These gain func-
tions specify the final value system parameters. The response 
T-t (seconds) 





Figure 6 • System Response. Example Thiree, Case Two 
T = h 
H 
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characteristics for the final value systems are shown in 
Figure (6). As expected, the final value system functions 
in such a manner that the error between system input and out-
put is large except near the specified time T. 
Case Three* A Minimum Squared Error System with a Time 
Varying Input 
The purpose of this example is to illustrate the 
synthesis procedure in the more general of a deterministic 
system with a time variable input0 
Let the system plant again be specified by equation 
(8,15). Consider a decaying exponential input specified by 
Xi(t) = e"
et. Then x±(t) = -3e~
0t with x^O) = 1. By let-
ting 
zl " xi 
zx = -Szj 
z 2 • x o 
z2 = z3 
" Z 3 y i 
Z- • i + _±. 
3 a a 
the system mathematical model can be expressed as 










• 6 0 0 
0 0 1 
0 0 - 1 / a 
c = 
0 0 0 
0 0 0 
0 0 1 / a 
The s y s t e m p e r f o r m a n c e i n d e x i s t a k e n a s 
T T 
J ( t ) = J [ ( x . - X o )
2 + X 2 y 2 ] d t « / [ £ - G £ + X 2 £ - Q y j d t ( 8 . 2 3 ) 
w h e r e 
G = 
1 - 1 0 
• 1 1 0 
0 0 0 
Q = 
1 0 0 
0 1 0 
0 0 1 
The functional V(zft) is again of the form 
*(!tO = *2 (!)£•£ 
vith H* ( T ) given by 
(8.2*0 
* 2 ( T ) = 
*ll *12 *13 
*12 *22 *23 
* 13 *23 * 33 





0 0 0 
0 0 0 
0 0 1 
1 0 0 
0 1 0 
0 0 1 
* U *12 *13 
*12 *22 *23 




w h i c h when e x p a n d e d y i e l d s 
y± "• - -^T^la2! + * 2 3 * 2 + * 3 3 z 3 ] - ( 8 . 2 5 ) 
mm aA 
The structure of the synthesized system is then given in 
Figure (7). 
Then-, using equation (7«l6) the elements of the 
matrix Y 2 ( T )
 a r e determined by the solutions to the differ-
ential equations 
• M - 1 -




- 2B* U 
* 
2^2 a*\ 
}33 - - -jff + 2^23 - ^ 3 3 
12 
^ 1 3™2 3 
• 3 Z 3 - B*12 








Figure 7. System Configuration. Example Three, Case Three. 
ON 
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Figure 9. System Response. Example Three, Case Three. 
ON 
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The solution to these equations with a = 1, X - l/kt 
B = 1/U are shown in Figure (8). The response of the syn-
thesized system is shown in Figure (9). 
Example Four. System with Random Disturbance 
Consider the problem of guiding an aircraft along a 
specified trajectory. Let y^ denote the required flight 
path angle and y the actual flight path angle of the air-
o 
craft. The aircraft is actuated by the control surface de-
flection 6. It is assumed that for fixed 6 the aircraft 
flies in a circular arc of radius p which is inversely pro-
portional to 6. That is p = Kj/6. The aircraft forward 
velocity is assumed constant so that py = V where V is J ' o o 
the velocity. Then the relation between y and 6 is y - K̂ fi 
where Kj • K/V . The dynamics of the control surface act-
uator are assumed to satisfy the differential equation 
a6 + 8 = y. 
where y^ is the actuator input to be determined. 
The effects of inaccuracy is measuring y and the ef-
fects of turbulence are represented by a disturbance signal 
n(t) which adds to the actuator output 6. It is assumed 
that n(t) has zero mean and covariance r n n(t l tt 2) = e"^' •"" 2 
Using the results of Appendix III» the disturbance n(t) sat-
isfies the differential equation 
n(t) = -0n(t) + u 
69 
Then assuming that K = 1 and for simplicity that 
Yj(t) = 1 and identifying 
zl " Y Q " 1 
zz = 6 
zk = n(t) 
the mathematical system model becomes 
zl = z2 + zk 
&o = Z 
Zo = - *1+ 1± a a 
ẑ  = -Bz^ + u 
In vector notation these equations can be written as 
£ - Az_ + Bu + Cjr (8.26) 
with 
z = y = B = • A = 
0 1 0 1 
0 0 1 0 
0 0 -1/a 0 
0 0 0 - 6 
The system is required to minimize the expected value 
of the error between y and y.. Structural consideration 
o l 
e 
might require a constraint on the rate of change y. It is 
also assumed that the input energy to the actuator is limited 
70 
These requirements can be expressed mathematically by the 
performance index 
J(t) = /(zf + \\T.\ + A|y2)dt 
or in vector notation 
where 














The functional ¥(,Z,T) which minimizes the expected 
value of equation (8.27) is of the form 
V U . T ) = *(*) + Y (T)£«£ (8.28) 
where Y is a scalar and 4% (T ) is given by 
o *• 
4f2(t) = 
1 1 *12 *13 *!•» 
*12 *22 *23 *2U 
*13 *23 *33 *3U 
M*» '•'21*- *3i» *I»I» 
Using equation (7.9) the y. is determined as 
min 
i . min 
- -V*13Z1 + * 2 3 Z 2 + * 3 3 Z 3 + 0>3 „ % 1 • ( 8 . 2 9 ) aA£ 
y± 
Est i iaa t J np -System Plant n(t) 
Figure 10, System Configuration . Example Four. 
Using equations (7.1^) , (7.16) the scalar Y Q ( T ) and 
the elements of the matrix ^ ( T ) are determined by the solu-
tions to the differential equations 
| n4 
f = 1 UL 
1 1 « 2 \ \ 
1 *23 
*22 " "4 — ^ + 2*12 
" * 2 0 2 X 2
 1 2 
• ^ • - - r - + 2^23 - - r 2 -











727J *33*13 + *12 " £*13 
^ 7 2 *13*3, " |*ll -8*1* 
U A M 
727T *23*33 * •is + *22 * £*23 
2*4 azX 
* O O * Q u + *,u + *,„ " B * 2*2 r 2 3 r 3 4 1 ̂  12 2h 
<J> 3U ^ 7 7 *33*3* + *2* " ^ 3 H
 + • " "B* 13 3»* 
With ?o(0) = 0, *iJ(0) = 0, i,J = I,-., U0 
Numerical solutions to these equations have been ob-
tained for a - 1, X = 1, X2 » 1/U. Figure (llj shows the 
functions necessary to specify the parameters in Figure (10), 
o.U 
T-t (seconds) 





Example Five0 A System With a Random Input 
Consider a system with an input consisting of the ran-
dom process discussed in example two. Let the system plant 
dynamics be specified by the differential equation (8.15), 
Making the identification 
Zj = W 
z2 = xo 
the system mathematical model becomes 
£ = A£ + Bu + C£ (8.30) 
where 
l z l 0 / 7 / 2 t 
I 2 
Z3 
• L " 
0 
0 
• B = 
/ 1 2 / t 2 
0 
lZU *i 0 
l -U/t 1 0 0 0 C ) 0 0 















C 0 0 - I / O 0 C ) 0 l / o 
The performance index is chosen as 
T T 
J(t) = J(z - z ) 2 + X2y2dt = Jz^Gz + A2£* 












1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 
The minimizing functional ^ ( Z ^ T ) is again of the form 
where Y is a scalar and the matrix ¥2 is given by 
% ( T ) = 
* U *12 *13 * U 
< h o ^ o o * o 9 *• 
• l a * o o < K o • 1 3 
11* 
23 





The plant input is determined from equation (7»9) as 
y . . -k.[*lhzl * *2uz2 • *3hz3 * •„„!„].(8.31) 
min aXz 
The synthesized system structure in this case is shown in 
Figure (12). 
The scalar <P (T) and the elements of the matrix ¥_ ( T ) 
o *• 
are determined from equations (7»lU), (70l6) as the solu-
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with TQ(0) - 0, •ijtO) * 0, i,J = l,--, k. 
The numerical solutions to these equations for a 
X • 1/1* t T * k have been obtained. The functions nece 
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Figuire 12 , System Configuration. Exaarple Five 
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In the preceding chapters, a synthesis method appli-
cable to the design of a class of measurement systems has 
been presented. The method can be applied to the design of 
systems with either random or nonrandom input and disturb-
ance signalso Multivariate systems may be treated and sev-
eral design constraints can be accommodated simultaneously, 
Although only systems with linear plants have been considered 
in this presentation, the modifications required to accommo-
date nonlinear system elements are at least conceptually 
quite simple, 
It has been shown that system stability requirements 
can be established directly from the solution of the func-
tional equation. The stability conditions reduce to the sin-
gle requirement that YCz^t) is bounded when the measurement 
interval is infinite 
Application of the synthesis method is straightforward, 
In most cases, either an analog or digital computer is re-
quired to implement the required computations„ In general, 
the synthesized system takes the form of a feedback system 
with time-varying feedback gains0 Consequently, time varia-
ble elements are required in the system realization,, In the 
special case of stationary systems whose inputs vary slowly 
80 
with respect to the plant time constants, the computational 
procedures are simplified and the resulting system can be 
realized with stationary elements, 
In order to carry out the synthesis procedure, the 
following must be specified? 
1. The characteristics of the plant to be employed. 
2. The characteristics of the input and disturbance 
signals, at least through the second order statistical mo-
ments . 
3. A set of design requirements and constraints. 
With these specifications, the synthesis procedure in-
volves the following steps. 
Step 1. A mathematical model for the measurement 
system is formulated in the form of equation (3.9). This 
involves determining the differential equations which des-
cribe the dynamics of the plant, the inputs, and the disturb-
ances. The state variable representation used in equation 
(3.9) is discussed in Appendix 1. When the input and dis-
turbance signals are stochastic, these signals must be repre-
sented in the form of equation (3.2) before equation (3.9) 
can be formulated. After writing the specified covariance 
function for each random signal in the form of equation 
(A-3.6), the elements of the matrices A (t) and B(t) in eq-
uation (3.2) can be determined using equations (A-1,5), 
(A-1.15), and (A-3.16). 
Step 2, The system design requirements and constraints 
are stated mathematically in terms of a performance index 
of the form of equation (U0U)0 This involves defining an 
appropriate system error functional which is a measure of 
the deviation of the system performance from the ideal. In 
the cases where either a minimum squared error or a final 
value performance index is appropriate, the performance in-
dex can be written in the form of either equation (7°6) or 
equation (7ol8). In these equations, G and Q are symmetric 
matrices which are chosen in accordance with the specified 
design requirements and A is an arbitrary design parameter, 
Step 3o The chosen error functional is substituted 
into the functional equation (5ol0)o The minimization op-
eration is then performed, thus determining the plant input 
vector as a function of the minimum of the expected value 
of the performance index0 In the case of either of the two 
specific performance indices mentioned above, this operation 
results in an expressiqn in the form of equation (T«9). The 
operator Vz is defined after equation (5oU)0 
Step U0 After eliminating the plant input vector from 
equation (5<>10) by means of the minimization operation, the 
functional equation is solved. To solve this equation, the 
functional ^ ( Z ^ T ) is expanded in a series such as equation 
(7»ll)o Substitution of this series into the functional eq-
uation results in a set of ordinary differential equations 
which are solved to determine the functional, 4,(Z>,T)0 For 
the minimum squared error performance indices, this set of 
differential equations is specified explicitly by equations 
(7*1^ - 7»l6)o For the final value performance index, the 
differential equations take the form of equations (7.22 -
1.2k). 
Completion of these steps defines the structure and 
parameters of the synthesized system and completes the syn-
thesis procedure* The examples presented in Chapter VIII 
illustrate the procedure outlined above0 
APPENDIX I 
THE REPRESENTATION OF LINEAR DYNAMIC SYSTEMS 
This appendix is included to bring together in one 
place material relevant to the representation of linear dy-
namic systems by ordinary differential equations0 In parti-
cular, the so-called "state space" or vector differential 
equation representation is discussed and related to the 
more conventional n order differential equation represen-
tation, Although this material is well known, no single 
reference presents it in the form required here0 The major-
ity of the material presented in this appendix can be found 
in references (l69 IT, 20)o 
Representation By n t h Order Differential Equations 
Consider a system representation in terms of the n 
order differential equation 
Ltx(t) = Nty(t) (A-l.l) 
x(0) = 0 
where x(t) is the system output variable and y(t) the system 
inputo In equation (A<=101) the operators L^ and N. are de-
fined by 
Lt = I Pv ( t ) ^-v • w i t h Pn = X (A-1.2) 
v = o dt 
m , v 
Z v=o v dtv 
(A-1.3) 
Associated with equation (A-l0l) is the homogeneous 
differential equation 
Ltx(t) = 0 
x(0) = 0 
(A-l.U) 
It is known* that if <f> j , <fr2, ••• , $ are n linearly inde-
pendent solutions of equation (A-l.U), then the operator L. 
is specified by 
Ltx(t) = W(xf*lt*2,«»-t*n)(t) = 0 (A-1.5) 
where 




In addition, for the homogeneous equation (A-l.^O 
there exists a function, H(t,s), defined by 
»op.cit.. (20), pg. 83. 
H(t,s) = 
W(*lf*2i--«,*n)(sJ 













L.H(t,s) = 0 
t 
The nonhomogeneous differential equation (A-l.l) then 
has the unique solution 
x(t) = /H(t,s)NBy(s)ds . (A-1.7) 
Using Green's Formula*, equation (A-1.7) can be written as 
x(t) = /G(t,s)y(s)ds (A-1.8) 
where G(t,s) satisfies L.[G(t,s)] • 0. The function G(t,s) 
t 
is referred to as the Green's function for the equation 
(A-l.l). In network theory terminology, G(t,s) would be 
called the impulse response function for a network described 
by equation (A-l.l). 
The State Space Representation 
It is frequently useful to describe a linear dynamic 
system by a linear vector differential equation of the form 
»op.cit. (2), pg, 86, 
x = P(t)2 + Q(t)£ (A-1.9) 
*(0) = 0 
rather than by n**1 order scalar equations such as (A-l.l), 
Several differential equations in the form of equation 
(A-l.l) can be represented by a single vector equation in 
the form of equation (A-1.9) for appropriate choices of the 
vectors £f £. The vector ic is referred to as the system 
state vector and the representation in terms of equations 
such as (A-1.9) is referred to as state space representation. 
The outputs of a system represented by equation (A-1.9) are 
described by a linear transformation of the state vector 
x(t). In particular, an equation of the form (A-l.l) can 
be converted to the form of equation (A-1.9). The conver-
sion is not unique. For instance, an obvious way to convert 
from the form of equation (A-l.l) to that of equation 
(A-1.9) is to make the identification 
xl = x2 
x2 s x3 
X = X 
n-i n 
xn " -Poxl " Plx2 * * • -Pn-!xn 
yi = y 
yi = y. 
y i - l S ym 
Then the representation in terms of the vector equation 












*o *l m 
1 • 1 
(n-m+1 ones) 
Associated with the vector differential equation (A-1.9) 
is the homogeneous differential equation 
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X = P(t)* 
x(0) = 0 
(A-l.lO) 
If ^j , <J>2 , •••» <f> are n linear independent solutions to 
equation (A-l.U) for equation (A-1.10) there exists a 




4 > 1 < P o 
d* 
n 
( A - l . l l ) 
where *(t) satisfies "TT"( ̂ ) = P(t) *(t). The nonhomogeneous 
dt 
vector differential equation (A-1.9) then has the unique sol-
ution 
*. ri 
x(t) - J*(t)*(s)Q(s)£(s)ds . 
o 
(A-1.12) 
An Alternate State Space Representation 
With the matrices P and Q as defined previously, the 
vector £(t) contains as elements the scalar y(t) and its 
(m-l) derivatives. It is frequently convenient to employ 
an alternate state space representation where the input vec-
tor contains only the scalar y(t) with none of its deriva-
tives. For m n this alternate representation of equation 
(A-l.l) can be accomplished as follows. For generality, let 
m=n-l and make the identifications 
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x. = x 
x, = x« - a„ x. + b y 
A z n-i l m 
x? = Xo - a x + b M y 1 3 n-2 > m-i* 
n-i 
xn - a j X i • bx y 
n o 1 o 
Now the vector equation equivalent to the scalar equation 
(A-1.1) is 
x = A(t)x + B(t)y (A-1.13) 
where 
x(0) = 0 
x = X. • X 
A = 
• a 1 o 
n-i 













The a and b of equation (A-1.13) can be related to the 
v v 
p and q in equation (A-l.l) by rewriting equation (A-1.13) 
as 
, x n-1-Jn-l-k . . / , . , \ /, \ (n) . -> I n-l-.l)l a(n-l-J-k)x(k) + 
j-o k= 0 k!(n-l-j-k)! n-l-J 
m-J-Jm-J-k (m-l-J)| b(m-l-J-k) (k) 
J=o kio kl(B-l-J.k)! . . L J 
Then by comparing equation (A-l.lb) to equation (A-l.l) 
there results 
p„ ^ J " k (n-1-.Dl Jn-l-J-k) 
Fk -So kl(m-l-j-k)! n-l-J 
and 
qk ^ T . U-l-a>l b(--l-*-
k> . (A-1.15) 
k- ,=0 kl(m-l-J-k)! m-l-J 
The equations (A-1.15) can be solved sequentially to relate 
the p. to a and q, to b, . 
k k k k 
If $lf $2, •••t $ are n linearly independent solu-
tions to the homogeneous equation (A-l.U) then the fundament-
al matrix for the homogeneous vector differential equation 
x = A(t) x 
is given by 
* ( t ) = 
<J>12 <f>22 




( A - l , l 6 ) 
where 
*ij • tt*ij-l + a n - J - l *i 
The nonhomogeneous vector differential equation 
(A-1.13) then has the unique solution 
t -i 





REPRESENTATION OF A RANDOM PROCESS 
The purpose of this appendix is to show that a Gaus-
sian random variable w(t) can be represented as the output 
of a linear filter excited by the stationary white noise pro-
cess discussed in Chapter III0 Mathematically, what is to 
be shown is that w(t) can be expressed as 
t 
w(t) = /G(tts)u(s)ds 0 (A-2ol) 
o 
where u(t) is a stationary white noise process and G(t,s) 
is a physically realizable network impulse response function,, 
The impulse response function G(t,,s) is not required to be 
stationary so that in general the random variable w(t) is 
nonstationary0 
As preliminary9 let (8 (t)} be a sequence of nonrandom 
continuous functions9 orthonormal on the real time interval 
[09t] and complete in L- space, so that 
0 i t J 
t 
jB.(s) .(a)ds. • 6. . - o (A-2o2) 
0 i J ij 
1 i - J 
Then9 from the expansion and completeness theorem*, any f(t) 
»op0cite (20) B pg0 197o 
with n continuous derivatives on [0,t] has the representa-
tion in terms of the 8 
K ' 
t 
f(t) = I [/f(s)0 (s)ds]0 (t) (A-2.3) 
K = 0 O K 
where the sum is uniformly convergent on [0,tJO 
Let {<*.) be a sequence of random variables satisfy-
ing 
E[ai0 ] = 6 . (A-2.li) 





exists on [0,t] for f continuous, the orthogonal decomposi-
tion theorem* states that z(t) has the expansion 
00 
z(t) - I X o 3 (t) (A-2.5) 
i=o 
if, and only if 
00 
E[z(t)z(s)] = I X26i(t)3i(s) . (A-2.6) 
i=o 
In equations (A-2.5) and (A-2.6), equality means convergence 
in the quadratic mean and A are nonrandom constants. 
Let G'(t,s) be the impulse response of any stable net-
work and let 
t 
y(t) = JG«(t,s)u(s)ds . (A-2.T) 
o 
"Loeve (2k), p g o 576. 
Then 
min(ti,t2) 
E[y(t1)y(t2)] = r (tltt2) = /G • (t x ,u> )g • (t2 , a> )du . (A-2.8) 
yy Q 
Now, define a random variable 4(t) by 
00 




y(t) = /G'(t,s)u(s)ds (A-2.10) 
o 
and then 
t t °° 
r.A - J /2G»(t1,s)GMt2,o)) I Af.p (s) 6, (w )dwds (A-2.ll) 
77 o o i-o 
ti • t2 
= / G'Ctj.s) I [j G»(t2t«)XiBi(M)dw]X B.(s)ds 
o i=o o 
Then since G'(t,s) has n continuous derivatives on [0,t], 
it follows from the expansion and completeness theorem that 
equation (A-2.ll)' is equivalent to 
min(11 ,t2 ) 
r^(tx,t2) = / G»(t1,s)G
,(t2,s)ds = r (tlft2) . (A-2.12) 
Thus, from equation (A-2.12), the random variable u(t), de-
fined by equation (A-2.9), has the properties of white 
noise so that the white noise process u(t) formally has the 
representation 
00 
u(t) = I A o Bi(t) . (A-2.13) 
i=o 
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Now consider the Gaussian random variable w(t) with covar-
iance function 
rwv(tltt2) = E[w(t1)w(t2)] < ~ , (A-2.1U) 
where t l t t2 belong to the interval [0,t], 
By Mercer's theorem*, r»» has the expansion 
00 
r-'Uj.t,) = I TjBn(t,)Bn(t2) (A-2.15) 
n=o 
where equality means convergence in the quadratic mean. By 
the orthogonal decomposition theorem, w(t) then has the ex-
pansion 
00 
w(t) = I Y*dnBn(t) (A-2.16) 
n=o 
where the d are mutually independent random numbers with 
E[d*] = 1. 
Define a realizable network impulse response function 
by 
0 (t<s) 
G(t,s) = (A-2.17) 
00 
I Mkek(t)6k(s) (t>s) 
k=o 
Then using equation (A-2.13) 
t t 
/G(t,s)u(s)ds = /G(t,s) I Aiai6i(s)ds (A-20l8) 
o o i=o 
•o£.cit. (21), pg0 31k. 
and for t>s 
t t • 
/G(t,s)u(s)ds = / I uk8k(t)8k(s 
o ok=o 
k=o 
Then by choosing 
and using equation (A-2el6), e 
yield 
t 
w(t) « /G(t,s)u(s)ds 
o 
which is the desired resulto 
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00 








SPECIFICATION OF THE MODEL FOR A RANDOM PROCESS 
This appendix is devoted to presenting a method speci-
fying the elements of the mathematical model for a random 
process represented by equation (3o2)0 In particular, the 
material presented here enables the elements of the matrices 
A' W> and B(t) in equation (3o2) to be specified in terms of 
the covariance function of the given random process0 The 
material presented here essentially follows the work of 
Levy (I5)c 
It is known* that the function G(t,s) defined by equa-
tion (A-2olT) is the Green's function for an appropriate 
n t h order linear differential equation,, That is, G(t,s) sat-
isfies 
Lt(G(t,s)) = 0 (A-3.1) 
where L^ is defined by equation (A-l02)0 Then a function 
w(t) which satisfies 
t 
w(t) = /G(t,s)u(s)ds (A-3o2) 
o 
is the solution to the equivalent differential equation 
Ltw(t) = Ntu(t) 0 (A-3o3) 
» o p | f l c i t o ( 2 0 ) , p g 0 199o 
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The covariance function for the random variable w(t) defined 
by equation (A-3<>2) is 
min(tj ,t2 ) 
r (tltt2) - / G(tj,s)G(t2>s)ds . (A-3.U) 
o 
Then from equation (A-3ol) 
Lt r ¥ V<
tli t2) " ° ^ t l > t 2 ) • (A-3.5) 
In many cases the covariance defined by equation (A-3oU) is 
representable by a finite sum of the form 
n 
rww(tl»t2) ".I*i(tl)Yi(t2) ( V t 2 ) . (A-3.6) 
Otherwise^ Mercer's theorem guarantees that any bounded co-
variance function can be approximated to any required accu-
racy by such a sum0 
From equations (A-3o5) and (A-3o6) it follows that the 
n <J>. are solutions of the homogeneous differential equation 
(A-3o5)e If n is the smallest number for which the sum 
(A-3<>6) can be written, then the. n'^. are linearly indepen-
dent and constitute a fundamental set of solutions for equa-
tion (A-3o5)o Using this fundamental set, the coefficients 
p.(t) of the operator L. are determined by means of equation 
(A-lo5)o The elements of the matrix A( W> can then be deter-
mined by means of equation (A-l„5)o Then matrix A^w' from 
equation (3o9) is then completely specified, 
It remains to specify the elements of the matrix B(t) 
of equation (3«9')o The remainder of this appendix is devoted 
99 
to this tasko 
From equation (A<=l017)c the vector differential equa-
tion has the solution 
w(t) = J*(t) *(slB(s)u(s)ds 
o 
(A-3oT 
where $(t) is the fundamental matrix defined by equation 
(A-lel6) and is completely specified by the <f>. (t) 0 The co-
variance matrix for the random vector w(t) can be expressed 
as 
Rww(tltt2) = E[w(t1)w(t2)
T] = /•(t«) •(s)B(s)B (s)*(s)* (t)ds 
(A»3o8) 
where t' = max(t19t2)B t = min(t19t2)0 
Identifying a matrix D(t) by 
t «*• H T Ton 1 
D(t) = J * ( S ) B ( S ) B (s)*(s)ds 
o 
equation (A-3o8) can be rewritten as 
T 
Rww(t1$t2) = #(f)D(t)# (t) 
(A-3o9) 
A-3ol0) 
The element in the first row and first column of R is just 
ww ° 
r so that equations (A-3o6) and (A-3ol0) yield ww 
Mitt^Titt,) "J •!<*!) Nij(t2)*j(*2 (A-3.11) 
(t,»t2 
where the d^ , are elements in D0 Equation (A=3oll) is sat 
isfied by 
a i J • ° * * J (A-3.12) 
d,,(t„) = 
• t ( t 2 ) 
• i i l ' 2 ' " T̂ TtTT 
Then using equation (A-2.16) to determine *(t), the elements 
of R are completely specified. 
W W 
Now, let R* (t.,t9) be the extension of equation 
•ww l z 
(A-3.8) when the sign of the difference (tj-t2) changes. 
Then 
T T-l T 
Rww ( tl» t2 ) s J*(t)*(s)B(s)B ( 8 ) * ( B ) « (f)ds (A-3.13) 
— o 
Following Levy, let A(tj,t2) denote the difference 
-1 T-i T 
A(t,,0 - R - R» - - /•(t1)«(8-)B(s)B(s)»(8)»(t9)d8 
1 ^ WW WW 1 * c 
—" ^̂ — t 
(A-3.1U) 
From equation (A-3.11*) with tL>t2 
3A(t1§t ) 
3t t 1 =t 2 
= - B(t1)B(t1) (A-3.15) 
T o 
The diagonal elements of the matrix B B are just b z, m 
b TI •••• k?« "b2 so that the elements b. of the matrix B m-i ' i" o i 
are determined by 
bm-i+l " ^ i i 
(A-3.16) 
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where the 6.. are the diagonal elements of 
3A(t1,t2) 
At, 
t = t 
1 2 
Thus the matrix B is completely specified. 
102 
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