We investigate optimal consumption and investment problems for a BlackScholes market under uniform restrictions on Value-at-Risk and Expected Shortfall. We formulate various utility maximization problems, which can be solved explicitly. We compare the optimal solutions in form of optimal value, optimal control and optimal wealth to analogous problems under additional uniform risk bounds. Our proofs are partly based on solutions to Hamilton-Jacobi-Bellman equations, and we prove a corresponding verification theorem.
Introduction
We consider an investment problem aiming at optimal consumption during a fixed investment interval [0, T ] in addition to an optimal terminal wealth at maturity T . Such problems are of prime interest for the institutional investor, selling asset funds to their customers, who are entitled to certain payment during the duration of an investment contract and expect a high return at maturity. The classical approach to this problem goes back to Merton [10] and involves utility functions, more precisely, the expected utility serves as the functional which has to be optimized.
We adapt this classical utility maximization approach to today's industry practice: investment firms customarily impose limits on the risk of trading portfolios. These limits are specified in terms of downside risk measures as the popular Valueat-Risk (VaR) or Expected Shortfall (ES). We briefly comment on these two risk measures.
As Jorion [5] , p. 379 points out, VaR creates a common denominator for the comparison of different risk activities. Traditionally, position limits of traders are set in terms of notional exposure, which may not be directly comparable across treasuries with different maturities. In contrast, VaR provides a common denominator to compare various asset classes and business units. The popularity of VaR as a risk measure has been endorsed by regulators, in particular, the Basel Committee on Banking Supervision, which resulted in mandatory regulations worldwide. One of the well-known drawbacks of VaR is due to its definition as a quantile. This means that only the probability to exceed a VaR bound is considered, the values of the losses are not taken into account. Artzner et al. [1] proposes as an alternative risk measure the Expected Shortfall, defined as the conditional expectation of losses above VaR.
Our approach combines the classical utility maximization with risk limits in terms of VaR and ES. This leads to control problems under restrictions on uniform versions of VaR or ES, where the risk bound is supposed to be in vigour throughout the duration of the investment. To our knowledge such problems have only been considered in dynamic settings which reduce intrinsically to static problems. Emmer, Klüppelberg and Korn [4] consider a dynamic market, but maximize only the expected wealth at maturity under a downside risk bound at maturity. Basak and Shapiro [2] solve the utility optimization problem for complete markets with bounded VaR at maturity. Gabih, Gretsch and Wunderlich [3] solve the utility optimization problem for constant coefficients markets with bounded ES at maturity.
In the present paper we aim now at a truly dynamic portfolio choice of a trader subject to a risk limit specified in terms of VaR or ES. We shall start with Merton's consumption and investment problem for a pricing model driven by Brownian motion with càdlàg drift and volatility coefficients. Such dynamic optimization problems for standard financial markets have been solved in Karatzas and Shreve [7] by martingale methods. In order to obtain the optimal strategy in "feedback form" basic assumption in [7] on the coefficients is Hölder continuity of a certain order (see e.g. Assumption 8.1, p. 119). In the present paper we use classical optimization methods from stochastic control. This makes it possible to formulate optimal solutions to Merton's consumption and investment problem in "explicit feedback form" for different power consumption and wealth utility functions. We also weaken the Hölder continuity assumption to càdlàg coefficients satisfying weak integrability conditions.
In a second step we introduce uniform risk limits in terms of VaR and ES into this optimal consumption and investment problem. Our risk measures are specified to represent the required Capital-at-Risk of the institutional investor. The amount of required capital increases with the corresponding loss quantile representing the security of the investment. This quantile is for any specific trader an exogeneous variable, which he/she cannot influence. Additionally, each trader can set a specific portfolio's risk limit, which may affect the already exogeneously given risk limit of the portfolio. A trader, who has been given a fixed Capital-at-Risk, can now use risk limits for different portfolios categorizing the riskiness of his/her portfolios in this way.
It has been observed by Basak and Shapiro [2] that VaR limits only applied at maturity can actually increase the risk. In contrast to this observation, when working with a power utility function and a uniform risk limit throughout the investment horizon, this effect disappears; indeed the optimal strategy for the constrained problem of Theorem 5 given in (3.21) is riskless for sufficiently small risk bound: For a HARA utility function, in order to keep within a sufficiently small risk bound, it is not allowed to invest anything into risky assets at all, but consume everything. This is in contrast to the optimal strategy, when we optimise the linear utility, which recommends to invest everything into risky assets and consume nothing; see (3.12) of Theorem Th.3.1
Within the class of admissible control processes we identify subclasses of controls, which allow for an explicit expression of the optimal strategy. We derive results based on certain utility maximization strategies, choosing a power utility function for both, the consumption process and the terminal wealth. The literature to utility maximization is vast; we only mention the books by Karatzas and Shreve [6, 7] , Korn [8] and Merton [10] . Usually, utility maximization is based on concave utility functions. The assumption of concavity models the idea that the infinitesimal utility decreases with increasing wealth. Within the class of power utility functions this corresponds to parameters γ < 1. The case γ = 1 corresponds to linear utility functions, meaning that expected utility reduces to expected wealth.
Our paper is organised as follows. In Section 2 we formulate the problem. In Section 2.1 the Black-Scholes model for the price processes and the parameter restrictions are presented. We also define the necessary quantities like consumption and portfolio processes, also recall the notion of a self-financing portfolio and a trading strategy. Section 2.2 is devoted to the control processes; here also the different classes of controls to be considered later are introduced. The cost functions are defined in Section 2.3 and the risk measures in Section 2.4. In Section 3 all optimization problems and their solutions are given. Here also the consequences for the trader are discussed. All proofs are summarized in Section 4 with a verification theorem postponed to the Appendix.
Formulating the Problem

The Model
We consider a Black-Scholes type financial market consisting of one riskless bond and several risky stocks. Their respective prices (S 0 (t)) 0≤t≤T and (S i (t)) 0≤t≤T for i = 1, . . . , d evolve according to the equations:
(2.1)
is the vector of stockappreciation rates and σ t = (σ i j (t)) 1≤i, j≤d is the matrix of stock-volatilities. We assume that the coefficients r t , µ t and σ t are deterministic functions, which are right continuous with left limits (càdlàg). We also assume that the matrix σ t is nonsingular for Lebesgue-almost all t ≥ 0. We denote by F t = σ {W s , s ≤ t}, t ≥ 0, the filtration generated by the Brownian motion (augmented by the null sets). Furthermore, | · | denotes the Euclidean norm for vectors and the corresponding matrix norm for matrices. For (y t ) 0≤t≤T square integrable over the fixed interval [0, T ] we define y T = (
For t ≥ 0 let φ t ∈ R denote the amount of investment into bond and
the amount of investment into risky assets. We recall that a trading strategy is an R d+1 -valued (F t ) 0≤t≤T -progressively measurable process (φ t , ϕ t ) 0≤t≤T and that
is called the wealth process. Moreover, an (F t ) 0≤t≤T -progressively measurable nonnegative process (c t ) 0≤t≤T satisfying for the investment horizon T > 0
is called consumption process.
The trading strategy ((φ t , ϕ t )) 0≤t≤T and the consumption process (c t ) 0≤t≤T are called self-financing, if the wealth process satisfies the following equation
where x > 0 is the initial endowment.
In this paper we work with relative quantities, i.e. with the fractions of the wealth process, which are invested into bond and stocks; i.e., we define for j = 1, . . . , d
, t ≥ 0 .
, is called the portfolio process and we assume throughout that it is (F t ) 0≤t≤T -progressively measurable. We assume that for the fixed investment horizon T > 0
We also define with 1 = (1, . . . , 1) ′ ∈ R d the quantities
where it suffices that these quantities are defined for Lebesgue-almost all t ≥ 0. Taking these definitions into account we rewrite equation (2.2) for X t as
This implies in particular that any optimal investment strategy is equal to π * t = σ ′−1 t y * t , where y * t is the optimal control process for equation (2.4) . We also require for the investment horizon T > 0
Besides the already defined Euclidean norm we shall also use for arbitrary q ≥ 1 the notation f q,T for the q-norm of ( f t ), i.e.
The Control Processes
Now we introduce the set of control processes (y t , c t ) 0≤t≤T . First we choose the consumption process (c t ) 0≤t≤T as a proportion of the wealth process; i.e.
where (v t ) 0≤t≤T is a deterministic non-negative function satisfying
For this consumption we define the control process ς = (ς t ) 0≤t≤T as ς t = (y t , v t X t ), where (y t ) 0≤t≤T is a deterministic function taking values in R d such that
The process (X t ) 0≤t≤T is defined by equation (2.4), which in this case has the following form (to emphasize that the wealth process corresponds to some control process ς we write X ς )
We denote by U the set of all such control processes ς . Note that for every ς ∈ U , by Itô's formula, equation (2.8) has solution
where
Moreover, E (y) denotes the stochastic exponential defined as
Therefore, for every ς ∈ U the process (X ς t ) 0≤t≤T is positive and continuous. We consider U as a first class of control processes for equation (2.4) , for which we can solve the control problem explicitly and interpret its solution. This is due to the fact, as we shall see in Section 2.4, that because of the Gaussianity of the log-process we have explicit representations of the risk measures.
It is clear that the behaviour of investors in the model (2.1) depends on the coefficients (r t ) 0≤t≤T , (µ t ) 0≤t≤T and (σ t ) 0≤t≤T which in our case are nonrandom known functions and as we will see below (Corollary 3) for the "equlibrate utility functions" case optimal strategies are deterministic, i.e. belong to this class.
A natural generalisation of U is the following set of controls. 
The Cost Functions
We investigate different cost functions, each leading to a different optimal control problem. We assume that the investor wants to optimize expected utility of consumption over the time interval [0, T ] and wealth X ς T at the end of the investment horizon. For initial endowment x > 0 and a control process (ς t ) 0≤t≤T in V , we introduce the cost function
where U and h are utility functions. This is a classical approach to the problem; see Karatzas and Shreve [7] , Chapter 6.
Here E x is the expectation operator conditional on X ς 0 = x. For both utility functions we choose U(z) = z γ 1 and h(z) = z γ 2 for z ≥ 0 with 0 < γ 1 , γ 2 ≤ 1, corresponding to the cost function
For γ < 1 the utility function U(z) = z γ is concave and is called a power (or HARA) utility function. We include the case of γ = 1, which corresponds to simply optimizing expected consumption and terminal wealth. In combination with a downside risk bound this allows us in principle to dispense with the utility function, where in practise one has to choose the parameter γ. In the context of this paper it also allows us to separate the effect of the utility function and the risk limit.
The Downside Risk Measures
As risk measures we use modifications of the Value-at-Risk and the Expected Shortfall as introduced in Emmer, Klüppelberg and Korn [4] . They can be summarized under the notion of Capital-at-Risk and limit the possibility of excess losses over the riskless investment. In this sense they reflect a capital reserve. If the resulting risk measure is negative (which can happen in certain situations) we interpret this as an additional possibility for investment. For further interpretations we refer to [4] . To avoid non-relevant cases we consider only 0 < α < 1/2.
Definition 2. [Value-at-Risk (VaR)]
Define for initial endowment x > 0, a control process ς ∈ U and 0
Corollary 1.
In the situation of Definition 2, for every ς ∈ U the α-quantile λ t is given by
where z α is the α-quantile of the standard normal distribution, and the other quantities are defined in (2.3) and (2.10).
We define the level risk function for some coefficient 0 < ζ < 1 as
We consider only controls ς ∈ U for which the Value-at-Risk is bounded by the level function (2.12) over the interval [0, T ]; i.e. we require
We have formulated the time-dependent risk bound in the same spirit as we have defined the risk measures, which are based on a comparisn of the minimal possible wealth in terms of a low quantile to the pure bond investment. The risk bound now limits the admissible risky strategies to those, whose risk compared to the pure bond portfolio, represented by ζ , remains uniformly bounded over the investment interval.
Our next risk measure is an analogous modification of the Expected Shortfall (ES).
Definition 3. [Expected Shortfall (ES)]
Define for initial endowment x > 0, a control process ς ∈ U and 0 < α ≤ 1/2
The following result is an analogon of Corollary 1.
Corollary 2. In the situation of Definition 3, for any
where where z α is the α-quantile of the standard normal distribution and
We shall consider all controls ς ∈ U , for which the Expected Shortfall is bounded by the level function (2.12) over the interval [0, T ], i.e. we require
The coefficient ζ introduces some risk aversion behaviour into the model. In that sense it acts similarly as a utility function does. The difference, however, is that ζ has a clear interpretation, and every investor can choose and understand the influence of ζ with respect to the corresponding risk measures.
(ii) If
This means that the choice of α influences the risk bounds (2.13) and (2.14). Note, however, that α is chosen by the regulatory authorities, not by the investor. The investor only chooses the value ζ . If ζ is near 0 the risk level is rather low, whereas for ζ close to 1 the risk level is rather high, indeed in such case the risk bounds may not be restrictive at all.
Problems and Solutions
In the situation of Section 2 we are interested in the solutions to different optimization problems. Throughout we assume a fixed investment horizon T > 0.
In the following we first present the solution to the unconstrained problem and then study the constrained problems. The constraints are in terms of risk bounds with respect to downfall risks like VaR and ES defined by means of a quantile.
The Unconstrained Problem
We consider two regimes with cost functions (2.11) for 0 < γ 1 , γ 2 < 1 and for γ 1 = γ 2 = 1. We include the case of γ 1 = γ 2 = 1 for further referencing, although it makes economically not much sense without a risk constraint. The mathematical treatment of the two cases is completely different by nature.
If θ T = 0, then a solution exists and the optimal value of J(x, ς ) is given by
corresponding to the optimal control ς * t = (y * t , 0) for all 0 ≤ t ≤ T with arbitrary deterministic square integrable function (y * t ) 0≤t≤T . In this case the optimal wealth process (X * t ) 0≤t≤T satisfies the following equation
Consider now Problem 1 for 0 < γ 1 , γ 2 < 1. To formulate the solution we define functions
. Moreover, for all 0 ≤ t ≤ T and x > 0 we define the function g(t, x) > 0 as solution to
Theorem 2. Consider Problem 1 for
where the optimal control ς * = (
The optimal wealth process (X * t ) 0≤t≤T is the solution to
The following result can be found Example 6.7 on p. 106 in Karatzas and Shreve [7] ; its proof here is based on the martingale method.
Then the optimal value of J(x, ς ) is given by
The optimal wealth process (X * t ) 0≤t≤T is given by
Remark 2. Note that Problem 1 for different 0 < γ 1 < 1 and 0 < γ 2 < 1 was also investigated by Karatzas and Shreve [7] . For Hölder continuous market coefficients they find by the martingale method an implicit "feedback form" of the optimal solution in their Theorem 8.8. In contrast, Theorem 2 above gives the optimal solution in "explicit feedback form" for quite general market coefficients. Our proof is based on a special version of a verification theorem for stochastic optimal control problems, which allows for càdlàg coefficients.
Value-at-Risk as Risk Measure
For the Value-at-Risk we consider again the cost function (2.11) and, as before, we consider different regimes for 0 < γ 1 , γ 2 < 1 and γ 1 , γ 2 = 1.
To formulate the solution let z α be the normal α-quantile for 0 < α ≤ 1/2 and the constant ζ ∈ (0, 1) as in (2.12). Obviously, for α → 0 we have |z α | → ∞ and, hence, the quotient in (2.13) tends to 1/ζ > 1. This means that the bound can be restrictive. We define for θ as in (2.3) the following quantity
the optimal value of J(x, ς ) is given by
13)
corresponding to the optimal control ς * t = (y * t , 0) for 0 ≤ t ≤ T with arbitrary deterministic function (y * t ) 0≤t≤T such that
In this case the optimal wealth process (X * t ) 0≤t≤T satisfies equation (3.1). Remark 3. (i) For |z α | ≥ 2 θ T condition (3.10) gives a lower bound 0; i.e. 0 < ζ < 1. If |z α | < 2 θ T , then condition (3.10) translates to
i.e. we obtain a positive lower bound.
(ii) The optimal strategy implies that there will be no consumption throughout the investment horizon. This is due to the fact that the wealth we expect by investment is so attractive that we continue to invest everything. Note that the solution is the same as the solution to the problem without possible consumption. Now we present a sufficient condition for which the optimal unconstrained strategy (3.7)-(3.8) is solution for Problem 2 in the case γ 1 = γ 2 = γ ∈ (0, 1). For this we introduce the following functions:
where (v * t ) 0≤t≤T is the optimal consumption rate introduced in (3.7). By setting 
Then the optimal solution is given by (3.7)-(3.8); i.e. it is equal to the solution of the unconstrained problem.
Remark 4. Theorem 4 does not hold for γ 1 = γ 2 , since the solution (3.4) does not belong to U .
To formulate the result for different γ i (i = 1, 2) we introduce the following function for 0 ≤ κ ≤ 1
Moreover, for x > 0 we set
Note that for 0 < γ 1 < 1 and 0 < γ 2 ≤ 1 this function is strictly positive for all x > 0; i.e. 0 < κ * (x) ≤ 1. It is easy to see that in the case γ 1 = γ 2 =: γ the function κ * (x) is independent of x and equals to
Theorem 5. Consider Problem 2 with 0 < γ 1 < 1 and 0 < γ 2 ≤ 1. Assume a riskless interest rate r t ≥ 0 for all t ∈ [0, T ] and
Moreover, assume that
where the optimal control ς * = (y * , v * X * ) is for all 0 ≤ t ≤ T of the form
The optimal wealth process (X * t ) 0≤t≤T is given by the deterministic function
Remark 5. We compare now conditions (3.18)-(3.19) for γ 1 = γ 2 = γ ∈ (0, 1) with condition (3.14). Making use of the notation in (3.6) we obtain
Taking this inequality into account we find that in the case 0 < γ ≤ 1/2 (i.e. 1 < q ≤ 2), the function e l * (γ) is bounded above by
Moreover, condition (3.19) implies |z α | ≥ θ T . Therefore, taking into account that 1 < q ≤ 2 we obtain e
Hence,
Similarly, for 1/2 < γ < 1 (i.e. q > 2),
So we have shown that 1 − e l * (γ) ≥ κ(γ), i.e. condition (3.14) is complementary to conditions (3.18)-(3.19).
We present an example for further illustration. 
The function (3.15) has the following form
For the partial derivative with respect to ζ we calculate
and the optimal wealth process (3.22) is
Conclusion 6
The preceding results allow us to compare the optimal strategies of the unconstrained problems and the constrained problems with VaR bound. We consider a riskless interest rate r t ≥ 0 for all t ∈ [0, T ]. When simply optimizing expectation, i.e. γ 1 = γ 2 = 1, the VaR constrain puts a limit to the investment strategy and also influences the optimum wealth. On the other hand, there is no change in the consumption, which is zero throughout the investment horizon in both cases.
For 0 < γ 1 , γ 2 ≤ 1 the optimal strategy for the utility maximization problem involves investment and consumption during the investment horizon; cf. Theorem 3. The influence of a VaR bound is dramatic, when it is valid, as it recommends the optimal strategy of no investment, but consumption only; cf. Theorem 5.
Expected Shortfall as Risk Measure
The next problems concern bounds on the Expected Shortfall.
To formulate the solution for Problem 3 we define for ρ ≥ 0 and 0
Moreover, we set
where we define sup{ / 0} = ∞. We formulate some properties of ψ which will help us to calculate ρ * ES .
Lemma 1.
Let 0 < α < 1/2 such that |z α | ≥ 2 θ T . Then ψ satisfies the following properties.
(1) For every ρ > 0 the function ψ(ρ, u) is strictly decreasing for 0 ≤ u ≤ 1. 
Now we present the solution of Problem 3, where we start again with the situation of a small α, where the risk bound is restrictive.
Theorem 7.
Consider Problem 3 for γ 1 = γ 2 = 1. Assume also that the riskless interest rate r t ≥ 0 for all t ∈ [0, T ]. Then for every 0 < ζ < 1 and for 0 < α < 1/2 such that |z α | ≥ 2 θ T the solution ρ * ES of ψ(ρ, 1) = ln(1 − ζ ) is finite, and the optimal solution is given by (3.12) after replacing ρ * VaR by ρ * ES . Now we consider Problem 3 with γ 1 = γ 2 = γ ∈ (0, 1). Our next theorem concerns the case of a loose risk bound, where the solution is the same as in the unconstrained case.
Theorem 8.
Consider Problem 3 for γ 1 = γ 2 = γ ∈ (0, 1). Assume that the riskless interest rate r t ≥ 0 for all t ∈ [0, T ]. Assume also that |z α | ≥ 2 θ T and
Then the optimal solution ς * is given by (3.7)-(3.8); i.e. it is equal to the solution of the unconstrained problem.
Now we turn to the general case of 0 < γ 1 , γ 2 ≤ 1, the analogon of Theorem 5.
Theorem 9.
Consider Problem 3 for 0 < γ 1 < 1 and 0 < γ 2 ≤ 1. Assume a riskless interest rate r t ≥ 0 for all t ∈ [0, T ]. Take κ * (x) as in (3.16). Assume (3.18) and
Then the optimal solution ς * is given by (3.21)-(3.22).
Remark 6.
For |z α | ≥ 2 θ T we calculate
Recalling from Remark 5 that g γ (t) = g γ (t)e q−1 2 θ 2 t we obtain
i.e. condition (3.26) is complementary to condition (3.18).
Remark 7. (i)
It should be noted that the optimal solution (3.21)-(3.22) for Problems 2 and 3 does not depend on the coefficients (µ t ) 0≤t≤T and (σ t ) 0≤t≤T of the stock price. These parameters only enter into (3.18), (3.19) and (3.27). Consequently, in practice it is not necessary to know these parameters precisely, an upper bound for θ T suffices.
(ii) If θ ≡ 0, then conditions (3.19) and (3.27) are trivial, i.e. the optimal solutions for Problems 2 and 3 for 0 < γ 1 < 1 and 0 < γ 2 ≤ 1 are given by (3.21)-(3.22) for every 0 < α < 1/2 and ζ satisfying (3.18)
Conclusion 10
The preceding results again allow us to compare the optimal strategies of the utility maximization problems and the constrained problems with ES bound. The structures of the solutions are the same as for a VaR constrain, only certain values have changed.
Proofs
Proof of Theorem 1
First we consider θ T > 0. Define for n ∈ N the sequence of strategies ς (n) = (y (n) , v (n) X (n) ) for which v (n) = 0 and y (n) = nθ . For this strategy (2.9) implies
Let now θ T = 0. Then the cost function can be estimated above by
Thus, every control ς with v = 0 matches this upper bound.
Proof of Theorem 2
We apply the Verification Theorem A.1 to Problem 1 for the stochastic control differential equation (2.4). For fixed ϑ = (y, c), where y ∈ R d and c ∈ [0, ∞), the coefficients in model (A.2) are defined as
This implies immediately H 1 . Moreover, by Definition 1 the coefficients are continuous, hence (A.3) holds for every ς ∈ V .
To check H 1 − H 3 we calculate the Hamilton function (A.5) for Problem 1. We have
For z 2 ≤ 0 we find (recall that
,
Now we solve the HJB equation (A.6), which has for our problem the following form:
We make the following ansatz:
where the function g is defined in (3.3). One can now prove directly that this function satisfies equation (4.2) using the following properties of g
This implies that
. Equation (4.2) implies the following differential equations for the coefficients A i :
The solution of this system is given by the functions (3.2) in all points of continuity of (β i (t)) 0≤t≤T . We denote this set Γ . By our conditions (all coefficients in the model (2.1) are càdlàg functions) the Lebesgue measure of Γ is equal to T . Note that conditions (2.5) and (4.5) imply that Now by (4.1) we find that
Hence H 2 holds. Now we check condition H 3 . First note that equation (A.9) is identical to equation (3.5) . By Itô's formula one can show that this equation has a unique strong positive solution given by
This implies H 3 .
To check the final condition H 4 note that by definitions (3.3) and (4.6)
Therefore, taking into account that
we obtain for s ≥ t
Hence, for s ≥ t we can find an upper bound of the process z(s, X * s ) given by
Moreover, note that the random variables ξ s − ξ t and X * t are independent. Therefore, for every m > 1 we calculate (E t,x is the expectation operator conditional on X
where m 1 = m(1 − q 1 ) and m 2 = m(1 − q 2 ). Therefore, to check condition H 4 it suffices to show that for every
Indeed, for every t ≤ s ≤ T we set E t,s = e
We recall from (2.3) that (θ s ) 0≤s≤T is a deterministic function. This implies that the process (E t,s ) t≤s≤T is a martingale. Hence applying the maximal inequality for positives submartingales (see e.g. Theorem 3.2 in [9] ) we obtain that
From this inequality (4.7) follows, which implies H 4 . Therefore, by Theorem A.1 we get Theorem 2.
Proof of Theorem 3
First note that restriction (2.13) is equivalent to
with notations as in (2.3) and (2.10). Inequality (4.8) and the Cauchy-Schwartz inequality imply that
and, consequently,
where ρ * VaR has been defined in (3.4) and satisfies the equation
Moreover, for every ς ∈ U equation (2.9) yields
For every y ∈ R d the upper bound (4.10) and the Cauchy-Schwartz inequality yield
Therefore, the cost function (2.11) has an upper bound given by
It is easy to see that the control ς * defined in (3.12) matches this upper bound, i.e.
To finish the proof we have to check condition (4.8) for this control. If θ T = 0 then by (4.9)
Taking into account that for |z α | ≥ 2 θ T −ρ * VaR this infimum equals f (1) we obtain together with (4.11)
This proves Theorem 3.
Proof of Theorem 4
We have to prove condition (4.8) for the strategy (3.7)-(3.8):
Now condition (4.8) follows immediately from the restrictions on ζ and the definition of l * (γ).
Proof of Theorem 5
We prove this theorem as theorem 3. Firstly, we find an upper bound for the cost function J(x, ς ) and, secondly, we show that the optimal control (3.20) matches this bound and satisfies condition (4.8). To this end note that from (2.9) we find that for
This implies for ς ∈ U that the cost function (2.11) has the form
Hölder's inequality with p = 1/γ 1 and q = (1 − γ 1 ) −1 yields
where h(t, y) = max{ h 1 (t, y), h 2 (t, y)}. We abbreviate as before g 1 q,T := (
where G(·, ·) is given in (3.15). Moreover, condition (4.8) implies
and 0 ≤ κ ≤ ζ < 1. It is easy to see that ρ(κ) ≤ ρ(0) = ρ * VaR for every 0 ≤ κ ≤ ζ . From this inequality follows that for i = 1, 2 the functions h i (t, y) with 0 < γ i ≤ 1 can be bounded above by
where ρ i (κ) = min(ρ(κ), x i ) with x i = q i θ T for 0 < γ i < 1 and ρ i (κ) = ρ(κ) for γ i = 1. Therefore, from (4.13) we obtain the following upper bound for the cost function
We calculate this supremum by means of Lemma 2 with a = 0 and b = ζ . Note that condition (3.18) guarantees that ζ < κ * (x), which is defined in (3.16) . Therefore, the function G(x, ·) has positive first derivative and negative second on [0, ζ ]. Moreover, from (4.14) we find the derivative of ρ(·) aṡ
and, therefore,
.
Consider now x i < ρ(0). We recall that ρ(·) is decreasing on [0, ζ ] with ρ(ζ ) = 0. Therefore, there exists 0
This in combination with (4.16) yields
This implies the following upper bound for the cost function
Now we find a control to obtain the equality in (4.17). It is clear that we have to take a consumption such that
and V T = − ln(1 − ζ ). To find this consumption we solve the differential equation
The solution of this equation is given by
and the optimal consumption rate is
We recall that r t ≥ 0, therefore, for every 0
The condition 0 < ζ ≤ κ(γ 1 ) implies directly that the last upper bound less than 1, i.e. the strategy ς * defined in (3.21) belongs to U . Moreover, from (4.14) we see that for the value V * T = − ln(1 − ζ ) (i.e. κ = ζ ) the only control process, which satisfies this condition is identical zero; i.e. y * t = 0 for all 0 ≤ t ≤ T . In this case h(t, y * ) = 1 for every t ∈ [0, T ] and, therefore, J(x, ς * ) = G(x, ζ ).
Proof of Lemma 1
(1) Recall the following well known inequality for the Gaussian integral
We use this to check directly that ψ(ρ, ·) is for every fixed ρ > 0 decreasing for 
This implies that lim ρ→∞ ψ(ρ, 1) = −∞. As ψ(0, 1) = 0 we conclude that the equation ψ(ρ, 1) = a has a unique root for every a ≤ 0. Thus ρ * ES is equal to the root of this equation for a = ln(1 − ζ ). Now for |z α | > 1 inequalities (4.18)-(4.19) imply directly the upper bound for ρ * ES as given in (3.25).
Proof of Theorem 7
Note that Lemma 1 implies immediately that ρ * ES < ∞ and ψ(ρ *
Therefore, for every strategy ς ∈ U satisfying inequality (4.20) for t = T we obtain
By Lemma 1(2) ψ(·, 1) is decreasing, hence y T ≤ ρ * ES . Therefore, to conclude the proof we have to show (4.20) for the strategy ς * as defined in (3.12) with ρ * VaR = ρ * ES . If θ T = 0, then ς * = (y * , 0) with every function y * for which y * T ≤ ρ * ES . Therefore, if θ T = 0, then
This proves Theorem 7.
Proof of Theorem 8
It suffices to prove condition (4.20) for the strategy (3.7)-(3.8). We have
It is clear that ψ 0 is continuously differentiable. Moreover, by inequality (4.18) we obtain for 0
Applying condition (3.26) yields (4.20) . This proves Theorem 8.
Proof of Theorem 9
We recall that ψ(ρ, 1) ≤ 0 for ρ ≥ 0. Therefore condition (4.20) implies
As in the proof of Theorem 5 we set κ = 1 − e −V T and conclude from this inequality that 0 ≤ κ ≤ ζ . Moreover, from (4.22) we obtain also that
Since, by Lemma 1(2) ψ(·, 1) is decreasing, we get y T ≤ ρ(κ), where ρ(κ) is the solution of the equation
By Lemma 1(3) the root of (4.23) exists for every 0 ≤ κ ≤ ζ and is decreasing in κ giving ρ(κ) ≤ ρ(0) = ρ * ES . Consequently, we estimate the cost function as in Section 4.5 and obtain 
To finish the proof we have to show condition (A.1) of Lemma 2. From (4.23) we find thatρ
Now from the definition of ψ in (3.23) and inequality (4.18) follows
Therefore (3.27) yields (we set
We apply Lemma 2, and the same reasoning as in the proof of Theorem 5 implies that max
for i = 1, 2. Therefore from the upper bound (4.24) follows
The remainder of the proof is the same as for Theorem 5.
Appendix
A.1 A Technical Lemma
Lemma 2. Let G be some positive two times continuously differentiable function on
Proof. For θ T = 0 the result is obvious. Consider now θ T > 0. We prove that for i = 1, 2 the functions l i (x) = ln M i (ρ(x)) + ln G(x) are increasing in [a, b] . As derivative we obtaiṅ
Since the derivative of the functionĠ(
. Therefore, as ρ > 0 andρ < 0 we finḋ
A.2 The Verification Theorem
We prove a special form of the verification theorem (see e.g. Touzi [11] , p. 16). Consider on the inteval [0, T ] the stochastic control process given by the Itô process
We assume that the control process ς takes values in some set
Moreover, assume that the coefficients a and b satisfy the following conditions
(1) for all t ∈ [0, T ] the functions a(t, ·, ·) and b(t, ·, ·) are continuous on (0, ∞) × K ; (2) for every deterministic vector υ ∈ K the stochastic differential equation
has an unique strong solution.
Now we introduce admissibles control processes for the equation (A.2). We set 
for all t ∈ Γ and for all x ∈ (0, ∞).
There exists a unique a.s. strictly positive strong solution to the Itô equation
where a * (t, x) = a(t, x, ϑ * (t, x)) and b
There exists some δ > 1 such that for all 0 ≤ t ≤ T and x > 0 Proof. For ς ∈ V let X ς be the associated wealth process with initial value X ς 0 = x. Define stopping times
Note that condition (A.3) implies that τ n → T as n → ∞ a.s.. By continuity of z(·, ·) and of (X ς t ) 0≤t≤T we obtain
Theorem A.2 guarantees that we can invoke Itô's formula, and we conclude from (A.2)
where Together with (A.12) we arrive at z(t, x) = J * (t, x). This proves Theorem A.1.
Remark 8.
Note that in contrast to the usual verification theorem (see e.g. Touzi [11] , Theorem 1.4) we do not assume that equation (A.6) has a solution for all t ∈ [0, T ], but only for almost all t ∈ [0, T ]. This provides the possibility to consider market models as in (2.1) with discontinuous functional coefficients. Moreover, in the usual verification theorem the function f (t, x, ϑ ) is bounded with respect to ϑ ∈ K or integrable with all moments finite. This is an essential difference of our situation as for the optimal consumption problem f is not bounded over ϑ ∈ K and we do not assume that f is integrable. it is easy to see that the last sum in (A.19) tends to zero in probability. This proves Ito's formula (A.14) for bounded coefficients (a t ) and (b t ).
To prove Ito's formula under condition (A.13) we introduce for L ∈ N the sequence of processes
where a L t := a t χ {|a t |≤L} and b L t := b t χ {|b t |≤L} . For each of these processes we already proved (A.14). Therefore we can write
where Thus for (A.22) it suffices to show that the last term in this inequality tends to zero as L → ∞. By Lemma 4.6, p. 102 in Liptser and Shiryaev [9] ) we obtain for every ε > 0
This implies (A.22). Taking now the limit in (A.21) for L to infinity we obtain (A.14).
