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1. INTRODUCTION
For a discrete-time system which operates under several modes with the
change described by a finite state Markov disturbance, the dependence of
the disturbance on control parameters in the sense that
S
E l h N h s i y l j p i , j, u s 0, .  .  .tq1 t t
js1
 4l : I s 1, 2, . . . , S ¬ 0, q` ,.
arises in the situation when the change between the modes is influenced
by acting of control strategies. From a mathematical programming view-
point, the complication arising here is to define an optimal control in the
presence of these equality constraints defined by all functions l: I ¬ Rq.
On the other hand, the disturbance with such a dependence will be able to
 .change jumping probabilities p i, j, u and in this case, finding an optimalt
strategy becomes more complicated because the disturbance is able to
‘‘recognize’’ the control strategies and changes the probabilities of jumping
to more or less expensive modes to prevent attainment of gains accord-
ingly.
For such systems, Bellman’s dynamic programming principle was given
w x w xin 6 and Pontriagin’s maximum principle was discussed in 7 for the class
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U of nonanticipating control strategies. Their applications to controlled
 w x. w xMarkov chains see, e.g., 3 were also given in 6, 7 . Due to the stochastic
character of the problem, one of the main difficulties is to define an
optimal control in feedback form. In the present paper, the optimization
problem is considered only in the class V of feedback strategies and a
maximum principle will be given.
 w x.Obviously V ; U. However, as shown earlier see 1, 2, 4, 5 , for many
optimization problems the class V is sufficiently rich with respect to U in
the sense that a solution of the optimization problem in V is also one of
the optimization problems in U. In Section 2, we show that this sufficiency
of V with respect to U remains true for our problem. The maximum
principle in the class V is given in Section 3 and is a generalization of the
w xschedule in 1 with the finite set I.
2. OPTIMIZATION PROBLEM WITH FEEDBACK
CONTROLS
 .Let V, F, P be a basic probabilistic space.
The dynamics of the system under consideration consists of three
 .  .  .sequences of random variables x s x v , u s u v , h s h v , t st t t t t t
0, 1, 2, . . . , N.
The system states x , 0 F t F N, are defined by a difference systemt
x s f x , u , h , x s x g Rn . 2.1 .  .tq1 t t t t 0
The disturbance states h , 0 F t F N y 1, take on values from a finitet
 4  4set I s 1, 2, . . . , S and we make the hypothesis that h is a controlledt
w .Markov chain, i.e., that for every function l: I ¬ 0, q`
S
E l h N h , h , . . . , h s l j p h , j, u 2.2 4 .  .  .  .tq1 t ty1 0 t tq1
js1
S
El h s l j p j, u , .  .  .0 0
js1
 . mwhere p i, j, ¨ , ¨ g U ; R is the transition probability from the state i
 .into the state j when the control parameter equals ¨ and p i, ¨ , i g I is
the initial probability when the control parameter equals ¨.
The control parameters u , 0 F t F N y 1, are functions of the observedt
system states and disturbances states
u s u x , x , . . . , x , h , h , . . . , h g U. 2.3 .  .t t 0 1 t 0 1 ty1
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 n. tq1 tThe sequence of functions u : R = I ¬ U constitutes a nonantici-t
pating control strategy.
In this paper we consider the control parameters of the form
u s M x , q , h , 2.4 .  .t t t t ty1
where M : Rnq1 = I ª U and q is defined by the recurrence equationst t
q s p i , i , u q .tq1 ty1 t t t
2.5 .
q s p i , u q , q s 1. .1 0 0 0 0
 .Obviously, for a given control u s u , 0 F t F N y 1 ,t
u  4q s q i , i , . . . , i s P h s i , h s i , . . . , h s i .t t 0 1 ty1 0 0 1 1 ty1 ty1
t  .defines the probability measure on the set I s I = I = ??? = I t times .
 .The sequence of functions M x, q, i , 1 F i F S, 0 F t F N y 1 is calledt
a Markov feedback strategy.
 4A control process x , h , u is said to be admissible if the constraintst t t
w x , u F 0, w x , u , h F 0, 1 F t F N y 1, qu y a.s. 2.6 .  .  . .0 0 0 t t t ty1 t
are satisfied, where w : Rn = U = I ¬ R, w : Rn = U ¬ R are given andt 0
u the measure q corresponding to the control strategy u s u , 0 F t Ft t
.  .N y 1 is given by 2.5 .
 u4  u4  .Denote by x, u g U, q s x , u g U, q with u given by 2.3 ant t t t
 u4  .admissible control process and by x, u g V , q with u given by 2.4 ant
admissible Markov control process.
The optimization problem with Markov strategies is finding among all
 u4admissible Markov control processes x, u g V , q an admissible Markov
 u*4control process x*, u* g V , q* s q such that the performance function
Ny1
uJ u , x s E g x , u , h 2.7 .  .  .0 t t t ty1
ts0
 4 uattains its minimum value at x*, u* g V , q* . Here h s 0 and by Ey1
we denote the expectation with respect to the probability qu.
We show now a relation between admissible control processes x, u g
u4  u4U, q and x, u g V , q .
First we need the following lemma.
 ty1  ty1.. ty1ty 1 tLEMMA 1. Let there be a sum  f i , u i , where i si g I 0 0 00
 . t  .i , i , . . . , i g I s I = I = ??? = I t times ,0 1 ty1
u: I t ¬ U ; Rm , f : I t = U ª R .
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Then for any mapping Y: I t ¬ Rnq1 and any set-¨ alued mapping
 t. UG: Y I ¬ 2 such that
u i ty1 g G Y ity1 ; U, i ty1 g I t , .  . .0 0 0
 .  t.there exists a function w s w y : Y I ¬ U such that
w Y ity1 g G Y ity1 .  . .  .0 0
f i ty1 , w Y ity1 F f i ty1 , u ity1 . .  . .  . . 0 0 0 0
ty1 t ty1 ti gI i gI0 0
t ty1 t .Proof. Let y belong to Y I , which means there exists i g I such0
ty1 .that y s Y i .0
Put
y1 ty1 ty1Y y s i N Y i s y , .  4 .0 0
ty1 ty1 ty1 y1U y s u i g G Y i N i g Y y , .  . 4 .  . .0 0 0
ty1V y s u g U y N f i , u .  .  . 0
ty1 y1 .i gY y0
s min f i ty1 , u . 0 5 .ugU y ty1 y t .i gY y0
tu g V y if y g Y I .  .
w y s . nq1 t u g U if y g R _ Y I . .
On the other hand
t y1I s Y y . .D
t .ygY I
This implies that
f i , i , . . . , i , u i , i , . . . , i . . 0 1 ty1 0 1 ty1
ty1 ti gI0
s f i ty1 , u ity1 . .  0 0
t ty1 y1 .  .ygY I i gY y0
ty1G f i , u s w y . .  0
t ty1 y1 .  .ygY I i gY y0
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s f i ty1 , w Y ity1 . . . . 0 0
ty1 ti gI0
The proof is complete.
From the lemma the following theorem on the sufficiency of the
 .subclass V of Markov strategies 2.4 for the class U of nonanticipating
 .strategies 2.3 follows.
THEOREM 1. For e¨ery admissible control process
u  4 ux , u g U , q s x , u s u i , i , . . . , i , q , 4 4 .  . .t t t 0 1 ty1 t
u u .  4  4  4.there exists an admissible process x, u g V , q s x , u , q witht t t
 .Marko¨ feedback u s M x , q , h satisfying the conditiont t t t ty1
Ny1 Ny1
u uE g x , u , h F E g x , u , h . . . t t t ty1 t t t ty1
ts0 ts0
w xProof. Theorem 1 is proved by backward induction as in 1 . Assume
that Theorem 1 is proved at the k th step; this means we had the functions
 .  .  .¨ x, q, i , ¨ x, q, i , . . . , ¨ x, q, i such that for the admissible con-k kq1 Ny1
u  . 4 trol process x , u s ¨ x , q , h , q , t G k q 1 on the horizon k, k qt t t t t ty1 t
41, . . . , N , the relations
a x s f x , ¨ x , q , h , h .  . .tq1 t t t t t ty1 t
q s p h , h , ¨ x , q , h q , k F t F N y 1 . .tq1 ty1 t t t t ty1 t
ux s x , q sqk k k k
ub w x , ¨ x , q , h , h F 0, k F t F N y 1, q y a.s. .  . . .t t t t t ty1 ty1
Ny1 Ny1
u uc E g x , ¨ x , q , h , h F E g x , u , h .  . . . t t t t t ty1 ty1 t t t ty1
tsk tsk
 .   .  ..are satisfied or relation a and the relations equivalent to b and c
b9 .
ty1 tq w x , ¨ x , q , i , i F 0 for all i g I , k F t F N y 1 . .t t t t t t ty1 ty1 0
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c9 .
u u 1 u ky2 u ky1q i q i ??? q i q i .  .  .  . 1 0 2 0 ky1 0 k 0
ky1 ki gI0
Ny1
ky1 ty1? q i , i .  t 0 k
ty1 tyktsk i gIk
ky1 ty1 ky1 ty1 ky1 ty1?g x i , i ; ¨ x i , i , q i , i , i ; i .  .  . . .t t 0 k t t 0 k t 0 k ty1 ty1 5
F qu i qu i1 ??? qu iky2 qu iky1 .  .  .  . 1 0 2 0 ky1 0 k 0
ky1 ki gI0
Ny1
u ky1 ty1? q i , i .  t 0 k
ty1 tyktsk i gIk
?g x iky1 , i ty1 , u iky1 , i ty1 , i .  . .t t 0 k t 0 k ty1 5
 ky1 ty1. ty1 u  u uare satisfied, where i , i stands for i and q s q , . . . , q s0 k 0 1 k
.q , q , . . . , q .k kq1 Ny1
To complete the proof of Theorem 1 it is now enough to show functions
 .¨ x, q, i , k y 1 F t F N y 1, such that for the admissible control processt
u  . 4  4x , u s ¨ x , q , h , q , t G k on the horizon k y 1, k, k q 1, . . . , N ,t t t t t ty1 t
 .  .  .  .  .  .relations a , b , and c or a , b9 , and c9 are satisfied.
  ..For instance, we have to prove that see c9
d .
u u 1 u ky2q i q i ??? q i .  .  . 1 0 2 0 ky1 0
ky2 ky1i gI0
Ny1
ky2 ty1? q i , i .  t 0 ky1
ty1 tykq1tsky1 i gIky1
ky2 ty1 ky2 ty1 ky2 ty1?g x i , i , ¨ x i , i , q i , i , i ; i .  .  . . .t t 0 ky1 t t 0 ky1 t 0 ky1 ty1 ty1 5
F qu i qu i1 ??? qu iky2 .  .  . 1 0 2 0 ky1 0
ky2 ky1i gI0
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Ny1
u ky2 ty1? q i , i .  0 ky1
ty1 tykq1tsky1 i gIky1
?g x iky2 , i ty1 , u iky2 , i ty1 , i . .  . .t t 0 ky1 t 0 ky1 ty1 5
Introduce the notations
S
ky2 ky2F X i , w , i s g X i , w , i .  . .  .ky1 0 ky2 ky1 ky1 0 ky2
i , . . . , i s1ky1 Ny1
Ny1
q Q w g X w , ¨ X w , Q w , i , i , .  .  .  . . . t t t t t t ty1 ty1
tsk
  .  .  .where the sequence of random variables X w , Q w , X w sk k t
  .  ..  .   .  .. 4X k, X w , Q w , Q w s Q k, X w , Q w , k q 1 F t F N de-t k k t t k k
pends on the parameter w g U and is defined by the relations
X w s f X w , ¨ X w , Q w , h , h .  .  .  . . .tq1 t t t t t ty1 t
Q w s p h , h , ¨ X w , Q w , h Q w , k F t F N y 1 .  .  .  . . .tq1 ty1 t t t t ty1 t
X w s f X , w , h , X s x .  .k ky1 ky1 ky1 ky1 ky1
Q w s p h , h , w Q , Q s q . .  .k ky2 ky1 ky1 ky1 ky1
Note that these relations are well defined because the functions
 .¨ x, q, i , t G k, are defined by the induction.t
Consider the sets
uG x , q , i s w g U N q w X w , ¨ X w , Q w , i , i .  .  . .  . .t ky1 ky1 ky1 t t t t t t ty1 ty1
F 0, i ty1 g I tykq1 , k F t F N y 1,4ky1
G x , qu , i s w g U N qu w x , w , i F 0 4 . .ky1 ky1 ky1 ky2 ky1 ky1 ky1 ky2
Ny1
G s G .F t
tsky1
The set G is nonempty since u g G. Moreover, these sets G , k yky1 t
1 F t F N y 1, and G depend only on x , qu , i .ky1 ky1 ky2
Let us apply Lemma 1 to the following functions and mappings:
f i ky2 , u iky2 s qu i qu i1 ??? qu iky3 qu iky2 . .  .  .  . .0 ky1 0 1 0 2 0 ky2 0 ky1 0
?F x iky2 , qu iky2 , u iky2 , i , .  .  . .ky1 0 ky1 0 ky1 0 ky2
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Y s x iky2 , qu iky2 , i : I ky1 ¬ Rn = R = I ; Rnq2 .  . .ky1 0 ky1 0 ky2
G : Y I ky1 ¬ 2U , u iky2 : I ky1 ¬ G Y I ky1 ; U . .  .  . . .ky1 0
 .Then we obtain a function ¨ x, q, i such thatky1
¨ x , q , i g U, .ky1
ky2 u ky2 ky1¨ x i , q i , i g G Y I ; U, . . .  . .ky1 ky1 0 ky1 0 ky2
S
ky2 ky2 ky2f i , ¨ x i , q i , i .  . . . 0 ky1 ky1 0 ky1 0 ky2
i , . . . , i s10 ky2
S
ky2 ky2F f i , u i . . . 0 ky1 0
i , . . . , i s10 ky2
 .The proof of d is complete. By putting
x s X ¨ x , q , i , q s Q ¨ x , q , i , .  . .  .k k ky1 ky1 ky1 ky1 k k ky1 ky1 ky1 ky1
x s X ¨ x , q , i , q s Q ¨ x , q , i , .  . .  .t t ky1 ky1 ky1 ky1 t t ky1 ky1 ky1 ky1
 .  .  .the relations a , b9 , and c9 , replacing k by k y 1, remain true. The
initial verification for k s N y 1 follows from the fact that we can con-
 .struct M x, q, i such that u s u . Theorem 1 is proved.Ny1 Ny1 Ny1
3. MAXIMUM PRINCIPLE FOR MARKOV STRATEGIES
 .  .  .  .  .We consider the optimization problem 2.1 , 2.2 , 2.4 , 2.6 , 2.7 with
the following assumptions on the functions f , w , g and the set U ; Rt t t m
 w x.see 7 .
 .  .A Functions g , f , w are continuous in x, u , differentiable witht t t
respect to x and their derivatives are continuous in x.
 . n w xB For every x g R , u9 g U, a g 0, 1 , i g I, u0 g U, there exists an
 .element u s u x, u9, u0, a , i g U such that the following relations hold:
g x , u , i F a g x , u9, i q 1 y a g x , u0 , i , .  .  .  .t t t
f x , u , j s a f x , u9, j q 1 y a f x , u0 , j , 1 F j F S, .  .  .  .t t t
p i , j, u s a p i , j, u9 q 1 y a p i , j, u0 , 1 F j F S, .  .  .  .
w x , u , i F aw x , u9, i q 1 y a w x , u0 , i . .  .  .  .t t t
t n t t .C There exist functions x : I ¬ R , q : I ¬ R, u : I ¬ U such thatt t t
ty1  . tfor every i s i , i , . . . , i g I ,0 0 1 ty1
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­
U U U U Ux s f x , u , i x q f x , u , i y f x , u , i , x s0, 3.1 .  .  . .tq1 t t t t t t t t t t t t t 0­ x
U U U Uq s p i , i , u q q p i , i , u q y p i , i , u q , 3.2 .  .  . .tq1 ty1 t t t ty1 t t t ty1 t t t
q s 0, 0 F t F N y 1,0
ty1 t U r U U .and for every r s 1, 2, . . . , k, i g I with q w x , u , i s 0,0 t t t t ty1
­
U U U U Ur rq w x , u , i x q q w x , u , i .  .t t t t ty1 t t t t t ty1­ x
U Urq w x , u , i q - 0 q* y a.s. . .  .t t t ty1 t
 U U  ty1.4  U U  ty1.4 u*.Here we denote by x s x i , u s u i , q* s q thet t 0 t t 0
optimal control process.
To formulate the main result we introduce the Hamiltonian functions
1
H i , i , c , x , l, x , q , u s q ? g x , u , i .  . .tq1 ty1 t t ty1S
1
Xy c ? f x , u , i y x ? p i , i , u q q q ? l9 ? w x , u , i , 3.3 .  .  .  .t t ty1 t t ty1S
t w x t n t twhere i g I, i g I, q: I ¬ 0, 1 , c : I ¬ R , x : I ¬ R, l: I ¬ty1 t
 q. k q w .R , R s 0, q` , S is the number of states of Markov disturbances,
and prime denotes the transpose
 .  .THEOREM 2. If Assumptions A ] C hold and
u*  U 4 U U U U  U 4x*, u*, q s x , u s M x , q , h , q 4 4  4 .t t t t t ty1 t
is an optimal admissible Marko¨ control process, then there exist functions
 U U .  U U .c s c x , q , h , h , x s x x , q , h , h , l st t ty1 ty1 ty2 ty1 t t ty1 ty1 ty2 ty1 t
 U U . n  q. kl x , q , h with ¨alues in R , R, and R , respecti¨ ely, such that thet t t ty1
  ..function of ¨ariable u see 3.3
S
U UH x , q , i , u s H i , i , c . t t t ty1 tq1 ty1 t tq1
i s1t
= xU , qU , i , i , x xU , qU , i , i , l xU , qU , i , xU , qU , u .  .  . .t t ty1 t tq1 t t ty1 t t t t ty1 t t
attains its minimum ¨alues at the point uUt
min H xU , qU , i , u s H xU , qU , i , uU s MU xU , qU , i . .  . .t t t ty1 t t t ty1 t t t t ty1
ugU
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Moreo¨er the functions c , x , l satisfy the following relations:t t t
­
U U U U Uu*w xE c N x , q , h s yq g x , u , h .t t t ty1 t t t t ty1­ x
S ­
U U U Uq c x , q , h , i f x , u , i .  . tq1 t t ty1 t t t­ xis1
­
U U Uy l q w x , u , h , .t t t t t ty1­ x
U u*w U U x U U Uq E x N x , q , h s yq g x , u , h .t t t t ty1 t t t t ty1
S
U U U Uq x x , q , h , i p h , i , u q , .  . tq1 t t ty1 ty1 t t
is1
c s 0, x s 0,N N
l qU xU , qU , i s 0 for all i ty1 g I t . .t t t t ty1 0
Proof. From Theorem 1, it follows that the Markov control process
 .x*,u*, q* is also optimal in the class of all nonanticipating control
 .strategies 2.3 .
 w xHence we can apply the following maximum principle see 7 , Theorem
.  .1 to derive necessary conditions for the optimal control process x*, u*, q*
 .in this class of all strategies 2.3 .
 .  .  .LEMMA 2. If Assumptions A ] C hold and x*, u*, q* is an optimal
 .  .  .  .admissible control process for the problem 2.1 ] 2.3 , 2.5 ] 2.7 with nonan-
 .  ty1.  ty1. Xticipating strategies 2.3 , then there exist c s c i , x s x i , l st t 0 t t 0 t
X  ty1.  r ty1. .l i s l i , 1 F r F k such that the following relations are satisfiedt 0 t 0
for all i ty1 g I t:0
lr i ty1 G 0, 1 F r F k , 3.4 . .t 0
S­ ­
U U U U Utc s yq g x , u , i q c i f x , u , i .  . .t t t t t ty1 tq1 0 t t t t­ x ­ xi s1t
­
U U Uy l q w x , u , i 3.5 .  .t t t t t ty1­ x
qUx s yqU g xU , uU , i .t t t t t t ty1
S
U Uty1q x i , i ? p i , i , u q 3.6 .  . . tq1 0 t ty1 t t t
i s1t
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qU ? lX ? w xU , uU , i s 0 3.7 .  .t t t t t ty1
H xU , qU , i , uU s MU xU , qU , i F H xU , qU , i , u ity1 . .  . .t t t ty1 t t t t ty1 t t t ty1 t 0
3.8 .
 ty1.for all u i g U.t 0
 w x.Note that in the proof of Lemma 2 see 7, Theorem 1 we put
c i ty1 s 0, x i ty1 s 0 for all i ty1 g I t _ AU , 3.9 . .  .t 0 t 0 0 t
U  ty1 t u* ty1. 4where A s i g I : q i ) 0 , 1 F t F N.t 0 t 0
 .If we consider only the Markov control strategies 2.4 with control
 U U .  .parameters of the form u s M x , q , h then 3.8 gives ust t t t ty1
H xU , qU , h , uU s MU xU , qU , h . .t t t ty1 t t t t ty1
F H xU , qU , h , u h ty1 s M xU , qU , h , 3.10 .  . . .t t t ty1 t 0 t t t ty1
 .where h , h , . . . , h is a Markov chain with the transition probabilities0 1 ty1
q , qU s qu*, . . . , qU s qu* .0 1 1 ty1 ty1
  ..For brevity we denote see 3.3
HU c , x , l , u s H i , i , c , x , l , xU , qU , u . 3.11 .  .  .tq1 tq1 tq1 t tq1 ty1 t tq1 tq1 t t t
 .From the definition of H and 3.9 we havet
H xU , qU , i , u s HU c , x , l , u , .  .t t t ty1 tq1 tq1 tq1 t
igI*
where
I* s i g I N qu* i ty1 , i ) 0 4 .tq1 0
s i g I N qu i ty1 ) 0, p i , i , uU i ty1 ) 0 . 3.12 . 4 .  . .t 0 ty1 t 0
Then
1
U U UH x , q , h , u s E H c , x , l , u N h , h , . . . , h .  .t t t ty1 tq1 tq1 tq1 t 0 1 ty1 5g
 .and from 3.10 it follows that
1
U U U Uu*E H c , x , l , u N x , q , h .tq1 tq1 tq1 t t t t ty1g
1
U U U U Uu*F E H c , x , l , M x , q , h N x , q , h , . .tq1 tq1 tq1 t t t t ty1 t t ty1g
3.13 .
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 U . u*w xwhere g s 1rp h , h , u and by E N we denote the conditionalty1 t t
expectation with respect to the probability measure qu*.
U  .Since H is linear in l , 3.13 remains true in replacing l bytq1 t t
U Uu* .l s E l N x , q , h and thent t t t ty1
1
U U U U U Uu* u*E E H c , x , l , u N x , q , h , h N x , q , h .tq1 tq1 tq1 t t t t ty1 t t t ty1 5g
1
Uu* u*F E E H c , x , l ,tq1 tq1 tq1 t g
M xU , qU , h . .t t t ty1
U U U UN x , q , h , h N x , q , h .t t ty1 t t t ty1 5
Replacing c , x bytq1 tq1
U U U Uu*w xc s c x , q , h , h sE c N x , q , h , h 3.14 .  .tq1 tq1 t t ty1 t tq1 t t ty1 t
U U U Uu*w xx s x x , q , h , h sE x N x , q , h , h 3.15 .  .tq1 tq1 t t ty1 t tq1 t t ty1 t
we rewrite the last inequality
1
U U U U U U Uu*E H c , x , l , u s M x , q , h N x , q , h . /tq1 tq1 tq1 t t t t t ty1 t t ty1g
1
U U U U Uu*F E H c , x , l , u s M x , q , h N x , q , h . . /tq1 tq1 tq1 t t t t t ty1 t t ty1g
 ty1.  ty1.  ty1.Also, from replacing c i , x i , l i byt 0 t 0 t 0
U U U U U Uc x , q , h , h , x x , q , h , h , l x , q , h .  .  .t t t ty1 t t t t ty1 t t t t ty1
  ..it follows that the Hamiltonian functions H of the variable u see 3.3tq1
depend only on i , i , x , q .ty1 t t t
 U U .  .By the relation s x , q , h ; s h , h , . . . , h we obtain the fol-t t ty1 0 1 ty1
lowing form of the last inequality:
U U U UH i , i , c x , q , i , i , x x , q , i , i , .  . tq1 ty1 tq1 t t ty1 tq1 t t ty1
igI*
U U U U Ul x , q , i , x , q , u . .t t t ty1 t t t
U U U UF H i , i , c x , q , i , i , x x , q , i , i , .  . tq1 ty1 tq1 t t ty1 tq1 t t ty1
igI*
U U U U U Ul x , q , i , x , q , M x , q , i .  . .t t t ty1 t t t t t ty1
for all i ty1 g AU .0 t
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 ty1 . U U UFor all i , i f A , which means either q s 0 or q / 0 but0 tq1 t t
 U  U U ..p i , i , M x , q , i s 0, we putty1 t t t t ty1
U U U Uc x , q , i , i s 0, x x , q , i , i s 0 .  .tq1 t t ty1 t tq1 t t ty1 t
U U U .and we put l x , q , i s 0 if q s 0.t t t ty1 t
Hence the last inequality becomes
S
H i , i , c tq1 ty1 tq1
is1
U U U U U U U U U= x , q , i , i , x x , q , i , i , l x , q , i , x , q , u .  .  . .t t ty1 tq1 t t ty1 t t t ty1 t t t
S
U UF H i , i , c x , q , i , i , x . tq1 ty1 tq1 t t ty1 tq1
is1
U U U U U U U U= x , q , i , i , l x , q , i , x , q , M x , q , i .  .  . .t t ty1 t t t ty1 t t t t t ty1
U U .for all M x , q , i g U. Thus c , x , l satisfy the first assertiont t t ty1 tq1 tq1 t
of Theorem 2.
 .The last assertion of Theorem 2 for l follows from 3.7 . To showt
 .  .adjoint systems for c , x we use 3.5 , 3.6 .t t
 .  .  .By 3.9 , the relations 3.5 , 3.6 can be rewritten
­
U U Uc s yq g x , u , h .t t t t t ty1­ x
1 ­
U U U Uu* tq E c i f x , u , h N x , q , h . .tq1 0 t t t t t t ty1g ­ x
­
U U Uy l q w x , u , h .t t t t t ty1­ x
qUx s yqU g xU , uU , h .t t t t t t ty1
1
U U U Uu*q E x p h , h , u q N x , q , h , .tq1 t ty1 t t t t t ty1g
 U .where g s 1rp h , h , u .ty1 t t
 U U .  U U .Since s x , q , h , h > s x , q , h we havety1 ty1 ty2 ty1 t t ty1
u* u*w U U x U UE E c N x , q , h , h N x , q , h 4t ty1 ty1 ty2 ty1 t t ty1
­
U U Us yq ? g x , u , h .t t t t ty1­ x
PHAM T. NHU338
1 ­
U U U U U Uu* u*q E E c f x , u , h N x , q , h , h N x , q , h .tq1 t t t t t t ty1 t t t ty1 5g ­ x
­
U U U U Uu*w xy E l N x , q , h q w x , u , h , .t t t ty1 t t t t ty1­ x
u* u*w U U x U UE E x N x , q , h , h N x , q , h 4t ty1 ty1 ty2 ty1 t t ty1
s yqU g xU , uU , h .t t t t ty1
1
Uu* u*q E E x p h , h , u .tq1 ty1 t t g
U U U U U=q N x , q , h , h N x , q , h .t t t ty1 t t t ty1 5
  .  ..Hence see 3.14 , 3.15
U Uu*E c N x , q , ht t t ty1
­
U U Us yq g x , u , h .t t t t ty1­ x
1 ­
U U U U U Uu*q E c x , q , h , h f x , u , h N x , q , h .  .tq1 t t ty1 t t t t t t t ty1 5g ­ x
­
U U Uy l q w x , u , h , 3.16 .  .t t t t t ty1­ x
U U U U U Uu* 4q E x N x , q , h s yq g x , u , h .t t t t ty1 t t t t ty1
1
U Uu*q E x x , q , h , h .tq1 t t ty1 t g
?p h , h , uU qU N xU , qU , h . .ty1 t t t t t ty1 5
From the fact that
1 ­
U U U U U Uu*E c x , q , h , h f x , u , h N x , q , h .  .tq1 t t ty1 t t t t t t t ty1 5g ­ x
S ­
U U U Us c x , q , h , i f x , u , i .  . tq1 t t ty1 t t t­ xis1
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 .and 3.16 it follows that c , t s N y 1, N y 2, . . . , satisfy the adjointt
system for c in Theorem 2.t
The adjoint system for x is deduced in the same way and Theorem 2 ist
proved.
Remark. The adjoint system for x is also of the formt
qUx s yqU g xU , uU , h .t t t t t t ty1
S
U U U Uq x x , q , h , i p h , i , u q . .  . tq1 t t ty1 ty1 t t
is1
 .  U U .Indeed, by induction, from 3.6 it follows that x is s x , q , h -t t t ty1
 U U .measurable. Hence x s x x , q , h andt t t t ty1
U Uu*w xx s E x N x , q , h , ht t ty1 ty1 ty1 ty2
U Uu*s E x f x , ut ty1 ty1 ty1
= xU , qU , h , h , p h , h , uU xU , qU , h .  ..  .ty1 ty1 ty1 ty1 ty2 ty1 ty1 ty1 ty1 ty1
U U U=q , h N x , q , h , h.ty1 ty1 ty1 ty1 ty1 ty2
s x xU , qU , h . .t t t ty1
Thus x ' x and from the adjoint system for x in the proof oft t t
Theorem 2 the assertion of this remark follows.
 .  .  .  .For the optimization problem 2.1 , 2.2 , 2.4 , 2.7 without the con-
 .  .  .straints 2.6 w s 0 , the adjoint system 3.5 without the last componentt
 .is analogous to 3.6 . In the same way as in the proof of Remark, we obtain
the following adjoint system for c :t
­
U U Uc s yq g x , u , h .t t t t t ty1­ x
S ­
U U U Uq c x , q , h , i f x , u , i . 3.17 .  .  . tq1 t t ty1 t t t­ xis1
 U U U  U uU . U u*4THEOREM 3. Let x , u s M x , q , h , q s q be an optimalt t t t t ty1 t t
 .  .  .  .admissible Marko¨ control process for the problem 2.1 , 2.2 , 2.4 , 2.7
 .without the constraints 2.6 .
 U U .  U U .Then there exist c s c x , q , h s c x , q , h , h , x st t t t ty1 t ty1 ty1 ty2 ty1 t
 U U .  U U .x x , q , h s x x , q , h , h , 1 F t F N y 1, such that thet t t ty1 t ty1 ty1 ty2 ty1
 .adjoint system for x in Remark and the adjoint system for c 3.17 aret t
 U U .satisfied and the function of ¨ariable u H x , q , i , u attains its minimumt t t ty1
¨alue at the point uU.t
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4. CONCLUSION
Design in a changing environment involves the optimal control problem
with two features: control-dependent Markov disturbances and feedback
strategies. To support decisions we have shown a maximum principle
under these conditions and affirmed that the adjoint processes can be
 .made measurable on x , q , h , h rather than on the whole past. Thet t ty1 t
efficient formula for the adjoint processes is provided in the case of the
problem without constraints.
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