One of the main problems in plant breeding is the selection of the best genotypes. Most often the selection is made using yield as a main trait of continuous type, and ignoring the other traits of discrete type. Here, a simple procedure is proposed for dealing with the selection problem using not only the yield, but also an auxiliary discrete trait. The method is based on transforming the continuous variable into a discrete one and testing the dependence of variables with the use of contingency tables. The procedure is illustrated by a real unreplicated experiment with winter wheat.
Introduction
In one of the stages of plant breeding projects, a breeder deals with the problem of selecting the most elite lines from a large number of genotypes. Usually in such research there are insufficient seeds. Consequently, the plant breeder is forced to employ so-called unreplicated designs, i.e. experiments in which each genotype (line) appears only once. Usually the whole experimental field in such an unreplicated experiment is divided into small plots, and each line is sown only on one plot. If the whole experimental field is uniform there is no need to control the fertility, and the plots may be organized mainly with regard to the simplicity of the experiment. Sometimes, when the fertility of the experimental field varies 132 E. Bakinowska, A. Bichoński, R. Kala, B. Zawieja in a systematic manner in one direction, the plots are arranged in several rows orthogonal to the fertility trend, each row consisting of sequences of narrow plots.
To control the fertility trend, some plots, systematically distributed along each row, receive the check cultivar (see e.g. Kempton, 1984; Dobek and Kala, 1995) .
In both cases the main issue is to choose from the whole collection of lines or genotypes those which are the most promising for further yield trials (see e.g. Ambroży et al. 2008a Ambroży et al. , 2008b . The decisions are taken based on the observations of traits of various types. Usually, the main trait is the yield, being of continuous type, accompanied by some other characteristics of discrete type. The aim of this note is to propose a simple procedure for dealing with the selection problem using not only the main continuous trait but also an auxiliary discrete one.
The procedure
The difference in the types of the observed traits (variables) causes some difficulties in performing simultaneous analysis of the experimental data. One approach is to transform the discrete variable into a continuous one. However, the lack of replications, which is standard in unreplicated experiments, means that there is no guarantee of success. We propose the opposite approach, namely transforming the continuous variable into a discrete one. This is an easy task; the only difficulty concerns the question of how to divide the range of the continuous variable into several disjoint classes. Such transformation leads to the loss of some information, but in experiments in which the main objective is to distinguish between good, average and poor genotypes, the loss is not significant.
After such a transformation, methods appropriate for discrete variables, in particular correlation analysis with the use of contingency tables, can be applied (Yates, 1934; Agresti, 1984 p. 5) . Evaluation of the independence of discrete variables is usually carried out using the well-known chi-squared test. The essential limitations are then the frequencies of the subclasses, which should not be too small or empty (Agresti, 2002 pp. 395-398) .
The conversion of a continuous variable to a discrete one requires first of all the determination of the number of classes (disjoint intervals). This is arbitrary, but if it is large, then a small number of observations will be classified in separate intervals. The division of the range may be uniform, but a better solution is to base the division on selected statistics of location and dispersion. In the simplest case the range of the variable can be divided into two classes: observations smaller and larger than the average (or median). A division into three classes (low, medium or high yield) is described, for example, by the intervals:
where s is the sample standard deviation.
For illustration, let us consider a simple case involving two traits, one continuous and one discrete with three classes. Moreover, let the continuous variable be transformed to a discrete one with three classes also. As a result we have a three-by-three contingency table. If the analysis of such a table indicates a significant correlation between variables, the selection should be focused on the genotypes classified only in one subclass. If there is no correlation, the selection of lines may be based only on the main variable.
A real experiment
To illustrate the procedure, we use a winter wheat trial conducted in 2012 at the experimental station in Polanowice. In the experiment, 51 breeding lines (genotypes) of wheat and three control cultivars (Tonacja, Ozon and Patras) were analyzed. The genotypes were marked with consecutive numbers. In the experiment two levels of fertilizer were applied: A1 (a small dose of N-P-K) and A2 (a larger dose of N-P-K). As a result, the study included 108 combinations of genotypes and fertilization levels. The experiment was performed on a uniform field divided into two parts (A1, A2). Each part comprised single plots, each with a size of 10 m 2 . During the study several traits were observed. The yield and the weight of 1000 grains represented the continuous variables. The other traits, for example the degree of lodging and brown rust resistance, were of discrete type. The discrete traits were measured on nine-point scales. The yield was converted to the common moisture content of 15%, while the nine degrees of lodging were reduced to three classes: strong lodging (1-5), medium lodging (6-7) and low lodging (8-9).
The observations obtained from the experiment are presented in Table 1 . For each level of fertilization and in each yieldlodging subclass, the observations are ordered according to the yield. The lodging classes are separated by longer horizontal lines, while the yield classes are separated by shorter lines.
Results
The basic descriptive statistics of yield are contained in Table 2 . These were required to determine the division of yield variability into disjoint classes.
Because during the plants' growth two different fertilization levels were applied, the division of the yield into classes was performed separately for fertilization levels A1 and A2. Due to the relatively small number of studied genotypes, the yield range was divided into three classes. They were determined in accordance with the formulae given in section 2:
A1: low [6.21, 8.71), medium [ 8.71, 9.97), high [9.97, 11.49], A2: low [6.15, 9.96), medium [ 9.96, 11.23), high [11.23, 12.56] .
These classes are marked in Table 1 by shorter horizontal lines. Similarly, three lodging classes, as mentioned at the end of section 4, were also established. These are marked in Table 1 by longer horizontal lines. The results of classification of the data into a 33 contingency table, together with the chi-square statistic, are presented in Table 3 .
Because the null hypothesis of independence of the yields and lodging may be rejected, the selection should be limited to the 20 lines classified in the subclass high yield (8) (9) The check cultivars Patras (52) and Ozon (53) produced high yields at both levels of fertilization; however, with the higher fertilization A2 they were not so resistant to lodging. In turn, the variety Tonacja (54) gave low yields at both levels of fertilization and was not resistant to lodging.
Conclusions
A method has been proposed which can be used in the selection of genotypes in unreplicated experiments. It has been shown how a selection can be made using simultaneous continuous and discrete variables, after transforming the continuous variable to a discrete one and performing selection using a contingency table. The procedure is illustrated by a real experiment with winter wheat, which besides the yield takes into account the degree of lodging. The procedure is effective when the analyzed traits are significantly correlated. It can be used even if yields are improved due to environmental conditions, and also when more traits are analyzed. However, because of the requirements of correlation analysis, the number of searched lines (genotypes) must not be too small.
