Abstract. In this article, we consider products of ergodic Markov chains and discuss their cutoffs in the total variation. Through an inequality relating the total variation and the Hellinger distance, we may identify the total variation cutoffs with cutoffs in the Hellinger distance. This provides a new scheme to study the total variation mixing of Markov chains, in particular, product chains. In the theoretical framework, a series of criteria are introduced to examine cutoffs and a comparison of mixing between the product chain and its coordinate chains is made in detail. For illustration, we consider products of two-state chains, cycles and other typical examples.
Introduction
Let X be a countable set, K be an irreducible stochastic matrix indexed by X and π be a probability on X . We write the triple (X , K, π) for a discrete time Markov chain on X with transition matrix K and stationary distribution π. It is well-known that if K is aperiodic, then K m (x, y) converges to π(y) as m tends to infinity for all x, y ∈ X . To quantize the convergence of K m to π, we consider the (maximum) total variation and the (maximum) Hellinger distance, which are defined by For the weak convergence of distributions, the total variation arose naturally from the view point of probability, while the importance of the Hellinger distance is exemplified from the proof of Kakutani's dichotomy theorem in [9] for the study of infinite product measures. The following inequalities provide a comparison of the total variation and the Hellinger distance, which are corollaries in [14] (see (25) on p.365 for the details) and say
As a consequence, one obtains from (1.3) the following comparison of mixing times, (1.4) T TV (ǫ 2 − ǫ 2 ) ≤ T H (ǫ) ≤ T TV (ǫ 2 ), ∀ǫ ∈ (0, 1).
We can further compare the cutoffs, introduced below, in the total variation and the Hellinger distance. Such a comparison will play a key role through this article.
In this article, we focus on the study of product chains and their cutoffs. To see a definition of product chains, let (X i , K i , π i ) n i=1 be irreducible Markov chains and set (1.5) X = X 1 × · · · × X n , π = π 1 × · · · × π n , and (1.6)
where I j is the identity matrix indexed by X j , A ⊗ B denotes the tensor product of matrices A, B and p 1 , ..., p n are positive reals satisfying p 1 + · · · + p n = 1. It is obvious that K is a transition matrix on X with stationary distribution π. Thereafter, we call (X , K, π) the product chain of (X i , K i , π i ) n i=1 according to the probability vector (p 1 , ..., p n ). As the product chain K m has no simple expression, say in a formula of (K m i ) n i=1 , the study of its total variation and Hellinger distance can be challenging. However, when the diagonal entries in a transition matrix are bounded below by a positive constant, its mixing time is comparable with the mixing time of its associated continuous time Markov chain. As discussed below, when we consider product chains, it is more convenient to use continuous time Markov chains rather than discrete time ones. For a comparison of discrete and continuous time chains, see e.g. [6] for an early reference and Proposition 2.6 for another.
For a discrete time chain (X , K, π), let the triple (X , H t , π) be such that H t = e −t(I−K) . Note that, if (X m ) ∞ m=0 is a realization of (X , K, π) and (N t ) t≥0 is a Poisson process (with parameter 1) independent of (X m ) ∞ m=0 , then (X Nt ) t≥0 is a continuous time Markov chain on X with transition matrices (H t ) t≥0 . Here, we write (X , H t , π) for (X Nt ) t≥0 and call it the continuous time Markov chain associated with (X , K, π). To study the convergence of (X , H t , π), one may replace K m with H t in (1.1) and (1.2) to achieve its total variation and Hellinger distance, while the associated mixing times are defined in a similar way. By Lemma 2.1, (1.3) and (1.4) are also valid in the continuous time case. We write d, T for the distance and mixing time of (X , K, π), and write d (c) , T (c) for those of (X , H t , π). Back to the product chain in (1.5)-(1.6), let (X i , H i,t , π i ) and (X , H t , π) be the continuous time chains associated with (X i , K i , π) and (X , K, π). It follows immediately from the previous setting that (1.7)
H t = H 1,p1t ⊗ · · · ⊗ H n,pnt .
In general, there is no similar form for K m , and that is the reason we use continuous time Markov chains. Through (1.7), one may express the Hellinger distance of (X , H t , π) as a formula of the Hellinger distance of (X i , H i,t , π i ). See [11, Exercise 20.5] for one version and also (3.1) in Lemma 3.1 for another. Note that the equality in (3.1) can fail in the total variation but, along with (1.3) and (1.4), the total variation of (X , H t , π) can be closely related to the total variation of (X i , H i,t , π i ) and this is discussed in detail in Section 3.
The cutoff phenomenon of Markov chains was introduced by Aldous and Diaconis for the purpose of catching up the phase transit of the time to stationarity. To see a definition, let F = (X n , K n , π n ) ∞ n=1 be a family of irreducible Markov chains and, for n ≥ 1, let d n,TV and T n,TV be the total variation and corresponding mixing time of the nth chain in F . Assume that T n,TV (ǫ 0 ) → ∞ for some ǫ 0 ∈ (0, 1). The family F is said to present a cutoff in the total variation if (1.8) lim n→∞ T n,TV (ǫ) T n,TV (δ) = 1, ∀ǫ, δ ∈ (0, 1).
Note that, equivalently, F has a cutoff in the total variation if there is a sequence of positive reals (t n ) ∞ n=1 such that (1.9) lim n→∞ d n,TV (⌈at n ⌉) = 0 ∀a > 1, lim n→∞ d n,TV (⌊at n ⌋) = 1, ∀a ∈ (0, 1).
From (1.9), one can see that the total variation of Markov chains in F have a phase transition at times (t n ) ∞ n=1 . When a cutoff exists, the sequence (t n ) ∞ n=1 , or briefly t n , in (1.9) is called a cutoff time and, by (1.8), T n,TV (ǫ) can be selected as a cutoff time for any ǫ ∈ (0, 1). In the continuous time case, we write F c for the family of continuous time chains associated with F and use d n,H to denote the Hellinger distances and mixing times of the nth chains in F , F c .
The study of mixing times and cutoff phenomena for Markov chains was initiated by Aldous, Diaconis and their collaborators in early 1980s. There are many literatures on related topics introduced in the past several decades and we refer readers to [8] for a concise introduction of cutoff phenomena, to [1] for classical probabilistic techniques on mixing times, to [7] for an application of group representation, to [13] for random walks on finite groups and to [11] for a rich collection of well-developed techniques.
Based on (1.3) and (1.4), we may compare cutoffs in the total variation and in the Hellinger distance as follows. Example 1.1. For n ≥ 1 and 1 ≤ i ≤ n, let (X n,i , K n,i , π n,i ) be the Markov chain on {0, 1, ..., 2n} with transition matrix given by (1.10)
where β > 0. See Figure 1 for the graph associated with K n,i . In the above setting, it is easy to check that K n,i is reversible if and only if (1.11) b n,i c n,i (1 − a n,i ) n−1 n −β = (1 − a n,i − b n,i n −β )a n n,i . Furthermore, π n,i will be concentrated in a neighborhood of 2n if the transitions toward 2n in K n,i are strong enough. Figure 1 . The above graph describes the transition matrix in (1.10). For those innominate transits, the solid rightward arrows are of probability 1 − a n,i , while the dashed leftward ones are of probability a n,i . The nominated transits are respectively x = 1 − a n,i − b n,i n −β , y = c n,i and z = b n,i n −β , while the loops are set to make K n,i stochastic.
This model was first introduced by Lacoin in [10] for the purpose of illustrating product chains without cutoffs in the total variation and separation. Here, we refine partial results in [10] by showing the sensitivity of cutoffs with respect to the transition probabilities in K n,i . In Lemma 5.5, we provides sharp bounds on the Hellinger distance of the product chain of (X n,i , K n,i , π n,i ) n i=1 . As a consequence, we obtain simple criteria to determine the total variation cutoff in Proposition 5.6 and Corollary 5.7. The following proposition treats a special case of (1.10) and is a consequence of Proposition 5.6 and Corollary 5.7. Its proof is placed in the appendix for completion. Proposition 1.2. Let p n,i > 0, (X n,i , K n,i , π n,i ) be the Markov chain satisfying (1.10)-(1.11) and q n = p n,1 + · · · + p n,n . Consider the family G = (X n , K n , π n ) ∞ n=1 , where (X n , K n , π n ) is the product chain of (X n,i , K n,i , π n,i ) n i=1 according to the probability vector (p n,1 /q n , ..., p n,n /q n ). Suppose there is C > 1 such that
(1) For p n,i = 1 + 2 i−n , G c has a total variation cutoff if and only if β = 1. Further, if β ∈ (0, 1), then the cutoff time is 2n 2 ; if β ∈ (1, ∞), then the cutoff time is n 2 .
(2) For p n,i = 1 + (i/n) α with α > 0, G c has a total variation cutoff if and only if β = 1. Further, if β ∈ (0, 1), then the cutoff time is 2[(α + 2)/(α + 1)]n 2 ; if β ∈ (1, ∞), then the cutoff time is [(α + 2)/(α + 1)]n 2 . (3) For p n,i = 1 + log i/ log n, G c has a total variation cutoff with cutoff time 4n 2 /(1 + min{β, 1}) for all β > 0.
In [10] , Lacoin creates the continuous time Markov chains without cutoff by directly assigning their Q-matrices. To our setting, the transition matrices have β = 1 and, roughly, a n,i = 2 −n 2 , b n,i = 1 and c n,i = n −1 2 −n 3 . It is easy to check that (1.12) is satisfied and, by Proposition 1.2, no cutoff exists in the total variation.
Next, we consider some specific type of product chains and do its framework on the comparison of cutoffs between product chains and original chains. In detail, let F = (X n , K n , π n ) ∞ n=1 be a family of Markov chains and P = (p n ) ∞ n=1 be a sequence of positive reals. For n ≥ 1, let
according to the probability vector (p 1 /q n , ..., p n /q n ). We write F P for the family (Y n , L n , ν n ) ∞ n=1 and write F P c for the family of continuous time chains associated with F P . When we say a subfamily of F , we mean (
is an increasing sequence of positive integers. The following theorem provides criteria on the cutoff of F P c with specific P. Theorem 1.3. Let F P be the family introduced above, ǫ n be a sequence satisfying 0 < inf n ǫ n ≤ sup n ǫ n < 1/2 and set
Assume that: (I) Either 0 < A n ≤ A n+1 for all n or n|A n − A| is bounded for some A > 0. (II) B n is nondecreasing, C n is bounded and D n is nondecreasing for n large enough. In the total variation:
(1) If F c has a cutoff with cutoff time t n , then F P c has a cutoff with cutoff time
If no subfamily of F c has a cutoff, then F P c has no cutoff. The above conclusions also hold in the Hellinger distance if sup n ǫ n < 1/4 is assumed further and T (c) n,TV is replaced by T (c) n,H . A general version of Theorem 1.3 is discussed in Subsection 4.3 and readers are referred to Theorem 4.6 for more details. To see a practical application, we consider products of random walks on finite cycles. Proposition 1.4. Refer to the family F P in Theorem 1.3 and let X n = Z n+1 , K n (x, y) = 1/2 for |x − y| = 1 and p n = n 2 exp{−n γ } with γ > 0. If γ > 1, then F P c has no cutoff in the total variation.
It is well-known that the total variation mixing time of the nth chain in F c has order n 2 . Noting this, Proposition 1.4 is a consequence of Theorem 1.3 and the observation of (n + 1) γ − n γ ≥ n γ−1 . In the forthcoming paper [3] , we have more advanced analysis on the cutoff of product chains for finite groups with moderate growth, which is a generalization of Proposition 1.4. It is shown in [3] that, when the pre-cutoff (a concept weaker than the cutoff) is considered, the family F P c in Proposition 1.4 presents a pre-cutoff in the total variation for γ ∈ (0, 1), but does not for γ ≥ 1. This means that Theorem 1.3 could be sharp in judging cutoffs.
As is revealed in Theorem 1.3, the cutoffs for F c and F P c are consistent under some mild conditions. However, this can fail in general and we provide counterexamples in Subsection 5.2 to highlight the observation of the following theorem. Theorem 1.5. None of cutoffs for F c or F P c implies the other. The remaining sections of this article are organized in the following way. In Section 2, a comparison between the total variation and the Hellinger distance is introduced to relate the cutoff in one measurement with the cutoff in the other, where Proposition 1.1 is a typical result in the framework. In Section 3, we consider product chains in the continuous time case and, based on (1.7), create a list of bounds on their mixing times. In Section 4, the combination of the comparison technique and the bounds for product chains leads to a series of criteria on the existence of cutoffs and related materials. In Section 5, we consider the family in Theorem 1.3 and determine its cutoff to some extent. For illustration, we consider products of two-state chains and a general family of chains in Proposition 1.2. Besides, two examples are introduced to reveal the non-consistency of cutoffs, which provide the proof of Theorem 1.5. We would like to emphasize that those heuristic examples in Section 5 are helpful to understand the theoretic development in this paper though the discussion within the section and the auxiliary proofs relegated in the appendix occupy a significantly large part.
We end the introduction by quoting a list of mathematical notations to be used throughout this article. Let x, y ∈ R and a n , b n be sequences of positive reals. We write x ∨ y and x ∧ y for the maximum and minimum of x and y. When a n /b n is bounded, we write a n = O(b n ); when a n /b n → 0, we write a n = o(b n ). In the case of a n = O(b n ) and b n = O(a n ), we simply say a n ≍ b n . If a n /b n → 1, we write a n ∼ b n . When writing O(a n ) and o(b n ) as a single term, we mean sequences, c n and d n , satisfying |c n /a n | = O(1) and |d n /b n | = o(1) respectively.
Comparison of cutoffs
In this section, we consider the total variation and the Hellinger distance in a more general setting and provides a comparison of mixing times in both measurements.
2.1.
Comparisons of the total variation and Hellinger distance. Let X be a set equipped with σ-field A. For any two probabilities µ, ν on (X , A), the total variation and the Hellinger distance are defined by
where λ is a probability on (X , A) such that dµ/dλ and dν/dλ exist. The total variation is clearly well-defined in (2.1), while the Hellinger distance requires the existence and independence of λ in (2.2). To see (2.2) is well-defined, let (P, N ) be a Hahn decomposition of µ − ν satisfying µ(P ) ≥ ν(P ), µ(N ) ≤ ν(N ) and define π by
By setting c = µ(P ) + ν(N ), it is easy to see that c −1 π is a probability and µ, ν are absolutely continuous with respect to π. This provides a candidate of λ. Next, let f, g be Radon derivatives of µ, ν with respective to π and let λ be a probability with respect to which µ and ν are absolutely continuous. Obviously, π is absolutely continuous with respect to λ since π ≤ µ + ν. As a consequence, (2.2) can be rewritten as
This proves the independence of λ in (2.2).
The following lemma is known (see for instance [14, Equation (25) on p.365]) and we give its proof for reader's convenience.
Lemma 2.1. For any two probabilities µ, ν, one has
while the fact of µ − ν TV ≤ √ 2 µ − ν H is also derived in [11, 12] .
Proof. Let f, g be as before. Observe that
where µ| A denotes the restriction of µ to set A. This implies
Besides, by the definition in (2.1) and the setting in (2.3), it is easy to see that
Since f, g are bounded by 1, one has 0 ≤ f g ≤ 1. By (2.4) and (2.5), this yields
where the first inequality is exactly the Cauchy-Schwarz inequality and the last equality applies (2.6).
To see an application of Lemma 2.1, we consider products of probabilities.
Proposition 2.2. Fix n ∈ N. For 1 ≤ i ≤ n, let µ i , ν i be probabilities on the same measurable space and set µ = µ 1 × · · · × µ n and ν = ν 1 × · · · × ν n . In the Hellinger distance, one has
In the total variation, one has µ − ν TV ≥ max{ µ i − ν i TV : 1 ≤ i ≤ n} and
The equality in (2.7) was early introduced in [11] (see Exercise 20.5) and we display a proof in this article for completion.
Proof of Proposition 2.2. For convenience, let (X i , A i ) be the measurable space on which µ i , ν i are defined and set X = n i=1 X i and A = n i=1 A i . We first prove the equality in (2.7). For 1
where
Clearly, µ and ν are absolutely continuous with respect to π and
As a result, (2.2) implies
The inequality in (2.7) is obvious and skipped. Next, we show (2.8). Note that the first inequality follows immediately from (2.7) and Lemma 2.1. To see the second inequality, we setπ i (A) = µ i (N i ∩A)+ν i (P i ∩A) for A ∈ A i ,π =π 1 × · · · ×π n and let (P, N ) be a Hahn decomposition of µ − ν satisfying µ(P ) ≥ ν(P ) and
As dµ i /dν i ≤ 1 on N i and dν i /dµ i ≤ 1 on P i , the above identities imply
which leads to (2.9).
To prove the other lower bound of the total variation, let
2.2.
Mixing times of Markov chains and their comparisons. Let (X , K, π) be an irreducible Markov chain on a countable set X with transition matrix K and stationary distribution π and let (X , H t , π) be the continuous time Markov chain associated with (X , K, π), where H t = e −t(I−K) . If those Markov chains have µ as the initial distribution, we write (µ, X , K, π) and (µ, X , H t , π) instead. When µ = δ x , a probability concentrated at state x, we simply write (x, X , K, π) and (x, X , H t , π).
Referring to (2.1)-(2.2), we define the total variation and the Hellinger distance of (µ, X , K, π) by
and define those of (X , K, π) by
For simplicity, we also call the distances in (2.11) the maximum total variation and the maximum Hellinger distance. The mixing times associated with d TV and d H are set to be
and
and T H (x, ǫ) for short. Concerning the continuous time case, we change K m into H t in the above definitions and, to avoid confusion, replace
H . Note that the total variation, the Hellinger distance and their corresponding mixing times are non-increasing.
As a result of Lemma 2.1, we provide in the following lemma a comparison between the total variation and the Hellinger distance. It is remarkable that the two distances are simultaneously close to 0 and 1, which is useful to identify cutoffs, introduced in the next subsection, in either measurements.
be their corresponding mixing times. Then, one has (2.12)
, ∀m ≥ 0, and
The above inequalities also hold in the distances of (2.11) and in the continuous time case.
Concerning (2.12), it's interesting to explore whether there is a universal constant C > 0 independent of the Markov chain such that
In the following example, we demonstrate that none of the above inequalities can hold.
Example 2.1. Let (X , K, π) be a Markov chain with (2.14)
It is easy to see that K is reversible and to show that
This implies
By the fact of
as m → ∞. As a consequence, we obtain
as m → ∞. Clearly, the former sequence in (2.16) tends to infinity, while the limit of the latter sequence can be arbitrarily close to zero when αβ is small.
Cutoffs for Markov chains and their comparisons.
When discussing cutoffs, we refer to a family of Markov chains. To see a precise definition, we introduce the following notations. Let F = (X n , K n , π n ) ∞ n=1 be a family of irreducible Markov chain and write F c for (X n , H n,t , π n ) ∞ n=1 , where H n,t = e −t(I−Kn) . Here, we call F c the family of continuous time Markov chains associated with F . When dealing with (µ n , X n , K n , π n ) ∞ n=1 , we call it a family of irreducible Markov chains with initial distributions (µ n ) ∞ n=1 . For n ≥ 1, we write d n,TV and d n,H for the total variation and the Hellinger distance of the nth chain in F and let T n,TV and T n,H be the corresponding mixing times.
Definition 2.1. A family F of irreducible Markov chains with initial distributions (µ n )
∞ n=1 is said to present (1) a cutoff in the total variation if there is t n > 0 such that
In the above setting, t n is called a cutoff time, b n is called a cutoff window corresponding to t n and f , f are called the (t n , b n ) cutoff profiles.
Referring to Definition 2.1, the cutoff in the Hellinger distance is defined by replacing d n,TV with d n,H . If the initial distributions are not specified, the cutoff is understood in the distance of (2.11) and defined by replacing d n,TV (µ n , ·), d n,H (µ n , ·) with d n,TV (·), d n,H (·). In the continuous time case, the cutoff of F c is defined by using d
n,H instead and removing ⌈·⌉, ⌊·⌋.
The following lemma provides another variant of cutoffs using the mixing times.
(1) F has a cutoff in the total variation if and only if
In particular, if F has cutoff time t n , then T n,TV (µ n , ǫ) ∼ t n for ǫ ∈ (0, 1).
(2) Assume that inf n b n > 0. Then, F has a (t n , b n ) cutoff in the total variation if and only if b n = o(t n ) and
In particular, for ǫ 1 ∈ (0, 1) and t n = T n,TV (µ n , ǫ 1 ), F has a (t n , b n ) cutoff in the total variation if and only if b n = o(t n ) and
The above statements are also valid for cutoffs in the Hellinger distance and in the distances of (2.11), and for F c , where the assumptions of T (c) n,TV (µ n , ǫ 0 ) → ∞ and inf n b n > 0 are not required in the continuous time case.
The following proposition provides a comparison of cutoffs in the total variation and the Hellinger distance. Proposition 2.5. Let F be a family of irreducible Markov chains with initial dis-
(1) F has a cutoff in the total variation with cutoff time t n if and only if F has a cutoff in the Hellinger distance with cutoff time
Assume that F has a (t n , b n ) cutoff in the total variation and the Hellinger distance and let f TV , f TV and f H , f H be (t n , b n ) cutoff profiles in respective distances. Then, one has
The above also holds in the distance of (2.11) and in the continuous time case, where t n → ∞ and inf n b n > 0 are not required for F c .
Proof. The proof follows immediately from Lemmas 2.3-2.4 and is skipped. 
n,TV be the total variation mixing times of the nth chains in
n,TV (µ n , ǫ 0 ) → ∞. In the total variation, (1) F c has a cutoff if and only if F θ has a cutoff. Further, if t n is a cutoff time for F c , then
The above also holds for families without prescribed initial distributions and in the Hellinger distance.
Proof. For the total variation, we discuss (2) in detail, while (1) can be shown similarly. In the case that θ is a constant sequence, Proposition 2.6 is exactly the combination of Theorems 3.1, 3.3 and 3.4 in [6] . For any sequence θ = (θ n ) ∞ n=1 , we set
Clearly, one has (2.17)
, where ζ n = θ 0 , and
and the second identity yields
The desired equivalence is then given by the setting of r n = t n /(1 − θ n ).
The conclusion for the Hellinger distance follows immediately from Proposition 2.5 and what is proved above.
Distances of product chains
In this section, we consider product chains and provide bounds on their total variation and Hellinger distance. Let (X i , K i , π i ) n i=1 be irreducible Markov chains and p 1 , ..., p n be positive reals satisfying p 1 + · · · + p n = 1. Referring to the setting in (1.5)-(1.6), we call (X , K, π) the product chain of (X i , K i , π i ) n i=1 according to the probability vector (p 1 , ..., p n ), call (X i , K i , π i ) the ith coordinate chain of (X , K, π) and name n as its dimension. In the continuous time case, we write H i,t = e −t(I−Ki) and H t = e −t(I−K) . As is stated in the introduction, one has (1.7) but this could fail in the discrete time case.
Throughout this section, we concentrate on the study of continuous time chains.
i,TV refer to the Hellinger distances and the total variations of (X , H t , π) and (X i , H i,t , π i ) and that T 3.1. Distances with prescribed initial distributions. Our first result is to bound distances of product chains using those of their coordinate chains.
according to the probability vector (p 1 , ..., p n ). For probability distributions µ 1 , ..., µ n on X 1 , ..., X n and the product measure µ = µ 1 × · · · × µ n , one has
and d
The above also holds for the maximum total variation and Hellinger distance.
Proof. For distances with prescribed initial distributions, the proof is given by Proposition 2.2 and (1.7) and, for the maximum distances, the proof follows immediately from the fact of d 
The next proposition is an extension of Lemma 3.1 and could be more applicable to practical computations.
and (µ, X , K, π) be the Markov chains in Lemma 3.1 and set ̺ H = 2̺ TV = 2. For * ∈ {H, TV}, one has
In particular, for A ∈ (0, 1),
,
The above also holds for the maximum Hellinger distance and total variation.
Proof. In the Hellinger distance, the proofs for the first two inequalities are given by Lemma 3.1 and the following fact,
while the last inequality is implied by the first one with the additional observation d
H ( √ A) and 1 ≤ i ≤ n. In the total variation, the proofs are similar and skipped.
Remark 3.1. By Lemma 3.1, one may use the following inequality
Compared with the last inequality in Proposition 3.2, (3.3) provides simpler upper bounds without the requirement of t ≥ t (c)
TV (A). The following example is an illustration of Lemma 3.1 and Proposition 3.2.
according to the probability vector (1/n, ..., 1/n) and consider the case α = β. Note that, from Lemma 2.3 and (3.6),
By applying (3.2) with A = 1/2, one has
for a > 0 and c > − log n, where 0 = (0, ..., 0) and
The last equality yields e −c /8 ≤ f n (c) ≤ e −c /(2 √ 2) and the bounds for distances lead to n 4α log n − log log 1
Consequently, we may conclude that, when n tends to infinity, the total variation mixing time has order n log n, while the mixing time in the Hellinger distance is asymptotically (4α) −1 n log n. Next, we make a more precise estimation of the total variation using Lemma 2.3 and Lemma 3.1. By (3.1) and (3.5), one has
for c ∈ R, where the last equality is the result of the fact that, as t → 0,
By (2.12), this implies
Consequently, we may conclude that the total variation mixing time is also asymptotically (4α) −1 n log n.
3.2.
Maximum distances of product chains. In this subsection, we consider distances of product chains in the sense of (2.10) and our first result is the application of Proposition 3.2 to the total variation.
Proof. By (3.2), one has
i,TV (1/2) for all 1 ≤ i ≤ n, the above inequalities combine to the desired one.
To get a variant of Proposition 3.3 in the maximum Hellinger distance, one may follow the same reasoning as before but needs the quasi-submultiplicativity of d 
Note that if t → Cd 
Taking α = β yields C ≥ √ 8.
H be the maximum Hellinger distances of a discrete time irreducible Markov chain and its associated continuous time one. Then, the following mappings 
Cutoffs for product chains
In this section, we consider families of product chains and discuss their cutoffs. Let (k n ) ∞ n=1 be a sequence of positive integers and
be a family of irreducible Markov chains and a triangular array of positive reals. For n ≥ 1, let (X n , K n , π n ) be the product chain of (X n,i , K n,i , π n,i ) kn i=1 according to the probability vector (p n,1 /q n , ..., p n,kn /q n ), where q n = p n,1 + · · · + p n,kn . We write F P for the family (X n , K n , π n ) ∞ n=1 and call it the family of product chains of F according to P. In the continuous time case, we set H n,i,t = e −t(I−Kn,i) , H n,t = e −t(I−Kn) and
. For the Markov chains, (X n,i , H n,i,t , π n,i ) and (X n , H n,t , π n ), we use d Theorem 4.1. Let F , P be families in (4.1). For n ≥ 1 and 1 ≤ i ≤ k n , let µ n,i be a probability on X n,i , µ n = µ n,1 × · · · × µ n,kn , q n = p n,1 + · · · + p n,kn and set
In particular, when sup n k n < ∞, the equivalences in (1) and (2) remain true under the replacement of F n and ∞ with G n and 1.
Remark 4.1. In Theorem 4.1, when sup n k n < ∞, the corresponding conclusion also holds in the total variation. Proof of Theorem 4.1. We deal with the general setting here, while the case of bounded dimensions can be treated similarly. Set
By the definitions of F n , G n , f n , g n and Proposition 3.2, one has
This implies that, for any sequence of positive reals (t n )
which leads to (1). As (2) can be derived in a similar way, we skip the details.
The next corollary provides a sufficient condition for families of product chain without cutoffs in the Hellinger distance, of which proof is obvious from Proposition 3.2 and skipped.
4.2.
Cutoffs for product chains in the maximum distances. In this subsection, we discuss the cutoff in the maximum distance. As cutoffs for product chains with bounded dimensions have been highlighted in Remark 4.2, we will focus on the case with dimensions tending to infinity thereafter. Theorem 4.3. Let F , P be families in (4.1) with k n → ∞ and {t n,i > 0 : 1 ≤ i ≤ k n , n ≥ 1} be a family of positive reals. Set ̺ H = 2̺ TV = 2 and, for * ∈ {TV, H},
n,i, * (ǫn,i) .
Suppose ǫ n,i ∈ (0, 1/(2̺ * )) and inf i,n ǫ n,i > 0. Then, for * ∈ {TV, H}, has a cutoff, for all m ≥ 0, with cutoff time (t n,kn−m ) ∞ n=1 , then F P c has a cutoff with cutoff time (p n,1 + · · · + p n,kn )s n and lim sup n s n /t n ≤ 1, where t n := max{t n,i /p n,i : 1 ≤ i ≤ k n }. If sup i,n {t n,i /T (c) n,i, * (ǫ n,i )} < ∞ is assumed further, then s n ∼ t n . (2) If R(c) = 0 for some c ∈ (0, 1) and F P c has a cutoff with cutoff time v n , then there are sequences of positive integers (j n ) ∞ n=1 and (J n ) ∞ n=1 satisfying j n > j n−1 , 1 ≤ J n ≤ k jn and |k jn − J n | = O(1) such that the family (X jn,Jn , H jn,Jn,t , π jn,Jn ) ∞ n=1 has a cutoff with cutoff time p jn,Jn v jn /q jn . The proof of Theorem 4.3 is tricky and we discuss it in the next subsection. In Theorem 4.3, it is easy to check that R(c) is non-increasing in c. Note that ǫ n,i < 1/(2̺ * ) is sufficient for T (c) n,i, * (ǫ n,i ) > 0 and that ǫ n,kn−m < 1/(2̺ * ) for n, m large enough is necessary for R(c) = 0. When R(c) = 0, one can see from Proposition 3.3 that, for the total variation or the Hellinger distance of the nth chain at time cs n , the contribution from all but the last finitely many chains in (X n,i , K n,i , π n,i ) kn i=1 is asymptotically negligible. In the following, we introduce more properties of R(c) which are useful in proving and applying Theorem 4.3.
Lemma 4.4. Refer to Theorem 4.3 and assume ǫ n,i ∈ (0, 1/(2̺ * )) and inf i,n ǫ n,i > 0. For * ∈ {TV, H}, one has:
(1) If R(c) = 0 for some c > 0, then, for any δ ∈ (0, 1), there are positive integers N > M > 0 such that 
which is equivalent to the conclusion in (1).
Proof of Theorem 4.3. We will prove Theorem 4.3 in the total variation, while the variant in the Hellinger distance can be treated in a similar way and skipped. First, we set up some notations and make basic analysis. For convenience, set α = inf i,n ǫ n,i , q n = p n,1 + · · · + p n,kn and u n,i = T (c)
n,TV be the total variations of (X n,i , H n,i , π n,i ) and (X n , H n,t , π n ). By the second inequality of Proposition 3.2, one has
according to the probability vectors
q n,i and q 
Further, by Proposition 3.3, when t ≥ q n max{u n,i /p n,i :
(2ǫ n,i ) (pn,it)/(un,iqn) .
As a consequence of the above inequalities, we have
To prove (1), we assume R(c) = 0 for c > 1 and This proves that F P c has a total variation cutoff with cutoff time q n s n . Next, we compare s n and t n , where t n := max{t n,i /p n,i : 1 ≤ i ≤ k n }. By Lemma 4.4(1), one may choose, for any δ ∈ (0, 1), two integers N δ > M δ > 0 such that
where A n,δ = max {u n,i /t n,i : k n − M δ < i ≤ k n }, and
where B n,δ = max {t n,i /u n,i : k n − M δ < i ≤ k n } and C = sup i,n t n,i /u n,i . Since (X n,kn−m , H n,kn−m,t , π n,kn−m ) ∞ n=1 has a cutoff, one has lim n t n,kn−m /u n,kn−m = 1 for any m ≥ 0, which leads to lim n A n,δ = lim n B n,δ = 1 for all δ ∈ (0, 1).
Immediately, (4.6) implies lim sup n s n /t n ≤ 1. Moreover, if C < ∞, then applying (4.7) with δ = (C + 1) −1 yields lim sup n t n /s n ≤ 1. To prove (2), we assume that R(c 0 ) = 0 for some c 0 ∈ (0, 1) and F P c has a cutoff with cutoff time v n . By (4.2), one has
n,i,TV (cp n,i v n /q n ) = 0, ∀c > 1.
Since ǫ n,i ≥ α > 0, (4.8) implies that, for any c > 1, there is n c > 0 such that u n,i ≤ cp n,i v n /q n for all 1 ≤ i ≤ k n and n ≥ n c . Clearly, this is equivalent to (4.9) lim sup n→∞ s n v n /q n ≤ 1.
Next, we set
By Lemma 4.4(4) and the fact of R(c 0 ) < ∞, one has (4.10) β(c) < ∞, ∀c > c 0 .
Let N δ > M δ be the constants such that (4.5) holds, set M ′ = M c0/2 and, by (4.9), select N ′ ≥ N c0/2 such that s n ≤ 2v n /q n for n ≥ N ′ . As a result of (4.5), this implies
Immediately, one may use (4.3) and (4.11) to obtain
for c > c 0 and n > N ′ . Now, let c r ∈ (c 0 , 1) be an increasing sequence converging to 1. By (4.10), we have β(c r ) < ∞. As F P c has a cutoff with cutoff time v n , one may use (4.12) to derive lim
Set j 0 = 0. Inductively, we may select positive integers j r , l r satisfying 
4.3.
Cutoffs for some type of product chains. In this subsection, we consider families in Theorem 1.3 and provide respectively necessary and sufficient conditions for their cutoffs in the total variation and in the Hellinger distance. For convenience, we recall the following notations (4.14)
according to the probability vector (p 1 /q n , ..., p n /q n ), where
As before, we use F P,ξ c to denote the family of continuous time Markov chains associated with F P,ξ . In what follows, we make some extension of Theorem 4.3 and, first of all, introduce a key technique to compare the cutoffs of F c and F P c . Proposition 4.5. Let F P be the family in (4.14), ̺ H = 2̺ TV = 2 and, for * ∈ {TV, H}, let 0 < ǫ n < 1/(2̺ * ) be a sequence satisfying inf n ǫ n > 0. For n ≥ 1, let T (c) n, * (·) be the mixing time of the nth chain in F c and set q n = n i=1 p i and
Given any increasing sequence of positive integers ξ = (ξ n )
Then, for * ∈ {TV, H}, (1) If R(c) = 0 for all c > 1 and F c has a cutoff with cutoff time t n , then F P c has a cutoff with cutoff time q n s n and s n ∼ max{t i /p i : 1 ≤ i ≤ n}. 
leads to (X n,kn−m , K n,kn−m , π n,kn−m ) = (X n−m , K n−m , π n−m ). Clearly, the notations of F P and R(c) are consistent in Theorem 4.3 and Proposition 4.5. As a result, (1) is given by Theorem 4.3(1), while Theorem 4.3(2) provides a sequence of positive integers J tending to infinity such that (F J ) c has a cutoff. Selecting ξ as an increasing subsequence of J yields (2). For (3) , to show the cutoff of F c , it is equivalent to prove that any subfamily of F c has a further subfamily that presents a cutoff. (See, for instance, [5] for a reference.) Let ξ be an increasing sequence of positive integers. As a consequence of (2), since F P,ξ c has a cutoff and R (ξ) (c) = 0 for some c ∈ (0, 1), there is a subfamily of (F ξ ) c that presents a cutoff, as desired. 
The following is the main theorem in this subsection, which provides criteria to determine cutoffs for F P c . Theorem 4.6. Let F P be the family in (4.14), T
(c)
n, * be the mixing time of the nth chain in F c and ̺ H = 2̺ TV = 2. Assume that, for * ∈ {TV, H}, there are constants c 0 ∈ (0, 1), N > 0 and a sequence (ǫ n ) has no cutoff. In particular, if F c has no subfamily presenting cutoff, then F P c has no cutoff. Further, if F c has cutoff time t n , then F P c has cutoff time q n t n /p n , where
Proof. Let ξ be an increasing sequence of positive integers, c 0 , N be the constants in Theorem 4.6 and s n , R(c), R (ξ) (c) be as in Proposition 4.5. By (4.15), one has
n, * (ǫ n )/p n for n ≥ N and, by (4.16) and Remark 4.3, this implies
For (1), based on the above observation and Proposition 4.5(3), it is obvious that if F P,ξ c has a cutoff for any ξ, then F c has a cutoff. Conversely, if F c has a cutoff, then (F ξ ) c has a cutoff for all ξ and, as a consequence of Proposition 4.5(1), F P,ξ c has a cutoff. Note that, when F c has a cutoff, the desired cutoff time for F Proof of Theorem 1.3. The proofs for the total variation and the Hellinger distance are similar and we deal with the case of the total variation. Set ǫ := 2 sup n ǫ n and C := sup n |C n |. Since D n is nondecreasing for n large enough and D n → ∞, (4.15) holds. By Theorem 4.6, it remain to show that there is c 0 ∈ (0, 1) such that
Since B n is nondecreasing and
where A ′ = sup n n|A n −A|. As a result, we obtain e Dn−Di ≥ (A 1 ∧A)e −2(A ′ +C) (n− i) and, by setting ǫ
for all c 0 > 0.
Examples
In this section, we consider practical examples for families in Theorem 1.3, which are exactly families in Subsection 4.3, and determine their cutoffs.
5.1. Products of two-state chains. Let (µ, X , K, π) be an irreducible Markov chain and (µ, X , H t , π) be the associated continuous time chain. Define the L 2 -distance and the L 2 -mixing time of (µ, X , H t , π) by
For two-state chains, we have the following precise computations.
Lemma 5.1. Let (X , H t , π) be a continuous time Markov chain associated with (X , K, π), where
For t ≥ 0, one has
where r(t) = [1 + A
(t)][1 + B(t)][A(t) + B(t)] and
A(t) = 1 + α β e −(α+β)t , B(t) = 1 − e −(α+β)t .
In particular,
Proof. The L 2 -distance is given by the spectral information of K, while the Hellinger distance follows immediately from (3.5).
Clearly, one can see from the above lemma that the Hellinger distance and the L 2 -distance of two-state chains are comparable with each other. Next, we consider the cutoff in the L 2 -distance. A family of continuous time Markov chains F c = (µ n , X n , H n,t , π n ) ∞ n=1 is said to present a L 2 -cutoff if there is a sequence t n > 0 such that
For product chains, Chen, Hsu and Sheu declare the following observation in [2] .
2 -cutoff with cutoff time t n if and only if
As a consequence of Lemmas 5.1-5.2, Proposition 2.5 and Theorem 4.1, we achieve the following proposition. Proposition 5.3. Let F P be the family in (4.14) with
Suppose the nth chain in F P starts at 0, the zero vector in Y n , and assume that sup n {α n /β n } < ∞. Then, 
Proof. Note that, by Proposition 2.5, it suffices to show the equivalence of cutoffs in the Hellinger distance and the L 2 -distance. Set r = sup n {α n /β n }. By Lemma 5.1, one has
The proof is based on the above inequalities. We first consider (1) and set, for a > 0,
By (5.1), one has
As a result of Theorem 4.1 and Lemma 5.2, if F P c has a L 2 -cutoff with cutoff time t n , then F P c has a cutoff in the Hellinger distance with cutoff time t n . Further, if F P c has a cutoff in the Hellinger distance with cutoff time t n , then D 2 (a) = 0 for a > 1. To finish the proof of (1), it remains to show that D 2 (a) = ∞ for 0 < a < 1. Assume the inverse that there are a 0 ∈ (0, 1) and a subsequence ξ = (ξ n )
and set
Since D 2 (a) = 0 for a > 1, one has D 2 (a) = 0 for a > 1. It is easy to see from Lemma 5.1 that the summation defining D 2 is a linear combination of exponential functions with positive coefficients. As a consequence of Lemma A.3, D 2 (a) = 0 for a > a 0 and, by (5.1), this leads to
However, by Theorem 4.1, the cutoff of F P c in the Hellinger distance with cutoff time t n yields D H (a) = ∞ for 0 < a < 1, which contradicts (5.2).
Next, we consider (2). In a similar reasoning, one can show that a (t n , b n ) L 2 -cutoff implies a (t n , b n ) cutoff in the Hellinger distance. Further, a (t n , b n ) cutoff in the Hellinger distance implies
To finish the proof of (2), one needs to show that
when F P c has a (t n , b n ) cutoff in the Hellinger distance. Assume the inverse that there are c n → ∞ and a subsequence ξ = (ξ n ) ∞ n=1 such that
By the former of (5.3), it is clear that D 2 (a) is defined for a ∈ R. Since (F P c ) ξ has a (t ξn , b ξn ) cutoff in the Hellinger distance and c n → ∞, one has
By Lemma A.3, the latter of (5.3) and the former of (5.4) imply D 2 (a) = 0 for a > −1. Consequently, (5.1) yields
which contradicts the latter of (5.4). Theorem 5.4. Let F P be the family in Proposition 5.3 and assume inf n α n ∧β n > 0 and p n ≤ p n+1 . Then, F P c has a total variation cutoff if and only if
Moreover, if (5.5) holds and p n (α n + β n ) is increasing, then F P c has a (t n , b n ) total variation cutoff, where
Remark 5.2. Let F P be the family in Proposition 5.3 satisfying
and let T n,TV (0, ǫ) ≍ t n for ǫ ∈ (0, ǫ 1 ). Note that the spectral gap λ n of the nth chain in F P c , which is the smallest nonzero eigenvalue of I − L n , is equal to p 1 (α 1 + β 1 )/q n ≍ 1/q n . As a consequence of Theorem 5.4, we obtain, for ǫ ∈ (0, ǫ 1 ),
Since Peres conjectured that a cutoff exists if and only if the product of the mixing time and spectral gap tends to infinity, the above equivalences confirm this hypothesis for F P c in the total variation and in the L 2 -distance.
5.2.
Counterexamples to the consistency of cutoffs. Referring to the setting in (4.14), we give the proof of Theorem 1.5 in this subsection by providing two examples, which respectively displays that none of cutoffs for F c and F P c implies the other. As cutoffs in the total variation and Hellinger distance are identified by Proposition 2.5, we will discuss those examples in either convenient way.
5.2.1. F c has no cutoff but F P c presents one. Consider the following setting. For i = 1, 2, let
be a family of irreducible Markov chains, where X
(1)
It is easy to check that π n,TV (ǫ) ≍ n 2 for all ǫ ∈ (0, 1). Let F = (X n , K n , π n ) ∞ n=1 be the mixed family of F (1) and F (2) in the way that
n , π
has no cutoff, F c has no cutoff either. To see a product chain of F with cutoff, we consider the following sequence
with r ∈ (0, 1) and write P = (p n )
It is obvious that q 2n−1 = q
n−1 and q 2n = q be the corresponding mixing times. As a consequence of Lemma 3.1, we have
n t q2n
Next, we show that (F n,TV (ǫ) p 2n−1 = log 1 r n + log n + log log n + O(1).
The former implies that T 
n r 1−n n log n ∼ r 4(1−r) r −n n log n. Now, we show that F P c has a cutoff with cutoff time t n , where
Note that (F )

P1
c has a cutoff with cutoff time t n /q n . By (5.7) and (5.8), to finish the proof, it suffices to prove
n r −n n log n = 0, ∀c > 1.
Let B > 0 be such that T (2,c) n,TV (1/(2e)) ≤ Bn 2 for all n ≥ 1. Observe that, for fixed
n r 1−n n log n > Bn 2 q
n ≥ q n r 1−n n log n
5.2.2. F c presents a cutoff but F P c does not. We will use the chain in Example 1.1 to create our counterexample. First of all, we make some analysis on products of chains in (1.10) and result in a list of observations. As the proofs are somewhat technical, we address all of them in the appendix in order to keep our construction clear.
Lemma 5.5. For n ≥ 1 and 1 ≤ i ≤ n, let p n,i > 0 and (X n,i , K n,i , π n,i ) be the Markov chain in (1.10) with β = 0, a n,i < b n,i and a n,i + b n,i < 1/2. Consider the family G = (X n , K n , π n ) ∞ n=1 , where (X n , K n , π n ) is the product chain of (X n,i , K n,i , π n,i ) n i=1 according to the probability vector (p n,i /q n )
n,H be the Hellinger distance of the nth chain in G c and set p n = min{p n,i |1 ≤ i ≤ n}.
(1) If n i=1 a n,i = o(1/n), then, for any C > 1,
n,H (2Cq n n/p n ) = 0.
(2) Set E n,δ = {1 ≤ i ≤ n|p n,i < (1 + δ)p n } and B n (δ) = i∈E n,δ b n,i . If it is assumed
Remark 5.3. Lemma 5.5(1) implies that G c has a total variation pre-cutoff.
To build up a criterion on cutoffs from Lemma 5.5, we introduce the following notations. Let B n (δ) be the function in Lemma 5.5 and set, for any increasing
and, for c ∈ [0, ∞],
where sup ∅ := 0 and inf ∅ := 1. If ξ n = n, we simply write F , F , ∆ c , ∆ c for
Proposition 5.6. Let G be the family in Lemma 5.5 satisfying (5.10) and ∆ c (ξ), ∆ c (ξ) be the constants in (5.13). Then, the following are equivalent.
(1) For any increasing sequence ξ,
(3) G c presents a total variation cutoff.
In particular, if ∆ 0 = ∆ ∞ = ∆, then G c has a total variation cutoff with cutoff time 2(1 + ∆) −1 q n n/p n .
Remark 5.4. The monotonicity of F , F and the relation of F ≤ F are clear from their definitions. These observations result in
Concerning families without subfamilies presenting cutoffs, one may derive a proof similar to that of Proposition 5.6 to achieve the following corollary.
Corollary 5.7. Referring to the setting in Proposition 5.6, the following are equivalent.
No subfamily of G c has a total variation cutoff.
We are now ready to state our example. Let (X n,i , K n,i , π n,i ) and (X n , K n , π n ) be Markov chains in Lemma 5.5 satisfying
where C > 1,p n = max{p n,i |1 ≤ i ≤ n} andp n = min{p n,i |1 ≤ i ≤ n}. Clearly, (5.10) is fulfilled and the functions in (5.12) satisfy
By Corollary 5.7, no subfamily of G c presents a total variation cutoff. Let T (c) n,TV be the total variation mixing time of the nth chain in G c . It is easy to see from Lemmas 5.5 and 2.3 that T (c)
, where r n = (q n n/p n ) exp{−n α }, and write log T (c)
Since (n + 1) α − n α ≥ n α−1 , the above logarithm is increasing for n large enough. As a result of Theorem 1.3, no subfamily of G R c has a total variation cutoff. Let ξ n = n(n + 1)/2 and
By Proposition 5.6, it is easy to see that F c has a total variation cutoff with cutoff time n. Set s n = r 1 + · · · + r n , u ξn+i = p n+1,i r n+1 /q n+1 , H n,i,t = e −t(I−Kn,i) , H n,t = e −t(I−Kn) and H n,t = e −t(I−Ln) . For simplicity, we write n i=1 A i for the tensor product of matrices A 1 , ..., A n . It is clear that s n = u 1 + · · · + u ξn . This implies
By setting U = (u n ) ∞ n=1 , the above identity implies that the subfamily of (F U ) c indexed by ξ is exactly (G R ) c and, hence, has no cutoff in the total variation, as desired.
Suppose F (c 0 ) < ∞ for some c 0 > 0. Then, either F (c) > 0 for all c > c 0 or F (c) = 0 for all c > c 0 .
To prove Lemma A.1, we need the following fact.
where a n,i ≥ 0 and λ n,i+1 ≥ λ n,i > 0 for i ≥ 1 and n ≥ 1. Suppose sup n f n (0) < ∞. Then, for any sequence of positive reals (t n )
such that the sequence g n (c) := f kn (ct kn ) converges uniformly on any compact subset of (0, ∞) to an analytic function on (0, ∞).
By the definition of F (c 1 ), one may choose sequences (n j )
Define g j = f nj ,mj . In this setting, it is clear that
Note that the second inequality of (A.1) implies
which yields lim sup j g j (c 0 ) ≤ F (c 0 ) < ∞. In additional to the fact that g j (c 0 ) = f nj,mj (c 0 ) ≤ k nj < ∞ for all j, this leads to sup j g j (c 0 ) < ∞. Next, by writing Assume that f n (0) is bounded and set, for a > 0,
Then, either G(a) > 0 (resp. H(a) > 0) for all a > 0 or G(a) = 0 (resp. H(a) = 0) for all a > 0.
Next, we consider the continuous time case and let N t be a Poisson process with parameter 1. By (B.6) and (B.7), it is easy to see that
and (B.9)
Note that, for t > n,
and, for t < n,
As one has n! ≥ n n+1/2 e −n , (B.8) yields that, for (1 − 2a)t > n + 1,
In a similar way, one may use (B.9) to derive that, for n < t < 2n, (B.12)
and, for 0 < t < n, (B.13) H t (0, 2n) ≤ P(N t ≥ n) ≤ e −t te n n √ n n − t .
To finish the proof, we need some further inequalities. Let µ, ν be probabilities on X , x 0 ∈ X and A ⊂ X . By Lemma 2.1, it is easy to see that µ − ν From the definition of total variation, it is obvious that µ − ν TV ≥ ν(x 0 ) − µ(x 0 ). As a consequence of (B.5) and (B.10)-(B.13), the desired inequalities are given by replacing µ, ν, x 0 , A with H t (i, ·), π, 2n, {0, 1, ..., 2n − 1}.
Proof of Lemma 5.5. Let d n,H be the Hellinger distances of the continuous time chains associated with (X n,i , K n,i , π n,i ) and (X n , K n , π n ). For convenience, we set a n = max{a n,i |1 ≤ i ≤ n} and b n = max{b n,i |1 ≤ i ≤ n}.
We first discuss (1). Let C > 1 and C ′ = (C + 1)/2. As it is assumed that a n,1 +· · ·+a n,n = o(1/n), one may select N > 0 such that Cn > C ′ (n+1)/(1−2a n,i ) for all 1 ≤ i ≤ n and n ≥ N . By (B.2) of Lemma B.1, this implies As a result of Proposition 3.2, one has the second limit in (5.9). By Lemma 2.1, to prove the first limit in (5.9), it suffices to show the desired convergence in the total variation. Assume without loss of generality thatp n = p n,1 and let d As g is decreasing in t for t > (n + 1)/(1 − 2a n ), the replacement of t = 2np n,i /[(1 + ∆)p n ] and s = 2n(1 + ∆ + )/(1 + ∆) in the above computations yields that, for n large enough, The upper bound in (5.11) is then given by Proposition 3.2.
We prove the lower bound in a similar reasoning. Since e −t ( te 2n ) 2n is increasing in t for 0 < t < 2n, one may use Lemma B.1 to derive 2d (c) n,i,H (t) 2 ≥ 1 {t<s} b n,i h n (s), for t > n and s < 2n, where h n (s) = (1 − a n ) 2n 1 − e −s se 2n 2n √ 2n 2n − s − 2 max 1≤i≤n a n,i b n,i .
Immediately, the replacement of t = 2np n,i /[(1+∆)p n ] and s = 2n(1+∆ − )/(1+∆) yields that, for n large enough,
The desired lower bound in (5.11) is then given by (5.10) and Proposition 3.2.
Proof of Proposition 5.6. (1)⇒(2) is obvious. For (2)⇒(3), we recall [5, Proposition 2.1], which says that a family has a cutoff if and only if any subfamily has a further subfamily that presents a cutoff. Let ξ = (ξ n ) ∞ n=1 be an increasing sequence of positive integers. Here, we discuss the case that ∆ 0 (ξ) = ∆ ∞ (ξ) = ∆, while the other case can be shown in a similar way. Consider the following two subcases, (i) ∆ < 1 and (ii) ∆ = 1. In case (i), let δ n be a decreasing sequence in (0, 1) with limit ∆. Set k 0 = 0. For n ≥ 1, since F (δ n ) = ∞, one may select k n > k n−1 such that B ξ kn (δ n ) > n. Clearly, B ξn (·) is non-decreasing on (0, 1). As a result, when ∆ < δ < 1, we have B ξ kn (δ) ≥ B ξ kn (δ n ) > n, for n large enough.
By setting ξ ′ n = ξ kn , the above inequalities imply F ξ ′ (δ) = F ξ ′ (δ) = ∞ for ∆ < δ < 1. When ∆ > 0, it is obvious that F ξ ′ (δ) = F ξ ′ (δ) ≤ F ξ (δ) = 0 for 0 < δ < ∆. As a consequence, we prove that (G ξ ) c has a cutoff in the Hellinger distance with cutoff time 2q ξn ξ n /[(1 + ∆)p ξn ]. The total variation cutoffs of (G ξ ′ ) c and (G ξ ) c are given by Proposition 2.5.
For (3)⇒(1), it suffices to show that if ∆ 0 (ξ) < ∆ ∞ (ξ) or ∆ 0 (ξ) < ∆ ∞ (ξ) holds for some increasing sequence ξ, then (G ξ ) c has a subfamily that presents no cutoff in the Hellinger distance, which is equivalent to no cutoff in the total variation. In the following, we deal with the case ∆ 0 (ξ) < ∆ ∞ (ξ), while the other case can be proved using a similar reasoning. By the definition of F ξ , one may select a subsequence of ξ, say ξ ′′ = (ξ This implies that no subfamily of (G ξ ′′ ) c presents a cutoff in the Hellinger distance and finishes the proof of the equivalences. The sufficiency for cutoffs in the specific case follows immediately from (2), while the proof for the cutoff time is similar to the proof of (1) and skipped.
