Traffic distribution and network capacity analysis in social opportunistic networks by Soelistijanto, B & Howarth, MP
Traffic Distribution and Network Capacity Analysis 
in Social Opportunistic Networks 
Bambang Soelistijanto and Michael Howarth 
Centre for Communication Systems Research 
University of Surrey, UK  
{b.soelistijanto, m.howarth}@surrey.ac.uk 
 
 
Abstract — Social opportunistic networks are intermittently 
connected mobile ad hoc networks (ICNs) that exploit human 
mobility to physically carry messages between disconnected parts 
of the network. Human mobility thus plays an essential role in 
the performance of forwarding protocols in the networks, and 
people’s movements are in turn affected by their social 
interactions with each other. In this paper we present an analysis 
of the traffic distribution among the nodes of social opportunistic 
networks and its impact on network capacity. For our analysis, 
we use a human contact graph that represents a social network of 
individuals. We characterize the graph as a scale-free network 
and apply forwarding strategies based on the information 
required by a node to select relays for its messages, categorising 
this information either as isolated or complete network or local 
network knowledge. We use a social network property, 
centrality, for the forwarding strategies, additionally considering 
tie strength in the forwarding metric and investigate their impact 
on traffic distribution. We show that all the strategies result in 
unfair traffic distribution due to a strong non-random structure 
of the networks, where hub nodes process much more relay 
traffic than non-hub nodes. Finally, we present a mathematical 
model of network capacity as an upper-bound of network 
delivery performance where hub nodes’ resources become the 
limiting factors, and show that including tie strength in the 
forwarding metric improves the network capacity. 
Keywords: opportunistic networks, traffic distribution, network 
capacity, scale-free graph, centrality, tie strength 
I. INTRODUCTION 
Intermittently connected mobile ad hoc networks (ICNs) 
are networks which can operate in the presence of disrupted 
links or long transfer delays; they also in the literature 
sometimes referred to as delay- and/or disruption- tolerant 
networks (DTNs). One scenario in which ICNs can be useful is 
in networking for devices carried by users of mobile and 
portable devices, such as pocket switched and mobile social 
networks (PSNs) [1]. PSNs use opportunistic data 
dissemination to facilitate data communication among users in 
a dynamic and frequently disconnected network environment. 
The nodes in PSNs make use of a store-carry-forward 
mechanism to carry messages to the destinations, and so a 
user’s mobility therefore plays an essential role in the 
protocol’s performance. People’s movement behaviours are 
strongly affected by their social interactions with each others. 
Furthermore, it has been proved that knowledge of social 
structure can help in designing better forwarding algorithms in 
opportunistic networks [2]. 
In ICNs, there are two scenarios for node movements, i.e. 
deterministic and stochastic. In a deterministic scenario, future 
node movements and connections are completely known and 
hence the entire network topology is known ahead of time. In a 
stochastic scenario, however, node contacts are unpredictable 
and the network behaviour is random and unknown, and hence 
routing is a complex task. The simplest forwarding decision is 
to forward each copy of a message to any node in contact, i.e. 
Epidemic routing [3], while other approaches may be based on 
history data, mobility patterns or other information. A history 
contact based routing, e.g. Prophet [4], uses a probabilistic 
metric that indicates the likelihood of the relay to be able to 
deliver a message to the destination. At every contact, nodes 
exchange delivery probability vectors containing the delivery 
predictability information for destinations known by the nodes. 
However, given the unpredictable node mobility and frequent 
changes of network topology, this strategy will create much 
control traffic during a node contact which may be of short 
duration. 
Recently, a novel approach of a history-based routing 
algorithm that uses structural information of individuals in a 
social network has been developed. These social-aware routing 
protocols use some characteristics of a social network that are 
less volatile than a physical network. In the networks formed 
by people, social relationships vary much more slowly and 
therefore they can be used as routing metrics. The routing 
algorithms may use social network properties, such as 
centrality and community, as routing metrics. Centrality is a 
measure of the relative importance of an individual within a 
social network and can be assessed by various metrics such as 
degree, betweeness, closeness centrality etc. [5]. A high 
centrality indicates that a person appears to be more popular 
and thus has more contacts than less popular people. On the 
other hand, people inherently form groups and this creates the 
concept of community. People within a given community are 
more likely to meet each other than randomly chosen people. 
Unfortunately, despite its benefits, a social-aware 
forwarding algorithm presents a drawback in traffic distribution 
among nodes in the network. Since the algorithm favours high 
rank (high centrality) nodes as traffic relays, a few nodes will 
receive much more traffic than others. So there is a need to 
further uncover the impact of social-aware forwarding 
algorithms on traffic distribution. The contribution of this paper 
is therefore as follows. First, we perform an analysis of the 
effect on traffic distribution of using centrality and tie strength 
as the metrics for traffic forwarding strategies. Second, we 
present a model to calculate network capacity of opportunistic 
networks. While most of the existing models of network 
capacity are derived with respect to betweeness centrality, we 
use node degree instead. We argue that betweeness centrality is 
hard to calculate in ICNs since it requires complete network 
knowledge, while node degree is information that is locally 
available at a node. To the best of our knowledge, our work is 
the first that uses node degree to derive network capacity. 
Given that the focus of this paper is traffic distribution and 
network capacity, we do not consider here other metrics such 
as message delay within the network. 
The remainder of the paper is organized as follows. Section 
II describes related work in the area of traffic distribution and 
balancing in social opportunistic networks. Section III presents 
our model of traffic distribution in social opportunistic 
networks for different forwarding strategies. In Section IV, we 
derive an analytical model of network capacity of a social 
opportunistic network. Finally, we discuss the results in 
Section V, which is followed by conclusion and future work in 
Section VI. 
II. RELATED WORK 
The uses of social network properties for designing 
forwarding protocols in ICNs have been broadly discussed in 
the literatures, e.g. in [2,6,7,8]. A social-aware forwarding 
scheme, LABEL [6], assumes every node possess a label 
indicating its community, and forwards messages to relay 
nodes that belong to the same community as the destination. 
RANK [2] uses node centrality as a forwarding metric and 
forwards a message to nodes that have a higher ranking (i.e. 
larger centrality) than the current node until the destination is 
reached. SimBet [7] and Bubble Rap [2] use both centrality and 
community as the forwarding metrics. Bubble Rap combines 
degree centrality and community structure to decide relay 
nodes. Degree centrality is the total number of links that a node 
has. Meanwhile, SimBet uses locally-calculated (ego) 
betweeness centrality and similarity as its routing metrics. The 
betweeness centrality of a node is expressed as a fraction and is 
the number of shortest paths that pass through the node divided 
by the number of shortest paths in the network. Similarity, on 
the other hand, indicates the ratio of common neighbours 
between individuals in social networks. When a social network 
displays a high degree of clustering, the probability of two 
nodes being connected is higher if the nodes have common 
neighbours. Investigations in [2,7] showed that both SimBet 
and Bubble Rap need lower total control traffic than Prophet 
but they are able to keep the delivery ratio as high as Prophet. 
Wang et al. [9] studied the impact of social structures, in 
terms of centrality and community, on forwarding 
performance, i.e. delivery success ratio and average hop 
counts, in social opportunistic networks. Nevertheless, only a 
few papers discuss the main drawback of social-aware 
forwarding strategies, i.e. unfair traffic distribution among 
nodes in opportunistic networks. This unfair traffic distribution 
is not sustainable as it can quickly deplete resources in the 
heavy utilized (hub) nodes and eventually will degrade overall 
delivery ratio. The authors in [10] investigated the drawback of 
SimBet in term of traffic distribution in the network and then 
proposed Fair Route to address the issue. CAFé [11] has also 
been proposed with the aim of distributing load away from hub 
nodes. The approach adopted by both Fair Route and CAFé is 
to reduce the effect of centrality by smoothing its value (in 
CAFé) or decreasing it in time (in Fair Route). Interaction 
strength, i.e. some measure of the strength of a link between 
two nodes, was also added in the forwarding metrics of [10,11] 
to improve the algorithm performance. Similarly, the authors of 
SimBet [7] improved their existing algorithm by adding tie 
strength in the routing metric. This improved algorithm, 
SimbetTS [12], combines the frequency of contact, contact 
duration and the age of contact as measures of the tie strength 
between two nodes in the network. Unfortunately, it has been 
shown in [10,11,12] that improving the contact data, i.e. 
centrality and tie strength, has failed to provide a proper 
solution for traffic balancing. Hence, we agree with the authors 
of [10,11] that both Fair Route and CAFé need an additional 
strategy, e.g. (storage) congestion control, which reduces the 
traffic in hub nodes. In this paper we investigate the impact of 
two metrics, i.e. centrality and tie strength, on forwarding 
algorithms in terms of traffic distribution and network capacity 
of social opportunistic networks. We take an analytical 
approach, and use the graph that resembles a human contact 
graph representing a social (relation) network. 
III. TRAFFIC DISTRIBUTION MODEL 
In communications, some nodes are usually more important 
than others. In a network, a node may be considered more 
important if many shortest paths traverse it. Typically, 
centrality metrics are suitable for analysis in well-connected 
networks, such as the Internet and MANETs. In an ICN, 
however, the network topology changes very rapidly and the 
physical connectivity of the network might be extremely 
unstable. Several papers simply define the topology of ICNs as 
unpredictable, but others argue that temporal connection 
models are better suited than spatial models [13]. Research 
topics concerned with the topology of ICNs are still wide open 
today. Human mobility characteristics discussed in [14] show 
that there exists a virtual, social (relation) graph that drives 
humans to move, and that this graph is less volatile than 
physical topology. The overlay graph represents a macroscopic 
property of human mobility, and the ICN steady-state (long-
term behaviour) of protocol performance analysis can be 
performed over this abstract/logical layer, as in [15]. We 
illustrate the structural topology of a social opportunistic 
network in Figure 1. 
 
 
 
 
 
 
 
 
 
Figure 1.  Structural topology of a social opportunistic network 
 
A. Network topology generation 
Hossmann et al. [16] studied several real human contact 
traces and argued that the derived contact graphs have a strong 
non-random structure (complex graph). Ferreti et al. [17] 
studied the feasibility of coupling between scale free graphs 
and social opportunistic networks. By employing real data 
traces, they set up contact graphs by varying the aggregated 
time interval and the minimum link value threshold and found 
that the resultant graphs possess a scale free structure. A scale 
free graph is one whose degree distribution, , follows a 
power law as   , where k and  are node degree and 
degree exponent, respectively. For our model, we use the 
Barabasi-Albert (BA) algorithm [18] to generate a binary scale 
free network: this binary network consists of two link states: 
‘1’ if a direct link exists between two nodes, and ‘0’ if 
otherwise. The numerical analysis in [18] indicated that the BA 
network evolves into a scale invariant state with a range of 
degree exponents similar to many real social networks, i.e.  	 
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Figure 2.  Illustration of the weak tie hypothesis of Onella [19] 
We then improve the binary BA network to better represent 
a human contact graph by including tie strength in each link of 
the network. We call this a weighted BA network. Tie strength 
is a quantitative property that measures how strong a link is 
between two nodes. It can depend on several factors, e.g. 
frequency of contact, contact duration or elapsed time since last 
contact. We follow the ‘weak-tie’ hypothesis of Onella et al. 
[19] when assigning tie strength to the links of the binary 
network. This hypothesis postulates that the weakest links – in 
terms of total connected time – are those with the highest 
betweeness centrality (BC) in the network. This hypothesis was 
validated in social opportunistic networks by Williamson [20], 
who investigated the distribution of link connected time in real 
human contact traces. As illustrated in Figure 2, the link 
between nodes A and B has the highest edge BC and hence the 
link is considered as the weakest link in the network because it 
is the most critical link in maintaining network connectivity 
(since more shortest paths pass through it than through any 
other link). Subsequently, to assign values of tie-strength to the 
links of the binary network we use the work of Williamson 
[20] that found the distribution of link connected time in the 
Reality Mining dataset [21] fits a power law distribution as 
f(x) x-2.049, where x is the percentage of total link connected 
time. In our work, we define tie-strength as a function of the 
total contact duration between two nodes and thus consider f(x) 
as the distribution of tie-strength in the network. The detailed 
procedure of assigning tie-strength in the links is described in 
Algorithm 1. This algorithm produces a weighted scale free 
network where the weights represent the tie strength between 
nodes. These weights are not the same as conventional link 
weights used in routing, since in our case higher weights (or tie 
strength) are regarded as more desirable.  
Algorithm 1. Assigning tie strength to links for the BA network 
1) Generate a binary scale free network using BA algorithm 
2) Calculate an edge betweeness centrality (BC) for every link in the 
network and sort the links in increasing order of BC 
3) Determine the range of tie strength values used in the network 
(e.g. we choose tie strength in the range from 1 to 10). 
4) Using the tie strength distribution (e.g. f(x) x-2.049), calculate 
f(x) (e.g. for x = 1 to 10) and determine the probability of each 
tie-strength value in the network as  f(x)/x  f(x). 
5) For each probability, multiply it by the total number of links to 
get the number of links that have the given tie-strength. 
Following the ‘weak-tie’ hypothesis, assign the highest fraction 
of the links to the largest tie strength. 
 Sort the tie strengths in decreasing order and assign them to the 
links in increasing order of BC, so that the link with the highest 
BC has the lowest tie strength.
B. Markov model of steady state traffic distribution  
To study node traffic analytically, we calculate the 
probability of a message being found in a given node, 
assuming steady state traffic flow. We define this probability as 
the occupation ratio of a node in steady state traffic. By 
assuming all the steady state processes in the network, i.e. 
message arrival, process and departure in a node, are i.i.d 
(identical and independently distributed) and that they follow a 
Poisson distribution, we can use the discrete Markov process to 
illustrate how a message moves from one node to another with 
a certain transition probability. We define  as the probability 
that a message from node i moves to node j. With this 
definition, the transition matrix P of a finite Markov chain with 
N nodes has the form as follows: 
         
      (1) 
where      and   is determined by the network routing 
strategy. If  denotes the probability distribution at i-th step, 
then the rule of a message walk can be expressed by a simple 
equation: 
     !" (2) 
where  is the initial probability. If a chain is ergodic, then 
there is a unique steady state (equilibrium) distribution which 
solves the relation    , where   is the steady state 
distribution vector. Then, the steady state probability of a 
message being found in node i is given by 
    #$  (3) 
 
where   is the transition probability a message departs from 
node j to i and  is the steady state probability of a message 
being found in node  j. 
C. Forwarding strategies for social opportunistic networks 
In our study, we consider three forwarding strategies that 
can be divided based on the knowledge of the network 
structural information which is required by a node to determine 
its relays. We categorise these strategies as isolated, complete 
network and local network knowledge. 
In the isolated knowledge strategy, a node selects 
neighbouring relays for its messages based only on its own 
knowledge. In the binary network, this knowledge is the 
number of direct neighbours and the current node will select 
its neighbours to be relays with equal probability, i.e. the 
inverse of its degree. In the weighted network, a node takes 
into account the tie strength of each link to the neighbours. 
Since the tie strength is proportional to the contact duration 
with the neighbours, a node requires no additional knowledge 
from the neighbours and hence this value of the weights can 
be considered as isolated knowledge. The probability of a 
message being relayed from node i to j,  , for an isolated 
knowledge network is defined as follows 
    % &'( &'))*+ , -./ 0 1 23 4567.485-9:;7<=4, -./    (4) 
where /  is the tie-strength between node i and j, and   . 
In the complete network knowledge strategy, we assume a 
node has knowledge of the network topology for all other 
nodes. Then the node can calculate the ranking of the 
importance of its neighbours in the network. We use node 
betweeness centrality (BC), which we define as the number of 
shortest-paths passing through the node. In the binary network, 
once a node has the entire network topology, it runs Dijkstra’s 
algorithm to calculate the BC of its neighbour nodes. In the 
weighted network, on the other hand, where the weight is 
determined by tie strength, a higher weight means it is more 
probable that a link exists between two nodes at any time. 
Hence, the higher the weight the more desirable the link is and 
therefore it is more likely to be selected as part of the shortest 
path (this is the opposite of the conventional Dijkstra’s 
algorithm). Hence, in both binary and weighted networks, the 
probability of a message being relayed from node i to j for a 
complete knowledge network can be calculated as 
   % >( >))*+ , -./ 0 1 23 4567.485-9:;7<=4, -./    (5) 
where ?@ is the betweeness centrality of node j, /  is the tie-
strength between node i and j, and     . 
The calculation of betweeness centrality needs global 
knowledge of network topology, but obtaining this data is 
unrealistic in ICNs due to the intermittent connections and 
large transfer delay. More realistically, a forwarding algorithm 
for opportunistic networks can estimate node BC in a 
decentralized manner using locally available information. 
Therefore, in the local network knowledge strategy, we use two 
different metrics, node degree and ego betweeness, to represent 
the BC of neighbour nodes. The correlation between node 
degree and node BC has been discussed in [2]. If the node 
degree of the neighbour nodes is used as the metric for the 
local network knowledge strategy (as in RANK [2]), the 
algorithm will favour a higher neighbour node degree as a 
better relay node. In this case, the probability of node j being 
the relay for node i,  , is given for the local knowledge 
network by 
   % A( A))*+ , -./ 0 1 23 4567.485-9:;7<=4, -./    (6) 
where   is the degree of node j and     . For the 
weighted network, we define the node degree as the sum of the 
tie strengths of the links attached to the node. 
The other local metric that can be used to determine the BC 
of neighbour nodes is ego betweeness, which can be calculated 
using the concept of the ‘ego network’ [22]. Here, the node BC 
is calculated by computing the number of nodes that are 
indirectly connected through the node. Then, the ego 
betweeness of a node is calculated as the sum of the reciprocal 
of the entries of BC D /E, where B is an adjacency matrix 
and /  is the link weight between node i and j. This strategy 
favours the neighbour having a higher ego betweeness as a 
better relay. Hence, in this case the probability of node j being 
the relay node for node i,  , can be calculated for the local 
knowledge network as follows 
   % F( F))*+ , -./ 0 1 23 4567.485-9:;7<=4, -./    (7) 
where G?  is the ego betweeness of node j and    .  
IV. NETWORK CAPACITY MODEL 
In a non-random structure network, there exist a few hub 
nodes that have a very large node degree and which process 
much more traffic than other nodes in the network. As a result, 
the main resources of these nodes, i.e. storage and power, will 
quickly be depleted and this will eventually degrade the 
network performance. Hence, a network capacity model is 
required to understand the maximum possible message transfer 
rate in a network. Suppose λ is the average rate of messages 
generated in a network node. We are then interested in a 
critical value H (measured by the number of messages created 
at a node per unit time) where a ‘phase transition’ takes place 
in the network from free flow to congested flow. The value H 
thus reflects the network’s maximum traffic capacity. 
Our network capacity model is derived with respect to node 
degree. Although most of the published network capacity 
models are based on betweeness centrality, we argue that node 
degree is locally available data and is easily obtained in the 
ICN context. We assume the network consists of N nodes and 
for each node we define the following variables:  is the mean 
number of generated messages at node i in each time step and 
is assumed to follow a Poisson distribution and be independent 
for each node; I is the maximum number of messages that can 
be forwarded by node i in each time step; and  is the degree 
of node i. We also assume the message length to be constant. 
Traffic at a node’s network layer consists of two parts, i.e. 
arriving and departing traffic. Moreover, we can divide a 
node’s arriving traffic into messages created by the node (local 
traffic) and messages that are transferred from other nodes 
(relay traffic). Hence, for each node j, we define the mean 
number of arrivals as 
   J  #  (8) 
where   is the local traffic originating at node j,   is the 
probability that messages will be forwarded from node i to j 
and   is the total relay traffic departing from node i. By 
assuming steady state flow in the network, i.e.   , and 
by assuming the information generation rate to be uniform in 
all nodes as , then (8) becomes 
    J  #  (9) 
We see that the summation  #  in (9) reflects the total 
relay traffic that arrives at a node. Meanwhile, [23] shows that 
typically the load distribution in a scale free network follows a 
power law as 
 KLMNO   OP  (10) 
where Q is the load exponent. The authors in [23] also argue 
that the load is highly correlated with node degree k, scaling as 
 OA  R  ,       for  S  
 D TQ D  (11) 
Barthelemy [24] stated that Q tightly depends on the network’s 
degree exponent 
 and the routing strategy. For shortest path 
forwarding, he found Q has the range 1.8 to 2.3. Applying (11) 
to (9), we are able to approximate the mean arrival rate of 
traffic in node j as 
  U VR W (12) 
where ,, S and   are the average node message generation 
rate, node degree, degree-load exponent and load scaling 
constant, respectively. 
To calculate the network capacity we model the traffic process 
in the network of N nodes as N queuing systems of M/M/1. As 
described in Section III.B, we assume that all the steady state 
processes in the network are i.i.d (identical and independently 
distributed). To be specific, we assume that the contact 
duration between two nodes is uniformly distributed and 
sufficiently long to exchange all messages and control data 
(e.g. network neighbourhood metrics). Furthermore, we assume 
that the inter-contact times between a node and any potential 
relay are i.i.d. and hence all the processes in the network, i.e. 
message arrival, service and departure, can be considered as 
exponential/Poisson processes. In queuing theory, typically the 
behaviour of the queue depends on the arrival process  and 
the service process I  at node i. Our aim is to determine the 
critical message generating rate H , where if  	 H  the 
network can sustain a free flow state. Initially, we define the 
mean delay in the network as the summation of the delay of N 
queue systems as follows 
 X  Y  H(H(Z#  (13) 
where [   I# . We solve the optimization problem, i.e. 
minimize the average delay T and maximize message 
generation rate  subject to the constraint of network resources 
S. Then, the problem can be formulated as  
 \X J  D \ ]H(^_    subject to [ (14) 
where  ` \ `  is a weighted parameter. Subsequently, we 
devise the optimization problem in the form of the Lagrangian 
method with Lagrangian multiplier a as  
 b   cY  H(H(A(d# J  D \  J aV I# D [W (15) 
The set of I and  maximizes L under the conditions efeH(  , efe   and efeg  . Finally, we get a  cY  and arrive at the 
equation 
 I  hVRW J i cc jRkl (16) 
If we are only interested in maximizing , we can set \  , in 
which case (16) becomes  
 I  VRW (17) 
We assume that the node local delivery capacity is constant, i.e. I  I and without loss of generality we assume I  . Hence 
we obtain the node’s critical message generation rate as   
 Hm  Anod  (18) 
where Hm is the maximum degree k in the network and hence 
corresponds to the node that has the largest node degree. The 
authors in [25] describe how the maximum node degree in a 
scale free network varies with the total number of nodes N as ^&pq2 r  and thus we can rewrite (18) by substituting ^&p into Hm  as 
 Hm  s tusr  (19) 
where N, Q and  are the total number of nodes, load exponent 
and a scaling constant, respectively. 
V. RESULTS AND EVALUATION 
A. Traffic distribution analysis 
In Section III.B, we defined the occupation ratio as the 
probability of a message being found in a network node in 
steady state traffic flow. We can also consider the occupation 
ratio as the fraction of the total messages (traffic) that arrive at 
a node in steady state flow. In other words, the occupation ratio 
is the ratio of the number of times a node acts as a relay node 
divided by the total relay traffic in the network. We now 
describe the metrics used in our performance comparison of 
forwarding strategies, i.e.:  
• PAR (peak-to-average ratio): the ratio of maximum to mean 
occupation ratio (traffic) of nodes in the network. A lower 
PAR is desirable since this means that traffic is more 
evenly distributed across the network. 
• The percentage of total traffic carried by the busiest nodes. 
For our study, we generate a binary scale free network in 
MATLAB using the BA model for N = 100 nodes, mo= 5 seed 
nodes, m= 3 edges and subsequently apply all three forwarding 
strategies (described in Section III.C) to it. We also create a 
weighted network by calculating tie strength for the links of the 
binary network using Algorithm 1. Again, we apply all three 
forwarding strategies to the weighted network. Hence, we can 
compare the performance of the forwarding strategies when tie 
strength is excluded (on the binary networks) and included (on 
the weighted networks) in our analysis. Our results presented 
here are the average of results obtained for ten different BA 
network topologies. 
 
 
 
 
 
 
 
 
Figure 3.  The average PAR in the binary and weighted network 
In Figure 3, we show as a histogram the PAR for all three 
forwarding strategies in both the binary and weighted 
networks. In the case of the local network knowledge strategy 
we present separate results for node degree and ego betweeness 
metrics. We note that the higher the PAR, the worse the traffic 
distribution will be in the network. We notice that the isolated 
knowledge strategy shows the best performance among the 
strategies in distributing the traffic in the network. In this 
strategy, a node selects a relay node based on its own 
knowledge (regardless of the social properties of its 
neighbours) and Newman [26] argued that this type of 
forwarding can be considered as a ‘random walk’ in both 
binary and weighted networks. We also see that including tie-
strength in the routing metric significantly improves the 
performance of the complete knowledge and ego-betweeness 
local knowledge strategies, and makes a modest improvement 
in the other two cases. As we have mentioned, these first two 
strategies (complete, and local ego-betweeness) favour nodes 
with higher betweeness centrality and ego betweeness as relay 
nodes for most of the traffic in the network. By adding tie 
strength, we significantly reduce the traffic relayed through hub 
nodes and redirect it to the well connected neighbour nodes. 
We also measure the performance of the forwarding 
strategies based on the total traffic carried by the busiest nodes 
in the networks. In Figure 4 and 5, we show histograms that 
represent the number of the busiest nodes that carry a given 
fraction of the total traffic (either 25%, 50% or 75%) in the 
binary and weighted networks (for 2    nodes), 
respectively. In the binary network (Fig. 4), we note the trend 
in traffic distribution from fairest to least fair, i.e. isolated 
knowledge (fairest), local network knowledge (node degree), 
complete network knowledge and local network knowledge 
(ego-betweeness) (least fair). By comparison, all the 
forwarding strategies show performance improvements in the 
weighted networks (Fig. 5). Here, the performance of the 
complete network knowledge and local knowledge (ego 
betweeness) forwarding strategies increase significantly when 
tie strength is added in the routing metric. On the other hand, 
only modest improvements in traffic distribution are shown in 
the isolated and local knowledge (node degree) forwarding 
strategies. 
 
 
 
 
 
 
 
 
Figure 4.  The percentage of total traffic carried by the busiest nodes in the 
binary network 
 
 
 
 
 
 
 
 
Figure 5.  The percentage of total traffic carried by the busiest nodes in the 
weighted network 
We also investigate the effect of increasing the number of 
nodes in the networks on the traffic distribution. We generate 
weighted networks for N = 200 to 1000 nodes and apply all the 
forwarding strategies to them. We present the results in Figure 
6, which shows the percentage of the busiest nodes that 
between them are on average at any time carrying 50% of the 
traffic. As we can see, isolated knowledge forwarding exhibits 
the fairest traffic distribution, and this does not vary 
significantly as the number of nodes increases. As we 
commented above, according to Newman [26], the isolated 
knowledge forwarding (taking into account tie strength) can be 
considered as a ‘random walk’ and exhibits fairer traffic 
distribution compared to the other strategies. Meanwhile, in the 
local knowledge forwarding strategies (both node degree and 
ego betweeness) the percentage of nodes that carry 50% of the 
traffic decreases noticeably with the increase in the number of 
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nodes in the network. The performance of the local knowledge 
strategies is significantly worse than the complete knowledge 
strategy in large networks. This is to be expected, since it 
seems reasonable that in larger networks local network 
information is not a good predictor of the overall path from the 
source to the destination. 
 
 
 
 
 
 
 
 
 
Figure 6.  The percentage of total nodes carrying 50% of total traffic 
(weighted networks) 
B. Network capacity analysis 
As described in (10), typically the load distribution in a 
scale free network follows a power law. However, for the 
isolated knowledge forwarding we found that the occupation 
ratio increases linearly with the node degree in both the binary 
and weighted networks. These results are in line with the 
simulation results in [27] in that the mean arriving traffic of 
nodes increases linearly with the increasing node degree for 
random forwarding. As previously mentioned, to some extent 
isolated knowledge forwarding can be considered as random 
forwarding that will disregard the centrality of neighbour nodes 
when selecting relay nodes. We show in Figure 7 the relation 
between node degree and occupation ratio for the binary 
network case only, due to limited space. 
 
 
 
 
 
 
 
 
Figure 7.  Occupation ratio vs. degree for isolated knowledge forwarding. 
However, for the other forwarding strategies we found that 
the occupation (load) distributions follow a power law. We 
generate a network with N= 500 nodes, mo = 5 nodes, m = 3 
edges, apply the forwarding strategies and calculate the 
occupation (load) distribution for each run for both the binary 
and weighted networks. Our results are again the average of ten 
different network topologies. Subsequently, we get the load 
exponent Q for each forwarding strategy as listed in Table I. 
Furthermore, using (19) and the average values of Q of each 
forwarding strategy, we plot the critical message generation 
rate Hm as a function of network size, for N=100 to 1000 and 
  v, in Figure 8 to 10. 
TABLE I. Load exponent in the networks (ten different networks) 
Forwarding 
strategy 
Load exponent  (Q) 
Binary network Weighted network 
Complete network 
knowledge 
1.51 < Q < 1.732 
(Avg. 1.621) 
1.659 < Q < 1.887 
(Avg. 1.779) 
Local knowledge 
(node degree) 
1.621 < Q < 1.853 
(Avg. 1.713) 
1.635 < Q < 1.864 
(Avg. 1.742) 
Local knowledge 
(ego betweeness) 
1.319 < Q < 1.616 
(Avg. 1.416) 
1.527 < Q < 1.866 
(Avg. 1.639) 
 
 
 
 
 
 
 
 
 
 
Figure 8.  Hm vs. N, for complete network knowledge forwarding 
 
 
 
 
 
 
 
 
 
Figure 9.  Hm vs. N, for local network knowledge (node degree) forwarding 
As we note in Figure 8, adding tie strength (i.e. the 
weighted network) significantly increases the critical message 
generation rate Hm  for complete network knowledge 
forwarding. In the other words, adding tie strength in the 
routing metric in this strategy will significantly reduce the 
occupation ratio in the most important hub nodes in the 
network. This result is in line with the result in Figure 3, where 
the PAR in the complete knowledge network also significantly 
decreases. Meanwhile, in the local network knowledge (node 
degree) forwarding (Fig. 9), we can see that adding tie strength 
slightly increases the critical message generation rate, and 
therefore slightly reduces the occupation ratio in the most 
popular hub nodes (in Fig. 3, PAR also reduces slightly in this 
forwarding strategy). Finally, in Figure 10 we see that the 
performance of the local network knowledge (ego betweeness) 
forwarding strategy improves dramatically when tie strength is 
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added in the routing metric. This result is in line with the PAR 
for this strategy where the occupation ratio of the most 
important hub node is reduced significantly by adding tie 
strength. However, this strategy shows the worst performance 
among other strategies, in terms of both traffic distribution 
(highest PAR) and network capacity (lowest Hm). Hence, we 
can argue that the future application of forwarding strategy 
based on ego betweeness especially in large networks is 
questionable. Researchers should seek other local metrics that 
may have better impact on traffic distribution in social 
opportunistic networks. 
 
 
 
 
 
 
 
 
Figure 10.  Hm vs. N, for local network knowledge (ego betweeness) 
forwarding 
VI. CONCLUSIONS AND FUTURE WORK 
In this paper we have investigated the impact on traffic 
distribution and network capacity of including centrality and tie 
strength in forwarding strategies for social opportunistic 
networks. We showed that adding tie strength to the routing 
metric improves the performance of all forwarding strategies 
(isolated, complete and local knowledge) in term of traffic 
distribution. However, we have shown that all forwarding 
strategies still result in unfair traffic distribution, where some 
nodes process much more traffic than others. Furthermore, we 
found that the capacity of opportunistic networks to deliver 
messages strongly depends on the largest degree hub nodes. 
We also showed that including tie strength (i.e. the weighted 
networks) improves the network capacity of social 
opportunistic networks.   
In the future, we will include community structure in the 
routing metric of the forwarding strategies and investigate its 
impact on global (in whole network) and local (within 
community) traffic distribution in social opportunistic 
networks. 
REFERENCES 
 
[1] G. Hui, A. Chaintreau, J. Scott, R. Gass, J. Crowcroft, C.Diot, “Pocket 
Switched Networks and Human Mobility in Conference Environments”, 
Proc. 2005 ACM SIGCOMM, NY, 2005. 
[2] P. Hui, J. Crowcroft, E. Yoneki, “BUBBLE Rap: Social-based 
Forwarding in Delay Tolerant Networks”, Proc. 9th ACM International 
Symposium on Mobile Ad Hoc Networking and Computing, Hong Kong, 
China, 2008. 
[3] A. Vahdat, D. Becker, “Epidemic Routing for Partially Connected Ad 
Hoc Networks”, Tech Report CS-200006, Duke University, 2000.  
[4] A. Lindgren, A. Doria, O. Schelen, “Probabilistic Routing in 
Intermittently Connected Networks”, ACM SIGMOBILE Mobile 
Computing and Communication Review, vol.7, no. 3, pp. 19-20, 2003. 
[5] L.C. Freeman, “Centrality in Social Networks: Conceptual 
Clarification”, Social Networks, vol. 1, no. 3, pp. 215-239, 1979. 
[6] P. Hui, J. Crocroft, “How Small Labels Create Big Improvements”, 
Proc. CoNEXT’06 ACM Conference, NY, USA, 2006. 
[7]  E. Daly, M. Haahr, “Social Network Analysis for Routing in 
Disconnected Delay Tolerant MANETs”, Proc. 8th ACM International 
Symposium on Mobile Ad Hoc Networking and Computing, Montreal, 
Canada, 2007. 
[8] P.Hui, E. Yoneki, S.Y. Chan, J. Crowcroft, “Distributed Community 
Detection in DTNs”, Proc. 2nd ACM/IEEE Int’l Workshop on Mobility in 
the Evolving Internet, NY, USA, 2007. 
[9] N. Wang, E. Yoneki, “Impact of Social Structure on Forwarding 
Algorithms in Opportunistic Networks”, Proc. iCOST Mobile and 
Wireless Networking Conference, Shanghai, China, 2011. 
[10] J.M. Pujol, A.L. Toledo, P. Rodriguez, “Fair Routing In Delay Tolerant 
Networks”, Proc. INFOCOM 2009, Rio de Janeiro, 2009. 
[11] A. Grundy, M. Radenkovic, “Promoting Congestion Control In 
Opportunistic Networks”, Proc. International Conference WiMob2010, 
2010. 
[12] E. Daly, M. Haahr, “Social Network Analysis for Information Flow in 
Disconnected Delay-Tolerant MANETs”, IEEE Transactions on Mobile 
Computing, vol. 8, no. 5, pp. 606-621, 2009. 
[13] C. Boldrini, M. Conti, M. A. Passarella, “Modelling Data Dissemination 
in Opportunistic Networks”, Proc. 3rd ACM Workshop on Challenged 
Networks CHANTS 08, 2008. 
[14] V. Borrel, F. Legendre, M. Amorim, S. Fdida, “SIMPS: Using 
Sociology for Personal Mobility”, IEEE/ACM Transactions on 
Networks, vol. 17, no. 3, pp. 831-842, 2009. 
[15] T. Hossmann, T. Spyropoulos, F. Legendre, “Social Network Analysis 
of Human Mobility and Implications For DTN Performance Analysis 
and Mobility Modeling”, TIK-Report No. 323 Computer Engineering 
and Networks Laboratory, ETH Zurich, Switzerland, 2010. 
[16] T. Hossmann, T. Spyropoulos, F. Legendre, “A Complex Network 
Analysis of Human Mobility”, Proc. IEEE Conference on Computer 
Communications Workshops 2011, Shanghai, 2011. 
[17] S. Ferreti, V. Ghini, “Scale-Free Opportunistic Network: is it Possible?”, 
Technical Report. arXiv:1107.1937, July 2011. 
[18] R. Albert, A.L. Barabasi, “Statistical Mechanics of Complex Networks”, 
Reviews of Modern Physics, vol. 74, no. 47, pp. 47-97, January 2002. 
[19] J.P. Onnela, J. Saramaki, J. Hyvonen, G. Szabo, D. Lazer, K. Kaski, J. 
Kertesz, A.L. Barabasi, “Structure and Tie Strength in Mobile 
Communication Networks”, Proc. the National Academy of Sciences, 
vol. 104, no.18, 2007. 
[20] G. Williamson, “Routing in Human Contact Networks”, PhD thesis of 
National University of Ireland, Dublin, 2010. 
[21] N. Eagle, A. Pentland, D. Lazer, “Inferring Social Network Structure 
using Mobile Phone Data”, Proc. the National Academy of Sciences, vol. 
106, no. 36, 2009. 
[22] M. Everett, S.P. Borgatti, “Ego Network Betweeness”, Social Networks, 
vol. 27, no. 1, pp. 31-38, 2005. 
[23] K.I. Goh, B. Kahng, D. Kim, “Universal Behavior of Load Distribution 
in Scale Free Networks”, Physical Review Letters, vol. 87, no. 27, 
278701, 2001. 
[24] M. Barthelemy, “Comment on Universal Behaviour of Load Distribution 
in Scale Free Networks”, Physical Review Letters, vol. 91, no. 18, 
189803, 2003. 
[25] P.L. Krapivsky, S. Redner, F. Leyvraz, “Connectivity of Growing 
Random Networks”, Physical Review Letters, vol. 85, no. 21, 4629, 
2000. 
[26] M.E.J. Newman, “Analysis of Weighted Networks”, Physical Review E, 
vol. 70, no. 5, 056131, 2004. 
[27] R. Germano, A.P.S. de Moura, ”Traffic of Particles in Complex 
Networks”, Physical Review E, vol. 74, no. 3, 036117, 2006. 
 
100 200 300 400 500 600 700 800 900 1000
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
N (Number of nodes)
C
ri
ti
c
a
l 
m
e
s
s
a
g
e
 g
e
n
e
ra
ti
o
n
 r
a
te
Local Network Knowledge (Ego Betweeness)
 
 
Binary
Weighted
