Abstract-The problem of falsifying temporal logic properties of hybrid automata can be posed as a minimization problem by utilizing quantitative semantics for temporal logics. Previous work has used a variation of Simulated Annealing (SA) to solve the problem. While SA is known to converge to the global minimum of a continuous objective function over a closed and bounded search space, or when the search space is discrete, there do not exist convergence proofs for the cases addressed in that previous work. Namely, when the objective function is discontinuous, and when the objective is a vector-valued function. In this paper, we derive conditions and we prove convergence of SA to a global minimum in both scenarios. We also consider matters affecting the practical performance of SA.
I. INTRODUCTION
One of the major challenges in the model-based development of Cyber-Physical Systems (CPS) is how to automatically verify the correctness of a CPS model with respect to some formal specification. The proliferation of embedded computers in a multitude of safety critical systems and the well documented cases of CPS system failures due to software-physical system interactions [1] , [2] demonstrate the urgency and the importance of the problem. However, it is well known [3] that the verification problem of CPS is undecidable, in general. Therefore, a lot of research effort has been focused on testing-based methodologies [4] - [13] .
In previous work [14] - [16] , a notion of robustness of temporal logics [17] is utilized as a cost function in order to convert the temporal logic falsification problem of CPS into an optimization problem. In detail, the robust semantics of a temporal logic formula over a CPS trajectory evaluate to a positive value if the trajectory satisfies the specification and to a negative value otherwise. Thus, we can convert the falsification problem into a minimization problem of the specification robustness over the set of all system trajectories. In general, the resulting optimization problem is non-convex and non-linear and the search space is uncountable. Thus, in [14] - [16] , a number of stochastic heuristic search techniques were employed in order to solve the minimization problem with very promising results. In particular, in [14] , a version of Simulated Annealing (SA) [18] , [19] fainekos at asu.edu of vector functions was also proposed. For the former, it was claimed that under the assumption of a finite search space 1 we can guarantee convergence of SA to the global minimum and, thus, guarantee the solution of the original falsification problem. The convergence of the SA algorithm for vector functions was left as an open problem.
In this paper, we lift the assumption of the finite search space and we answer the question of what classes of CPS and under what conditions we can guarantee the convergence of SA to the global minimum. Furthermore, we derive conditions so that the SA algorithm over vector functions converges to the global minimum, as well. In brief, we prove that if a CPS is simulatable [20] , then the SA algorithms are guaranteed to converge to the global minimum if the global minimum does not belong to an equivalence class of measure zero. The results in this paper are important because they help us understand the practical and theoretical limitations of the application of SA to the falsification problem of CPS. While they are presented for safety requirements due to space constraints, they can easily be extended to general temporal logic formulae.
Notation. µ(·) denotes the Lebesgue measure. · is the Euclidean distance, and B (x) = {y ∈ R d | y − x < }.
R ≥0 = [0, ∞) and N ≥0 = R ≥0 ∩ N. 'Discrete set' will mean a finite or countably infinite set. For a set X, P(X) is the set of all subsets of X.
II. PROBLEM FORMULATION A. Falsification of safety properties of hybrid automata
We now introduce the practical setting in which the above two algorithms are applied, and all theorems are proven. We stress that we prove the correctness of the SA algorithms when applied to this practical problem. We consider a deterministic, non-Zeno 2 hybrid automaton [21] 
where L = { 0 , 1 , . . .} ⊂ N is a countable set of 'locations', X ⊂ R d is the continuous state space, F low : L × X → X is a vector field describing the continuous evolution of a trajectory at ( , x), Init ⊂ X is the set of initial continuous conditions, Inv : L → P(X) associates an invariant set of F low( , ·) to each location , E ⊂ L × L describes the possible jumps between locations (i.e. ( i , j ) ∈ E iff there 1 Any compact set of initial conditions and/or other search parameters is going to be discretized to a finite set of floating-point numbers. 2 An automaton is Zeno if it has trajectories that perform an infinite number of discrete jumps in a finite amount of time. This is an artifact of the modeling, and can not happen in reality.
exists a trajectory of the system that visits i then j without visiting any other location in-between), G : E → P(X) defines guard conditions that cause jumps, and Re : E×X → X is the reset map which resets the continuous state with every jump. H = L × X is the 'state-space' of H. In this paper we consider automata for which Init ⊂ Inv( 0 ) so the initial set H 0 = { 0 } × Init.
Given an initial state h = ( 0 , x) ∈ H 0 , the hybrid trajectory that starts there is a vector function η h : [0, ∞) → H which associates a pair (location, continuous state) to each point in time: η h (t) = ( (t), s(x, t)) where s(x, t) is the continuous state at time t and (t) is the location of s(x, t). loc(h) = ( 0 , 1 , . . .) is the list of locations visited by η h , with no repetitions. At the time of the j th jump time t j , say between locations i and k, η h (t j ) is actually set-valued:
Because there is no ambiguity about 0 , η ( 0 ,x) and loc( 0 , x) will also be denoted by η x and loc(x) respectively.
We are given a safety property φ of the automaton, and the set U ⊆ X of states that violate φ. To falsify φ means to find an initial state h 0 ∈ H 0 such that the trajectory η h0 that starts there enters the unsafe set U. Here we only consider trajectories of finite duration D < ∞. With non-Zenoness, this implies that loc(x) is always finite, even if L is countably infinite. L models the discrete variables of the automaton so the range of each x i is not a discrete set 3 . We will need the following definitions [14] :
Definition 1 (Discrete distances): l U is the location of the unsafe set U. Let G = (L, E) be the graph with vertex set L and edge set E. The discrete distance π( , ) between the two locations and is the length of the shortest path in G between the locations. Given x ∈ Init and the trajectory η x , (x) is the location visited by η x that is closest to U , and k(x) the corresponding distance:
y is the distance between x and the set U. Given ( , x) ∈ H, r(x) = min t≤D d Z (s(x, t)), where Z is either U if U ∈ loc(x) (trajectory enters the location of U), otherwise it is the guard leading to , where is the next location in a shortest path in G from to U .
Definition 3 (Robustness): Given a trajectory η x , its robustness is V (x) (k(x), r(x)). This is the smallest 'distance' between the trajectory and the unsafe set U (note this isn't a distance in the mathematical sense of the word). The robustness time t(x) is the time when trajectory η x is closest to U: (x) = (t(x)) and r(x) = d Z (s(x, t(x)).
Finding an x 0 that produces an unsafe trajectory (one that enters U) can be achieved by finding the automaton's trajectory with smallest robustness. Because only one initial location is possible (namely, 0 ), the search for a minimum robustness-trajectory is to be carried over the initial set Init. The minimization problems treated in this paper are then:
Problem 1: For a dynamical system (with only one loca-
Problem 2: For a hybrid automaton:
B. Simulators of hybrid automata Simulated Annealing (which will be formally defined in the next section) requires the ability to evaluate V at any point of the search space: this evaluation requires the simulation of a system trajectory starting at that point. A hybrid system simulator H s , which is necessarily a discretization of the real system H, must be accurate, in the sense that for every simulated trajectory (generated by the simulator) starting at some x s ∈ Init s , there is an arbitrarily close real system trajectory (generated by H) starting at x ∈ Init (Init s is the discretization of Init).
Not every hybrid system admits an accurate simulator. In [20] sufficient conditions are given on H and H s for H s to be an accurate simulator of H. The details of these conditions are given in the appendix. The following is a direct consequence of [20, Theorem 3.4 
]:
Proposition 1: Let H be a hybrid automaton, and let P be the partition of Init induced by the equivalence relation x ≡ x iff loc(x) = loc(x ). Let S ∈ P be a part such that µ(S) = 0. If H satisfies the conditions for accurate simulation over S, then for any x 0 ∈ S and every > 0, there exists δ > 0 with the following property: for every trajectory η x (·) with initial point x in B δ (x 0 ) ∩ S, and every t < D, there exists t such that |t − t | < , s(x, t ) and s(x 0 , t) are in the same location, and s(x, t ) − s(x 0 , t) < .
III. SIMULATED ANNEALING
Simulated Annealing (SA) is a well-known iterative stochastic algorithm for global optimization. We are given an objective function V with domain D ⊂ R d and range R. D is known as the state space. The objective is to minimize V .
We are given a Markov kernel R(·, ·) on (D, B) where B is the Borel sigma field on D. This is called the transition Markov kernel. Thus for each x in D, R(x, ·) is a probability measure on (D, B), and for each B ∈ B, R(·, B) is a measurable function. We are also given a cooling schedule
this is a sequence of (possibly random) positive numbers.
A. Traditional SA
In traditional SA, D ⊂ R d and R ⊂ R. SA constructs iteratively a sequence of states (x i ) ∈ D, a sequence of candidate points (y i ) ∈ D, and a sequence of temperatures (τ i ) ∈ R >0 , as follows: an initial state x 0 and an initial temperature τ 0 are given. Having constructed the sequences (x 1 , x 2 , . . . , x k ), (y 1 , y 2 , . . . , y k ), and (τ 1 , τ 2 , . . . , τ k ), a next candidate point y k+1 is selected according to the probability distribution R(x k , ·). The next state x k+1 is set
p(x, y, t) is referred to as the acceptance probability. Note that if V (y) < V (x) (so the candidate improves the value of the objective function), the candidate is accepted with certainty.
The following conditions are used in [18] to prove convergence:
• C0. The objective function V is continuous on D.
• C1. The state space D is a bounded closed subset of R d .
• C2. There exists an x * ∈ D such that V achieves its minimum at x * • C3. Let x * be as in C2. For every > 0, the set {x ∈ D | x − x * < } = B (x * ) ∩ D has positive Lebesgue measure.
• C4. The selection Markov kernel R is absolutely continuous (with respect to the Lebesgue measure on R d ) and it has a density which is uniformly bounded away from 0. That is, R is of the form
This implies that all of D is reachable from any x ∈ D.
• C5. For every open subset B in D, R(x, B) is continuous in x.
• C6. For every choice of initial state x 0 and initial temperature τ 0 , the sequence of temperatures (τ k ) k≥0 converges in probability to 0. The following theorem is proven in [18] : Theorem 1: Let x 1 , x 2 , x 3 , . . . be the sequence of states generated by the SA algorithm with selection Markov kernel R and with cooling schedule τ . Assume that conditions C0-C6 hold. Let V * denote the global minimum of V on D. Then, for every choice of initial conditions (x 0 , τ 0 ), the sequence of function values (V (x k )) k≥0 converges in probability to V * . That is,
We now discuss the applicability of conditions C0-C6 to our hybrid automata: C0: C0 does not hold for Problem 2, and one contribution of this paper is to show convergence in the absence of global continuity. Another contribution is to show that it holds for Problem 1. C1: The initial state x 0 ∈ Init typically models starting physical parameters of the system, and these are always finite in magnitude, whence Init is bounded. Closure of Init will have to be assumed (this is a standard assumption, in both practice and theory [4] , [20] , [22] , [23] ). C2: It is shown in Section IV that C0 and C1 imply C2, so it holds for Problem 1. We assume it holds for Problem 2. C3: We first generalize C3 to hybrid automata in condition C7:
• C7. Let x * be as in C2, and let S * ∈ P be the part to which it belongs. Then µ(B δ (x * ) ∩ S * ) > 0 ∀δ > 0. It is immediate to see that the probability of converging to a minimum that does not satisfy C7 (such as an isolated point) is 0. Therefore our results can only claim convergence to minima that belong to sets of non-zero measure, and this is captured in C7. C4-C6: these are properties of the optimization algorithm rather than of the system. The Hit-and-Run sampler may be used to satisfy C4 and C5 [14] , and the cooling schedule can be chosen to satisfy C6.
We introduce one more condition on the automaton:
• C8. The hybrid automaton admits an accurate simulator over Init. Without this condition, it is not guaranteed that we can draw conclusions about the real system, based on simulations.
B. SA for minimizing a vector function
We now consider the case
. This is a total order, so the issue of non-dominance [24] does not arise. The resulting vector SA algorithm, introduced in [14] , constructs a sequence of states (x i ) ∈ D, a sequence of candidate points (y i ) ∈ D, and a sequence of temperatures (τ i ) ∈ R >0 , as follows: an initial state x 0 ∈ D and an initial temperature τ 0 > 0 are given. Having constructed the sequences (x 1 , x 2 , . . . , x k ), (y 1 , y 2 , . . . , y k ), and (τ 1 , τ 2 , . . . , τ k ), a next candidate point y k+1 is selected according to the probability distribution R(x k , ·). It then computes
The next state x k+1 is determined as
is true • and x k+1 = x k otherwise. The two events on either side of the disjunctive are disjoint. It comes that the update rule for vector SA is:
We conclude with a Lemma, used in the later proofs, which will allow us to forego continuity of V over Init. It is proved for vector V , which subsumes scalar V as a special case. The global minimum of V * = (k * , r * ) of V will be characterized by
Proof: Fix = ( 1 , 2 ) > 0, and consider the optimum x * and its robustness time t * = t(x * ). By C8 and Prop.1, ∃δ 2 > 0 s.t. the image of B δ2 (x * ) ∩ S * B δ2 under the hybrid dynamics at time t * is a set of points that are at least 2 -close to s(x * , t * ). Moreover, all trajectories η y starting in B δ2 follow the same sequence of locations as η x * ; in particular, they all visit the location l(x * ) and therefore have k(y) = k(x * ). So |k(y) − k(x * )| < 1 . We know that µ(B δ2 ) > 0 by condition C7. Recognizing that B δ2 ⊂ D proves the lemma.
Optimizing a vector function. One popular way to optimize a vector objective function is to map its output V (x) = (k, r) to scalars in R (e.g. [25] ), e.g. using the inverse logit function with a > 0
It is strictly increasing, so the global minima of Y a • V are the same as the global minima of V . However, it faces the 'saturation' effect for large absolute values of r (and fixed k): differences between Y a values become insignificant at these extremes, thus not providing the optimizer with enough guidance. This problem is exacerbated in a practical implementation, which will discretize Y a , because the the discretized inverse logit is no longer strictly increasing. This means the global minima ofỸ a • V are no longer the same as those of V .
In section IV, it is shown that traditional SA converges when solving Problem 1. In section V, it is shown that vector SA converges when solving Problem 2. Throughout, any mention of a global minimum refers to a minimum that satisfies all needed conditions, which will be explicated.
IV. TRADITIONAL SA FOR A DYNAMICAL SYSTEM
Our first result states that traditional SA converges to the global minimum V * when solving Problem 1. Recall that Problem 1 deals with automata with one location, so there are no guards or resets. This result may be seen as a special case of Thm.3 presented in the next section. But it is presented here as a separate result, as a first simple extension of SA convergence, and to hihglight the role played by the condition that µ(D ) > 0 for all > 0.
Theorem 2: Assume that conditions C1,C2,C4-C8 are satisfied. Then SA will converge in probability to the global minimum of Problem 1.
Proof: The proof proceeds along identical lines to Belisle's original proof in [18] and so is not repeated. The main difference is that V is not continuous over its domain Init in the present paper. However, Lemma 1 removes the need for this 'global' continuity of the objective function, and may be invoked when proving [18, Lemma 1].
V. VECTOR OBJECTIVE FUNCTION
In this section we prove the convergence of vector SA when solving Problem 2. The novelty is that this SA algorithm deals with a multi-objective function V (x) = (k, r) ∈ N × R, and the objective is no longer continuous on D.
The proof is a variation on Belisle's proof [18] . Some of the definitions need to be appropriately modified to account for the new objective function. The following theorem is proven next.
Theorem 3: Let x 1 , x 2 , . . . be the sequence of states generated by vector SA when solving Problem 2. Assume that conditions C1,C2,C4-C8 hold. Let V * denote the global minimum of V on D. Then, for any pair of initial conditions (x 0 , τ 0 ), the sequence of function values (V (x k )), k ≥ 0, converges in probability to V * .
Since V is a vector function, all expressions are understood to apply in a component-wise fashion, e.g. |V (x)| > 0 iff |V 1 (x)| > 0 and |V 2 (x)| > 0.
We will show that for every x 0 ∈ D, t 0 > 0, > 0 and δ > 0 there exists an integer n 1 such that
This will prove the theorem. If is such that Init ⊆ D then Eq. (4) is trivially satisfied. Therefore, fix > 0 such that D ⊂ Init, x 0 ∈ D, τ 0 > 0 and δ > 0. Let m and n be positive integers, ζ ∈ N >0 × R >0 , and X m n = (X n , X n+1 , . . . , X m ) be the random sequence generated by the random process {X n }. x m n will be a realization of X m n .
Define the following events:
A = A(m, n) = the event that none of the states (X i ) n+m i=n is in D B = B(ζ, m, n) = the event that at least one of the transitions X n+(k−1) → X n+k , k = 0, 1, . . . , m, is a move from D to H ,ζ {x ∈ D|V * + < V (x) ≤ V * + + ζ}. C = C(ζ, m, n) = the event that at least one of the transitions X n+(k−1) → X n+k , k = 0, 1, . . . , m, is a move from D toH ,ζ {x ∈ D|V * + ζ + < V (x)}. D = the event that X n+m / ∈ D . Observe that D ⊂ A ∪ B ∪ C. Thus for every ζ, m and n we have
In the next three sections we prove the following three lemmata, which show that the 'escape' probabilities on the right hand side of (5) can be made arbitrarily small, regardless of initial conditions (x 0 , τ 0 ).
Lemma 2: There exists an integer m 0 (which does not depend on
Lemma 3: Let m 0 be as in Lemma 2. There exists a ζ 0 = (ζ 0,1 , ζ 0,2 ), independent of (x 0 , τ 0 ), such that
Lemma 4: Let m 0 and ζ 0 be as in Lemma 2 and Lemma 3 resp. There exists an integer n 0 , independent of (x 0 , τ 0 ), such that
The proof of Lemma 2 is almost identical to the original proof in [18] with some minor obvious modifications, and again, uses Lemma 1 instead of continuity of V . Therefore it is omitted.
A. Proof of Lemma 3
Let X i → X i+1 denote a transition from state X i to state X i+1 , and ζ ∈ N + × R + .
Now we may write
is bounded and therefore has finite Lebesgue measure. Next, µ(H • {R(x, H ,ζ (i) )} i is a monotonically decreasing sequence of functions.
• The sequence {R(x, H ,ζ (i) )} converges pointwise to the 0 function. Dini's theorem allows us to conclude that R(x, H ,ζ ) → 0 as ζ → 0 uniformly in x. Thus ∃ζ 0 = (ζ 1,0 , ζ 2,0 ) s.t. sup x∈D R(x, H ,ζ0 ) < δ/3m 0 . Combined with (6) , this proves the lemma.
B. Proof of Lemma 4
Let m 0 and ζ 0 be as in Lemma 1 and Lemma 2 respectively. Fix τ * > 0.
The first summand is upper bounded by
So there exists a τ * s.t. Pr[C(ζ 0 , m 0 , n)|(x 0 , τ 0 )] ≤ δ/6 when τ ≤ τ * . Condition C6 guarantees the existence of an n 2 such that τ n ≤ τ * for all n ≥ n 2 . The second summand can be made arbitrarily small by C6: in particular, let n 3 be such that it is smaller than δ/6. Letting n 0 ≥ max{n 2 , n3} proves Lemma 4.
VI. PRACTICAL CONSIDERATIONS
The previous sections have demonstrated that SA is a consistent optimization algorithm for the falsification of temporal logical properties of hybrid automata; that is, the sequence of samples it produces converges (in probability) to the set of global optima, regardless of the initial sample. This is an important property since it guarantees that longer runs of SA will produce better minima. From a practical standpoint, previous work [14] has demonstrated that in practice, SA performs well, both in terms of speed and quality of obtained minimum. Rather than replicate those experiments here, we focus instead on the factors that affect finite-time performance 4 , and how they affect it.
It is well-known that the practical performance of SA depends on the specific objective function being optimized, the particular cooling schedule, and the neighborhood selection; see [26] for a good review of these issues. In our case, the neighborhood is all of Init as per condition C4, and the cooling schedule is adaptively modified to maintain an acceptance-to-rejection ratio close to 1. This is permitted by condition C6, and has been shown experimentally to help avoid local minima traps [14] . The objective function is directly related to the system and property being falsified, and we now briefly illustrate how its graph can affect convergence. We select two benchmark hybrid automata and corresponding unsafe sets, and study the following three issues for each: -Generate the partition P of its Init set. This allows us to assess whether it satisfies condition C7.
-Plot the graph of the objective function, which can indicate the difficulty of this problem instance. -See if vector SA generates samples with different sequences of locations ( i ) for our system. If a run of vector SA generates very few different ( i ), this might indicate a local minimum trap, which should not be confused with having converged (indeed, Lemma 2 asserts that the tail of the generated sequence consists of samples with the same sequence of locations with increasing probability).
Our first system, Sys1, is a 2D, 5-location hybrid automaton with linear dynamics in each location: 
To generate the graph of the robustness function, we sampled the initial set with a step size of 0.01 in both dimensions, leading to a grid with 3600 points. The graph (not shown here for lack of space) displays several near-flat 'valleys' (regions of small function values) surrounded by 'peaks' (regions of large function values): if SA samples from a given valley, it will continue sampling from it for a long time because the probability of accepting an increase in function value will be small, following Eq.(3). Thus we expect that once SA samples from a valley that contains a global minimum, then there's a high probability it will get arbirarily close to that minimum.
Using the same grid, the partition P of the initial set was obtained. A coarser partition (with step size = 0.02) is shown in Fig.1 for clarity. A total of 4 parts were obtained, each corresponding to a sequence of locations. It can be seen that Parts 1 and 3 cover much of Init (see Fig.1 ), so it is to be expected that at least initially, SA will sample from these 2 parts overwhelmingly. If the global minimum is in a different part, longer runs of SA are required. We also re-use the Nav0 benchmark from [27] , which we will argue is a harder instance for SA. Nav0 is a 4-dimensional automaton with 16 locations, and it is unknown whether it is falsifiable or not. For the purposes of presenting results graphically, we fix the last 2 dimensions of the state vector to [x 3 , x 4 ] = [0.1, 0.2], and let SA vary the first two dimensions. The graph of the robustness function is given in Fig.2 . The graph was obtained by sampling the initial set with a step size of 0.01 (for a total of 3600 points), and computing a trajectory of duration 10sec. We can observe a large number of minima with varying depths, increasing the odds of SA spending a large number of samples in these minima before jumping back out. Using the same grid, the partition P of the initial set was computed. The partition has 189 parts, with the largest part containing only 15.3% of the points, and the 4 largest parts together have 53.3% of the points. Fig.3 shows how the initial set of conditions is highly fragmented. While we haven't established a precise relation between the measure of the parts and SA convergence, condition C7 and the proof of Prop.1 drive us to conjecture that a larger measure for the parts leads to a faster convergence. The small size of all partitions in Nav0 then suggests this is a hard instance for SA. SA was run on Nav0 with a sample size of 1000 initial points, and a test duration of 10sec. It selected points from 62 parts, with the largest 2 containing 70% of the 1000 points, and the smallest containing 0.01% of the points. These parts were not the largest parts in P , which is expected since SA is driven by the objective function as well as the measure of the parts. SA found a global minimum value of 0.09 at On the theoretical side, the probabilistic convergence of the sequence of initial states generated by SA to a global optimum, can be informally divided into two parts: the first part is the convergence of the Markov Chain to its zerotemperature stationary distribution, π ∞ , in an appropriate sense. The stationary distribution favors minima of the objective function. The second part is then the sampling from the stationary distribution. Thus a bound on SA's convergence involves bounding these two components. The second part depends on the shape of the stationary distribution. In our case, it is exponential of the form π ∞ (x) = 1 M e −βV (x) [14] , where M is the (unknown) normalization constant. For the first part, recently, a result on finite-time guarantees for SA optimization over continuous domains was obtained in [28] . Informally, given a desired precision of the optimization, it provides a number of samples after which we are guaranteed that the minimum so far is within the desired precision of the global minimum. The strength of this result is that it requires very little of the objective function, namely only that it be well-defined pointwise, measurable, and bounded between 0 and 1. In traditional SA, g • V (x) satisfies these conditions, with V given in Problem 1 and g is any monotone increasing function that maps [0, ∞] to [0, 1] . No such result exists yet for a vector objective function, like the one in Problem 2; this is the subject of future research.
VII. CONCLUSIONS
The problem of falsifying safety properties of hybrid automata was formulated as optimization problems in [14] . In this paper, we provided conditions on the system under which Simulated Annealing will converge in probability to the global minimum, and thus return a system trajectory of mimimal robustness. Research can proceed along three directions: the first is to establish convergence conditions for discrete implementations of the continuous models studied in this paper. A second direction is to broaden the class of systems for which SA converges, e.g. to systems with more than one starting location, and to automata with state-and timedependent guard sets, as well as to non-autonomous systems. A third direction of research is to develop computable criteria that establish whether a given system is, a priori, suitable for efficient SA falsification or not. As part of this direction, there is obvious interest in establishing finite-time guarantees for the vector SA algorithm.
VIII. APPENDIX
This section details the 'hybrid basic conditions' that are required of a hybrid automaton H for it to have an accurate simulator. The conditions are framed in the formalism of differential and difference inclusions [29] , which generalizes the formalism used in this paper.
Definition 4: [20] A hybrid system H on a state space R n is defined by
• A set C ⊆ R d called the flow set
• A set-valued map F : R n → P(R n ) called the flow map • A set D ⊆ R n called the jump set
• A set-valued map G : R n → P(R n ) called the jump map We write H = (C, F, D, G) . The dynamics of the system are given by ξ ∈ R n ξ ∈ F (ξ), ξ ∈ C ξ + ∈ G(ξ), ξ ∈ D Hybrid automata, defined in section II-A, can be modeled using Def. 4 as follows [29] : let n = d + 1 and ξ = [ , x] T ∈ L × R d ⊂ R d+1 be the state of the system. Then we take: C = Inv( ), D = ∪ :( , )∈E Guard( , ), F (x) = F low( , x), ∀x ∈ C , and G (x) = {[ , Re( , , x)]
T | x ∈ Guard( , )}, ∀x ∈ D . For a deterministic automaton, for any x, there is a unique location such that x ∈ Guard( , ) (otherwise, two jumps ( , ) and ( , ) are possible). Thus G (x) is a singleton. The dynamics of H are then given by: A 'maximal' trajectory is one which can not be extended. Recall that D is the time-limit of all trajectories we compute.
Theorem 4: [20, Thm. 3.4] Assume that H satisfies the above conditions. Let K ⊂ R n be a compact set such that H is pre-complete from K (i.e. each maximal trajectory starting from K is either bounded or has infinite length). Then, for every > 0 there exists δ * > 0 with the following property: for any δ ∈ (0, δ * ] and any solution η x with x ∈ K +δB 1 (0) there exists a solution η x0 with x 0 ∈ K such that the two trajectories have the same number of location transitions, and their continuous parts are -close at all times t < D at which they're in the same location.
