Abstract Evolutionary robotics using real hardware has been almost exclusively restricted to evolving robot controllers, but the technology for evolvable morphologies is advancing quickly. We discuss a proof-of-concept study to demonstrate real robots that can reproduce. Following a general system plan, we implement a robotic habitat that contains all system components in the simplest possible form. We create an initial population of two robots and run a complete life cycle, resulting in a new robot, parented by the first two. Even though the individual steps are simplified to the maximum, the whole system validates the underlying concepts and provides a generic workflow for the creation of more complex incarnations. This hands-on experience provides insights and helps us elaborate on interesting research directions for future development.
Introduction
The work described in this article forms a stepping stone towards the grand vision of the evolution of things as outlined in [13] . The essence of this vision is to construct, study, and utilize artificial evolutionary systems in physical substrates, that is, in the real world, not in digital worlds in computer simulations. There are various possible avenues towards this goal, including chemical, biological, and robotic approaches [12] . This study falls in the last category; the long term goal is to build robots that can evolve in real hardware [15] .
The motivational scenario is that of a physical habitat where a group of robots operates: evolves, learns, and "works" [16] . The underlying system architecture is based on a model of the robotic life One of the long-standing challenges in evolutionary robotics is the reality gap: the effect that solutions evolved in simulation do not work well once transferred to the real system. The reason for this is that simulations are prone to hidden biases, errors, and simplifications in the underlying models and that EAs are likely to exploit the features of the (simulated) environment, even if they lack physical plausibility. Approaches to coping with this problem include the classic envelope of noise [24] , as well as more recent techniques for improving simulators, such as exploiting experiments with the physical robot [20, 46] and the use of a transferability function to predict the limits of the simulation [27] . Such approaches to closing the reality gap depart from simulated evolution and bring the physical robot into the evolutionary loop [22] .
Alternatively, the reality gap can be completely circumvented by abandoning simulators altogether-successful experiments in the 1990s thus evaluated the performance of each controller using a physical robot in a real-world arena. A promising approach to scale up to more complex behaviors is to use a population of robots instead of a single one [5, 43] ; in such a situation, several evaluations occur in parallel, and therefore the evolutionary process can theoretically be sped up by a factor equal to the number of robots. However, in all such works only the controllers evolve, and any real-world fitness evaluations take place on a fixed robot morphology.
There are a handful of studies related to flexible morphologies. The Symbrion project did target flexible morphologies by developing robot units that could aggregate to form multicellular robotic organisms and then disaggregate again [29] . However, Symbrion organisms were transient constructs in that organisms could not reproduce and there was no evolution of morphologies; only the controllers were evolvable. Systems within artificial life have addressed the evolution of morphologies (and control systems) in simulated worlds with virtual creatures, for example, in the pioneering works by Sims, Bongard, and Pfeifer and several subsequent studies [1, 7] . This was brought closer to the physical by jointly evolving robotic shapes and control in a simulator and 3D-printing the evolved shapes [31] . However, only the final product was materialized; furthermore, the robot had no sensors. The self-reproducing machines of Zykov et al. were modular robots that were designed or evolved to be able to make exact clones of themselves without variation, and they did not undergo evolution in the real world [47, 48] . More recent work has evolved morphologies composed of novel, soft materials, but once again only the final morphologies were constructed, and in this case they were confined to operating within a pressurized chamber, rather than operating in a real-world population [23] . A related subfield of evolutionary design has concerned itself with constructible objects, but here again evolution generally has taken place in software, with only the end result being constructed. A few projects employed fitness evaluations on the hardware itself, but these systems produced inert objects that had no controllers and that passively underwent evolution by a traditional evolutionary algorithm [28, 36] .
A separate category of related work contains biologically motivated studies with evolution implemented in populations of robots [19, 41] . Using real hardware is extremely challenging, and to the best of our knowledge there has been only one successful project, that of Long et al. investigating the evolution of vertebrae through swimming robot fish [8, 32] . The project faced huge practical problems; for instance, manual construction of new generations took weeks, and the team could only run a few experiments of a few generations each.
Finally, let us mention the two most important pieces of prior work for our project. The RoboGen system features modular robots as phenotypes, a corresponding space of genotypes that specifies the morphology and the controller of a robot, and a simulator that can simulate the behavior of one single robot in a given environment [1] . Evolution is implemented by a classic evolutionary algorithm that maintains a population of genotypes, executes selection, crossover, and mutation, and calls the simulator for each fitness evaluation. The system is applied to evolve robots in simulation, and physical counterparts of the simulated robots can be easily constructed by 3D-printing and manually assembling their components. RoboGen was not meant to be and has never been used to physically create each robot during an evolutionary process. The project that resembles ours the most concerns a "model-free implementation for the artificial evolution of physical systems" [6, p. 2] . The robots are constructed from cubical modules that can be passive or active (driven by a servo). The robots do not have sensors and are driven by an external PC that communicates via Bluetooth. The evolutionary process is conducted by a centralized evolutionary algorithm running on the external PC in the same manner as in RoboGen. However, robot phenotypes are not tested in simulation, but constructed one at the time in real hardware for fitness evaluation, where fitness is the distance traveled in a given time interval.
Robot Evolution in Real Time and Real Space
Robot evolution in real time and real space requires an appropriate system architecture. To distinguish different options and to position our system, let us consider three attributes and a couple of specific schemes to illustrate the matter.
Physical versus virtual evaluations. The majority of evolutionary robotics follows scheme A shown in Figure 1 , where the complete evolutionary process takes place in simulation. A handful of systems are based on scheme B, where some (usually not all) fitness evaluations are performed on real hardware. Online versus offline evolution. 1 Evolutionary robotics mostly employs evolution in an offline fashion, that is, robots are evolved in the design stage and do not evolve further after deployment. The alternative is online evolution, a.k.a. embodied evolution [44] , where robots undergo evolution during their operational period; see scheme C and scheme D in Figure 1 .
Morphology versus controller evolution. Most articles on ER address the evolution of good controllers for given robot morphologies. Alternatively, the morphologies of the robots can be evolvable as well. In this case, morphologies and controllers evolve together.
In terms of these three attributes we can identify our system of interest as an online evolutionary system working with real robots for evolving morphologies. Although it can be argued that these attributes are not fully independent, it is helpful to visualize them as dimensions resulting in a cube, as shown in Figure 2 . In this cube our envisioned system sits in the upper right rear corner opposite the huge majority of existing work in evolutionary robotics in the lower left front corner. The specific details are discussed in the next subsection.
System Design
A general architecture for evolving robots in real time and real space has been provided by the conceptual framework named the triangle of life [17] . This framework describes a life cycle that does not run from birth to death, but from conception (being conceived) to conception (conceiving one or more children), and it is repeated over and over again, thus creating consecutive generations of robots. The result is a population of robots that evolves and thus adapts to the given environment. In the following we elaborate on this basic triangle and extend it with more details for a tangible implementation. [30] and Auerbach et al. [1] : They employ offline evolution of robot morphologies in simulation. The embodied evolution system of Watson et al. [44] works with real robots to evolve good controllers online; hence it belongs to the green dot (no. 3). The work of Brodbeck et al. [6] , where morphologies are evolved by a centralized offline EA using real-world fitness evaluations, can be positioned at the blue dot (no. 4). Finally, the system we are after sits at the red dot (no. 5): Robot morphologies (and the corresponding controllers) are evolved in an online fashion in real hardware.
It is important to note that evolutionary robots in the future could self-reproduce autonomously without humans in the loop. Therefore, we argue that distributed reproduction mechanisms (e.g., self-assembly or robotic equivalents of eggs and pregnancy) should be avoided and a safe system should have a central "kill switch" to stop reproduction if necessary. To this end, we choose to use a unique system component for the construction of new robots: the production center described below.
The triangle of life consists of three stages, morphogenesis, infancy, and mature life, as illustrated in Figure 3 . A specific implementation consists of three components: the production center, the training center, and the arena that represents the world where the robots operate. The production center constructs robot phenotypes as specified by the given genotypes. New robots start as infants in the training center. Here they learn to control their own body (which may be different from the bodies of their parents) and to perform basic tasks under supervision-monitored by a camera+computer system and/or a human user. If a robot acquires the required set of skills, it is declared an adult and enters the arena, where it must survive, reproduce, and perform user-defined tasks; otherwise it is removed and recycled. The training center increases the chances of success in the arena and plays an important evolutionary role: It prevents reproduction of poorly performing robots. Lifetime learning continues in the arena, but now without centralized supervision, autonomously. Reproduction is driven by a mate selection mechanism (innate in the robots or executed by the human breeder ) to identify two or more robots for parenting a child. The parents transmit their own genomes to the production center, where the genomes undergo crossover and mutation and the resulting new genome is used to construct a child robot.
Based on this generic design, we can now specify the ingredients of our online evolutionary system, working with real robots for evolving morphologies as follows:
1. A robot design and a genetic code that can specify such robots.
2. A construction procedure that starts with a genotype (code for a certain robot) and ends with a phenotype, a physical robot designated by the given genotype. This implements morphogenesis in the production center. 4. A reproduction mechanism that regulates mate selection and recombination of the parental genomes. This is the minimum to implement mature life in the arena.
Obviously, the specific robot design and the construction procedure are closely related. A straightforward idea is to use rapid prototyping (3D printing) in the production center. The technology of 3D printers that can produce a fully functional robot is developing quickly, but it is still in an early stage [33, 45] . To mitigate this problem we have chosen the robot design featured in RoboGen, which combines 3D-printed components with prefabricated modules (e.g., CPUs, servos, batteries), and obtains the targeted robot by hand-assembling the parts according to the specification in the genome. This will be described in the next section.
We strive for simplicity in other components as well as for the purpose of the proof of concept. For instance, all we require in the training center is to learn a good gait for the given body, and we do not implement a task to be performed in the arena. From this perspective, our system will be natural: The sole purpose of the robots is survival and reproduction. As shown in [5] , such systems can exhibit very interesting evolutionary dynamics, even if only the controllers are evolvable. The relevant details for our system will be explained in Section 5.
Design Decisions and Exploratory Experiments
This section sets out the major design decisions that provide the basis for the implementation as presented in Section 5. To validate the choice of physical substrate (outlined in Section 4.1), we performed exploratory experiments that consider the evolution of morphologies in an online setting. Secondly, we performed a set of experiments as a basis for selecting a suitable method for online learning of robot gaits in arbitrary morphologies.
Experimentation with real hardware consumes a lot of time and resources; therefore, we rely on simulation to test our ideas and inform our design decisions. These exploratory experiments rely on the Revolve simulator that was developed specifically for the simulation of collectives of modular robots composed of RoboGen [1] modules. Revolve is based on the Gazebo simulator and implements a set of extension tools that aim to provide a convenient way to set up this kind of experiments. Source code for the revolve simulator can be found at https://www.github.com/ElteHupkes/revolve.
Robot Design
The design of robots and their genetic representation is based on RoboGen [1] . The robots are constructed from basic 3D-printed modules, and each robotʼs genotype describes its layout. The genotype is composed of a tree structure, with the root node representing a core module from which further components branch out. Robot bodies consist of three types of component: fixed bricks, a core component, and active hinges. These components are depicted in Figure 4 . The original RoboGen framework includes more components, but these are omitted from the present study. The core component houses the robotʼs Raspberry Pi microcontroller [35] , and the active hinges contain servo motors (see Section 5 for more details). For complete details of this specification and example listings, refer to Appendix 2.
For easy identification of the heredity of each robotʼs morphology, the standard RoboGen specification was extended to include a color for each component. This allows the morphological traits that a robot inherits to be easily attributed to either parent by matching colors. Figure 5 shows a schematic representation of two manually designed robot morphologies in this scheme.
Online Evolution of Morphology
To validate the choice of RoboGen as the physical substrate and genetic representation for online evolution of robot morphology, we conducted experiments where a population of simulated robots coexist in a featureless arena and are centrally evaluated and selected.
Parent and survivor selection is performed on the basis of the robotsʼ locomotive performance, calculated as
where v is the length of the path the robot has traveled over the last 12 s, and s is the length of a straight line from the beginning to the end of that path. This value is continuously updated. Robots can only be selected when they are mature, that is, after running for at least 15 s. The population is seeded with 15 randomly generated robots that are spread throughout the environment. The population is culled every 30 s by removing any robots that have a fitness less than a fraction 0.7 of the mature population mean, but a minimum of 8 robots is maintained to ensure variation and prevent extinction. If the population reaches 30 individuals and no individuals match the culling criterion, the 70% least fit robots in the population are removed to prevent convergence.
New individuals are inserted at a fixed rate of one every 15 s. Two parents are selected using using four-tournament selection, and their offspring is generated using RoboGenʼs recombination and variation operators. The offspring is then placed at a random position within a circle of radius 2 m around the origin. The robots run artificial neural network controllers that evolve in conjunction with their morphologies. RoboGen prescribes robot controllers that are based on fully connected, recurrent artificial neural networks, and these are represented in the genome. This is obviously not an accurate representation of the triangle of life, as selection occurs centrally and local selection schemes will lead to different levels of selection pressure. However, it does allow us to gauge the suitability of the selected substrate in an online setting. Figure 6 shows the development of fitness over time. The experiments were terminated after the birth of 100 individuals, which is a reasonable number of individuals to consider also in real-world experiments. It is clear that the robots rapidly improve their locomotion capabilities, showing that the substrate, genetic encoding, and variation operators are suitable for online evolution and can yield interesting results in a limited number of evaluations.
Online Learning
Learning is an important aspect of the triangle-of-life conceptual model. In the triangle of life, evolution is not just an optimizer of some robot features, but a force of continuous and pervasive adaptation. New individuals are likely to be morphologically different from their parents, and therefore any recombined controllers that they inherit may not suit their bodies as a matter of course. Therefore, every newly created robot needs to learn to control its own body, necessitating online individual learning capabilities.
Earlier work identified RL PoWER [26] as a reliable and efficient algorithm for gait learning in arbitrary morphologies with modular robots consisting of homogeneous modules [9] . We verified these findings for the RoboGen-based morphologies using the Revolve simulator. In these experiments, RL PoWER was revisited, and it was noted that it is in essence an evolutionary algorithm, which subsequently was improved by adding two-parent crossover with binary tournament selection. This resulted in significantly better performance for a similar convergence time [25] . A detailed description of the resulting learning algorithm is given in Appendix 4. Table 1 provides configuration settings for the algorithm as it was applied. As an illustration of the findings reported in [25] , Figure 7 shows the results for gait learning in two robot shapes. The shapes considered in this excerpt are those with the manually designed spider and gecko shapes shown in Figure 5 . Both shapes show an improvement from ≈1.0 m/s up to ≈3.5 m/s after 100 evaluations of 30 s each. The results of the experiments with RL PoWER indicate that it is an appropriate choice for online learning of gaits. 
Implementation in Hardware
This section describes the real-world instantiation of the triangle-of-life concepts based on the choices outlined in the previous section. As explained in Section 4.1, for reasons of simplicity, we base our design on the well-established RoboGen system [1] .
To express a genotype, that is, to physically instantiate a robot, components of the appropriate colors are printed and manually assembled with added electronics as described in Section 5.1. The original RoboGen specification provides for Arduino microcontroller boards to host the controller code and operate the robots. We use the Raspberry Pi [35] (Figure 8 ) instead, as it offers greater flexibility, allowing Python-based controller code. This substantially increases the speed and ease of software development and debugging, and offers a wide selection of libraries. The Raspberry Pi runs the robot controller as well as further implementation logic (e.g., communication protocols).
The microcontroller is extended with a hat extension board that was created to save space inside the core module and ease robot assembly. It contains two dc-to-dc converters (one for the Raspberry Pi, one for the servos) to adjust the voltage given by the battery to the voltage needed by the components, an inertial measurement unit (IMU), a power switch, an I 2 C adapter (for the photosensors), and pins that connect directly to general-purpose input-output (GPIO) pins on the microcontroller, used to control the servos and the light.
In order to accommodate the Raspberry Pi and hat assembly, we enlarged the size of the core module. All the code used in this project, including the design files for 3D-printing the modules and the hat design, is available at https://github.com/ci-group/revolve/hw.
Morphogenesis
Morphogenesis is, for the current proof of concept, a manual process of robot assembly where a robotʼs genome is expressed. In the long-term vision, this eventually is also an automated process, but the development of an automated robot assembly is beyond the possibilities of the current proof of concept.
First, the modules of the body are 3D-printed on the Flashforge CreatorPro printer using a fused-deposition modeling technique in which an element is built by laying down a plastic filament, layer by layer. The printed components are then assembled according to the layout specified in the genotype; active hinges ( Figure 4 , right image) are equipped with servomotors, and the connector cables of those are threaded through the body to the core module. After fitting the servo inside the hinge and connecting it to the robot, it is set into a neutral position (0°), the hinge is adjusted to form a straight joint, and then the position is fixed with screws. Once activated, the servosʼ angles are controlled by sending pulse-width-modulated signals to set them at a specific angle (in the range of −45°to 45°) and maintain that position.
The extension board and battery are connected to the microcontroller, and the assembly is inserted into the core module and connected to the servosʼ connector cables. The core module is then covered with a fiducial symbol used for tracking (see Section 5.2.1).
Finally, a copy of the controller code is copied to the robot and configured by means of a JSONlike formatted configuration file. This file contains parameters for gait learning (see Table 1 ), connection parameters for tracking and mating servers, the hardware configuration of the robot, and additional information that may vary from one robot to another, such as its name or the ID of the tracking symbol used.
The robot is then placed in the arena, and the learning process that represents the infancy phase is activated. Figure 9 shows two assembled robot bodies corresponding to the genomes depicted in Figure 5 .
Infancy
The infancy phase of this proof-of-concept implementation consists of the robots learning a gait that allows for efficient locomotion. What a suitable gait for a particular body plan looks like is hard to determine a priori, and it is likely that gaits that work well for a robotʼs parent have to be substantially adapted for the childʼs morphology. Therefore, we opted to implement non-Lamarckian evolution: The learned gaits are not inheritable, and each individual has to develop them from scratch.
Localization
To provide feedback for the learning process, an overhead camera and attached localization server track the robotʼs position using ReacTIVision. 2 This software implements tracking of fiducial markers (Figure 10 ) that are printed on the cover of each robot. The software captures output from the camera, analyzes it to find the markersʼ positions on the screen, and sends the information about the ID and the position to a client application. In our case, the client application is a fitness localization server that keeps track of the robotsʼ trails and serves a fitness evaluation to the robots themselves in order to let them evaluate their walking abilities. This server acts as a virtual sensor that allows the robots to assess the performance of candidate gaits.
The localization module in the robot communicates with the localization server through a predefined protocol:
Start tracking. Start tracking the robot and set current fitness to 0.
Get current position. Retrieve the current position of robot in the arena.
Get current fitness. Retrieve the displacement between the start of tracking and the current position, and the sum of displacements between consecutive positions reported by ReacTIVision. The tracking system uses a QuickCam Pro 9000 camera, mounted on an aluminum scaffolding frame 2.5 m above the arena, pointing straight downwards. The camera is connected to a computer running the ReacTIVision 1.5 software and the tracking-fitness server.
Learning
As explained in Section 4.3, the task of the robotʼs learning algorithm is to optimize the robotʼs controller so that performance-in this case, the distance covered by the robot-is maximized. Appendix 4 provides details of the RL PoWER algorithm that the robots employ to achieve online learning of locomotion. We implement RL PoWER to allow for online learning of gaits for arbitrary morphologies: The robots are controlled through a set of splines that define an open-loop gait as described in [9] . This use of sets of cyclic spline functions was taken from [38] and is detailed in Appendix 3. Since our aspiration is to compare the results of gait learning of robots in real life with that in simulation, we replicate exactly the RL PoWER implementation that was tested in simulation.
The robot controller was implemented in C++ and Python and is composed, in addition to the splines-based brain, of two modules: one for localization (see Section 5.2.1) and one for communication with other robots and the mating server (see Section 5.3.2). The robots were tested with five experimental runs each in the 2 × 2-m arena. After each run, the battery was replaced with a recharged one, and the robot "brain" was reset. Figure 11 shows the results from testing the learning algorithm on real hardware. The real hardware results show a significant decrease in performance when compared to the simulation. This can be attributed to several factors: (1) servo motors were constantly breaking-on average 1.5 motors per run; (2) the weight of a robotʼs head significantly influences the performed gait; (3) robots were bounded in a small arena rather than the infinite plane in simulation. However, there is an evident positive trend in performance, and after 30 evaluations (which take 20 to 30 min) the robots have obtained gaits that allow them to traverse the arena.
Mature Life
Once robots reach the mating area, they are deemed fertile and can communicate and exchange genomes with other robots to create offspring. At the beginning of their life, robots are intentionally placed far from the mating area so that only robots that achieve efficient locomotion capabilities can reach the fertile state and generate new offspring.
The mating area is defined by two stationary red LEDs, situated in a corner of the arena. When a robotʼs photosensor detects red light above a certain intensity threshold, the robot starts emitting and listening for mate request messages. In our experiments, the threshold itself is not in any way adaptive or evolved, but remains static throughout the whole mating process. This ensures that the robots will eventually meet and reproduce in a reasonable amount of time.
When the two robots are in the mating area and successfully exchange mating requests, they agree to mate. This implies that the robots do not actively pursue or even perceive each other, an addition that will be possible when future robots are equipped with cameras.
Selection and Reproduction
The current implementation has only the most basic selection mechanism: When a potential mate is available, a robot will agree to produce offspring. With only two robots available, more sophisticated selection procedures would make no sense. However, when the setup is extended to contain more individuals, selection schemes can be considered that take any aspect, ranging from task performance to genetic suitability, into account.
Recombination and mutation of genomes is implemented through the standard operators defined in RoboGen. As illustrated in Section 4.1, the morphologies of the robots can be represented as trees, the nodes of which are hardware components, with a shape, a color, and a potential functionality (e.g., wheel rotation). Therefore, conveniently, the recombination and mutation operators that may be used are well established in genetic programming practice [3] .
More specifically, the recombination of parent genomes is implemented as random subtree exchange; the parameters of these operations are defined in the robot startup configuration file. Since the tree genome representation is nonlinear, we may run into the problem of the tree becoming too large, and that is the reason why experimenting and tweaking these random parameters is essential. A common practice is to let them evolve; for simplicity, however, we do not do this in our implementation.
Unlike the recombination operator, the mutation operator is applied directly in the offspring, and replaces a randomly selected subtree with a randomly generated tree of the same kind-according to the format RoboGen defines. Once again, the random parameters may be tweaked, but it needs to be kept in mind that mutations need to be minor and happen rarely; Banzhaf et al. suggest a mutation rate of 0.05 or lower [3] . Refer to Appendix 1 for a more detailed and implementationspecific illustration of our recombination and mutation operators.
Mating Protocol
The mating protocol involves the robots and the mating server. The communication between the robots happens in a distributed manner, so selection is distributed and localized, while recombination and the subsequent morphogenesis phase are centralized. This is analogous to a population living and mating in an ecosystem, while their offspring are born in a central clinic.
When a mating sequence initiates, the robots start communicating over the wireless network. Their communication involves states-learning, evaluating, ready to mate, and initiate mating-and every interaction they have may affect or change the state of each robot. Learning indicates the state of infancy, in our case developing the ability to walk towards the light source. Evaluating is the short-period state when the robot receives a fitness feedback from the localization server. During this process there is a constant evaluation loop that determines whether the learning goal has been achieved, and essentially decides whether the robot is ready to mate or not. When the robot approaches the red light source closely enough so that the photocell receives a light signal over the threshold of 85% of the maximum measurable intensity, it initiates the ready to mate state. If two robots initiate this same state and finish their handshake communication successfully, they transition to initiate mating state. The basic communication algorithm follows the three-way-handshake pattern and is described in Algorithm 1.
The protocol starts when a robot declares its availability to mate by broadcasting a message to the wireless network. The robot then listens to the same network in order to discover messages sent by other robots of the same kind. Once a suitable mate is identified, the robot transmits the mateʼs ID. If each robot receives a message with its own ID in return, the agreement is complete, and both robots transmit their genomes to the mating server.
The mating server module listens on the wireless network and accepts TCP packets with genomes and unique IDs of the robots. The logic of this workflow implies that the robots have autonomously come to an agreement, so the mating server does not need to perform any further checks: The decision of finding a good mating partner is made by the robots themselves without referral to any central authority. Once a pair of genomes is complete, the mating server recombines them, applies variation operators, and produces the offspring genome, ready for morphogenesis, completing the triangle of life.
The Life Cycle
We have integrated the components described in the foregoing to execute one life cycle. To this end, we built a robot habitat where the training center and the arena were not separated. That is, we use the same space for educating the infants and having the adults meet and mate. This habitat is a bounded 2.2 × 3.0-m rectangle lined with a gray carpet. The boundaries are made of wood to prevent the robots from escaping the area.
The cycle started with two genotypes shown in Listing 1 and Listing 2 (Appendix 2). These genotypes were used to carry out the morphogenesis process that resulted in the blue and green robots shown in Figure 9 . Printing and assembling all components took approximately a day per robot. The speed of the 3D printer is a crucial factor here; in our case 3 h was needed to print one block. The initial population consisted of two robots, the spider and the gecko, as shown in Figure 12 (left) . The extended population shown in Figure 12 (right) is explained further in Appendix 2.
The infancy stage focused on gait learning. Because controllers of newborn robots are randomly initialized, their first task is to learn effective locomotive behavior. This happened under supervision of the overhead camera system as outlined in Appendix 4. The robots are equipped with a photocell that allows them to detect a light source placed at the edge of the arena. The robots can gauge the efficacy of their controllers by monitoring the intensity of the light source. If the robots succeed in learning to locomote, they will reach the light source. Once they are close enough (again indicated by light intensity), they are deemed fit and mature enough to procreate and change their status from infant to adult.
Due to our simplified setup, the difference between the arena for adult robots and the training center for infant learning is only conceptual. In fact, they are the same physical space. Hence, adult robots need not move to another location; they can start communicating to carry out mate selection. Here again, we had to simplify the system and make the selection criterion void-after all, there was only one option for choosing a partner. Thus, the two would-be parents passed each otherʼs test by default and decided to exchange genetic material. The robots transmitted their genomes to a server that recombined the received genomes and produced the code for a new individual. (Note that the server is only a channel of communication; it does not constitute a central overseer of the evolutionary process.) The new genome is exhibited in Listing 3 (Appendix 2).
A new morphogenesis process started with this genome; component parts were printed and assembled. The image on the left-hand side of Figure 13 shows the result, the first robot baby parented by two parent robots in a real-world (not simulated) environment. Figure 12 . Overview of the entire habitat and the initial population consisting of the spider and the gecko (left ) and the extended population with the parents and the offspring in the habitat (right ).
Discussion and Possible Extensions
The project we have described above is a proof of concept. At the cost of several simplifications we have demonstrated the feasibility of physically evolving robots, validated the suitability of an instantiation of the triangle of life, and obtained insights into the related challenges.
It is important to note that we did not aim at creating an evolving robot population, because it would require several consecutive generations with many selection and reproduction cycles. Instead, we demonstrated one reproduction cycle, which is the basic unit to be repeated for evolution. The amount of handwork was significant, but we argue that this does not invalidate the main concept; it merely reflects the current level of technology and the resources available to us at the moment.
In the following we discuss the workflow for creating physically evolving robot populations and elaborate on its elements, based on the know-how we have obtained through this project. The workflow consists of the following steps:
1. Define the makeup of the robots and a genetic code that can specify such robots.
2. Establish a production procedure that starts with a genotype (code for a certain robot) and ends with a phenotype, a physical robot designated by the given genotype.
3. Set up a learning method for infant robots to learn a set of basic skills under supervision.
4. Implement a reproduction mechanism through (a) a policy that regulates mate selection and (b) a recombination operator that works with the parental genomes as defined by the given genetic code. Specify a task to be performed by the robots and ways to measure task performance (this is optional). Equip robots with learning abilities in a nonsupervised fashion (this is optional).
When designing the robot makeup we can distinguish the morphologies (bodies, hardware) and the controllers (brains, software). Regarding the morphologies, two aspects play an essential role. First, the components of the robots. The RoboGen system we used here is based on the idea of combining 3D-printable and prefabricated components. This provides a practicable approach, and any specific system can be easily extended through adjusting either type of components. For instance, we can make the dimensions of the 3D-printed blocks evolvable, allow the use of flexible plastic that bends, or add different sensors and cameras. Such extensions enrich the design space and make the set of possible robot morphologies and behaviors larger. The second aspect concerns the constructibility of the robots. In our current system robots are constructed by hand. This is a practical shortcut for an academic project, but advanced technologies for automating the assembly of machines are available, for instance, in the car industry. In a more advanced follow-up project such technologies might be employed to reduce the role of human involvement and to increase the speed of (re)production.
Concerning the controllers, the user has an extra decision to make regarding the evolvable and learnable features. In general, the properties of the robots can be divided into three categories: fixed (e.g., the property that the controllers are neural networks), evolvable (e.g., the structure of the neural network that controls the robot), and learnable (e.g., the weights inside the neural network). In a non-Lamarckian system the set of evolvable features is disjoint from the set of learnable ones and it is up to the experimenter to determine which features will be inheritable/evolvable and which ones will be subject to learning. In our current project we use one spline-based controller with learnable parameters for each servo motor. Thus, the controllers do not contain evolvable parts, although one could argue that inheritance plays an implicit role via the morphologies in that the number and the position of the servo motors was evolvable.
The supervised learning in the training center serves to equip the robots with sufficient skills to earn the status of a fertile adult. In our current version this was limited to gait learning, which is fundamental for a system where a new robot can have a new morphology that differs from the morphologies of the parents. Our corresponding fertility test was also simple. By walking to the red lights, the robots proved to be good enough to reproduce. For any practically useful system the set of skills needs to be larger. The specific list of skills will depend on the application at hand, but it stands to reason that it should at least include gait learning, obstacle avoidance, directed locomotion, foraging (recharging), and the recognition of other robots (possible mates). Whether or not learning multiple skills can be best done sequentially or in parallel is an open issue with contradicting advice in the literature [2, 37] . Another aspect concerns the separation of the training center and the arena. Our current system was simple, as we did not have physically separated compartments. However, in general the training center can be separated from the arena to contain the necessary monitoring and feedback facilities required for supervised learning. Furthermore, the environmental conditions can be made easier than in the arena to allow for gradual development, and the training center can be composed of different sections belonging to different modules of the total learning syllabus.
The fourth stage in our workflow belongs to reproduction, task execution, and learning in the arena. Also here, we (over )simplified things in our proof-of-concept project. The fact that we only had two robots implied that the mate selection policy was trivial: Accept the other robot without conditions. In a more realistic system, robots should prefer mating partners with desirable properties. These can be indicators of viability and/or based on task performance if the robots have tasks to carry out. As mentioned in Section 3.1, a task is not required to obtain an interesting robot evolution system, but it is natural to expect that the majority of future applications will concern robots that do something useful. 3 This raises the issue of interfacing the task to the robot population. By the nature of such systems this can be done through the fitness function that drives evolution and the reward functions used in the learning mechanisms (in the training center as well as in the arena). A fundamental issue here is how to combine environmental selection towards viability and taskbased selection towards utility. A suitable approach is presented in [21] .
Last but not least, let us consider the technical possibilities of producing several consecutive generations with many selection and reproduction cycles. This would require higher production capacity, recharging stations, and some definition of death, that is, determining when to remove and recycle a robot. With our current system, the production of a new robot takes about a day and the gait learning process needs 20 to 30 min. Most of the time to produce a new robot is spent printing, but more and faster printers can be used, the components can be printed ahead of time, and the production time would then only involve assembly of the components. Thus, it would be feasible to produce at least six robots per day. In a monthʼs time 100 robots would be feasible. These need not exist simultaneously: Some will fail and be recycled. We estimate that the population size would not exceed 40 robots at any given moment. Alloting 2 m 2 per robot, the arena should be enlarged to about 80 m 2 . All in all, we deem this feasible; the limitations are mainly practical.
Concluding Remarks
In this article we take a modest step towards systems of physically evolving robots. Our long-term vision foresees entire robotic ecosystems that evolve and work for long periods in challenging environments without the need for direct human oversight. Possible examples include robot colonies for monitoring remote regions on Earth, ore mining at extreme depth, and terraforming on other planets. The current state of the art is very far from this vision. The field of real-world robot evolution is in a nascent state, and the system we describe here is a very rudimentary implementation. Nevertheless, this article contains three contributions to this area. First, we discuss a system architecture for physically evolving robot populations, based on the triangle-of-life model [17] . Second, we describe a proof-ofconcept implementation to demonstrate how the three stages of the generic model can be realized, though in a simplified form, and connected into one life cycle. Third, we review the lessons learned from this implementation and identify important issues for further research and development.
part in the definition of RoboGen), the mutation is valid as well, meaning that it does not need to follow any paradigm (such as color ) from the parent genomes. To illustrate this notion, Figure 16 shows a mutated child where the leaf of the right subtree was exchanged for two red nodes.
Appendix 2: Internal Description of Robot Morphologies
The building blocks of robotsʼ bodies and their configuration are described in a configuration file, as shown in Listings 1, 2, and 3. The syntax of the file is the same as used in the RoboGen system. Each line of the file describes a single module using a fixed set of parameters. The configuration starts with a single core component, hosting the controller. The level of indentation describes a parent-child relationship between the modules, forming a tree structure.
The available component types in our robots are as follows:
• Core component (up to 4 children components),
• Fixed brick (up to 3 children components),
• Active hinge (1 child component).
The rendered images of the elements are displayed in Figure 4 . The current RoboGen specification uses four additional types of modules, as well as a number of discontinued, legacy part types. In our research, however, we have decided to limit the complexity by choosing only the aforementioned subset.
Each line can be broken down into five sections:
1. Attachment position on parent part: 0-3 2. Part type 3. Unique identifier Figure 15 . Offspring after recombination operator is applied. Figure 16 . Offspring after mutation operator is applied.
4. Orientation relative to parent: 0-3, representing increments of 90°5
. Parameters
As we do not use any of RoboGenʼs parametrized parts, the only parameter in the configuration files presented here is the color of each component.
As an example, let us now break down the configuration from Listing 1, encoding the quadruped blue robot (the spider ). It all starts with a core component named E0: All of the parts making up the spider are blue. The colors are irrelevant to the operation of the robot, but they are a useful tool to visualize which parts of the offspring come from which parent. step, the current parameters are adapted based on the values of the k best policies. In the exploration phase, policies are adapted by applying Gaussian perturbation to the policy resulting from exploitation. Over the course of the run the variance j 2 is diminished, which decreases exploration and increases exploitation. The pseudocode for the algorithm, as defined in [26] , is displayed in Algorithm 2.
The reward awarded to a controller is calculated as
where D x and D y are the displacements along the x and y axes measured in meters, and D t the evaluation time, as in [38] . Each controller is evaluated for 30 s. The evaluation period is determined by striking a balance between battery consumption and evolved gait distinction; if the evaluation period is shorter, more gaits could be evaluated with the current battery capacity, but that would make it harder to distinguish a good gait from a bad one.
The RL PoWER parameter settings were taken from [9] and are summarized in Table 1 .
A new spline is generated by taking the current spline, adding a Gaussian perturbation to every control point with mean 0 and variance j 2 (t ), and then adding a weighted sum of the best k splines in ranking with weights w i defined as
where f i is the fitness of the ith gait in ranking and is a parameter to avoid division by 0 and is set to 10 −10 .
