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1. Introduction
Let f : R → C be an integrable function in Lebesgue’s sense over R ( f ∈ L1(R+)). Then the Fourier transform of f is
deﬁned by
fˆ (x) = (2π)−1/2
∫
R
f (t)e−itx dt, x ∈ R.
If, in addition, fˆ ∈ L1(R) and f ∈ C(R), then the inversion formula
f (t) = (2π)−1/2
∫
R
fˆ (x)eitx dx
takes place for all t ∈ R (see [3, Chapter 5, p. 192]). In this case we have limx→∞ f (x) = 0, that is f ∈ C0(R). For m ∈ N
let us introduce the m-th symmetric difference ˙mh f (x) =
∑m
j=0(−1)m− j
(m
j
)
f (x + (m − 2 j)h/2). If f ∈ C0(R+) and ‖ f ‖ =
supx∈R | f (x)|, then ωm( f , δ) := sup0hδ ‖˙mh f (x)‖ is the m-th modulus of smoothness.
Denote by Φ the set of continuous and increasing on R+ functions ω such that ω(0) = 0 and ω(2t)  Cω(t), t ∈ R+ .
If ω ∈ Φ and ∫ δ0 t−1ω(t)dt = O (ω(δ)), then ω belongs to the Bari class B; if ω ∈ Φ and δm ∫∞δ t−m−1ω(t)dt = O (ω(δ)),
m > 0, then ω belongs to the Bari–Stechkin class Bm (see [1]). By deﬁnition, Hω,m = { f ∈ C0(R): ωm( f , t) Cω(t), t ∈ R+}
and hω,m = { f ∈ C0(R): ωm( f , t) = o(ω(t)), t → 0} for ω ∈ Φ . Spaces Hω,1 (hω,1) for ω(t) = tα , 0 < α  1, are called
Lip(α) (lip(α)). For Hω,2 and hω,2 with ω(t) = tα , 0<α  2, we will also use the notations Zyg(α) and zyg(α) respectively.
F. Moricz [5] established several theorems connecting behavior of fˆ and classes Lip(α), Zyg(α), lip(α), zyg(α). The main
content of these results is represented in
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S.S. Volosivets / J. Math. Anal. Appl. 383 (2011) 344–352 345Theorem A. (i) If f ∈ L1(R) ∩ C(R) and for some α ∈ (0,m], m = 1,2, we have∫
|t|<y
∣∣tm fˆ (t)∣∣dt = O (ym−α) for all y > 0, (1.1)
then fˆ ∈ L1(R) and f ∈ Lip(α) for m = 1 and f ∈ Zyg(α) for m = 2.
(ii) If f , fˆ ∈ L1(R), f ∈ Lip(α) for some α ∈ (0,1], m = 1, or f ∈ Zyg(α) for some α ∈ (0,2], m = 2, and tm fˆ (t) 0 for all t ∈ R,
then (1.1) holds.
(iii) Both statements (i) and (ii) are valid for 0 < α < m, m = 1,2, if the right-hand side of (1.1) is replaced by o(ym−α) and
condition f ∈ Lip(α) or f ∈ Zyg(α) is replaced by f ∈ lip(α) or f ∈ zyg(α) correspondingly.
Such theorems in the case of trigonometric series are known as Boas-type results. An interesting survey of earlier results
may be found in [2]. R.P. Boas, L. Leindler, J. Nemeth and S. Tikhonov [11–13] considered the cases of cosine and sine
series separately, while F. Moricz [6–8] studied such conditions in terms of complex Fourier coeﬃcients (about papers of
L. Leindler and J. Nemeth see Introduction and references in [12]). S. Tikhonov [11] proved
Theorem B. Let ω ∈ Φ and β > 0. Then:
(i) If ω ∈ B ∩ Bβ , then for any f ∈ C2π with Fourier series a0/2+∑∞n=1(an cosnx+ bn sinnx) such that anam  0 and bnbm  0
for any integers m,n, the conditions
∞∑
k=n
(|ak| + |bk|)= O (ω(1/n)), (1.2)
n∑
k=1
kβ
(|ak| + |bk|)= O (nβω(1/n)), (1.3)
ωβ( f ,1/n) = O
(
ω(1/n)
)
(1.4)
are equivalent.
(ii) If for any function f ∈ C2π satisfying conditions of (i) the conditions (1.2)–(1.4) are equivalent, then ω ∈ B ∩ Bβ .
Since for complex Fourier coeﬃcients ck we have |ck|  |ak| + |bk|, Theorem B gives the ﬁrst criterion for functions with
complex Fourier coeﬃcients to belong to the generalized Lipschitz classes. In [7,8,15] there are several conditions on ck of
type krck  0 or krck  0 and kr	ck  0 which are not covered by Theorem B and corresponding results are extensions of
Theorem B for moduli of smoothness of integer order.
The aim of the present paper is to obtain suﬃcient conditions for functions to belong to the spaces Hω,m (hω,m). These
conditions are necessary under certain restrictions on fˆ . Our theorems are non-periodic counterparts of results from [12,6,
8,15]. The method of our paper is different from the method used in [5] and uses de la Vallée Poussin means as in [11] in
trigonometric case.
2. Main results
Theorem 1. (i) If f ∈ L1(R) ∩ C(R), m ∈ N, ω ∈ B and∫
|t|<y
∣∣tm fˆ (t)∣∣dt = O (ymω(1/y)) (2.1)
for all y > 0, then fˆ ∈ L1(R) and f ∈ Hω,m.
(ii) If m ∈ N be even and f , fˆ ∈ L1(R), f ∈ Hω,m and  fˆ (t) and 	 fˆ (t) are non-negative or non-positive for all t ∈ R, then (2.1)
holds.
(iii) If m ∈ N be odd and f , fˆ ∈ L1(R), f ∈ Hω,m and t fˆ (t) and t	 fˆ (t) are non-negative or non-positive for all t ∈ R, then (2.1)
holds.
Theorem 2. (i) If f ∈ L1(R) ∩ C(R), m ∈ N, ω ∈ B,∫
|t|<y
∣∣tm fˆ (t)∣∣dt = o(ymω(1/y)), y → +∞, (2.2)
and (2.1) holds for all y > 0, then fˆ ∈ L1(R) and f ∈ hω,m.
(ii) If m ∈ N and f satisfy conditions of either Theorem 1(ii) or Theorem 1(iii), then f ∈ hω,m implies (2.2).
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By deﬁnition, a function f has the Schwartz derivative of order m ∈ N at the point x and this derivative equals to A if
there exists limh→0 h−m˙mh f (x) = A.
Theorem 3. Let f ∈ L1(R) ∩ C(R), m ∈ N and∫
|t|>y
∣∣ fˆ (t)∣∣dt = o(y−m), y → +∞. (2.3)
Then the Schwartz derivative of order m exists at the point x and equals to A if and only if the principal value of formally differentiated
integral (2π)−1/2
∫
R
(it)m fˆ (t)eixt dt equals to A.
3. Auxiliary results
Let us introduce the convolution for f , g ∈ L1(R) by f ∗ g(x) = ∫
R
f (x − t)g(t)dt . If f ∈ L1(R) ∩ C(R) and ‖g‖1 =∫
R
|g(t)|dt < ∞, then f ∗ g ∈ C(R) and ‖ f ∗ g‖∞  ‖ f ‖∞‖g‖1. If f , g ∈ L1(R), f̂ ∗ g(x) = fˆ (x)gˆ(x) for all x ∈ R and if
fˆ (x) ≡ 0, then f (x) ≡ 0 on R (see [3, pp. 4, 189 and 193]). Further we will use the Fejer operator
σt( f )(x) = (2π)−1/2
t∫
−t
(
1− |u|/t) fˆ (u)eixu du = π−1 ∫
R
f (u)
t∫
0
(1− v/t) cos v(x− u)dv du
and de la Vallée Poussin operator vt( f )(x) = 2σ2t( f )(x) − σt( f )(x). It is clear that σt( f )(x) = π−1 f ∗ Kt(x), where
Kt(u) =
t∫
0
(1− v/t) cos vu dv = (1− cosut)/u2t = 2t−1(u−1 sinut/2)2.
It is well known that ̂(2K2t − Kt)(x) = (π/2)1/2 for x ∈ [−t, t] and supt>0 ‖2K2t − Kt‖1 = M < ∞ (see [9, Chapter 8, §6]).
If t > 0, f (z) is an entire function and for any ε > 0 there exists A(ε), such that | f (z)|  Ae(t+)|z| for all z ∈ C, then
f (z) belongs to the class Et . The best approximation in the space BUC(R) of bounded uniformly continuous functions with
norm ‖ · ‖∞ is deﬁned by At( f ) = inf{‖ f − g‖∞: g ∈ BUC(R) ∩ Et}. It is clear that C0(R) ⊂ BUC(R). Direct approximation
theorems for At( f ) is well known (see [14, Chapter 5, §5.1]).
Lemma 1. If f ∈ BUC(R), then At( f ) Cωm( f ,1/t), t > 0.
A function γ (t) will be called almost increasing (almost decreasing) if there exists a constant k := k(γ )  1, such that
kγ (t) γ (u) (kγ (u) γ (t)) for 0 u  t .
Lemma 2. (See [1].) (i) Let ω ∈ Φ . Then ω ∈ B if and only if there exists α ∈ (0,1) such that t−αω(t) is almost increasing.
(ii) Let ω ∈ Φ . Then ω ∈ Bk, k ∈ N, if and only if there exists α ∈ (0,k) such that tα−kω(t) is almost decreasing.
The following lemma is the Fourier transform analog of estimate (24) from [11] (see also (7.9)′ in [4]).
Lemma 3. If f ∈ L1(R) ∩ C0(R), then for any k ∈ N,
t−k
∥∥v(k)t ( f )∥∥∞  C(k)ωk( f ,1/t), t > 0.
Proof. In [9, Chapter 8, §8.6] it is proved that vt( f ) ∈ E2t and that vt(g) = g for all g ∈ Et ∩ BUC(R). Let g ∈ BUC(R) ∩ Et .
Then by Nikol’skii–Stechkin inequality∥∥g(k)∥∥∞  Ctk∥∥k1/t g∥∥∞  Ctkωk(g,1/t)
(see [14, Chapter 4, §4.8.61]). As it is noted, ‖vt( f )‖∞ = ‖(2K2t − Kt) ∗ f ‖∞  M‖ f ‖∞ and we have for g ∈ BUC(R) ∩ Et
with the property ‖ f − g‖∞ = At( f ) that ωk(vt(g),1/t) = ωk(g,1/t) and∥∥v(k)t ( f )∥∥∞  C1(2t)kωk(vt( f ),1/t) C2tk(ωk(vt( f ) − vt(g),1/t)+ωk(g,1/t))
 C3tk
(
At( f ) +ωk(g − f ,1/t) +ωk( f ,1/t)
)
 C4tkωk( f ,1/t).
We used properties of ωk (see [14, Chapter 3]) and Lemma 1. Lemma 3 is proved. 
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∞∫
y
g(t)dt = O (ω(1/y)), y > 0, (3.1)
then ymg(t) ∈ L1loc(R+) and
y∫
0
tmg(t)dt = O (ymω(1/y)), y > 0. (3.2)
(ii) If ω ∈ B, g(t) is a non-negative measurable function and ymg(t) ∈ L1loc(R+), then (3.2) implies (3.1).
Proof. (i) In virtue of (3.1) we have
2y∫
y
g(t)dt 
∞∫
y
g(t)dt  C1ω(1/y), y > 0.
Then, using the inequality
B∫
0
t−1
2t∫
t
∣∣ψ(u)∣∣du dt 
B∫
0
u∫
u/2
∣∣ψ(u)∣∣dt du = ln 2
B∫
0
∣∣ψ(u)∣∣du
for ψ ∈ L1loc(R), we obtain
y∫
0
tmg(t)dt  C2
y∫
0
tm−1
2t∫
t
g(u)du dt  C3
y∫
0
tm−1ω(1/t)dt  C4 ymω(1/y).
Here we put ψ(t) = tmg(t) and use the condition ω ∈ Bm in the last inequality.
(ii) If (3.2) is true, then
2y∫
y
tmg(t)dt 
2y∫
0
tmg(t)dt  C5(2y)mω(1/2y) 2mC5 ymω(1/y)
and
2y∫
y
g(t)dt  y−m2mC5 ymω(1/y) = 2mC5ω(1/y).
Using the inequality
∞∫
A
t−1
2t∫
t
∣∣ψ(u)∣∣du dt 
∞∫
2A
u∫
u/2
t−1
∣∣ψ(u)∣∣dt du = ln2
∞∫
2A
∣∣ψ(u)∣∣du
for ψ ∈ L1[A,∞), we obtain
∞∫
y
g(t)dt  C6
∞∫
y/2
t−1
2t∫
t
g(u)du dt  C7
∞∫
y/2
t−1ω(1/t)dt  C8ω(2/y) C9ω(1/y).
Here we use 2-condition ω(2t) Cω(t) and the Bari condition ω ∈ B . Lemma 4 is proved. 
Lemma 5. (i) If ω ∈ Bm, m ∈ N, g(x) is a non-negative, measurable function on R+ satisfying (3.1) and
∞∫
g(t)dt = o(ω(y−1)), y → +∞, (3.3)y
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y∫
0
tmg(t)dt = o(ymω(y−1)), y → +∞. (3.4)
(ii) If ω ∈ B, g : R+ → R+ is a measurable function such that tmg(t) ∈ L1loc(R+) and (3.4) holds, then (3.3) also holds.
Proof. (i) Let ε > 0. In virtue of (3.3) there exists y0 > 0 such that for all y > y0,
2y∫
y
g(t)dt 
∞∫
y
g(t)dt < εω(1/y)
and
y∫
0
tmg(t)dt 
y0∫
0
tmg(t)dt + C1
y∫
y0
tm−1
2t∫
t
g(u)du dt = I1 + I2,
say. We have
I2  C1
y∫
0
tm−1εω(1/t)dt  C2εymω(1/y)
for all y > y0. On the other hand, by Lemma 2 there exists α ∈ (0,m) such that tα−mω(t) is almost decreasing. Therefore,
I1  C3 ym0 ω(1/y0) C4 yα0 ym−αω(1/y) < εymω(1/y)
for suﬃciently large y and I1 + I2 = o(ymω(1/y)). Part (i) is proved.
Part (ii) is established analogously to Lemma 4(ii). Lemma 5 is proved. 
4. Proof of Theorems 1–3
Proof of Theorem 1. (i) By Lemma 4(i) the integral
∫
|t|>y | fˆ (t)|dt is ﬁnite for all y > 0. It is well known that fˆ ∈ C0(R).
These two facts give fˆ ∈ L1(R). By inversion formula (see Introduction) we see that
∣∣mh f (x)∣∣= (2π)−1/2
∣∣∣∣
∫
R
fˆ (t)eixt(2i sinht/2)m dt
∣∣∣∣
( ∫
|t|1/h
+
∫
|t|>1/h
)
(2π)−1/2
∣∣ fˆ (t)∣∣|2 sinht/2|m dt
= Ih + Jh, h > 0.
Since | sin x| |x|, by (2.1) we ﬁnd that
|Ih| (2π)−1/2hm
∫
|t|1/h
tm
∣∣ fˆ (t)∣∣dt  C1hmh−mω(h). (4.1)
On the other hand, by Lemma 4
| Jh| 2m
∫
|t|>1/h
∣∣ fˆ (t)∣∣dt  C2ω(h). (4.2)
Combining (4.1) and (4.2) yields f ∈ Hω,m .
(ii) Now  fˆ (t) and (sinht/2)m keep their sign on R. Therefore
C3ω(h)
∣∣˙mh f (0)∣∣ 2m(2π)−1/2
∣∣∣∣
∫
R
 fˆ (t)(sinht/2)m dt
∣∣∣∣ C4
∫
|t|<1/h
∣∣ fˆ (t)∣∣|ht|m dt.
Thus, we obtain
∫
|t|<1/h |tm fˆ (t)|dt  C5h−mω(h) and, in a similar way,
∫
|t|<1/h |tm	 fˆ (t)|dt  C5h−mω(h). For y := 1/h
these two inequalities imply (2.1).
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v(m)t ( f )(x) = (2π)−1/2im
( t∫
−t
fˆ (u)umeixu du +
∫
t<|u|2t
(
2− |u|/t) fˆ (u)umeixu du).
By our assumption, um fˆ (u) and um	 fˆ (u) keep their sign on R, whence it follows that
∣∣v(m)t ( f )(0)∣∣ (2π)−1/2
∫
|u|t
∣∣um fˆ (u)∣∣du.
By Lemma 3∫
|u|t
∣∣um fˆ (u)∣∣du  (2π)1/2∣∣v(m)t ( f )(0)∣∣ C6tmωm( f ,1/t)
and similar inequality is true for 	 fˆ (u). These estimates give (2.1). Theorem 1 is proved. 
Proof of Theorem 2. (i) By condition of Theorem there exists y0(ε), such that
(2π)−1/2
∫
|t|<y
∣∣tm fˆ (t)∣∣dt < εymω(1/y) for all y > y0.
Similarly to (4.1) we have |Ih|  εhmh−mω(h) for 0 < h < y−10 (Ih and Jh are deﬁned at the beginning of the proof of
Theorem 1). On the other hand, by Lemma 5(ii) we have | Jh| = o(ω(h)). Thus, |˙mh f (x)| Ih + Jh = o(ω(h)) and f ∈ hω,m .
(ii) Let m be even. If f ∈ hω,m , then
εω(h)
∣∣˙mh f (0)∣∣ C1
∫
|t|<1/h
∣∣ fˆ (t)∣∣|ht|m dt, 0< h < h0(ε),
and ∫
|t|<1/h
∣∣tm fˆ (t)∣∣dt  C2εh−mω(h),
∫
|t|<1/h
∣∣tm fˆ (t)∣∣dt  C2εh−mω(h), 0< h < h0.
Two last inequalities imply (2.2).
Let m be odd. Similarly to the proof of Theorem 1(iii) we obtain∫
|u|t
∣∣um fˆ (u)∣∣du  C3tmωm( f ,1/t) < εtmω(1/t)
and
∫
|u|t |um	 fˆ (u)|du < εtmω(1/t) for t > t0(ε). These estimates imply (2.2). Theorem 2 is proved. 
Proof of Theorem 3. By deﬁnition
˙mh f (x) = (2π)−1/2
( ∫
|t|1/h
+
∫
|t|>1/h
)
fˆ (t)eixt(2i sinht/2)m dt = (2π)−1/2(Ah + Bh).
In virtue of (2.3) we have Bh = o(hm). Since 2 sin t/2= t + α(t), where α(t) = O (t3), we consider
Ah =
∫
|t|1/h
fˆ (t)eixt(iht)m dt +
m∑
j=1
∫
|t|1/h
im fˆ (t)eixt(ht)m− jα j(ht)dt =: A(0)h +
m∑
j=1
A( j)h . (4.3)
It is easy to see that ω(t) = tm ∈ Bm+2 j , j ∈ N, and by Lemma 5(i) from (2.3) it follows that∫ ∣∣tm+2 j fˆ (t)∣∣dt = o((1/h)m+2 jhm)= o(h−2 j), h → 0,
|t|1/h
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∣∣A( j)h ∣∣ C1
∫
|t|1/h
∣∣ fˆ (t)∣∣∣∣(ht)m− j(ht)3 j∣∣dt = o(h2 j+mh−2 j)= o(hm), h → 0. (4.4)
Using (4.3) and (4.4), we conclude that existence of limh→0 h−m˙mh f (x) is equivalent to the existence of limh→0 Ah =∫
R
fˆ (t)eixt(iht)m dt . Theorem 3 is proved. 
5. Concluding remarks
It is worth mentioning that if ω ∈ B ∩ Bm , then (2.1) is equivalent to∫
|t|>y
∣∣ fˆ (t)∣∣dt = O (ω(1/y)), y > 0, (5.1)
and (2.2) is equivalent to∫
|t|>y
∣∣ fˆ (t)∣∣dt = o(ω(1/y)), y > 0 (5.2)
(see Lemmas 4 and 5). The following two results are continuous versions of Theorem A.
Corollary 1. Let f ∈ L1(R) ∩ C(R), m ∈ N, and fˆ satisfy the conditions of Theorem 1(ii) or Theorem 1(iii), ω ∈ B ∩ Bm. Then the
conditions (2.1), (5.1) and f ∈ Hω,m are equivalent.
Proof. By Lemma 4(i) the condition (5.1) implies (2.1) and by Theorem 1(i) f ∈ Hω,m . Conversely, if f ∈ Hω,m , then by
Theorem 1(ii) or Theorem 1(iii) the inequality (2.1) holds. By Lemma 4(ii), (5.1) follows from (2.1). Corollary 1 is proved. 
Corollary 2. Let f ∈ L1(R)∩C(R), m ∈ N and fˆ satisfy the conditions of Theorem 1(ii) or Theorem 1(iii),ω ∈ B ∩ Bm and (5.1) holds.
Then the conditions (2.2), (5.2) and f ∈ hω,m are equivalent.
In [5] F. Moricz proved
Theorem C. (i) If f , fˆ ∈ L1(R), f ∈ Lip(α) for some 0<α < 1 and fˆ (t) 0 for all t ∈ R, then (1.1) holds for m = 1.
(ii) If f , fˆ ∈ L1(R), f ∈ Zyg(α) for some 0<α < 2 and t fˆ (t) 0 for all t ∈ R, then (1.1) holds for m = 2.
Similar results are obtained also by F. Moricz in [8] for trigonometric series. Now we establish the following extensions
of Theorem C.
Theorem 4. If m ∈ N, f , fˆ ∈ L1(R), ω ∈ Bm ∩ B, f ∈ Hω,m and tm+1 fˆ (t) is non-negative or non-positive for all t ∈ R, then (2.1)
holds.
Theorem 5. If m ∈ N, f , fˆ ∈ L1(R), ω ∈ Bm ∩ B, f ∈ hω,m and tm+1 fˆ (t) is non-negative or non-positive for all t ∈ R, then (2.2)
holds.
Proof of Theorem 4. Let m be even and t fˆ (t) 0 for all t . Then by inversion theorem we have
∣∣˙mh f (x)∣∣= (2π)−1/2
∣∣∣∣
∫
R
fˆ (t)eixt(2i sinht/2)m dt
∣∣∣∣ C1ω(h), h > 0,
and ∣∣∣∣
∫
fˆ (t) sin xt(2i sinht/2)m dt
∣∣∣∣ C1ω(h), h > 0. (5.3)
R
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∫
R
| fˆ (t)|dt < ∞, by Fubini’s theorem
h∫
0
∫
R
fˆ (t) sin xt(sinht/2)m dt dx =
∫
R
fˆ (t)
h∫
0
sin xt dx(sinht/2)m dt
=
∫
R
fˆ (t)(1− cosht)t−1(sinht/2)m dt. (5.4)
It is clear that right-hand side integrand from (5.4) is non-negative. Using (5.3), (5.4) and inequality sin t  2t/π , t ∈ [0,π/2],
we obtain
(2/π)m+2hm+2
∫
|t|1/h
tm+1 fˆ (t)dt 
∫
|t|1/h
fˆ (t)t−1(2 sinht/2)m+2 dt
 2
h∫
0
∣∣∣∣
∫
R
fˆ (t) sin xt(2i sinht/2)m dt
∣∣∣∣dx
 2C1hω(h), h > 0,
or
y−m−1
∫
|t|y
tm+1 fˆ (t)dt = O (ω(y−1)).
In virtue of condition ω ∈ B and Lemma 4(ii) we conclude that (5.1) is valid. Applying condition ω ∈ Bm and Lemma 4(i),
we obtain∫
|t|y
tm
∣∣ fˆ (t)∣∣dt = O (ymω(1/y)).
Let m be odd and fˆ (t) 0 for all t . Since f ∈ Hω,m , we have
∣∣˙mh f (h/2)∣∣= (2π)−1/2
∣∣∣∣
∫
R
fˆ (t)eiht/2
(
eiht/2 − e−iht/2)m dt∣∣∣∣
= (2π)−1/2
∣∣∣∣
∫
R
fˆ (t)(2 sinht/2)m−1
(
eiht − 1)dt∣∣∣∣
 C2ω(h), h > 0.
If we take only real part of the integrand, then we ﬁnd that∫
R
fˆ (t)(2 sinht/2)m−1(1− cosht)dt  C2ω(h), h > 0, (5.5)
where m − 1 is even and 1− cosht  0. Using inequality sin t  2t/π , t ∈ [0,π/2], and (5.5) we obtain
hm+1
∫
|t|1/h
fˆ (t)tm+1 dt = O (ω(h)), h > 0. (5.6)
Similarly to the case of even m relation (5.6) and condition ω ∈ B imply (5.1) while (5.1) and condition ω ∈ Bm imply (2.1).
Theorem 4 is proved. 
Proof of Theorem 5 is similar to that of Theorem 4 with help of Lemma 5 instead of Lemma 4.
Applying part (i) of Theorems 1 and 2, we get the following corollaries.
Corollary 3. Let f ∈ L1(R) ∩ C(R), m ∈ N, ω ∈ B ∩ Bm and tm+1 fˆ (t) 0 for all t ∈ R. Then the following conditions are equivalent:
f ∈ Hω,m, (5.1) and (2.1).
352 S.S. Volosivets / J. Math. Anal. Appl. 383 (2011) 344–352Corollary 4. Let f ∈ L1(R) ∩ C(R), m ∈ N, ω ∈ B ∩ Bm and tm+1 fˆ (t) 0 for all t ∈ R. Then the following conditions are equivalent:
f ∈ hω,m, (5.2) and (2.2).
Theorem 6. Let f ∈ L1(R) ∩ UC(R) satisfy one of the following conditions: fˆ (t)  0 for all t ∈ R or t fˆ (t)  0 for all t ∈ R. If
F (x) = ∫ x−∞ f (t)dt ∈ L1(R), then f (x) = limr→+∞(2π)−1/2 ∫|t|r fˆ (t)eixt dt uniformly on R.
Proof of Theorem 6. It is easy to see that
∣∣˙2h F (x)∣∣=
∣∣∣∣∣
x+h∫
x
(
f (t) − f (x))dt +
x∫
x−h
(
f (x) − f (t))dt
∣∣∣∣∣= o(h),
since f is uniformly continuous. Thus, F ∈ Hω,2 for ω(δ) = δ, i.e. F ∈ zyg(1). By Theorem B(iii) or Theorem 6 from [5] (see
also Theorems 2 and 5 of the present paper) we have
∫
|t|y t
2| Fˆ (t)|dt = o(y), y → +∞, and by Lemma 5∫
|t|y
∣∣ Fˆ (t)∣∣dt = o(y−1), y → +∞. (5.7)
Further similarly to the proof of Theorem 3 we may write
F (x+ h) − F (x) = (2π)−1/2
{ ∫
|t|1/h
+
∫
|t|1/h
}
Fˆ (t)eixt
(
eiht − 1)dt =: (2π)−1/2(Ah + Bh).
By (5.7) we have Bh = o(h), where o is independent of x. On the other hand, eiht − 1 = iht + O (h2t2) and
Ah =
∫
|t|1/h
Fˆ (t)eixt iht dt + O (h2) ∫
|t|1/h
Fˆ (t)eixtt2 dt =: A(0)h + A(1)h .
By Lemma 5(i) and (5.7) we conclude that A(1)h = o(h), where o is independent of x. Therefore,(
F (x+ h) − F (x))/h = ∫
|t|1/h
Fˆ (t)eixt it dt + o(1),
where o is independent of x. Since F ′(x) = f (x) ∈ UC(R) and fˆ (t) = Fˆ (t)it (see [3, p. 194, Proposition 5.1.14]), by passing h
to 0 we obtain the statement of Theorem 6. 
Remark 2. Theorem 6 is an analog of R. Paley’s theorem [10] for Fourier transforms. R. Paley considered trigonometric
Fourier series of f ∈ C2π with non-negative Fourier (cosine or sine) coeﬃcients. F. Moricz [8] obtained similar results for
fˆ (k) = (2π)−1 ∫ π−π f (t)e−ikt dt with property k fˆ (k)  0, k ∈ Z. The necessity of conditions F ∈ L1(R) and f ∈ UC(R) is an
open problem.
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