We investigate the two unicast flow problem over layered linear deterministic networks with arbitrary number of nodes. When the minimum cut value between each sourcedestination pair is constrained to be 1, it is obvious that the triangular rate region {(R1, R2) : R1, R2 ≥ 0, R1 + R2 ≤ 1} can be achieved, and that one cannot achieve beyond the square rate region {(R1, R2) : R1, R2 ≥ 0, R1 ≤ 1, R2 ≤ 1}. Analogous to the work by Wang and Shroff for wired networks [1], we provide the necessary and sufficient conditions for the capacity region to be the triangular region and the necessary and sufficient conditions for it to be the square region. Moreover, we completely characterize the capacity region and conclude that there are exactly three more possible capacity regions of this class of networks, in contrast to the result in wired networks where only two rate regions are possible. Our achievability scheme is based on linear coding over an extension field with at most four nodes performing special linear coding operations, namely interference neutralization and zero forcing, while all other nodes perform random linear coding.
I. INTRODUCTION
Characterizing the fundamental limit of delivering information from multiple sources to multiple destinations over networks is the holy grail in network information theory. The ultimate goal is to characterize the capacity region of multisource-multi-destination information flows over arbitrary networks. Exploring wired network models yields fruitful understanding in this problem, and the capacity of single unicast [2] and multicast [3] are fully characterized. In wired networks, however, all links are orthogonal to one another, and such a model cannot fully capture the broadcast and superposition nature of wireless networks. In [4] , a deterministic approach is proposed as a bridge for using results in wired networks to help understand wireless network information flow. The proposed linear deterministic network model turns out to be very useful for studying wireless networks as it preserves the broadcast and superposition aspects. Capacity of several traffic patterns are characterized completely in linear deterministic networks and approximately in Gaussian networks, including single unicast and multicast [4] .
In the above mentioned problems where good understanding has been established, there is only one user's information flow in the network and no interference from other users. However, as for how multiple information flows interact as they interfere with one another, very little is known. To the best of our knowledge, even for the two unicast problem, there is no capacity results for general wired networks, let alone the general multi-source-multi-destination information flow problem. Instead of attempting directly to characterize the capacity region for the general two unicast problem, in [1] Wang and Shroff study the solvability of two-unicast wired networks, or equivalently, the achievability of the (1, 1) rate pair, for two unicast flows over arbitrary wired networks with integer link capacities, to make progress in this problem. They provide the necessary and sufficient condition for achieving the (1, 1) rate pair. They show that a simple sum rate outer bound called the Network Sharing Bound [5] turns out to be tight for the (1, 1) point, i.e. if the integer-valued bound is strictly greater than 1, then (1, 1) can be achieved. The result in [1] can also be understood as characterizing the capacity region for the class of wired networks where the minimum cut value between each source-destination pair is constrained to be 1. This is because that rate pairs outside the square rate region S := {(R 1 , R 2 ) : R 1 , R 2 ≥ 0, R 1 ≤ 1, R 2 ≤ 1} cannot be achieved, while those in the triangular rate region T := {(R 1 , R 2 ) : R 1 , R 2 ≥ 0, R 1 + R 2 ≤ 1} can always be achieved by time-sharing and routing. The result in [1] implies that once one can achieve beyond the triangular region T, one can achieve the square region S. Hence, there are only two possible capacity regions for this class of networks, the triangular region T and the square region S. See Fig. 1 for an illustration of these rate regions.
Capacity Regions for Wired Networks [1] In this paper, we take an initial step towards understanding the two unicast flow problem over linear deterministic net-works [4] with arbitrary number of nodes. Our main result is an analog of [1] over linear deterministic networks. We assume that all channel strengths are zero or unity, that the network is layered and that each source can reach its own destination, and hence the minimum cut value between each source-destination pair is constrained to be 1. Similar to wired networks, rate pairs outside the square rate region S cannot be achieved, and rate pairs inside the triangular rate region T can be achieved by time-sharing between two users' single unicast flows. For this class of networks, we completely characterize the capacity region. We show that the capacity region of such a network must be one of the five regions depicted in Fig. 1 and 2, and provide the necessary and sufficient conditions for the capacity region to be each of them.
Regarding when one can achieve beyond the trivially achievable T, we provide a novel sum rate outer bound on two unicast flows over linear deterministic networks, analogous to the Network Sharing Bound. This outer bound is intimately related to the Generalized Network Sharing outer bound [6] for wired networks. We show that if this bound does not constrain the sum rate to be upper bounded by 1, then indeed one can achieve beyond the triangular rate region T, and hence establish the necessary and sufficient condition for the capacity region being T. In contrast however, to achievability of the (1, 1) point in [1] , we find that we cannot always achieve (1, 1) . Instead, we show that once one can achieve beyond T, one can achieve either one of the two trapezoid rate regions:
, and there are networks whose capacity regions are T 12 or T 21 .
Regarding when one can achieve the full square S, we investigate the achievability of the (1, 1) point, and find the necessary and sufficient conditions for it. For single source unicast and multicast problems, random linear coding over a large finite field at all nodes suffices to achieve capacity in wired as well as linear deterministic networks [3] , [4] . This is no longer the case for the two-unicast problem since each destination is interested only in the message of its own source. Indeed, we can identify two nodes, one for each destination, that must be able to decode the messages of their respective destinations. We call these two nodes critical nodes and their receptions are required to be completely free of interference from the other user. For this purpose, at certain nodes interference from the other user has to be cancelled "over-the-air", which is called interference neutralization in the literature [7] [8] . Other than the nodes performing interference neutralization, all other nodes may perform random linear coding. The parents of each critical node are the natural candidates to perform interference neutralization, although they are not the only ones. We introduce a systematic approach to capture the effect on the rest of the network caused by interference neutralization, and provide the graph-theoretic necessary and sufficient conditions for (1, 1)-achievability. Moreover, we show that if (1, 1) cannot be achieved, then the capacity region is contained in the pentagon region P :
Moreover, there are networks whose capacity regions are P.
Continuing further, we characterize the necessary and sufficient conditions for the capacity region to be T 12 , T 21 , and P respectively. The outer bounds on 2R 1 + R 2 , R 1 + 2R 2 for the trapezoids T 12 , T 21 respectively and that on R 1 + R 2 for the pentagon P are inspired from the interference channel outer bounds [9] . The scheme we propose is linear over the extension field F 2 r for r sufficiently large. Note that unlike single multicast where a random (vector) linear scheme over the base field F 2 suffices to achieve the capacity [4] , in the two-unicast problem not only does the linear scheme operate on a larger field but also some nodes need to perform special linear coding (in contrast to random linear coding), including interference neutralization (canceling interference over the air) and zero forcing (canceling interference within a node). Later we will show by an example that both operating on a larger field and special coding at certain nodes are necessary for achieving capacity. It turns out that, fortunately, the number of nodes which are required to take special coding operation is bounded above by 4 and can be found explicitly. More specifically, they are usually parents of the two critical nodes and hence lie in two layers at most. Other than these special nodes, others can perform random linear coding (RLC) over the extension field.
Related Works
In the literature, the study of two unicast information flows over wireless networks using the deterministic approach begins with the investigation of the two-user interference channel [10] [9] [11] and its variants, including interference channels with cooperation [12] [13] [14] [15] and two-hop interference networks [7] [8] . Focusing on small networks (four nodes in total), researchers are able to characterize the capacity region exactly in the linear deterministic case [9] [14] [15] and to within a bounded gap in the Gaussian case [11] [14] [15] , but the extension to larger networks seems non-trivial [7] . The present work takes a step in that direction.
Another approach is directly looking at the Gaussian model but focusing on a cruder metric, degrees of freedom, instead of bounded gap to capacity. In [8] , a systematic approach for interference neutralization called "aligned interference neutralization" is proposed for the 2x2x2 interference network, and it is shown that full degrees of freedom (one for each user) can be achieved almost surely. Later, in a recent independent work [16] such a scheme is employed and the authors characterize the degrees-of-freedom region of two unicast Gaussian networks almost surely. Interestingly, it is shown that [16] there are five possible degrees-of-freedom regions almost surely and they are the same as the five regions reported in this paper. The connection between the two results is yet to be understood and explored. These degrees-of-freedom results, however, rely heavily either on the assumption that there is infinite channel diversity, or on the rationality/irrationality of the channel gains for the scheme to work.
Due to space constraint, in the rest of the paper we only state the main results and leave the detailed proofs in the
(1, 1/2) P Fig. 2 . Capacity Regions for Linear Deterministic Network other than T and S extended version of this paper [17] . Readers can also find more illustrative and complementary examples in [17] .
II. PROBLEM FORMULATION
A two-source-two-destination layered network is a directed, acyclic, layered graph G = (V, E), i.e. where the collection of nodes V can be partitioned into L + 2 layers (L ≥ 0):
The first layer L 0 = {s 1 , s 2 } consists of the two source nodes, and the last layer L L+1 = {d 1 , d 2 } consists of the two destination nodes. Without loss of generality we assume each node in the network can be reached by at least one of the source nodes and can reach at least one of the destination nodes.
For each node v ∈ V \ {s 1 , s 2 }, we define nodes that can reach v as its predecessors. Let P(v) denote the set of predecessors that can reach v in one step. We will call the nodes in P(v) as the parents of v. Let X u , Y u ∈ F 2 denote the transmission and reception of node u respectively. The reception of a node is the binary XOR of the transmission of its parents: Y v = u∈P(v) X u . For example, in Fig. 3(a) , the reception at node u 4 will be given by Y u4 = X u1 ⊕ X u2 . The channel model we have used is a special case of the linear deterministic network from [4] . The simplification is that if there is a link from one node to another, then the channel strength is unity. We note that the essential nature of the linear deterministic network, namely broadcast and superposition, is preserved. As an example, in the network in Fig. 3(a) , the transmission of u 2 is broadcasted to u 3 and u 4 , and hence the two edges (u 2 , u 3 ) and (u 2 , u 4 ) carry the same signal. The reception of u 4 , as mentioned above, is the binary XOR of the transmission of u 1 and u 2 .
III. MAIN RESULT
If, for each i = 1, 2, s i can reach d i , then it is trivial to see that the triangular rate region T can be achieved, and that one cannot achieve beyond the square rate region S. However, it is not clear under what conditions the triangular region or the square region is the capacity region. Our main result gives a complete answer to this question (and beyond). To state the result, we will need a few definitions.
A node is s i -reachable if it can be reached by s i . It is s ionly-reachable if it can be reached by s i but not s j , j = i. It is s 1 s 2 -reachable if it can be reached by both s 1 and s 2 .
For each node v ∈ V \ {s 1 , s 2 },
• let P(v) denote the set of parents of v that are reachable from at least one of s 1 , s 2 , • let P si (v) ⊆ P(v) denote the set of parents of v reachable by source s i , i = 1, 2, • let K(v) := {u : P(u) = P(v)} denote the clones of v, the set of nodes that receive the same signal as v, • let K si (v) := {u : P si (u) = P si (v)} , i = 1, 2, the set of nodes that have the same s i -reachable parents as v. We called these nodes the s i -clones of v.
The following table illustrates these sets of nodes for the node u 4 in the two example networks in Fig. 3 . For the network in (b), we assume for now that there is no edge from s 1 to u 2 . Fig. 3 (a) Fig. 3 
For two sets of nodes U 1 and U 2 , we say a collection of nodes T is a (U 1 ; U 2 )-vertex-cut if in the graph obtained from the deletion of T , there are no paths from any node in U 1 \ T to any node in U 2 \ T . Note that this definition allows T to have nodes from U 1 or U 2 .
We say a node v ∈ V is omniscient if it satisfies either of (A) or (B) below: (a) If there exists an omniscient node in the network, then the capacity region is the triangular region T. (b) Conversely, if no node in the network is omniscient, then the capacity region is strictly larger than T. Further, the capacity region contains at least one of the trapezoid regions T 12 and T 21 . In particular, (2/3, 2/3) is achievable and at least one of (1/2, 1) and (1, 1/2) is achievable.
It turns out that we are able to give the necessary and sufficient condition for the capacity region to be either T 12 or T 21 . Before describing the theorem, we need some extra definitions.
Definition 3.1 (Critical Nodes): For each i = 1, 2, we define the critical node v * i as any node with the smallest possible layer index such that
• Uniqueness up to clones: if u, w are nodes in the same layer with K(u) and K(w) both being (s 1 , s 2 ; d i )-vertexcuts, then K(u) = K(w), i.e. u and w are clones. We use L k * i to denote the layer where critical nodes v * i lies, for i = 1, 2. For example in Fig. 3 , v * 1 = u 4 , k * 1 = 2 and v * 2 = d 2 , k * 2 = 3 for both networks.
The critical nodes defined here are directly analogous to the edges performing the "reset" operation in the add-up-and-reset construction of Wang and Shroff [1] .
Below we describe one scenario where we get a result similar to the one in [1] . This lemma strengthens part (b) of Theorem 3.1 in this special scenario.
Lemma 3.1: Suppose in a network s 2 cannot reach d 1 , i.e. k * 1 = 0. Then, the capacity region of this network is the triangle T or the square S depending on whether there is an omniscient node in the network or not, i.e. depending on whether v * 2 is omniscient or not (using Lemma 3.3). If k * 2 = 0, then (1, 1) can be achieved by all nodes performing random linear coding. If k * 2 > 0 and there is no omniscient node, then (1, 1) is achieved with high probability when all nodes except nodes in P(v * 2 ) performing random linear coding over a sufficiently large field.
Next we define cut values and min-cut on the network. The following two lemmas provide some important properties of critical nodes. Lemma 3.2: For i = 1, 2, C (s 1 , s 2 ; P(v * i )) = 2 if k * i ≥ 2. Lemma 3.3: A network has an omniscient node if and only if one of the critical nodes v * 1 or v * 2 is omniscient. Once we define the cut value, we can define primary mincut nodes for any set of nodes U with C (s 1 , s 2 ; U) = 1, due to the following lemma. What these primary min-cut nodes receive determines what U receive.
Lemma 3.4 (Primary Min-Cut): By U l , 0 ≤ l < k, denote the set of nodes in layer L l that can reach some node in U. Let l * be the minimum index such that C(s 1 , s 2 ; U l * ) = 1. Then, U l * ⊆ K(u) for any u ∈ U l * , i.e. nodes in U l * are all clones of each other.
We then define any of the nodes in K(u) as the primary min-cut node of U, denoted by Pmc (U). It is unique up to clones. Comment: Note that the reception of any node in U is a function of the reception of Pmc (U).
For example, in Fig. 3(b) when there is an edge from s 1 to u 2 , Pmc(u 5 ) = u 2 ; when there is no edge from s 1 to u 2 , Pmc(u 5 ) = s 2 . We also see that the critical node v * i = Pmc(d i ), i = 1, 2.
Next, we define induced graph G 12 (w) for a node w ∈ P s2 (v * 1 ) as follows. The purpose of these induced graph is two-fold: 1) to capture the effect on the rest of the network caused by interference neutralization for (1, 1)-achievability, and 2) to capture the Markov relations that are useful in the derivation of outer bounds. Definition 3.3 (Induced Graph G 12 ): If C (s 1 , s 2 ; P s2 (v * 1 )) = 2 then G 12 (w) := G. If C (s 1 , s 2 ; P s2 (v * 1 )) = 1, then we define G 12 (w) as the graph obtained by modifying only the parents of nodes in L k * 1 as follows. For u ∈ L k * 1 ,
where ∆ denotes symmetric set difference: A∆B := (A \ B) ∪ (B \ A). We then drop nodes in G 12 (w) that cannot be reached by either of the two sources. In the rest of this paper, a graph theoretic object with a graph (say, G 12 ) in its subscript, like P G12(w) (u) above, denote the graph theoretic object in the induced graph G 12 . Define R(w) as the set of nodes in P s2 (v * 1 ) that can reach one of the two destinations in G 12 (w). Similarly we can define G 21 (w) with indices 1 and 2 swapped in the above definition.
For example, induced graphs for the networks in Fig. 3 are depicted in Fig. 4 . For G 12 in (a), s 2 can no longer reach d 2 , as u 4 is omniscient in the original network G. In (b), node u 6 becomes omniscient in G 12 while there is no omniscient node in the original network G.
We will use G 12 (w) when k * 1 ≤ k * 2 and G 21 (w) when k * 2 ≤ k * 1 . We will only use these graphs in relation to whether or not there is an omniscient node in G 12 (w). Lemma 3.5 below allows us to drop the w and refer to any of the G 12 (w) as G 12 and talk about whether or not there is an omniscient node in G 12 . Lemma 3.5: Suppose, in a network with no omniscient node, and with k * 1 ≤ k * 2 , there exists a node w 0 ∈ P s2 (v * 1 ) such that there is an omniscient node in G 12 (w 0 ). Then for any node w ∈ P s2 (v * 1 ), there is an omniscient node in G 12 (w). :
: w 12 = s 2 , i.e., P s2 (v * 1 ) cannot be reached by s 1 . We call the conjunction of the above conditions T (12) . Symmetrically, if G satisfies the above condition with indices 1 and 2 (in the superscript) exchanged, then the capacity region is the trapezoid region T 21 . (b) Conversely, if neither condition T (12) nor T (21) is satisfied, then the two trapezoid regions are strictly contained in the capacity region. Moreover, both (1/2, 1) and (1, 1/2) are achievable and hence the pentagon P. Remark: Based on Lemma 3.1, if k * 1 = 0, then the capacity region of this network is the triangle T or the square S depending on whether there is an omniscient node in the network. This is why in T (12) 1 we need to constrain k * 1 > 0. Next we give the necessary and sufficient condition for the capacity region being the pentagon region P := {(R 1 , R 2 ) : : w 12 = s 2 and K s2 (w 12 ) forms an (s 2 ; d 2 )-vertex-cut in G. Similarly we define condition P (21) with indices 1 and 2 (in the superscript) exchanged. If the network G satisfies condition P (12) or P (21) , then the capacity region is P. (b) Conversely, if neither condition P (12) nor P (21) is satisfied, then the pentagon region is strictly contained in the capacity region. Moreover, (1, 1) is achievable and hence the square S.
We can easily see that T = {K s2 (w 12 ) forms an (s 2 ; d 2 )-vertex-cut in G.} and hence Q (12) := T (12) ∨ P (12) is the conjunction of the following:
• Q : K s2 (w 12 ) forms an (s 2 ; d 2 )-vertex-cut in G.
Corollary 3.1 (Complete Characterization of Capacity):
As a corollary of Theorem 3.1, 3.2 and 3.3, we completely characterize all possible capacity regions of two unicast flows over the linear deterministic networks as formulated in Section II.
