A new Software Reliability model based on a pure birth process is proposed. In our novel approach, the birth (failure) rate of the process is considered to be non dependent on time but dependent non linearly on the previous number of births (failures), contrarily to non homogeneous pure birth processes, as it is usually done in the literature. We use the empirical Bayes framework in order to get the birth (failure) rate. Our approach allows either to estimate the mean time to failure MTTF or to simulate the stochastic failure process. We analyze both, the discrete and continuous time case and apply the first to a real case.
INTRODUCTION
Software Reliability models has been developed for decades. The majority of them are based on non homogeneous Poisson processes, where the failure rate is a non linear function of time. They are also well described by pure birth processes what leads to non homogeneous continuous time Markov chains (NHCTMC), as it is usually used in the simulation of the stochastic software failure process [3] .
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where Pr(t) is the probability of having r individuals in the population at time t. The process (1) is also a Markov process where the number of individuals corresponds to the state of the system. The probability of having no births in an interval time greater than s − t from a state r at time t is given by the exponential:
the last expression is the well known exponential waiting time. Several particular cases arise following λr(t) depends just on r, t or none. The Poisson process arises for λr(t) = λ.
With λr(t) = 1 + a r 1 + a t , we get the Polya process, see [2] .
As it is usually considered in the literature, the stochastic failure processes involve cases were the failure rate depends non linearly only on time λr(t) = λ(t) leading to non homogeneous continuous time Markov chains.
We propose in this work a different and novel approach. We consider a failure rate that does not depend on time but depends non linearly on the number of failures λr(t) = λr. We use the parametric Empirical Bayes framework in order to estimate λr, [4] , [6] .
Empirical Bayes estimation of the failure rate
We consider that the failure rate λ is a random variable that follows a pdf S(λ), then, the number of failures is a mixed Poisson random variable:
It must be noted that eq. (3) does not correspond to the stochastic failure process, but to the expected number of failures through the whole testing process. The λ estimate is obtained from the Empirical Bayes framework as:λ
which results:λ r = (r + 1) 
THE MODEL

Discrete time case
In the discrete time case, we consider that r failures were reported in n discrete time intervals. We are concerned then with the probability of a new failure θr,n in the next time interval, as depicted in fig. 1 . This situation arises in many problems in Engineering, like the estimation of n-grams, see for example [5] . Provided that r failures detected in n discrete time intervals corresponds to the state r of a system at time n, our model corresponds to a discrete time Markov chain with transition probabilities θr,n and 1 − θr,n as depicted in fig. 2 .
The discrete counterpart of the equation (1) is the following difference equation:
Since time intervals are arbitrarily small, seconds for instance, we get r n, then, from (5) and the Poisson approximation, we obtain an estimate for θr,n:
Then, having detected r failures by time n, the time to failure is a geometric random variable with parameter θr,n in such a way that the MTTF can be estimated as:
A first approach of this model focused on the Parametric Empirical Bayes estimate was presented in [1] . 
Continuous time case
From (2) and (5), having detected r failures by time Tr, we obtain the probability of no failures by the next time interval greater than t as follows:
The mean time to failure can be obtained as:
Application to real data
We show an application to real data corresponding to the Bugzilla gnome v. 2.2 since 07-01-2014 through 07-31-2015 dataset. We use the inverse Gaussian distribution given by:
as the mixing pdf, where Kα is the Modified Bessel Function of the third Kind, β = 1, α = 1 and µ = 30. We perform a Montecarlo simulation generating failures with probability given by (7) starting at day number 100. Results are shown in fig. 3 , they can also be compared with those reported in [3] .
CONCLUSIONS AND FUTURE WORK
A new homogeneous discrete time Markov chain Software Reliability model was presented. The results of a simulation applying our model to real gnome open source data from Bugzilla have been also shown. Since this is still a work in progress, we are working now on the theoretical foundations, some criteria in order to choose the mixing pdf and the parameter estimation, the results will be published in future works.
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