The reversible jump algorithm is a statistical method for Bayesian inference with a variable number of unknowns. Here, we apply this method to the seismic tomography problem. The approach lets us consider the issue of model parametrization (i.e. the way of discretizing the velocity field) as part of the inversion process. The model is parametrized using Voronoi cells with mobile geometry and number. The size, position and shape of the cells defining the velocity model are directly determined by the data. The inverse problem is tackled within a Bayesian framework and explicit regularization of model parameters is not required. The mobile position and number of cells means that global damping procedures, controlled by an optimal regularization parameter, are avoided. Many velocity models with variable numbers of cells are generated via a transdimensional Markov chain and information is extracted from the ensemble as a whole. As an aid to interpretation we visualize the expected earth model that is obtained via Monte Carlo integration in a straightforward manner. The procedure is particularly adept at imaging rapid changes or discontinuities in wave speed. While each velocity model in the final ensemble consists of many discontinuities at cell boundaries, these are smoothed out in the averaged ensemble solution while those required by the data are reinforced. The ensemble of models can also be used to produce uncertainty estimates and experiments with synthetic data suggest that they represent actual uncertainty surprisingly well. We use the fast marching method in order to iteratively update the ray geometry and account for the non-linearity of the problem. The method is tested here with synthetic data in a 2-D application and compared with a subspace method that is a more standard matrix-based inversion scheme. Preliminary results illustrate the advantages of the reversible jump algorithm. A real data example is also shown where a tomographic image of Rayleigh wave group velocity for the Australian continent is constructed together with uncertainty estimates.
In order to deal with the irregular distribution of information, some seismologists have used irregular meshes (see Sambridge & Rawlinson 2005 , for a review). In a study to image the P-wave velocity structure beneath Papua New Guinea, Abers & Roecker (1991) joined fine-scale regular 3-D blocks together to form larger non-uniform cells. Non-uniform-sized rectangular 3-D blocks were also used by Fukao et al. (1992) and Spakman & Bijwaard (1998) to account for uneven ray path sampling in regional models. In a cross-borehole tomographic problem, Curtis & Snieder (1997) used a genetic algorithm to arrange the vertices of a triangular parametrization so as to minimisze the condition number of the resulting tomographic system of equations. Sambridge et al. (1995a) , Sambridge & Gudmundsson (1998) and Zhang & Thurber (2005) proposed the use of structures from computational geometry, Delaunay tetrahedra and Voronoi polyhedra for tomographic problems. These were used as the basis of completely unstructured meshes, for example, not based on a cubic or other regular grid (Voronoi 1908; Okabe et al. 1992) , and adapted to the resolving power of the data. The same geometric structures were used by Sambridge & Faletic (2003) to adapt the spatial mesh to the data distribution during the inversion itself. Nolet & Montelli (2005) proposed an algorithm for spacing mesh vertices in the Earth so that their density mirrored that of the local resolving length of the data.
Most of these studies have a fixed number of unknowns decided before hand, for example, the number of layers or cells. A range of statistical techniques has been developed for judging whether the choice of the model dimension is warranted by the data, for example, F-tests (Aster et al. 2005) . But the idea of determining the model dimension during the inversion, that is treating the number of parameters as a parameter itself, has received relatively little attention. In the paper presented here, we propose to invert for the cell geometries and the seismic velocities at the same time. That is, the parametrization will be directly determined by the data and treated as an actual unknown to be inverted for by the tomographic algorithm. At first glance this may sound like an unrealistic prospect. Experience shows that it is always easier to fit data with more unknowns, so within an optimization framework (where we seek best-fit models) there would seem to be little to prevent an algorithm introducing ever more detail into a model. As will be shown in this paper, however, this is not the case within a Bayesian sampling framework. It turns out that high-dimensional (many cell) models are naturally discouraged. Statisticians have considered the problem of a variable number of unknowns, for more than 10 yr. As a consequence Markov chain Monte Carlo (MCMC) methods that admit transitions between states of differing dimension have been actively developed. This new family of sampling algorithms have recently been termed transdimensional Markov chains [for a review, see Sisson (2005) ]. At present, the reversible jump algorithm (rj-MCMC) of Green (1995) (see also Green & Mira 2001; Sambridge et al. 2006 ) is the most common MCMC tool for exploring variable dimension statistical models. To date, the majority of areas in which transdimensional Markov chain have been applied tend to be computationally or biologically related. Overall, one in every five citations of Green (1995) can be broadly classified as genetics-based research. The reversible jump algorithm was first applied in the geophysical literature by Malinverno & Leaney (2000) to the inversion of zero-offset vertical seismic profiles. [For a more complete treatment see Malinverno & Leaney (2005) .] Subsequent paper was by Malinverno (2002) who applied it to electrical resistivity sounding.
In this paper, we develop an entirely new approach to the tomography problem based on the reversible jump algorithm. The scheme we propose here is closely related to a process known as Bayesian partition modelling (e.g. Denison et al. 2002a,b) , which is a statistical analysis tool for non-linear classification and regression. Partition modelling has been applied successfully in disease mapping (e.g. Denison & Holmes 2001 ) and more recently, introduced into the Earth Sciences for applications in geostatistics (Stephenson et al. 2004) , thermochronology (e.g. Stephenson et al. 2006 ) and palaeoclimate inference (e.g. Hopcroft et al. 2007) .
Partition modelling is a way of using variable dimension irregular meshes. The velocity (or slowness) field is partitioned by a variable number of non-overlapping regions defined by a Voronoi tessellation as in Fig. 1 (Okabe et al. 1992) . The parametrization is defined by a discrete set of points (or Voronoi nuclei) and each region (Voronoi cell) encloses all the points of the space that are closer to its nucleus than to any other Voronoi nucleus. That is, the number and the position of the cells defining the geometry of the velocity field, as well as the velocity field itself are unknowns in the inversion. The inversion is carried out with a fully non-linear parameter search method based on a transdimensional Markov chain.
The method presented here was first developed by Bodin et al. (2009) with a fixed number of partitions (i.e. fixed number of unknowns) in the general context of straight ray (i.e. linear) tomographic problems. In this paper, we extend the method to transdimensionality and apply Figure 1 . Examples of Voronoi diagrams (black), which form a set of irregular cells that partition the plane. Each cell contains the part of the plane closest to its nucleus (red dot) and so the shape of the parametrization is entirely defined by the location of the nuclei. The three panels show 7, 20 and 80 randomly distributed nuclei, respectively. As the number and position of the nuclei changes the Voronoi diagram corresponds to a multiscale parametrization of the velocity field.
it to the non-linear seismic tomography problem with iterative ray updates. We focus here on a 2-D problem but all components readily extend to 3-D without changes, but (of course) at increased computational cost. The inversion of arrival time data to infer a 2-D seismic velocity field is a general problem and has been addressed in a large number of different situations, such as seismic surface wave tomography (e.g. Nolet & Panza 1976; Friederich 1998; Prindle & Tanimoto 2006) or cross-hole seismic body wave tomography (e.g. Ivansson 1986 ).
In the next section, we give a detailed presentation of the Bayesian seismic tomography methodology using the partitioned parametrization. We show how it can be used iteratively to perform a non-linear tomography including ray bending. In Section 3, we present results of synthetic experiments in a situation where the ray coverage is far from ideal in order to compare our approach to standard methods that use regular (ideal) parametrizations. We use data contaminated with random noise in order to test the ability of the method to infer model uncertainty. In Section 4, the method has been used with ambient noise data to infer a tomographic image of Rayleigh wave group velocity for the Australian continent. In the final section, we summarize the main results, and outline directions for further study.
M E T H O D

Parametrization with Voronoi cells
As shown in Fig. 1 , the 2-D seismic velocity field is discretized by a set of Voronoi polygons. Given a set c of n nuclei in the 2-D plane (c = {c 1 , . . , c n } where c i 2 ), the Voronoi partition consists of n non-overlapping regions R 1 , R 2 , . . . , R n such that the points within R i are closer to c i than any of the other c j ( j = i). To make notation clear, we have marked three nuclei {c 1 , c 2 , c 3 } together with corresponding Voronoi partitions R 1 , R 2 and R 3 in Fig. 1 . Perpendicular bisectors of each pair of neighbouring nuclei form the cell boundaries. Each cell is therefore determined by the two coordinates of its nucleus c i and by a constant velocity value v i . We represent the combined set as m = (c, v), where v is the vector of the velocity values assigned to each cell (v = (v 1 , . . , v n ) where v i ). The number of unknowns, that is, the dimension of the model m, is then 3n. Here we use only the simplest possible representation of velocity within each partition, that is, a constant. Higher order polynomials are possible, for example, a linear gradient or quadratic, which would require additional unknowns for each cell.
During the inversion, the number and the position of the nuclei is variable so the cells can take different sizes and shapes (see Fig. 1 ). We will see that in the transdimensional approach, this dynamic parametrization will adapt to the spatial variability in the information provided by the data.
An iterative linearized approach
Given a complete description of a velocity field, the theory of seismic wave propagation allows us to predict traveltimes of direct phases from a point source to a receiver and compare them to observations. Here we consider the high-frequency approximation case and use ray theory (Cerveny et al. 1977; Cerveny & Brown 2003) . We employ the fast marching method (FMM) (Sethian & Popovici 1999; Rawlinson & Sambridge 2004 ) to calculate traveltimes and ray paths in a laterally heterogeneous 2-D medium. The transdimensional MCMC sampler is used in conjunction with fast marching eikonal solver to build an iterative linearized solution method. The inputs are an initial continuous reference velocity model, the stations and sources locations and the observed traveltimes. At each iteration, the Markov chain in the 'inner loop' (dashed red arrows) produces an ensemble of potential solutions that are spatially averaged to produce a reference model for the next iteration of the outer loop (black arrows). Only in the outer loop are ray paths updated.
Since the ray paths are dependent on the velocity model, the tomographic problem is non-linear. The development proposed here takes into account non-linearity by iteratively updating ray paths (e.g. Gorbatov et al. 2001) . Our scheme can be described using two loops as depicted in Fig. 2 . The outer loop (solid black arrows in Fig. 2 ) is similar to many previous tomographic schemes. At each iteration, ray paths and traveltimes are determined in the current velocity model using fast marching. (Prior to the first iteration this is a laterally homogeneous reference model.) At each successive iteration, the outer loop reference model is updated by spatially averaging the entire ensemble of models produced in the inner loop. Each inner loop model is constructed from Voronoi cells (as in Fig. 1 ) and will have discontinuities throughout the velocity field, but the ensemble average tends to be spatially smooth with continuously varying gradients.
The outer loop is no different from any linearized tomographic inversion scheme. The difference lies in the model update procedure within the inner loop. Rather than using a matrix inversion approach to perturb a single model, we use a reversible jump MCMC algorithm (Green 1995) to produce a chain of partitioned velocity models. The term 'chain' is used because each model generated is not independent but part of a Markov chain. With a sufficiently large number of models and possibly after some thinning of the chain, that is, retaining only every 10th or 100th model, we obtain an ensemble of solutions. For the next iteration of the outer loop, a continuous reference model is required which is a simple spatial average of each model in the ensemble. (Details of the spatially averaging procedure appear in Section 2.9.)
The Markov chain algorithm within the inner loop (dashed red arrows in Fig. 2 ) requires calculation of traveltimes for a large number of partitioned velocity models of the type in Fig. 1 . Rather than actually calculating rays in each partition model (which would increase computation considerably) we simply integrate along the current reference ray paths using the expression
where R 0 is the ray path corresponding to the continuous reference model (determined in the outer loop) and v(x) is the velocity field given by the partition model (with constant velocity values in cells). Note that since this step does not involve solution of a linear system of equations there is no need to explicitly linearize the traveltime expression in (1) in terms of velocity, instead we can integrate the reciprocal of the velocity field along the reference ray. The reader will be able to verify, with some simple algebra, that since ray paths are kept fixed (1) is equivalent to the linearization in slowness commonly used in tomographic algorithms, that is, traveltimes given by (1) are the same as those obtained by evaluating
where v o (x) is the reference velocity field and
Hence traveltimes given by (1), are equivalent to a first-order accurate slowness perturbation. For fixed velocities in Voronoi cells, the traveltime of the jth ray is then given by
where L ij is the length of ray j across cell i (see Fig. 3 ) and v i is the velocity value assigned to cell i . If the ray j does not pass through cell i, then L ij = 0. The ray lengths in the cells are calculated by sampling along rays at a predetermined step length (red points in Fig. 3 ) and by finding the cell containing the midpoint of the current ray segment. Point location within 2-D Voronoi cells is efficiently implemented with the scheme described in Sambridge & Gudmundsson (1998) . Note the curvature of the ray in Fig. 3 is due to gradients in the continuous reference model. Overall the outer loop of the algorithm is quite standard. The novel features lie in the inner loop (i.e the inversion step) where both wave speeds and parametrization are updated with the reversible jump algorithm within a Bayesian framework. In the next section, we briefly introduce this approach and describe the Markov chain algorithm in detail. A seismic ray (thick black line) is bent according to a reference velocity model. For a given partition model, the estimated traveltime t j for the jth ray is simply computed by integrating the inverse of the cell velocity v i along the ray path. That is, using the length L ij of the ray across each cell.
A Bayesian framework
In a Bayesian approach all information is represented by probability density functions (standard references are Box & Tiao 1973; Smith 1991; Gelman et al. 2004) . Geophysical applications of Bayesian inference are described in Tarantola & Valette (1982) , Duijndam (1988a,b) and Mosegaard & Tarantola (1995) . The aim of Bayesian inference is to quantify the a posteriori probability distribution (or posterior distribution), which is the probability density of the model parameters given the observed data (Smith 1991) , written as p(m|d obs ). Each individual model has an associated probability, conditional on the data. Therefore, the posterior distribution is a function of the unknowns. Here, the number of unknowns is not fixed so the posterior is defined in a number of spaces with different dimensions. If the model is defined by 3n unknowns, the posterior will be a function of 3n variables (where n is the number of Voronoi nuclei). This transdimensional probability distribution is taken as the complete solution of the inverse problem. In practice one tends to use computational methods to generate samples from the posterior distribution, that is, an ensemble of vectors m[= (c, v)] whose density reflects that of the posterior distribution.
To define the posterior distribution, we use Bayes' theorem (Bayes 1763 ) that combines prior information on the model with the observed data to give
where a|b means a given, or conditional on, b. It is the probability of having a when b is fixed. m is the vector of the model parameters and d obs is a vector defined by the set of observed data. The term p(d obs |m) is the likelihood function, which is the probability of observing the measured data given a particular model. p(m) is the a priori probability density of m, that is, what we know about the model m before measuring the data d obs . The term, p(d obs ) corresponds to the numerator on the right-hand side integrated over the model space, and can be regarded as constant since it is not a function of any particular model (Sambridge et al. 2006) . We can therefore write (4) as a proportionality relationship
Hence, the posterior distribution represents how our prior knowledge of the model parameters is updated by the data. Clearly, if the prior and the posterior distributions are the same, then the data add no new information.
From an ensemble of models distributed according to the posterior, it is straightforward to determine special properties such as the best or average model, or to construct marginal probability distributions for individual model parameters. Correlation coefficients between pairs of parameters can also be extracted (Gelman et al. 2004 ).
The likelihood function
The likelihood function p(d obs |m) quantifies how well a given model with a particular set of parameter values can reproduce the observed data. Using a given geometry of rays, the traveltimes are computed for a particular partition model with (3) providing an estimate of the data that would be measured for that model. Here the likelihood is based on a simple least squares misfit, which quantifies the agreement between simulated and observed data.
where g(m) is the estimated data given by (3) and σ 2 d is the estimated variance of the data noise (assumed uncorrelated). It is well known that the least squares misfit function corresponds to a Gaussian likelihood function, that is,
The prior
In a Bayesian formulation, any prior knowledge on the model can be taken into account, provided that this information can be expressed as a probability distribution p(m) (see Scales & Snieder 1997; Gouveia & Scales 1998, for discussions) . A weakness of the Bayesian formulation is that only information that can be expressed as a probability distribution can be used. All inferences from the data are relative to the prior. Here we use a simple uniform prior distribution between a fixed range. Since we have independent parameters of different physical dimension, the prior can be separated into two terms,
where p(n) is the prior on the number of partitions. Here we use a uniform distribution over the interval I = {n N |n min < n ≤ n max }. Hence,
where n = (n max − n min ). Given a number of cells n, the prior probability distributions for the 3n parameters, 2-D Voronoi nuclei and velocities in each cell, are independent from each other, and so can be written in separable form
Even though in the prior the parametrization variables c are independent of the velocity variables v, this will not be the case once the data are introduced, and hence we expect significant correlation in the posterior distribution. For velocity, the prior is specified by a constant value over a defined velocity interval
where v = (V max − V min ). Since the velocity in each cell is independent,
For mathematical convenience, let us assume (temporarily) that the Voronoi nuclei can only be positioned on an underlying finite grid of nodes defined by N = n x × n y possible positions. For n Voronoi nuclei, there are then [
] possible configurations on the N possible points of the underlying grid. We give equal probability to each of these configurations, and hence the prior for the nodal positions is given by
Combining together (9), (11), (12) and (13), the full prior probability density function can be written as
By combining (7) and (14) in (5), the posterior distribution can be evaluated for any given model m. The task is then to generate samples whose density follows (5).
Principle of the reversible jump Markov chain Monte Carlo
As we have seen, the aim of Bayesian inference is to characterize the complete posterior density p(m|d obs ). A Bayesian analysis often has two major problems. First, the posterior density cannot be expressed in a convenient analytic form, and the only way to determine the posterior is to evaluate it at different positions in the model space (as is the case here). Second, as the dimension of the model space increases, the number of models to test becomes huge, and a uniform sampling or complete enumeration of the posterior is not practical. One of the more flexible and popular techniques used to overcome these problems is the MCMC sampling method.
MCMC is an iterative stochastic approach to generate samples from a target probability density (for a concise introduction, see Sivia 1996) . A sequence of models is generated in a chain, where typically each is a perturbation of the last. The starting point of the chain is selected randomly and the perturbations are governed by a proposal probability distribution that only depends on the current state of the model. The first part of the chain (called the burn-in period) is discarded, after which the random walk is assumed to be stationary and starts to produce an important sampling of the model space. Models generated by the chain are asymptotically distributed according to the posterior probability distribution (Tierney 1994) . Given samples from the posterior distribution, the mean and the standard deviation can be directly determined from the distribution of the post burn-in samples.
In our problem, the dimension of the model space is itself a variable (3n) and the posterior becomes a transdimensional function. This can be sampled with a generalization of MCMC called reversible jump (Green 1995) , which allows inference on both model parameters and model dimensionality. rj-MCMC is an extension of the well-known Metropolis-Hasting algorithm (Metropolis et al. 1953; Hastings 1970) , and consists of a two-stage process of proposing a model probabilistically and then accepting or rejecting it. The proposal is made by drawing the new model, m , as a random deviate from a probability distribution q(m |m) conditional only on the current model m. As before terms to the right of the bar are fixed and to the left are variable. In all expressions below, we use a prime to denote the state after the particular model step. Note that the proposed model, m , may be a vector of different length than the current model m, corresponding to partition models with differing number of Voronoi cells.
A simple example of a proposal distribution, which does not change dimension would be a Gaussian distribution with zero mean and diagonal covariance matrix
In practice to generate the new model m from the existing model m, one could perturb the ith component of m by drawing a random variable, u, from a normal distribution N (0, 1) and set
where e i is the unit vector in the ith direction and σ i the variance of the proposal. This type of proposal distribution is common in fixed dimension applications of the Metropolis-Hasting algorithm. One usually cycles through the parameters perturbing each one at a time. Note in this example the proposal distribution is symmetric, because the forward proposal distribution, that is, probability of generating a perturbed model at m when starting from m is the same as the reverse proposal distribution, that is, probability of starting from m and generating a sample at m. Hence, we have q(m |m) = q(m|m ). Once a proposed model has been drawn from the distribution q(m |m), the new model is then accepted with a probability α(m |m), that is, a uniform random deviate, r, is generated between 0 and 1. If r ≤ α, the move is accepted, the current model m is replaced with m and the chain moves to the next step. If r > α, the move is rejected and the current model is retained for the next step of the chain where the process is repeated. The acceptance probability, α(m |m), is the key to ensuring that the samples will be generated according to the target density p(m|d obs ). It can be shown (Green 1995 (Green , 2003 that the chain will converge to the transdimensional posterior distribution, p(m|d obs ), if
where the matrix J is the Jacobian of the transformation from m to m and is needed to account for the scale changes involved when the transformation involves a jump between dimensions (Green 2003) . That is, the Jacobian term 'normalizes' the difference in volume between two spaces of different dimension. In the Appendix, we show that |J| = 1 for the problem considered here and so can conveniently be ignored. For a more detailed discussion on the reversible jump algorithm and calculation of the Jacobian, the reader is referred to Denison et al. (2002b) and Green (2003) . The expression for α(m |m) involves the ratio of the posterior distribution evaluated at the proposed model, m to the current model m multiplied by the ratio of the proposal distribution for the reverse step, q(m|m ), to the forward step, q(m |m). For symmetric proposal distributions, this ratio is one and drops out of the calculation. The likelihood function and the prior only enter into the algorithm through the acceptance probability term (18). The process of accepting or rejecting moves in this way controls the sampling of the Markov chain so that it preferentially samples regions of parameter space with high values of the target density, p(m|d obs ). More precisely the density of the chain will asymptotically converge to that of the target density. The rate of convergence is controlled by the form of the proposal distribution. There is considerable freedom in design of the proposals. Ideally one would use a simple distribution (from which random samples could be drawn) that in some sense matches the shape of the local target density (posterior distribution) about the current model m. It is important to note that the choice of proposal distributions only affects the convergence rate of the algorithm and not the distribution to which the algorithm will converge. From an inversion viewpoint then these choices do not affect the result of the inversion, 'merely' the practicality of the algorithm. In the next section, we describe the proposal distributions used for each type of variable in the tomographic problem.
Proposal distributions
In this study, we use four different types of perturbation to the model m. One is a 'birth' step that adds a Voronoi cell to the existing parametrization. Another is a 'death' step that removes one of the Voronoi cells. The third is a 'move' step that is a perturbation to the position of a randomly chosen nucleus, c i , and the fourth is a velocity step involving a Gaussian perturbation to a velocity parameter, v i . Note that three of the four perturbation types change the parametrization and one changes the velocity values. Together they form a randomized perturbation that is able to generate a wide range of velocity models from few to many degrees of freedom with multiple spatial scalelengths (see Fig. 4 ).
Generating new models along the Markov chain
To make the proposal distributions explicit, consider the algorithm at some point m in parameter space. It then proceeds as follows:
(1) At every even step of the chain: randomly pick one velocity parameter, say v i and perturb its value using a Gaussian probability density When the red node is removed, the dark grey cell disappears and the light grey cells expand to fill the gap. Two seismic rays are shown (thick black lines) corresponding to a reference velocity model. In both cases local changes in cell geometry result and only the traveltimes of rays passing through these cells need updating.
Hence we have
where u is a random deviate from a normal distribution N (0, 1) and σ 1 is the standard deviation of the proposal. All the other model parameters are kept constant, and hence this proposal does not involve a change in dimension.
(2) At every odd step of the chain: perturb the cellular parametrization. This involves three possible types of change (birth, death and move) randomly selected with probability 1/3 each.
(i) BIRTH: for a birth we create a new cell with the position c n+1 by randomly selecting a point from the underlying grid that is not already occupied. For N grid points and n current cells there are (N − n) discrete points to choose from. Once chosen, this becomes the nucleus of a new Voronoi cell in the parametrization (see Fig. 4 ). A velocity value v n+1 needs to be assigned to the new cell. This is drawn from Gaussian proposal probability density q v2 (v n+1 |v i ) with the same form as (19), centred at v i , where v i is the current velocity value at the location c n+1 where the birth takes place. The variance of the Gaussian function, σ 2 2 is a parameter to be chosen.
(ii) DEATH: delete a Voronoi centre chosen randomly from the current set of n cells. The death jump is the exact reverse of the birth jump (see Fig. 4 ).
(iii) MOVE: randomly pick a cell and perturb the position of its nucleus c i according to a 2-D Gaussian proposal probability density q c (c i |c i ) centred on the current position c i .
The covariance matrix for the 2-D Gaussian function is proportional to the identity matrix, with the constant of proportionality, σ 2 c . For this type of perturbation, the velocity parameter moves with the cell and so the velocity vector and the dimension of the model remains unchanged.
The geometrical calculations required to update the Voronoi diagram after the addition, removal or movement of a nucleus do not involve recalculation of the entire Voronoi diagram, only a local change. This can be efficiently implemented with the local Voronoi update algorithm described in Sambridge et al. (1995b) .
Proposal ratios
Having described the four types of model perturbation, we now need to evaluate the proposal ratio of forward and reverse moves so that the acceptance probability in (18) can be calculated in each case. For the proposal types that do not involve a change of dimension (i.e. a velocity update and a nucleus move) the distributions are symmetrical. That is, the probability to go from m to m is equal to the probability to go from m to m. Hence
and so in both cases the proposal ratio is one
which simplifies the acceptance probability expression (18). The situation is different for the birth and death proposal steps. Here the dimension of the model does change and the proposals are not symmetric. In these cases, we must determine expressions for the proposal ratios to be inserted into (18). For a birth step, the algorithm jumps between a model m with n cells to a model m with (n + 1) cells. Since the new nucleus c n+1 is generated independently from the velocity value v n+1 then proposal distributions can be separated and we write
where each term on the right-hand side follows from the definitions above. Specifically, we have the probability of a birth at position c n+1 , which is given by
the probability of generating a new velocity value at v n+1
the probability of deleting the cell at position c n+1 (reverse step)
and the probability of removing a velocity when cell is deleted (reverse step)
Substituting these expressions in (24), we obtain
We see then that as a new cell is created, the probability distribution increases exponentially as the new cell's velocity, v n+1 , departs from the velocity that was in the same position in the unperturbed model, v i . Hence the birth process encourages changes in velocity as well as parametrization. This exponentially increasing probability density is ultimately restrained when combined with the likelihood ratio term in (18), which would penalize large velocity perturbations that did not lead to an improvement in data fit. For the death of a randomly chosen nucleus, we move from n to (n − 1) cells (Fig. 4) . Suppose that nucleus, c i with velocity v i is removed. In this case, a similar reasoning to the birth case above leads us to a proposal ratio (reverse to forward) of
where v j is the velocity at the point c i in the new tessellation, c , after removal of the ith cell. We see then that for all four types of step we are able to (i) generate new samples easily and (ii) determine the proposal ratio for insertion into the acceptance probability expression (18). To complete the evaluation of the acceptance probability α(m |m), we need the likelihood ratio (7) and prior ratio (14). The likelihood evaluation involves calculation of traveltimes in the proposed model m . In the linearized formulation used here, we simply integrate along rays calculated in the current reference model although in a fully non-linear approach we would update the rays as well.
The Markov chain will converge for a wide range of proposal distributions, and hence there is freedom in choosing the parameters (σ 1 , σ 2 , σ c ). In practice, poor choices of variance lead to slow movement around the model space, such that convergence of the chain can depend exponentially on the number of steps, an undesirable situation. For example as perturbations in velocity variables become larger (σ 1 is increased) then more velocity steps would tend to be rejected because the data fit (and likelihood ratio) would tend to decrease. Hence the chain would sample the space less. Conversely, as the velocity perturbations decrease (σ 1 is decreased) the acceptance ratio would increase but the Markov chain would take much smaller steps around model space. At both extremes, convergence would be inhibited (Hopcroft et al. 2007) . Ideally the proposal distribution should be similar in shape to the local posterior probability function about the current model. In the ideal case, the proposal and posterior distribution were the same then α(m |m) = 1 and all steps would be accepted, but this could not happen as the proposal distribution must be one where we can generate samples using some simple method, such as those for a Gaussian. Design of suitable proposal distributions that adapt to the shape of the posterior distribution is a central issue in the development of transdimensional MCMC algorithms and the subject of much research (Stephens 2000; Green 2003; Al-Awadhi et al. 2004) .
One sign of inefficiency easily detected in experiments is a high rejection rate for the proposed changes. In fixed dimensions, small changes usually have higher acceptance rates than large ones, and proposal mechanisms can be scaled to achieve a desired acceptance rate (e.g. Gelman et al. 1996; Mosegaard 1998; Tierney & Mira 1999) . point out that this option is not always available for moves between dimensions as there may be no natural distance measure between states of different dimensions. Therefore, failure to achieve acceptable performance can be considered merely a result of poorly constructed between-dimension transitions (see Sisson 2005 , for a discussion). A problem that arises in our partition model is that the 'size' of a jump between two dimensions varies with the dimension itself. Adding a new cell to a 3-cell model will represent a larger change compared to adding 1 to a 100-cell model (Although in principle this could be corrected by having our Gaussian proposal function q v2 dependent on the dimension).
In an attempt to locally scale the variance of our Gaussian proposal distributions for the fixed dimension moves, we have implemented the delayed rejection scheme proposed by Tierney & Mira (1999) . The basic idea is that, upon rejection, instead of advancing time and retaining the same position, a second move with lower variance is proposed. The acceptance probability of the second-stage candidate is computed so the convergence of the chain towards the posterior distribution is preserved. Details are given in Appendix A. In this study, delayed rejection was only used for moves that do not jump between dimensions although Green & Mira (2001) showed that the method can be extended to transdimensional moves. The delayed rejection scheme is particularly useful in increasing convergence rate and robustness of the Markov chain, in effect removing the need to carefully tune the proposal distributions.
The acceptance probability
To complete our description of the algorithm, we now substitute expressions for each proposal ratio into (18) to get final expressions for the acceptance probability in each case. For the velocity update and nucleus move steps, we have seen that the proposal ratio and Jacobian terms become unity. Hence for both cases the acceptance term is simply given by the ratio of the posteriors
Since the dimension of the model does not change, according to (14), the prior ratio is either null or unity and we have
For both the move and velocity update steps, this only requires the ratio of the likelihoods and hence calculation of traveltimes at the proposed model. We see then that perturbations that improve data fit are always accepted and those which decrease it are accepted with probability equal to the ratios of the likelihoods.
As mentioned above, we use a delayed rejection scheme for fixed dimension moves. If the candidate m is rejected, a second try m is made by drawing from a similar proposal distribution but with smaller variance. The acceptance term for the second candidate α 2 (m |m) is more complicated to determine, an expression is given in Appendix A. Note that by reducing the variance of the second proposal, we attempt a less ambitious move that is more likely to be accepted. In principal, this process can be repeated every time a rejection occurs thereby increasing the overall acceptance rate and hence efficiency of the algorithm.
For a birth step, according to (14), the prior ratio takes the form 
After substituting (7), (29) and (34) into (18), the acceptance term reduces to
where i is the cell in the current tessellation c that contains the point c n+1 where the birth takes place. For the birth step then we see the acceptance probability is a balance between the proposal probability (which encourages velocities to change) and the difference in data misfit that penalizes velocities if they change so much that they degrade fit to data. For the death step, the prior ratio in (34) must be inverted. After substituting this with (7) and (30) into (18), and after simplification we get an the acceptance probability
where i indicates the cell that we remove from the current tessellation c and j indicates the cell in the proposed tessellation c that contains the deleted point c i . Unsurprisingly the death acceptance probability has a similar form to that of the birth, with proposal and data terms opposing each other. We see from these expressions that the variable N, that is, the number of candidate positions for the nuclei, cancels out. This mean that there is no need to use an actual discrete grid in generating nuclei positions. In fact, it was only ever a mathematical convenience that ensures that the acceptance expressions have the correct analytic form. In practice, we are at liberty to generate the nuclei using a continuous distribution over the region of the model (which is tantamount to N → ∞).
Given that the choice of adding in more unknowns to the problem is left to the algorithm itself, one might ask whether there will be a tendency to simply improve data fit by continually adding in more cells. It turns out that this is not the case. In proposing an increase in the number of cells (a birth step), the likelihood function will tend to encourage acceptance when fit is improved, however the prior ratio will tend to discourage acceptance due to the increased dimensionality of the space. Loosely speaking, the algorithm always prefers a large cell rather than two small cells with similar velocity values. This is an example of a property of Bayesian inference referred to as 'natural parsimony', which means that given a choice between a simple and complex models that provide similar fits to data, the simpler one will be favoured (see MacKay 2003, for a discussion) .
A simple way to check that the form of the acceptance term is correct is to set the likelihood to a uniform distribution (i.e. remove the data). In this case, the posterior is directly proportional to the prior and the Markov chain should sample the known prior distribution. We verified that this was the case by performing numerical experiments with the likelihood set to unity. We recovered a uniform distribution of the number of cells in the resulting ensemble, which is what was specified for the prior p(n) in (9). (This experiment was also repeated for other choices of p(n) and in each case, histograms of the number of cells for models in the posterior ensemble closely resembled those of the assigned prior.)
Extracting a reference solution and error map from the ensemble
After employing the reversible jump algorithm to sample the transdimensional posterior, we end up with an ensemble of velocity models with varying numbers of cells. If convergence has been achieved then these will reflect the posterior density. In our linearized scheme described by Fig. 2 , we need to extract a reference model for use in the outer loop of the algorithm. A single model is also a useful aid for interpretation. One possibility is to take the velocity model with the maximum posterior value (often called the MAP in Bayesian terminology). However, this is not of much use in our case as it often corresponds to a single partitioned model with relatively crude parametrization (an example is seen in Section 3).
Instead we look at the spatially averaged model defined by taking the mean of the distribution of velocity values at each point across the 2-D region. That is, we project the partition models into the spatial domain and then average all the sampled images at a fine grid of positions across the model. The underlying grid structure can be as fine as needed for visualizing the reference model. At each iteration of the outer loop in Fig. 2 , we take this pointwise average velocity field as the continuous reference model extracted from the ensemble of solutions, and use it to update ray geometries in the next iteration of the outer loop.
An estimated error map can be obtained in a similar manner, that is, by calculating the standard deviation of velocities as a function of position. In this way, a large number of models with different parametrizations are stacked together. As can be seen in the examples to follow, the continuous reference model contains features common to the entire family of models and considerably more information than any single Voronoi partition.
Convergence assessment
It is important to collect enough samples so that the solution maps are stationary and represent well the posterior mean and variance. The issue for assessing convergence of the algorithm, that is, when to start collecting the sample of models and how many to collect, is the subject of current research in Bayesian statistics. (e.g. Brooks & Giudici 1999; . To date, there have been relatively few convergence diagnostics designed specifically for transdimensional samplers. Current technology seems to be insufficiently advanced to permit a rigorous assessment of stationarity. Although the potential benefits of transdimensional Markov chains seem to be large, the practical importance of ensuring chain convergence is often overlooked by practitioners (see Sisson 2005 , for a discussion).
Conventional convergence diagnostics for a Markov chain, (see, for example, Cowles & Carlin 1996; Gelman & Rubin 1992; Robert 1995) rely on showing that deviations from stationarity are not present in individual parameters throughout the run of the sampler (i.e. these are not 'drifting' in any direction). In practice, the population of samples for a model parameter plotted as a function of iteration should resemble for example a white noise process, with no trends or obvious structure.
However, for transdimensional posterior distributions, the most widely used convergence diagnostics are not applicable. Parameters for models that change dimension have little interpretation from one model to the next. For example, the location of the 'tenth' nucleus, c 10 , does not have the same meaning across all the models. When there are less than 10 cells, it is not even present in the model. This makes tracking the position of this particular nuclei along the chain meaningless. Therefore, in this study we assess convergence (or non convergence) without using parameters (c, v) defining the partitioned models. Instead, we look for convergence in terms of numbers such as the velocity value at a given point in the 2-D field or the model dimension.
Computational cost
When performing a Monte Carlo (MC) integration, the dimension of the model space, for example, the number of unknowns, has to be restricted in size. If too many parameters define the model, the number of samples needed to explore the whole model space becomes huge (Tarantola 2005) . The predicted data have to be computed each time a model is proposed, and if too many models need to be generated, all algorithms become computationally prohibitive. Tomographic models use a large amount of data and often require a large number of cells to image heterogeneous structures with adequate resolution. This is a reason why MC methods have not been habitually used in tomographic imaging. Nevertheless, several features of the proposed methodology make the algorithm feasible.
The first, as mentioned above, is that we only compute the ray geometries in the outer loop of the algorithm, thereby saving considerable computation. The second is that each time a new partitioned velocity model is tested in the inner loop, only a part of the traveltimes are recomputed in the evaluation of (3). For example, Fig. 4 shows the geometry of the problem before and after a Voronoi nucleus is added. Only the cells in grey change during this birth jump. Therefore, only the traveltimes of the rays crossing the grey cells need to be updated to compute the data misfit of the new model. This also turns out to be a significant saving of compute time and allows the number of unknowns to be larger than for a standard MC approach.
Another computational consideration is that the algorithm is straightforward to parallelize in the sense that multiple chains (i.e. inner loops) can sample the model space independently of each other. For example, each chain may be conveniently placed on an independent processor of a parallel computer system (Rosenthal 2000) . To give some measure of computational cost, the synthetic examples presented in Section 3 can all be performed without parallelization on a standard desktop workstation (Intel core 2 duo with CPU running at 2.1 GHz) using about 150 min CPU time.
S Y N T H E T I C DATA E X A M P L E S
Experimental setup
A synthetic data set is constructed by using the FMM to compute traveltime for seismic energy propagating across a spherical surface between 17 sources and 20 receivers in the presence of severe velocity heterogeneity. This simplistic setup also contains highly irregular distribution of rays and is motivated by surface wave experiments in regions of limited data coverage.
The synthetic velocity field is shown in Fig. 5 . The areas in red have a velocity of 5 km s −1 and the blue areas are of 4 km s −1 . The velocity field presents high contrast discontinuities. The blue heterogeneity represents a velocity anomaly of −20 per cent of the red background and the red heterogeneity is +25 per cent of the blue background. Hence this 'simple' problem is reasonably non-linear and serves to illustrate the algorithm. The ray geometry associated with the synthetic velocity field is shown in Fig. 6 . All the calculations are performed in 2-D spherical coordinates (Hence, straight rays become great circles on a sphere). As expected, the rays avoid the red low velocity heterogeneity in the lower-right part of the velocity field and are attracted towards the blue high velocity heterogeneity in the upper-left part. Overall, the lower-left part of the model is covered by many ray paths, whereas the upper-left part is barely sampled.
Here we see the difficulty of choosing an appropriate cell size for a regular mesh. A constant cell size across the entire model will most likely result in the problem becoming underdetermined in the upper-left part (not enough rays crossing the cells) and overdetermined in the lower-right part (large number of rays crossing each cell). A second problem is that in the upper-left quarter, all the rays are in similar directions (i.e. NW to SE), indicating that the resolution in this direction will be poor. This effect is typically associated with smearing in tomographic reconstruction algorithms.
We choose to compare the reversible jump tomography to a subspace method (e.g. Kennett et al. 1988) , which is a convenient inversion scheme based on a fixed regular parametrization. Both approaches are linearized methods and use the same forward modelling to update the geometry of rays. The subspace scheme uses a matrix inversion approach including implicit regularization to solve the linearized tomographic equations at each iteration.
We observe and compare the propagation of data error into model uncertainty. For the true model and geometry of rays, the average observed traveltime is 473 s. For a homogeneous initial model with velocities equal to 4.5 km s −1 , without noise in the observed data, the average difference between observed and estimated traveltimes is about 35 s. Some random Gaussian noise has been added to the observed traveltimes with a standard deviation of 9.5 s (i.e. 2 per cent of the average observed traveltime).
Fixed parametrization tomography with the subspace method
The regularization process
Most of the methods using a predefined fixed parametrization formulate the tomography problem with a linear system of algebraic equations represented by a matrix G. In the example considered here, the ray coverage is quite sparse and with a uniform grid of sufficiently small cell sizes, the problem becomes non-unique. Regularization procedures must be used to choose a solution among all the acceptable possibilities. This resulting solution will have properties reflecting the particular choice of regularization. In order to discard the models that are unrealistic and make the solution unique, criteria other than the misfit can be minimized such as the distance to a reference model or the norm of the first or second spatial derivative of the velocity field. The inversion scheme consists then in minimizing an objective function that is a linear combination of different criteria
where the first term is the data misfit, the second quantifies the distance to a reference model m 0 and in the third, the vector Dm is a finite difference approximation proportional to either the first or second derivative of the model. By minimizing the semi-norm Dm 2 , the regularization techniques favour models that are relatively flat (first-order regularization) or smooth (second-order regularization). The damping factor ε effectively prevents the solution model from staying too far from the reference model m 0 , while the smoothing factor η constrains the smoothness of the solution model.
Fixed parametrization and B-spline interpolation
Here, the velocity field is defined by a uniform grid of nodes with bicubic B-spline interpolation (Virieux & Farra 1991) . Once a velocity value has been assigned to each node, the grid is interpolated with spline patches to produce a continuous, smooth and locally controlled velocity field. These nodes constitute the inversion grid, that is, the velocity values of these nodes are adjusted by the inversion scheme in order to satisfy the data. The nodes are evenly distributed and do not move during the inversion process. This way of parametrizing the velocity field is common in surface wave tomographic studies (e.g. Yoshizawa & Kennett 2004; Fishwick et al. 2005) . However, note that the choice of a B-spline interpolation is purely arbitrary. One could equally well have chosen a triangle-based linear interpolation or any other type of 2-D interpolation.
The subspace method
Here, the unknown which is sought for during the inversion step is a perturbation of the reference field (which causes only a perturbation to the geometry of rays). The problem is then locally linearized around the reference model. The perturbed solution becomes the reference model for the next iteration. The process is stopped when, for example, the data are satisfied, that is when the normalized χ 2 misfit measure (corresponding to the first term in (37) divided by the number of data) equals one (Rawlinson et al. 2006) .
The method is a subspace inversion because at each iteration, it projects the full linearized inverse problem onto a smaller m-dimensional model space to reduce computational effort. Details of the subspace method are given in Kennett et al. (1988) , Rawlinson & Sambridge (2003) and Rawlinson et al. (2006) . The advantage of this approach is that the optimization of (37) can proceed with only the inversion of an m × m matrix at each iteration. The set of vectors that span the m-dimensional subspace are computed based on the gradient vector and Hessian matrix in model space. In our experiments, we set m to 15, which results in having the m vectors strongly linearly dependent. Singular value decomposition is used to orthogonalize subspace vectors, and remove those directions that are redundant. In obtaining the results presented in the next section, we have experimented with the number of subspace vectors and found that the velocity models obtained are not strongly dependent on the choice of subspace dimension. Fig. 7 shows the results obtained after six iterations for a grid of 20 × 20 nodes for different values of ε and η with a semi-norm defined by the second derivative of the model. When we changed the two regularization parameters, we observed the classic trade-off between smooth models with poor spatial resolution 7(d) and instability 7(a) (Menke 1989) . The solution shown in 7(a) has been obtained with relatively small values of ε and η. It has strong amplitudes and shows features not present in the true model. The map in 7(b) is damped and 7(c) is a smoothed solution. The solution model in 7(d) has been produced with relatively large values for both regularization parameters.
Results
Here, the user has to choose the number of nodes in the grid, and we experienced the difficulty of manually finding an optimal value. When the number of nodes is decreased, the instabilities are removed but the spatial resolution is not good enough to map the heterogeneities. Fig. 7 represents the best results we have been able to obtain with the regularization framework. Of course, automated procedures methods also exist for selecting optimal values of the regularization parameters such as L-curve, cross-validation or the discrepancy principle (Aster et al. 2005) . Each has their limitations. In this synthetic problem, we know the true solution and are able to judge the performance of each pair of regularization parameters by comparing the result to the known true model. Of course this is not possible in a real data case but in our synthetic problem we are more interested in obtaining the best possible pair (ε, η) for comparison with the reversible jump tomography. The model in 7(c) seems to be the closest to the true model and hence will be used as the best solution from the subspace inversion for comparison.
Reversible jump tomography
The average model: a naturally smooth solution
Posterior inference was made using an ensemble of 5000 models. We ran the rj-MCMC algorithm for 560 000 steps in total. The first 60 000 steps were discarded as burn-in steps, only after which the sampling algorithm was judged to have converged. Then, every 100th model visited in the last 500 000 steps was taken in the ensemble. The prior on the number of cells p(n) was set uniform with n min = 0 and n max = 500. Four passes were made around the outer loop of the algorithm (Fig. 2) with an update of the ray geometry for each pass. The results presented here are obtained from the ensemble of samples collected during the last iteration only.
The best partitioned velocity model obtained in terms of posterior value is shown in Fig. 8(a) . It would appear to be a rather poor recovery of the true model in Fig. 5 . However, the spatial average of the post burn-in samples collected shown in Fig. 8(b) seems to recover much closer the features of the true velocity field. Each individual partitioned model consists of a different configuration of a finite number of Voronoi cells as in Fig. 8(a) , but the average solution taken pointwise is smooth, except across the true discontinuities, where a rapid change is seen. Since the variability of the individual models in the ensemble represents the posterior distribution then by averaging them spatially we have a form of 'data-driven' smoothing, that is, without the need to impose an explicit smoothing function, choose regularization parameters or interpolation procedure. Average velocity maps such as Fig. 8(b) are in a sense self-regularized solutions.
The average solution is clearly quite different from the models obtained with a fixed grid. The artefacts of the later are not present and the discontinuities have been recovered with better accuracy. Furthermore, the fictitious gradients that are evident in Fig. 7 are removed in Fig. 8(b) giving a more faithful recovery of the true model in Fig. 5 . The normalized χ 2 misfit measure for the average solution model is 0.86, which is of the same order as for the solution in Fig. 7(c) (0.92) .
In this transdimensional approach, the number of cells n needed to construct the model becomes a parameter itself in the inversion and it is possible to make posterior inference on it. Fig. 8(c) shows p(n | d obs ) , that is, a histogram of the number of cells in the output ensemble of velocity models. No models with more than 30 cells have been sampled, which suggests that the choice of an upper limit of 500 on the prior for the number of cells p(n) was rather large. This choice in the prior therefore does not affect the solution.
It must be remembered that the parameter n is not a 'physical' parameter, it does not have any geological interpretation as a wave speed, or a layer thickness. This may seem somewhat awkward to interpret. However, we see that it is an unknown in the problem that can be constrained by data. From a Bayesian point of view, the distribution p(n | d obs ) gives information on the complexity of the problem, that is on the level of support in the data for the number of degrees of freedom in the model. Model dimension parameters such as this are used extensively in the Bayesian computation literature (Sisson 2005) . Fig. 8(c) shows that this inversion only uses an average of about 13 mobile cells whereas the subspace inversion scheme uses 400 fixed cells. Hence the reversible jump approach achieves a finer representation of the velocity field with fewer model parameters that results, as expected, from averaging many overlapping Voronoi cells in different configurations. The solution in the regularization framework is obtained with chosen values for ε and η, and inevitably this represents a compromise across the entire model. In the transdimensional approach, there is no global damping parameter, but instead the algorithm has smoothed the model locally in response to the data.
It appears that the averaging process has removed unwarranted discontinuities in individual models (i.e. the large number of velocity discontinuities at every cell boundary) but constructively reinforced the well-constrained ones about the anomalies and the diagonal step. The dynamic parametrization looks to have adapted to the structural features of the underlying model. 
The variance map: an estimate of model uncertainty
A well-known problem with regularized inversion algorithms that construct a single optimal model is that it is impossible to assess the distance between the estimated and true model. Regularization or damping helps to stabilize the inversion of linear systems equations and suppresses propagation of data noise into the solution, but this is at the cost of biasing the solution in a statistical sense (Aster et al. 2005) . In practice if noise is added to data, the random variability estimated in the model can be much less than the true errors (For a recent example see Bodin et al. 2009) . Technically the distance between the estimated and true model can only be constrained if additional information is available on the regularity of the true solution. Although recently alternate ways around this problem have been suggested (Rawlinson et al. 2008) .
In contrast to regularization methods, the reversible jump algorithm enables one to perform an ensemble inference, that is to capture the variability in the range of possible solutions. The standard deviation of the family of models provides a smooth map that can be interpreted as an error map for the velocity model. Fig. 9 shows the results. The model uncertainty map obtained in this way (Fig. 9a) appears to be similar to the actual error in Fig. 9 (c), but with higher amplitude. Indeed, as can be seen in 9(b), the one standard deviation estimated error (green dashed lines) includes the true model (black solid line) for the entire length of the upper profile and for more than 90 per cent of the lower profile. In these experiments, the MC sampler seems to provide a reliable estimation of the model uncertainty both in terms of amplitudes and lateral variations. We are unaware of any alternative approaches that can reproduce this kind of error estimation.
The true error map in 9(c) can be also compared to the true error map for the subspace solution in 9(d). Values are clearly smaller in 9(c), and hence the average solution obtained with the RJ-MCMC approach is closer to the true model than the subspace solution in 7(c). This can be quantified with the 'norm' for 9(c) being almost half of the 'norm' for 9(d).
It has been shown that the reversible jump tomography is particularly suited for recovering earth models with sharp features. It might be argued that this comparison suits the MCMC approach as it is often difficult for a uniform grid scheme to recover sharp gradients. To further examine these issues, we present a second synthetic example without discontinuities and a more complex spatial pattern of anomalies.
Example with a Gaussian random model
Synthetic model
In this example, the model is constructed from a uniform grid (14 × 14 nodes). The velocity value assigned to each node is drawn from a Gaussian distribution. The true synthetic model in Fig. 10 is obtained with a cubic B-spline interpolation between the nodes. Hence, the basis functions used to construct the model are the same as the basis functions used by the subspace inversion. The sources and receivers locations (Fig. 11) are the same as previous example. Some random Gaussian noise has been added to the observed traveltimes with a standard deviation of 5 s (i.e. about 1 per cent of the average observed traveltime).
Comparing regularized and reversible jump solutions
In the previous example, results with the subspace inversion were shown for the optimal grid size and different solutions corresponded to different values of regularization parameters. Here we show solutions obtained for different grid sizes (Fig. 12) and for each case, the regularization parameters are chosen with an 'L-curve' technique (Aster et al. 2005 ). For each grid size, the complete inversion process was run a number of times with different values of ε and η. This was done systematically by first setting the damping parameter to ε = 1 and varying η. The upper panel of Fig. 12(d) shows a plot of the resultant trade-off between the fit to data and roughness of the solution model for a 35 × 35 nodes grid. The lower panel shows the curvature for this curve that is maximized at the corner of the 'L-curve'. The corner obtained at η = 5 offers a compromise between minimizing the data misfit and producing the smoothest model. In the next step, the smoothing parameter was set to η = 5 and ε was varied providing a new 'L-curve'. As in Rawlinson et al. (2006) , the process was iterated one more time (with ε fixed and varying η) yielding an 'optimum' value for η and ε. This scheme was used to produce an optimal regularized solution for different gird sizes and results are shown in Fig. 12 .
Results clearly shows that solutions are acutely dependent on the grid size. Some features are missed if the grid is too coarse as in 12(a) whereas gradients not present in the true model may appear with a too fine grid as in 12(c). Note that the solution in 12(b) has been produced with the 'perfect' grid size, as it is the same node spacing used to construct the true model in 10.
In general, the average solution obtained with the reversible jump tomography in Fig. 13 (a) seems to recover the velocity anomalies with a better amplitude than any of the solutions obtained with the regularized method in Fig. 12 . Interestingly, the recovered velocity map seems to be an improvement over the case where the regularized scheme uses the actual parametrization of the true model (Fig. 12b) . We speculate that this may be due to the beneficial effect of sampling and averaging many solutions in the ensemble. As in the discontinuity example the Bayesian scheme looks to have detected and adapted to the local scale of the velocity anomalies without any imposed information about the cell sizes. Fig. 13(b) shows the posterior histogram for the number of cells recovered by the variable dimension sampler. Here the amount of detail required is much larger than the previous example. There appears to be support in the data for up to 120 cells with the mode near 70 cells. This would be consistent with the increased complexity of the true model.
A M B I E N T N O I S E DATA E X A M P L E
The use of ambient seismic noise to recover the traveltimes of surface waves between pairs of stations is rapidly becoming popular (Shapiro & Campillo 2004 ). There are various causes of seismic noise. The most energetic component is the oceanic microseism that is a result of the interaction of atmosphere, ocean and coast. Perturbations in the atmosphere due to strong storms impact on the ocean to set up standing wave patterns that create continuous pressure on the sea bottom, with variable intensity. The disturbance of the sea bottom results in the emergence of the elastic waves as for an earthquake (Saygin 2007) . Using noise for exploration is not new. Aki (1957) and Toksöz (1964) proposed using noise records on an array to evaluate the phase velocity of the predominant surface waves. For a complete review, see Larose et al. (2006) . Recent developments in acoustics (e.g. Derode et al. 2003) and seismology (Campillo & Paul 2003) showed that it is possible to perform the cross-correlation between signals recorded at two stations and extract Green's function (the signal that would be recorded at one station if an impulsive force was applied at another station). A simple demonstration of this property is based on a modal representation of a diffuse wavefield inside an elastic body (the Earth in our case) (Lobkis & Weaver 2001) . Shapiro & Campillo (2004) showed that coherent Rayleigh waves can be extracted from the ambient seismic noise and that their dispersion characteristics can be measured in a broad range of periods.
This new idea created an opportunity to use an important part of the recorded wavefield of the dense networks on the Earth that is normally neglected. New measurements can be obtained for paths that could not be sampled with the ballistic waves and therefore, can significantly improve the resolution of seismic images. Saygin (2007) compiled all the seismic broad-band data from temporary and permanent stations across the Australian continent from 1992 to 2006. The data were used to calculate Green's functions between each possible station pairs that resulted in a coverage of the continent as in earthquake tomography studies with over 1000 individual ray paths. All of the available data were used for the calculation scheme from a lower duration limit of 15 d up to several years. Due to the interstation distance and spectrum characteristics of the noise field, the extracted signal was mainly Green's function of Rayleigh-type surface wave for vertical components. For each frequency, the Rayleigh wave arrival time could be picked on the envelop of the bandpass filtered seismogram. The extracted traveltimes were used to build a tomographic image of the group velocity for the Australian crust with frequency dependency.
We propose here to use the same set of measured traveltimes for a period of 5 s (0.2 Hz) and test the reversible jump tomography. Apart from dealing with observational data, this example differs from the synthetic problem in the sense that all the receivers are considered as virtual sources. The 208 stations used in the experiment are represented by blue triangles in Fig. 14 . The station plays both the role of source and receiver. Despite the very large number of couples of stations (21 632), the actual number of measured traveltime is only 1158, due to only a relatively small proportion of the total number of receivers being deployed at once. The 1158 ray paths are shown in Fig. 14 . They have been computed on a homogeneous velocity model so they follow great circles joining couples of stations that were deployed at the same time. 
Results
Figs 15(a) and (b) show the results obtained after three iterations with the new scheme. Posterior inference was made using an ensemble of 6600 models. The rj-MCMC algorithm was run for 1.2 × 10 6 steps in total. The first 200 000 steps were discarded as burn-in. Then, every 150th model visited was taken in the ensemble. There are no data in the ocean areas and according to Bayesian principles, we recover the mean and the variance of the prior probability density function. Fig. 16 shows the results of the posterior on the number of cells, p(n | d obs ). Here there are more rays and hence more information than in the synthetic example. As a consequence, the algorithm has automatically chosen to parametrize the model with many more Voronoi cells in order to fit the data.
From the modelling of the Rayleigh wave derivatives at a period of 5 s, the traveltime used here are mostly sensitive to the structure in the first 3 km of he crust (Saygin 2007 ). The average model in Fig. 15 (a) reveals some features that can be correlated with the surface geology of the Australian continent in Fig. 17 . The zones of elevated wave speed in western Australia correspond with the Pilbara and Yilgarn cratons that are fragments of ancient Archean lithosphere (Betts et al. 2002; Fishwick et al. 2005) . The main Proterozoic units of the continent (i.e. Kimberley craton, Mt Isa block and George town Inler) are also visible. They represent a basement layer at the surface with no overlying soft sediment and give fast group velocities of around 3.2 km s −1 (Betts et al. 2002; Clitheroe et al. 2000a) . Along the east coast and in Victoria, the phanerozoic orogens also show a signature on the tomographic image and give elevated wave speeds. In Central Australia, the north to south pattern of slow-fast-slow anomalies correlates closely with the presence of the Officer Basin, Musgrave Block (preserved Proterozoic orogen) and Amadeus Basin. However, it should be noted that this sector of the model is not very well constrained by the data set as can be seen in the error map [15(b) ]. The short period tomographic image shows multiple low-velocity zones with velocities lower than 2.4 km s −1 , which have a clear correspondence to regions of thick sedimentary cover. There is a general agreement on these reduced wave speed regions and for the sediment thickness map given by Clitheroe et al. (2000b) . Although our analysis of the geological implications of Fig. 15(a) is rather limited, the aim here is to argue that the average solution model produced by the transdimensional approach is able to recover the main geological features of the Australian continent. Saygin (2007) inverted the same data set with the subspace method described above and obtained results consistent with ours. The results shown here are also supported by Rawlinson et al. (2008) where the same data were inverted with a dynamic objective function technique. The appeal of the variable dimension scheme used here is that there is no need to choose any explicit parametrization or any regularization procedure. The standard deviation map in Fig. 15(b) , appears to indicate that the average solution model is optimally constrained in southeast Australia and the western half of Western Australia. This result is verified by the synthetic checkerboard resolution test given in Rawlinson et al. (2008) where the same source and receiver geometry was used.
D I S C U S S I O N A N D C O N C L U S I O N S
We have described a new algorithm for seismic imaging that uses the reversible jump technique (Green 1995 (Green , 2003 to adjust the underlying parametrization of the model while recovering a velocity field in 2-D. The model space is efficiently explored by sampling models of varying dimension. The output of the scheme is an ensemble of models from which properties such as a spatial average and variance can be extracted. Some notable features emerge from the results.
First, the Bayesian inference approach provides a stable solution with no need for explicit regularization, that is, there is no user-supplied damping term nor tuning of trade-off parameters. Although the overall framework is one of iterative linearized inversion, the process involves no matrix inversion, and hence no numerical procedures to stabilize matrix inverses.
Second, the procedure involves a dynamic parametrization for the model that is able to consider the spatial variability of the information provided by data. The output is an ensemble of Voronoi partitioned velocity models that are distributed according to a posterior probability distribution. When the spatial expectations (mean and variance) of the ensemble are computed, models with different cell geometry overlap providing a continuous velocity map that can be taken as a reference solution. The spatially averaged velocity map has an effective parametrization much finer than any single model, and hence, seems to better capture the variability in the range of possible solutions than a single (e.g. best) model. The averaging process naturally smooths out unwarranted structure in the Earth model, but maintains local discontinuities in wave speeds if well constrained by the data. Furthermore, the model parametrization typically involves fewer parameters and achieves a better representation of the velocity field than a fixed grid. Another feature is the ability to construct a continuous error map. Experiments suggest that it gives a reasonable estimation of the velocity uncertainty.
Application to ambient noise data from Australia shows that we are able to recover the map for Rayleigh wave group velocities without the need to impose an explicit regularization or fixed grid parametrization. Moreover, the optimization of the MCMC sampler has proved to be efficient in terms of computational costs and these preliminary results are encouraging for applications to larger data sets, different problems and extension to 3-D.
A drawback is that the design of ways to perform probabilistic transitions between models (within and between dimensions) in the Markov chain has to be implemented with the some care in order to avoid inefficiency of the algorithm. This is a common complaint with MCMC algorithms. (see Han & Carlin 2001 , for an argument to suggest that transdimensional sampling may have a detrimental effect on efficiency). Traditionally, the user has to choose a priori the proposal probability density that will remain fixed during the sampling process. The task of manually tuning transition variables via repeated pilot runs of the chain can become laborious and quickly prohibitive. For the fixed dimension moves, we have implemented the delayed rejection scheme proposed by Tierney & Mira (1999) , which helps to locally scale the proposal distributions and make the overall efficiency much less dependent on the choice of proposal distributions. An issue for future study would be to extend this scheme to transdimensional moves as shown in Green & Mira (2001) or to use recent development of assisted or automated proposal generation for transdimensional sampling scheme (e.g. Tierney & Mira 1999; Haario et al. 2001; Al-Awadhi et al. 2004; Haario et al. 2006) .
It can also be difficult to rigorously assess convergence of the transdimensional Markov chain and hence to decide when to start collecting the sample of models and how many to collect. In our study this was not a major factor but within the Bayesian statistics literature it is an active area of research. Our results show that the reversible jump tomography represents a new and potentially powerful alternative to optimization based approaches with fixed grids and globally constrained regularization schemes.
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A P P E N D I X A : D E L AY E D R E J E C T I O N
In a Metropolis-Hastings algorithm, rejection of proposed moves is an intrinsic part of ensuring that the chain converges to the intended target distribution. However, persistent rejection, perhaps in particular parts of the model space, may indicate that locally the proposal distribution is badly calibrated to the target posterior (Green & Mira 2001) . Tierney & Mira (1999) and Mira (2001) showed that the basic algorithm can be modified so that, on rejection, a second attempt to move is made. A different proposal can be generated from a new distribution that is allowed to depend on the previously rejected proposal.
For example, let us consider the 1-D target distribution π (x) shown in Fig. A1 . The shape of this distribution is such that the 'optimal' spread of the proposal (e.g. the variance of a Gaussian proposal distribution) depends on the current position of the chain. When x takes low values, the spread should be quite small, otherwise proposals are likely to be rejected. On the other hand, using the same small spread when x is large will give high acceptance rate, but the chain is going to explore this portion very slowly. Every time we find ourselves in such situations, and this happens quite often for multidimensional target distributions, the delayed rejection algorithm can be of great help (Green & Mira 2001) .
When at x, we propose a new state y 1 with density q 1 (y 1 |x). As in Hastings (1970) , this is accepted with probability α 1 (y 1 | x) = min 1, π (y 1 ) π (x) Figure A1 . An example of a 1-D probability density function with variable 'length scale'. Tierney & Mira (1999) propose that, if the move to y 1 is rejected, a second proposal y 2 , say, is made, with density q 2 (y 2 |x, y 1 ) . The acceptance probability of the new candidate has to be determined in order to preserve the stationary distribution. Tierney & Mira (1999) 
that preserves detailed balance at the second stage, as shown in Mira (2001) . If the candidate at the second stage is also rejected we could either stay in the current state x or move on to a third stage, and so on. Since detailed balance is imposed on each stage separately, it is valid to make any fixed or random number of attempts. If q i denotes the proposal at the ith stage, the acceptance probability at that stage is, following Mira ( 
The implementation of a general delayed rejection algorithm using (A3) appears to be non-trivial due to its recursive nature.
In the reversible-jump tomography, we have used delayed rejection for the fixed dimension moves (i.e. for a velocity value update or for a nucleus move). We start with a first-stage Gaussian proposal q 1 (m |m) with large variance. The proposed model is accepted with probability 
The advantage of this strategy is apparent in our problem. Due to the irregular distribution of the information, the optimal variances of the proposals are not constant throughout the velocity field. Proposed moves that imply Voronoi cells in well-constrained regions need to be smaller compare to moves that take pace in low ray density areas where model uncertainty is higher.
A P P E N D I X B : T H E JA C O B I A N
By definition, the Jacobian only needs to be calculated when there is a jump between two models of different dimensions, that is when a birth or death is proposed. If the current and proposed model have the same dimension, the Jacobian term is 1, and can be ignored. 
The random variable u c used to propose a new nucleus c n+1 is drawn from a discrete distribution defined on the integers [0, 1, . . . , N − n]. The random number u v is drawn from a Gaussian distribution centred at 0 and the velocity assigned to the new cell is given by
where v i is the current velocity value where the birth takes place.
Note that the model space is divided into a discrete space (nuclei position) and a continuous space (velocities). u c is a discrete variable used for the transformation between discrete spaces and u v is a continuous variable used for the transformation between continuous spaces. Denison et al. (2002a) showed that the Jacobian term is always unity for discrete transformations. Therefore, the Jacobian term only accounts for the change in variables from (v, u v 
Hence, we have
So it turns out that for this style of birth proposal the Jacobian is also unity. Since the Jacobian for a death move is |J| death = |J −1 | birth , this is also equal to one. Conveniently, then the Jacobian is unity for each case and can be ignored.
