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Introduction
Short-term effects of air pollution on health are widely doc-
umented and several meta-analyses have been conducted.1-7
Recently a major concern was raised about the numerical ac-
curacy of the estimated pollutant effect obtained fitting Gen-
eralized Additive Models (GAM) where seasonal confound-
ing is adjusted by using a non parametric function of time.8,9
Ramsay et al.10 and Dominici et al.11 identified important
critical points in the analyses of epidemiological time series
using commercial statistical software which fits GAM by back-
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STRUMENTI E METODI
Riassunto 
Recentemente sono state avanzate critiche sull’uso del softwa-
re statistico standard (Splus, SAS, Stata) per adattare Modelli
Additivi Generalizzati (GAM) alle serie temporali di dati epi-
demiologici. Le critiche si riferiscono a problemi di conver-
genza dell’algoritmo implementato e all’uso inappropriato di
un’approssimazione lineare per il calcolo degli errori standard
delle stime dei termini parametrici, tra i quali l’effetto dell’in-
quinamento atmosferico. Qui noi utilizziamo due metodi al-
ternativi, che non sono influenzati dagli stessi problemi, per lo
studio dell’associazione tra PM10 e mortalità/ricoveri ospeda-
lieri nella Metanalisi italiana degli effetti a breve termine degli
inquinanti atmosferici (MISA). Il primo approccio proposto
è basato sulla stima di GAM con penalized regression spline at-
traverso il metodo diretto implementato nella libreria mgcv del
software R (GAM-R). Il secondo approccio è completamente
parametrico, basato sulla specificazione e stima di modelli li-
neari generalizzati con spline di regressione (GLM+NS). Vie-
ne fornita un’analisi di sensibilità mediante la variazione del
numero di gradi di libertà per la spline utilizzata per modella-
re la stagionalità e della modalità di aggiustamento per l’effet-
to confondente della temperatura. I risultati sono discussi alla
luce della teoria asintotica sviluppata nell’ambito dei modelli
additivi e di uno studio di simulazione inteso a spiegare le di-
screpanze tra le stime GLM+NS e GAM-R. Viene concluso
che in generale l’approccio completamente parametrico ha mi-
gliori proprietà statistiche del GAM-R, il quale potrebbe por-
tare a stime distorte degli effetti dell’inquinamento atmosferi-
co, a meno che non venga stabilito un certo grado di under-
smoothing per la spline stagionale. 
(Epidemiol Prev 2006; 30(4-5):xxx-xxx)
Parole chiave: modelli additivi generalizzati, spline di regressione, spline di regres-
sione penalizzate, serie storiche epidemiologiche
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fitting algorithm, such as Splus, SAS, and Stata. In brief:
1. the estimated standard errors of parametric terms ob-
tained fitting GAM in these software packages are biased if
a nonparametric term is included in the model;
2. the default convergence criteria of backfitting algorithm
defined in the gam functions are too lax to assure convergence,
and can lead to biased estimates of the pollutant effect. 
For the point 1, Splus (but also other statistical packages, for
example SAS and STATA) provides an approximation of the
variance-covariance matrix, which takes into account only
the linear component of the variable that was fit with a smooth
function.12 Then, a bias is expected whenever strong non-
linearity and non-horthogonality between parametric and
non-parametric terms are present, such as between the
smoother for time and the pollutant concentration in epi-
demiological time series analysis.10
The second point is for certain aspects trivial: whenever the
magnitude of the effect to be estimated is of the same order
of the convergence criteria some degree of numerical insta-
bility is expected, which decreases as the effect size increas-
es. More interestingly, if the data exhibit a relevant degree of
concurvity («collinearity» among parametric and non-para-
metric components of the model), convergence of backfit-
ting algorithm can be very slow.12,13 This exacerbates the
consequences of using default convergence criteria, in terms
of potential failure to converge, and resultant biased param-
eter estimates. Dominici et al.11 found that, when a spline
for time and a spline for weather are included in the model,
the greater the degree of concurvity, the greater is the over-
estimation of the pollutant effect. 
Reanalyses of several published papers were done using ap-
proaches alternative to Splus implementation of GAM.14 The
present paper analyses the data of the Italian Meta-analysis of
Short-term Effects of Air Pollution (MISA),15-17 using alter-
native approaches for modelling seasonality which are not af-
fected by the same drawbacks of GAM via backfitting algo-
rithm: GLM with natural cubic spline(s) and GAM with pe-
nalized regression splines fitted by the gam function imple-
mented for R software by Wood.18-20 Both these approaches
estimate the variance covariance matrix correctly and are less
sensitive to the definition of convergence criteria. 
Sensitivity of results to changes in number of degrees of free-
dom was checked and a simulation study was performed in
order to make clear the nature of possible discrepancies in
city-specific results under the two approaches. The inter-
pretation of our findings at the light of published theoreti-
cal results21 was discussed.
Finally in order to provide an all-in valuation of the model-
ling strategy adopted, different approaches in adjusting for
confounding effect of temperature were adopted.22
Methods for data analysis
Spline-based approaches in brief
The characteristics of epidemiological time series data require
statistical methods able to control for temporal trends over
multiple years. Since mortality and other health indicators
tend to rise and fall each year with the season, this trend is an
inherently nonlinear confounding effect of temporal trend.
One approach to dealing with temporal trend is to divide the
time span of the study into shorter periods and fit separate
polynomials within each range. This allows different shape
curves to fit different ranges. Natural cubic splines are a form
of this parametric approach. While flexible, they can still be
sensitive to the position of break points between the time pe-
riods (knots). To avoid this most of the air pollution studies
used more flexible semi-parametric approaches, specifying
models with smoothing splines or locally weighted regressions
in moving ranges of the data (loess). These models, belonging
to the class of GAM, are those implemented in Splus (and SAS
and Stata) by backfitting algorithm.12
A third approach consists in defining penalized regression
splines. Penalized regression splines are a middle way between
parametric splines and smoothing splines. They use separate
polynomials in each range (as parametric splines do), but
they reduce the sensitivity to knots location by using many
of them and avoid excessively wiggly curves by constraining
the coefficients not to change too much between one break
point and another.20 The use of penalized regression splines
eliminates the need to implement backfitting algorithm,
while still providing the flexibility of smoothing splines. This
semi-parametric approach is implemented in the gam func-
tion of R.19
Principal characteristics of the MISA study
The MISA study,15-17 a planned meta-analysis of epidemi-
ological time series of eight Italian cities (1990-1999), in-
vestigated mortality for all natural, cardiovascular and respi-
ratory causes and hospital admissions for cardiovascular and
respiratory diseases. Health data were collected from Local
Health Authorities and regional files. Daily pollutant con-
centrations were obtained from Regional Environmental Pro-
tection Agencies or local sources. The same procedure for
Abbreviations used in the text
MISA: Meta-analysis of Italian studies on Short-term ef-
fects of Air pollution
GAM: Generalized Additive Models
GAM-R: Generalized Additive Models fitted using the di-
rect method
GLM+NS: Generalized Linear Models with natural cubic
spline(s)
GAM-S: Generalized Additive Models fitted using the back-
fitting algorithm
ICD 9: International Classification of Diseases, Ninth Re-
vision
IRLS: Iterative Re-weighted Least Squares
GCV: Generalized Cross Validation





Figure 1. Italian Meta-analysis of Short-term Effects of Air Pollution. MISA 1995-1999. (a) City specific and Meta-analytic (in square bold) Effect Estimates
(log Relative Risk) for PM10 (increase of 10 µg/m3) by fitting GAM-default settings (Y-axis) vs GLM-NS (X-axis). (b) City specific and Meta-analytic (in squa-
re bold) Standard Error Estimates for PM10 effects by fitting GAM-default settings (Y-axis) and GLM-NS (X-axis). (c) City specific and Meta-analytic (in
square bold) Effect Estimates (log Relative Risk) for PM10 (increase of 10 µg/m3) by fitting GAM-direct method in R Language (Y-axis) vs GLM-NS (X-axis).
(d) City specific and Meta-analytic (in square bold) Standard Error Estimates for PM10 effects by fitting GAM-direct method in R Language (Y-axis) and
GLM-NS (X-axis). (e) City specific and Meta-analytic (in square bold) Effect Estimates (log Relative Risk) for PM10 (increase of 10 µg/m3) by fitting GAM-
direct method in R Language (Y-axis) vs GAM-stringent convergence criteria (X-axis). (f) City specific and Meta-analytic (in square bold) Standard Error Esti-
mates for PM10 effects by fitting GAM-direct method in R Language (Y-axis) and GAM-stringent convergence criteria (X-axis).
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collecting data was used in all participating cities (Turin, Mi-
lan, Verona, Ravenna, Bologna, Florence, Rome, Palermo). 
MISA used a common model for the city specific analyses.
The analysis was age-adjusted (0-64; <65-74; 75+). We con-
trolled for time-related confounding including in the mod-
el spline terms, whose number of degrees of freedom was  a
priori specified (5 per year for mortality only for the third
age class, since indicator variables for season were used for
the first two; 6-5-6 per year for hospital admissions for car-
diac diseases for the three age classes, respectively; 7-5-6 per
year for hospital admissions for respiratory diseases). Two
linear terms constrained to joint in 21°C for temperature
and linear and quadratic terms for relative humidity were de-
fined.23 We controlled also for day of the week, holidays and
influenza epidemics by appropriate dummy variables.
Comparing methods
In this paper the following spline-based modelling approaches
were proposed as alternative to GAM via backfitting algo-
rithm for the city-specific analyses of MISA:
Generalized Linear Models (GLM) with natural cubic
spline(s) with fixed pre-specified knots,24 fitted by the stan-
dard iteratively reweighted least squares (IRLS) algorithm
(GLM+NS);
GAM with penalized regression spline(s), fitted by direct
method implemented in the mgcv R library19 (GAM-R). 
GLM+NS is a fully parametric alternative to GAM. Once
the number and position of knots has been defined and an
appropriated design matrix has been build, the maximum
likelihood estimates of the coefficients of GLM+NS can be
obtained using standard algorithms for the estimation of
Generalized Linear Models.25 In this analysis, knots were
placed evenly throughout of covariate values.
The function gam of R allows inclusion in the model of pe-
nalized regression splines whose smoothing parameters are
fixed to obtain the desired number of degrees of freedom.
This function maximizes the penalized likelihood by a di-
rect method which avoids the iterative process nested in the
backfitting algorithm.13 The GAM implementation in R cor-
rectly calculates the variance-covariance matrix.
To complement methods comparison, we fit also GAM with
smoothing cubic spline(s) by the gam function of Splus with
default (of the order e<10-3) and stringent (e<10-14) con-
vergence criteria (GAM-S), despite this approach is affected
by the previously described drawbacks.
In all the models the same number of degrees of freedom was
used, according to the MISA protocol (see the previous para-
graph). The issue of undersmoothing when fitting GAM
models is addressed in the simulation study below.
The combined meta-analytic estimates were calculated us-
ing fixed and random effects models.26
Sensitivity study
A sensitivity analysis was performed varying the number of
degrees of freedom for the natural and penalized regression
splines. Finally a sensitivity analysis evaluated the impact of
non parametric modelling of temperature on pollutant ef-
fect estimates.
Simulation study
Statistical theory indicates that, provided the knots number
and position are correctly specified, the estimates of the ex-
posure effect obtained from a model with a natural cubic
spline for the temporal trend are affected by negligible bias.
In contrast, semi-parametric modelling can lead to biased re-
sults, unless concurvity is small or a certain degree of un-
dersmoothing for a given dataset is specified (that is, more
degrees of freedom are used to fit the term than for the nat-
ural spline model). This result goes back to a theorem by
Rice21 in the context of Additive Models, which states the
asymptotic behaviour of the parametric coefficients estima-
tors when a non parametric function is in the model. The
advantage of the GAM model, then, is that the correct po-
sition of the knots is not known, and in this case its greater
flexibility may be useful. In order to shed light on this point,
a simple simulation analysis was performed, considering the
STRUMENTI E METODI
Method Mortality Hospital Admissions
All Natural Causes Cardiovascular Respiratory Cardiac Respiratory
fixed random fixed random fixed random fixed random fixed random
GAM-S 1.12 1.24 1.23 1.43 2.24 1.96 1.23 1.30 2.13 2.35
default (0.82;1.42) (0.63;1.86) (0.76;1.69) (0.62;2.25) (1.09;3.41) (-0.69;4.68) (0.93;1.53) (0.83;1.78) (1.76;2.50) (1.52;3.18)
GAM-S 0.92 1.06 1.03 1.24 1.96 1.69 0.99 1.02 1.26 1.42
stringent (0.62;1.22) (0.46;1.66) (0.57;1.50) (0.43;2.06) (0.81;3.13) (-0.97;4.42) (0.69;1.29) (0.64;1.39) (0.89;1.63) (0.66;2.20)
GAM-R 0.90 1.04 1.05 1.26 1.92 1.70 0.95 0.95 1.34 1.34
(0.55;1.25) (0.41;1.67) (0.52;1.58) (0.41;2.12) (0.64;3.21) (-0.96;4.43) (0.50;1.40) (0.50;1.40) (0.84;1.86) (0.64;2.03)
GLM+NS 0.85 0.98 0.97 1.21 1.74 1.41 0.77 0.82 0.73 0.91
(0.52;1.18) (0.35;1.61) (0.45;1.50) (0.32;2.10) (0.44;3.05) (-1.41;4.32) (0.40;1.15) (0.32;1.32) (0.27;1.20) (-0.04;1.86)
Table 1. Italian Meta-analysis of Short-term Effects of Air Pollution. MISA 1995-1999.
Combined meta-analytic estimates of percentage increase in outcome (95% CI) associated to a PM10 increase of 10 µg/m3 by fixed and random effects models.
City specific estimates obtained by GAM via backfitting with default convergence criteria of Splus 2000, GAM via backfitting with stringent convergence crite-
ria, GAM via direct method in R Software, GLM with natural cubic spline.




Figure 2. Italian Meta-analysis of Short-term Effects of Air Pollution. MISA 1995-1999. (a) Fixed effect overall estimates for the effect of PM10 on total
mortality under GLM+NS and GAM-R, varying the number of degrees of freedom for the seasonality spline. (b) Random effect overall estimates for the ef-
fect of PM10 on total mortality under GLM+NS and GAM-R, varying the number of degrees of freedom for the seasonality spline. (c) Variation coefficients
of fixed effect overall estimates for PM10 on total mortality under GLM+NS and GAM-R, varying the number of degrees of freedom for the seasonality spli-
ne. (d) Variation coefficients of random effect overall estimates for PM10 on total mortality under GLM+NS and GAM-R, varying the number of degrees
of freedom for the seasonality spline. 
situation in which only a spline for time trend and a linear
term for air pollutant effect were included in the model.
We generated pseudo data using the daily number of hospital
admissions for respiratory diseases and the mean daily con-
centration of NO2 from Barcelona (1995-1999).
27
We obtained a pseudo curve for seasonality, f0(t), fitting a Pois-
son Additive Model on the daily number of events with a pe-
nalized regression spline for time trend with pre-defined num-
ber of degrees of freedom (d0). Then, we generated a pseudo
air pollution time series, Xt , fitting a penalized regression spline
for time trend with df0 degrees of freedom on the daily air pol-
lution data and adding to the fitted curve normal error terms.
Specifying the value of the error variance, we controlled the
amount of concurvity in data. Finally, we simulated outcome
time series sampling from the following Poisson distribution:
Yt ~ Poisson (µ0t ) log µ0t = a0 + f0(t) + b0Xt
where a0 and b0 are the «true» coefficients of the model. 
Different simulation analyses were performed varying the num-
ber of degrees of freedom df0 used to obtain the pseudo sea-
sonality curve: df0= 3,4,5,7,9 per year. The results reported in
Table 2 were obtained fixing the concurvity amount to 0.45
and the true effect size b0 to 0.0006. This parameters choice
correspond to a realistic situation which is close to those usu-
ally observed in epidemiological time series analysis.
For each choice of df0, we sampled 3000 outcome time se-
ries and we analysed them fitting three different models:
1) a GAM with a penalized regression spline for time trend
with df0 degrees of freedom;
2) a GLM with a natural cubic regression spline for time
trend with df0 degrees of freedom;
3) a GAM with a penalized regression spline for time trend
whose degrees of freedom were selected by Generalized Cross
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Validation.12 This choice was motivated by the fact that GCV
is known to undersmooth.28 According to the asymptotic
theorem by Rice, less biased effect estimates have to be ex-
pected using this model selection method. 
Moreover, in order to better address the problem related to
the need of undersmoothing under the GAM-R approach,
we performed also a simulation analysis fitting models with
more than df0 degrees of freedom for the seasonal penalized
regression spline. In particular, after having fixed df0=3 and
5 per year, we explored performances of GAM-R assuming
different percentage of undersmoothing: 20, 40, 60, 80, 100
and 140 percent. 
It should be noticed that, in order to evaluate the bias under
GAM-R in a conservative way, we generated simulated data
using pseudo curves fitted by penalized regression splines. In
principle, this choice could bias the results of the simulation
analysis in favour of the semi-parametric approach. 
Results from MISA data
We present below the results for the effects of PM10 in the
calendar period 1995-1999. For mortality (available data from
6 cities) the exposure variable was defined as the mean of PM10
concentrations in the current and previous days (lag 0-1), while
for hospital admissions (7 cities) lag 0-3 was used.15-17
As expected, we found relevant disagreements between the
city-specific results obtained from standard GAM-S, with
a b
Figure 3. Italian Meta-analysis of Short-term Effects of Air Pollution. MISA 1995-1999. (a) City specific and random effects meta-analytic (in square bold)
effect estimates (log Relative Risk) for PM10 (increase of 10 µg/m3) by fitting GAM-R with non-parametric modelling of temperature (Y-axis) vs GAM-R
with parametric modelling of temperature (X-axis). (b) City specific and random effects meta-analytic (in square bold) Standard Error Estimates for PM10
effects by fitting GAM-R with non-parametric modelling of temperature (Y-axis) vs GAM-R with parametric modelling of temperature (X-axis)
GLM+NS GAM-R GAM-R + GCV
df0 % Bias Real % Bias Real % Bias Real
per year Coverage Coverage Coverage
3 2.7 95.1 155.6 5.9 16.6 93.5
4 1.6 94.7 70.5 60.0 12.2 94.2
5 0.9 95.6 15.5 93.4 4.1 95.5
7 3.3 94.8 6.3 95.0 3.0 94.8
9 4.1 94.9 5.0 94.8 3.1 94.8
Table 2. Results of simulation analy-
sis varying the number of degrees of
freedom in generating pseudo seaso-
nality curve (df0=3,4,5,7,9 per year,
b0=0.0006, concurvity=0.45).
Percentage df0 = 3 per year df0 = 5 per year
of undersmoothing % Bias Real Coverage % Bias Real Coverage
0 % 155.6 5.9 15.5 93.4
20 % 76.4 49.0 8.6 94.5
40 % 44.2 78.9 4.4 95.3
60 % 26.4 89.6 2.5 95.3
80 % 16.8 93.0 1.5 95.3
100 % 11.5 94.2 1.0 95.2
140 % 5.9 94.6 0.4 95.3
Table 3. Results of simulation analy-
sis using fixed percentages of under-
smoothing under GAM-R approach
(df0 = 3,5 per year, b0 = 0.0006, con-
curvity = 0.45).
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default or more stringent criteria, and the two alternative ap-
proaches, GLM+NS and GAM-R.
In Figures 1 (a)-(b) we compare coefficients estimates and
estimated standard errors from GAM-S with default con-
vergence criteria and GLM+NS. Each point corresponds to
a city-specific estimate; points marked as bold squares rep-
resent combined random effects meta-analytic estimates (3
mortality outcomes, 2 hospital admission outcomes). The
GLM+NS coefficients estimates were generally lower and
the estimated standard errors were greater, proportionally to
their magnitude, than those wrong obtained from GAM-S
with default convergence criteria.
Using more stringent convergence criteria, GAM-S provid-
ed point estimates very close to those obtained from GAM-
R (Figure 1 (e)). This is an expected results, when a large
number of knots (here 150) is defined for the penalized re-
gression splines.19-21 However even if appropriate conver-
gence criteria were defined, performance of GAM-S in terms
of estimated precisions did not improve (Figure 1 (f )).
Figures 1 (c)-(d) compare GAM-R with GLM+NS. The re-
sults appeared similar, even if point estimates from GLM+NS
were usually lower than those obtained from GAM-R. 
Focussing on the meta-analyses results (Table 1), we found
that qualitatively the main conclusions did not change us-
ing the different approaches: for most of the outcomes, ef-
fects were statistically significant. However GAM-S with
bland convergence criteria resulted in overestimated effects
and mistakenly small confidence intervals. The random ef-
fects meta-analyses had smaller differences in the confidence
intervals between GAM-S with strict convergence criteria
and GLM+NS. This is expected, since the smaller within
city confidence intervals produced by GAM-S result in larg-
er between city estimates of variance in the random effect
meta-analysis. As expected on the basis of city-specific re-
sults, the overall estimates under GAM-R were slightly high-
er than under GLM+NS. For example, using GLM+NS, the
overall estimated percent increase of total mortality for nat-
ural causes for 10 µg/m3 increases of PM10 was 0.98 (95
percent confidence interval: 0.35,1.61, random effect mod-
el) in the calendar period 1995-1999, for a lag time of 0-1
day. Using GAM-R, the overall estimated percent increase
was 1.04  (0.41,1.67). These compare with the wrong esti-
mate of 1.24 (0.63,1.86) from GAM-S with default con-
vergence criteria.
A sensitivity analysis of meta-analytic results to change de-
grees of freedom for the splines in GLM+NS and in GAM-
R were conducted. Results for total mortality analysis are re-
ported in Figures 2. Figure 2 (a)-(b) show the overall esti-
mates of the PM10 effect using 3, 5 (reference), 7, 9 and 12
degrees of freedom per year under fixed effects and random
effects meta-analysis models. Both GAM-R and GLM+NS
appeared robust to increasing number of degrees of freedom
for the spline. On the contrary, using 3 degrees of freedom
per year, both approaches (but in particular GAM-R), brought
to higher overall effect estimates, in particular when fixed ef-
fects meta-analysis was used. 
In Figure 2 (c)-(d) the coefficients of variation for fixed effects
and random effects meta-analytic estimates are reported, vary-
ing the degrees of freedom for the spline. The precision of city-
specific estimates usually decreased as the number of degrees
of freedom for temporal trend increased (points in the scatter
plot), with city-specific confidence intervals for the PM10 ef-
fect obtained using 3 degrees of freedom being the narrowest.
This explain the plot for the fixed effects meta-analysis. 
Combining the city-specific results by random effects meta-
analysis, a different behaviour was observed. The estimated
variance decreased then increased, with minimum around 5
degrees of freedom per year. When few degrees of freedom for
the spline were used, the lower within city variance estimates
were balanced by a larger among cities variability.
Finally we performed a sensitivity analysis changing the mod-
elling strategies for temperature in GAM-R. We compared the
model proposed in MISA (with two constrained linear terms
for temperature) with a model where a penalized regression
spline for temperature with 7 degrees of freedom was intro-
duced. The results that we obtained were very similar both in
terms of point estimates and precision (Figure 3).
Results of simulation study
As described in the previous paragraph, even if GLM+NS
and GAM-R gave consistent results both in city-specific
analyses and in meta-analysis, usually the estimated expo-
sure effect under GLM+NS was lower than under GAM-R
with the same degrees of freedom for trend. This difference
can be attributed to a different asymptotic behaviour of the
Figure 4. Boxplot of number of degrees of freedom selected by GCV, un-
der different specification of degrees of freedom for the spline in pseudo
data (concurvity=0.45, b0=0.0006).
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two estimators for the PM10 effect under the semi-para-
metric and the parametric approach.21,29-31
Both estimators are «consistent», in the sense that bias and vari-
ance of them tend to 0 as the sample size increases. This means
that a certain bias is ever to be expected, but it can be negligi-
ble if the sample size is sufficiently large. However, Rice21 demon-
strated the bias of the estimator of the parametric component
(i.e. air pollution effect) in a semi-parametric model (i.e. GAM-
R) converges to 0 slower than in a fully parametric model (i.e.
GLM+NS). As a consequence, for a given sample size, we should
expect smaller bias of the estimator under GLM+NS than un-
der GAM-R and comparable variances. On the basis of this re-
sult we argue that the observed discrepancy between point es-
timations under the two approaches can be due to a slightly
overestimate the true effect of PM10 by GAM-R, and may be
corrected by using more degrees of freedom for trend.
The results of the simulation study can help us to better un-
derstand the meaning of the previous statement. Table 2 re-
ports the results of simulation analyses varying the number of
degrees of freedom used for generating the pseudo seasonali-
ty curve. Inference on the air pollution coefficient b0 under
fully parametric GLM+NS and semi-parametric GAM-R ap-
peared different. Even if the number of degrees of freedom
used for fitting data was correctly specified (we used the same
number of degrees of freedom for generating pseudo data and
in model specification), the GAM-R estimator resulted strong-
ly biased for high amounts of smoothing (relative bias=155.57%
for df0=3 per year, relative bias=70.48% for df0=4 per year).
The bias decreased as df0 increased. On the contrary, the per-
cent relative bias under GLM+NS ranged from 0.93 to 4.11.
The real coverage of the 95% confidence intervals was ever
close to 95% under GLM+NS, while it appeared unsatisfac-
tory under GAM-R, in particular for low values of df0 (5.9%
and 61.55% when df0 =3 and 4 per year, respectively).
This outcome could indicate a certain tendency of semi-para-
metric approach to be more appropriate in presence of strong
seasonality in data. The beneficial effect of undersmoothing
on the inference of the parametric component is emphasized
by the improved performance of GAM-R if combined with
GCV, which is well-known to result in undersmoothing.32
With reference to this, it should be noticed that the number
of degrees of freedom selected by GCV in the simulation
analysis was always higher than the true one (Figure 4). 
In a more extensive simulation analysis,33,34 we found that
in general bias increased as concurvity increased, but the size
of bias depended on the modelling approach. For example,
for a value of concurvity around 0.70 (not unusual in real
datasets), b0=0.0006 and df0=5 per year, GAM-R strongly
overestimated the effect of air pollutant (relative bias =
81.76%) and produced bad estimates of confidence interval
(real coverage = 81.07%), while negligible bias (-4.24%) and
good coverage of confidence interval (95.6%) were found
under the fully parametric GLM+NS approach. 
The performances of estimators depend also by the true size
of air pollutant effect. For b0=0.006, corresponding to an un-
realistically strong increase of 6.2%, we found negligible bias
under both approaches, but using GAM-R the bias quickly
increased as the effect size decreased (not reported). Even in
these situations, if models with a certain amount of under-
smoothing were fit or GCV was used for selecting the num-
ber of degrees of freedom, performances of GAM-R improved.
Finally, Table 3 shows percent bias of air pollution effect es-
timates and coverage of 95% confidence interval obtained
using pre-defined percentages of undersmoothing under the
semi-parametric GAM-R approach, for df0 =3,5 (situations
where strong and moderated amount of bias were observed,
see Table 2), concurvity = 0.45 and b0=0.0006. In general,
the performances of GAM-R improved as the percentage of
undersmoothing increased, with larger percentages needed
when df0 = 3 per year. 
Discussion 
Modelling epidemiological time series presents difficulties
due to: (a) the small order of magnitude of the effects; and
(b) the strong confounding effect of seasonality/time trend
and weather. 
Since the 1990s, the use of GAM became common, allowing
flexible and local non-parametric modelling of confounders.35
The statistical software commonly used to fit GAMs was based
on backfitting algorithm, which can be affected by problems
of convergence and produce biased effect estimates, depend-
ing on the degree of concurvity in data.11-13 Moreover, co-
herently with Ramsay et al.10 we found that estimated stan-
dard errors from GAM fitted by Splus (and SAS), even with
stringent convergence criteria, are invalid. These drawbacks
can bring to bad inference, in particular when single cities
analyses are conducted. Consequences on combined meta-an-
alytic results are expected to be less serious.
Several alternatives to GAM with smoothing spline(s) via back-
fitting are possible and should be preferred.36 GLM with para-
metric natural spline(s) can be specified. This solution is ex-
empt of problems of convergence and variance covariance ma-
trix estimation, but it requires that the number and position
of knots to be specified a priori. This could be in principle a
limitation for the applicability of such approach to many sit-
uations. To reduce this problem we used only one spline for
time. Since time is an equally spaced covariate (it indexes days
under study) and the number of knots is not small (between
5 to 7 per years), we do not expect relevant differences from
different knots specifications.
A second alternative to GAM-S consists in fitting GAM with
penalized regression spline(s) by the direct method imple-
mented for R by Wood.19 After having fixed appropriate con-
vergence criteria and specified an appropriate large number of
knots for the penalized regression spline, we found that the
backfitting algorithm and the direct method provided similar
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point estimates of pollutant effect. However, the direct method
offers the advantages of requiring less computation for stan-
dard errors, that can be estimated without using approxima-
tion procedures, and being less sensitive to the choice of al-
gorithm convergence criteria.
In the MISA data, under both approaches, meta-analytic
overall point estimates did not appear sensitive to changing
number of degrees of freedom for the spline, unless a very
small number of degrees of freedom was specified (3 per year).
This robustness was more evident when a random effects
meta-analysis model was used and city-specific parametric
models were specified.
Under the random effects models, a trade-off between over-
all effect and variance was observed, as documented also by
Daniels et al.37 and our prior choice of degree of freedom
for the smoother balanced accuracy and precision of the ef-
fect estimate.
Differences between the estimated effects under GLM+NS
and GAM-R were observed. These differences are consistent
with published theoretical results and with the results of the
simulation analysis.
The modelling approach adopted to adjust for temperature
effect did not appear relevant, parametric «V» shaped func-
tion being a good alternative to non parametric modelling of
the relationship between temperature and mortality (to ad-
dress in detail this issue is outside the purpose of this paper;
for recent approach see Welty and Zeger.22
Conclusion 
Both GAM with penalized regression spline(s) and GLM
with natural regression spline(s) are appropriate for analysis
of short term effect of air pollution in epidemiological time
series context. However, as documented in statistical litera-
ture,21 the parametric approach retains better finite sample
properties than the semi-parametric one in estimating the
air pollutant effect (i.e. the parametric part of the model).
In our example, GAM-R point estimates did not appear af-
fected by relevant bias compared with GLM+NS, but major
consequences could be observed in presence of large amount
of concurvity in the data or if a small number of degrees of
freedom for the seasonality spline(s) was used, as shown by
the simulation analysis. In this sense the fully parametric ap-
proach is to be preferred. As an alternative, choosing the
amount of smoothing by GCV or using a large number of
degrees of freedom can reduce bias when semi-parametric
models are specified. 
In any case, a sensitivity analysis changing the number of de-
grees of freedom for the splines is to be recommended, re-
gardless of modelling approach adopted. If we are interested
in overall estimates and a random effects meta-analysis mod-
el is specified, a certain robustness of results is to be expect-
ed,37 but very small number of degrees of freedom should be
ever avoided.
The main drawback to using GLM+NS is the dependence of
the fitted curve on the knots position. In theory, the use of
GLM+NS can be critical if regression splines are defined for
not equally spaced covariates, like meteorological variables. In
this case, inference could be sensitive to knots placement. We
advise to avoid use of complex spline-based modelling if sim-
pler alternative are possible or perform sensitivity analyses
changing positions of knots.
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