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Two importantalgebraic structures inmanybranchesofmathematicsaswell as incomputer
science are M-sets (sets with an action of a monoid M on them) and Boolean algebras. Of
particular signiﬁcance are complete Boolean algebras. And in the absence of the desired
completeness one often considers extensions which remedy this lack, preferably in a “uni-
versal” way as a normal completion. Combining these two structures one gets M-Boolean
algebras (Boolean algebraswith an action ofM on them,which are a special case of Boolean
algebraswith operators). The aimof this paper is to study the general notion of an internally
complete poset in a topos, in the sense of Johnstone, and use it to give a minimal normal
completion for anM-Boolean algebra.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let us explain and motivate what we intend to do in this paper. The Study of categories in a category E different from
the category Set of sets has always been of interest. For example, topological groups (rings) are the objects of the category
of topological spaces in the category of groups (rings); similarly, for topological semigroups, acts, or the category of general
(universal) algebras in an arbitrary category (see [8]). For the case where E is the category MSet of sets with an action of a
monoidM on them see [5,9–13,18,23].
Boolean algebras (or arbitrary posets) are important structures in many branches of mathematics as well as in computer
science. The category we are concerned with in this paper is the category MBoo of Boolean algebras in the category MSet
(called M-Boolean algebras). These algebras are special instances of Boolean algebras with operators in which the set of
operators forms a monoid M (see [12,13]). These Boolean algebras form a model for the Propositional Dynamic Logic (PDL)
(see [24]).
Of particular signiﬁcance are those Boolean algebras (or posets) which have some kind of completeness property which
reﬂects thenotionof approximation [19–21,25]. And in the absenceof thedesired completeness for a givenM-Boolean algebra
A, one often considers extensions A ⊆ B which remedy this lack, preferably in a “universal” way as a normal completion.
Recall that a complete Boolean algebra is a Boolean algebra A in which the supremum (and hence inﬁmum) of any subset
exist. This is equivalent to saying that the down arrow ↓ : A → P(A), a → ↓a, as an order-preserving map, has a left adjoint∨ : P(A) → A.
Now, having in mind the above, if one were trying to deﬁne the notion of a complete poset in an arbitrary topos or in any
suitable category E one might be tempted to say that it is one in which we can form the supremum of a family of elements
indexed by an arbitrary object of E , rather than just a set; that is, a poset P ∈ E is complete if and only if, for every X ∈ E , the
diagonal map P → PX has a left adjoint supX : PX → P (see [15]).
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Thinking “internally” (topos theoretic, or constructive and in intuitionistic logic), it was ﬁrst emphasized by Benabou [4]
that this deﬁnition is (internally) inadequate. Benabou then gives another deﬁnition which is mentioned in [15,22] to be
equivalent to ↓seg : P → P (see [14, p. 147]) having a left adjoint ∨ : P → P, where  is the subobject classiﬁer of the
topos E . This is the point of view we are taking in this paper, but our techniques are more algebraic than topos theoretic.
Note that there are various completions on a Boolean algebra in MSet, and the above internal point of view will help
us to give the minimal one, that is, with the universal property. In other words, we get a reﬂection from the category
MBooc of M-Boolean algebras to the category CMBoo of complete M-Boolean algebras, both with complete M-Boolean
homomorphisms.
2. Preliminaries
In this section, we very brieﬂy recall from [10,16] some ingredients of the categoryMSet needed in the sequel.
Recall that for a monoid M with an identity e, a (left) M-set (M-act or M-system) is an algebra (X , (mX)m∈M), with unary
operations mX : X → X , called the actions of M on X , such that for x ∈ X and m,n ∈ M (denoting (mX)(x) by mx), ex = x and
(mn)x = m(nx).
A function f : X → Y betweenM-sets is said to be equivariant (or anM-map) if for everym ∈ M and x ∈ X , f (mx) = mf (x).
Let MSet (or MAct, as in [16]) denote the category of M-sets, whose objects clearly form an equational class. On the
other hand, considering M as a one object category whose morphisms are the elements of M, the functor category SetM is
isomorphic to MSet (see [10]). Hence, since any functor category SetC , for a small category C, is a topos, the category MSet
is a topos (see [10,11]).
To internalize notions inMSet, we recall some ingredients of it as a topos from [10,11]. First recall that a topos is a category
which has ﬁnite limits, exponentiations (abstracting the function set BA) and a subobject classiﬁer (abstracting the truth set
2 = {0, 1}).
Recall from [1] that we say a category C with ﬁnite products has exponentiations (exponentials) if for every objects A and
B, there is an object BA together with an arrow ev : BA × A → B (called the evaluation) such that for every arrow g : C × A → B
there is a unique arrow gˆ : C → BA with ev ◦ (gˆ × idA) = g.
Also, a category C with terminal object 1 is said to have a subobject classiﬁer if there exists an object  with an arrow
t : 1 →  (called the truth arrow) such that for every monomorphism f : B → A there is a unique arrow χf : A →  (called
the classifying arrow) making the square
B
f→ A
!
⏐⏐ ↓ χf
1
t→ 
a pullback.
The exponentiation YX in the toposMSet is the set HomMSet(M × X ,Y) with the actions deﬁned by (mf )(n, x) = f (nm, x).
The evaluation arrow ev : YX × X → Y is given by ev(f , x) = f (e, x), for f ∈ YX , x ∈ X . Note that each element f : M × X → Y of
YX can be considered as a family (multimap) f = (fm)m∈M of fm : X → Y with nY fm = fnmnX , that is, nfm(x) = fnm(nx) for all
x ∈ X ,m,n ∈ M.
We have YX ∼= HomSet(X ,Y), the ordinary functions, wheneverM is a group, where the assignments f → fe,h → (hm)m∈M
with hm(x) = mh(m−1x) give the isomorphism.
In the topos MSet, the subobject classiﬁer  is the set of all left ideals of M (subsets of M which are closed under the
left multiplication) with the action of M deﬁned by m.I = {x ∈ M : xm ∈ I}, for m ∈ M, I ∈ . Then we clearly have m.∅ =
∅, m.M = M, e.I = I, andm.I = M if and only ifm ∈ I. The truthmap t : 1 = {0} →  is the equivariantmap t : {0} → which
maps 0 toM. Also a monoidM is a group if and only  = {∅,M}.
Moreover, notice that sinceX = HomMSet(M × X ,) ∼= Sub(M × X), each element f ofX can be identiﬁedwith a family
(Xm)m∈M (a multiset) of subsets of X with nXm ⊆ Xnm; and actions are given by n(Xm)m∈M = (Xmn)m∈M for n ∈ M. Notice that
again ifM is a group then X is isomorphic to P(X), the power set of X .
3. M-Lattices andM-Boolean algebras
In this section, recalling the general notion of an algebra in an arbitrary category, we discuss lattices and Boolean algebras
in the categoryMSet.
Let E be a ﬁnitely complete category (or at least with ﬁnite products). Recall that an algebra in E of type τ = (nλ)λ∈ is
an entity (A, (λA)λ∈), where A ∈ E and each λth operation λA : Anλ → A is a morphism in E .
Also, a homomorphism h : A → B is a morphism in E such that for each λ ∈ , λB ◦ hnλ = h ◦ λA; that is, hλA(a1, ..., an) =
λB(h(a1), ...,h(an)).
The collection of all algebras (of type τ ) in E and homomorphisms between them form a category Alg(τ )E , or Alg(τ ) if
E = Set. Also, the full subcategory ofAlg(τ )E consisting of all algebras in E satisfying a set of equations (for the deﬁnition
of equations see [8]) is denoted by Alg()E = mod(, E), or Alg() = mod() if E = Set, which is called an equational
category of algebras.
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The category mod(,MSet) is denoted by MAlg(), the objects of which are called M-algebras. In other words, an
M-algebraA is an (ordinary) algebraof typeτ inSetwhich is alsoanM-set such that eachoperationλA is anequivariantmap, or
equivalently, eachactionmA : A → A is ahomomorphism in Alg(). Notice thatmorphismsofMAlg()arehomomorphisms
inAlg()which are also equivariant maps. Also, notice that ifM = {e}, thenMAlg() 
 Alg(). Now, the categoriesMLatt
andMBoo ofM-lattices andM-Boolean algebras are examples ofM-algebras. In other words, we have the following:
Deﬁnition 3.1. An M-lattice is an M-set A which is also a lattice whose lattice operations ∨, ∧ are equivariant. That is,
m(a ∨ b) = ma ∨ mb,m(a ∧ b) = ma ∧ mb for eachm ∈ M, a, b ∈ A.
An equivariant lattice homomorphism is called anM-lattice homomorphism.
The explicit deﬁnition of an M-Boolean algebra can also be given similarly. Notice again that for M = {e}, the category
MBoo is isomorphic to the category Boo of Boolean algebras andMSet is isomorphic to the category Set of sets.
In the following we introduce the notions of an (internal) ideal and an (internal) normal ideal forM-lattices.
Recall that the subobject classiﬁer  is anM-lattice, it is in fact a sublattice and a sub-M-set of P(M).
Also, for any M-set A, recalling the elements of A as given in Section 1, the M-set A is an M-lattice with the lattice
operations deﬁned componentwise.
Remark 3.2. Recall that the ideal lattice Id(A) of an ordinary lattice Awith 0 can be characterized as:
(1) Id(A) is a subset P(A), (2) each ideal I contains 0, (3) for each ideal I we have a, b ∈ I if and only if a ∨ b ∈ I.
By “internalizing” the above conditions in the topos ofM-sets we get that the internal ideal lattice I(A) of anM-lattice A
is characterized by the following conditions:
(1′) I(A) is a sub-M-set of A,
(2′) I(A) × {0} ⊆ A ∩ (I(A) × A),
(3′) (id
A
× π1)−1[A ∩ (I(A) × A)] ∩ (idA × π2)−1[A ∩ (I(A) × A)] =
(id
A
× ∨)−1[A ∩ (I(A) × A)],
where π1,π2 : A × A → A are projection arrows, and A = {(X , a) : X ∈ A, a ∈ Xe} is the membership relation (see [11]) in
MSet.
In view of the above remark we get the following deﬁnition.
Deﬁnition 3.3. The internal ideal lattice of anM-lattice Awith 0 is the sub-M-set
I(A) = {J = (Jm)m∈M ∈
A
 : Jm ∈ Id(A), ∀m ∈ M}
of A with componentwise lattice operations. Each member of I(A) is said to be an internal ideal of A.
Notice thatI(A)has thegreatest element1=(Am)m∈M ,whereAm = A, and0 = (0m)m∈M with0m = {0A}, is the least element
of I(A).
Also, notice that in the case where M is a group, I(A) is isomorphic to Id(A). In fact, in this case the internal ideal
I = (Im)m∈M is determined by Ie, since Im = mIe = {ma : a ∈ I}.
Deﬁnition 3.4. ForanM-BooleanalgebraAandX = (Xm)m∈M inAwithXm /= ∅,wecall the smallest internal ideal containing
X in I(A) the internal ideal generated by X and denote it by [X]. In fact for X = (Xm)m∈M , [X] = (Im)m∈M where Im is the ideal
generated by Xm in A as a Boolean algebra.
In particular, the ideal generated by ({ma})m∈M is (↓ ma)m∈M which is called an (internal) principal ideal and is denoted
by [a].
It is straightforward to see that
Lemma 3.5. For an M-Boolean algebra A, the map [ · ] : A → I(A) is a one-one M-lattice homomorphism.
Deﬁnition 3.6. For an M-Boolean algebra A, any J = (Js)s∈M ∈ I(A) has an (internal) pseudo-complement J*= (J*s)s∈M , where
for s ∈ M
J*s = {a ∈ A : ma ∈ (Jms)*, ∀m ∈ M}
by taking (Jms)
*
to be the pseudo-complement of Jms in Id(A) (see [2,9,17]). In particular, for a ∈ A, [a]*= [a′], where [a] =
(↓ma)m∈M , and a′ is the complement of a.
We call an internal ideal J normal if J**= J and denote the set of all internal normal ideals by
N (A) = {J ∈ I(A) : J**= J}
and call it the (internal) normal ideal lattice.
Notice that, for every a ∈ A, [a] ∈ N (A).
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Theorem 3.7. For an M-Boolean algebra A,N (A) is an M-Boolean algebra and [ · ] : A → N (A) is a one-one equivariant Boolean
homomorphism.
Proof. N (A) is an M-Boolean algebra with the M-action and operations ∧, 0, 1 deﬁned in the same way as for I(A) and ∨,
(−)′ given by
I ∨ J = (I ∨I(A) J)**, J′ = J* 
4. CompleteM-Boolean algebras
Recall that a complete Boolean algebra is a Boolean algebra in which arbitrary supremums (inﬁmums) exist. It is well-
known that a Boolean algebra A is complete if and only if the down map ↓: A → P(A) has a left adjoint, that is there exists
an order-preserving map f : P(A) → A such that
f (X) ≤ a ⇔ X ⊆↓ a
for X ⊆ A, a ∈ A. The (internal) interpretation of this fact forM-lattices gives the following deﬁnition.
Deﬁnition 4.1 ([9,14]). An M-lattice A is said to be (internally) complete if there exists an order-preserving equivariant map,
called the join map,
∨ : A → A such that∨
X ≤A a iff X ≤A [a]
for every X ∈ A and a ∈ A.
Remark 4.2. (a) The M-lattice  is internally complete with the join map
∨ :  →  given by ∨X = {m ∈ M : Xm = }
for X = (Xm)m∈M ∈ .
(b) For everyM-set (orM-Boolean algebra) A, theM-latticeA is internally complete by deﬁning the joinmap
⋃ : A →
A to be⋃
X = ({a ∈ A : ∃Y ∈ Xm , a ∈ Ye})m∈M
for X = (Xm)m∈M ∈ A .
(c) For everyM-Boolean algebra A, theM-lattice I(A) is internally complete with∨ : I(A) → I(A) given by∨X = [⋃X].
In fact themth component of
∨
X is
{a ∈ A : ∃Ye, . . . ,Yn ∈ Xm, [a] ≤ Ye ∨ · · · ∨ Yn,n ∈N}
(d) For everyM-Boolean algebra A, theM-Boolean algebraN (A) is internally complete. The join map∨ : N (A) → N (A)
is given by
∨
X =
(∨I(A)
X
)**
for X ∈ N (A).
Theorem 4.3. For every M-Boolean algebra A, the following are equivalent:
(i) A is internally complete.
(ii) For every X ∈ A there exists a ∈ A such that X ≤ [a] and sX ≤ [b] implies sa ≤ b for every b ∈ A, s ∈ M.
Proof. (i) ⇒ (ii) For every X ∈ A,∨X is the desired a ∈ A.
(ii) ⇒ (i) Let∨ : A → A assign X ∈ A to a ∈ A which exists by (ii) and is unique by its property. Then, it easily follows
that this
∨
is the join map of A. 
Deﬁnition 4.4. Let A be anM-Boolean algebra and X ∈ A.We call the element a ∈ A satisfying part (ii) of the above theorem
(if exists) the supremum of X and denote it by
∨A X or simply∨X .
An element a of Awhich satisﬁes X ≤ [a] is said to be an upper bound of X .
Remark 4.5. Let A be anM-Boolean algebra and X = (Xm)m∈M ∈ A.
(1) Notice that a ∈ A is the supremum of X if and only if it is an upper bound of X and for each s ∈ M, sa is the least upper
bound of sX .
(2) If M is a group, then a ∈ A is the supremum of X if and only if for all m ∈ M, ma is the supremum of the set Xm in the
Boolean algebra A.
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(3) If
∨
X exists, then for everym ∈ M,∨mX exists and∨mX = m∨X .
(4) The binary join is a special case of supremum. In fact, for every a, b ∈ A,
a ∨ b =
∨
({ma,mb})m∈M
Now we give the (internal) counterparts of some properties of the supremum of (ordinary) Boolean algebras for an
M-Boolean algebra A. These are needed in the sequel, and all can be directly proved using the deﬁnition of supremum.
Lemma 4.6. (The internalization of a ∧∨X = ∨{a ∧ x : x ∈ X}) Let A be an M-Boolean algebra, a ∈ A, and X ∈ A be such that∨
X exists. Then
∨
({ma ∧ x : x ∈ Xm})m∈M exists and a ∧
∨
X = ∨({ma ∧ x : x ∈ Xm})m∈M.
Lemma 4.7. (The internalization of
∨
i∈I
∨
Xi =
∨⋃
i∈IXi) Let {Xi : i ∈ I} be a family of elements of A such that each Xi has
supremum. Then denoting the join map in 
A
by
⋃
, we have∨({
s
∨
Xi : i ∈ I
})
s∈M =
∨⋃({
sXi : i ∈ I
})
s∈M
in the sense that if one side exists the other exists and they are equal.
Notice that, this fact can be obtained from the following which will be used frequently.
Lemma 4.8. Let, for each s ∈ M, {Ys,j : j ∈ Is} be a family of elements ofA,where (Is)s∈M ∈ X for someM-set X and tYs,j = Yts,tj.
Then denoting the join map in 
A
by
⋃
, we have∨({∨
Ys,j : j ∈ Is
})
s∈M =
∨⋃({
Ys,j : j ∈ Is
})
s∈M
in the sense that if one side exists the other side exists and they are equal.
The following lemma is implied by the above lemmas.
Lemma 4.9 (The internalization of
∨
X ∧∨Y = ∨{x ∧ y : x ∈ X , y ∈ Y}). If X ,Y ∈ A are such that∨X and∨Y exist, then∨
X ∧
∨
Y =
∨({
x ∧ y : x ∈ Xm, y ∈ Ym
})
m∈M
5. Completion ofM-Boolean algebras
In this ﬁnal section, ﬁrstwe introduce completeM-Boolean homomorphisms. Thenwe show that eachM-Boolean algebra
A is embedded into a “minimal” (internally) complete one via a complete M-Boolean homomorphism. This completion is
unique and have a universal property. For completion of Boolean algebras see for example [2,3,17].
Notice that for every equivariant map f : A → B there exists an equivariant map (and order-preserving) ∃f : A → B
deﬁned by (∃f )(X) = (f (Xm))m∈M , for X = (Xm)m∈M ∈ A.
Deﬁnition 5.1. An M-Boolean homomorphism f : A → B is called (internally) complete if for every X = (Xm)m∈M ∈ A such
that
∨
X exists,
∨
f (X) (where f (X) = (∃f )(X) ) exists and f (∨X) = ∨ f (X).
Lemma 5.2. An M-Boolean homomorphism f : A → B between internally complete M-Boolean algebras is complete if and only if
the square
A
f→ B∨
A ↑ ↑
∨
B
A
∃f→ B
is commutative.
Notice that everyM-Boolean isomorphism is complete and the composition of completeM-Boolean homomorphisms is
complete.Hence,weget the categoryCMBoo (respectively,MBooc) of completeM-Booleanalgebras (respectively,M-Boolean
algebras) with completeM-Boolean homomorphisms between them.
Deﬁnition 5.3. Let A be an M-Boolean algebra. An (internally) complete subalgebra of A is a sub-M-Boolean algebra of
B of A for which
∨BX exists and∨BX = ∨AX , whenever∨AX exists, for every X = (Xm)m∈M ∈ B.
The smallest internally complete subalgebra of A containing T ⊆ A is called the subalgebra completely generated by T .
It is straightforward to see that
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Lemma 5.4. Let A be an M-Boolean algebra which is completely generated by X ⊆ A and f , g : A → B are complete M-Boolean
homomorphisms satisfying f |X = g|X . Then f = g.
Deﬁnition 5.5. A completion of anM-Boolean algebra A is a pair (B, f )where B is a completeM-Boolean algebra and f : A → B
is a one-one completeM-Boolean homomorphism and B is completely generated by f (A).
A completion (B, f ) of A is called minimal if corresponding to every completion (C,h) of A there is a (unique) one-one
completeM-Boolean homomorphism g : B → C such that gf = h.
Notice that the uniqueness condition in the deﬁnition of a minimal completion follows from the above lemma and this
guarantees the uniqueness (up to isomorphism) of a minimal completion.
Lemma 5.6. For every M-Boolean algebra A and J = (Jm)m∈M ∈ N (A) we have J =
∨
({[a] : a ∈ Jm})m∈M.
Proof. Note that for every m ∈ M, Xm = {[a] : a ∈ Jm} is an updirected subset of (the lattice) I(A). Using this fact, it can be
proved that
∨
X = ⋃X , where⋃ is the join map in A. But themth component of⋃X is
{a ∈ A : ∃y ∈ Xm, a ∈ ye} = {a ∈ A : ∃b ∈ Jm, a ∈ ↓ b} = Jm
So,
∨I(A)X = J. Hence,∨N (A)X = (∨I(A)X)**= J**= J. 
Now, we are ready to show that N (A) is in fact a completion of anM-Boolean algebra A.
Theorem 5.7. For an M-Boolean algebra A, (N (A), [ · ]) is a completion of A.
Proof. By Remark 4.2(d), N (A) is an internally complete M-Boolean algebra A. Moreover, by Theorem 3.7, [ · ] : A → N (A)
is a one-one equivariant Boolean homomorphism. Also using the above lemma, [ · ](A) = {[a] : a ∈ A} completely gen-
erates N (A). Further, [ · ] : A → N (A) is a complete M-Boolean homomorphism. For, if X ∈ A is such that ∨X exists
then [∨X] = (∨I(A)({[a] : a ∈ Xm})m∈M)**. This is because taking J = ∨({[a] : a ∈ Xm})m∈M and since X ≤ [∨X], we get that
({[a] : a ∈ Xm})m∈M ⊆↓ m[
∨
X] for each s ∈ M, and hence J ≤ [∨X]. Thus, J**≤ [∨X]. On the other hand, by a direct proof
using the deﬁnition of J**, we obtain J*≤ [(∨X)′] and hence [∨X] ≤ J**. 
In the following, we show that the above obtained completion is a minimal one.
Theorem 5.8. For A ∈ MBoo, (N (A), [ · ]) is the minimal completion of A.
Proof. By Theorem 5.7, (N (A), [ · ]) is a completion of A. To prove the minimality, let g : A → B be a one-one complete
M-Boolean homomorphism to a completeM-Boolean algebra B. Deﬁne h : N (A) → B by h(J) = ∨ g(J), where g(J) = (∃g)(J).
Then, since
∨
and ∃g are equivariant, so is h. Also, it is easy to see that if C = Img[ · ] and S, T ∈ C are such that∨N (A)S =∨N (A)T then∨ g(U) = ∨ g(V), where U = ({a : [a] ∈ Sm})m∈M and V = ({a : [a] ∈ Tm})m∈M . Now using this note, we get that
h is complete. For, if X = (Xs)s∈M ∈ N (A) then we have∨
X = ∨({∨ ({[a] : a ∈ (Js)t})t∈M : Js ∈ Xs})s∈M (by Lemma 5.6)= ∨⋃({({[a] : a ∈ (Js)t})t∈M : Js ∈ Xs})s∈M (by Lemma 4.8)= ∨({[a] : a ∈ (Js)e, for some Js ∈ Xs})s∈M (by Remark 4.2(b)).
Also, by Lemma 5.6,
∨
X = ∨({[a] : a ∈ (∨X)s})s∈M . So, if we take S = ({[a] : a ∈ (∨X)s})s∈M and T = ({[a] : a ∈ (Js)e
for some Js ∈ Xs})s∈M , then using the above discussion, we get that∨
g
(∨
X
)
=
∨
g
(⋃
X
)
Hence,
h (
∨
X) = ∨ g (∨X)
= ∨ g (⋃X)
= ∨⋃ ({g(Js) : Js ∈ Xs})s∈M (by the deﬁnition of ⋃)
= ∨({∨ g(Js) : Js ∈ Xs})s∈M (by Lemma 4.8)= ∨ ({h(Js) : Js ∈ Xs})s∈M
= ∨h(X)
So, in particular h preserves binary joins. Hence, for J ∈ N (A)
h(J) ∨ h(J*) = h(J∨N (A)J*) = h(1N (A)) =
∨
(g(Am))m∈M
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where Am = A, ∀m ∈ M, and hence the right hand side is 1B. Also, for every J ∈ N (A), using Lemma 4.9, we have
h(J) ∧ h(J*) = ∨({g(x) ∧ g(y) : x ∈ Jm, y ∈ J*m})m∈M
= ∨({g(x ∧ y) : x ∈ Jm, y ∈ J*m})m∈M
= 0 (since Jm ∧ J*m = {0})
Therefore, h(J*) = h(J)′. That is, h preserves complements. So, we have proved that h is a complete M-Boolean homo-
morphism. Further, h is one-one. Since h(J) = 0 implies that g(j) = 0 for every j ∈ Jm and m ∈ M. But, g is one-one and so
Jm = {0} for every m ∈ M. Hence J = 0N (A). Finally, we see that h ◦ [ · ] = g. We have h[a] =
∨
g[a] for every a ∈ A. But, using
g[a] ≤ e∨ g[a], we get that g(a) ≤ ∨ g[a] and, since g is order-preserving, we obtain that∨ g[a] ≤ g(a). Thus h[a] = g(a). 
As a categorical corollary of Theorem 5.8, we have the following which is one of the main results of the paper.
Corollary 5.9. The assignment A → N (A) gives a reﬂection from the categoryMBooc to the category CMBoo.
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