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Diskriminativni modeli izgleda za učinkovito vizualno sledenje s korelacijskimi metodami
Vizualno sledenje je proces ocenjevanja položaja objekta v video posnetku, pri čemer je
znan le začetni izgled objekta. Zaradi številnih faktorjev, kot so zakrivanja, spremem-
be osvetlitve, hitri premiki objekta ali kamere, deformacije objekta, podobnost objek-
ta z ozadjem in izginjanje objekta iz vidnega polja kamere je vizualno sledenje zahteven
problem. V disertaciji se osredotočamo na metodologijo, ki temelji na diskriminativnih
korelacijskih filtrih, saj kaže velik potencial v vizualnem sledenju in predlagamo štiri pri-
spevke k znanosti. Prvi trije prispevki naslavljajo problem kratkoročnega sledenja defor-
mabilnih objektov, v četrtem prispevku pa naslovimo problem dolgoročnega sledenja,
kjer lahko objekt izgine iz vidnega polja kamere tudi za daljše časovno obdobje.
V prvem prispevku naslovimo problem sledenja deformabilnih objektov tako, da pre-
dlagamovizualnimodel z deli, ki tarčopredstavi na dvehnivojih podrobnosti. Naprvem
nivoju je izgled objekta predstavljen s holističnimmodelom, ki kombinira segmentacijo
in diskriminativni korelacijski filter. Glavna naloga prvega nivoja je približna ocena po-
ložaja objekta. Na drugem nivoju objekt predstavimo z množico diskriminativnih ko-
relacijskih filtrov, ki natančno določijo položaj objekta. Vizualne podobnosti posame-
znih delov in geometrijske omejitve med deli na drugem nivoju modeliramo z enotnim
sistemom vzmeti. Predlagamo tudi učinkovito optimizacijsko metodo za minimizaci-
jo energije več-dimenzionalnega sistema vzmeti, ki jo uporabimo za oceno maksimalne
aposteriorne verjetnosti stanja sistema.
Vizualni modeli z deli lahko modelirajo le omejen nabor deformacij, med sledenjem
pa ocenjujejo veliko število parametrov deformacije, kar se odraža v slabšem sledenju, še
posebej kadar se objekt ne deformira in je vizualna informacija nezanesljiva. V drugem
prispevku predlagamo holistični vizualnimodel, ki temelji na diskriminativnih korelacij-
skih filtrih in med slednjem oceni kateri slikovni elementi pripadajo objektu s pomočjo
zanesljivostnemape. Mapa je ocenjena na podlagi barvne segmentacije in se uporabi kot
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omejitev pri učenju korelacijskega filtra. Predlagamo tudi metodo za učinkovito uče-
nje korelacijskega filtra z omejitvami, ter metodo za ocenjevanje informativnosti kanalov
med učenjem filtra. Predlagan sledilnik je sposoben delovati v realnem času na centralno
procesni enoti, pri čemer dosega visoko stopnjo robustnosti.
Barvna segmentacija se je izkazala kot dovolj dobra za potrebe zanesljivostne mape
pri učenju korelacijskega filtra z omejitvami, ni pa dovolj natančna za predstavitev loka-
cije objekta. V zadnjih letih se je z napredkom globokih nevronskih mrež natančnost
segmentacije precej izboljšala. V tretjem prispevku predlagamo diskriminativni segmen-
tacijskimodel za vizualno sledenje, ki temelji na globokih nevronskihmrežah. Predlagan
sledilnik oceni segmentacijskomasko z enim prehodom skozi nevronskomrežo, tako da
kombinira rezultat korelacijskega filtra in neparametrični vizualni model. Nevronsko
mrežo učimo le za oceno segmentacije, kljub temu pa dosega rezultate, ki so primerljivi s
trenutno najuspešnejšimi metodami za vizualno sledenje. Predlagana nevronska mreža
kaže tudi odlično sposobnost prilagajanja na zelo širok nabor tipov objektov.
V četrtem prispevku predlagamo dolgoročni sledilnik, ki temelji na diskriminativnih
korelacijskih filtrih. Sledilnik je sestavljen iz kratkoročne komponente, ki skrbi za lokali-
zacijo tarče med zaporednimi slikami, ter detektorja, ki se uporabi za ponovno detekci-
jo tarče na celotni sliki in je aktiviran po izgubi tarče. Obe komponenti predstavimo
z enotnim vizualnim modelom – množico diskriminativnih korelacijskih filtrov, uče-
nih z omejitvami. Predlagamo tudi učinkovit mehanizem za preklapljanje med obema
komponentama. Poleg dolgoročnega sledilnika predlagamo še metodologijo za evalvaci-
jo dolgoročnih sledilnikov, ki obsega podatkovno zbirko, način razvrščanja dolgoročnih
sledilnikov in mere uspešnosti dolgoročnega sledenja. Podatkovna zbirka se osredoto-
ča na izginjanje objektov iz vidnega polja kamere, skupaj s celotno metodologijo pa sta
uporabljeni v največjem tekmovanju vizualnih sledilnikov VOT.
Ključne besede Vizualno sledenje objektov, kratkoročno sledenje, dolgoročno sledenje,
diskriminativni korelacijski filtri, deformabilni objekti
ABSTRACT
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Discriminative appearance models for efficient correlation-based visual object tracking
Visual object tracking addresses target trajectory estimation in a video sequence given
a single training example in the first frame. Diverse factors such as occlusion, illumina-
tion change, fast object or camera motion, object deformation, clutter and target disap-
pearance make visual tracking particularly challenging. In this thesis we focus on meth-
odological framework of discriminative correlation filters (DCFs), which shows a great
potential in tracking. We propose four contributions to DCF-based tracking. The first
three contributions address short-term tracking of deformable andnon-compact targets,
which are poorly approximated by axis-aligned bounding boxes. The last contribution
addresses long-term tracking in which the target disappears and remains absent for long
periods before re-appearing.
The first contribution explores the problem of deformable target tracking. We pro-
pose apart-based visualmodel that considers the target appearance at two levels of details.
At coarse level, a holistic target representation is maintained by a segmentation model
combined with a DCF, while a geometrically-constrained constellation of DCFs is used
for detailed representation. We formulate the per-part visual similarity terms and the
inter-part geometric deformation constraints within a single spring-system-basedmodel
and propose an efficient optimization to find the maximum a posteriori solution.
A drawback of the part-based models is the limited amount of deformations that the
model can describe. Moreover, when the target does not deform, estimation of a large
number of deformation parameters from an uncertain visual datamay deteriorate track-
ing performance. In our second contribution, we thus explore a holistic model which
applies a spatial attention mechanism to identify the target pixels during training and
applies channel attention to select the features most suitable for target tracking. We pro-
pose a channel and spatial reliability discriminative correlation filter (CSRDCF). An ap-
proximate spatial attention map is generated as a color-based segmentation mask and
xi
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used to constrain the support of the trainedDCF.We propose an efficient optimization
for the mask-constrained filter learning. Channel attention, on the other hand is estim-
ated by inspecting the per-channel localization quality during learning. The resulting
tracker runs in real-time on a CPU and attains a high degree of robustness.
While the targetmask estimated by traditional color-basedmethodsmay be sufficient
for attentionmechanism in constrainedDCF learning, it is not accurate enough for rep-
resenting the target location. In recent years, however, deep convolutional neural net-
works have been shown to generate highly accurate segmentations. In the third contri-
bution we thus revise discriminative tracking in the context of a deep neural network.
We propose a single-stage segmentation tracker (D3S), whose primary output is the tar-
get segmentation mask. The network combines a deep variant of a DCF and a non-
parametric appearance model to discriminatively specialize to the selected target and
produce a high-fidelity segmentation mask. The network is trained on segmentation
task only, generalizes to a range of targets and achieves a state-of-the-art tracking per-
formance.
In the fourth contribution we propose a new DCF-based long-term tracker. The
tracker is composed of a short-term component, responsible for frame-to-frame local-
ization, and of a detector, responsible for image-wide target re-localization after target
loss. Both the short-term component and the detector are formulated as constrained
DCFs and a mechanism for efficient interaction between the two models is proposed.
In addition, we propose a long-term tracking performance evaluationmethodology and
a benchmark. The benchmark consists of a long-term tracking dataset focusing mostly
on target disappearances, a taxonomywhich positions trackers on short/long-term spec-
trum and novel long-term tracking performance measures. The methodology and the
dataset have been used as a part of the largest visual object tracking challenge VOT.
Keywords Visual object tracking, short-term tracking, long-term tracking, discriminat-
ive correlation filters, deformable objects
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1.1 Visual Object Tracking
Visual object tracking is a computer vision problem of estimating an object trajectory
from a video sequence. When considering general objects for which a detector has not
been trained, the object position is typically given only in the first frame of the sequence,
e.g., as a bounding box. The tracker is required to recover the target position in the
remaining frames, while adapting to the potential target appearance changes (see Fig-
ure 1.1). Visual object tracking can be split broadly into two fields: a model-based and a
model-free tracking. Model-based trackers can track pre-defined object types only, e.g.,
people or cars. These methods usually rely on pre-trained object detectors and perform
verywellwhen theobject appearance canbewellmodelled fromall viewpoints andwhen
a large training set is available to train the detector. Using a pre-trained detector often
fails when tracking an object for which a large training set does not exist. An extreme
case of such a scenario is when only a single training example is given to the tracking al-
gorithm. These situations are common in many visual object tracking applications and
pose a considerable scientific challenge. The class of trackers that addresses these cases
is known as model-free trackers, which localize the target based on a single training ex-
ample given in the first frame and apply self-adaptation during tracking. These are the
class of trackers considered in this thesis.
Depending on the number of objects being tracked at the same time, the field can be
split into the following sub-fields: single-target and multi-target tracking. In this work
we focus on single-target tracking, which can be further divided into short-term and
long-term visual object tracking. In short-term tracking, the target is always visible and
the tracking algorithm is required to predict its position in every frame. In long-term
tracking, the target can disappear from the field-of-view and the tracker has to be able
to re-detect it when it becomes visible again. The differences between the concepts of
short-term and long-term tracking result in different design of the tracking algorithms.
1.1.1 Short-Term Tracking
Short-term trackers model the target appearance on various levels of details. Part-based
trackers [1–6] represent the target as a set of parts, where each one covers only a small
region of the target. These approaches address well significant target deformations and
rotations, since local appearance of the target regions does not change much. Another
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affects only a subset of parts, while the non-occluded parts can still successfully track the
target, thus mitigating a potential tracking failure.
On the other end of the level of details spectrum are holistic visualmodels. In contrast
to part-based, the holistic models represent the target globally, with a single appearance
model. These approaches are theoretically more brittle in addressing partial occlusion
and object deformations than part-based trackers due to a single model, which can be-
come corrupted in such situations. This can lead to poor tracking performance and even-
tual tracking failure. But themain advantage of a single visualmodel is a smaller number
of free parameters that needs to be estimated during tracking. This in practice often leads
to more accurate tracking compared to the part-based models.
Diverse factors like occlusion, illumination change, cameramotion, background clut-
ter and object deformation make visual object tracking particularly challenging. A wide
spectrum of computer vision based applications including surveillance systems, sports
analytics, medical imaging, video editing tools, human-computer interfaces and systems
for autonomous driving can benefit of visual object tracking. The large application po-
tential and the scientific challenges tracking presents are reflected in the large number
of tracking algorithms (part-based as well as holistic) published on the topic, survey pa-
pers [7–12] and in the multiple performance evaluation benchmarks [13–20].
Early works on visual object tracking include optical flow [21, 22], background sub-
traction [23, 24], and segmentationmethods [25–27]. Further advancements of the field
went in the direction of generativemodels. Trackingmethods based on thesemodels loc-
alize the target by finding the most similar region in the image according to the target
visual model, which is potentially adapted during tracking. Two successful early repres-
entatives of the generative trackers are IVT[28] andASLA[29]. The IVT[28] tracker in-
crementally learns a low-dimensional sub-space for target representation, while
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ASLA [29] constructs structural local sparse appearance model. These methods work
well when the target is visually well separated from the background, but tend to fail
when similar objects appear in the vicinity of the target. The main reason is their inab-
ility to discriminate between the visually similar objects, which can cause the tracker to
start tracking the wrong target.
An alternative to generative tracking methods are discriminative trackers, which take
into account background visual information as well. Tracking problem is formulated
as a separation of the target from the surrounding background. This approach showed
a large potential in visual object tracking. Discriminative trackers usually build the tar-
get appearance model by constructing a classifier to discriminate between image regions
containing the target and those which do not. Earlymethods [30–32] rely on sampling a
limited number of target and background image regions to train a classifier. A conceptu-
ally appealing classifier is a linear support vector machine [33], which can be formulated
as a dot product between the classifier ”template” and the candidate patch. Thus evalu-
ation of the classifier on all displacements within the search region can be implemented
as a cross correlation between the template and the search region. The following two
major challenges are associated with correlation-based localization: (i) how to efficiently
compute the correlation response and (ii) how to efficiently chose or train the classifier
template. The early correlation-based methods applied the target image from the first
frame as the correlation template [34]. But since this was a generative model, it could
notmake use of the full potential for target-backgrounddiscrimination like the classifier-
based models at the time [30, 35].
In 2010 Bolme et al. [36] proposed a solution that addressed the main drawbacks
of correlation-based trackers by reviving the idea of discriminative correlation filters
(DCFs) from the 80s. The DCFs formulate training a linear classifier (a filter) in Fourier
domain,which significantly speeds-up the filter learning and localization steps. The filter
is trained to output high values on the target center and low values on the background,
which increases the discriminative power of the classifier. The early advancements in
DCFs include kernel-based filter learning [37], multi-channel formulation [38, 39] and
scale change estimation [40, 41]. Despite excellent tracking performance and significant
speed, open issues remained. One issue is that filter learning in Fourier domain makes
cross correlation circular, which introduces a lot of unrealistic training examples, res-
ulting in a poorly trained filter. Another issue is that efficient filter training in Fourier
domain requires the filter and the search region to be of equal size. Addressing large
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between-frame displacements requires enlarging the search region. But this implicitly
also enlarges the filter, which results in substantial portions of the background intro-
duced in the filter during the training phase. As a result, the filter learns the background
and gradually drifts off the target. These challenges fueled many developments in DCF
learning methods in the recent years [42–44].
Another important component of visual object trackers are the features used in local-
ization. While early works relied on hand-crafted features such as HoG [45] and Color-
names [46], recent developments in computer vision have focused on training features
for the selected task. In particular the convolutional neural networks [47] (CNN) have
shown great strength and capability to adapt the feature extraction pipeline to maxim-
ize the accuracy of the downstream task. The reason is that the trained features cap-
ture robustness to many local geometric and color/intensity variations. The early CNN
trackers were thus extensions of object detectors by online updating to the target ap-
pearance. A successful representative of this class of trackers is the MDNet [48], which
pretrained the backbone on tracking videos and introduced mixed hard-negative long-
term and short-term updates. Researchers also showed that replacement or extension
of the hand-crafted features with pre-trained CNN features on general computer vision
problems, such as object detection, substantially boosted the performance of discrimin-
ative correlation filters [49–51].
An alternative to training a discriminative target-specific filter on general CNN fea-
tures pre-trained for object detection, is to pre-train the CNN features such that the
correlation with the target template results in a well-expressed peak at the target loca-
tion. This is principally addressed by siamese network architectures [52–54], which have
proven to be very efficient and robust in visual tracking. The main drawback of the sia-
mese formulation is the inability to update the visual model online, which means that a
fixed template from the first frame is used through the whole video sequence. This can
lead to reduced tracking performance during significant target appearance changes and
was recently addressed by Zhang et al. [55], who proposed an online network trained to
perform online update for siamese networks. Valmadre et al. [56] extended the siamese
formulation to discriminative correlation filters such that the learned features maxim-
ize the DCF tracker accuracy. The new formulation interprets the FFT-based DCF as a
layer on top of CNN feature extraction pipeline, which allows feature training by back-
propagation through the optimal filter. The method presented in [56] has never been
widely adopted by the tracking community, mostly due to the complicated formulation
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with the DCF layer, at only limited performance improvement.
The most recent development in the visual tracking field are deep discriminative cor-
relation filters [57, 58]. These approaches use a deep CNNs for feature extraction and
formulate the online filter learning in spatial domain as a neural network optimization
problem. The spatial optimization does not require the filter and the search region to
be the same size and does not suffer from the limitations of circular correlation. Ad-
ditionally, the formulation allows to use hard-negative training examples during filter
learning, which increases the discriminative power of the filter. These are the reasons




The name long-term tracking might imply that the difference between the short-term
and long-term tracking is in the length of a sequence, but the primary difference is the
assumption made on target visibility. In contrast to short-term tracking, where the tar-
get is always within the field of view, the target at long-term tracking may be fully oc-
cluded or may leave the field of view for long periods of time. Long-term trackers are
therefore required to determine when the target has disappeared and to perform target
re-detection after re-appearing in the video.
One of the first long-term trackers formulated the problem as tracking, learning and
detection [59] (TLD) and decomposed a tracker into two main components – a short-
term tracker and a detector. The subsequently proposed long-term trackers, focused
mainly on using better features [60–63], which significantly improved the tracking per-
formance. The idea of combining approaches from different methodologies for a short-
term tracker and adetector remained, resulting in increased complexity of the algorithms
and inefficient implementation.
Advancements made on the short-term tracking, e.g., progress of deep CNNs, af-
fected also the development of long-term trackers. Several deepCNNarchitectures were
proposed for robust target re-detection [64–66]. Thesenetworks are typically trainedon
the pre-defined object categories, which reduces the ability to generalize on object types
not being used during offline training. Most detectors in long-term trackers based on
deep CNNs do not adapt to target appearance during tracking, which can significantly
reduce re-detection capability of the tracker. Lack of the online update mechanisms for
deep networkswas themainmotivation for the group of long-term trackers, whichwent
into direction of robust target appearance learning [66, 67] over a long period of time.
The pace of the progress in long-term tracking was significantly slower than the pro-
gress of the short-term tacking. One reason was the lack of challenging and curated
datasets, with a lot of long-lasting target disappearances. Thus the evaluation did not
focus on the quality of target absence detection and target re-detectionmechanisms, cru-
cial for long-term tracking performance. Another reason for the slow progress of long-
term tracking was the lack of long-term performance measures that would emphasize
long-term properties of a tracker. Long-term trackers were therefore mostly evaluated
using short-term performance measures, which do not measure the ability to predict
target absence. Some long-term datasets and performance measures have emerged re-
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cently [68, 69], but challenges, such as target re-detection, remain opened or only par-
tially addressed.
The results in long-term and short-term tracking consistently show that methods
based on deep CNNs typically achieve better tracking performance than traditional
hand-crafted methods. However these methods require specialized hardware, i.e.,
a graphical processing unit (GPU), which limits their use in many applications where
a GPU is not accessible. On the other hand, analytic hand-crafted methods, like DCFs
run potentially very fast on a CPU, and provide a strong mathematical framework for
formulating tracking as a classification problem. In the following we thus overview the
DCFs, their recent advancements and open issues.
1.2 Discriminative Correlation Filters
Since this thesis builds upon the methodology of discriminative correlation filters, we
overview their basic formulation here and point out the challenges. Discriminative cor-
relation filters (DCFs)were originally developed for object detection anddate back to the
80’s with the seminal work of Hester and Casasent [70]. These methods have been pop-
ularized only recently in the tracking community, starting with theMOSSE tracker [36].
Using a gray-scale template,MOSSE achieved state-of-the-art performance on a tracking
benchmark [71] at a remarkable processing speed. This encouraged a large part of the
tracking community to focus on the development of DCF-based trackers, which resul-
ted in a significant progress of the field.
In the following we explain the main idea of DCFs using a single-channel (grayscale)
image for simplicity. An image region and the filter are denoted as F andH, respectively.
The main task of the filter learning process is to construct the filter H so that the cor-
relation R = F ⋆ H outputs high values on the target center and low values elsewhere.
Note that the R, F and H are of the same dimensions i.e., {R, F,H} ∈ ℛw×h, where w
and h are region width and height, respectively. The DCF filter learning is formulated
as minimization of the following loss function
ℒ = |F ⋆H − G|2 + λ|H|2, (1.1)
where G is a pre-defined correlation response, usually a 2D Gaussian function with a
narrow peak located on target center, and λ is a regularization parameter. The DCF
learning pipeline is depicted in Figure 1.2.
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Correlation is computationally very intensive operation with a quadratic complex-
ity and prevents a closed-form solution of Equation 1.1. However, the problem can be




|F̂⊙ ̄Ĥ − Ĝ|2 + λ|Ĥ|2. (1.2)
The hat symbol ̂(⋅) denotes a fast Fourier transformation of the signal i.e., ?̂? = ℱ(𝑎),
⊙ denotes the Hadamard product and ̄(⋅) is the complex-conjugate operation. Bolme
et al. [36] showed that the problem in (1.2) has a closed-form solution
Ĥ =
̄Ĝ⊙ F̂
̄F̂⊙ F̂ + λ
. (1.3)
The filter H is usually constructed on the frame where target position is known and
thenused to localize the target in the remaining frames. Localization is defined as finding
position of the maximum in the correlation response R, calculated as
R = ℱ−1(F̂⊙ ̄Ĥ), (1.4)
where ℱ−1 is an inverse Fourier transformation 𝑎 = ℱ−1(?̂?) and F is an image patch
centered on the target position fromprevious frame. In summary, problem formulation
in Fourier domain enables filter learning in (1.3) and target localization in (1.4) to be
efficiently calculated since all computations are performed element-wise.
Target appearance usually changes during tracking, which can cause the filter H cre-
ated in the past cannot describe the target very well on the current frame. This can lead
to poor tracking performance or even tracking failure, therefore a filter is updated on
each frame. A numerator and denominator from (1.3) can be separated and denoted as:
Α̂ = ̄Ĝ⊙ F̂ and Β̂ = ̄F̂⊙ F̂ + λ. Filter update is then defined as:
Â𝑡 = (1 − η)Â𝑡−1 + η( ̄Ĝ⊙ F̂𝑡), (1.5)
B̂𝑡 = (1 − η)B̂𝑡−1 + η( ̄F̂𝑡 ⊙ F̂𝑡 + λ). (1.6)
Note that Â𝑡−1 and B̂𝑡−1 are numerator and denominator from previous frame, respect-
ively, F̂𝑡 is the training image patch from current frame and η is the learning rate para-
meter which controls speed of the update. Such definition of the filter update was
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Figure 1.2
Filter H is constructed
to output a pre-defined
Gaussian response
R (left). Position of
the maximum in R
represents a new target
position (right).
Problem formulation Target localization
F HH G F R
?
presented in [36] and allows to generalize learning of the filter from multiple training
examples. If the result of filter learning process is already H and cannot be decomposed
into numerator/denominator, the filter update can be formulated as:
Ĥ𝑡 = (1 − η)Ĥ𝑡−1 + ηĤ∗𝑡 . (1.7)
Anupdated filter at the current time-step 𝑡 is denoted as Ĥ𝑡 , while Ĥ𝑡−1 is the filter from
previous frame and the filter computed on the current frame is denoted as Ĥ∗𝑡 .
Modern DCFs do not use a single grayscale channel to construct the filter, but rather
use more complex multi-channel features, which significantly boost the tracking per-
formance. Themost commonDCF features are discussed in the following. Histograms
of oriented gradients –HoG [45], encode local neighbourhood of the image region as a
histogram of the gradient orientations. Colornames [38, 46] transform each RGB pixel
value to a pre-defined 11-dimensional vector corresponding to different colors. Another,
recently very popular group of features are deep features, which require deep convolu-
tional neural network to transform an image region to a high dimensional feature space.
The network is usually pre-trained on a large amount of annotated data for object de-
tection or even localization task [73, 74]. These networks remain fixed during tracking
and are used as feature extractors [42, 50, 75]. Modern DCFs combine different types
of features in a single multi-channel filter. The performance improved compared to
hand-crafted features, but challenges of efficient feature fusion from different resolu-
tions and layers remained. This issues were recently addressed by formulating the filter
learning problem in continuous spatial domain [50, 51] and by fusing different types of
features [75], i.e., high-resolution features are used for accurate localization, while low-
resolution features ensure robust tracking. Further development includes training deep
features for localizationby interpreting aDCFas a layer in adeepnetwork [56, 76]. Large
number of feature channels in DCF causes that all channels are not equally important,
which opens a question of the informativeness of each feature channel. Channel atten-
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tion mechanisms have been developed to address this issue [77].
Themost commonDCF formulation [36, 37] is efficiently implemented inFourier do-
main by transforming the signal using fast Fourier transformation (FFT) and assuming a
circular correlation (see Figure 1.3). The FFT requires the filter and the search region size
to be equal, which limits the detection range. This limitation can be especially problem-
atic during abrupt cameramotion or fast targetmotion since search range has to be large
enough to capture large target displacements between consecutive frames. Another lim-
itation ofDCFs comes from the properties of circular correlation, which is that the filter
is trained onmany examples that contain unrealistic, wrapped-around circularly-shifted
versions of the target, shown in Figure 1.3. A naïve approach to mitigate both problems
is by learning the filter froma larger region. This introduces large amount of background
in the filter, which can cause the tracker to start tracking the background and can poten-
tially lead to tracking failure. Galoogahi et al., [43] have recently proposed zero-padding
the filter during learning and Danelljan et al. [42] introduced spatial regularization to
penalize large filter values outside the target boundaries. Both approaches train the filter
from image regions much larger than the target and thus increase the detection range,
without increasing impact of the background.
Existing DCF methods assume that the target shape is well approximated by an axis-
Figure 1.3
Image region cropped
so that the target is
in center (top-left).
Other examples show
the same region, being
cyclically shifted. The
more region is shifted
from the center, the
more unrealistic it
is e.g., bottom-left
example is the most
unrealistic.
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aligned rectangle, which can have negative impact on the performance when tracking
irregularly shaped objects, those with a hollow center or highly deformable objects. In
these cases the target region contains a lot of background pixels and the filter trained on
such region eventually learns the background as the target appearance, which may lead
to drift and failure. The same problem appears for approximately rectangular objects in
the case of occlusion, since the filter learns the occluding object. Both methods, [43]
and [42] suffer from this problem.
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1.3 Scientific Contributions
In this thesis we propose efficient appearance models for visual object tracking based on
the methodology of discriminative correlation filters. As the first contribution we pro-
pose a discriminative part-based visual model, which addresses tracking of deformable or
partially occluded objects. Our second contribution is a constrained filter learning and
channel reliability estimation for discriminative correlation filters. The third contribu-
tion is a discriminative segmentation-based visual model, which formulates tracking as a
segmentation problem utilizing a discriminative correlation filter method. The fourth
contribution focuses on long-term tracking and is split into two parts. We propose a dis-
criminative long-term tracking visual model which formulates a short-term tracker and
a detector within a single methodology for efficient performance. As a second part of
the contribution, we propose a new performance evaluation methodology for long-term
visual object trackers. The four contributions are summarized as follows:
1. Discriminative part-based visual model. In principle, tracking of deformable tar-
gets requires a model that adapts to the geometric deformations as well as local
visual appearance variations. We propose a part-based visual model [78] which
represents the target appearance at two levels of details. A coarse level estimates
an approximate object location, while themid-level representation refines the tar-
get location and it consists of a constellation of parts. These parts interact with
each other within a single deformation model. Visual similarity of the parts and
their relative positions are formulated as an adaptive spring system. We show that
energyminimization of such system is equivalent tomaximum a posteriori estim-
ation of the parameters in the deformablemodel. A novel optimization formulti-
dimensional spring-system-based deformation models is proposed to ensure effi-
cient performance.
2. Constrained filter learning and channel reliability for discriminative correlation
filters. We propose a constrained filter learning method and channel reliability
estimation method for discriminative correlation filters [77, 79]. The proposed
method is designed to cope with partial occlusion and deformable objects. Filter
learning is constrained by a binary mask which identifies pixels in training patch
that belongs to the target. The proposed filter learning method allows to enlarge
the search region of the tracker, which in turn increases number of training ex-
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amples and allows better target localization. Another contribution is a channel
attention mechanism, which estimates the reliability scores of each feature chan-
nel. These scores identify which feature channels are more informative and are
used for weighting the per-channel filter responses in localization step.
3. Discriminative segmentation-based deep visual model. Most of existing trackers
predict the target position in form of a bounding box, which can lead to inac-
curate tracking, especially when the target deforms or rotates significantly. We
propose a discriminative visualmodel for object segmentation, which applies two
models with complementary geometric properties, one invariant to a broad range
of transformations, includingnon-rigid deformations and the other assuming a ri-
gid object. The proposed model is implemented as a deep neural network, which
predicts the target position as a binary segmentation mask [80]. The model is
trained on segmentation task only and it achieves high generalization and versat-
ility, while predicting very accurate target position.
4. A discriminative long-term tracking visual model and performance evaluation
methodology.Wepropose a long-term tracking visualmodelwhich formulates the
twomain components – a short-term tracker and a detector within a single meth-
odology. The proposed model is implemented within the methodology of dis-
criminative correlation filters, resulting in the fully-correlational long-term
tracker [81]. In addition we propose a failure detection mechanism for tracking
uncertainty detection, which switches between the short-term tracker and the de-
tector.
In the second part of the contribution we propose a long-term tracking perform-
ance evaluation methodology [82] which opens new research opportunities in
this field. The newmethodology consists of a long-term tracking dataset focusing
mostly on target disappearances, a taxonomy which positions trackers on short-
term – long-term spectrum and long-term tracking performance measures. The
proposed measures focus on measuring the ability of a tracker to predict target
absence and recover after target disappearance. The benchmark compares twenty
short-term and long-term trackers and finds good practices important to design
a long-term tracker.
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1.4 The Thesis Structure
The remainder of the thesis is structured into seven chapters. Chapter 2 reviews the
publications related to the claimed contributions of this thesis. The next five chapters
include the original publications re-formatted to fit the thesis template. Chapter 3 in-
cludes the publication related to the discriminative part-based visual model. Chapter 4
includes the publication related to the Constrained filter learning and channel reliabil-
ity for discriminative correlation filters. Chapter 5 includes the publication related to the
Discriminative segmentation-based deep visual model. Chapter 6 and Chapter 7 include
the publications related to theDiscriminative long-term tracking visual model and per-
formance evaluation methodology. Chapter 8 draws conclusions and is followed by the
extended abstract in Slovene.

2
Review of Published Work
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This chapter is divided into four sections, corresponding to the four scientific contribu-
tions of the thesis. The first contribution is a discriminative part-based visual model and
is reviewed inSection 2.1. A constrained filter learningmethodwith channel reliability es-
timation for discriminative correlation filters is the second contribution and is reviewed
in Section 2.2. We review the third contribution, which is a deep segmentation-based
visualmodel for visual tracking in Section 2.3. The last contribution addresses long-term
tracking and is reviewed in Section 2.4.
2.1 Discriminative part-based visual model
Themajor challenge of tracking deformable objects is addressing deformations in a prin-
cipled way, for which part-based models showed great potential in the past. Most of
the part-based methods [1–3, 83] use a large number of small parts, which cover a small,
local region of the target. Large number of parts significantly increases the number of
free parameters to be estimated, which can lead to inaccurate tracking results.
We propose a part-based visual model which decomposes the target into a small num-
ber of mid-level parts [78]. Size of the parts is larger than size of the parts in traditional
part-based trackers, while still covering only a local region of a target. This approach
significantly reduces the number of free parameters to be estimated. Part-based localiz-
ation is particularly challenging under abrupt target motion. For this reason we follow
the two-layer visual model formulation [1] and use a global target representation for ap-
proximate target localization and a part-based mid-level representation for location re-
finement. An overview of the proposed visual model and localization method is shown
in Figure 2.1.
Tracking the target with independent parts leads to poor performance since some
parts can be occluded and therefore impossible to localize accurately. We thus introduce
geometric constraints between the parts and model them by a physical spring system.
Constraints force the parts to move consistently, yet are allowed to deviate to a certain
degree from a joint motion, thus accounting for the potential target deformation. Be-
sides geometric constraints we also introduce visual constraints, which are determined
by aDCF response on each part. Both constraints aremodelledwith a single framework,
i.e., a multi-dimensional spring system, which is shown in Figure 2.2. We propose an ef-
ficient optimization method for multi-dimensional spring system energy minimization.
The proposed part-basedDCF tracker explicitly addresses nonrigid deformations and
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(self-)occlusions and runs in real-time. The tracker was evaluated on three benchmarks:
VOT2014 [15], VOT2015 [16] and OTB100 [71] and achieved state-of-the-art tracking
performance at the time of the submission.
Coarse localization
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Result from t-1 New frame

















target using a coarse
and a mid-level target
representation.









An example of a con-
stellation parts, where
arrows point to the
most visually similar
positions (left) and the
dual form correspond-
ing to a spring system
(right).
This contribution was published in the following scientific journal:
[78] Alan Lukežič, Luka Čehovin Zajc and Matej Kristan. Deformable parts cor-
relation filters for robust visual tracking. IEEE Transactions on Cybernetics 48(6):
1849–1861. 2018
Division of work: Alan Lukežič developed the method, coded, ran the experi-
ments, wrote text and generated the figures. Luka Čehovin Zajc worked on text
writing and running of the experiments. Matej Kristan worked on the idea of the
method, text editing and led the research.
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Outreach and extensions. A simplified version of the proposed tracker was used as the
main trackingmethod in an application for visual object trackingwith aquadcopter [84].
An example of the application for person tracking is shown in Figure 2.3. A similar track-
ing method was used in the system for traffic sign detection in videos to improve tem-
poral coherence of the detector [85].
Figure 2.3
A video stream from
drone while tracking
a person, where a
simplified version
of [78] is used as a
tracking algorithm.
The image is reprinted
from [84] with authors
approval.
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2.2 Constrained filter learning and channel reliability for dis-
criminative correlation filters
Despite robust tracking of deformable targets, the part-based tracker described in Sec-
tion 2.1 still has to estimate large number of free parameters. This can lead to inferior
tracking performance, especially when the target does not deform, or the appearance
change is poorly approximated by deformation (e.g., out of plane rotation). These situ-
ations are better addressed byholistic trackers due to the smaller number of free paramet-
ers. One of the most promising holistic visual models in the last years are discriminative
correlation filters (DCFs). Thesemethods are known by the efficient construction of the
visualmodel, but the formulation introduces several limitations, e.g., (i) filter learning in
Fourier domain causes the filter being trained on unrealistic wrapped-around circularly-
shifted training examples, (ii) efficient implementation requires filter and search region
to be equal size and (iii) using a single rigid visual model prevents to robustly track ob-
jects which are poorly approximated by an axis-aligned bounding box.
To address these issues of DCFs, we propose a discriminative correlation filter with
channel and spatial reliability [77, 79] (CSRDCF).The spatial reliability map identifies
the target pixels within the search region and is estimated by solving a graph labelling
problem, based on color segmentation, efficiently in each frame. This map adapts the
filter support to the part of the region suitable for tracking. Thus both, problem of
circular shift enabling an arbitrary search range and the limitations related to the rect-
angular shape assumption are addressed. Introducing a constraint in the filter learning
prevents fromusing the standard, closed-formDCF formulation [36]. We therefore pro-
pose an efficient optimization procedure, derived for learning a constrained correlation
filter. The new filter learning method is overviewed in Figure 2.4.
ModernDCFs operate onmulti-channel features, like HoG [45] or colornames [46],
which are more powerful than a grayscale or RGB image. Using multiple feature chan-
nels often leads to some channels being less informative than others. The second novelty
of this work is channel reliability, i.e., channel attention mechanism,
which automatically determines the most informative feature channels and emphasizes
their contribution in target localization.
Experiments show that the novel filter optimization procedure outperforms the re-
lated approaches for constrained DCF learning. The proposed tracker showed state-of-
the-art performance at the time of the submission on standard tracking benchmarks [16,
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71, 86], while running in real-time on a single CPU.
Figure 2.4
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The contribution was published in the following conference and scientific journal:
[77]AlanLukežič, TomášVojíř, LukaČehovinZajc, JiříMatas andMatej Kristan.
Discriminative Correlation Filter with Channel and Spatial Reliability. IEEE
Conference on Computer Vision and Pattern Recognition, pp. 6309–6318. 2017
[79]AlanLukežič, TomášVojíř, LukaČehovinZajc, JiříMatas andMatej Kristan.
Discriminative Correlation Filter Tracker with Channel and Spatial Reliability.
International Journal of Computer Vision 126(7): 671–688. 2018
Division ofwork (the same for both publications): Alan Lukežič developed themethod,
derived the optimization, coded, ran the experiments, wrote text and generated the fig-
ures. Tomáš Vojíř worked on coding, running of the experiments and text editing and
generation of some of the figures. Luka Čehovin Zajc worked on text writing and run-
ning of the experiments. Jiří Matas worked on the idea of the method and text editing.
Matej Kristan worked on the idea of the method, derivation of the optimization, text
editing and led the research.
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Outreach and extensions. A C++ implementation of the proposed tracker was accep-
ted to the OpenCV [87] contrib library, and is currently one of the trackers with the
best trade-offs between the performance and speed available in this public library. In
addition, we have applied the optimization methodology similar to the one used in
CSRDCF to awell-known spatially regularizedDCF tracker [42] and showed approxim-
ate 14-times speed-up, which resulted in real-time speedwithout performance drop [88].
[88] Alan Lukežič, Luka Čehovin Zajc and Matej Kristan. Fast Spatially Regu-
larized Correlation Filter Tracker. International Electrotechnical and Computer
Science Conference (ERK), pp. 372–375. 2018
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2.3 Discriminative segmentation-based deep visual model
Most of the state-of-the-art trackers estimate the target position primarily as a rectangu-
lar bounding box. But this is only an approximation of the target position, often not
very accurate, especially when object is of an irregular shape or highly deformable. The
most accurate estimation of the target position is in fact a per-pixel binary segmentation
mask. While we have successfully used a color-based segmentation for deriving robust
DCFs [79], the segmentationwasnot stable enough tobeused as the localizationoutput.
The reason lies in low expressive power of color, whichmakes it sensitive to illumination
and scene appearance changes.
Deep convolutional neural networks (CNNs) have shown a great performance in ac-
curate instance segmentation [89–91]. Transforming the object to a very high dimen-
sional feature space makes CNN-based representations invariant to significant illumin-
ation and target appearance changes. A lot of deep video object segmentation methods
have been proposed in the last years [92–96], which achieve impressive results, but in-
volve large deep networks and are slow to compute. They are usually designed for short,
high-resolution videos, which makes them inappropriate for visual object tracking.
Recently, a deep segmentation-based tracker has been proposed [54], which produces
high-quality segmentation masks on tracking videos. Its main drawback is a two-stage
formulation, which prevents to treat localization and segmentation jointly. In addition,
a fixed template formulation does not allow discriminative adaptation to the target and
background appearance changes.
We proposed a single-shot discriminative segmentation tracker, D3S [80] that
addresses the aforementioned issues. The target is encoded by two discriminative visual
models – one is adaptive and highly discriminative, but geometrically constrained to an
Euclideanmotion (GEM), while the other is invariant to broad range of transformation
(GIM, geometrically invariant model). GIM sacrifices spatial relations to allow target
localization under significant deformation. On the other hand, GEM predicts only po-
sition, but discriminatively adapts to the target and acts as a selector between possibly
multiple target segmentations inferredbyGIM.Theprimary output ofD3S is a segment-
ation map computed in a single pass through the network, which is trained end-to-end
for segmentation only on a single dataset [97]. An overview of the proposed segmenta-
tion network is shown in Figure 2.5.
The proposed tracker achieves state-of-the-art performance on four tracking bench-
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marks [86, 98–100] and comparable segmentation performance on two video object
segmentation benchmarks [101, 102], while running an order of magnitude faster than
existing pure video object segmentation methods. The results show a great generaliza-
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This contribution was published in the following conference paper:
[80] Alan Lukežič, Jiří Matas and Matej Kristan. D3S - A Discriminative Single
Shot Segmentation Tracker. IEEE/CVFConference onComputer Vision and Pat-
tern Recognition, pp. 7133–7142. 2020
Division of work: Alan Lukežič developed the method, coded, ran the experi-
ments, wrote text and generated the figures. Jiří Matas worked on the idea of the
method and text editing. Matej Kristan worked on the idea of the method, text
editing and led the research.
Outreach and extensions. The D3S tracker is ranked among the top 22% of trackers on
the VOT 2020 short-term challenge and among the top 17% of trackers on the VOT
2020 real-time challenge. The tracker has also inspired other authors, who used it as part
of their own tracking methods. For example, the winner of the VOT2020 short-term
tracking challenge is an extension of the D3S with a region proposal network [103].
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2.4 A discriminative long-term tracking visual model and per-
formance evaluation methodology
Long-term trackers are designed for scenarios where the target may disappear from the
field of view, may be fully occluded for long periods of time and where cuts, i.e. unpre-
dictable abrupt changes of target pose and appearance, may occur. A long-term tracker
thus requires the ability to report target absence and the redetection capability, i.e. the
ability to localize the target when no information about current poses is available. This
requires fundamentally different search strategies and visual model adaptation mech-
anisms. A long-term tracker development entails: (i) the design of the two core com-
ponents - the short term tracker and the detector, (ii) an algorithm for their interaction
including the estimation of tracking and detection uncertainty, and (iii) the model ad-
aptation strategy.
Early methods were complex combination of different approaches, limited to large
and sufficiently well textured targets [3, 61, 62, 104]. Cascades of classifiers [59, 60] and
deep feature object detection systems [64] have been proposed to deal with diverse tar-
gets. The drawback is in the significant increase of computational complexity and the
subsequent reduction in the range of possible applications. Existing long-term trackers
either train the detector on the first frame only [61, 64], thus losing the opportunity to
learn target appearance variability or adapt the detector [60, 62] and becoming prone
to failure due to learning from incorrect training examples.
In [81] we propose a novel Fully Correlational Long-Term tracker (FuCoLoT, pro-
nounced: /fjuːsɑːlɒt/), which exploits our DCF learning method [79] that allows to
control the support of the discriminative filter. This enables the DCF to search in an
area with size unrelated to the object e.g., in the whole image. Decoupling the target
and the search region sizes allows implementing the detector as a DCF. Both the short-
term tracker and the detector are DCFs operating efficiently on the same representation.
An overview of themethod is illustrated in Figure 2.6. TheDCFs are trained on different
time scales as a detector to achieve resistance to occlusions, disappearance, or short-term
tracking problems of different duration. The localization uncertainty is facilitated by the
fact that both the detector and the short-term tracker output the same representation -
the correlation response. This leads to a simple and effective method that controls their
interaction.
Extensive experiments showed that the proposed long-term tracker by far outper-
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formed all sota trackers on a long-term benchmark [20] at the time of the submission
and achieved excellent performance even on short-term benchmarks [71, 86]. The pro-
posed tracker has a smallmemory footprint, does not requireGPUs and runs at 15 fps on
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Development of the long-term trackers with an image-wide re-detection capability is
much less researched area than short-term tracking. We identified as the primary reason
the lack of long-term tracking benchmarks that focus on target disappearances. Most
long-term trackers were therefore evaluated on short-term tracking datasets using short-
term evaluation methodology, which do not not properly evaluate long-term aspects.
For example: short-term tracking performance measures do not penalize trackers for
predicting target position when it is not visible and this does not push the filed into the
right direction.
We propose a new tracking taxonomy for fine categorization of long-term trackers.
Based on this taxonomy we propose new performance measures, evaluation protocol
and the dataset [82], all carefully designed to expose the long-term tracking properties.
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Weexperimentally showtheproposedperformancemeasures producewell-interpretable
results. We also show significant robustness to the annotation sparsity. Using the pro-
posed evaluation tools, we provide an in-depth analysis of twenty long-term and short-
term trackers. The analysis includes a new re-detection experiment that exposes crucial
long-term tracking capabilities. The tracker performance is analyzed with respect to se-
quence attributes and the target disappearance rate. Analysis of long-term tracking ar-
chitectures is provided as well. An overview of long-term tracking performance w.r.t.
the architecture of the trackers is presented in Figure 2.7. We test the overall perform-
ance of the architectures and analyze re-detection strategies and influence of the model
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The contributions were published in the following conference and journal papers:
[81] Alan Lukežič, Luka Čehovin Zajc, Tomáš Vojíř, JiříMatas andMatej Kristan.
FuCoLoT –AFully-Correlational Long-TermTracker. AsianConferenceonCom-
puter Vision, pp. 595–611. 2018
Division of work: Alan Lukežič developed the method, coded, ran the experi-
ments, wrote text and generated the figures. Luka Čehovin Zajc worked on text
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editing and generation of some of the figures. Tomáš Vojíř worked on coding,
running of the experiments and text editing. Jiří Matas worked on the idea of the
method and text editing. Matej Kristan worked on the idea of the method, text
editing and led the research.
[82]Alan Lukežič, LukaČehovin Zajc, TomášVojíř, JiříMatas andMatej Kristan.
Performance Evaluation Methodology for Long-Term Single-Object Tracking.
IEEE Transactions on Cybernetics: 1–14. 2020
Division of work: Alan Lukežič developed the method, derived the performance
measures, coded, ran the experiments, wrote text and generated the figures. Luka
Čehovin Zajc worked on text writing, derivation of the performance measures
and generation of some of the figures. Tomáš Vojíř worked on running of the
experiments and text editing. Jiří Matas worked on the idea of the method and
text editing. Matej Kristan worked on the idea of the method, text editing and
led the research.
Outreach and extensions. The proposed fully correlational long-term tracker was later
extended to theRGB-D long-term tracker [105], which performs online 3D target recon-
struction to facilitate robust learning of a set of view-specific DCFs. These 2DDCFs are
used during tracking for improved localization accuracy as well as for target redetection.
The proposed long-term tracking performance evaluation methodology and dataset
have been used in the Visual Object Tracking Long-Term Challenge as a primary eval-
uation methodology since 2018 [98, 103, 106]. We also extended the performance eval-
uation methodology to RGB-D tracking domain in our recent CDTB benchmark pa-
per [107].
[105] Ugur Kart, Alan Lukezic, Matej Kristan, Joni-Kristian Kamarainen and Jiri
Matas. Object Tracking by Reconstruction With View-Specific Discriminative Cor-
relation Filters. IEEE/CVF Conference on Computer Vision and Pattern Recog-
nition, pp. 1339–1348. 2019
[107] Alan Lukezic, Ugur Kart, Jani Kapyla, Ahmed Durmush, Joni-Kristian
Kamarainen, Jiri Matas, Matej Kristan. CDTB: A Color and Depth Visual Ob-
ject Tracking Dataset and Benchmark. The IEEE International Conference on
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Deformable Parts Correlation Filters
for Robust Visual Tracking
Alan Lukežič, Luka Čehovin Zajc, Member, IEEE, and Matej Kristan, Member, IEEE
Abstract—Deformable parts models show a great potential in
tracking by principally addressing nonrigid object deformations
and self occlusions, but according to recent benchmarks, they
often lag behind the holistic approaches. The reason is that poten-
tially large number of degrees of freedom have to be estimated
for object localization and simplifications of the constellation
topology are often assumed to make the inference tractable. We
present a new formulation of the constellation model with cor-
relation filters that treats the geometric and visual constraints
within a single convex cost function and derive a highly effi-
cient optimization for maximum a posteriori inference of a fully
connected constellation. We propose a tracker that models the
object at two levels of detail. The coarse level corresponds a
root correlation filter and a novel color model for approximate
object localization, while the mid-level representation is com-
posed of the new deformable constellation of correlation filters
that refine the object location. The resulting tracker is rigorously
analyzed on a highly challenging OTB, VOT2014, and VOT2015
benchmarks, exhibits a state-of-the-art performance and runs in
real-time.
Index Terms—Computer vision, correlation filters, short-term
tracking, spring systems, visual object tracking.
I. INTRODUCTION
SHORT-TERM single-object visual tracking has receiveda significant attention of the computer vision community
over the last decade. Recently several papers reporting exper-
imental comparison of trackers on a common testing ground
have been published [1]–[4]. Results show that tracking quality
depends highly on the expressiveness of the feature space in
the object appearance model and the inference algorithm that
converts the features into a presence score in the observed
parameter space. Most of the popular trackers apply holistic
appearance models which capture the object appearance by a
single patch. In combination with efficient machine-learning
and signal processing techniques from online classification and
regression, these trackers exhibited top performance across all
benchmarks [5]–[9]. Most of these approaches apply sliding
windows for object localization, and some extend the local
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search in the scale space [10]–[13] to address the scale changes
as well.
Nevertheless, a single patch often poorly approximates
objects that undergo significant, potentially nonlinear, defor-
mation, self occlusion and partial occlusions, leading to
drift, model corruption, and eventual failure. Such situations
are conceptually better addressed by part-based models that
decompose the object into a constellation of parts. This type
of trackers shows a great potential in tracking nonrigid objects,
but their performance often falls behind the holistic models [4],
because of the large number of degrees of freedom that have
to be estimated in the deformation model during tracking.
Čehovin et al. [14] therefore propose that part-based models
should be considered in a layered framework that decomposes
the model into a global and local layer to increase the sta-
bility of deformation parameters estimation in presence of
uncertain visual information. Most part-based trackers use very
small parts, apply low-level features for the appearance mod-
els, e.g., histograms [14], [15] or keypoints [16], [17] and
increase their discrimination power by increasing the number
of parts. Object is localized by optimizing a tradeoff between
the visual and geometric agreement. Most of the recent track-
ers use star-based topology, e.g., [15], [16], and [18]–[21], or
local connectivity, e.g., [14], instead of a fully connected con-
stellation [17] to make the inference tractable, but at a cost of
a reduced power of the geometric model.
In this paper we present a new class of layered part-
based trackers that apply a geometrically constrained con-
stellation of local correlation filters [9], [12] for object
localization. We introduce a new formulation of the con-
stellation model that allows efficient optimization of a fully
connected constellation and adds only a negligible over-
head to the tracking speed. Our part-based correlation filter
formulation is cast in a layered part-based tracking frame-
work [14] that decomposes the target model into a coarse
layer and a local layer. A novel segmentation-based coarse
model is introduced as well. Our tracker explicitly addresses
the nonrigid deformations and (self-)occlusions, resulting in
increased robustness compared to the recently proposed holis-
tic correlation filters [12] as well as state-of-the-art part-based
trackers.
A. Related Work
Popular types of appearance are generative holistic models
like color histograms [22] and subspace-based [23], [24] or
sparse reconstruction templates [25], [26]. The cost function in
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ABSTRACT. Deformable parts models show a great potential in tracking by principally addressing non-
rigid object deformations and self occlusions, but according to recent benchmarks, they often lag behind
the holistic approaches. The reason is that potentially large number of degrees of freedom have to be
estimated for object localization and simplifications of the constellation topology are often assumed to
make the inference tractable. We present a new formulation of the constellation model with correlation
filters that treats the geometric and visual constraints within a single convex cost function and derive a
highly efficient optimization for MAP inference of a fully-connected constellation. We propose a tracker
that models the object at two levels of detail. The coarse level corresponds a root correlation filter and a
novel color model for approximate object localization, while the mid-level representation is composed of
the newdeformable constellation of correlation filters that refine the object location. The resulting tracker
is rigorously analyzed on a highly challenging OTB, VOT2014 and VOT2015 benchmarks, exhibits a state-of-
the-art performance and runs in real-time.
KEYWORDS. Computer vision, visual object tracking, correlation filters, spring systems, short-term track-
ing
3.1 Introduction
Short-term single-object visual tracking has received a significant attention of the com-
puter vision community over the last decade. Recently several papers reporting exper-
imental comparison of trackers on a common testing ground have been published [14,
15, 19, 71]. Results show that tracking quality depends highly on the expressiveness of
the feature space in the object appearance model and the inference algorithm that con-
verts the features into a presence score in the observed parameter space. Most of the
popular trackers apply holistic appearance models which capture the object appearance
by a single patch. In combination with efficient machine-learning and signal processing
techniques from online classification and regression, these trackers exhibited top per-
formance across all benchmarks [30, 32, 35, 36, 108]. Most of these approaches apply
sliding windows for object localization, and some extend the local search in the scale
space [37, 41, 109, 110] to address the scale changes as well.
Nevertheless, a single patch often poorly approximates objects that undergo signific-
ant, potentially nonlinear, deformation, self occlusion and partial occlusions, leading
to drift, model corruption and eventual failure. Such situations are conceptually bet-
ter addressed by part-based models that decompose the object into a constellation of








amples with our tracker
DPT (yellow), KCF
(red), IVT (blue) and
Struck (magenta) are
shown in the bottom.
Coarse localization
Initialize mid-level partsForm a spring systemMinimize the energy
Result from t-1 New frame












#5 #26 #57 #219
parts. This type of trackers shows a great potential in tracking non-rigid objects, but
their performance often falls behind the holistic models [15], because of the large num-
ber of degrees of freedom that have to be estimated in the deformation model during
tracking. Čehovin et al. [1] therefore propose that part-based models should be con-
sidered in a layered framework that decomposes the model into a global and local layer
to increase the stability of deformation parameters estimation in presence of uncertain
visual information. Most part-based trackers use very small parts, apply low-level fea-
tures for the appearance models, e.g., histograms [1, 2] or keypoints [3, 83] and increase
their discrimination power by increasing the number of parts. Object is localized by op-
timizing a trade-off between the visual and geometric agreement. Most of the recent
trackers use star-based topology, e.g. [2–6, 111], or local connectivity, e.g. [1], instead of
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a fully-connected constellation [83] to make the inference tractable, but at a cost of a
reduced power of the geometric model.
In this paper we present a new class of layered part-based trackers that apply a geomet-
rically constrained constellation of local correlation filters [36, 37] for object localization.
We introduce a new formulation of the constellationmodel that allows efficient optimiz-
ation of a fully-connected constellation and adds only a negligible overhead to the track-
ing speed. Our part-based correlation filter formulation is cast in a layered part-based
tracking framework [1] that decomposes the target model into a coarse layer and a local
layer. A novel segmentation-based coarse model is introduced as well. Our tracker ex-
plicitly addresses the nonrigid deformations and (self-)occlusions, resulting in increased
robustness compared to the recently proposed holistic correlation filters [37] as well as
state-of-the-art part-based trackers.
3.1.1 Related work
Popular types of appearance are generative holistic models like color histograms [112]
and subspace-based [28, 31] or sparse reconstruction templates [113, 114]. Several pa-
pers explored multiple generative model combinations [112, 115] and recently Gaussian
process regressors were proposed for efficient updating of these models [116]. The cost
function in generative holistic models reflects the quality of global object reconstruc-
tion in the chosen feature space, making the trackers prone to drifting in presence of
local or partial object appearance changes or whenever the object moves on a visually-
similar background. This issue is better addressed by the discriminative trackers which
train an online object/background classifier and apply it to object localization. Early
work includes support vector machines (SVM) [117], online Adaboost [35], multiple-
instance learning [30] and recently excellent performance was demonstrated by struc-
tured SVMs [32]. A color-based discriminative model was recently presented in [118]
that explicitly searches for potential visual distractors in the object vicinity and updates
the model to increase the discriminative power. The recent revival of the matched fil-
ters [119] in the context of visual tracking has shown that efficient discriminative track-
ers can be designed by online learning of a correlation filter that minimizes the signal-
to-noise ratio cost function. These filters exhibit excellent performance at high speeds,
since learning andmatching is carried out by exploiting the efficiency of the fast Fourier
transform. Bolme et al. [36] introduced the first successful online matched filter, now
commonly known as a correlation filter tracker. Their tracker was based on grayscale
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templates, but recently the correlation filters have been extended to multidimensional
features [37, 41, 109], and Henriques et al. [37] introduced kernelized versions. Scale
adaptation of correlation filters was investigated by Danneljan et al. [109] and Zhang
et al. [120] who applied correlation filters to the scale space and [121] who combined
votes of multiple automatically allocated filters. Zhang et al. [122] have shown the con-
nection to spatio-temporal context learning. Hong et al. [62] have recently integrated
correlation filters in a multi-store tracking framework and demonstrated excellent per-
formance. In fact, the correlation filter-based trackers have demonstrated excellent per-
formance across all the recent benchmarks. Still, these trackers suffer from the general
drawbacks of holistic models is that they do not explicitly account for deformation, self
occlusion and partial occlusions, leading to drift, model corruption and eventual failure.
This issue is conceptually better addressed by models that decompose the object into
parts. A popular work on part-based models was developed by Felzenswalb et al. [123]
for video object detection. It requires a complex training method and has a limited de-
tection range, i.e., cannot detect a significantly rotated target.
Thepart-based trackers apply constellations of either generative or discriminative local
models and vary significantly in the way they model the constellation geometry. Hoey
[124] used a flock-of-features tracking in which parts are independently tracked by op-
tical flow. The flock is kept on object by identifying parts that deviate too far from the
flock and replacing them with new ones. But because of weak geometric constraints,
tracking is prone to drifting. Vojir et al. [125] addressed this issue by significantly con-
straining the extent of each part displacement and introduced tests of estimation qual-
ity. Tracking robustness is increased by only considering the part displacements deemed
accurately estimated. Martinez et al. [126] proposed connecting triplets of parts and
tracked thembykernelswhile enforcing locally-affine deformations. The local connectiv-
ity resulted in inefficient optimization and parts required careful manual initialization.
Artner et al. [83] proposed a key-point-based tracker with a fully-connected constella-
tion. They use the geometric model that enforces preservation of inter-keypoint dis-
tance ratios. Because the ratios are not updated during tracking and due to the ad-hoc
combination of geometric and appearance models, the resulting optimization is quite
brittle, requiring manual initialization of parts and the resulting tracker handles only
moderate locally-affine deformations. Pernici et al. [104] address nonrigid deformations
by oversampling key-points to construct multiple instance-models and use a similarity
transform for matching. But, the tracker still fails at significant nonrigid deformations.
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Several works simplify a geometric model to a star-based topology in interest of sim-
plified optimization. A number of these works apply part detectors and a generalized
Hough transform for localization. Examples of part detectors are key-points [3], ran-
dom forest classifiers [6], ferns [127] and pixels [128]. Cai et al. [4] apply superpixels as
parts combinedwith segmentation for efficient tracking, but the high reliability on color
results in significant failures during illumination changes. Kwon et al. [2] apply gener-
ative models in a star-based topology with adding and removing parts and Čehovin et
al. [1] increase the power of the geometric model by local connectivity. Both approaches
require efficient stochastic optimizers for inference. Yao et al. [5] address the visual and
geometric model within a single discriminative framework. They extend the structured
SVM [32] to multiple part tracking, but cannot handle scale changes. This model was
extended by Zhu et al. [111] to account for context as well, but uses a star-based topology
for making the inference tractable. Context was also used by Duan et al. [129] where
tracking multiple objects or object parts was used to resolve ambiguities.
Part-based trackers often suffer from the potentially large number of parameters of
the deformation model to be estimated from uncertain/noisy visual data. This is ad-
dressed by the layered paradigm of part-based trackers introduced by Čehovin et al. [1].
This paradigm decomposes the tracker architecture into a global coarse and a local ap-
pearance layer. The global layer contains coarse target representations such as holistic
templates and global color histograms, while the local layer is the constellation of parts
with simple local appearance description. The paradigm applies a top-down localiza-
tion to gradually estimate the state parameters (i.e., target center and part locations) and
bottom-up updates to update the appearance models. Čehovin et al. [1] analyzed vari-
ous modalities used at the global layer (i.e., color, local motion and shape) and their
influence on tracking. They have concluded that color plays the most important role at
the scale of the entire object.
3.1.2 Our approach and contributions
Our main contribution is a new class of fully-connected part-based correlation filter
trackers. Most part-based trackers apply star-based topology to simplify the inference or
combine geometrical and visual constraints in an ad-hoc fashion often leading to a non-
convex optimization problem. In contrast, our formulation treats the geometric and
visual constraints within a single convex cost function. We show that this cost function
has a dual formulation of a spring system and show that MAP inference of the constel-
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lation can be achieved by minimizing the energy of the dual spring system. We derive a
highly efficient optimizer that in practice results in a very small computational overhead
during tracking.
The tracker is formulated within the theoretical framework of layered deformable
parts [1] that decomposes the tracker into a coarse representation and a mid-level rep-
resentation. The coarse representation is composed of a holistic correlation filter and
a novel global color model. The mid-level representation is composed of local correla-
tion filters fully-connected by the new constellation model. Tracking is performed by
top-down localization and bottom-up updates (Figure 3.1): The coarse model initializes
the mid-level representation at approximate object location. An equivalent spring sys-
tem is formed and optimized, yielding a MAP constellation estimate. The parts are up-
dated and the estimated constellation is used to update the coarse model. In contrast to
the standard holistic correlation filters, the proposed deformable parts tracker naturally
addresses the object appearance changes resulting from scale change, nonrigid deforma-
tions and (self)occlusions increasing the tracking robustness.
Our tracker and the proposed constellation optimization are analyzed in depth. The
tracker is rigorously compared against a set of state-of-the-art trackers on a highly chal-
lenging recent benchmarksOTB2015 [71], VOT2014 [15] andVOT2015 [16] and exhibits
a state-of-the-art performance.
3.2 Deformable parts tracker
The tracker output at time-step 𝑡 is an axis-aligned bounding box. In our case this region
is estimated by the deformable parts correlation filter as we describe in this Section. The
coarse representation is described in Section 3.2.2, while the deformable constellation of
parts, a mid-level object representation, is described in Section 3.2.3. In the following,
we will denote the part positions by (⋅)(𝑖), where the index 𝑖 = 0 denotes the root
part in the coarse layer and indexes 𝑖 > 0 denote parts in the constellation. Since both
representations apply kernelized correlation filters (KCF) [37] for part localization, we
start by briefly describing the KCF in Section 3.2.1.
3.2.1 Kernelized correlation filters
Given a single grayscale image patch z of sizeΜ×Ν a linear regression function 𝑓 (z) =
wΤz is estimated such that its response ismaximal at the center of the patch and gradually
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reduces for the patch circular shifts z𝑚,𝑛, (𝑚, 𝑛) ∈ {0, … ,Μ − 1} × {0, … ,Ν − 1}
toward the patch edge. This is formulated by minimizing the following cost function
ϵ = ||w⊗ z − ϕ||2 + λ||w||2, (3.1)
where⊗ denotes circular correlation, ϕ is a Gaussian function centered at zero shift (see
Figure 3.2) and λ is a ridge regression regularizationparameterwhich controls overfitting.
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the circular shifts, i.e., w = ∑𝑚,𝑛 𝑎𝑚,𝑛φ(z𝑚,𝑛), where φ(⋅) is a mapping to the Hilbert
space induced by a kernel κ(⋅, ⋅). The minimum of (3.1) is obtained at
Α = ΦU𝑧 + λ
, (3.2)
where the capital letters denote the Fourier transforms of image-domain variables, i.e.,
Α = ℱ[𝑎], Φ = ℱ[ϕ], U𝑧 = ℱ[𝑢𝑧], with 𝑢𝑧(𝑚, 𝑛) = κ(z𝑚,𝑛, z) and 𝑎 is a dual
representation of w [37]. At time-step 𝑡, a patch y𝑡 of sizeΜ × Ν is extracted from the
image and the probability of object at pixel location x𝑡 is calculated from the current
estimate ofΑ𝑡 and the template z𝑡 as
𝑝(y𝑡|x𝑡, z𝑡) ∝ ℱ−1[Α𝑡 ⊙U𝑦], (3.3)
whereU𝑦 = ℱ[𝑢𝑦], 𝑢𝑦(𝑚, 𝑛) = κ(y𝑚,𝑛, z𝑡). In [37, 38], the maximum on 𝑝(y𝑡|x𝑡, z𝑡)
is taken as the newobject position. Thenumerator anddenominator ofΑ𝑡 in (3.2) aswell
as the patch template z𝑡 are updated separately at the estimated position by an autore-
gressive model. The extension of the kernelized filter from grayscale patches to multi-
channel features is straigth-forward and we refer the reader to [37, 38] for details.
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3.2.2 The coarse representation
The coarse object representation in our appearance model consists of two high-level ob-
ject models: the object global template z(0)𝑡 (a root correlation filter) and a global color
model C𝑡 = {𝑝(x𝑡|𝑓 ), 𝑝(x𝑡|𝑏)}, specified by the foreground and background color
histograms, 𝑝(x𝑡|𝑓 ) and 𝑝(x𝑡|𝑏), respectively, where x𝑡 denotes the pixel coordinates.
These models are used in each tracking iteration to coarsely estimate the center x(0)𝑡 of
the object bounding box within a specified search region (Figure 3.1, step 1), which is
subsequently refined by the mid-level representation (Section 3.2.3).
Given an image patch y(0)𝑡 extracted from a search region, (Figure 3.3a), the center is
estimated by maximizing the probability of object location x(0)𝑡 ,
𝑝(x(0)𝑡 |z(0)𝑡 , C𝑡, y(0)𝑡 ) ∝ 𝑝(y(0)|x(0)𝑡 , z(0)𝑡 )𝑝(y(0)|x(0)𝑡 , C𝑡). (3.4)
The first term,𝑝(y(0)𝑡 |x(0)𝑡 , z(0)𝑡 ), is the templateprobability reflecting similarity between
the patch centered at x(0)𝑡 and the object template z
(0)
𝑡 calculated as the response from the
correlation filter (3.3), (see Figure 3.3b). The second term is the color probability defined
as
𝑝(y(0)|x(0)𝑡 , C𝑡) = 𝑝(𝑓 |x(0)𝑡 , y(0)𝑡 )(1 − αcol) + αcol, (3.5)
where 𝑝(𝑓 |x(0)𝑡 , y(0)𝑡 ) is the probability of a pixel at location x(0)𝑡 belonging to a fore-
ground and αcol is a weak uniform distribution that addresses sudden changes of the
object color, since the 𝑝(𝑓 |x(0)𝑡 , y(0)𝑡 ) might be uninformative in these situations and
would deteriorate localization. The value of αcol varies with a color informativeness
as detailed in Section 3.2.2. The probability 𝑝(𝑓 |x(0)𝑡 , y(0)𝑡 ) is calculated by histogram
backprojection, i.e., by applying the Bayes rule with 𝑝(x𝑡|𝑓 ) and 𝑝(x𝑡|𝑏), and regu-
larized by a Markov random field [130, 131] to arrive at a smoothed foreground pos-
terior (Figure 3.3c). Multiplying the template and color probabilities yields the density
𝑝(x(0)𝑡 |z(0)𝑡 , C𝑡, y(0)𝑡 ) (Figure 3.3d). Notice that on their own, the template and color
result in ambiguous densities but their combination drastically reduces the ambiguity.
Color informativeness test Whenever the object color is similar to the background,
or during sudden illumination variations, the color segmentation becomes unreliable
and can degrade tracking performance. The color informativeness test is performed by
comparing the number of pixels,Μ(fg)𝑡 , assigned to the foreground by the color model
𝑝(𝑓 |x(0)𝑡 y(0)𝑡 ), and the object size from the previous time-stepΜ(siz)𝑡−1 (i.e., the area of
Discriminative part-based visual model 41
Figure 3.3
Example of a search
region and the tracked
object indicated by a
rectangle and an arrow
(a). The coarse template
probability, the color
probability and the full
coarse model density
are shown in (b), (c)
and (d), respectively.
object bounding box). If the deviation from the expected object area is within the al-
lowed bounds, the uniform component in (3.5) is set to a low value, otherwise it is set to
1, effectively ignoring the color information in the object position posterior (3.4), i.e.,
αcol = {







The parameters αmin and αmax specify the interval of expected number of pixels assigned
to the target relative to the target bounding box size from the previous time-step. Since
the aim of (3.6) is only to detect drastic segmentation failures, these values can be set to a
very low and very large value, respectively. Figure 3.4 illustrates the color informativeness
test. In Figure 3.4(a), the number of pixels assigned to the foreground is within the
expected bounds, while (b,c) show examples that fail the test by assigning too many or
too few pixels to the object.
3.2.3 The mid-level representation
Themid-level representation in our tracker is a geometrically constrained constellation
of Ν𝑝 parts X𝑡 = {x(𝑖)𝑡 }𝑖=1∶Ν𝑝 , where x
(𝑖)
𝑡 is the position of 𝑖-th part (see Figure 3.5,
left). Note that the part sizes do not change during tracking and therefore do not enter
the state variable x(𝑖)𝑡 . Each part centered at x
(𝑖)
𝑡 is a local mid-level representation of
object, a kernelized correlation filter, specified by a fixed-size part template z(𝑖)𝑡 andΑ(𝑖)𝑡
(Section 3.2.1).
The probability of the constellation being at state X𝑡 conditioned on the parts meas-
urements Y𝑡 = {y(𝑖)𝑡 }𝑖=1∶Ν𝑝 and parameters of the deformationmodelΘ is decomposed
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Figure 3.4
Three examples of the
color backprojection
within the image patch
denoted with the yel-
low bounding box. The
regularized backpro-
jection is shown on
left and the binarized
segmentation on right
under each image. Ex-
ample (a) passes the
color informativeness
test, while (b) and (c)
fail the test since too
many or too few pixels




𝑝(X𝑡|Y𝑡, Θ) ∝ 𝑝(Y𝑡|X𝑡, Θ)𝑝(X𝑡|Θ). (3.7)
The density 𝑝(Y𝑡|X𝑡, Θ) is the measurement constraint term, reflecting the agreement
of measurements with the current state X𝑡 of constellation, whereas the second term,
𝑝(X𝑡|Θ), reflects the agreement of the constellation with the geometric constraints.
Geometric constraints The constellation is specified by a set of links (𝑖, 𝑗) ∈ ℒ in-
dexing the connected pairs of parts (Figure 3.5). The parts and links form an undirected
graph and the joint pdf over the part states can be factored over the links as
𝑝(X𝑡|Θ) = ∏(𝑖,𝑗)∈ℒ ϕ(||𝑑
(𝑖,𝑗)
𝑡 ||; μ(𝑖,𝑗), 𝑘(𝑖,𝑗)), (3.8)
where 𝑑(𝑖,𝑗)𝑡 = x(𝑖)𝑡 − x(𝑗)𝑡 is a difference in positions of the linked parts, μ(𝑖,𝑗) is the pre-
ferred distance between the pair of parts and 𝑘(𝑖,𝑗) is the intensity of this constraint. The
factors in (3.8) are defined as Gaussians ϕ(⋅; μ, 𝑘) with mean μ and variance 𝑘 meaning
that deviations from the preferred distances decrease the probability (3.8).
Measurement constraints Given a fixed part state, x(𝑖)𝑡 , the measurement y(𝑖)𝑡 at that
part is independent from the states of other parts. Themeasurement probability decom-
poses into a product of per-part visual likelihoods
𝑝(Y𝑡|X𝑡, Θ) = ∏𝑖=1∶Ν𝑝 𝑝(y
(𝑖)
𝑡 |x(𝑖)𝑡 , Θ). (3.9)
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To simplify the combination of the geometric and the visual constraints (Section 3.2.3) it
is beneficial to chose the visual likelihoods from the same class of functions as (3.8). We
make use of the fact that the parts appearance models are correlation filters trained on
Gaussian outputs, thus the visual likelihoods in (3.9) can be defined as Gaussians as well.
Let x(𝑖)𝑡Α be the position in vicinity of x
(𝑖)
𝑡 thatmaximizes the similarity of the appearance
model z(𝑖)𝑡 and themeasurement y
(𝑖)
𝑡 (see Figure 3.5, left). The visual likelihood can then
be defined as a Gaussian 𝑝(y(𝑖)|x(𝑖), Θ) = ϕ(||𝑑(𝑖)𝑡 ||; 0, 𝑘(𝑖))where 𝑑(𝑖)𝑡 = x(𝑖)𝑡 − x(𝑖)𝑡Α
is the difference of the part current state and its visually-ideal position, and 𝑘(𝑖) is the
intensity of this constraint.
The dual spring-system formulation Substituting equations (3.8,3.9) back into (3.7)
leads to an exponential posterior 𝑝(X𝑡|Y𝑡, Θ) ∝ exp(−Ε), with





𝑘(𝑖,𝑗)𝑡 (μ(𝑖,𝑗)𝑡 − ∥𝑑(𝑖,𝑗)𝑡 ∥)
2
. (3.10)
Note thatΕ corresponds to an energy of a spring system inwhichpairs of parts are con-
nectedby springs and eachpart is connectedby another spring to an imagepositionmost
similar to the part appearance model (Figure 3.5, right). The terms μ(𝑖,𝑗) and 𝑘(𝑖,𝑗) are
nominal lengths and stiffness of springs interconnecting parts (dynamic springs), while
𝑘(𝑖) is stiffness of the spring connecting part to the image location (static spring). In
the following we will refer to the nodes in the spring system that correspond to parts
that move during optimization as dynamic nodes and we will refer to the nodes that are
anchored to image positions as static nodes, since they do not move during the optimiz-
ation.
The stiffness 𝑘(𝑖)𝑡 of a spring connecting a part to the image (in Figure 3.5 denoted as
static spring) should reflect the uncertainty of the visually best-matching location x(𝑖)𝑡Α in
the search regionof the 𝑖-th part and is set by the output of the correlation filter. Thebest
matching position x(𝑖)𝑡Α is estimated as location at which the output of the corresponding
correlation filter (3.3) reaches a maximum value (denoted as 𝑤(𝑖)𝑡 ) and the spatial uncer-
tainty in the search region is estimated as the weighted variance σ2(𝑖)𝑡 , i.e., the average of
squared distances from x(𝑖)𝑡Α weighted by the correlation filter response map. The spring
stiffness is thus defined by the response strength 𝑤(𝑖)𝑡 and spatial uncertainty, i.e.,
𝑘(𝑖)𝑡 = 𝑤(𝑖)𝑡 /σ2(𝑖)𝑡 . (3.11)
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Figure 3.5
Example of a constel-
lation model with
rectangular parts and
arrows pointing to the
most visually similar
positions (left) and the
dual form correspond-
ing to a spring system
(right). A constellation
with only three nodes is
shown for clarity.









The stiffness of springs interconnecting the parts (in Figure 3.5 denoted as the dy-





𝑡Α be the position difference between the visuallymost similar positions










3.2.4 Efficient MAP inference
The spring system from Section 3.2.3 is a dual representation of the deformable parts
model and minimization of its (convex) energy function (3.10) corresponds to the max-
imum a posteriori state estimation (3.7) of the deformable parts model. This means that
general-purpose convex energy minimizers can be used to infer theMAP state. But due
to the dual spring system formulation, evenmore efficient optimizers can be derived. In
particular, we propose an algorithm that splits a 2D spring system into two 1D systems,
solves each in a closed form and then re-assembles them back into a 2D system (see Fig-
ure 3.6). This partial minimization is iterated until convergence. In the following we
derive an efficient closed-form solver for a 1D system.
Using standard results from Newtonian mechanics, the forces at springs F of a 1D
spring system, can be written as
F = −K(Bx − L), (3.13)
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Figure 3.6
Example of decompos-
ition of a 2D spring
system with 4 dynamic
nodes (circles) and 4
static nodes (diamonds)
on two 1D spring sys-
tems. Each 1D spring
system has a closed-
form solution.
where K = diag([𝑘1, ⋯ , 𝑘Ν]) is a diagonal matrix of spring stiffness coefficients, x is a
vector of 1D nodes positions, L = [𝑙1, ⋯ , 𝑙Ν] is a vector of spring nominal lengths and
B is aΝsprings ×Νnodes connectivity matrix that represents directed connections between
the nodes. Let {𝑛𝑖1, 𝑛𝑖2} be indexes of two nodes connected by the 𝑖-th spring. The
entries of B are then defined as
𝑏𝑖𝑗 = {
1 ; 𝑗 ≡ 𝑛𝑖1
−1 ; 𝑗 ≡ 𝑛𝑖2
0 ; otherwise
(3.14)
The forces at nodes Fnodes are given by left-multiplication of (3.13) by BΤ, yielding
Fnodes = −BΤKBx + BΤKL. (3.15)
The equilibrium is reached when the forces at nodes vanish (i.e., become zero), resulting
in the following linear system
K̂x = CL, (3.16)
where K̂ = BΤKB and C = BΤK. We will assume the following ordering in the nodes
positions vector, x = [xdyn, xstat]Τ, where xdyn and xstat are 1D positions of the dynamic
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where K̂dyn and K̂stat areΝdyn ×Νdyn andΝdyn ×Νstat submatrices, respectively, realting






Substituting the definitions (3.17) and (3.18) into (3.16) yields the following closed form
for the dynamic nodes positions xdyn,
xdyn = K̂
−1
dyn(CdynL − K̂statxstat). (3.19)
Theoptimization of a 2D spring system,whichwe call iterative direct approach (IDA),
is summarized in the Algorithm 1. At each iteration, a 2D system is decomposed into
separate 1D systems, each system is solved by (3.19) and the 2D system is re-assembled.
The process is iterated until convergence. Note that K̂statxstat and K̂
−1
dyn can be calculated
only once and remain unchanged during the optimization.
Algorithm 1 : Optimization of a 2D spring system.
Require:
Positions of dynamic and static nodes, xdyn and xstat, stiffness vector k and adjacency
matrix B.
Ensure:
Equilibrium positions of dynamic nodes xdyn.
Procedure:
1: For each dimension separately construct K̂dyn, K̂stat andCdyn according to (3.17) and
(3.18).
2: while stop condition do
3: For each dimension do:
4: * Extract 1D positions of dynamic nodes from xdyn.
5: * Calculate the current 1D spring lengths vector L.
6: * Estimate new values of xdyn by solving (3.19).
7: Reassemble the 2D system.
8: end while
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3.2.5 Deformable parts tracker (DPT)
Thecoarse representation and themid-level constellation of parts from Section 3.2.2 and
Section 3.2.3 are integrated into a tracker that localizes the object at each time-stepwithin
a search region by a top-down localization and bottom-up updates. In the following we
will call this tracker a deformable parts correlation filter tracker and denote it by DPT
for short. The tracker steps are visualized in Figure 3.1 and detailed in the following sub-
sections.
Top-down localization The object is coarsely localized within a search region corres-
ponding to the root correlation filter centered at the object position from the previous
time-step 𝑡 − 1. The object center at time-step 𝑡 is approximated by position that max-
imizes the conditional probability 𝑝(x(0)𝑡 |z(0)𝑡 , C𝑡, y(0)𝑡 ) from Section 3.2.2 and a coarse
center translation from 𝑡 − 1 to 𝑡 is estimated (Figure 3.1, step 1). The mid-level repres-
entation, i.e, constellation of parts, is initialized by this translation. For each translated
part x(𝑖)𝑡 , the part correlation filter is applied to determine the position of themaximum
similarity response, x(𝑖)𝑡Α , along with the stiffness coefficients 𝑘(𝑖)𝑡 and 𝑘
(𝑖,𝑗)
𝑡 as detailed in
Section 3.2.3. A MAP constellation estimate X̂𝑡 is obtained by minimizing the energy
(3.10) of the equivalent spring system optimization from Section 3.2.4 (Figure 3.1, steps
2-4).
Bottom-up update The mid-level and coarse representations are updated as follows
(Figure 3.1, steps 5,6). The part correlation filters and their appearance models z(𝑖)𝑡 are
updated at MAP estimates of part positions x̂(𝑖)𝑡 . Updating all appearance models at
constant rate might lead to drifting and failure whenever the object is partially occluded
or self-occluded. An effective mechanism is applied to address this issue. A part is up-
dated only if its response at the MAP position x̂(𝑖)𝑡 is at least half of the strongest re-
sponse among all parts and if at least twenty percent of all pixels within the part region
correspond to the object according to the segmentation mask estimated at the root part
(Section 3.2.2). The nominal spring lengths (the preferred distances between parts) are
updated by an autoregressive scheme
μ(𝑖,𝑗)𝑡 = μ(𝑖,𝑗)𝑡−1 (1 − αspr) + ||?̂?
(𝑖,𝑗)
𝑡 ||αspr, (3.20)
where ||?̂?(𝑖,𝑗)𝑡 || is the distance between the parts (𝑖, 𝑗) in theMAP estimate X̂𝑡 and αspr
is the update factor.
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The coarse representation is updated next. The MAP object bounding box is estim-
ated by x̂(0)𝑡 = T𝑡 x̂(0)𝑡−1, whereT𝑡 is a Euclidean transform estimated by least squares from
the constellationMAPestimates X̂𝑡−1 and X̂𝑡 . The root correlation filter z
(0)
𝑡 and the his-
tograms in the global color modelC𝑡 are updated at x̂(0)𝑡 . A histogram h
(𝑓 )
𝑡 is extracted
from x̂(0)𝑡 and another histogram h
(𝑏)
𝑡 is extracted from the search region surrounding
x̂(0)𝑡 increased by a factor αsur. The foreground and background histograms are updated
by an autoregressive model, i.e.,
𝑝(x𝑡|⋅) = 𝑝(x𝑡−1|⋅)(1 − αhist) + h(⋅)𝑡 αhist, (3.21)
where αhist is the forgetting factor. To increase adaptation robustness, the histograms
are not updated if the color segmentation fails the color informativeness test from Sec-
tion 3.2.2. The top-down localization and bottom-up update steps are summarized in
Algorithm 2.




𝑡−1,C𝑡−1} andmid-levelmodel {X𝑡−1,Z𝑡−1} at time-step 𝑡−
1.
Ensure:
Coarse model {x(0)𝑡 , z(0)𝑡 ,C𝑡} and mid-level model {X𝑡,Z𝑡} at time-step 𝑡.
Procedure:
1: Coarsely estimate the object position by the root node (Section 3.2.2) and displace
the mid-level parts.
2: Calculate the part correlation filter responses and form a spring system according to
Section 3.2.3.
3: Estimate the MAPmid-level parts constellation by optimizing the energy of a dual
spring system (Section 3.2.4).
4: Update the root node position and size by the Euclidean transform fitted to the
parts positions before and after MAP inference (Section 3.2.5).
5: Update the spring systemparameters and the constellation appearancemodels (Sec-
tion 3.2.5).
6: Update the coarse color model C𝑡 and correlation filter z
(0)
𝑡 .
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Tracker initialization The coarse representation at time-step 𝑡 = 1 is initialized from
the initial bounding box x(0)1 . The mid-level the constellation of parts is initialized by
splitting the initial object bounding box into four equal non-overlapping parts. Thepart
appearance models are initialized at these locations and the preferred distances between
parts are calculated from the initialized positions.
3.3 Experimental analysis
This section reports experimental analysis of the proposed DPT. The implementation
details are given in Section 3.3.1, Section 3.3.2 details the analysis of the design choices,
Section 3.3.3 reports comparison to the related state-of-the-art, Section 3.3.4 reports per-
formance on recent benchmarks and Section 3.3.5 provides qualitative analysis.
3.3.1 Implementation details and parameters
Our implementation uses a kernelized correlation filters (KCF) [37] with HOG [45]
features and grayscale template in the part appearance models. All filter parameters and
learning rate are the same as in [37]. The parts have to be large enough to capture loc-
ally visually-distinctive regions on the object and have to cover the object without sig-
nificantly overlapping with each other. The size of the tracked targets therefore places
a constraint on the maximal number of parts since their size reduces with this number.
For small parts, theHoG features become unreliable. But evenmore pressing is the issue
that the capture range of correlation filters is constrained by the template size and is even
reduced in practice due to the effects of circular correlation used for learning andmatch-
ing. Therefore, small parts increasingly lose the ability to detect large displacements. The
parts have to be large enough to capture the object partial appearance at sufficient level
of detail, therefore we set the number of parts to Ν𝑝 = 4. The DPT allows any type
of connectivity among the parts and our implementation applies a fully-connected con-
stellation for maximally constrained geometry. The foreground/backgroundmodelsC𝑡
are HSV color histograms with 16 × 16 × 16 bins. The remaining parameters are as
follows: the rate of spring system update is αspr = 0.95, the background histogram
extraction area parameter is set to αsur = 1.6 and the histogram update rate is set to
αhist = 0.05. These parameters have a straight-forward interpretation, were set to the
values commonly used in published related trackers. Recall that the color informative-
ness test fromSection 3.2.2 detects drastic segmentation failures. In our implementation
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the failure is detected if the number of pixels pixels assigned to the object relative to the
target bounding box size either falls below 20 percent or exceeds the initial size by 100
percent, i.e., αmin = 0.2 and αmax = 2.0. Note that these are very weak constraints
meant to detect obvious segmentation failures and did not require special tuning. The
parameters have been fixed throughout all experiments.
The DPT was implemented in Matlab with backprojection and HoG extraction im-
plemented in C and performed at 19 FPS on an Intel Core i7machine. Since our tracker
uses a KCF [37] for root and part appearance models, the complexity of our tracker is
in order of the KCF complexity, which is 𝒪(𝑛 log 𝑛), where 𝑛 is the number of pixels
in the search region. The DPT has complexity five times the KCF, because of the four
mid-level parts plus a root part. The localization and update of five KCFs takes approx-
imately 40𝑚𝑠. Our tracker consists also of the spring system and object segmentation.
The optimization of the spring system takes on average less than 3𝑚𝑠 and the color seg-
mentation with the histogram extraction requires approximately 9𝑚𝑠.
3.3.2 The DPT design analysis
Analysis of the spring system optimization This section analyzes the iterated direct ap-
proach (IDA) from Section 3.2.4, which is the core of our part-based optimization. The
following random spring system was used in the experiments. Dynamic nodes were ini-
tialized at uniformly distributed positions in a 2D region [0, 1] × [0, 1]. Each node
was displaced by a randomly sampled vector d = [𝑑𝑥, 𝑑𝑦] ∼ 𝒰([−0.5; 0.5]) and the
anchor nodes were set by displacing the corresponding dynamic nodes by the vector
b = [𝑏𝑥, 𝑏𝑦] ∼ 𝒰([−0.25; 0.25]). The stiffness of 𝑖-th dynamic spring was set to
𝑘𝑖 = (σ𝑑𝑖)−2, where 𝑑𝑖 is the length of the spring and σ = 0.1 is the size change. The
stiffness of 𝑗-th static spring was set to 𝑘𝑗 = 12 + 𝑢𝑗𝑘dyn, where 𝑘dyn is the average stiff-
ness of the dynamic springs and 𝑢𝑗 ∼ 𝒰([0; 1]). The IDA was compared with the
widely used conjugate gradient descent optimization (CDG), which guarantees a global
minimum will be reached on a convex cost function and has shown excellent perform-
ance in practice on non-convex functions as well [132]. All results here are obtained by
averaging the performance on 100,000 randomly generated spring systems.
The first experiment evaluated the convergence properties of IDA. Figure 3.7 shows
the energy reduction in spring systemduringoptimization fordifferentnumberofnodes
in the spring system. Thedifference in the remaining energy aftermany iterations is negli-
gible betweenCGDand IDA,whichmeans that both converged to equivalent solutions.
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But the difference in energy reduction in consecutive steps and the difference in steps
required to reach convergence is significant. The IDA reduces the energy at much faster
rate than CGD and this result is consistent over various spring system sizes. Notice that
IDA significantly reduced the energy already within the first few iterations.
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The numeric behavior of IDA is much more robust than that of the CGD. Figure 3.8
shows an example of a spring system, where CGD did not reach the optimal state, but
the IDA converged to a stable state with much lower energy, than the CGD. The poor
convergence in CGD is caused by the very small distance between a pair of nodes com-
pared to the other distances resulting in poor gradient estimation, while the IDA avoids
this by the closed-form solutions for themarginal 1D spring systems. The IDAconverged
in 5 iterations, while the CGD stopped after 471 iterations. The spring systems like the
one described here were automatically detected and removed in the simulated experi-
ment to prevent skewing results for the CGD. The results conclusively show that the
IDA converges to a global faster than CGD and is more robust.
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Figure 3.8
The dynamic part of
the spring system be-
fore and after optimiz-
ation is shown in blue
and red, respectively.
Dynamic nodes and
anchor nodes are depic-
ted by green circles and
black crosses, respect-
ively, and the black
dotted lines depict the
static springs. The re-
maining energy Ε of
the optimized spring
system is shown as well.
IDA, E=1.245 CGD, E=9.359
The second experiment evaluated the IDA scalability. Figure 3.9 shows the optimiza-
tion speed w.r.t. the spring system size. The number of iterations significantly increases
for the CGD with increasing the number of parts. On the other hand, the IDA exhib-
its remarkable scalability by keeping the number of steps approximately constant over
a range of system sizes. Furthermore, the variance in the number of iterations is kept
low and consistently much lower than for the CGD.The iteration step complexity is ex-
pected to increase with the number of parts, since larger systems are solved. Figure 3.9
also shows that the computation times indeed increase exponentially for CGD, but the
IDAhardly exhibits increase for a range of spring system sizes. These results conclusively
show that IDA scales remarkably well.
The DPT parameters analysis The DPT design choices were evaluated on a state-of-
the-art short-term tracking benchmark VOT2014 [15, 17]. In contrast to related bench-
marks that aim at large datasets, the datasets in VOT initiative [17] are constructed by
focusing on the challenging, well annotated, sequences. The objects are annotated by
rotated bounding boxes and all sequences are per-frame annotated by visual attributes.
The VOT evaluation protocol initializes the tracker from a ground truth bounding box.
Once the overlap between the ground truth and tracker output bounding box falls to
zero, a failure is detected and tracker is re-initialized. The VOT toolkit measures two ba-
sic tracking performance aspects: reset-based accuracy and robustness. The reset-based
accuracy is measured as the average overlap during successful tracking, while the robust-
ness measures the number of failures (i.e., number of tacker re-sets). Apart from report-













































The number of itera-
tions (left) and time
(right) spent by IDA
and CGD on optimiza-
tion with respect to the
spring system size.
ing raw accuracy/robustness values, the benchmark can rank trackers with respect to
these measures separately by taking into account the statistical as well as practical differ-
ence. Since 2015 the VOT primary overall accuracy measure is the expected average over-
lap (EAO).This measure calculates the expected overlap on fixed-length sequences that
a tracker would attain without reset. In addition we also report the primary OTB [71]
measure. TheOTB performance evaluation primarily differs from the VOT [16] in that
trackers are not reset at failure. Theoverall performance is reported by an average overlap
(AO) over all sequences.
The first experiment analyzed the contributions of the proposed segmentation in the
coarse layer and the lower-layer constellationmodel. Thebaseline trackerwas aDPTvari-
ant that does not use the constellation, nor the segmentation (DPTnoscrs ), which is in fact
the original KCF [37] correlation filter. Adding a segmentation model to the baseline
tracker results in the coarse layer in our part-based tracker, which we denote by DPTcrs.
Table 3.1 clearly shows that the number of failures is reduced by our segmentation and
the overall accuracy (EAO and AO) increases for DPTnoscrs . By adding the lower layer to
the DPTcrs, we arrive at the proposed DPT, which further boosts the performance by
all measures. In particular, the number of failures is reduced by over 4%, the reset-based
accuracy increases by over 10%, the expected average overlap (EAO) increases by 8% and
theOTBaverage overlap (AO) increases by10%. TheVOTrankingmethodologywas ap-
plied to these three trackers. TheDPTwas ranked as the top-performing tracker, which
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conclusively shows that the improvements are statistically as well as practically signific-
ant.
Table 3.1
Performance of DPT variants in terms of raw reset-based accuracy (res. acc.) and robustness (rob.), the VOT rank,
the VOT no-reset accuracy (expected average overlap, EAO) and the OTB no-reset average overlap (AO).The
arrows ↑ and ↓ indicate that “higher is better” and “lower is better”, respectively.
DPT VOT Raw values VOT OTB
variant EAO↑ res. acc.↑ rob. ↓ rank ↓ AO ↑
DPT 0.39 0.61 0.47 1.42 0.486
DPTcrs 0.36 0.55 0.49 2.10 0.442
DPTnoscrs 0.21 0.57 1.13 3.06 0.377
DPTstr 0.34 0.57 0.61 2.06 0.467
DPTloc 0.36 0.62 0.65 1.46 0.485
DPTov3×3 0.31 0.60 0.71 1.82 0.481
DPTnov3×3 0.31 0.60 0.73 1.90 0.481
The DPT variants with fully connected, locally connected and star-based topology,
DPT, DPTloc, DPTstr, respectively, were compared to evaluate the influence of the
lower-layer topology. The top performance in terms of the VOT EAO as well as OTB
AO is achieved by the fully-connected topology, followed by the locally-connected and
star-based topology. This order remains the same under the VOT rankingmethodology,
which confirms that the improvements of the fully-connected topology over the altern-
atives are statistically as well as practically significant.
For completeness, we have further tested the DPT performance with the increased
number of parts at the lower layer. Given the constraints imposed on the parts size
(as discussed in Section 3.3.1), we tested two variants with 3 × 3 = 9 parts: one with
overlapping parts of the same size as in the original DPT (DPTov3×3) and one with smal-
ler, non-overlapping, parts (DPTnov3×3). Table 3.1 shows that these versions of DPT per-
form similarly in terms of overall performance (EAO and AO), with DPT3×3 obtaining
slightly better rank, which is due to slightly better robustness than DPTov3×3. Both vari-
ants are outperformed by the original 2 × 2 DPT. The improvement of DPT over the
best DPT3×3 tracker is over 20% in terms of the expected average overlap and approx-
imately 2% in terms of the OTB average overlap. The smaller difference in OTB AO
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is because DPT3×3 has a similar accuracy as DPT, but fails more often. The OTB AO
effectively measures the accuracy only up to the first failure. But the raw values clearly
show superior robustness in DPT which is reflected in EAO.
3.3.3 Comparison to the state-of-the-art baselines
We compared the DPT tracker to the state-of-the-art part-based as well as holistic dis-
criminative trackers. The set of baselines included: (i) the recent state-of-the-art part-
based baselines, PT [5], DGT [4], CMT [61] and LGT [1], (ii) the state-of-the-art dis-
criminative baselines TGPR [116], Struck [32], DSST [109], KCF [37] SAMF [41],
STC [122],MEEM[133],MUSTER [62] andHRP [134], and (iii) the standard baselines
CT [31], IVT [28], MIL [30]. This is a highly challenging set of recent state-of-the-art
containing all published top-performing trackers on VOT2014, including the winner
of the challenge DSST [109] and trackers recently published at major computer vision
conferences and journals.
The AR-raw, AR-rank and the expected average overlap plot of the VOT2014 reset-
based experiment are shown in Figure 3.10(a,b,c). In terms of AR-raw and AR-rank
plots, theDPToutperforms all trackers by being closest to the top-right part of the plots.
The tracker exhibits excellent trade-off between robustness and accuracy, attaining high
accuracy during successful tracks and rarely fails. This is reflected in the average expected
overlap measure, which ranks this tracker as a top performing tracker (Figure 3.10c and
the last row inTable 3.2). TheDPToutperforms thebest part-based trackerLGT[1] that
applies a locally-connected constellationmodel and color segmentation by over 18% and
the winner of the VOT2014 challenge, the scale adaptive correlation filter DSST [109],
by 30%.
The VOT reset-based methodology resets the tracker after failure, but some trackers,
likeMUSTER [62],MEEM [133] andCMT [61] explicitly address target loss and imple-
ment mechanisms for target re-detection upon drifting. Although these are long-term
capabilities and DPT is a short-term tracker that does not perform re-detection, we per-
formed the no-reset OTB [71] experiment to gain further insights. TheOTB [71] meth-
odology reports the tracker overlap precision with respect to the intersection thresholds
in a form a success plot (Figure 3.10d). The trackers are then ranked by the area under the
curve (AUC) measure, which is equivalent to a no-reset average overlap [135]. TheDPT
outperforms the best baseline color-based superpixel short-term tracker DGT [4] and
the long-term tracker MUSTER [62], which combines robust keypoint matching, cor-
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relation filter (DSST [109]), HoG and color features. The DPT also outperformed the
recent state-of-the-art discriminative correlation filter-based trackers like DSST [109],
color-based SAMF [41], recently proposed multi-snapshot online SVM-based
MEEM [133] and recent logistic regression tracker HRP [134] tracker. The results con-
clusively show top global performance over the related state-of-the-art with respect to
several performance measures and experimental setups.
Figure 3.10
The VOT2014 AR raw
(a), AR rank (b), expec-
ted average overlap (c)
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Per-attribute analysis Next we analyzed tracking performance with respect to the
visual attributes. TheVOT2014 benchmark provides a highly detailed per-frame annota-
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tion with the following attributes: camera motion, illumination change, occlusion, size
change andmotion change. In addition to these, we manually annotated sequences that
contained deformable targets by the deformation attribute. If a frame did not contain
any attribute or deforming target, it was annotated by an empty attribute.
Tracking performance with respect to each attribute is shown in Figure 3.11 and in
Table 3.2. The DPT outperforms all trackers on occlusion, camera motion, motion
change and deformation and is among the top-performing trackers on illumination
change, size change and empty. Note that the DPT outperformed all trackers that expli-
citly address target drift and partial occlusion, i.e., MUSTER [62], MEEM [133],
CMT [61], Struck [32]. TheDPT also outperforms top part-based trackers that address
non-rigid deformations, i.e., LGT [1], DGT [4], PT [5] and CMT [61]. These results
indicate a balanced performance in that theDPT does not only excel at a given attribute
but performs well over all visual attributes.
Table 3.2
The per-attribute expected average overlap, i.e., EAO measure, (Ω), reset-based overlap (O) and number of failures (F) for the top
10 ranked trackers over 7 visual attributes: camera motion (CM), deformation (DE), empty (EM), illumination change (IC), motion
change (MC), occlusion (OC), size change (SC). The arrows ↑ and ↓ indicate that “higher is better” and “lower is better”, respectively.
DPT LGT [1] DSST [109] DGT [4] SAMF [41] MUSTER [62] TGPR [116] MEEM [133] KCF [37] HRP [134]
attr. EAO↑ O↑ F↓ Ω ↑ O↑ F↓ Ω ↑ O↑ F↓ Ω ↑ O↑ F↓ Ω ↑ O↑ F↓ Ω ↑ O↑ F↓ Ω ↑ O↑ F↓ Ω ↑ O↑ F↓ Ω ↑ O↑ F↓ Ω ↑ O↑ F↓
CM 0.43 0.64 12.00 0.32 0.44 15.20 0.34 0.66 20.00 0.30 0.56 19.00 0.31 0.65 24.00 0.31 0.63 22.00 0.27 0.57 27.27 0.24 0.53 25.00 0.23 0.57 34.00 0.26 0.58 30.00
DE 0.31 0.60 17.00 0.26 0.41 11.16 0.19 0.56 28.00 0.21 0.54 16.00 0.17 0.59 31.00 0.17 0.55 31.00 0.16 0.53 37.07 0.15 0.52 33.00 0.13 0.53 42.00 0.13 0.50 41.00
EM 0.68 0.49 0.00 0.62 0.51 0.00 0.68 0.54 0.00 0.68 0.67 0.00 0.69 0.56 0.00 0.67 0.51 0.00 0.55 0.41 0.00 0.57 0.47 0.00 0.47 0.56 0.00 0.61 0.26 0.00
IC 0.64 0.63 1.00 0.38 0.45 1.47 0.72 0.74 1.00 0.15 0.46 14.00 0.67 0.67 1.00 0.72 0.73 1.00 0.49 0.57 3.47 0.55 0.54 2.00 0.57 0.54 1.00 0.50 0.66 4.00
MC 0.35 0.63 14.00 0.31 0.46 10.47 0.25 0.64 24.00 0.30 0.58 14.00 0.24 0.66 25.00 0.22 0.64 26.00 0.21 0.55 30.20 0.19 0.53 24.00 0.18 0.57 34.00 0.17 0.60 35.00
OC 0.52 0.62 2.00 0.24 0.32 3.93 0.39 0.63 3.00 0.39 0.48 1.00 0.40 0.60 4.00 0.42 0.61 3.00 0.33 0.61 5.00 0.24 0.57 3.00 0.22 0.58 6.00 0.23 0.47 5.00
SC 0.24 0.54 12.00 0.27 0.43 7.40 0.18 0.52 15.00 0.23 0.57 6.00 0.16 0.56 18.00 0.14 0.53 19.00 0.14 0.47 21.20 0.11 0.46 15.00 0.12 0.47 27.00 0.11 0.50 27.00
Average 0.39 0.61 11.97 0.33 0.44 11.16 0.30 0.62 19.28 0.28 0.56 14.31 0.27 0.63 21.76 0.26 0.61 21.39 0.24 0.54 25.76 0.22 0.52 22.04 0.21 0.55 30.24 0.20 0.55 29.13
3.3.4 Performance on benchmarks
For completeness of the analysis we have benchmarked the proposed tracker on the re-
cent benchmarks. The DPT performance on the VOT2014 benchmark [15] compared
to the 38 trackers available in that benchmark is shown in Figure 3.12. The DPT excels
in the reset-based accuracy, robustness as well as the expected average overlap accuracy
measure and is ranked third, outperforming 92% of the trackers on the benchmark. The
two trackers that outperform the DPT are variants of the unpublished PLT tracker [15].
TheDPTperformance on themost recent and challenging VOT2015 benchmark [16]
compared to the 60 trackers included in that benchmark are shown in Figure 3.13. The
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Figure 3.11
The expected average
overlap with respect to






































see [15] for the tracker
references.
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CT
tracker is ranked among the top 10% of all trackers, outperforming 54 trackers (i.e., 90%
of the benchmark). The DPT outperforms all fifteen part-based trackers and fourteen
correlation filter trackers, including the nSAMF, which is an improved version of [41]
that applies color aswell as fusionwith variousmodels, and the recently published (2016)
improved Struck [136] that applies additional features and performs remarkably well
compared to the original version [32]. The VOT2015 provides a VOT2015 published
sota bound computed by averaging performance of trackers published in 2014/2015 in
top computer vision conferences and journals. Any tracker with performance over this
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boundary is considered a state-of-the-art tracker according to VOT. The DPT is posi-
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see [16] for the tracker
references.
TheDPTperformance against 29 trackers available on the recentOTB2015 [71] bench-
mark is shown in Figure 3.14. The DPT outperforms all trackers and is ranked top, ex-
ceeding the performance of the second-best tracker by over 15%.
3.3.5 Qualitative analysis
Qualitative analysis is provided for further insights. An experiment was performed to
demonstrate the effectiveness of part adaptations during significant partial occlusions.
TheDPTwas applied to awell-known sequence, inwhich the object (face) undergoes re-
petitive partial occlusions by a book (see Figure 3.15). TheDPT tracked the face without
failures. Figure 3.15 shows images of the face taken from the sequence along with the
graph of color-coded part weights𝑤(𝑖)𝑡 . The automatically computed adaptation thresh-
old is shown in gray. Recall that part is updated if the weight exceeds this threshold
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Figure 3.14
TheOPE performance
plot for the top trackers
on the OTB-2015
benchmark [71]. Please
see [71] for the tracker
references.




















































(Section 3.2.5). Observe that partial occlusions are clearly identified by theweight graphs,
resulting in drift prevention and successful tracking through partial occlusions.
Additional qualitative examples are provided in Figure 3.16. The first row in Fig-
ure 3.16 shows performance on a non-deformable target with fast-varying local appear-
ance. TheDPTtracks the target throughout the sequence,while holistic correlation- and
SVM-based trackers [32, 62, 109] fail. The second, third and fourth row show tracking
of deformable targets of various degrees of deformation. The fourth row shows tracking
of a gymnast that drastically and rapidly changes the appearance. Note that the DPT
comfortably tracks the target, while the related trackers fail. The first and second row in
Figure 3.17 visualizes successful tracking performance on targets undergoing significant
illumination changes. The third row shows tracking through several long-term partial
occlusions. Again, the DPT successfully tracks the target even though the bottom part
remains occluded for a large number of frames. The constellation model overcomes the
occlusion and continues tracking during and after the occlusions.
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Anew class of deformable parts trackers based on correlation filters is presented. The de-
veloped deformable partsmodel jointly treats the visual and geometric propertieswithin
a single formulation, resulting in a convex optimization problem. The parts appearance
models are updated by online regression to result in Gaussian-like likelihood functions
and the geometric constraints are modeled as a fully-connected spring system. We have
shown that the dual representation of such a deformable parts model is an extended
spring system and that minimization of the corresponding energy function leads to a
MAP inference on the deformable parts model. A highly efficient optimization called
iterated direct approach (IDA) is derived for this dual formulation. A deformable parts
correlation filter tracker (DPT) is proposed that combines a coarse object representation
with a mid-level constellation of deformable parts model in top-down localization and
bottom-up updates.
The extensive analysis of the new spring-system optimization method IDA showed
remarkable convergence and robustness properties. In particular, the IDA converges
much faster than the conjugated gradient descent, is numerically more robust and scales
verywellwith increasing the number of parts in the spring system. Our trackerwas rigor-
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5 120 240 360 480 600
5 150 350 550 600 725
5 80 140 200 270 320
95 125 145 160 180 205
Figure 3.16
Qualitative comparative examples of tracking for DPT, DSST, MUSTER and Struck shown in green, red, magenta and cyan, re-
spectively.
5 100 210 330 450 565
5 50 90 130 170 200
5 130 210 330 460 560
Figure 3.17
Qualitative examples of DPT tracker on three sequences. Tracking bounding box is visualized with yellow color and four parts on
mid-level representation are shown in blue.
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ously compared against the state-of-the-artwith respect to several performancemeasures
and experimental setups against sixteen state-of-the-art baselines. TheDPT tracker out-
performs the related state-of-the-art part-based trackers as well as state-of-the-art track-
ers that use a single appearance model, including the winner of the VOT2014 challenge
and runs in real-time. Additional tests show that improvements come from the fully-
connected constellation and the top-down/bottom-up combination of the coarse rep-
resentation with the proposed deformable parts model. The DPT tracker was bench-
marked on three recent highly challenging benchmarks against 38 trackers on the
VOT2014 [15] benchmark, 60 trackers on VOT2015 [16] benchmark and 29 trackers
on the OTB [71] benchmark. The DPT attained a state-of-the-art performance on all
benchmarks. Note that, since five KCFs [37] are used in DPT, the speed reduction is ap-
proximately five times compared to the baseline KCF. But the boost in performance is
significant. The DPT reduces the failures compared to the baseline KCF by nearly 60%,
the expected average overlap is increased by over 80% and the OTB average overlap is
increased by approximately 30%while still attaining real-time performance.
The proposed deformable parts model is highly extendable. The dual formulation
of the deformable constellation and the proposed optimizer are generally applicable as
stand-alone solvers for deformable parts models. The appearance models on parts can
be potentially replaced with other discriminative or generative models or augmented
to obtain a constellation of parts based on various features like key-points and parts of
different shapes. The part-basedmodels like flocks of features [125], key-point-based [61,
104] and superpixel-based [4] typically use more parts than the tracker presented in this
paper. Our analysis shows that the proposed optimization of the deformation model
scales well with the number of parts, and could be potentially used in these trackers as
a deformation model. Since the model is fully probabilistic, it can be readily integrated
with probabilistic dynamic models. These will be the topics of our future work.
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Abstract
Short-term tracking is an open and challenging problem forwhich discriminative correlationfilters (DCF) have shownexcellent
performance. We introduce the channel and spatial reliability concepts to DCF tracking and provide a learning algorithm for
its efficient and seamless integration in the filter update and the tracking process. The spatial reliability map adjusts the filter
support to the part of the object suitable for tracking. This both allows to enlarge the search region and improves tracking of
non-rectangular objects. Reliability scores reflect channel-wise quality of the learned filters and are used as feature weighting
coefficients in localization. Experimentally, with only two simple standard feature sets, HoGs and colornames, the novel
CSR-DCF method—DCF with channel and spatial reliability—achieves state-of-the-art results on VOT 2016, VOT 2015 and
OTB100. The CSR-DCF runs close to real-time on a CPU.
Keywords Visual tracking · Correlation filters · Channel reliability · Constrained optimization
1 Introduction
Short-term, model-free visual object tracking is the prob-
lem of continuously localizing a target in a video-sequence
given a single example of its appearance. It has received sig-
nificant attention of the computer vision community which
is reflected in the number of papers published on the topic
and the existence of multiple performance evaluation bench-
marks (Wuet al. 2013;Kristan et al. 2013, 2014, 2015, 2016c;
Liang et al. 2015; Smeulders et al. 2014;Mueller et al. 2016).
Diverse factors—occlusion, illumination change, fast object
or camera motion, appearance changes due to rigid or non-
rigid deformations and similarity to the background—make
short-term tracking challenging.
Recent short-term tracking evaluations (Wu et al. 2013;
Kristan et al. 2013, 2014, 2015) consistently confirm the
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1 Faculty of Computer and Information Science, University of
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advantages of semi-supervised discriminative tracking
approaches (Grabner et al. 2006; Babenko et al. 2011; Hare
et al. 2011; Bolme et al. 2010). In particular, trackers based
on the discriminative correlation filter (DCF)method (Bolme
et al. 2010; Danelljan et al. 2014a; Henriques et al. 2015;
Li and Zhu 2014; Danelljan et al. 2015b) have shown
state-of-the-art performance in all standard benchmarks.
Discriminative correlation methods learn a filter with a pre-
defined response on the training image. The latter is obtained
by slightly extending the region around the target to include
background samples.
The standard formulation of DCF uses circular correla-
tion which allows to implement learning efficiently by Fast
Fourier transform (FFT). However, the FFT requires the fil-
ter and the search region size to be equal which limits the
detection range. Due to the circularity, the filter is trained
on many examples that contain unrealistic, wrapped-around
circularly-shifted versions of the target. A naive approach to
the reduction of the windowing problems is to learn the filter
from a larger region. However, due to the large area of the
background in the region, the tracking performance of the
DCF drops significantly as shown in Fig. 1.
The windowing problems were recently addressed by
Kiani Galoogahi et al. (2015) who propose zero-padding the
filter during learning and by Danelljan et al. (2015b) who
introduce spatial regularization to penalize filter values out-
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ABSTRACT. Short-term tracking is an open and challenging problem for which discriminative correlation
filters (DCF) have shown excellent performance. We introduce the channel and spatial reliability concepts
to DCF tracking and provide a learning algorithm for its efficient and seamless integration in the filter up-
date and the tracking process. The spatial reliability map adjusts the filter support to the part of the ob-
ject suitable for tracking. This both allows to enlarge the search region and improves tracking of non-
rectangular objects. Reliability scores reflect channel-wise quality of the learned filters and are used as
feature weighting coefficients in localization. Experimentally, with only two simple standard feature sets,
HoGs and Colornames, the novel CSR-DCF method – DCF with Channel and Spatial Reliability – achieves
state-of-the-art results on VOT 2016, VOT 2015 andOTB100. The CSR-DCF runs close to real-time on a CPU.
KEYWORDS. Visual tracking, correlation filters, channel reliability, Constrained optimization
4.1 Introduction
Short-term, model-free visual object tracking is the problem of continuously localizing
a target in a video-sequence given a single example of its appearance. It has received sig-
nificant attention of the computer vision community which is reflected in the number
of papers published on the topic and the existence of multiple performance evaluation
benchmarks [14–20, 137]. Diverse factors – occlusion, illumination change, fast object
or camera motion, appearance changes due to rigid or non-rigid deformations and sim-
ilarity to the background – make short-term tracking challenging.
Recent short-term tracking evaluations [14–16, 137] consistently confirm the advant-
ages of semi-supervised discriminative tracking approaches [30, 32, 35, 36]. In particular,
trackers based on the discriminative correlation filter (DCF)method [36, 37, 41, 42, 109]
have shown state-of-the-art performance in all standard benchmarks. Discriminative
correlation methods learn a filter with a pre-defined response on the training image.
The latter is obtained by slightly extending the region around the target to include back-
ground samples.
The standard formulation of DCF uses circular correlation which allows to imple-
ment learning efficiently by Fast Fourier transform (FFT). However, the FFT requires
the filter and the search region size to be equal which limits the detection range. Due to
the circularity, the filter is trained on many examples that contain unrealistic, wrapped-
around circularly-shifted versions of the target. A naive approach to the reduction of
the windowing problems is to learn the filter from a larger region. However, due to the
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Tracking performance measured by the Expected Average Overlap (EAO) of the standard DCF and our spatially constrained DCF
(S-DCF) as a function of search region size, expressed as the multiple of the target size (right, x-axis). The filter is learned from a
training region equal in size to the search region. The search region sizes are visualized by black-white dashed rectangles (left image)
and the target bounding box is shown in yellow.
large area of the background in the region, the tracking performance of the DCF drops
significantly as shown in Figure 4.1.
Thewindowing problemswere recently addressed byKiani Galoogahi et al. [43] who
propose zero-padding the filter during learning and by Danelljan et al. [42] who intro-
duce spatial regularization to penalize filter values outside the target boundaries. Both
approaches train from image regions much larger than the target and thus increase the
detection range.
Another limitation of the published DCF methods is the assumption that the target
shape is well approximated by an axis-aligned rectangle. For irregularly shaped objects or
those with a hollow center, the filter eventually learns the background, which may lead
to drift and failure. The same problem appears for approximately rectangular objects in
the case of occlusion. The both methods [42, 43] suffer from this problem.
In this paper we introduce the CSR-DCF, the Discriminative Correlation Filter with
Channel and Spatial Reliability. The spatial reliability map adapts the filter support to
the part of the object suitable for tracking which overcomes both the problems of cir-
cular shift enabling an arbitrary search (and training) region size and the limitations
related to the rectangular shape assumption. An important benefit of a large training
region is that background samples from a wider area around the target are obtained to
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improve the filter discriminative power. The spatial reliability map is estimated using
the output of a graph labeling problem solved efficiently in each frame. An efficient
optimization procedure is applied for learning a correlation filter with the support con-
strained by the spatial reliability map since the standard closed-form solution cannot be
generalized to this case. Figure 4.1 shows that tracking performance of our spatially con-
strained correlation filter (denoted as S-DCF) does not degrade with increasing training
and search region size as is the case with the standardDCF. In contrast, the performance
of S-DCF improves from better treatment of training samples and increased search re-
gion size. Experiments show that the novel filter optimization procedure outperforms
related approaches for constrained learning in DCFs.
Channel reliability is the second novelty the CSR-DCF tracker introduces. The reli-
ability is estimated from the properties of the constrained least-squares solution to filter
design. The channel reliability scores are used for weighting the per-channel filter re-
sponses in localization (Figure 4.2). The CSR-DCF shows state-of-the-art performance
on standard benchmarks – OTB100 [71], VOT2015 [16] and VOT2016 [16] while run-
ning close to real-time on a single CPU.The spatial and channel reliability formulation
is general and can be used in most modern correlation filters, e.g. those using deep fea-
tures.
The remainder of the paper is structured as follows. In Section 4.2 we review most
closely related work, our approach is described in Section 4.3, experimental results are
presented in Section 4.4 and conclusions are drawn in Section 4.5.
4.2 Related work
The discriminative correlation filters for object detection date back to the 80’s with sem-
inal work of Hester and Casasent [70]. They have been popularized only recently in
the tracking community, starting with the MOSSE tracker [36]. Using a gray-scale tem-
plate, MOSSE achieved state-of-the-art performance on a tracking benchmark [137] at
a remarkable processing speed. Significant improvements have been made since and in
2014 the top-performing trackers on a recent benchmark [15] were all from this class of
trackers. DCF improvements fall into two categories, introduction of new features and
conceptual improvements in filter learning.
In the first group, Henriques et al. [37] replaced the grayscale templates by HoG [38,
45], proposed multi-dimensional color attributes and Li and Zhu [138] applied feature
70 A. Lukežič Appearance models for discriminative correlation-based tracking
Figure 4.2




map restricts the cor-
relation filter to the








in the constrained op-
timization step of the
correlation filter learn-

















combination. Recently, convolutional network features learned for object detection
have been applied [49, 50, 139], leading to a performance boost, but at a cost of signi-
ficant speed reduction.
Conceptually, the first successful theoretical extension of the standard DCF was the
kernelized formulation by [37] which achieved remarkable tracking performance, but
still preserved high speed. Later, a correlation filter based scale adaptationwas proposed
by Danelljan et al. [109] introduced a scale-space pyramid learned within a correlation
filter framework. Zhang et al. [122] introduced spatio-temporal context learning in the
DCFs. To improve localization with correlation filters, Bertinetto et al. [140] proposed
a tracking method that combines the output of the correlation filter with the target seg-
mentationprobabilitymap. Danelljan et al. [50] addressed amultiple-resolution feature
map issue in correlation filters by formulating filter learning in continuous space, while
Qi et al. [141] proposed a mechanism to combine correlation responses from multiple
convolutional layers. A correlation filter tracker which is able to handle drifts in longer
sequences was proposed by Wang et al. [142]. It clusters similar target appearances to-
gether and uses the clusters for target localization instead of a single online learned filter.
Since most of the correlation filter trackers represent the target with a single filter, it
can easily get corruptedwhenocclusionor a target deformationhappen. In general, part-
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based trackers are better in addressing these issues. Therefore several part-based correla-
tion filter methods were proposed. Liu et al. [143] use an efficient method to combine
correlation outputs of multiple parts and Liu et al. [144] proposed a tracking method
for modeling the target structure with multiple parts using multiple correlation filters.
Lukežič et al. [78] treat the parts correlation filter responses and their constellation con-
straints jointly as an equivalent spring system. Theyderive a highly efficient optimization
to infer the most probable target deformation.
Recently, Kiani Galoogahi et al. [43] addressed the problem that occurs due to learn-
ingwith circular correlation fromsmall training regions. Theyproposed a learning frame-
work that artificially increases the filter size by implicitly zero padding the filter. This
reduces the boundary artifacts by increasing the number of training examples in con-
strained filter learning. Danelljan et al. [42] reformulate the learning cost function to
penalize non-zero filter values outside the object bounding box. Performance better
than [43] is reported, but the learned filter is still a trade-off between the correlation
response and regularization, and it does not guarantee that filter values are zero outside
of object bounding box.
4.3 Spatially constrained correlation filters
Theuse ofmultiple channels in correlation filters [37, 39, 40] has become very popular in
visual tracking. In the following we present the main ideas behind learning these filters.
Given a set of Ν𝑐 channel features f = {f𝑑}𝑑=1∶Ν𝑐 and corresponding target templates
(filters) h = {h𝑑}𝑑=1∶Ν𝑐 , the object position is estimated as the location of themaximum





f𝑑 ⋆ h𝑑 . (4.1)
The symbol ⋆ represents circular correlation between f𝑑 ∈ ℛ𝑐𝑤×𝑐ℎ and h𝑑 ∈ ℛ𝑐𝑤×𝑐ℎ ,
where 𝑐𝑤 and 𝑐ℎ are the training/search region width and height, respectively. The op-
timal correlation filter h is estimated by minimizing
ε(h) = ‖g̃(h) − g‖2 + λ‖h‖2, (4.2)
where g is the desired output g ∈ ℛ𝑐𝑤×𝑐ℎ , which is typically a 2-D Gaussian function
centered at the target location. Efficient tracking performance is achieved by expressing
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where the operator â = vec(ℱ[a]) is a Fourier transform of a reshaped into a column
vector, i.e., â ∈ ℛD×1, withD = 𝑐𝑤 ⋅ 𝑐ℎ, diag(â) being aD×D diagonal matrix formed
from â and (⋅) is the complex-conjugate operator. The closed-form solution for 𝑑-th
filter channel ĥ𝑑 which minimizes the cost function (4.3) is equal to




diag(f̂𝑑)f̂𝑑 + λ), (4.4)
where ⊙−1 is element-wise division. The solution (4.4) considers all feature channels
jointly and is used in most of the recent correlation filter trackers. Note that the final
response is obtained as summation over correlation responses of all channels (4.1) and
the location of the maximum in the final response represents the new position of the
target.
Note that a filter for the 𝑑-th channel is computed in (4.4) by dividing 𝑑-th feature
with the sum over all feature channels. This means that the feature scale crucially im-
pacts the level by which a channel contributes to the final response, irrespective of its
discriminative power. Since features (e.g., HoG, colornames and grayscale template)
vary in scale, some channels might suppress the others by an order of magnitude. This is
demonstrated in Figure 4.3 where eachHoG channel on its own contributes to the final
response very little.
To avoid the issue with different scales we consider each channel independently. This
means that each filter channel is optimized to fit the desired output separately. The cost





‖f𝑑 ⋆ h𝑑 − g‖2 + λ‖h𝑑‖2. (4.5)
Additionally, we introduce channelweightsw = {?̃?𝑑}𝑑=1∶Ν𝑐 which can be considered as
scaling factors based on the discriminative power of each feature channel. These weights
are called channel reliability weights in the rest of the paper and they are applied when





f𝑑 ⋆ h𝑑 ⋅ ?̃?𝑑 . (4.6)
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Wepresent ourmethod for constrained correlation filter learning in Section 4.3.1. The
most reliable parts of the filter are identified by introducing the spatial reliability map
(Section 4.3.2). The method for channel reliability 𝑤𝑑 estimation is presented in Sec-
tion 4.3.3, the proposed tracker is described in Section 4.3.4.
4.3.1 Constrained correlation filter learning
Since filter learning is independent across the channels in our formulation (4.5), we as-
sume only a single channel in the following derivation (i.e.,Ν𝑐 = 1) and drop the chan-
nel index for clarity.
Let m ∈ {0, 1} be a spatial reliability map with elements either zero or one, that
identifies pixels which should be set to zero in the learned filter. The constraint can be
formalized as h ≡ m ⊙ h, where⊙ represents the Hadamard (element-wise) product.
Such constraint does not lead to a closed-form solution, but an iterative approach akin
to [43] can be derived for efficiently solving the optimization problem. In the follow-
ing we summarize the main steps of our approach and report the full derivation in Ap-
pendix A.1.
We start by introducing a dual variable h𝑐 and the constraint
h𝑐 −m⊙ h ≡ 0, (4.7)
which leads to the following augmented Lagrangian [145]




[l̂Η(ĥ𝑐 − ĥ𝑚) + l̂Η(ĥ𝑐 − ĥ𝑚)] + μ‖ĥ𝑐 − ĥ𝑚‖2,
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where l̂ is a complex Lagrangemultiplier,μ > 0, andweuse the definition h𝑚 = (m⊙h)
for compact notation. The augmented Lagrangian (4.8) can be iteratively minimized by
the alternating direction method of multipliers, e.g. [145], which sequentially solves the
following sub-problems at each iteration:
ĥ𝑖+1𝑐 = argmin
hc
ℒ(ĥ𝑐, h𝑖, l̂𝑖|m), (4.9)
h𝑖+1 = argmin
h
ℒ(ĥ𝑖+1𝑐 , h, l̂𝑖|m), (4.10)
and the Lagrange multiplier is updated as
l̂𝑖+1 = l̂𝑖 + μ(ĥ𝑖+1𝑐 − ĥ𝑖+1). (4.11)
Minimizations in (4.9,4.10) have at each iteration a closed-form solution, i.e.,
ĥ𝑖+1𝑐 = (f̂⊙ ĝ + (μĥ𝑖𝑚 − l̂𝑖)) ⊙−1 (f̂⊙ f̂ + μ𝑖), (4.12)




A standard scheme for updating the constraint penalty μ values [145] is applied, i.e.,
μ𝑖+1 = βμ𝑖 .
Computations of (4.12,4.11) are fully carried out in the frequency domain, the solu-
tion for (4.13) requires a single inverse FFT and another FFT to compute the ĥ𝑖+1. A
single optimization iteration thus requires only two calls of the Fourier transform, res-
ulting in a very fast optimization. The computational complexity is that of the Fourier
transform, i.e.,𝒪(D logD). Filter learning is implemented in less than five lines ofMat-
lab code and is summarized in the Algorithm 3.
4.3.2 Constructing spatial reliability map
Once the target is localized, a training region is extracted and used to update the filter.
Our constrained filter learning (4.13) requires estimation of spatial reliabilitymapm (i.e.,
segmentation) that identifies pixels in the training region which likely belong to the tar-
get (see Figure 4.4). In the following we briefly outline the segmentation model which
is used to estimate m.
During tracking, the object foreground/background color models are maintained as
color histograms c = {cf, cb}. Let y𝑖 = [yc𝑖, yx𝑖 ] be the observation, i.e., the color yc𝑖
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Algorithm 3 : Constrained filter optimization.
Require:





1: Initialize filter ĥ0 by h𝑡−1.
2: Initialize Lagrangian coefficients: l̂0 ← zeros.
3: while stop condition do
4: Calculate ĥ𝑖+1𝑐 from ĥ𝑖 and l̂𝑖 using (4.12).
5: Calculate h𝑖+1 from ĥ𝑖+1𝑐 and l̂𝑖 using (4.13).
6: Update the Lagrangian l̂𝑖+1 from ĥ𝑖+1𝑐 and h𝑖+1 (4.11).
7: end while
and position yx𝑖 at 𝑖-th pixel in the training region and let 𝑚𝑖 ∈ {0, 1} be a random
variable denoting the unknown foreground/background label. The joint probability of










𝑝(yc𝑖|𝑚𝑖 = 𝑗)𝑝(yx𝑖 |𝑚𝑖 = 𝑗)𝑝(𝑚𝑖 = 𝑗), (4.14)
where 𝑝(yc𝑖|𝑚𝑖 = 𝑗), 𝑝(yx𝑖 |𝑚𝑖 = 𝑗) and 𝑝(𝑚𝑖 = 𝑗) are the appearance likelihood,
the spatial likelihood and the foreground/background prior probability. The appear-
ance likelihood term 𝑝(yc𝑖|𝑚𝑖 = 𝑗) is computed by Bayes rule from the object fore-
ground/background color models cf and cb. The prior probability 𝑝(𝑚𝑖 = 𝑗) is defined
by the ratio between the region sizes for foreground/background histogram extraction.
The central pixels in axis-aligned approximations of an elongated rotating, articulated
or deformable object are likely to contain the object regardless of the specific deforma-
tion. On the other hand, in the absence of measurements, pixels away from the center
belong to the object or background equally likely. This deformation invariance of cent-
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ral elements reliability is enforced in our approach by defining a weak spatial prior
𝑝(yx𝑖 |𝑚𝑖 = 𝑗) = 𝑘(x; σ), (4.15)
where 𝑘(x; σ) is a modified Epanechnikov kernel, 𝑘(𝑟; σ) = 1 − (𝑟/σ)2, with size para-
meter σ equal to the minor bounding box axis and clipped to interval [0.5, 0.9] such
that the object prior probability at center is 0.9 and changes to a uniform prior away
from the center (Figure 4.4).
Spatial prior Backprojection Posterior Overlayed training regionTraining region
Figure 4.4
Spatial reliability map construction from the training region. From left to right: a training region with the target bounding box, t
the foreground-background color models, the posterior object probability after Markov random field regularization, and the train-
ing region masked with the final binary reliability map. The probabilities are color-coded in a blue (0.0) – green (0.5) – yellow (1.0)
colormap.
Inference. In practice the likelihood 𝑝(y𝑖|𝑚𝑖) is noisy and requires regularization for
our filter learning. We thus apply aMRF from [131, 146], which treats the prior and pos-
terior label distributions over pixels as random variables and applies a MRF constraint
over these. This formulation affords an efficient inference which avoids hard label as-
signment during optimization and can be implemented as a series of convolutions.
The prior over the 𝑖-th pixel is defined compactly as π𝑖 = [π𝑖0, π𝑖1] with π𝑖𝑗 =
𝑝(𝑚𝑖 = 𝑗) and a standard approximation is made [131] that decomposes the joint pdf
over priors π = [π1, ..., πΜ] into a product of local conditional distributions 𝑝(π) =
∏Μ𝑖=1 𝑝(π𝑖|πΝ𝑖), whereΜ is number of pixels, πΝ𝑖 is a mixture distribution over the
priors of 𝑖-th pixel’s neighbors, i.e., πΝ𝑖 = ∑𝑗∈Ν𝑖 ,𝑗≠𝑖 λ𝑖𝑗π𝑗 and λ𝑖𝑗 are fixed weights
satisfying∑𝑗 λ𝑖𝑗 = 1. In [131] the weights are fixed to a normalized Gaussian and are
shared across all pixel locations. The potentials in the MRF are defined as 𝑝(π𝑖|πΝ𝑖) ∝
exp ( − 12Ε(π𝑖, πΝ𝑖)), with exponent defined as Ε(π𝑖, πΝ𝑖) = D(π𝑖||πΝ𝑖) + Η(π𝑖).
The termD(π𝑖||πΝ𝑖) is the Kullback-Leibler divergence which penalizes the difference
between prior distributions over the neighboring pixels (π𝑖 and πΝ𝑖 ), while the term
Constrained filter learning and channel reliability for discriminative correlation filters 77
Η(π𝑖) is the entropy defined as Η(π𝑖) = −∑
1
𝑗=0 π𝑖𝑗 log π𝑖𝑗 , which penalizes unin-
formative priors π𝑖 .
For smooth solutions Diplaros et al. [131] propose using a similar constraint over the
posteriors 𝑝𝑖 = [𝑝𝑖0, 𝑝𝑖1]with 𝑝𝑖𝑗 being the posterior probability of class 𝑗 at 𝑖-th pixel,





[ log 𝑝(𝑦𝑖) −
1
2(Ε(π𝑖, πΝ𝑖) + Ε(𝑝𝑖, 𝑝Ν𝑖))]. (4.16)
Minimization of the energy (4.16) w.r.t. π and 𝑝 is efficiently solved by the solver
from [131]. The final mask m for learning the filter in Section 4.3.1 is obtained by thresh-
olding the posterior at 0.5.
4.3.3 Channel reliability estimation
Channel reliability ?̃?𝑑 in (4.6) reflects the importance of each channel at the target local-
ization stage. In our approach it consists of two types of reliability measures: (i) channel
learning reliability ?̃?(lrn)𝑑 , which is calculated in the filter learning stage, and (ii) channel
detection reliability ?̃?(det)𝑑 which is calculated in the target localization stage. The joint
channel reliability ?̃?𝑑 in (4.6) at target localization stage is computed as the product of
both reliability measures, i.e.,
?̃?𝑑 = ?̃?(lrn)𝑑 ⋅ ?̃?(det)𝑑 (4.17)
and normalized s.t. ∑𝑑 ?̃?𝑑 = 1. The reliability measures are described in following
paragraphs.
Channel learning reliability. Constrained minimization of (4.8) solves a least squares
problem averaged over all circular displacements of the filter on a feature channel. A dis-
criminative feature channel f𝑑 produces a filter h𝑑 whose output f𝑑∗h𝑑 nearly exactly fits
the ideal response g. On the other hand, since the response is highly noisy on channels
with low discriminative power, a global error reduction in the least squares significantly
reduces themaximal response to compensate for the error in the response sidelobe. This
effect is demonstrated in Figure 4.5, which shows correlation responses for highly dis-
criminative and non-discriminative channels. Thus a straight-forward measure of chan-
nel learning reliability ?̃?(lrn)𝑑 is the maximum response value of a learned filter channel,
which is computed as
?̃?(lrn)𝑑 = max(f𝑑 ∗ h𝑑). (4.18)
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Since the target andbackground appearance does not significantly change in consecutive
frames, the channel reliability estimated in the previous frame can be used for target
localization in the current frame.
Figure 4.5
A filter is learned on
feature channels from
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Channel detection reliability. The second part of the channel reliability reflects how
uniquely each channel votes for a single target location. Note that [36] proposed a
similar approach to detect loss of target. Our measure is based on the ratio between
the second and first highest non-adjacent peaks in the channel response map, i.e., 1 −
ρmax2𝑑 /ρmax1𝑑 . The two largest peaks in the response map are obtained as two largest val-
ues after a 3 × 3 non-maximum suppression. Note that this ratio penalizes situations in
which multiple similar objects appear in the target vicinity (i.e., response map contains
many well expressed modes), even if the major mode accurately depicts the target posi-
tion. To mitigate such penalizations, the final values are note allowed to fall below 0.5.
The detection reliability of 𝑑-th channel is estimated as
?̃?(det)𝑑 = max(1 − ρmax2𝑑 /ρmax1𝑑 , 0.5). (4.19)
4.3.4 Tracking with channel and spatial reliability
A single tracking iteration of the proposed channel and spatial reliability correlation fil-
ter tracker (CSR-DCF) is summarized in Algorithm 4 and visualized in Figure 4.6. The
localization and update steps proceed as follows.
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Localization step. Features are extracted from a search region centered at the target
estimated position in the previous time-step and correlated with the learned filter h𝑡−1.
The object is localized by summing the correlation responses weighted by the estimated
channel reliability scores w𝑡−1. The scale is estimated by a single scale-space correlation
filter as in [109]. Per-channel filter responses are used to compute the corresponding
detection reliability values w̃(det) = [?̃?(det)1 , … , ?̃?(det)Ν𝑐 ]Τ according to (4.19).
Update step. The training region is centered at the target location estimated at local-
ization step. The foreground and background histograms c̃ are extracted and updated
by exponential moving average with learning rate η𝑐 (step 5 in Algorithm 4). The fore-
ground histogram is extracted by an Epanechnikov kernel within the estimated object
bounding box and the background is extracted from the neighbourhood twice the ob-
ject size. The spatial reliability map m (Sect. 4.3.2) is constructed and the optimal fil-
ters h̃ are computed by optimizing (4.8). The per-channel learning reliability weights
w̃(lrn) = [?̃?(lrn)1 , … , ?̃?(lrn)Ν𝑐 ]Τ are estimated from the correlation responses (4.18). Cur-
rent frame reliability weights w̃ are computed from detection and learning reliability
(4.17). The filters and channel reliability weights are updated by exponential moving
average (current and from previous frame) with learning rate η (steps 10 and 11 in the
Algorithm 4). Note that we compute the spatial reliability map in each frame independ-
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Algorithm 4 : The CSR-DCF tracking algorithm.
Require:
Image I𝑡 , object position on previous frame p𝑡−1, scale 𝑠𝑡−1, filter h𝑡−1, color histo-
grams c𝑡−1, channel reliability w𝑡−1.
Ensure:
Position p𝑡 , scale 𝑠𝑡 and updated models.
Localization and scale estimation:
1: New target location p𝑡 : position of the maximum in correlation between h𝑡−1 and
image patch features f extracted on position p𝑡−1 and weighted by the channel reli-
ability scores w (Sect. 4.3.3).
2: Using per-channel responses, estimate detection reliability w̃(det) (Sect. 4.3.3).
3: Using location p𝑡 , estimate new scale 𝑠𝑡 .
Update:
4: Extract foreground and background histograms c̃𝑓 , c̃𝑏.
5: Update foreground and background histograms
c𝑓𝑡 = (1 − η𝑐)c
𝑓
𝑡−1 + η𝑐 c̃𝑓 , c𝑏𝑡 = (1 − η𝑐)c𝑏𝑡−1 + η𝑐 c̃𝑏.
6: Estimate reliability map m (Sect. 4.3.2).
7: Estimate a new filter h̃ using m (Algorithm 3).
8: Estimate learning channel reliability w̃(lrn) from h (Sect. 4.3.3).
9: Calculate channel reliability w̃ = w̃(lrn) ⊙ w̃(det)
10: Update filter h𝑡 = (1 − η)h𝑡−1 + ηh̃.
11: Update channel reliability w𝑡 = (1 − η)w𝑡−1 + ηw̃.
4.3.5 Comparison with prior work
Kiani Galoogahi et al. [43] and Danelljan et al. [42] have previously considered con-
strained filter learning. Here we highlight the differences of our approach.
TheLBCF tracker [43] addresses the circular boundary effect of the Fourier transform
and implicitly increases the filter search region size. In contrast, the CSR-DCF primar-
ily reduces the impact of the background in the filter. The solution of [43] is similar
to our filter optimization, but it is derived for a rectangular mask only. Since rotating
and deformable targets are poorly approximated by an axis-aligned bounding box their
filter is contaminated by background leading to a reduced performance. The LBCF up-
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dates the auto-spectral and cross-spectral energies (f̂ ⊙ f̂ and f̂ ⊙ ĝ in (4.12)) separately,
which approximates computation of a single filter from a weighted sum of errors over
past training samples. This adaptation is reasonable since it is derived for a rectangular
mask that remains constant throughout tracking. TheCSR-DCFestimates themask sep-
arately for each training sample and learns a corresponding filter. For articulated objects
in particular themask varies significantly with time, therefore it is beneficial to compute
the exact filter for each frame. Robustness is increasedbymoderately averaging the filters
temporally.
Similarly to our approach, the SRDCF [42] uses a spatial map in filter learning. In
contrast to our approach, their map does not adapt to the target and is required to be
highly smooth for their optimization to converge. In CSR-DCF the map serves as a
hard constraint resulting in a filter with values off the target set to zero. In contrast,
the SRDCF [42] filter is a compromise between target position regression and a penalty
term that prefers potentially non-zero values in the filter center and close-to-zero values
away from the center, but does not guarantee zero values outside the mask.
4.4 Experimental analysis
This section presents a comprehensive experimental evaluation of the CSR-DCF tracker.
Implementation details are discussed in Section 4.4.1, convergence of the filter optim-
ization method is presented in Section 4.4.2, Section 4.4.3 reports comparison of the
proposed constrained learning to the related state-of-the-art and the ablation study is
provided in Section 4.4.4. Tracking performance on three recent benchmarks: OTB-
100 [71], VOT2015 [16] and VOT2016 [86] is reported in Sections 4.4.6, 4.4.7 and 4.4.8,
respectively. The detailed analysis of the tracker, including per-attribute tracking per-
formance is presented in Section 4.4.9 and tracking speed analysis in Section 4.4.10.
4.4.1 Implementation details and parameters
A popular implementation [123] of the standard HoG [45] and Colornames [46] fea-
tures are used in the correlation filter and HSV foreground/background color histo-
grams with 16 bins per color channel are used in reliability map estimation with para-
meter αmin = 0.05. All the parameters are set to values commonly used in literat-
ure [42, 43]. Histogram adaptation rate is set to η𝑐 = 0.04, correlation filter adaptation
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rate is set to η = 0.02, and the regularization parameter is set to λ = 0.01. The augmen-
ted Lagrangian optimization parameters are set to μ0 = 5 and β = 3. All parameters
have a straight-forward interpretation, do not require fine-tuning, and were kept con-
stant throughout all experiments. Our Matlab implementation1 runs at 13 frames per
second on an Intel Core i7 3.4GHz standard desktop.
4.4.2 Convergence of constrained learning
The constrained filter learning described in Section 4.3.1 is an iterative optimization
method that minimizes the cost function (4.8). This experiment demonstrates how the
cost changes with the number of iterations during filter optimization.
Figure 4.7 shows the average squared difference between the result of the correlation
of the filter constrained by the spatially constrained function and the ideal output. This
graph was obtained by averaging 60 examples of initializing a filter on a target (one per
VOT2015 sequence) and scaling each to an interval between zero and one. It is clear that
the error drops by 80% within the first few iterations. Already after four iterations, the





ing from Section 4.3.1
shown as a relative drop
of the initial cost.
1The CSR-DCF Matlab source is publicly available on:
https://github.com/alanlukezic/csr-dcf
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4.4.3 Impact of the boundary constraint formulation
This section compares our proposed boundary constraints formulation (Sect. 4.3) with
recent state-of-the-art approaches [42, 43]. In the first experiment, three variants of the
standard single-scale HoG-based correlation filter were implemented to emphasize the
difference in boundary constraints: the first uses our spatial reliability boundary con-
straint formulation from Section 4.3 (TSC) the second applies the spatial regularization
constraint [42] (TSR) and the third applies the limited boundaries constraint [43] (TLB).
The three variants were compared on the challenging VOT2015 dataset [16] by apply-
ing a standard no-reset one-pass evaluation from OTB [137] and computing the AUC
on the success plot. The tracker with our constraint formulation TSC achieved 0.32
AUC, while the alternatives achieved 0.28 (TSR) and 0.16 (TLB). The only difference
between these tackers is in the constraint formulation, which indicates superiority of
the proposed spatial-reliability-based constraints formulation over the recent alternat-
ives [42, 43].
Robustness to non-axis-aligned target initialization. The CSR-DCF tracker from Sec-
tion 3.1.2 was compared to the original recent state-of-the-art trackers SRDCF [42] and
LBCF [43] that apply alternative boundary constraints. For fair comparison, the source
code of SRDCF and LBCF was obtained from the authors, all three trackers used only
HoG features and tracked on the same single scale. An experiment was designed to eval-
uate initialization and tracking of non axis-aligned targets, which is the case for most
realistic deforming and non-circular objects. Trackers were initialized on frames with
non-axis aligned targets and left to track until the sequence end, resulting in a large num-
ber of tracking trajectories.
The VOT2015 dataset [16] contains non-axis-aligned annotations, which allows auto-
matic identification of tracker initialization frames, i.e., frames in which the ground
truth bounding box significantly deviates from an axis-aligned approximation. Frames
with overlap (intersection over union of predicted and ground-truth bounding boxes)
of the ground truth and the axis-aligned approximation lower than 0.5 were identified
and filtered to obtain a set of initialization frames at least hundred frames apart. This
constraint fits half the typical short-term sequence length [16] and reduces the potential
correlation across the initializations (see Figure 4.8 (bottom) for examples).
Initialization robustness is estimated by counting the number of trajectories inwhich
the trackerwas still tracking (overlapwith ground truth greater than 0)Θfrm frames after
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Figure 4.8
The number of traject-
ories with tracking
successful up to frame
Θfrm (upper left), the
success plots (upper
right) and initializa-




Comparison of three most related trackers on non-axis-aligned initialization experiment: weighted average
tracking length in frames Γfrm and proportions Γprp, and weighted average overlaps using the original and axis-
aligned ground truth,Φrot andΦaa, respectively.
Tracker Γprp Γfrm Φaa Φrot
CSR-DCF 1 0.58 1 221 1 0.31 1 0.24
SRDCF (ICCV2015) 2 0.31 2 95 2 0.16 2 0.12
LBCF (CVPR2015) 3 0.12 3 37 3 0.06 3 0.04
initialization. The graph in Figure 4.8 (top-left) shows these values with increasing the
threshold Θfrm. The CSR-DCF graph is consistently above the SRDCF and LBCF for
all thresholds. The performance is summarized by the average tracking length (number
of frames before the overlap drops to zero) weighted by trajectory lengths. Theweighted
average tracking lengths in frames, Γfrm, and proportions of full trajectory lengths, Γprp,
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are shown inTable 4.1. TheCSR-DCFby far outperforms SRDCFandLBCF in allmeas-
ures indicating significant robustness in the initialization of challenging targets that de-
viate from axis-aligned templates. This improvement is further confirmed by the graph
in Figure 4.8 (top-right) which shows the OTB success plots [137] calculated on these
trajectories and summarized by the AUC values, which are equal to the average overlaps
[135]. Table 4.1 shows the average overlaps computed on the original ground truth on
VOT2015 (Φrot) and on ground truth approximated by the axis-aligned bounding box
(Φaa). Again, the CSR-DCF by far outperforms the competing alternatives SRDCF and
LBCF. Tracking examples for the three trackers are shown in Figure 4.9.
In summary, the results show that the quality of spatial constraints significantly af-
fects the relative tracking performance when a large portion of the training region in
the target vicinity is occupied by background. The relative performance of LBCF [43]
is lowest among the three trackers since this tracker treats all pixels within axis-aligned
bounding box equally as target. The SRDCF [42] mostly focuses on the central pixels
of the training region and suppresses the filter values at the borders, thus outperforming
the LBCF [43]. The spatial reliability map in CSR-DCF most successfully reduces the
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4.4.4 Spatial and channel reliability ablation study
An ablation study on VOT2016 was conducted to evaluate the contribution of spatial
and channel reliability in CSR-DCF. Results of the VOT primary measure expected av-
erage overlap (EAO) and two supplementary measures accuracy and robustness (A,R)
are summarized in Table 4.2. For the details of performance measures and evaluation
protocol we refer the reader to the Section 4.4.7. Performance of the various modifica-
tions of CSR-DCF is discussed in the following.
Channel reliability weights. Setting the channel reliability weights to uniform values
(CSR-DCFc− ) is equivalent to treating all channels as independent and equally import-
ant. The performance drop in EAO compared to CSR-DCF is 12%.
Spatial reliability map. Replacing the spatial reliability map in CSR-CDF by a constant
map with uniform values within the bounding box and zeros elsewhere (CSR-DCFsu ),
results in a 21% drop in EAO.The other parts of the tracker remained unchanged in this
experiment, including the channel reliability. This clearly shows the importance of our
segmentation-based spatial reliability map estimation from Section 4.3.2.
Channel and spatial reliability. Making both replacements in the original tracker means
that this version (CSR-DCFc−su ) does not use channel reliability weights and it uses uni-
form spatial reliability map (uniform values within the bounding box and zeros else-
where). The performance drops by 24% compared to CSR-DCF. Removal of the uni-
form spatial reliability map from CSR-DCFc−su results in the CSR-DCFc−s− . This ver-
sion reduces our tracker to a standardDCFwith a large receptive field. Since the learned
filter captures a significant amount of background, the performance drops by over 50%.
ADMMFilter optimizationmethod. Todemonstrate the importanceof the constrained
optimization method we modify the proposed tracker as follows. The filter h is calcu-
lated with a naive approach, i.e., a closed-form solution followed by masking with the
spatial reliability map m: ĥ = ℱ(ℱ−1(ĥ) ⊙ m). For a fair comparison the tracker, de-
noted as CSR-DCFc−o− , does not use channel reliability weights. The performance drop
in EAO compared to CSR-DCFc− is 15%.
4.4.5 Spatial reliability map quality analysis
In this section we evaluate the quality of our spatial reliability map estimation (Sec-
tion 4.3.2) from a visual tracking perspective. We compare the CSR-DCF tracker with
the version of CSR-DCF that uses ideal spatial reliability map (the tracker is denoted as
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Table 4.2
Ablation study of CSR-DCF.The use of channel reliability is indicated in the Chan. column, the the type of
spatial reliability map in the Spat. column. The Opt. column indicates whether the constrained optimization is
used.
Tracker Chan. Spat. Opt. EAO Rav Αav
CSR-DCF x segm. x 1 0.338 1 0.85 1 0.51
CSR-DCFc− – segm. x 2 0.297 2 1.08 2 0.51
CSR-DCFsu x unif. x 3 0.264 3 1.18 3 0.49
CSR-DCFc−su – unif. x 0.256 1.33 2 0.51
CSR-DCFc−o− – segm. – 0.251 1.47 2 0.51
CSR-DCFc−s− – – – 0.152 2.85 0.47
CSR*-DCF). In the VOT2016 challenge [86], the ground truth bounding boxes were
automatically computed by optimizing coverage over manually segmented targets in
each frame. The VOT2016 has recently made their per-frame segmentations freely avail-
able [147]. We use these per-frame segmentation masks in CSR*-DCF as spatial reliabil-
ity map m.
Results of evaluation on VOT2016 [86] are reported in Table 4.3. The performances
of the CSR-DCF and CSR*-DCF are very similar. The trackers achieve an equal expec-
ted average overlap (EAO) and average accuracy (Αav). But the CSR*-DCF has a single
failure less than CSR-DCF on 60 sequences which is 0.02 on average. In Table 4.3 the
average number of failures is denoted as robustness (Rav). These results show that our
approach for spatial reliability estimation (Section 4.3.2) generates near ideal maps from
a tracking perspective.
Table 4.3
Tracking performance comparison of the two versions of CSR-DCF on VOT2016. The proposed method is de-
noted as CSR-DCF while the version using ground-truth segmentation masks instead of color-based spatial
reliability map is denoted as CSR*-DCF.
Tracker EAO Αav Rav
CSR-DCF 0.338 0.51 0.85
CSR*-DCF 0.338 0.51 0.83
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Figure 4.10 qualitatively compares the spatial reliabilitymaps to the ground-truth seg-
mentationmasks on VOT2016 [86]. Note that at pixel level, themaps are different. But
from the perspective of tracking they are nearly equivalent since the tracking perform-
ance remains unchanged. For example, in the case of a basketball player, the legs are not
well segmented by our approach. But since the legs constantlymove, they are in fact non-
informative for object localization from the perspective of the correlation filter template
matching and do not contribute to improved tracking.
Figure 4.10
Qualitative comparison
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4.4.6 The OTB100 benchmark
TheOTB100 [71] benchmark contains results of 29 trackers evaluated on 100 sequences
by a no-reset evaluation protocol. Tracking quality is measured by precision and suc-
cess plots. The success plot shows the fraction of frames with the overlap between the
predicted and ground truth bounding box greater than a threshold with respect to all
threshold values. The precision plot shows similar statistics on the center error. The res-
ults are summarized by areas under these plots. To reduce clutter, we show here only
the results for top-performing recent baselines, i.e., Struck [32], TLD [59], CXT [148],
ASLA [29], SCM [149], LSK [150], CSK [151] and results for recent top-performing
state-of-the-art trackers SRDCF [42] andMUSTER [62].
The CSR-DCF is ranked top on the benchmark (Fig. 4.11). It significantly outper-
forms the best performers reported in [71] and outperforms the current state-of-the-art
SRDCF [42] and MUSTER [62]. The average CSR-DCF performance on success plot
is slightly lower than SRDCF [42] due to poorer scale estimation, but yields better per-
formance in the average precision (center error). Both, precision and success plot, show
that the CSR-DCF tracks on average longer than competing methods.

























































4.4.7 The VOT2015 benchmark
The VOT2015 [16] benchmark contains results of 63 state-of-the-art trackers evaluated
on 60 challenging sequences. In contrast to related benchmarks, the VOT2015 dataset
was constructed from over 300 sequences by an advanced sequence selection methodo-
logy that favors objects difficult to track and maximizes a visual attribute diversity cost
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function [16]. This makes it arguably the most challenging sequence set available. The
VOT methodology [17] resets a tracker upon failure to fully use the dataset. The ba-
sic VOT measures are the number of failures during tracking (robustness) and average
overlap during the periods of successful tracking (accuracy), while the primaryVOT2015
measure is the expected average overlap (EAO) on short-term sequences. The latter can
be thought of as the expected no-reset average overlap (AUC inOTBmethodology), but
with reduced bias and the variance as explained in [16].
Figure 4.12 shows the VOTEAOplots with the CSR-DCF and the VOT2015 state-of-
the-art approaches considering the VOT2016 rules that do not consider trackers learned
on video sequences related to VOT to prevent over-fitting. The CSR-DCF outperforms
all trackers and achieves the top rank. The CSR-DCF significantly outperforms the re-
lated correlation filter trackers like SRDCF [42] as well as trackers that apply computa-
tionally intensive state-of-the-art deep features e.g., deepSRDCF[49] andSO-DLT[152].
For completeness, detailed results for the ten top-performing trackers are shown in the
Table 4.4.
Table 4.4
The ten top-performing trackers on the VOT2015 benchmark.
Tracker EAO Αav Rav
CSR-DCF 1 0.320 3 0.55 2 0.93
DeepSRDCF 2 0.318 2 0.56 3 1.00
EBT 3 0.313 0.45 1 0.81
srdcf 0.288 3 0.55 1.18
LDP 0.278 0.49 1.30
sPST 0.277 0.54 1.42
scebt 0.255 0.54 1.72
nsamf 0.254 0.53 1.45
struck 0.246 0.46 1.50
rajssc 0.242 1 0.57 1.75
























































































































































overlap (EAO) plot for
CSR-DSF (#1) and all
trackers participating
in the VOT 2015 [16]
benchmark listed
below the plot in
alphabetical order with
their numerical codes.
4.4.8 The VOT2016 benchmark
Finally, we assess our tracker on the most recent visual object tracking benchmark,
VOT2016 [86]. The dataset contains 60 sequences from VOT2015 [16] with improved
annotations. The benchmark evaluated a set of 70 trackers which includes the recently
published and yet unpublished state-of-the-art trackers. The set is indeed diverse, the
top-performing trackers come from various classes e.g., correlation filter methods:
CCOT [50], Staple [140], DDC [86], deep convolutional network based: TCNN [86],
SSAT [48, 86], MLDF [86, 153], FastSiamnet [154] and different detection-based ap-
proaches: EBT [155] and SRBT [86].
Figure 4.13 shows the EAO performance on the VOT2016. The CSR-DCF outper-
forms all 70 trackers with the EAO score equal to 0.338. TheCSR-DCF significantly out-
performs correlation filter approaches that do not apply deep ConvNets. Even though
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theCSR-DCF applies only simple features, it outperforms all trackers that apply compu-
tationally intensive deep features. Detailed performance scores for the ten
top-performing trackers are shown in the Table 4.5.
Figure 4.13
Expected average
overlap (EAO) plot for
CSR-DSF (#1) and all
trackers participating
in the VOT 2016 [86]
benchmark listed
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Table 4.5
The ten top-performing trackers on the VOT2016 benchmark.
Tracker EAO Αav Rav
CSR-DCF 1 0.338 0.51 2 0.85
CCOT 2 0.331 0.52 2 0.85
TCNN 3 0.325 3 0.54 0.96
SSAT 0.321 1 0.57 1.04
MLDF 0.311 0.48 1 0.83
Staple 0.295 3 0.54 1.35
DDC 0.293 0.53 1.23
EBT 0.291 0.44 3 0.90
SRBT 0.290 0.50 1.25
STAPLEp 0.286 2 0.55 1.32
4.4.9 Per-attribute analysis
The VOT2016 [86] dataset is per-frame annotated with visual attributes and allows de-
tailed analysis of per-attribute tracking performance. Figure 4.14 shows per-attribute
plot for ten top-performing trackers on VOT2016 in EAO. The CSR-DCF is consist-
ently ranked among top three trackers on five outof six attributes. In four attributes (size
change, occlusion, cameramotion, unassigned) the tracker is ranked top. Theonly attrib-
ute on which our CSR-DCF is outperformed by four of the compared trackers (MLDF,
CCOT, SSAT and TCNN) is illumination change. All of these trackers use deep CNN
features which are much more expressive and invariant to illumination changes, there-
fore handle illumination changes better than the CSR-DCF, which uses hand-crafted
features based on simple transformations of color channels, that are more sensitive to
the changes in illumination.
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Figure 4.14
Expected averaged over-
lap performance on dif-
ferent visual attributes
on the VOT2016 [86]
benchmark. The CSR-
DCF and the top 10
performing trackers
from VOT2016 are
shown. The scales of
visual attribute axes
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4.4.10 Tracking speed analysis
Tracking speed is an important factor of many real-world tracking problems. Table 4.6
thus compares several related and well-known trackers (including the best-performing
tracker on the VOT2016 challenge) in terms of speed and VOT performance measures.
Speed measurements on a single CPU are computed on Intel Core i7 3.4GHz standard
desktop.
The CSR-DCF performs on par with the VOT2016 best-performing CCOT [50],
which applies deepConvNets,with respect toVOTmeasures, while being 20 times faster
than the CCOT. The CCOT was modified by replacing the computationally intensive
deep features with the same simple features used in CSR-DCF. The resulting tracker,
indicated by CCOT*, is still ten times slower than CSR-DCF, while the performance
drops by over 15%. The CSR-DCF performs twice as fast as the related SRDCF [42],
while achieving approximately 25% better tracking results. The speed of baseline real-
time trackers like DSST [109] and Struck [32] is comparable to CSR-DCF, but their
tracking performance is significantly poorer. The fastest compared tracker, KCF [37]
runs much faster than real-time, but delivers a significantly poorer performance than
CSR-DCF.
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The experiments show that the CSR-DCF tracks comparably to the state-of-the-art
trackers which apply computationally demanding high-dimensional features, but runs
considerably faster and delivers top tracking performance among the real-time trackers.
The average speed of our tracker measured on the VOT 2016 dataset is approximately
13 frames-per-second2 or 77 milliseconds per-frame. Figure 4.15 shows the processing
time required by each step of the CSR-DCF. A tracking iteration is divided into two
steps: (i) target localization and (ii) the visual model update. Target localization takes in
average 35 milliseconds at each frame and is composed of two sub-steps: estimation of
object translation (23ms) and scale change estimation (12ms). The visual model update
step takes on average 42 milliseconds. It consists of three sub-steps: spatial reliability
map estimation (16ms), filter update (12ms) and scale model update (14ms). Filter op-
timization, which is part of the filter update step, takes on average 7 milliseconds.
Table 4.6
Speed in frames per second (fps) of correlation trackers and Struck – a baseline. The EAO, average accuracy (Αav)
and average failures (Rav) are shown for reference.
Tracker EAO Αav Rav fps
CSR-DCF 1 0.338 2 0.51 1 0.85 3 13.0
CCOT ECCV2016 2 0.331 1 0.52 1 0.85 0.6
CCOT* ECCV2016 3 0.274 1 0.52 2 1.18 1.0
SRDCF ICCV2015 0.247 1 0.52 3 1.50 7.3
KCF PAMI2015 0.192 3 0.48 2.03 1 115.7
DSST PAMI2016 0.181 3 0.48 2.52 2 18.6
Struck ICCV2011 0.142 0.42 3.37 8.5
2With some basic code optimization and refactoring we speed-up our algorithm to 19 FPS without
significant performance drop (only one additional failure on VOT2016 dataset).
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Figure 4.16 shows four examples of tracking with the CSR-DCF. In the following we
describe tracking performance on each sequence.
The first example shows tracking of an octopus along with channel reliability weights.
The first eighteen weights correspond to HoG channels, the 19th weight is reliability of
a grayscale template and the last ten weights correspond to colornames. Note that the
colors in boxes are not the actual colors of the colornames, because these features are sub-
space of original colornames, designed to improve correlation filter tracking (see [38]).
Observe thatwhen the octopus changes shape significantly, some channels becomemore
discriminative than the others – this is particularly evident in the first eighteen channels
that represent the HoG features.
Tracking a gymnast is shown in the second example. The target is deforming and
rotating over the sequence significantly, while our tracker is able to successfully track
it. Additionally, the correlation response from the localization step is shown for each
frame. The peak in the response is well expressed, which means that the filter accurately
represents the target and that the discriminative channels overrule the less discriminative
ones by our channel reliability estimation approach.
The third example shows tracking a sprinter. The spatial reliability map is visualized
next to each frame. In the bottom-right corner of each frame the tracking patch is over-
laid with the spatial reliability map. The reliability maps fit the target well and prevent
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Figure 4.16
Qualitative results of tracking with the CSR-DCF on four video sequences.
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the filter from learning the background.
The last example shows tracking under occlusion, i.e., a motorcyclist driving on the
road while being repeatedly occluded by the trees. This example demonstrates that our
tracker is robust to short-term full occlusions and that it is able to recover and localize
the target despite the full occlusion. This is possible due to the robust learning with
channel and spatial reliability map and the large capture range that our learning scheme
provides.
4.5 Conclusion
TheDiscriminative Correlation Filter with Channel and Spatial Reliability (CSR-DCF)
was introduced. The spatial reliabilitymap adapts the filter support to the part of the ob-
ject suitable for trackingwhichovercomesboth theproblemsof circular shift enabling an
arbitrary search region size and the limitations related to the rectangular shape assump-
tion. A novel efficient spatial reliabilitymap estimationmethodwas proposed and an ef-
ficient optimization procedurewas used for learning a correlation filter with the support
constrained by the estimated map. The second novelty of CSR-DCF is the channel reli-
ability. The reliability is estimated from the properties of the constrained least-squares
solution. The channel reliability scores were used for weighting the per-channel filter
responses in localization.
Experimental comparison with recent related state-of-the-art boundary-constraints
formulations showed significant benefits of using our formulation. The CSR-DCF
achieves state-of-the-art performance on standard benchmarks: OTB100 [71], VOT2015
[16] and VOT2016 [86] while running close to the real-time on a single CPU. Despite
using simple features like HoG and Colornames, the CSR-DCF performs on par with
trackers that apply computationally complex deep ConvNet, but is significantly faster.
To the best of our knowledge, the proposed approach is the first of its kind to in-
troduce constrained filter learning with arbitrary spatial reliability map and the use of
channel reliabilities. The spatial and channel reliability formulation is general and can
be used in most modern correlation filters, e.g. those using deep features.
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Supplementary material
A.1 Derivation of the augmented Lagrangian minimizer
This sectionprovides a complete derivationof the relations (4.12, 4.13) in the Section4.3.1.
The augmented Lagrangian from Equation (4.8) is




[l̂Η(ĥ𝑐 − ĥ𝑚) + l̂Η(ĥ𝑐 − ĥ𝑚)] + μ‖ĥ𝑐 − ĥ𝑚‖2,
with h𝑚 = (m ⊙ h). For the purposes of derivation we will rewrite (a.1) into a fully
vectorized form




[l̂Η(ĥ𝑐 − √DFMh) + l̂Η(ĥ𝑐 − √DFMh)]+
μ‖ĥ𝑐 − √DFMh‖2,
where F denotesD×D orthonormalmatrix of Fourier coefficients, such that the Fourier
transform is defined as x̂ = ℱ(x) = √DFx and M = diag(m). For clearer representa-
tion we denote the four terms in the summation (a.2) as
ℒ(ĥ𝑐, h, l̂) = ℒ1 +ℒ2 +ℒ3 +ℒ4, (a.3)
where
ℒ1 = (diag(f̂)ĥ𝑐 − ĝ)
Τ





ℒ3 = l̂Η(ĥ𝑐 − √DFMh) + l̂Η(ĥ𝑐 − √DFMh), (a.6)
ℒ4 = μ‖ĥ𝑐 − √DFMh‖2. (a.7)
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Minimization of Equation (4.8) in Section 4.3.1 is an iterative process at which the fol-
lowing minimizations are required:
ĥopt𝑐 = argmin
hc
ℒ(ĥ𝑐, h, l̂), (a.8)
hopt = argmin
h
ℒ(ĥopt𝑐 , h, l̂). (a.9)
Minimization w.r.t. to ĥ𝑐 is derived by finding ĥ𝑐 at which the complex gradient of the
augmented Lagrangian vanishes, i.e.,
∇
ĥ𝑐
ℒ ≡ 0, (a.10)
∇
ĥ𝑐
ℒ1 + ∇ĥ𝑐ℒ2 + ∇ĥ𝑐ℒ3 + ∇ĥ𝑐ℒ4 ≡ 0. (a.11)








(diag(f̂)ĥ𝑐 − ĝ)] =
= ∂
∂ĥ𝑐
[ĥΤ𝑐 diag(f̂)Ηdiag(f̂)ĥ𝑐 − ĥΤ𝑐 diag(f̂)Ηĝ−
ĝΗdiag(f̂)ĥ𝑐 + ĝΗĝ] =
= diag(f̂)Ηdiag(f̂)ĥ𝑐 − diag(f̂)ĝ,
∇
ĥ𝑐






[l̂Η(ĥ𝑐 − √DFMh) + l̂Η(ĥ𝑐 − √DFMh)] =
= ∂
∂ĥ𝑐
[l̂Ηĥ𝑐 − l̂Η√DFMh + l̂Τĥ𝑐 − l̂Τ√DFMh] =
= l̂,








(ĥ𝑐 − √DFMh)] =
= ∂
∂ĥ𝑐
[μ(ĥΗ𝑐 ĥ𝑐 − ĥΗ𝑐 √DFMh−
√DhΤMFΗĥ𝑐 + DhΤMFΗFMh)] =
= μĥ𝑐 − μ√DFMh.
Note that√DFMh = ĥ𝑚 according to our original definition of ĥ𝑚. Plugging (a.12-a.15)
into (a.11) yields
diag(f̂)Ηdiag(f̂)ĥ𝑐 − diag(f̂)ĝ + l̂ + μĥ𝑐 − μĥ𝑚 = 0, (a.16)
ĥ𝑐 =
diag(f̂)ĝ + μĥ𝑚 − l̂
diag(f̂)Ηdiag(f̂) + μ
,
which can be rewritten into
ĥ𝑐 =
f̂⊙ ĝ + μĥ𝑚 − l̂
f̂⊙ f̂ + μ
. (a.17)
Next we derive the closed-form solution of (a.9). The optimal h is obtained when the
complex gradient w.r.t. h vanishes, i.e.,
∇hℒ ≡ 0 (a.18)
∇hℒ1 + ∇hℒ2 + ∇hℒ3 + ∇hℒ4 ≡ 0. (a.19)
The partial gradients are










102 A. Lukežič Appearance models for discriminative correlation-based tracking
Since we defined mask m as a binary mask, the product MM can be simplified into M








[l̂Η(ĥ𝑐 − √DFMh) + l̂Η(ĥ𝑐 − √DFMh)] =
= ∂
∂h







(ĥ𝑐 − √DFMh)] =
= ∂
∂h
[μ(ĥΗ𝑐 ĥ𝑐 − ĥΗ𝑐 √DFMh−
√DhΗMFΗĥ𝑐 + DhΗMh)] =
= −μ√DMFΗĥ𝑐 + μDMh.
Plugging (a.20-a.24) into (a.19) yields
λ
2Mh − √DMF






Using the definition of the inverse Fourier transform, i.e.,ℱ−1(x̂) = 1√DF
Ηx̂, (a.25) can
be rewritten into
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The values in m are either zero or one. Elements in h that correspond to the zeros in m
can in principle not be recovered from (a.26) since this would result in division by zero.
But our initial definition of the problem was to seek solutions for the filter that satisfies
the following relation h ≡ h ⊙ m. This means the values corresponding to zeros in m
should be zero in h. Thus the proximal solution to (a.26) is
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Abstract
Template-based discriminative trackers are currently the
dominant tracking paradigm due to their robustness, but are
restricted to bounding box tracking and a limited range of
transformation models, which reduces their localization ac-
curacy. We propose a discriminative single-shot segmenta-
tion tracker – D3S, which narrows the gap between visual
object tracking and video object segmentation. A single-
shot network applies two target models with complemen-
tary geometric properties, one invariant to a broad range
of transformations, including non-rigid deformations, the
other assuming a rigid object to simultaneously achieve
high robustness and online target segmentation. Without
per-dataset finetuning and trained only for segmentation
as the primary output, D3S outperforms all trackers on
VOT2016, VOT2018 and GOT-10k benchmarks and per-
forms close to the state-of-the-art trackers on the Track-
ingNet. D3S outperforms the leading segmentation tracker
SiamMask on video object segmentation benchmarks and
performs on par with top video object segmentation algo-
rithms, while running an order of magnitude faster, close to
real-time.
1. Introduction
Visual object tracking is one of core computer vision
problems. The most common formulation considers the
task of reporting target location in each frame of the video
given a single training image. Currently, the dominant
tracking paradigm, performing best in evaluations [22, 24],
is correlation bounding box tracking [11, 3, 33, 2, 54, 28]
where the target represented by a multi-channel rectangular
template is localized by cross-correlation between the tem-
plate and a search region.
State-of-the-art template-based trackers apply an effi-
cient brute-force search for target localization. Such strat-
egy is appropriate for low-dimensional transformations like
translation and scale change, but becomes inefficient for
more general situations e.g. such that induce an aspect ra-
tio change and rotation. As a compromise, modern track-
ers combine approximate exhaustive search with sampling
Input image OutputGEM GIM
Figure 1. The D3S tracker represents the target by two mod-
els with complementary geometric properties, one invariant to a
broad range of transformations, including non-rigid deformations
(GIM - geometrically invariant model), the other assuming a rigid
object with motion well approximated by an euclidean transfor-
mation (GEM - geometrically constrained Euclidean model). The
D3S, exploiting the complementary strengths of GIM and GEM,
provides both state-of-the-art localisation and accurate segmenta-
tion, even in the presence of substantial deformation.
and/or bounding box refinement/regression networks [10,
27] for aspect ratio estimation. However, these approaches
are restricted to axis-aligned rectangles.
Estimation of high-dimensional template-based transfor-
mation is unreliable when a bounding box is a poor approx-
imation of the target [31]. This is common – consider e.g.
elongated, rotating, deformable objects, or a person with
spread out hands. In these cases, the most accurate and
well-defined target location model is a binary per-pixel seg-
mentation mask. If such output is required, tracking be-
comes the video object segmentation task recently popular-
ized by DAVIS [38, 40] and YoutubeVOS [51] challenges.
Unlike in tracking, video object segmentation challenges
typically consider large targets observed for less than 100
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ABSTRACT. Template-based discriminative trackers are currently the dominant tracking paradigm due to
their robustness, but are restricted to bounding box tracking and a limited range of transformationmodels,
which reduces their localization accuracy. We propose a discriminative single-shot segmentation tracker –
D3S, which narrows the gap between visual object tracking and video object segmentation. A single-shot
network applies two target models with complementary geometric properties, one invariant to a broad
range of transformations, including non-rigid deformations, the other assuming a rigid object to simul-
taneously achieve high robustness and online target segmentation. Without per-dataset finetuning and
trained only for segmentation as the primary output, D3S outperforms all trackers on VOT2016, VOT2018
and GOT-10k benchmarks and performs close to the state-of-the-art trackers on the TrackingNet. D3S out-
performs the leading segmentation tracker SiamMask on video object segmentation benchmarks and per-
forms on par with top video object segmentation algorithms, while running an order of magnitude faster,
close to real-time.
KEYWORDS. Visual object tracking, deep discriminative correlation filters, video object segmentation,
single-shot segmentation
5.1 Introduction
Visual object tracking is one of core computer vision problems. The most common
formulation considers the task of reporting target location in each frame of the video
given a single training image. Currently, the dominant tracking paradigm, performing
best in evaluations [98, 156], is correlation bounding box tracking [51–53, 75, 77, 157]
where the target represented by a multi-channel rectangular template is localized by
cross-correlation between the template and a search region.
State-of-the-art template-based trackers apply an efficient brute-force search for tar-
get localization. Such strategy is appropriate for low-dimensional transformations like
translation and scale change, but becomes inefficient for more general situations e.g.
such that induce an aspect ratio change and rotation. As a compromise, modern track-
ers combine approximate exhaustive search with sampling and/or bounding box refine-
ment/regression networks [57, 158] for aspect ratio estimation. However, these
approaches are restricted to axis-aligned rectangles.
Estimation of high-dimensional template-based transformation is unreliable when a
bounding box is a poor approximation of the target [78]. This is common – consider
e.g. elongated, rotating, deformable objects, or a personwith spread out hands. In these
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Input image OutputGEM GIM
Figure 5.1
The D3S tracker represents the target by two models with complementary geometric properties, one invariant to a broad range of
transformations, including non-rigid deformations (GIM - geometrically invariant model), the other assuming a rigid object with
motion well approximated by an euclidean transformation (GEM - geometrically constrained Euclidean model). The D3S, exploiting
the complementary strengths of GIM and GEM, provides both state-of-the-art localisation and accurate segmentation, even in the
presence of substantial deformation.
cases, the most accurate and well-defined target location model is a binary per-pixel seg-
mentationmask. If such output is required, tracking becomes the video object segment-
ation task recently popularized by DAVIS [101, 102] and YoutubeVOS [97] challenges.
Unlike in tracking, video object segmentation challenges typically consider large tar-
gets observed for less than 100 frames with low background distractor presence. Top
video object segmentation approaches thus fare poorly in short-term tracking
scenarios [98] where the target covers a fraction of the image, substantially changes its
appearance over a longer period and moves over a cluttered background. Best trackers
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apply visual model adaptation, but in the case of segmentation errors it leads to an ir-
recoverable tracking failure [118]. Because of this, in the past, segmentation has played
only an auxiliary role in template-based trackers [140], constrained DCF learning [77]
and tracking by 3Dmodel construction [159].
Recently, the SiamRPN [53] tracker has been extended to produce high-quality seg-
mentation masks in two stages [54] – the target bounding box is first localized by Siam-
RPN branches and then a segmentation mask is computed only within this region by
another branch. The two-stage processing misses the opportunity to treat localization
and segmentation jointly to increase robustness. Another drawback is that a fixed tem-
plate is used that cannot be discriminatively adapted to the changing scene.
Wepropose anew single-shotdiscriminative segmentation tracker,D3S, that addresses
the above-mentioned limitations. The target is encoded by two discriminative visual
models – one is adaptive and highly discriminative, but geometrically constrained to an
Euclideanmotion (GEM), while the other is invariant to broad range of transformation
(GIM, geometrically invariant model), see Figure 5.1.
GIM sacrifices spatial relations to allow target localization under significant deforma-
tion. On the other hand,GEMpredicts only position, but discriminatively adapts to the
target and acts as a selector between possibly multiple target segmentations inferred by
GIM. In contrast to related trackers [54, 57, 158], the primary output ofD3S is a segment-
ation map computed in a single pass through the network, which is trained end-to-end
for segmentation only (Figure 5.2).
Some applications and most tracking benchmarks require reporting the target loca-
tion as a bounding box. As a secondary contribution, we propose an effective method
for interpreting the segmentationmask as a rotated rectangle. This avoids an error-prone
greedy search andnaturally addresses changes in location, scale, aspect ratio and rotation.
D3S outperforms all state-of-the-art trackers on most of the major tracking bench-
marks [86, 98–100] despite not being trained for bounding box tracking. In video ob-
ject segmentation benchmarks [101, 102], D3S outperforms the leading segmentation
tracker [54] and performs on par with top video object segmentation algorithms (often
tuned to a specific domain), yet running orders of magnitude faster. Note that D3S is
not re-trained for different benchmarks – a single pre-trained version shows remarkable
generalization ability and versatility1.
1PyTorch implementation is publicly available.
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5.2 Related Work
Robust localization crucially depends on the discrimination capability between the tar-
get and the background distractors. This property has been studied in depth in dis-
criminative template trackers called discriminative correlation filters (DCF) [36]. The
template learning is formulated as a (possibly nonlinear) ridge regression problem and
solved by circular correlation [36–38, 41]. While trackers based purely on color segment-
ation [110, 118] are inferior to DCFs, segmentation has been used for improved DCF
trackingof non-rectangular targets [78, 140]. Lukežič et al. [77] used color segmentation
to constrain DCF learning and proposed a real-time tracker with hand-crafted features
which achieved performance comparable to trackers with deep features. The method
was extended to long-term [81] and RGB-depth tracking [159] using color and depth
segmentation. Further improvements in DCF tracking considered deep features: Dan-
elljan et al. [51] used features pre-trained for detection, Valmadre et al. [56] proposed
pre-training features for DCF localization and recently Danelljan et al. [57] proposed a
deep DCF training using backpropagation.
Another class of trackers, called Siamese trackers [52, 160, 161], has evolved in direc-
tion of generative templates. Siamese trackers apply a backbone pre-trained offline with
general targets such that object-background discrimination is maximized by correlation
between the search region and target template extracted in the first frame [52]. The
template and the backbone are fixed during tracking, leading to an excellent real-time
performance [98]. Several multi-stage Siamese extensions have been proposed. These
include addition of region proposal networks for improved target localization accur-
acy [53, 158] and addition of segmentation branches [54] for accurate target segmenta-
tion. Recently a template adaptation technique by backprop has been proposed [162]
to improve tracking robustness.
Segmentation of moving objects is a central problem in the emerging field of video
object segmentation (VOS) [97, 101]. Most recent works [92–96] achieve impressive
results, but involve large deep networks, which often require finetuning and are slow.
Hu et al. [163] and Chen et al. [164] concurrently proposed segmentation by match-
ing features extracted in the first frame, which considerably reduces the processing time.
However, the VOS task considers segmentation of large objects with limited appearance
changes in short videos. Thus, these methods fare poorly on the visual object tracking
task with small, fast moving objects. Thework proposed in this paper aims at narrowing
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the gap between visual object tracking and video object segmentation.
5.3 Discriminative segmentation network
Twomodels are used in D3S to robustly cope with target appearance changes and back-
grounddiscrimination: a geometrically invariantmodel (GIM)presented inSection 5.3.1,
and a geometrically constrained Euclidean model (GEM) presented in Section 5.3.2.
These models process the input in parallel pathways and produce several coarse target
presence channels, which are fused into a detailed segmentation map by a refinement
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of the three channels
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refined into a detailed
segmentation map.
5.3.1 Geometrically invariant model pathway
Accurate segmentation of a deformable target requires loose spatial constraints in the
discriminative model. Our geometrically invariant model (GIM) is thus composed of
two sets of deep feature vectors corresponding to the target and the background, i.e.,
XGIM = {XF,XΒ}.
Since the pre-trained backbone features are sub-optimal for accurate segmentation,
these are first processed by a 1 × 1 convolutional layer to reduce their dimensionality to
64, which is followed by a 3 × 3 convolutional layer (a ReLU is placed after each convo-
lutional layer). Both these layers are adjusted in the network training stage to produce
optimal features for segmentation. The target/backgroundmodels are created in the first
frame by extracting the segmentation feature vectors at pixel locations corresponding to
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the target (XF) and from the immediate neighbourhood for the background (XΒ).
During tracking, the pixel-level features extracted from the search region are com-
pared to those of GIM (XGIM) to compute foreground and background similarity chan-
nels F and B following [163]. Specifically, for the F channel computation, each feature
y𝑖 extracted at pixel 𝑖 is compared to all features xF𝑗 ∈ XF by a normalized dot product
𝑠F𝑖𝑗(y𝑖, xF𝑗 ) = ⟨ỹ𝑖, x̃F𝑗 ⟩, (5.1)
where ̃(⋅) indicates an L2 normalization. The final per-pixel foreground similarity at
pixel 𝑖, F𝑖 , is obtained by average of top-K similarities at that pixel, i.e.,
F𝑖 = TOP({𝑠F𝑖𝑗}𝑗=1∶ΝF , Κ), (5.2)
where TOP(⋅, Κ) is a top-K averaging operator over the set of ΝF similarities. Com-
putation of the background similarity channel B follows the same principle, but with
similarities computed with the backgroundmodel feature vectors, i.e., xΒ𝑗 ∈ XΒ. Finally,
a softmax layer is applied to produce a target posterior channel P. The GIM pathway
architecture is shown in Figure 5.3.
Figure 5.3
GIM – the geomet-
rically invariant
model – features are
matched to the features
in the foreground-
background model
{XF,XΒ} to obtain the
target (F) and back-
ground (B) similarity
channels. The pos-
terior channel (P) is the















































5.3.2 Geometrically constrained model pathway
While GIM produces an excellent target-background separation, it cannot well distin-
guish the target from similar instances, leading to a reduced robustness (see Figure 5.1,
first line). Robust localization, however, is a well-established quality of the discriminat-
ive correlation filters. Although they represent the target by a geometrically constrained
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model (i.e., a rectangular filter), efficient techniques developed to adapt to the target dis-
criminative features [50, 57, 77] allow tracking reliably under considerable appearance
changes.
We thus employ a recent deepDCF formulation [57] in the geometrically constrained
Euclidean model (GEM) pathway. Following [57], the backbone features are first re-
duced to 64 channels by 1 × 1 convolutional layer. The reduced features are correlated
by a 64 channel DCF followed by a PeLU nonlinearity [165]. The reduction layer and
DCF are trained by an efficient backprop formulation (see [57] for details).
Themaximum of the correlation response is considered as the most likely target posi-
tion. TheD3S output (i.e., segmentation), however, requires specifying a belief of target
presence at each pixel. Therefore, a target location channel is constructed by computing
a (Euclidean) distance transform from the position of the maximum in the correlation




























GEM – the geometrically constrained Euclidean model – reduces the backbone features dimensionality and correlates them with a
DCF. The target localisation channel (L) is the distance transform to the maximum correlation response, representing the per-pixel
confidence of target presence.
5.3.3 Refinement pathway
TheGIMandGEMpathways provide complementary information about the pixel-level
target presence. GEM provides a robust, but rather inaccurate estimate of the target re-
gion, whereas the output channels fromGIM show a greater detail, but are less discrim-
inative (Figure 5.1). Furthermore, the individual outputs are low-resolution due to the
backbone encoding. A refinement pathway is thus designed to combine the different in-
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formation channels and upscale the solution into an accurate and detailed segmentation
map.
The refinement pathway takes the following inputs: the target location channel (L)
from GEM and the foreground similarity and posterior channels (F and P) from the
GIM. The channels are concatenated and processed by a 3 × 3 convolutional layer fol-
lowed by a ReLU, resulting in a tensor of 64 channels. Three stages of upscaling akin
to [166, 167] are then applied to refine the details by considering the features in different
layers computed in the backbone. An upscaling stage consists of doubling the resolu-
tion of the input channels, followed by two 3 × 3 convolution layers (each followed
by a ReLU). The resulting channels are summed with the adjusted features from the
corresponding backbone layer. Specifically, the backbone features are adjusted for the
upscaling task by a 3 × 3 convolution layer, followed by a ReLU. The last upscaling
stage (which contains only resolution doubling, followed by a single 3 × 3 convolution
layer) is followed by a softmax to produce the final segmentation probability map. The
refinement pathway is shown in Figure 5.5.
Figure 5.5
The refinement path-
way combines the GIM
and GEM channels
and gradually upscales
them by using adjus-
ted features from the
backbone. The UP∗
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5.4 Discriminative Segmentation Tracker
This section outlines application of the discriminative segmentation network from Sec-
tion 5.3 to online general object tracking. Given a single supervised training example
from the first frame, the network produces target segmentation masks in all the remain-
ing frames. However, some applications and most tracking benchmarks require target
location represented by a bounding box. For most benchmarks, the bounding box is
trivially obtained by fitting an axis-aligned bounding box that tightly fits a segmentation
mask. However, for the benchmark requiring a rotated bounding box, we propose a
simple fitting procedure in Section 5.4.1. The tracking steps are outlined in Section 5.4.2.
5.4.1 Bounding box fitting module
The segmentation probability map from the discriminative segmentation network (Sec-
tion 5.3) is thresholded at 0.5 probability to yield a binary segmentationmask. Only the
largest connected componentwithin themask is kept and an ellipse is fitted to its outline
by least squares [168]. The ellipse center, major and minor axis make up an initial estim-
ate of the rotated bounding box. This is typically themost liberal solutionwith oversized
rectangles, preferring most of the target pixels lying within its area, but accounts poorly
for the presence of the backgroundpixels within the region. We therefore further reduce
the rectangle sides in direction of the major axes by optimizing the following modified
overlap cost function Ι𝑜UMOD between the predicted segmentationmask and fitted rect-




αΝ−IN + Ν+IN + Ν+OUT
, (5.3)
whereΝ+IN andΝ+OUT denote the number of foreground pixels within and outside the
rectangle, respectively, and Ν−IN denotes the number of background pixels within the
rectangle. The scalar α controls the contribution of Ν−IN. The bounding box fitting
method is very fast and takes on average only 2ms.
5.4.2 Tracking with D3S
Initialization. D3S is initialized on the first frame using the ground truth target location.
The GEM and GIM initialization details depend on whether the target ground truth
is presented by a bounding box or a segmentation mask. If a ground truth bounding
box is available, the GEM follows the initialization procedure proposed in [57], which
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involves training both the dimensionality reduction network and theDCF by backprop
on the first frame by considering the region four times the target size. On the other
hand, if a segmentation mask is available, the ground truth target bounding box is first
approximated by an axis-aligned rectangle encompassing the segmented target.
In case a segmentation mask is available, the GIM is initialized by extracting fore-
ground samples from the targetmask andbackground samples from theneighbourhood
four times the target size. However, if only a bounding box is available, an approximate
ground truth segmentation mask is constructed first. Foreground samples are extracted
fromwithin the bounding box, while the background samples are extracted from a four
times larger neighbourhood. A tracking iteration of D3S is then run on the initializa-
tion region to infer a proxi ground truth segmentation mask. The final foreground and
background samples are extracted from this mask. This process might be iterated a few
times (akin to GrabCut [169]), however, we did not observe improvements and chose
only a single iteration for initialization speed and simplicity.
Tracking. During tracking, when a new frame arrives, a region four times the target
size is extracted at previous target location. The region is processed by the discriminative
segmentation network from Section 5.3 to produce the output segmentation mask. A
rotated bounding box is fitted to the mask (Section 5.4.1) if required by the evaluation
protocol. The DCF in the GEM is updated on the estimated target location following
the backprop update procedure [57].
5.5 Experiments
5.5.1 Implementation details
The backbone network in D3S is composed of the first four layers of ResNet50, pre-
trained on ImageNet for object classification. The backbone features are extracted from
the target search region resized to 384 × 384 pixels. The background tradeoff parameter
from (5.3) is set to α = 0.25 and the top Κ = 3 similarities are used in GIM (5.2). The
parameter values and design choices, e.g., number of layers, activation functions, etc.
were selectedmanually, according to the preliminary analysis, while the parameter values
related to the deep DCF were used from the original work [57]. We also verified that
performance is insensitive to exact values of these parameters, and we therefore keep the
same values in all experiments.
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Network pre-training. The GIM pathway and the refinement pathway are pre-trained
on 3471 training segmentation sequences from Youtube-VOS [97]. A training sample
is constructed by uniformly sampling a pair of images and the corresponding segment-
ation masks from the same sequence within a range of 50 frames. To increase the ro-
bustness to possibly inaccurate GEM localization, the target location channel was con-
structed by perturbing ground truth locations uniformly from [− 18σ, 18σ], where σ is
target size. The network was trained by 64 image pairs batches for 40 epochs with 1000
iterations per epoch using the ADAM optimizer [170] with learning rate set to 10−3
and with 0.2 decay every 15 epochs. The training loss was a crossentropy between the
predicted and ground truth segmentation mask. The training takes 20 hours on a single
GPU.
Speed. A Pytorch implementation of D3S runs at 25fps on a single NVidia GTX 1080
GPU, while 1.3s is required for loading the network to GPU and initialization.
5.5.2 Evaluation on Tracking Datasets
D3S was evaluated on four major short-term tracking datasets: VOT2016 [86],
VOT2018 [98], GOT-10k [99] and TrackingNet [100]. In the following we discuss the
results obtained on each of the datasets.
VOT2016 and VOT2018 datasets each consist of 60 sequences. Targets are annot-
ated by rotated rectangles to enable a more thorough localization accuracy evaluation
compared to the related datasets. The standard VOT evaluation protocol [17] is used
in which the tracker is reset upon tracking failure. Performance is measured by accur-
acy (average overlap over successfully tracked frames), robustness (failure rate) and the
EAO (expected average overlap), which is a principled combination of the former two
measures [16].
The following state-of-the-art (sota) trackers are considered on VOT2016: the
VOT2016 top performers CCOT [50] and TCNN [171], a sota segmentation-based dis-
criminative correlation filter CSR-DCF [77], and most recently published sota deep
trackers SiamRPN [53], SPM [172], ASRCF [173], SiamMask [54] and ATOM [57].
Results reported inTable 5.1 show thatD3S outperforms all tested trackers on all three
measures by a large margin. In EAO measure, D3S outperforms the top sota tracker
SPM by 14%, and simultaneously outperforms the top robust sota ATOM by 25% in
robustness. The top sota performer in accuracy is the segmentation-based tracker Siam-
Mask. D3S outperforms this tracker by over 3% in accuracy and approximately by 50%
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in robustness.
The VOT2016 dataset contains per-frame target segmentation masks which can be
used to evaluate segmentation performance on the small and challenging targets present.
We have thus compared D3S with the most recent segmentation tracker SiamMask by
computing the average IoU between the ground truth and predicted segmentation
masks during periods of successful tracks (i.e., segmentation accuracy). D3S achieves
a 0.66 average IoU, while SiamMask IoU is 0.63. A nearly 5% improvement speaks of a
considerable accuracy of the D3S segmentation mask prediction.
Table 5.1
VOT2016 – comparison with state-of-the-art trackers.
D3S SPM SiamMask ATOM ASRCF SiamRPN CSRDCF CCOT TCNN
EAO ↑ 1 0.493 2 0.434 3 0.433 0.430 0.391 0.344 0.338 0.331 0.325
Acc. ↑ 1 0.66 3 0.62 2 0.64 0.61 0.56 0.56 0.51 0.54 0.55
Rob. ↓ 1 0.131 0.210 0.214 2 0.180 3 0.187 0.302 0.238 0.238 0.268
On the VOT2018 dataset, D3S is compared with the following sota trackers: the top
VOT2018 performer LADCF [174] and themost recent sota trackersDaSiamRPN[157],
SiamRPN++ [158], ATOM [57], SPM [172], ASRCF [173] and SiamMask [54]. Res-
ults are reported in Table 5.2. Again, D3S outperforms all sota trackers in all measures.
The top sota trackers in EAO, accuracy and robustness are SiamRPN++, SiamMask and
LADCF, respectively. D3S outperforms the SiamRPN++ in EAOby 18%, SiamMask in
accuracy by over 5% and LADCF by over 6% in robustness. Note that SiamMask is a seg-
mentation tracker, which explains the top accuracy among sota. D3S outperforms this
tracker by over 45% in robustness, which is attributed to the discriminative formulation
within the single-pass segmentation mask computation.
Table 5.2
VOT2018 – comparison with state-of-the-art trackers.
D3S SiamRPN++ ATOM LADCF DaSiamRPN SiamMask SPM ASRCF
EAO ↑ 1 0.489 2 0.414 3 0.401 0.389 0.383 0.380 0.338 0.328
Acc. ↑ 1 0.64 3 0.60 0.59 0.51 0.59 2 0.61 0.58 0.49
Rob. ↓ 1 0.150 0.234 3 0.204 2 0.159 0.276 0.276 0.300 0.234
GOT-10k is a recent large-scale high-diversity dataset consistingof 10k video sequences
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with targets annotatedby axis-alignedboundingboxes. The trackers are evaluatedon 180
test sequences with 84 different object classes and 32 motion patterns, while the rest of
the sequences form a training set. A tracker is initialized on the first frame and let to
track to the end of the sequence. Trackers are ranked according to the average overlap,
but success rates (SR0.5 and SR0.75) are reported at two overlap thresholds 0.5 and 0.75,
respectively, for detailed analysis2. The following top-performing sota trackers are used
in comparison [99]: SiamFCv2 [56], SiamFC [52], GOTURN [175], CCOT [50], MD-
Net [48] and the most-recent ATOM [57] and SiamMask [54]. We emphasize that D3S
is not fine-tuned on the training set, while some of the top-performing sota trackers we
use in comparison do utilize the GOT-10k training set. Results on GOT-10k are repor-
ted in Table 5.3. D3S outperforms all top-performing sota by a large margin in all per-
formancemeasures, and achieves approximately 60%boost in average overlap compared
to the SiamFCv2, which is a top-performer on [99] benchmark. It also outperforms the
most recent ATOM and SiamMask trackers by over 7% and over 15% in average overlap,
respectively. This demonstrates considerable generalization ability over a diverse set of
target types.
Table 5.3
GOT-10k test set – comparison with state-of-the-art trackers .
D3S ATOM SiamMask SiamFCv2 SiamFC GOTURN CCOT MDNet
AO ↑ 1 59.7 2 55.6 3 51.4 37.4 34.8 34.2 32.5 29.9
SR0.75 ↑ 1 46.2 2 40.2 3 36.6 14.4 9.8 12.4 10.7 9.9
SR0.5 ↑ 1 67.6 2 63.5 3 58.7 40.4 35.3 37.5 32.8 30.3
TrackingNet is another large-scale dataset for training and testing trackers. The train-
ing set consists of over 30k video sequences, while the testing set contains 511 sequences.
A tracker is initialized on the first frame and let to track to the endof the sequence. Track-
ers are ranked according to the area under the success rate curve (AUC), precision (Prec.)
and normalized precision (Prec.Ν). The reader is referred to [100] for further details
about the performance measures. The performance of D3S is compared with the top-
performing sota trackers according to [100]: ECO [51], SiamFC [52], CFNet [56], MD-
Net [48] and most recent sota trackers ATOM [57], SiamMask [54] and
2Success rate denotes percentage of frames where predicted region overlaps with the ground-truth
region more than the threshold.
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SiamRPN++ [158]. D3S significantly outperforms the sota reported in [100] and is on
par with SiamRPN++, SiamMask andATOM.Note thatD3S is trained only on 3471 se-
quences from YouTube-VOS [97], while both, ATOM and SiamRPN++ are finetuned
on much larger datasets (31k, and over 380k sequences, respectively), which include the
TrackingNet training set. This further supports a considerable generalization capability
of D3S, which is primarily trained for segmentation, not tracking.
Table 5.4
TrackingNet test set – comparison with state-of-the-art trackers.
D3S SiamRPN++ SiamMask ATOM MDNet CFNet SiamFC ECO
AUC ↑ 2 72.8 1 73.3 3 72.5 70.3 60.6 57.8 57.1 55.4
Prec. ↑ 2 66.4 1 69.4 2 66.4 3 64.8 56.5 53.3 53.3 49.2
Prec.N ↑ 76.8 1 80.0 2 77.8 3 77.1 70.5 65.4 66.3 61.8
5.5.3 Ablation Study
An ablation study was performed onVOT2018 using the reset-based protocol [17] to ex-
pose the contributions of different components of the D3S architecture. The following
variations of D3S were created: (i) D3S without the GIM foreground similarity channel
F (D3SF̄); (ii) D3S without the GIM target posterior channel P (D3SP̄) ; (iii) D3S with
only the GEM output channel and without GIM channels F and P (D3SF̄P̄); (iv) D3S
without the GEM output channel L (D3SL̄); (v) D3S in which the DCF is not updated
from the position estimated byD3S, but rather from the position estimated by theDCF
inGEM(D3SŪ). TwoadditionalD3S versionswith different boundingbox fittingmeth-
ods were included: a minimal area rotated bounding box that contains all foreground
pixels (D3SMA) and a min-max axis-aligned bounding box (D3SMM). All variations were
re-trained on the same dataset as the original D3S.
Results of the ablation study are presented in Table 5.5. Removal of the foreground
similarity channel fromGIM (D3SF̄) causes a 4.5% performance drop, while removal of
the target posterior channel (D3SP̄) reduces the performance by 13.5%. The accuracy of
both variants is comparable to the original D3S, while the number of failures increases.
In conclusion, each, foreground similarity andposterior channel individually contribute
to robust target localization.
Removal of the entire GIMmodule i.e., F and P (D3SF̄P̄) reduces the overall tracking
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performance by 27%. The accuracy drops by 14%, while the number of failures increases
by 56%. This speaks of crucial importance of theGIMmodule for accurate segmentation
as well as tracking robustness.
Removal of the GEM module (D3SL̄) reduces the tracking performance by nearly
50%. This is primarily due to significant reduction of the robustness – the number of
failures increases by over 270%. Thus the GEMmodule is crucial for robust target selec-
tion in the segmentation process.
Finally, updating theDCF inGEMmodule by its own estimated position rather than
the position estimated by the final segmentation (D3SŪ) reduces the overall performance
by 7.5%, primarily at a cost of significant increase in the number of failures (over 15%).
Thus, accurate target position estimation from D3S crucially affects the learning of the
DCF in GEM and consequently the overall tracking performance.
Replacing the proposed bounding box fitting method (Section 5.4.1) with the min-
imal area rotated bounding box (D3SMA) results in a 9% reduction in EAO and a 6%
reduction in accuracy. This is still a state-of-the-art result, which means that the D3S
performance boost can be primarily attributed to the segmentation mask quality. The
min-max bounding box fitting method (D3SMM) leads to a 19% EAO and 14% accuracy
reduction. Thus D3S does benefit from the rotated bounding box estimation.
Table 5.5
VOT2018 – ablation study. Removing: the GIM foreground similarity channel (F̄), the GIM foreground probab-
ility channel (P̄), both GIM channels (F̄P̄) and the GEM channel (L̄). The DCF in GEM is updated from its own
position estimation rather than position estimated by D3S (Ū). D3S with a minimal area rotated bounding box
(MA) and a min-max axis-aligned bounding box (MM).
D3S F̄ Ū P̄ F̄P̄ L̄ MA MM
EAO 0.489 0.467 0.452 0.423 0.357 0.251 0.444 0.398
Acc. 0.64 0.65 0.63 0.60 0.55 0.60 0.60 0.55
Rob. 0.150 0.187 0.173 0.211 0.234 0.567 0.160 0.173
5.5.4 Evaluation on Segmentation Datasets
Segmentation capabilities of D3S were analyzed on two popular video object segment-
ation benchmarks DAVIS16 [101] and DAVIS17 [102]. Under the DAVIS protocol, the
segmentation algorithm is initialized on the first frame by a segmentation mask. The al-
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gorithm is then required to output the segmentation mask for all the remaining frames
in the video. Performance is evaluated by two measures averaged over the sequences:
mean Jaccard index (𝒥ℳ) and mean F-measure (ℱℳ). Jaccard index represents a per-
pixel intersection over union between the ground-truth and the predicted segmentation
mask. The F-measure is a harmonic mean of precision and recall calculated between the
contours extracted from the ground-truth and the predicted segmentation masks. For
further details on these performance measures, the reader is referred to [101, 176].
D3S is compared to several sota video object segmentation methods specialized to
the DAVIS challenge setup: OSVOS [93], OnAVOS [94], OSMN [96], FAVOS [95],
VM [163], PML [164] and A-GAME [177]. In addition, we include the most recent
segmentation-based tracker SiamMask [54], which is the only published method that
performs well on both, short-term tracking as well as on video object segmentation
benchmarks.
Results are shown in Table 5.6. D3S performs on par with most of the video object
segmentation top performers on DAVIS. Compared to top performer on DAVIS2016,
the performance of D3S is 12% and 14% lower in the average Jaccard index and the F-
measure, respectively. On DAVIS2017 this difference is even smaller – a 6% drop in Jac-
card index and 8% drop in F-measure compared to the top-performer OnAVOS.This is
quite remarkable, considering that D3S is 200 times faster. Furthermore, D3S delivers
a comparable segmentation accuracy as pure segmentation methods ASMN and PML,
while being orders of magnitude faster and achieving a near-realtime video object seg-
mentation, which is particularly important for many video editing applications. D3S
is also approximately 80% faster than the fastest video object segmentation method A-
GAME. In addition, A-GAMEwas trained on YT-VOS and DAVIS training set, which
demonstrates a considerable generalization capability of D3S.
D3S also outperforms the only tracking and segmentationmethod SiamMaskwith re-
spect to all measures. On average the segmentation is improved by over 5% in the Jaccard
index and the contour accuracy-based F-measure. See Figure 5.6 for further qualitative
comparison of D3S and SiamMask on challenging targets.
5.6 Conclusion
A deep single-shot discriminative segmentation tracker – D3S – was introduced. The
tracker leverages two models from the extremes of the spectrum: a geometrically invari-
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Table 5.6
State-of-the-art comparison on the DAVIS16 and DAVIS17 segmentation datasets. Average Jaccard index and
F-measure are denoted as 𝒥 16ℳ andℱ16ℳ on DAVIS16 dataset and 𝒥 17ℳ andℱ17ℳ on DAVIS17 dataset, respectively.
𝒥 16ℳ ℱ16ℳ 𝒥 17ℳ ℱ17ℳ FPS
D3S 75.4 72.6 57.8 63.8 25.0
SiamMask [54] 71.7 67.8 54.3 58.5 55.0
OnAVOS [94] 86.1 84.9 61.6 69.1 0.1
FAVOS [95] 82.4 79.5 54.6 61.8 0.8
A-GAME [177] 82.0 82.2 67.2 72.7 14.0
VM [163] 81.0 - 56.6 - 3.1
OSVOS [93] 79.8 80.6 56.6 63.9 0.1
PML [164] 75.5 79.3 - - 3.6
OSMN [96] 74.0 72.9 52.5 57.1 8.0
ant model and a geometrically restricted Euclidean model. The two models localize the
target in parallel pathways and complement each other to achieve high segmentation
accuracy of deformable targets and robust discrimination of the target from distract-
ors. The end-to-end trainable network architecture is the first single-shot pipeline with
online adaptation that tightly connects discriminative tracking with accurate segmenta-
tion.
D3S outperforms state-of-the-art trackers on the VOT2016, VOT2018 and GOT-10k
benchmarks andperformsonparwith top trackers onTrackingNet, regardless of the fact
that some of the tested trackers were re-trained for specific datasets. In contrast, D3Swas
trained once on Youtube-VOS (for segmentation only) and the same version was used
in all benchmarks. Tests on DAVIS16 and DAVIS17 segmentation benchmarks show
performance close to top segmentation methods while running up to 200× faster, close
to real-time. D3S significantly outperforms recent top segmentation tracker SiamMask
on all bechmarks in all metrics and contributes towards narrowing the gap between two,
currently separate, domains of short-term tracking and video object segmentation, thus
blurring the boundary between the two.
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Figure 5.6
D3S vs. SiamMask seg-
mentation quality.
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Supplementary material
B.1 Qualitative examples
Due to the page limit of the paper we provide here additional qualitative examples of
tracking and segmentation. Video sequences are collected from the VOT2016 [86],
GOT-10k [99] and DAVIS [101, 102] datasets. Output of the D3S is segmentation mask
and it is visualized with yellow color. A bounding box is fitted to the predicted segment-
ation mask and shown in red. Tracker reports binary segmentation mask for DAVIS,
rotated bounding box for VOT sequences, while axis-aligned bounding box is required
by the GOT-10k evaluation protocol. The following tracking and segmentation condi-
tions are visualized:
Figure b.1 demonstrates the discriminative power of D3S by visualizing tracking
in presence of distractors, i.e., visually similar objects.
Figure b.2 shows a remarkable segmentation accuracy and robustness of D3S on
tracking of deformable objects and parts of objects.
Figure b.3 shows tracking in sequences we have identified as particularly challen-
ging for the current state-of-the-art. It includes small objects and tracking parts
of objects.
Figure b.4 shows (near real-time) video object segmentation results on
DAVIS16 [101] and DAVIS17 [102] datasets.
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Figure b.1
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Difficult examples to track and segment. Underwater video sequences diver and fish are challenging due to the low contrast between
the target and background – the D3S refinement pathway still produces an accurate segmentation. Small target in leaf sequence is
successfully tracked and segmented due to the large search range (4-times of target size) and the discriminative architecture, even
though several similar leaves are in the vicinity and all leaves undergo abrupt motion due to a high wind. Target rotation and scale
change in motocross sequence are successfully addressed by the geometrically invariant model (GIM). A challenging scenario where
only the head of the cat and deer is tracked. Foreground and background feature vectors in GIM and combination with GEM prevent
segmenting the whole animal as the target.
128 A. Lukežič Appearance models for discriminative correlation-based tracking
Figure b.4
Video object segmenta-
tion on DAVIS datasets.
D3S produces a highly
accurate segmentation
in near real-time. In se-
quences with multiple
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Abstract. We propose FuCoLoT – a Fully Correlational Long-term
Tracker. It exploits the novel DCF constrained filter learning method
to design a detector that is able to re-detect the target in the whole
image efficiently. FuCoLoT maintains several correlation filters trained
on different time scales that act as the detector components. A novel
mechanism based on the correlation response is used for tracking fail-
ure estimation. FuCoLoT achieves state-of-the-art results on standard
short-term benchmarks and it outperforms the current best-performing
tracker on the long-term UAV20L benchmark by over 19%. It has an
order of magnitude smaller memory footprint than its best-performing
competitors and runs at 15 fps in a single CPU thread.
1 Introduction
The computer vision community has recently witnessed significant activity and
advances of model-free short-term trackers [22,40] which localize a target in a
video sequence given a single training example in the first frame. Current short-
term trackers [1,12,14,28,37] localize the target moderately well even in the
presence of significant appearance and motion changes and they are robust to
short-term occlusions. Nevertheless, any adaptation at an inaccurate target posi-
tion leads to gradual corruption of the visual model, drift and irreversible failure.
Another major source of failures of short-term trackers are significant occlusion
and target disappearance from the field of view. These problems are addressed
by long-term trackers which combine a short-term tracker with a detector that
is capable of reinitializing the tracker.
A long-term tracker development is complex as it entails: (i) the design of
the two core components - the short term tracker and the detector, (ii) an
algorithm for their interaction including the estimation of tracking and detec-
tion uncertainty, and (iii) the model adaptation strategy. Initially, memory-
less displacement estimators like the flock-of-trackers [20] and the flow calcu-
lated at keypoints [34] were considered. Later, methods applied keypoint detec-
tors [19,31,34,35], but these require large and sufficiently well textured targets.
c© Springer Nature Switzerland AG 2019
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ABSTRACT. We propose FuCoLoT – a Fully Correlational Long-term Tracker. It exploits the novel DCF con-
strained filter learning method to design a detector that is able to re-detect the target in the whole image
efficiently. FuCoLoT maintains several correlation filters trained on different time scales that act as the
detector components. A novel mechanism based on the correlation response is used for tracking failure
estimation. FuCoLoT achieves state-of-the-art results on standard short-term benchmarks and it outper-
forms the current best-performing tracker on the long-term UAV20L benchmark by over 19%. It has an
order of magnitude smaller memory footprint than its best-performing competitors and runs at 15fps in a
single CPU thread.
KEYWORDS. Visual object tracking, long-term tracking, discriminative correlation filters, tracking uncer-
tainty
6.1 Introduction
Thecomputer vision community has recentlywitnessed significant activity and advances
ofmodel-free short-term trackers [17, 71]which localize a target in a video sequence given
a single training example in the first frame. Current short-term trackers [50, 52, 56, 77,
178] localize the target moderately well even in the presence of significant appearance
andmotion changes and they are robust to short-term occlusions. Nevertheless, any ad-
aptation at an inaccurate target position leads to gradual corruption of the visual model,
drift and irreversible failure. Another major source of failures of short-term trackers are
significant occlusion and target disappearance from the field of view. These problems
are addressed by long-term trackers which combine a short-term tracker with a detector
that is capable of reinitializing the tracker.
A long-term tracker development is complex as it entails: (i) the design of the two
core components - the short term tracker and the detector, (ii) an algorithm for their
interaction including the estimation of tracking and detection uncertainty, and (iii) the
model adaptation strategy. Initially, memoryless displacement estimators like the flock-
of-trackers [59] and the flow calculated at keypoints [61] were considered. Later, meth-
ods applied keypoint detectors [3, 61, 62, 104], but these require large and sufficiently
well textured targets. Cascades of classifiers [59, 60] and more recently deep feature ob-
ject detection systems [64] have been proposed to deal with diverse targets. The draw-
back is in the significant increase of computational complexity and the subsequent re-
duction in the range of possible applications. Recent long-term trackers either train the
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detector on the first frame only [61, 64], thus losing the opportunity to learn target ap-
pearance variability or adapt the detector [60, 62] and becoming prone to failure due to
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Thepaper introduces FuCoLoT - a novel Fully Correlational Long-termTracker (pro-
nounced: /fjuːsɑːlɒt/). FuCoLoT is the first long-term tracker that exploits the novel
discriminative correlation filter (DCF) learningmethod based on the ADMMoptimiza-
tion that allows to control the support of the discriminative filter. Themethod was first
used in CSRDCF [77] to limit the DCF filter support to the object segmentation and
to avoid problems with shapes not well approximated by a rectangle.
The first contribution of the paper is the observation, and its use, that the ADMM
optimization allowsDCF to search in an areawith size unrelated to the object, e.g. in the
whole image. The decoupling of the target and the search region sizes allows implement-
ing the detector as a DCF. Both the short-term tracker and the detector of FuCoLoT
are DCFs operating efficiently on the same representation, making FuCoLoT “fully cor-
relational”. For some time, DCFs have been the state-of-the-art in short-term tracking,
topping a number of recent benchmarks [16, 17, 71, 86, 86]. However, with the standard
learning algorithm [37], a correlation filter cannot be used for detection because of two
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reasons: (i) the dominance of the background in the search regions which necessarily
has the same size as the target model and (ii) the effects of the periodic extension on the
borders. Only recently theoretical breakthroughs [42, 43, 77] allowed constraining the
non-zero filter response to the area covered by the target.
As a second contribution, FuCoLoT uses correlation filters trained on different time
scales as a detector to achieve resistance to occlusions, disappearance, or short-term track-
ing problems of different duration. Both the detectors and its short-term tracker is im-
plemented by a CSRDCF core [77], see Figure 6.1.
The estimation of the relative confidence of the detectors and the short-term tracker,
as well as of the localization uncertainty, is facilitated by the fact that both the detector
and the short-term tracker output the same representation - the correlation response.
We show that this leads to a simple and effective method that controls their interaction.
As another contribution, a stabilizingmechanism is introduced that enables the detector
to recover frommodel contamination.
Extensive experiments show that the proposed FuCoLoT tracker by far outperforms
all trackers on a long-term benchmark and achieves excellent performance even on short-
term benchmarks. FuCoLoT has a small memory footprint, does not require GPUs and
runs at 15 fps on aCPU since both the detectors and the short-term tracker enjoy efficient
implementation through FFT.
6.2 Related work
We briefly overview the most related short-term DCFs and long-term trackers.
Short-term DCFs. Since their inception as the MOSSE tracker [36], several advances
havemade discriminative correlation filters themost widely usedmethodology in short-
term tracking [17]. Major boosts in performance followed introduction of kernels [37],
multi-channel formulations [38, 39] and scale estimation [40, 41]. Hand-crafted features
have been recently replaced with deep features trained for classification [50, 51] as well as
features trained for localization [56]. Another line of research lead to constrained filter
learning approaches [42, 77] that allow learning a filter with the effective size smaller
than the training patch.
Long-term trackers. The long-term trackers combine a short-term tracker with a de-
tector – an architecture first proposed by Kalal et al. [59] and now commonly used in
long-term trackers. The seminal work ofKalal et al. [59] proposes amemory-less flock of
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flows as a short-term tracker and a template-based detector run in parallel. They propose
a P-N learning approach in which the short-term tracker provides training examples for
the detector and pruning events are used to reduce contamination of the detectormodel.
The detector is implemented as a cascade to reduce the computational complexity.
Another paradigm was pioneered by Pernici et al. [104]. Their approach casts loc-
alization as local keypoint descriptors matching with a weak geometrical model. They
propose an approach to reduce contamination of the keypoints model that occurs at ad-
aptation during occlusion. Nebehay et al. [61] have shown that a keypoint tracker can be
utilized evenwithoutupdating andusingpairs of correspondences in aGHTframework
to track deformable models. Maresca and Petrosino [3] have extend the GHT approach
by integrating various descriptors and introducing a conservative updating mechanism.
The keypoint methods require a large and well textured target, which limits their applic-
ation scenarios.
Several methods achieve long-term capabilities by careful model updates and detec-
tion of detrimental events like occlusion. Grabner et al. [179] proposed an on-line semi-
supervised boosting method that combines a prior and online-adapted classifiers to re-
duce drifting. Chang et al. [180] apply log-polar transform for tracking failure detection.
Kwak et al. [181] proposed occlusion detection by decomposing the target model into a
grid of cells and learning an occlusion classifier for each cell. Beyer et al. [182] proposed
a Bayes filter for target loss detection and re-detection for multi-target tracking.
Recent long-term trackers have shifted back to the tracker-detector paradigm of Kalal
et al. [59], mainly due to availability of DCF trackers [37] which provide a robust and
fast short-term tracking component. Ma et al. [60, 183] proposed a combination ofKCF
tracker [37] and a random ferns classifier as a detector. Similarly, Hong et al. [62] com-
bine a KCF tracker with a SIFT-based detector which is also used to detect occlusions.
Themost extreme example of using a fast tracker and a slowdetector is the recentwork
of Fan and Ling [64]. They combine a DSST [40] tracker with a CNN detector [160]
which verifies and potentially corrects proposals of the short-term tracker. The tracker
achieved excellent results on the challenging long-term benchmark [20], but requires
a GPU, has a huge memory footprint and requires parallel implementation with back-
tracking to achieve a reasonable runtime.
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6.3 Fully correlational long-term tracker
In the following we describe the proposed long-term tracking approach based on con-
strained discriminative correlation filters. The constrained DCF is overviewed in Sec-
tion 6.3.1, Section 6.3.2 overviews the short-term component, Section 6.3.3 describes de-
tection of tracking uncertainty, Section 6.3.4 describes the detector and the long-term
tracker is described in Section 6.3.5.
6.3.1 Constrained discriminative filter formulation
FuCoLoT is based on discriminative correlation filters. Given a search region of size
W × Η a set ofΝ𝑑 feature channels f = {f𝑑}Ν𝑑𝑑=1, where f𝑑 ∈ ℛW×Η, are extracted. A
set ofΝ𝑑 correlation filters h = {h𝑑}Ν𝑑𝑑=1, where h𝑑 ∈ ℛW×Η, are correlated with the
extracted features and the object position is estimated as the location of the maximum
of the weighted correlation responses
r = ∑
Ν𝑑
𝑑=1 𝑤𝑑(f𝑑 ⋆ h𝑑), (6.1)
where ⋆ represents circular correlation, which is efficiently implemented by a Fast Four-
ier Transform and {𝑤𝑑}Ν𝑑𝑑=1 are channel weights. The target scale can be efficiently es-
timated by another correlation filter trained over the scale-space [40].
We apply the recently proposed filter learning technique (CSRDCF [77]), which uses
the alternating directionmethod ofmultipliers (ADMM[145]) to constrain the learned
filter support by a binary segmentation mask. In the following we provide a brief over-
view of the learning framework and refer the reader to the original paper [77] for details.
Constrained learning. Since feature channels are treated independently, we will as-
sume a single feature channel (i.e., Ν𝑑 = 1) in the following. A channel feature f is
extracted from a learning region and a fast segmentationmethod [184] is applied to pro-
duce a binary mask m ∈ {0, 1}W×Η that approximately separates the target from the
background. Next a filter of the same size as the training region is learned, with support
constrained by the mask m. The discriminative filter h is learned by introducing a dual
variable h𝑐 and minimizing the following augmented Lagrangian




2[l̂Ηℱ(h𝑐 −m⊙ h)]Re + μ‖ℱ(h𝑐 −m⊙ h)‖2,
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where g is a desired output, l̂ is a complex Lagrange multiplier, ̂(⋅) = ℱ(⋅) denotes
Fourier transformed variable, μ is a non-negative real number and [⋅]Re is an operator
that removes the imaginary part. The 2[l̂Ηℱ(h𝑐 − m ⊙ h)]Re is the compact form of
the summation of the complex number and its complex conjugate: l̂Η(ĥ𝑐 − m̂⊙ h) +
l̂Η(ĥ𝑐 − m̂⊙ h). The complex part of the summation can be omitted and only a real
part is kept. The solution is obtained via ADMM [145] iterations of two closed-form
solutions:
ĥ𝑖+1𝑐 = (f̂⊙ ĝ + (μℱ(m⊙ h𝑖) − l̂𝑖)) ⊙−1 (f̂⊙ f̂ + μ𝑖), (6.3)




where ℱ−1(⋅) denotes the inverse Fourier transform. In the case of multiple channels,
the approach independently learns a single filter per channel. Since the support of the
learned filter is constrained to be smaller than the learning region, the maximum re-
sponse on the training region reflects the reliability of the learned filter [77]. These values
are used as per-channel weights 𝑤𝑑 in (6.1) for improved target localization.
Note that the constrained learning [77] estimates a filter implicitly paddedwith zeros
to match the learning region size. In contrast to the standard approach to filter learning
like e.g., [37] and multiplying with a mask post-hoc, the padding is explicitly enforced
during learning, resulting in an increased filter robustness. Wemake an observation that
addingor removing the zeros at filter borders keeps the filter unchanged, thus correlation
on an arbitrary large region via FFT is possible by zero padding the filter to match the
size. These properties make the constrained learning an excellent candidate to train the
short-term component (Section 6.3.4) as well as the detector (Section 6.3.4) in a long-
term tracker.
6.3.2 The short-term component
TheCSRDCF [77] tracker is used as the short-term component in FuCoLoT.The short-
term component is run within a search region centered on the target position predicted
from the previous frame. The new target position hypothesis xST𝑡 is estimated as the
location of the maximum of the correlation response between the short-term filter hST𝑡
and the features extracted from the search region (see Figure 6.2, left).
The visual model of the short-term component hST is updated by a weighted running
average
hST𝑡+1 = (1 − η)hST𝑡 + ηh̃ST𝑡 , (6.5)
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where hST𝑡 is the correlation filter used to localize the target, h̃ST𝑡 the filter estimated by
constrained filter learning (Section 6.3.1) in the current frame, and η is the update factor.
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the target location at
the maximum response
of its DCF within a
search region centered
at the estimate in the
previous frame. The de-
tector (right) estimates
the target location as
the maximum in the
whole image of the
response of its DCF
multiplied by the mo-
tion model π(x𝑡). If
tracking fails, the prior
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6.3.3 Tracking uncertainty estimation
Tracking uncertainty estimation is crucial for minimizing short-term visual model con-
tamination as well as for activating target re-detection after events like occlusion. We
propose a self-adaptive approach for tracking uncertainty based on the maximum cor-
relation response.
Confident localization produces a well expressed local maximum in the correlation
response r𝑡 , which can be measured by the peak-to-sidelobe ratio PSR(r𝑡) [36] and by
the peak absolute value max(r𝑡). Empirically, we observed that multiplying the two
measures leads to improved performance, therefore the localization quality is defined as
the product
𝑞𝑡 = PSR(r𝑡) ⋅max(r𝑡). (6.6)
The following observations were used in design of tracking uncertainty (or failure) de-
tection: (i) relative value of the localization quality 𝑞𝑡 depends on target appearance
changes and is only aweak indicator of trackinguncertainty, and (ii) events like occlusion
occur on a relatively short time-scale and are reflected in a significant reduction of the
localization quality. Let 𝑞𝑡 be the average localization quality computed over the recent
Ν𝑞 confidently tracked frames. Tracking is considered uncertain if the ratio between 𝑞𝑡
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and 𝑞𝑡 exceeds a predefined threshold τ𝑞, i.e.,
𝑞𝑡/𝑞𝑡 > τ𝑞. (6.7)
In practice, the ratio between the average and current localization quality significantly
increases during occlusion, indicating a highly uncertain tracking, and does not require
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6.3.4 Target loss recovery
A visual model not contaminated by false training examples is desirable for reliable re-
detection after a long period of target loss. The only known certainly uncontaminated
filter is the one learned at initialization. However, for a short-term occlusions, the most
recent uncontaminated model would likely yield a better detection. While contamin-
ation of the short-term visual model (Section 6.3.2) is reduced by the long-term sys-
tem (Section 6.3.5), it cannot be prevented. We thus maintain as set of several filters
ℋDE = {hDE𝑖 }𝑖∈1,…ΝDE updated at different temporal scales to deal with potential model
contamination.
The filters updated frequently learn recent appearance changes, while the less fre-
quently updated filters increase robustness to learning during potentially undetected
tracking failure. In our approach, one of the filters is never updated (the initial filter),
which guarantees full recovery from potential contamination of the updated filters if a
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view similar to the initial training image appears. The 𝑖-th filter is updated every 𝑛DE𝑖
frames similarly as the short-term filter:
hDE𝑖 = (1 − η)hDE𝑖 + ηh̃ST𝑡 . (6.8)
A random-walk motion model is added as a principled approach to modeling the
growth of the target search region size. The target position prior π(x𝑡) = 𝒩(x𝑡; x𝑐, Σ𝑡)
at time-step 𝑡 is aGaussianwith a diagonal covarianceΣ𝑡 = diag(σ2𝑥𝑡, σ2𝑦𝑡) centered at the
last confidently estimated position x𝑐. The variances in the motion model gradually in-
creasewith the number of framesΔ𝑡 since the last confident estimation, i.e., [σ𝑥𝑡, σ𝑦𝑡] =
[𝑥𝑤, 𝑥ℎ]αΔ𝑡𝑠 , where α𝑠 is scale increase parameter, 𝑥𝑤 and 𝑥ℎ are the target width and
height, respectively.
During target re-detection, a filter is selected fromℋDE and correlated with features
extracted from the entire image. The detected position xDE𝑡 is estimated as the location
maximum of the correlation response multiplied with the motion prior π(x𝑡) as shown
in Figure 6.2 (right). For implementation efficiency only a single filter is evaluated on
each image. The algorithm cycles through all filters inℋDE and all target size scales 𝒮DE
in subsequent images until the target is detected. In practice this means that all filters
are evaluated approximately within a second of the sequence (Section 6.4.1).
6.3.5 Tracking with FuCoLoT
The FuCoLoT integrates the short-term component (Section 6.3.2), the uncertainty es-
timator (Section 6.3.3) and target recovery (Section 6.3.4) as follows.
Initialization. The long-term tracker is initialized in the first frame and the learned
initializationmodel hST1 is stored. In the remaining frames,ΝDE visual models are main-
tained at different time-scales for target localization and detection {hDE𝑖 }𝑖∈1,…ΝDE , where
the model updated at every frame is the short-term visual model, i.e., hST𝑡 = hDEΝDE , and
the model that is never updated is equal to the initialization model, i.e., hDE1 = hST1 .
Localization. A tracking iteration at frame 𝑡 starts with the target position x𝑡−1 from
the previous frame, a tracking quality score 𝑞𝑡−1 and the mean 𝑞𝑡−1 over the recentΝ𝑞
confidently tracked frames. A region is extracted around x𝑡−1 in the current image and
the correlation response is computed using the short-term component model hST𝑡−1 (Sec-
tion 6.3.2). Position xST𝑡 and localization quality 𝑞ST𝑡 (6.6) are estimated from the correl-
ation response rST𝑡 . When tracking is confident at 𝑡 − 1, i.e., the uncertainty (6.7) 𝑞𝑡/𝑞𝑡
140 A. Lukežič Appearance models for discriminative correlation-based tracking
was smaller than τ𝑞, only the short-term component is run. Otherwise the detector (Sec-
tion 6.3.4) is activated as well to address potential target loss. The detector filter hDE𝑖 is
chosen from the sequence of stored detectorsℋDE and correlated with the features ex-
tracted from the entire image. The detection hypothesis xDE𝑡 is obtained as the location
of the maximum of the correlation multiplied by the motion model π(x𝑡), while the
localization quality 𝑞DE𝑡 (6.6) is computed only on the correlation response.
Update. In case the detector has not been activated, the short-term position is taken
as the final target position estimate. Alternatively, both position hypotheses, i.e., the
position estimated by the short-term component as well as the position estimated by
the detector, are considered. The final target position is estimated as the one with higher
quality score, i.e.,
(x𝑡, 𝑞𝑡) = {
(xST𝑡 , 𝑞ST𝑡 ) ; 𝑞ST𝑡 ≥ 𝑞DE𝑡
(xDE𝑡 , 𝑞DE𝑡 ) ; otherwise
. (6.9)
If the estimated position is reliable (6.7), a constrained filter h̃ST𝑡 is estimated according
to [77] and the short-term component (6.5) and detector (6.8) are updated. Otherwise
the models are not updated, i.e., η = 0 in (6.5) and (6.8).
6.4 Experiments
6.4.1 Implementation details
We use the same standard HOG [45] and colornames [38, 46] features in the short-
term component and in the detector. All the parameters of the CSRDCF filter learn-
ing are the same as in [77], including filter learning rate η = 0.02 and regularization
λ = 0.01. We use 5 filters in the detector, updated with the following frequencies
{0, 1/250, 1/50, 1/10, 1} and size scale factors {0.5, 0.7, 1, 1.2, 1.5, 2}.
The random-walk motion model region growth parameter was set to α𝑠 = 1.05. The
uncertainty threshold was set to τ𝑞 = 2.7 and the parameter “recent frames” wasΝ𝑞 =
100. The parameters did not require fine tuning and were kept constant throughout
all experiments. Our Matlab implementation runs at 15 fps on OTB100 [71], 8 fps on
VOT16 [86] and 6 fps on UAV20L [20] dataset. The experiments were conducted on
an Intel Core i7 3.4GHz standard desktop.
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6.4.2 Evaluation on a long-term benchmark
The long-term performance of the FuCoLoT is analyzed on the recent long-term bench-
mark UAV20L [20] that contains results of 11 trackers on 20 long term sequences with
average sequence length 2934 frames. To reduce clutter in the plots we include top-
performing tracker SRDCF [42] and all long-term trackers in the benchmark, i.e.,
MUSTER [62] and TLD [59]. We add the most recent state-of-the-art long-term track-
ersCMT[61], LCT[60], andPTAV[64] in the analysis, aswell as the recent state-of-the-
art short-termDCF trackers CSRDCF [77], CCOT [50] and CNN-basedMDNet [48]
and SiamFC [52].
Results in Figure 6.4 show that on benchmark, FuCoLoT by far outperforms all top
baseline trackers as well as all the recent long-term state-of-the-art. In particular
FuCoLoT outperforms the recent long-term correlation filter LCT [60] by 102% in pre-
cision and 106% in successmeasures. The FuCoLoT also outperforms the currently best-
performing published long-term tracker PTAV [64] by over 22% and 26% in precision
and success measures, respectively. This is an excellent result especially considering that
FuCoLoT does not apply deep features and backtracking like PTAV [64] and that it
runs in near-realtime on a single thread CPU. The FuCoLoT outperforms the second-
best tracker on UAV20L, MDNet [48] which uses pre-trained network and runs at cca.
1fps, by 21% in precision and 19% in success measure.
Table 6.1 shows tracking performance in terms of the AUC measure for the twelve
attributes annotated in the UAV20L benchmark. The FuCoLoT is the top performing
tracker across all attributes, including full occlusion and out-of-view, where it outper-
forms the second-best PTAV and MDNet by 29% and 11%, respectively. These attrib-
utes focus on the long-term tracker capabilities since they require target re-detection.
Figure 6.5 shows qualitative tracking examples for the FuCoLoT and four state-of-
the-art trackers: PTAV [64], CSRDCF [77],MUSTER [62] and TLD [59]. In all these
sequences the target becomes fully occluded at least once. FuCoLot is the only tracker
that is able to successfully track the target throughout Group2, Group3 and Person19
sequences, which shows the strength of the proposed correlation filter based detector.
In Person 17 sequence, the occlusion is shorter, thus the short-term CSRDCF [77] and
long-term PTAV [64] are able to track as well.




precision plot (left) and
the success plot (right).



























































































FuCoLoT 1 0.526 1 0.500 1 0.472 1 0.400 1 0.460 1 0.526 1 0.488 1 0.538 1 0.513 1 0.499 1 0.528 1 0.573
MDNet 2 0.438 3 0.385 3 0.357 2 0.383 0.188 2 0.419 2 0.439 0.149 3 0.403 2 0.444 2 0.432 2 0.525
PTAV 3 0.416 2 0.410 2 0.390 3 0.349 2 0.357 3 0.415 3 0.389 2 0.435 2 0.430 3 0.418 3 0.420 0.426
SiamFC 0.383 0.328 0.242 0.264 3 0.237 0.364 0.386 3 0.239 0.371 0.356 0.383 0.436
CCOT 0.378 0.322 0.277 0.275 0.183 0.368 0.352 0.188 0.382 0.330 0.380 3 0.463
CSRDCF 0.346 0.293 0.232 0.194 0.210 0.339 0.326 0.227 0.359 0.308 0.348 0.403
SRDCF 0.332 0.270 0.228 0.197 0.170 0.320 0.329 0.156 0.295 0.303 0.327 0.397
MUSTER 0.314 0.275 0.278 0.206 0.200 0.305 0.309 0.230 0.242 0.318 0.307 0.342
LCT 0.244 0.201 0.183 0.112 0.151 0.244 0.249 0.156 0.232 0.225 0.245 0.283
CMT 0.208 0.169 0.139 0.199 0.134 0.173 0.184 0.104 0.146 0.212 0.187 0.203
TLD 0.193 0.196 0.159 0.235 0.154 0.201 0.212 0.111 0.167 0.188 0.202 0.225
6.4.3 Re-detection capability experiment
In the original UAV20L [20] dataset, the target disappears and reappears only 39 times,
resulting in only 4% of frames with the target absent. This setup does not significantly
expose the target re-detection capability of the tested trackers. To address this, we have
cropped the images in all sequences to 40%of their size around the center at target initial
position. An example of the dataset modification is shown in Figure 6.6. This modifica-
tion increased the target disappearance/reappearance to 114 cases, and the target is absent
in 34% of the frames.
The top six trackers from Section 6.4.2 and a long-term baseline TLD [59] were re-
evaluated on the modified dataset (results in Table 6.2). The gap between the FuCoLoT
and the other trackers is further increased. FuCoLoT outperforms the second-bestMD-
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tracker.
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Figure 6.6
Re-detection exper-
iment - an example
of the modification
of a sequence. Yellow
bounding-boxes de-
note the ground-truth
position of the target.
The target leaves the
field-of-view more fre-
quently in the dataset
with cropped images.
Net [48] by 30% and the recent long-term state-of-the-art tracker PTAV [64] by 47%.
Note that FuCoLoT outperforms all CNN-based trackers using only hand-crafted fea-
tures, which speaks in favor of the highly efficient architecture.
Table 6.2
Re-detection experiment on the UAV20L [20] dataset with images cropped to increase the number of times the
target leaves and re-enters the field of view.
Tracker FuCoLoT MDNet CCOT PTAV SiamFC TLD CSRDCF
AUC 0.314 0.240 0.220 0.213 0.205 0.160 0.158
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6.4.4 Ablation study
Several modifications of the FuCoLoT detector were tested to expose the contributions
of different parts in our architecture. Two variants used the filter extracted at initial-
ization in the detector with a single scale detection (FuCoLoTD0S1 ) and multiple scale
detection (FuCoLoTD0SM ) and one variant used the most recent filter from the short-
term tracker in the detector with multiple scale detection (FuCoLoTDSTSM ). The results
are summarized in Table 6.3.
In single-scale detection, the most recent short-term filter (FuCoLoTDSTS1 ) margin-
ally improves the performance of the (FuCoLoTD0S1 ) and achieves 0.499 AUC. The
performance improves to 0.505 AUC by adding multiple scales search in the detector
(FuCoLoTDSTSM ) and further improves to 0.533AUCwhen considering filters with vari-
able temporal updating in the detector (FuCoLoT). For reference, all FuCoLoTvariants
significantly outperform theFuCoLOTshort-term trackerwithout our detector, i.e. the
CSRDCF [77] tracker.
Table 6.3
Ablation study of the FuCoLoT tracker on UAV20L [20].
Tracker FuCoLoTD0S1 FuCoLoTDSTS1 FuCoLoTDSTSM FuCoLoT CSRDCF [77]
AUC 0.489 0.499 0.505 0.533 0.361
6.4.5 Performance on short-term benchmarks
For completeness, we first evaluate the performance of FuCoLoT on the popular short-
term benchmarks: OTB100 [71], and VOT2016 [86]. A standard no-reset evaluation
(OPE [71]) is applied to focus on long-term behavior: a tracker is initialized in the first
frame and left to track until the end of the sequence.
Tracking quality is measured by precision and success plots. The success plot shows
all threshold values, the proportion of frames with the overlap between the predicted
and ground truth bounding boxes as greater than a threshold. The results are summar-
ized by areas under these plots which are shown in the legend. The precision plots in
Figures 6.7 and 6.8 show a similar statistics computed from the center error. The results
in the legends are summarized by percentage of frames tracked with an center error less
than 20 pixels.
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Thebenchmarks results have some long-term trackers and themost recent PTAV[64]
– the currently best-performing published long-term tracker. Note that PTAV applies
preemptive trackingwith backtracking and requires future frames to predict position of
the tracked object which limits its applicability.
OTB100 [71] contains results of 29 trackers evaluated on 100 sequences with aver-
age sequence length of 589 frames. We show only the results for top-performing recent
baselines, and recent top-performing state-of-the-art trackers SRDCF [42],
MUSTER [62], LCT [60] PTAV [64] and CSRDCF [77].
The FuCoLoT ranks among the top on this benchmark (Figure 6.7) outperforming
all baselines as well as state-of-the-art SRDCF, CSRDCF and MUSTER. Using only
handcrafted features, the FuCoLoT achieves comparable performance to the PTAV [64]
















































































precision plot (left) and
the success plot (right).
VOT2016 [86] is a challenging recent short-term tracking benchmarkwhich evaluates
70 trackers on 60 sequences with the average sequence length of 358 frames. The dataset
was createdusing amethodology that selected sequenceswhich are difficult to track, thus
the target appearance varies muchmore than in other benchmarks. In the interest of vis-
ibility, we showonly top-performing trackers on no-reset evaluation, i.e., SSAT [48, 86],
TCNN [48, 86], CCOT [50], MDNetN [48, 86], GGTv2 [185], MLDF [153],
DNT[186],DeepSRDCF[42], SiamRN[52] andFCF [86]. We addCSRDCF[77] and
the long-term trackersTLD[59], LCT[60],MUSTER[62], CMT[61] andPTAV[64].
The FuCoLoT is ranked fifth (Figure 6.8) according to the tracking success measure,
outperforming 65 trackers, including trackers with deep features, CSR-DCF and PTAV.
Note that four trackers with better performance than FuCoLoT (SSAT, TCNN, CCOT
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and MDNetN) are computationally very expensive CNN-based trackers. They are op-
timized for accurate trackingon short sequences, without an ability for re-detection. The





precision plot (left) and
the success plot (right).











































































A fully-correlational long-term tracker – FuCoLot –was proposed. FuCoLoT is the first
long-term tracker that exploits the novel DCF constrained filter learning method [77].
The constrained filter learning based detector is able to re-detect the target in the whole
image efficiently. FuCoLoTmaintains several correlation filters trained on different time
scales that act as the detector components. A novel mechanism based on the correla-
tion response quality is used for tracking uncertainty estimation which drives interac-
tion between the short-term component and the detector.
On theUAV20L long-term benchmark [20] FuCoLoT outperforms the best method
by over 19%. Experimental evaluation on short-term benchmarks [71, 86] showed state-
of-the-art performance. The Matlab implementation running at 15 fps is publicly avail-
able.
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Performance Evaluation Methodology for
Long-Term Single-Object Tracking
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Abstract—A long-term visual object tracking performance
evaluation methodology and a benchmark are proposed.
Performance measures are designed by following a long-term
tracking definition to maximize the analysis probing strength.
The new measures outperform existing ones in interpretation
potential and in better distinguishing between different tracking
behaviors. We show that these measures generalize the short-term
performance measures, thus linking the two tracking problems.
Furthermore, the new measures are highly robust to temporal
annotation sparsity and allow annotation of sequences hundreds
of times longer than in the current datasets without increasing
manual annotation labor. A new challenging dataset of carefully
selected sequences with many target disappearances is proposed.
A new tracking taxonomy is proposed to position trackers on
the short-term/long-term spectrum. The benchmark contains an
extensive evaluation of the largest number of long-term track-
ers and comparison to state-of-the-art short-term trackers. We
analyze the influence of tracking architecture implementations to
long-term performance and explore various redetection strategies
as well as the influence of visual model update strategies to long-
term tracking drift. The methodology is integrated in the VOT
toolkit to automate experimental analysis and benchmarking and
to facilitate the future development of long-term trackers.
Index Terms—Long-term tracking, performance measures,
tracking benchmark, visual object tracking.
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Popular single-target tracking benchmarks [2]–[4], [7] focus
on short-term trackers. The introduction of gradually more
demanding benchmarks leads to the development of short-term
trackers that cope well with significant appearance and motion
changes and are robust to short-term occlusions. Several recent
publications [8]–[10] show that short-term trackers fare poorly
on very long sequences since localization errors and updates
gradually deteriorate their visual model, leading to drift and
failure. Typically, short-term trackers assume that the target is
always in the field of view (this is reflected in the standard
dataset). When this is not the case, the short-term tracker fails,
forever.
Long-term trackers are designed for scenarios where the
target may disappear from the field of view, may be fully
occluded for long periods of time and where cuts, that is,
unpredictable abrupt changes of target pose and appearance,
may occur. A long-term tracker thus requires to have the ability
to report that the target is not present, for example, by pro-
viding a confidence score of the estimated pose, which may
be binary or continuous, with low confidence suggesting the
target is absent. A crucial difference to short-term tracking is
thus the redetection capability, that is, the ability to localize
the target when no information about current poses is available
(Fig. 1). This requires fundamentally different search strategies
and visual model adaptation mechanisms. These long-term
aspects have been explored far less than the short-term coun-
terparts due to lack of benchmarks and performance measures
probing long-term capabilities. This is the focus of this article.
Apart from coping with long sequences, long-term tracking
primarily refers to the sequence properties (number of target
disappearances, etc.) and the type of tracking output expected.
We define the notion of the pure long-term tracker and contrast
it with pure short-term tracking. We then argue there is a spec-
trum of tracker designs on the short-term/long-term axis and
present a new tracking taxonomy for the fine categorization
of long-term trackers.
Based on the long-term definition, we propose new
performance measures, evaluation protocol, and the dataset, all
carefully designed to expose the long-term tracking properties.
We experimentally show the proposed performance measures
produce well-interpretable results. We also show significant
robustness to the annotation sparsity.
Using the proposed evaluation tools, we provide an in-
depth analysis of a number of long-term trackers. The analysis
includes a new redetection experiment that exposes crucial
long-term tracking capabilities. The tracker performance is
analyzed with respect to sequence attributes and the target
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ABSTRACT. A long-term visual object tracking performance evaluation methodology and a benchmark
are proposed. Performancemeasures are designed by following a long-term tracking definition to maxim-
ize the analysis probing strength. The new measures outperform existing ones in interpretation potential
and in better distinguishing between different tracking behaviors. We show that these measures general-
ize the short-term performance measures, thus linking the two tracking problems. Furthermore, the new
measures are highly robust to temporal annotation sparsity and allow annotation of sequences hundreds
of times longer than in the currentdatasetswithout increasingmanual annotation labor. Anewchallenging
dataset of carefully selected sequences with many target disappearances is proposed. A new tracking tax-
onomy is proposed to position trackers on the short-term/long-term spectrum. The benchmark contains
an extensive evaluation of the largest number of long-term trackers and comparison to state-of-the-art
short-term trackers. We analyze the influence of tracking architecture implementations to long-term per-
formance and explore various re-detection strategies aswell as influence of visualmodel update strategies
to long-term tracking drift. The methodology is integrated in the VOT toolkit to automate experimental
analysis and benchmarking and to facilitate future development of long-term trackers.
KEYWORDS. Visual object tracking, long-term tracking, performancemeasures, tracking benchmark
7.1 Introduction
Visual object tracking has significantly advanced over the last decade with emergence of
standard datasets, performance evaluation protocols [13, 17–19, 187] and tracking chal-
lenges [156, 187].
Popular single-target tracking benchmarks [17–19, 71] focus on short-term trackers.
The introduction of gradually more demanding benchmarks lead to the development
of short-term trackers that cope well with significant appearance and motion changes
and are robust to short-term occlusions. Several recent publications [20, 66, 69] show
that short-term trackers fare poorly on very long sequences since localization errors and
updates gradually deteriorate their visual model, leading to drift and failure. Typically,
short-term trackers assume that the target is always in the field of view (this is reflected
in the standard dataset). When this is not the case, the short-term tracker fails, forever.
Long-term trackers are designed for scenarios where the target may disappear from
the field of view, may be fully occluded for long periods of time and where cuts, i.e.
unpredictable abrupt changes of target pose and appearance, may occur. A long-term
tracker thus requires to have the ability to report that the target is not present, e.g., by
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Figure 7.1
Differences between short-term and long-term tracking. (a) In short-term tracking, the target, a red box, may move and change
appearance, but it is always at least partially visible. (b) In long-term tracking, the box may disappear from the view or be fully
occluded by other objects for long periods of time. Within these periods, the state of the object is not defined and should not be reported
by the tracker.
providing a confidence score of the estimated pose, whichmay be binary or continuous,
with low confidence suggesting the target is absent. A crucial difference to short-term
tracking is thus the re-detection capability, i.e., the ability to localize the target when no
information about current poses is available (Figure 7.1). This requires fundamentally
different search strategies and visual model adaptationmechanisms. These long-term as-
pects have been explored far less than the short-term counterparts due to lack of bench-
marks and performance measures probing long-term capabilities. This is the focus of
our work.
Apart from coping with long sequences, long-term tracking primarily refers to the
sequence properties (number of target disappearances, etc.) and the type of tracking
output expected. Wedefine the notionof the pure long-term tracker and contrast itwith
pure short-term tracking. We then argue there is a spectrum of tracker designs on the
short-term/long-term axis and present a new tracking taxonomy for fine categorization
of long-term trackers.
Based on the long-termdefinitionwe propose newperformancemeasures, evaluation
protocol and the dataset, all carefully designed to expose the long-term tracking proper-
ties. We experimentally show the proposed performance measures produce well inter-
pretable results. We also show significant robustness to the annotation sparsity.
Using the proposed evaluation tools, we provide an in-depth analysis of a number
of long-term trackers. The analysis includes a new re-detection experiment that exposes
crucial long-term tracking capabilities. The tracker performance is analyzed with respect
to sequence attributes and the target disappearance rate. Analysis of long-term tracking
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architectures is provided as well. We test the overall performance of the architectures
and analyze re-detection strategies and influence of the model update strategies on the
long-term tracking drift. We make the following contributions:
A new long-term tracking performance evaluation methodology which
introduces novel performance measures. These are the first measures that prin-
cipally reflect detection as well as localization accuracy in a long-term tracking do-
main. Comparison with exiting measures shows significant advantages in their
expressive power.
A new dataset is constructed of carefully selected sequences with a large number
of target disappearances per sequence to emphasize long-term tracking proper-
ties. Sequences are annotated with nine visual attributes which enable in-depth
analysis of trackers.
A detailed analysis of a number of long-term trackers covering several aspects of
long-term properties, sequence attribute and target disappearance rate.
A detailed analysis of long-term tracker architectures from perspective of
re-detection and drift-prevention approaches.
All trackers, performancemeasures and evaluationprotocol have been integrated into
the VOT toolkit [17], to automate experimental analysis and benchmarking and facilit-
ate development of long-term trackers. The dataset, all the trackers as well as the changes
to the toolkit are publicly available1.
7.2 Related work
Performance evaluation in single-object tracking has primarily focused on short-term
trackers [17–19, 71]. The currently widely-used methodologies originate from three
benchmarks, OTB [13, 71], VOT [14, 17] and ALOV [19] which primarily differ in the
dataset construction, performance measures and evaluation protocols.
Benchmarks like [71], [19], [18] propose large datasets, reasoning that quantity re-
duces the variance in performance estimation. On the other hand, the longest-running
1Dataset and evaluation available on: http://www.votchallenge.net/
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benchmark [17] argues that quantity does not necessarily mean quality and promotes
moderate-sized datasets with carefully chosen diverse sequences for fast and informative
evaluation. Several works have focused on specific tracking setups. Mueller et al. [20]
proposed the UAV123 dataset for tracking from drones. Galoogahi et al. [188] intro-
duced a high-frame-rate dataset to analyze trade-offs between tracker speed and robust-
ness. Čehovin et al. [189] proposed a dataset with an active camera view control using
omni directional videos for accurate tracking analysis as a function cameramotion attrib-
utes. The target never leaves the field of view in these datasets, making them unsuitable
for long-term tracking properties evaluation.
Many performance measures have been explored to evaluate and rank single-target
trackers [135]. All dominant short-term performance measures [17, 19, 71] are based on
the overlap (intersection over union) between the ground truth bounding boxes and
tracker predictions, but significantly differ in its use. ALOV [19] uses the F-measure
computed at overlap threshold of 0.5. OTB [71] avoids the threshold by computing
the average overlap over the sequences as the primary measure. The VOT [17] resets
the tracker once the overlap drops to zero, and proposes to measure robustness by the
number of times the tracker was reset, the accuracy by average overlap during successful
trackingperiods and an expected average overlapon a typical short-term sequence. These
measures do not account for tracker ability to report target absence and are therefore not
suitable for long-term tracking.
A large number of performance measures have been proposed for multi-object track-
ing [190, 191]. The twomost widely used areMOTA andMOTP [192]. MOTA is based
on counting wrong target predictions. MOTP [192] measures the average overlap on
frames where target is correctly identified and the overlap is greater than 0.5. Bothmeas-
ures require setting a threshold that defines whether the target is successfully located.
Themeasure are sensitive to the setting since a small change of the threshold may have a
large impact on the results [17].
Another group ofmeasures is based on target trajectories [193]. The trajectory of each
annotated target in the video is classified into three classes: mostly tracked (MT), par-
tially tracked (PT) and mostly lost (ML). These measures require (ad hoc) thresholds.
Since the measures are defined on multiple trajectories, applying them to a single tra-
jectory, which is the case in single-target tracking, translates them to success rate [13]
calculated at specific thresholds.
A fewpapers have recently proposeddatasets focusingon long-termperformance eval-
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uation. Tao et al. [66] created artificial long sequences by repeatedly playing shorter
sequences forward and backward. Such a dataset exposes the problem of gradual drift
in short-term trackers, but does not fully expose the long-term abilities since the target
never leaves the field of view. Mueller et al. [20] proposed UAV20L dataset of twenty
long sequences with target frequently exiting and re-entering the scene, but used it to
evaluate mostly short-term trackers. A dataset with many cases of fully occluded and
absent target has been recently proposed byMoudgil and Gandhi [69]. Unfortunately,
the large number of target disappearances was obtained by significantly increasing the
sequence length, which significantly increases the storage requirements. To cope with
this, a very high video compression is applied, thus sacrificing the image quality.
In the absence of a clear long-term tracking definition, much less attention has been
paid to long-term performancemeasures. TheUAV20L [20] and [69] apply the average
overlap measure [71], a short-term criterion that does not account for situation when
the tracker reports target absence and favors the trackers that report target positions for
every frame. Tao et al. [66] adapted this measure by assigning overlap of 1 when the
tracker correctly predicts the target absence. This value is not comparable with tracker
accuracywhen the target is visiblewhich skews the overlap-basedmeasure. Furthermore,
reducing the actual tracking accuracy and failure detection to a single overlap score sig-
nificantly limits the insight it brings.
Long-term tracker analysis requires including sequences, which aremuch longer than
those encountered in short-term tracking evaluation. Target annotation in each frame
thus significantly increases the amount of manual labor compared to short-term bench-
marks. Recently, Mueller et al. [100] considered semi-automatic annotation of short-
term sequences used for training localization CNNs. They annotate a single frame per-
second and interpolate between them by a discriminative correlation filter. Given a typ-
ical sequence frame-rate, this means they manually annotate only every 25th frame. The
amount of annotation is reduced and the quality is acceptable for training purposes,
but it is not clear whether the interpolation adds bias if such an approach is used for
performance evaluation.
Valmadre et al. [68] propose to completely avoid interpolation and consider only one
frame per-second. They argue that sparse annotation is acceptable for long-term tracker
evaluation on long sequences. Their experiment on a short-term dataset OTB100 [71]
shows that evaluating at every∼ 25th frame keeps the variance of their tracking perform-
ance measure within reasonable bounds. Increasing the annotation skipping length in-
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creases the variance, which could be addressed by increasing the number of sequences.
7.3 The Short-term/Long-term tracking spectrum
A long-term tracker is required to handle target disappearance and reappearance (Fig-
ure 7.1). Relatively fewpublished trackers fully address the long-term requirements, and
some short-term trackers address them partially. We argue that trackers should not be
simply classified as short-term or long-term, but they rather cover an entire short-term–
long-term spectrum. The following taxonomy is used in our experimental section for
accurate performance analysis.
1. Short-term tracker (ST0). The target position is reported for each frame. The
tracker does not implement target re-detection and does not explicitly detect oc-
clusion. Such trackers are likely to fail on the first occlusion as their representation
is affected by any occluder.
2. Short-term trackerwith conservative updating (ST1). The target position is repor-
ted for each frame. Target re-detection is not implemented, but tracking robust-
ness is increased by selectively updating the visual model depending on a tracking
confidence estimation mechanism.
3. Pseudo long-term tracker (LT0). The target position is reported only if the tracker
believes the target is visible. The tracker does not implement explicit target re-
detection but uses an internal mechanism to identify and report tracking failure.
4. Re-detecting long-term tracker (LT1). The target position is reported only if the
tracker believes the target is visible. The tracker detects tracking failure and imple-
ments explicit target re-detection.
TheST0 and ST1 trackers arewhat is commonly considered a short-term tracker. Typ-
ical representatives from ST0 are KCF [37], DSST [40], SRDCF [42], CSRDCF [77],
BACF [194] and CREST [195], which apply a constant visual model update. Typical
examples of ST1 are NCC [14], SiamFC [52] and the current state-of-the-art short-term
trackers MDNet [48] and ECO [49]. All these trackers apply conservative updating
mechanisms, which makes them ST1 level. Many short-term trackers can be trivially
converted into pseudo long-term trackers (LT0) by using their visual model similarity
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scores at the reported target position. While straightforward, this offers means to evalu-
ate short-term trackers in the long-term context.
The level LT1 trackers are themost sophisticated long-term trackers, in that they cover
all long-term requirements. These trackers typically combine two components, a short-
term tracker and a detector, and implement an algorithm for their interaction. The LT1
trackers originate from two main paradigms introduced by TLD [59] and Alien [104],
with modern examples CMT [61], Matrioska [3], HMMTxD [196], MUSTER [62],
LCT [60], PTAV [64], and FCLT [81].
7.4 Long-term tracking performance measures
A long-term tracking performance measure should reflect the localization accuracy, but
unlike short-termmeasures, it should also capture the accuracy of target detection capab-
ilities (target absence prediction and target re-detection). The latter is not addressed by
the standard short-term tracking measures. In detection literature [197], precision and
recall measures evaluate the detector by considering the amount of predicted bound-
ing boxes whose overlap with the ground truth bounding boxes exceeds a pre-defined
threshold. However, threshold-dependent overlap measures do not fully reflect the
tracking accuracy, and should be avoided [17, 135]. In the followingwe provide a new for-
mulation of tracking precision and tracking recall measures which are tailored for track-
ing domain and avoid the deficiencies of their counterparts from the detection literature.
The newmeasures are rigorously compared to the existing ones in Section 7.6.1.
LetG𝑡 be the ground truth target pose, letΑ𝑡(τθ)be the pose predicted by the tracker,
θ𝑡 the prediction certainty score at time-step 𝑡 and τθ be a classification threshold. If
the target is absent, the ground truth is an empty set, i.e., G𝑡 = ∅. Similarly, if the
tracker did not predict the target or the prediction certainty score is below a classification
threshold i.e., θ𝑡 < τθ, the output is Α𝑡(τθ) = ∅. The agreement between the ground
truth andprediction is specified by their intersection over unionΩ(Α𝑡(τθ), G𝑡)2. In the
detection literature, the prediction matches the ground truth if the overlap
Ω(Α𝑡(τθ), G𝑡) exceeds a threshold τΩ. Given the two thresholds (τθ, τΩ), the preci-
2The output ofΩ(⋅, ⋅) is 0 if either of the two regions is∅.
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sion Ρ𝑟 and recallR𝑒 are defined as
Ρ𝑟(τθ, τΩ) =
|{𝑡 ∶ Ω(Α𝑡(τθ), G𝑡) ≥ τΩ ∧ Α𝑡(τθ) ≠ ∅}|/Ν𝑝,
R𝑒(τθ, τΩ) =
|{𝑡 ∶ Ω(Α𝑡(τθ), G𝑡) ≥ τΩ ∧ G𝑡 ≠ ∅}|/Ν𝑔,
(7.1)
where | ⋅ | is the cardinality, Ν𝑔 is the number of frames with G𝑡 ≠ ∅ and Ν𝑝 is the
number of frames with existing prediction, i.e. Α𝑡(τθ) ≠ ∅. Note thatΝ𝑔 is defined by
ground truth and is constant for a selected sequence, whileΝ𝑝 is a function of the target
prediction certainty threshold τθ.
In detection literature, the overlap threshold is set to 0.5 or higher, while recent
work [17] has demonstrated that such threshold is over-restrictive and does not clearly
indicate a tracking failure in practice. A popular short-term performance measure [13],
for example, addresses this by averaging performance over various thresholds, whichwas
shown in [135] to be equal to the average overlap. Using the same approach3, we reduce

















We callΡ𝑟(τθ) tracking precision andR𝑒(τθ) tracking recall to distinguish them from
their detection counterparts. Detection-like precision/recall plots can be drawn to ana-
lyze the tracking as well as detection capabilities of a long-term tracker (Figure 7.6). Sim-
ilarly, a standard trade-off between the precision and recall can be computed in form of
a tracking F-measure [197]
F(τθ) = 2Ρ𝑟(τθ)R𝑒(τθ)/(Ρ𝑟(τθ) + R𝑒(τθ)), (7.4)
3A detailed derivation is available in the supplementary material document.
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and visualizedby the F-score plots (Figure 7.6). Ourprimary score for ranking long-term
trackers is therefore defined as the highest F-score on the F-score plot, i.e., taken at the
tracker-specific optimal threshold. This avoids manually-set thresholds in the primary
performancemeasure. Furthermore, it avoids forcing a tracker to internally threshold its
target presence uncertainty and more fairly evaluates different trackers at their optimal
performance point.
Note that the proposed primary measure (7.4) for the long-term trackers is consist-
ent with the established short-term tracking methodology. Consider an ST0 short-term
tracking scenario: the target is always (at least partially) visible and the target position is
predicted at each frame with equal certainty. In this case our F-measure (7.4) reduces to
the average overlap, which is a standard measure in short-term tracking [13, 17].
7.4.1 Performance evaluation protocol
A tracker is evaluated on a dataset of several sequences by initializing on the first frame
of a sequence and run until the end of the sequence without re-sets. The precision-recall
curve (7.2, 7.3) is calculated on each sequence and averaged into a single plot. This guar-
antees that the result is not dominated by extremely long sequences. The F-measure plot
(7.4) is computed from the average precision-recall plot. The evaluation protocol along
with plot generationwas implemented in theVOT[17] toolkit to automate experiments
and thus reduce potential human errors.
7.5 The long-term dataset (LTB50)
Table 7.1 quantifies the long-term statistics of the common short-term and existing long-
term tracking datasets. Target disappearance is missing in the standard short-term data-
sets except for UAV123 which contains on average less than one full occlusion per se-
quence. This number increases four-fold inUAV20L [20] long-term dataset. The recent
TLP [69] dataset increases the number of target disappearances by an order of mag-
nitude, but at a cost of increasing the dataset size in terms of the number of frames by
more than an order of magnitude, i.e. target disappearance events are less frequent in
TLP [69] than in UAV20L [20], see Table 7.1. Moreover, the videos are heavily com-
pressed with many artifacts that affect tracking.
In the light of the limitations of the existing datasets, we created a new long-termdata-
set. We followed the VOT [17] dataset construction paradigm (recently experimentally
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Table 7.1
Datasets – comparison of long-term properties: the number of sequences, the total number of frames, the number
of target disappearances (DSP), the average length of disappearance interval (ADL), the average number of disap-
pearances in sequence (ADN).The first four datasets are short-term with virtually no target disappearances, the last















# sequences 315 100 60 123 20 50 50
Frames 89364 58897 21356 112578 58670 676431 215294
DSP 0 0 0 63 40 316 525
ADL 0 0 0 42.6 60.2 64.1 52.0
ADN 0 0 0 0.5 2 6.3 10.5
validatedbyother authors [99])which states that the datasets should be keptmoderately
large and manageable, but rich in attributes relevant to the tested tracker class. We star-
ted by including all sequences from UAV20L since they contain a moderate occurrence
of occlusions and potentially difficult to track small targets. Five long sequences with
challenging targetswere taken from[59]. We collected 19 additional sequences fromYou-
tube. The sequences contain larger targets with numerous disappearances. To further
increase the number of target disappearances per sequence, we have utilized the recently
proposed camera view generator from omni-directional dataset AMP [189]. Six addi-
tional challenging sequences were generated from this dataset by controlling the camera
such that the target was repeatedly entering and leaving the field-of-view.
The targets were annotated by axis-aligned bounding-boxes. (i.e., visible parts). Each
sequence is annotated by nine visual attributes: full occlusion, out-of-viewmotion, par-
tial occlusion, camera motion, fast motion, scale change, aspect ratio change, viewpoint
change and similar objects. TheLTB50 thus contains 50 challenging sequences of diverse
objects (persons, car, motorcycles, bicycles, boat, animals, etc.) with the total length of
215, 294 frames. Sequence resolutions range between 1280 × 720 and 290 × 217. Each
sequence contains on average 10 long-term target disappearances, each lasting on average
52 frames. An overview of the dataset is shown in Figure 7.2.
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Figure 7.2
The LTB50 dataset – a
frame selected from
each sequence. Name
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7.6 Analysis of performance measures
7.6.1 Comparison with existing measures
Two threshold-free performance measures were recently used for long-term tracking
performance evaluation [20, 66, 69]. The AUC measure is used in UAV20L [20]. As
discussed in Section 7.2, this is a primary short-term measure from [13] that computes
average overlap between the tracker prediction and ground truth bounding boxes. In
recent work [66, 69] AUC was adapted to account for target absence by assigning over-
lap of 1 to frames in which the tracker correctly predicts the target absence – which we
denote by AUCmod. We experimentally compare our long-term performance measures
from Section 7.4 with AUC and AUCmod using the approach with theoretical trackers
introduced by Čehovin et al. [135].
The following four theoretical trackers were run on the LTB50 to expose the differ-
ences between the tested performance measures:
Tgt,gt: Always reports the correct target position (the ground truth), and reports
uncertainty 0 when target is visible and 1 when target is not visible.
Tgt,co: Always reports the correct target position (the ground truth), and reports
constant uncertainty in all frames.
Tim,co: Reports a bounding box covering entire image in all frames with constant
uncertainty, resulting in non-zero overlap in all frames with the target present.
Theoptimal operation point for this tracker is thus to report target always present.
Tlost: Reports a 1×1 bounding box in the top-left corner and constant uncertainty
in all frames, which is interpreted as if reporting target not visible in all frames. In
contrast to Tim,co, which always reports a non-zero overlap, the overlap is always
zero for this tracker, thus the optimal operation point is obtained by reporting
target always lost.
Results are summarized in Figure 7.3. The AUC [13] measure assigns equal scores to
Tgt,gt and Tgt,co. This means it does not distinguish between trackers that can detect
target absence and those that cannot. Consequently this measure favors reporting the
bounding box in every frame even if the target is not present.
In contrast, the modified AUC, AUCmod from [66] and [69], does distinguish
between Tgt,gt and Tgt,co. But this measure assigns a constant overlap 1 to all frames
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in which the target absence is correctly predicted. This is not calibrated by an average
overlap when the target is present. Furthermore, since the target absence prediction and
localization are mixed into a single score, it is unclear whether the high score values are
mostly due to accurate prediction of the target position or the ability to correctly report
target absence. For example, AUCmod assigns an average overlap of 11% to tracker Tlost
even though it does notmake a single correct prediction of the target position. The basic
AUC, on the other hand, correctly assigns a score 0 to this tracker.
Like the AUCmod, the proposed tracking F-measure is capable of distinguishing
between Tgt,gt and Tgt,co. In contrast to AUCmod, the basic primary measures, tracking
Precision/Recall, offer a clear interpretation of the reason for the performance differ-
ence. The high tracking Precision of Tgt,gt indicates a better target absence prediction
compared to Tgt,co. But both trackers equally accurately predict target position when
visible, which results in an equally high tracking Recall. Another example is the tracker
Tlost. The tracking F-score is zero, indicating a complete tracking failure and the Recall
zero means that the reason is inability to localize the target.
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7.6.2 Robustness to annotation sparsity
Manual annotation of every frame in long-term sequences requires a significant amount
of manual labor, since these are often an order of magnitude longer than short-term se-
quences. An approach to reduce the labor is annotating every Ν-th frame [68]. The
amount of skipped frames is typically constrained by the robustness of the performance
measure. We utilize densely annotated long-term sequences in LTB50 to test the beha-
vior of the performance measures introduced in Section 7.4 with respect to the annota-
tion sparsity.
A set of trackers described in Section 7.7.1 was run on the LTB50 dataset. The trackers
were evaluated by computing the tracking Precision, Recall and F-measure by consider-
ing every Ν-th frame with Ν ∈ [1, 12, 25, 50, 100, 200]. This is equal to annotating
every 0.04s, 0.5s, 1s, 2s, 4s and 8s assuming a 25fps frame rate. Figure 7.4 shows the be-
havior of the performance measures with increasing annotation sparsity.
The tracking Precision/Recall deviate a bit at very high annotation sparsity levels, but
largely maintain the order of trackers. A striking result is that the deviations in Preci-
sion/Recall appear to cancel out in tracking F-score, which maintains extremely stable
results over the whole range of annotation sparsity levels.
Detailed performance analysis can be carried out with annotations every 25 or 50
frames since the measure values minimally differ from those obtained from dense an-
notations. The annotation interval length of 50 frames is theoretically supported by the
average target disappearance period length (which is 52 frames in our dataset), andmeans
that annotating the target position every 50 frames ensures that most of the target disap-
pearance events will be covered by at least one annotation.
Note that situations inwhich a tracker fails for a very few frames and recoversmay not
be detected if they occur in between the consecutive annotations. If these are rare events,
theywould not have affected the overall performancemeasure even if theywere detected
due to averaging over a large number of frames. However, if these occur frequently, they
will be detected due to non-regularity of failure intervals in real world setups, and the
performancemeasureswill reflect such behavior. This property is supported experiment-
ally verified in Figure 7.4 – themeasures are stable even at sparsity levels that significantly
exceed the average disappearance period (52 frames).
Our results imply that sequences 50 times longer than typical short-term sequences
can be annotated with the same amount of manual labor without losing analysis accur-
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acy. If only an overall performance analysis is required (tracking F-measure) then the
annotation may be even sparser, allowing up to 200 times longer sequences at a moderate
annotation effort.















































A simulation with sparsely sampled ground truth – every Ν-th frame (Ν = 1, 12, 25, 50, 100, 200) is considered in the computation
of tracking precision, recall and F-score. The primary measure, the F-score, stays extremely stable, even for a very sparse annotation.
7.7 Long-term tracking evaluation
7.7.1 Evaluated trackers
An extensive collection including top-performing trackers was complied to cover the
short-term–long-term spectrum. In total, twenty trackers summarized in Table 7.2 and
Figure 7.9 were evaluated. We included eight long-term state-of-the-art trackers with
publicly available source code: (i) TLD [59], which uses optical flow for short-term com-
ponent and normalized-cross-correlation for detector and a P-N learning framework for
detector update. (ii) LCT [60] and (iii) MUSTER [62] that use a discriminative correl-
ation filter for the short-term component and random ferns and keypoints, respectively,
for the detector. (iv) PTAV [64], that uses a correlation filter for the short-term com-
ponent and a CNN retrieval system [160] for the detector. (v) FCLT [81], that uses a
correlation filter for both, the short-term component and the detector. (vi) CMT [61],
that uses optical flow for the short-term component andkey-points for the detector. (vii)
HMMTxD [196], that applies an ensemble of short-term trackers and a keypoint-based
detector. (viii) SiamRPN++ [198], that uses a siamese network and a region proposal
module for target localization using depth-wise correlation. Target re-detection is per-
formed similarly as localization within an enlarged search region. These trackers further
vary in the frequency and approach for model updates (see Table 7.2).
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Table 7.2
Evaluated trackers are characterized by the short-term component and a confidence score. Long-term trackers
are in addition characterized by the detector type and its interaction with the short-term component. Model
update and search strategies are indicated. Trackers marked by ∗ were published as LΤ1, but did not pass the
re-detection test. Results for the re-detection experiment are shown in columns denoted as Redet. Success, i.e.,
the number of sequences with successful re-detection (out of 50), and Redet. Frames, i.e., the average number of
frames before re-detection. Columns denoted as F, AUC and AUCM represent the tracing performance measured
by tracking F-score, area under the success curve and modified area under the success curve, respectively. The last
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In addition to the selected long-term trackers, we have included a baseline NCC
tracker [14] and recent state-of-the art short-term trackers: the standard discriminative
correlation filters KCF [37] andDSST [40], four recent advanced versions SRDCF [42],
CSRDCF [77], BACF [194], ECOhc [51] and the top-performer on theOTB [13] bench-
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mark ECO [51]. Two state-of-the-art CNN-based top-performers from the VOT [86]
benchmark SiamFC [52] and MDNet [48] and a state-of-the-art CNN-based tracker
CREST [195] were included as well. For a complete analysis we include the most re-
cent short-term tracker DIMP [58], which is currently the top-performing tracker on
the majority of the short-term tracking benchmarks. All these short-term trackers were
modified to be LT0 compliant, i.e., able to report the target absence. For each tracker,
the score reflecting an internal belief of the target presence was used for the target pre-
diction certainty score. For consistency, the same ”type” of score was reported for all
trackers from the same group of trackers e.g., maximum correlation response for all cor-
relation filter based trackers. All trackers were integrated in the VOT [17] toolkit for
automatic evaluation.
7.7.2 Re-detection experiment
An experiment was designed to position the tested trackers on the LT/ST spectrum,
and in particular to verify their image-wide re-detection capability. Artificial sequences
were generated from the initial frame of each sequence in our dataset. The initial frame
was placed into the top-left corner of a zero-initialized image, which is three times wider
and higher than the original image (Figure 7.5). The artificial sequences start with five
copies of the enlarged frame. For the remainder of the sequence, the target region was
cropped from the initial image and copied to the bottom right corner of a zero-initialized
frame. A trackerwas initialized in the first frame andwemeasured the number of frames
required to re-detect the target after position change.
5 x initialization frame 195 x test frame
Figure 7.5
Re-detection experi-
ment – the artificially
created sequence struc-
ture by repetition,
padding and target dis-
placement. Please see
the text for experiment
details.
Results are summarized in Table 7.2 (columnsRedet. Success/Frames). Trackers MD-
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Net, ECO, ECOhc, SRDCF, SiamFC, CREST, CSRDCF, KCF, DSST and NCC never
re-detected the target, which confirms their short-term design. The BACF tracker re-
detects the target in one sequence by coincidence (random drift) and it is not the res-
ult of a re-detection mechanism. The only tracker that always re-detected the target was
FCLT,whileHMMTxD,MUSTER,CMTandTLDwere successful inmost sequences
– this result classifies them as LΤ1 trackers. The difference in detection success come
from the different detector design. FCLT and TLD both train template-based detect-
ors. The good performance of FCLT likely comes from the efficient discriminative filter
training framework of the FCLT detector. The keypoint-based detectors in HMMTxD,
MUSTER and CMT are similarly efficient, but require sufficiently well textured tar-
gets. Interestingly, the re-detection is immediate for MUSTER, CMT, HMMTxD and
TLD, while FCLT requires on average 77 frames. This difference comes from the dy-
namicmodels. MUSTER, CMT,HMMTxD andTLD apply a uniform spatial prior in
the dynamic model in the detector phase over the entire image, while the FCLT applies
a random walk model that gradually increases the target search range with time.
Surprisingly, two recent long-term trackers, LCT and PTAVnearly never successfully
detected the target. Adetailed inspection of their source code revealed that these trackers
do not apply their detector to the whole image, but rather a small neighbourhood of the
previous target position, which makes these two trackers a pseudo long-term, i.e., LΤ0
level. A similar property can be observed for SiamRPN++ tracker, which fails in image-
wide target re-detection since the search region is enlarged to a fixed size, smaller than
the image, during re-detection.
7.7.3 Overall performance
The overall performance on the LTB50 dataset is summarized in Figure 7.6. Ranked
highest are themost recent trackers SiamRPN++ andDIMP (ST1). SiamRPN++ (LT0)
is a long-term tracker with a deep siamese network as a feature extractor and a region-
proposal module. This tracker does not update the visual model to prevent model con-
tamination and compensates by using deep rich feature representation. DIMP is an ST1
tracker which formulates discriminative filter learning, similar as DCFs, within a frame-
work of CNNs. The tracker applies a large search region, and an improved discriminat-
ive training by selective updates and hard negative mining – all of which contribute to
stable long-term tracking. Third-ranked tracker is FCLT, anLT1 class tracker, which uses
discriminative correlation filters on hand-crafted features for short-term component as
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well as detector in the entire image. Three short-term ST1 class CNN-based trackers are
following: MDNet, SiamFC and ECO.These implement different mechanisms to deal
with occlusion. MDNet applies very conservative updates (similar as DIMP), SiamFC
does not update the model at all and ECO applies clustering-based update mechanism
to prevent learning from outliers. SiamFC, ECO andMDNet search a fairly large region
which is beneficial for target re-detection.




















































(right) – F as a function
of prediction certainty
linearly rescaled for
each tracker; 0 - the
minimum over all
sequences output by a
given tracker, 100 - the
maximum. Tracker
labels are sorted accord-
ing to F-scores, i.e.,
F-measure maxima.
Another LT1 long-term tracker, HMMTxD, achieves comparable performance to
ECO. It uses an ensemble of short-term trackers with weak visual models, and performs
image-wide target re-detection. Two long-term trackersCMT(LT1) andLCT (LT0) per-
form the worst among the tested trackers. The CMT entirely relies on keypoints, which
perform poorly on non-textured targets. The relatively poor performance of LCT is
likely due to a small search window and poor detector learning. This is supported by the
fact that LCTperformance is comparable toKCF, a standard correlation filter, also used
as the short-term component in LCT.The performance of short-term trackers ST0 class
trackers does not vary significantly.
7.7.4 Attribute evaluation
Figure 7.7 shows tracking performance with respect to nine visual attributes from Sec-
tion 7.5. Long-term tracking is mostly characterized by performance on full occlusion
and out-of-view attributes, since these require re-detection. Top performance is achieved
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by SiamRPN++ (LT0) and DIMP (ST1) due to a stable discriminative target represent-
ation, which includes robust updating in DIMP and no updating in SiamRPN++, and
relatively large search regions. The FCLT (LT1 class) achieves good performance, which
is likely due to the efficient learning of the detector component. Another LT1 tracker,
HMMTxD, performs comparably to the best short-term trackers (SiamFC and MD-
Net), while the CMT, TLD and MUSTER performance is lower due to a poor visual
model.
A highly challenging attribute is fast motionwhich is related to long-term re-detection
combinedwith blurring. Top performance is obtained by trackers with a relatively large
search range and powerful deep features (SiamRPN++ and DIMP).
Another attribute specific for long-term tracking is viewpoint change which includes
video cuts and camera hand-overs. Top-performing trackers at this attribute are Siam-
RPN++ and DIMP, demonstrating that their deep target representation is powerful
enough to robustly localize the target even under a different viewing angle. Other well-
performing trackers at this attribute are SiamFC and MDNet, which indicates that in
most of these viewpoint changes the target did not move significantly in image coordin-
ates, andmoderate search range sufficed in target re-detection. The result also shows that
the target appearance did change and was well addressed by the deep features.
The similar objects attribute exposes fine-grained discrimination capability between
the trackedobject andvisually similar objects in the vicinity. Topperformance is achieved
by DIMP, which means that the model updating is robust enough to capture slight dif-
ferences between targets. The second-best tracker, SiamRPN++, on the other hand does
not update themodel, but rather applies powerful discriminatively trained features. The
excellent performance of the third-best tracker, MDNet, can be likely attributed to the
use of hard-negative mining in the visual model update and a moderately sized search
range. Another well performing tracker is FCLT. In contrast to MDNet, this tracker
performs image-wide re-detection, which increases the probability of drifting to another
object, even if the object is far away. These false detections are mitigated by the motion
model, that gradually increases the effective detection range after localization becomes
uncertain.
7.7.5 Influence of disappearance frequency
We divided the sequences of LTB50 into groups according to the number of target dis-
appearances: (Group 1) over ten disappearances, (Group 2) between one and ten disap-
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pearances and (Group 3) no disappearances. Per-sequence F-scores are summarized in
Figure 7.8.
Group 1 results: Most short-term trackers, except the recent DIMP, performed poorly
due to lack of target re-detection. Long-term trackers generally perform well, but there
are differences depending on their structure. For example, the “following” and “liver-
run” sequences contain cars, which only moderately change the appearance. SiamFC
does not adapt the visual model and is highly successful on these sequences. The LCT
generally performs poorly, except for the “yamaha” sequence in which the target leaves
and re-enters the view at the same location. Thus the poor performance of LCT is due
to a fairly small re-detection range. MDNet, CREST and SiamFC perform moderately
well, despite the fact that they are short-term trackers. A likely reason is their highly
discriminative visual features (CNNs) and a relatively large target localization range.
Group 2 results: Performance variation comes from amix of target disappearance and
other visual attributes. However, in “person14” the poor performance is related to a
long-lasting occlusion at the beginning, where most trackers fail. Only a few long-term
trackers (SiamRPN++, FCLT, MUSTER, HMMTxD and TLD) overcome the occlu-
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sion and obtain excellent performance.
Group 3 results: The performance of long-term trackers does not significantly differ
from short-term trackers since the target is always visible. The strength of the features
and learning in visual models play amajor role. These sequences are least challenging for
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7.8 Tracker architecture evaluation
7.8.1 Overall architecture analysis
We analyze contributions of architectural choices important for successful long-term
tracking by categorizing the tested trackers along the following four aspects: (i) detector
design, (ii) short-term component design, (iii) features used and (iv) visual model adapt-
ation strategy. To aid interpretation, we generate a connection plot Figure 7.9 where
each tracker is connected to the specific choice of the four design aspects thus visualizing
a design trend by color-coding.
Detector design: The results show that CNN-based detectors consistently deliver
promising performance. Correlation filters are widely used in short-term trackers, but
are generally not used for image-wide detection, except for in the FCLT. The plot in-
dicates that deep CNN-based detectors might be a very promising research direction in
long-term tracker design, but they require special hardware (GPU). Another promising
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direction in long-term tracker design are fast DCF-based detectors like the one used in
FCLTwhich does not require a GPU.The quality of keypoint-based detectors varies sig-
nificantly among the trackers. The benefit lies in potential to re-detect target even under
a similarity or affine transform, but a common drawback is the inability to detect small
or homogeneous targets.
Short-term component: The most promising design choices for the short-term com-
ponent follow the trend in state-of-the-art short-term trackers. The connection plot in-
dicates that CNN-based andDCF-basedmethods are most successful short-term design
choices.
Visual features: Visual models with features based on CNN generally achieve im-
proved performance over hand-crafted features. The reason is likely in discriminative
capacity of the pre-trained networks. A drawback is that these features typically entail
significant computational resources and dedicated hardware (i.e., GPU). On the other
hand, robust long-term tracking is also feasible by hand-crafted features combined with
a well-designed re-detection strategy or update mechanism (e.g., FCLT).
Adaptation strategy: In long-term tracking scenarios, the target may leave the field of
vieworbecomeoccluded for longer periods. Constantupdating irreversibly corrupts the
visual model leading to drift and failure and reduces the potential for target re-detection.
Conservative updating such as implemented in MDNet, DIMP or FCLT appears to be
the best strategy. An extreme conservative update strategy, i.e., no update at all, appears
to work as well, but this requires highly expressive features such as localization-trained
CNN in SiamFC and SiamRPN++.
7.8.2 Importance of re-detection strategy
We further explore the importance of re-detection strategy by the following experiment.
All tracker outputs were modified to report a constant uncertainty, which was treated
as if the tracker is always reporting the target as present. Tracking Recall was computed,
which we denote by R𝑒. Then for each tracker, all overlaps after the first failure (i.e.,
overlap drops to zero) were set to zero and the tracking Recall was re-computed (R𝑒0).
Figure 7.10 shows differences between the two recalls (i.e., R𝑒 − R𝑒0). Large val-
ues indicate greater failure recovery capabilities of the trackers. SiamRPN++, FCLT,
HMMTxD and TLDmost often re-detected the target. Surprisingly, the differences in
tracking Recalls of three short-term trackers DIMP,MDNet and SiamFC are very large,
which indicates that these two trackers indeed posses long-term properties. There are
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two probable explanations: (i) the trackers posses a large search region which enables
target re-detection or (ii) the trackers posses efficient visual model update mechanism
that prevents visual model corruption during target loss and they eventually drift back
to the target.
Additional analysis of the tracking performance was carried out to determine the
reason for the apparent long-term properties. Let 𝑜𝑖 denote an overlap at 𝑖-th frame of a
sequence. We identified the pair of frames where 𝑜𝑖−1 = 0 and 𝑜𝑖 > 0which is a point at
which the tracker re-detects the target. Euclidean distance was computed between the
predicted bounding box centers in these frames. We expect that large distances indic-
ate large target search ranges and compute the mean value of the ten percent of largest
Euclidean distances as an indicator of the recorded search range size.
The results are shown in Figure 7.10. The search range size ofMDNet and SiamFC are
comparable to other short-term trackers. DIMPhas a bit larger search range, but still sig-
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nificantly smaller than the search range of long-term trackers. This means that the key
factor for their excellent long-term tracking performance compared to the other short-
term trackers is the visual model. Both of these trackers use pre-trained CNN-based
features. DIMP and MDNet updates the visual model only on frames where tracking
is considered reliable while SiamFC does not update the visual model at all. Both mech-
anisms prevent training from incorrect examples, which enables eventual re-detection
once the target gets close to the current tracker prediction, even though the search range
is not thewhole image. Long-term trackers FCLT,TLD,CMTandHMMTxDhave the
largest search range, which confirms the image-wide target re-detection ability tested in
Section 7.7.2. SiamRPN++,MUSTERandPTAVhave amoderately large search region,
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7.8.3 Impact of visual model error accumulation
Visual model update strategy plays a central role in drift prevention, which is crucial
in tracking over long periods. We designed the following experiment to evaluate drift-
ing, which is not caused by target disappearance. Based on the disappearance frequency
analysis from Section 7.7.5, we selected eleven long sequences from LTB50 in which the
target never disappears and extended them by looping forward and backward five times.
This set of extended sequences thus contains 302,330 frames with an average sequence
length of 27,485 frames.
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The trackers were re-run on this dataset and the tracking Recall was computed with
the same tracker output modification to a constant value as in Section 7.8.2. Since the
target never leaves the field of view and the tracker always reports the target, the tracking













































































The bottom plot shows tracking recall of trackers evaluated on sequences from LTB50 with target always visible (blue) and the same
measure when running the trackers on the same sequences forward/backward five times (yellow). The differences between these recalls
indicate tracker sensitivity to long sequences due to error accumulation in the visual model and are shown in the upper plot (red).
Larger difference represents larger impact of the sequence length. Note that the error increases for all trackers except from TLD, that
learns from experience and actually decreases the error.
The results are shown in Figure 7.11. The highest tracking recall is achieved by DIMP
(ST1), SiamRPN++ (LT0), two ST1 short-term trackers MDNet, ECO, an ST0 tracker
BACF and an LT1 long-term tracker FCLT. Top positions are not dominated by long-
term trackers in part because the target is always present and false activations of the
detector during uncertain target localization periods may lead to tracker jumping to a
location away from the target, which reduces performance.
Performance drop is smallest for TLD,HMMTxD, CMT, CREST and SiamFC.The
CMT fails early on in the original sequences, which explains the apparently small per-
formance drop. CREST applies end-to-end updating of all parameters in a CNN with
small learning rate, which leads to robust tracking in situations when the target is always
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visible. The small performance drop in SiamFC is likely due to the fact that this tracker
does not update the visual model. Combined with the deep features, this proves as a
robust strategy to reduce visual model contamination and leads to a successful track-
ing. Interestingly, the recall actually increases for TLD andHMMTxD as the sequences
are looped, which is consistent with the observations in the original paper [59]. TLD
applies P-N learning, a conservative form of learning that retrospectively expands the
visual model with new training examples. The longer the target is observed, the stronger
the visual model becomes. Similarly, the HMMTxD uses combination of feature-based
detector, which is trained only in the initial frame and set to high precision mode, that
guides the on-line learning of the hidden Markov model. The HMM encodes the rela-
tionship of the performance of individual trackers and their confidences using Baum-
Welch algorithm. This combination enables choosing, on-the-fly, which tracker should
be used in every frame and improves over time. The selective update strategies from
MDNet and LCT, which mix short-term and long-term updates also appear beneficial
– MDNet, for example, actually keeps track of appearance samples from a longer time-
scale and uses these in combination with a local hard negative mining in the model up-
date.
The largest performance drop is observed for the long-term trackers PTAV and FCLT
and the short-term trackers CSRDCF and ECOhc. There are several reasons for these
performance drops. All four trackers use a DSST [40] scale estimation method. We ob-
served that the scale at these trackers gradually drifts in extremely long sequences. The
reason might be that DSST scale estimation relies very much on the target localization
accuracy. Inaccurate localization leads to incorrect scale estimation, and gradual error ac-
cumulation from constant scale updates further reduces the localization accuracy, lead-
ing to drift.
The long-term FCLT and PTAV are affected by false activations of their detector,
which in some cases leads to tracker jumping off the target. FCLT updates the detect-
ors over several scales only during certain tracking periods and eventually re-detects the
target in most cases. PTAV applies a CNN instance-based object detector without up-
dates. The strength of this detector is that it generalizes well enough to detect the target
even under deformation. On the other hand, this generalization leads to failure when
similar objects are located in the target vicinity. This is an obvious reason in the bike1
sequence where the detector jumps to another bicyclist.
There is a significant difference in performance drops of ECO and ECOhc, even
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though they both use the same visual model decontamination strategy during updates.
Part of the difference can be attributed to different scale estimation strategies these two
trackers use. ECO applies the tracker over several scales, while ECOhc applies the DSST
on the estimated target position. Another significant difference is that ECOapplies deep
features, while ECOhc uses only HOG and Colornames. Therefore the longer tracking
periods observed in ECOmight be likely due to deep features and greedy scale search.
7.9 Discussion and conclusion
A new long-term single-object tracking benchmark was presented and a new short-
term/long-term tracking taxonomy that predicts performance on sequences with long-
term properties was introduced. The taxonomy considers (i) the target absence predic-
tion capability, (ii) the target re-detection strategy and (iii) the visualmodel updatemech-
anism.
A new long-term tracking performance evaluation methodology which introduces
newperformancemeasures – tracking Precision, Recall and F-score – is proposed. These
measures extend the detection analysis capabilities to tracking in a principled way and
theoretically link the short-term and long-term tracking problem. Even though the pro-
posed measures have been proposed for single-target tracking, multi-target tracking
might benefit from their probing power as well. However, we leave such extensions
for future work.
A new dataset (LTB50) of carefully selected sequences is constructed, with a signi-
ficant number of target disappearances per sequence to emphasize long-term tracking
properties. Our experiments in Section 7.7.5 indicate that target disappearance is in fact
the most challenging aspect of long-term tracking. The diversity of the dataset has been
ensured by including a number of target examples typical for long-term tracking in a
variety of environments. Sequences are annotated with nine visual attributes which en-
able in-depth analysis of trackers. Seven long-term trackers and eleven state-of-the-art
short-term trackers were categorized using the new taxonomy and analyzed using the
proposed methodology and the dataset.
Comparison with existing performance measures using theoretical trackers
(Section 7.6.1) shows that the proposed tracking Precision, Recall and F-score outper-
form existing measures, distinguish well between different tracking behaviors and facil-
itate its interpretation. Furthermore, these measures are highly robust (Section 7.6.2)
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allowing detailed analysis with only every 50th frame annotated. The overall ranking
based on the primary measure is even more robust allowing even sparser annotations
(e.g., every 200th frame).
The evaluation and analysis covers a comprehensive collection of long-term trackers.
According to the overall analysis (Section 7.7.3), the best performance is obtained by
a LT0 long-term tracker SiamRPN++ [198], which uses a siamese deep network with
a region proposal module for target localization. Interestingly, SiamRPN++ does not
update the visual model at all, which indicates that pre-trained features are powerful
enough to cope to some extent with the long-term target appearance variation. On the
other hand, the second-ranked tracker DIMP [58] (ST1 level) does apply updating by
optimizing the localization filter within a deep CNN framework, but applies robust up-
date mechanism to prevent long-term contamination of the visual model. The third
rank is obtained by a LT1 long-term tracker FCLT [81]. This tracker applies discrimin-
ative correlation filter as the short-term component as well as for detector. It applies
updating of the visual models at various temporal scales and uses the correlation output
for predicting target absence. Similar as DIMP is MDNet [48], which is a CNN-based
tracker trained for the tracking task. It applies hard-negative mining and conservative
updating of a few top-layer CNN features. Attribute analysis (Section 7.7.4) indicates
that full occlusions and out-of-view disappearances are among the most challenging at-
tributes, followed by similar objects and viewpoint change. The analysis also shows that
the LTB50 dataset is challenging, the best tracker achieves the average F-score of 0.58,
leaving room for improvement.
Further insights are obtained by analyzing architecture designs of the long-term track-
ers (Section 7.8). CNN-based detectors consistently deliver improved performance,
which is likely due to their expressive power of robustly localizing the target even un-
der moderate appearance changes. However, appearance generalization may come at a
cost when visually similar objects are located in the same scene. In these cases the CNN
featuresmaynot distinguish between the different objects, leading to tracking thewrong
target (Section 7.8.3). Even though discriminative correlation filters are not widely used
for detectors, results show that careful learning e.g., [58, 81] makes them an excellent
choice due to speed and robustness. We expect to see many long-term trackers adapt
these in future. Keypoint-based detectors can potentially detect the target under sim-
ilarity transform e.g., [62, 196], but require textured targets and sufficient resolution,
which makes them brittle in practice.
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The re-detection experiments from Section 7.7.2 and Section 7.8.2 show that most
successful re-detection strategies are those used in FCLT [81], HMMTxD [196] and
TLD [59]. Results in Section 7.8.2 also show that re-detection quality largely depends
on the visual model update strategy. Conservative updates [52] and hard-negative min-
ing [48] show promise. These techniques are crucial for tracking on very long sequences
even if the target is always visible (Section 7.8.3), since they largely reduce the tracking
drift. This finding opens an opportunity for improving long-term tracking by consider-
ing best practices in visual features and model updating from short-term trackers.
Scale estimation methods play an important role in tracking drift. A popular ap-
proach is to first localize the target and then estimate the scale e.g., by [40], considering
only a single position. Trackerswith this technique typically faremuchworse than those
that greedily localize the target on several scales. The reason is that inaccurate localization
leads to poor scale estimation, which consequently leads to poorer localization. On long
sequences, the errors accumulate in the visual model, resulting in drift.
All tested trackers and performance evaluation methodology have been integrated in
theVOT toolkit [17] andwill bemade publicly available to the research community. We
believe that this, alongwith the evaluationmethodology and detailed analysis presented
in this paper, will significantly impact the field of long-term tracking from the point of
dataset construction with extremely long sequences, performance analysis protocols as
well as long-term tracker designs.
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Supplementary material
C.1 Performance measures derivation details
This section provides a detailed derivation of the primary performance measures, track-
ing Precision and tracking Recall, introduced in Section IV of the main paper. The de-
rivation closely follows the proof from [135], which states that an area-under-the-curve
measure, AUC [13], equals the average overlap between the per-frame bounding boxes
reported by the tracker and those from the ground truth.
We start with deriving the tracking precision, which is defined as
Ρ𝑟(τθ, τΩ) = |{𝑡 ∶ Ω(Α𝑡(τθ), G𝑡) ≥ τΩ ∧ Α𝑡(τθ) ≠ ∅}|/Ν𝑝,
where | ⋅ | is the set cardinality, and Ν𝑝 is the number of frames with existing predic-
tion, i.e. Α𝑡(τθ) ≠ ∅. To maintain the same notation as in [135], we define ϕ𝑡 =
Ω(Α𝑡(τθ), G𝑡) and as a τθ is fixed andwill be omitted for the purpose of derivation. This
means that we have a set of per-frame bounding box overlaps for the subset of frames
where Α𝑡(τθ) ≠ ∅, in totalΝ𝑝 frames. As in [135], we assume that the per-frame over-
laps are ordered by size in an ascending order and ϕ0 = 0, i.e.
0 = ϕ0 ≤ ϕ1 ≤ ⋯ ≤ ϕΝ𝑝 .
Let Ρ(τΩ) = |{𝑗 ∶ ϕ𝑗 ≥ τΩ}| be the number of overlaps greater than τΩ. A central
part of the derivation is showing that averaging over a particular set of per-frameoverlaps












Proof: Function Ρ is a step function, i.e., is constant on the interval between ϕ𝑖 and
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The sum can be reorganized in the following way:
Ι = Ρ(ϕ0)(ϕ1−ϕ0)+Ρ(ϕ1)(ϕ2−ϕ1)+Ρ(ϕ2)(ϕ3−ϕ2) + …
= ϕ1Ρ(ϕ0)−ϕ0Ρ(ϕ0)+ϕ2Ρ(ϕ2)−ϕ1Ρ(ϕ1)+ϕ3Ρ(ϕ3)−…
= −ϕ0Ρ(ϕ0)+ϕ1(Ρ(ϕ0)−Ρ(ϕ1))+ϕ2(Ρ(ϕ1)−Ρ(ϕ2)) ⋯
= 0 ⋅ Ρ(ϕ0) + ϕ1 ⋅ 1 + ϕ2 ⋅ 1 + ⋯ (c.1)






In (c.1)wehave assumed that the shift between the twoconsequential values ofΡ(τΩ),
i.e. Ρ(ϕ𝑖) − Ρ(ϕ𝑖+1) equals to 1, that is true if all ϕ𝑖 are different. If 𝑘 consequential
ϕ𝑖 are equal then the corresponding 𝑘 − 1 shifts are 0, while the last one is 𝑘. However,
in (c.1) we add (ϕ𝑖 ⋅ 1) 𝑘 times. This completes the proof. 
Derivation of the tracking recall follows the same procedure, the only difference is
that the subset of frames is defined by the groundtruth, i.e. frames whereG𝑡 ≠ ∅.
C.2 Tracking Speed Analysis
Tracking speed is a decisive factor in many applications. We provide a detailed analysis
by threemeasures4: (i) initialization time, (ii) maximumper-frame time and (iii) average
per-frame time. The initialization time is computed as the initial frame processing time
averaged over all sequences. The maximum per-frame time is computed as the median
of the slowest 10% of the frames averaged over all sequences. We also measure average
speed by averaging over all frames in the dataset. All measurements are in milliseconds
per frame (mpf). The experimentswere carried out at a standard desktop computerwith
3.4GHz 6700-i7 CPU, 16GB of RAMandNVidia GTX 1060GPUwith 6GB of RAM.
The tracking speeds are reported in Figure c.1 with trackers categorized into three
groups according to the average speed: fast (> 15fps), moderately fast (1fps-15fps) and
slow (< 1fps). The fastest tracker is KCF due to efficientmodel learning and localization
by fast Fourier transform. The slowest methods are CNN-based MDNet and CREST
due to the time-consuming model adaptation and MUSTER due to slow keypoint ex-
traction in the detection phase. Several trackers exhibit a very high initialization time
4Due to the limitations of the source code of MUSTER provided by the authors we were able to
calculate the average speed, but not initialization and maximum per-frame times.
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(in order of several thousand mpf). The delay comes from loading CNNs (SiamFC,
ECO, PTAV, MDNet, CREST) or pre-calculating visual models (ECOhc, CMT, TLD,
SRDCF, DSST).
Ideally, the tracking speed would be approximately constant over all frames guaran-
teeing completion within a fixed time delay. Small differences between the maximum
per-frame and average time indicate stability. This difference is the largest for the fol-
lowing trackers: ECOhc and ECO (due to a time-consuming update every five frames),
FCLT (due to re-detection on the entire image, which is moderately slow for large im-
ages), PTAV (due to the slowCNN-based detector) andMDNet (due to the slowupdate
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C.3 Comparison of performance measure rankings
To gain further insights into the proposed primary measure, i.e., tracking F-score (Sec-
tion IV in the paper), we compare it with the existingmeasures – area under success rate
curve (AUC [13]) and to the modified AUC (AUC𝑚𝑜𝑑 [66, 69]).
Since area under the curve is based on the overlap measure, the AUC is defined only
on frames where target is visible (overlap between a predicted region and an empty re-
gion is not defined). The modified AUC extends the basic measure so that it re-defines
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the definition of overlap in the following way: when target is not visible the overlap is
1 if a tracker predicts that target is not visible and the overlap is zero if tracker makes a
prediction of the position.
Figure c.2 shows the values of the different performance measures computed for all
trackers tested in the paper. The results show that the AUC measure punishes trackers
like TLD andCSRDCF,which are ranked higher according to the F-score. The reason is
that AUC does not measure ability to predict target absence. Observe that the perform-
ance ofmost of the short-term trackers increases under theAUC𝑚𝑜𝑑 , compared toAUC,
while the long-term trackers with a strong re-detection capability (SiamRPN++, FCLT,
HMMTxD) have lower AUC𝑚𝑜𝑑 than AUC.This result supports our observation that
AUC𝑚𝑜𝑑 is not tailored well for exposing all long-term tracking capabilities, as it favours
trackers which are more successful in predicting target absence than re-detecting the tar-
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This thesis addressed the two sub-fields of visual object tracking, which are the short-
term and long-term tracking. We focused on the methodological framework of discrim-
inative correlation filters (DCFs), which have shown a great potential in visual tracking
due to its efficiency and robust tracking performance. We proposed four contributions
to the science, which are summarized in the following.
As the first contributionwe proposed a discriminative part-based visual model which
decomposes the target into a small number of mid-level parts. This approach signific-
antly reduces the number of free parameters to be estimated due to the smaller number
of the parts, comparing to the existing part-based trackingmethods, while each part still
covers only a local region of the target. Part-based localization is particularly challenging
under abrupt target motion due to the limited size of the search region of each part. For
this reasonwe followed the two-layer visual model formulation [1] and used a global tar-
get representation for approximate target localization and a part-based mid-level repres-
entation for location refinement. Partial occlusion often reduces localization capability
of the occluded parts, which leads to poor tracking performance if localization of the
parts is performed independently. We thus introduced geometric constraints between
the parts and modeled them by a physical spring system. Constraints force the parts to
move consistently, yet are allowed to deviate to a certain degree from a joint motion,
thus accounting for the potential target deformation. We introduced visual constraints
as well, which are determined by a DCF response on each part. Both, geometric and
visual constraints aremodelled with a single framework, i.e., a multi-dimensional spring
system. We proposed an efficient optimization for multi-dimensional spring system en-
ergy minimization. The proposed part-based DCF tracker explicitly addresses nonrigid
deformations and (self-)occlusions and runs in real-time. The tracker was evaluated on
three benchmarks: VOT2014 [15], VOT2015 [16] and OTB100 [71] and achieved state-
of-the-art tracking performance at the time of the submission. The work has been pub-
lished in the scientific journal [78].
The constrained filter learning and channel reliability for discriminative correlation
filters present the second contribution of the thesis. This method addresses the limit-
ations related to Fourier-based DCF formulation and increases the detection range of
theDCF.Themethod assumes a spatial reliabilitymap, which identifies the target pixels
within the search region and is estimated by solving a graph labelling problem, based on
color segmentation, efficiently in each frame. This map adapts the filter support to the
part of the region suitable for tracking. Using a constraint in the filter learning prevents
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fromusing the standard, closed-formDCF formulation [36]. We therefore proposed an
efficient optimization procedure, derived for learning a constrained correlation filter.
Modern DCFs operate on multi-channel features, like HoG [45] or colornames [46,
109], which are much more descriptive than a grayscale or an RGB image. Using mul-
tiple feature channels often leads to some channels being less informative than others.
The second novelty of this work was channel reliability i.e., channel attention mechan-
ism,which automatically determines themost informative feature channels and emphas-
izes their contribution at target localization.
We experimentally showed that the novel filter optimization procedure outperforms
the related approaches for constrained DCF learning. The proposed tracker showed
state-of-the-art performance at the time of the submission on standard tracking bench-
marks [16, 71, 86], while running in real-time on a single CPU.The preliminary version
of this work was presented at a conference [77], and later extended in the journal pub-
lication [79].
We presented a discriminative segmentation-based deep visual model as the third con-
tribution of the thesis. The method estimates the target position as a per-pixel binary
segmentation mask using features from deep convolutional neural networks (CNNs).
Transforming the object to a very high dimensional feature space makes CNN-based
representations invariant to significant illumination and target appearance changes. The
proposed method encodes the target appearance by two discriminative visual models –
one is adaptive and highly discriminative, but geometrically constrained to an Euclidean
motion (GEM, geometrically constrained Euclideanmodel), while the other is invariant
to a broad range of transformation (GIM, geometrically invariant model). GIM sacri-
fices spatial relations to allow target localization under significant deformation. On the
other hand,GEMpredicts only target center position, but discriminatively adapts to the
target and acts as a selector between possibly multiple target segmentations inferred by
GIM. The primary output of the method is a segmentation map computed in a single
pass through the network, which is trained end-to-end for segmentation only on a single
dataset [97].
The proposed tracker achieved state-of-the-art performance on four tracking bench-
marks [86, 98–100] and comparable segmentation performance on two video object seg-
mentation benchmarks [101, 102], while running an order of magnitude faster than ex-
isting video object segmentationmethods. The results showed a great generalization cap-
ability of a network which was trained for segmentation only. The work was presented
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in the conference publication [80].
The last contribution consists of the two parts: a discriminative long-term tracking
visual model and a long-term tracking performance evaluation methodology. In the first
part we proposed a fully correlational long-term tracker, which exploits our DCF learn-
ing method [79] that allows to control the support of the discriminative filter. This en-
ables to decouple the target and the search region sizes, which allows to implement the
detector as aDCFand efficiently apply it to thewhole image. Both the short-term tracker
and the detector are DCFs operating efficiently on the same representation. The DCFs
are trained on different time scales to achieve resistance to occlusions, disappearance, or
short-term tracking problems of different duration. The localization uncertainty is facil-
itated by the fact that both the detector and the short-term tracker output the same rep-
resentation - the correlation response. This leads to a simple and effective method that
controls their interaction. Extensive experiments showed that the proposed long-term
tracker by far outperformed all state-of-the-art trackers on a long-term benchmark [20]
at the time of the submission and achieved excellent performance even on short-term
benchmarks [71, 86]. The proposed tracker has a small memory footprint, does not re-
quire GPUs and runs at 15 fps on a CPU.The work was presented in a conference pub-
lication [81].
As the secondpart of the contributionwepresented anovel long-term trackingbench-
mark. We proposed a new tracking taxonomy for fine categorization of long-term track-
ers. Based on this taxonomy we proposed new performance measures, evaluation pro-
tocol and the dataset, all carefully designed to expose the long-term tracking properties.
We experimentally showed the proposed performance measures produce
well-interpretable results and significant robustness to the annotation sparsity. Using
theproposed evaluation tools, weprovided an in-depth analysis of twenty long-termand
short-term trackers. The analysis included a new re-detection experiment that exposed
crucial long-term tracking capabilities. The tracker performance was analyzed with re-
spect to the sequence attributes and the target disappearance rate. We tested also the
overall performance of the architectures and analyzed re-detection strategies and influ-
ence of themodel update strategies on the long-term tracking drift. The long-term track-
ing benchmark was presented in the journal publication [82] and has been used in the
major visual object tracking challenge in computer vision community – VOT [98, 103,
106].
The field of visual object tracking has progressed significantly in the last ten years. We
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witnessed several dominant methodologies in the field in this time, including generat-
ive models [28, 29], part-based [1, 2] and holistic approaches [30, 136]. A very popular
methodology of discriminative correlation filters [36] (DCFs) gained a lot of attention
in 2014. DCFswere the basis for a huge number of newmethods, which were developed
later [37, 109]. The most recent advancements in visual object tracking were made in a
direction of deep neural networks [52, 57]. These methods significantly outperformed
previous, so called hand-crafted approaches in terms of tracking performance and effi-
ciency. We believe that methods based on deep neural networks will become even more
popular and will achieve even better tracking performance in the future. We see the
largest potential of deep neural networks to be used for predicting target presence and
as a single-shot target detector trained during tracking to estimate potential target posi-
tions and distractors in the image.
8.1 Future Work
Tracking methods presented in this thesis predict the target position as a
two-dimensional region, i.e., a bounding box or a segmentation mask, which does not
have any information about the 3D structure of the object. In many applications, e.g.,
virtual reality or augmented reality applications, the 3D information about the target
position is crucial, which motivates our future work. Predicting a 3D target position
from a 2D image is a challenging task, due to the large number of possible solutions.
Current state-of-the-art methods in 3D tracking rely on a pre-defined 3D model, which
significantly reduces the space of possible solutions. On the other hand, the 3D model
limits the usability of such system and prevents to track an arbitrary object for which
a 3D model is not available. The discriminative single shot segmentation network [80]
could be extended with an additional head for predicting the 3D position, i.e., transla-
tion and rotation of the object. We believe that a high-quality segmentationmask could
constrain the space of possible solutions and the method would be able to predict a reli-
able 3D target position.
The long-term tracking architecture with a single visual model used for a short-term
component and a detector, whichwe presented in [81] has a large potential in long-term
tracking due to its simplicity and efficiency. Themain drawbacks of the method [81] are
hand-crafted features and a hand-crafted localization uncertainty detection mechanism.
A short-term component and a detector could be developed using deep features, while
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the localization uncertainty detection method could be learnable. In addition, the long-
term tracker could be extended with the segmentation network [80] for predicting the
segmentation mask, which is expected to increase the estimation accuracy. Since the
method can be developed within a single deep neural network architecture, further per-
formance improvements can be expected from the end-to-end training.
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Vizualno sledenje naslavlja problem ocenjevanja pozicije objekta v video posnetku.
Objekt zanimanja uporabnik običajno označi z očrtanim pravokotnikom na začetku vi-
dea, kar je edina nadzorovana informacija o izgledu objekta, ki jo dobi sledilni algoritem.
Problem vizualnega sledenja razdelimo v dve skupini: kratkoročno in dolgoročno. Pri
kratkoročnem sledenju je tarča skozi celoten posnetek vidna, zato sledilnik napove nje-
no pozicijo v vsaki sliki. Za dolgoročne sledenje pa je značilno, da lahko tarča izgine iz
vidnega polja kamere, ali pa je popolnoma zakrita za daljše časovno obdobje. Razlike
med kratkoročnim in dolgoročnim sledenjem zahtevajo različno zasnovo sledilnih algo-
ritmov za posamezni problem. V doktorski disertaciji obravnavamo tako kratkoročno
kot tudi dolgoročno vizualno sledenje.
Glede na nivo podrobnosti predstavitve izgleda objekta delimo sledilnike v dve sku-
pini. V prvo spadajo sledilniki, ki razdelijo objekt na več delov in sledijo vsakemu delu
posebej [1–6]. Taki sledilniki so običajno uspešni pri sledenju deformabilnim objektom,
saj vsak del predstavlja le manjši, lokalni del tarče, ki se med deformacijo objekta ne bi-
stveno spreminja. Sledilniki z deli so zelo uspešni tudi ob delnih zakrivanjih objekta, saj
zakrivanje vpliva samo na določeno število delov, nezakriti deli pa lahko še vedno uspe-
šno sledijo objektu. V drugo skupino spadajo sledilniki, ki tarčo predstavijo kot celoto –
z enim vizualnim modelom. Rečemo jim holistični sledilniki in so v primerjavi s sledil-
niki z deli slabši pri naslavljanju delnih zakrivanj in sledenju deformabilnih objektov. En
vizualni model je v teh primerih bolj občutljiv na poslabšanje modela, kot pa množica
večih vizualnihmodelov, kar pogosto povzroči slabše sledenje ali celo odpoved sledilnika.
Glavna prednost holističnih modelov je manjše število prostih parametrov, ki jih mora
sledilnik oceniti, kar se običajno odraža v bolj natančni napovedi pozicije tarče.
Vizualno sledenje je zahteven problem zaradi številnih dejavnikov, kot so: delna za-
krivanja objekta, spremembe osvetlitve scene, hitri premiki kamere, podobnost objekta
z ozadjem, ter deformacije objekta. Vizualno sledenje pa ima tudi velik potencial v števil-
nih aplikacijah, kot so: nadzorni sistemi, sistemi za spremljanje športne analitike, aplika-
cije za obdelovanjemedicinskih slik, orodja za urejanje videa, vmesniki človek-računalnik
in sistemi za avtonomno vožnjo. Znanstveni izzivi in praktična uporabnost so razlogi, ki
so vzpodbudili številne znanstvene objave, pregledne članke [7–12] in tekmovanja [13–
20] na temo vizualnega sledenje.
Zgodnje metode za vizualno sledenje so temeljile na optičnem toku [21, 22], odšteva-
nju ozadja [23, 24], ter segmentaciji [25–27]. Za tem so postali popularni sledilniki, ki
temeljijo na generativni vizualnih modelih. Ti sledilniki objekt lokalizirajo tako, da v
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sliki poiščejo regijo, ki mu je najbolj podobna, glede na vizualni model. Primera genera-
tivnih sledilnikov sta IVT [28] in ASLA [29]. V splošnem generativne metode delujejo
dobro, ko je objekt dobro vizualno ločen od ozadja, več težav pa imajo, ko se v okolici
tarče pojavijo podobni objekti – v takih primerih pogosto pričnejo slediti napačni tarči.
Glavni razlog za to pomanjkljivost je neupoštevanje vizualnega izgleda ozadja.
Kot alternativa generativnimmodelom so se v vizualnem sledenju uveljavili diskrimi-
nativni modeli, ki poleg izgleda objekta upoštevajo tudi izgled ozadja v njegovi neposre-
dni bližini. Diskriminativni sledilniki običajno med sledenjem učijo klasifikator, tako
da čim bolje razlikuje med regijami, ki vsebujejo objekt in tistimi regijami, ki objekta
ne vsebujejo. Prvi diskriminativni sledilniki temeljijo na vzorčenju regij iz slike [30–32],
konceptualno bolj privlačna pa je metoda podpornih vektorjev [33], ki je formulirana
kot skalarni produkt med predlogo tarče in regijo v sliki na določeni lokaciji. Formula-
cijo lahko razširimo na vse lokacije znotraj iskalne regije, kar problem prevede na izra-
čun križne korelacije med predlogo in iskalno regijo. Uporaba križne korelacije odpira
vprašanje njenega učinkovitega izračuna, ter učinkovite izbire ali izračuna predloge za
izračun korelacije. Najbolj enostaven način je, da za predlogo uporabimo kar regijo iz
slike, ki vsebuje tarčo, kar pomeni, da vizualna informacija ozadja v vizualnem modelu
ni upoštevana – torej gre za generativni pristop.
Leta 2010 so Bolme in sod. [36] obudili idejo diskriminativnih korelacijskih filtrov iz
osemdesetih in jo aplicirali na problem vizualnega sledenja. Hester in sod. [70] definira-
jo izračun korelacijskega filtra kot učenje linearnega klasifikatorja (filtra) v Fourierjevem
prostoru, kar signifikantno pospeši pospeši tako postopek kreiranja filtra, kot tudi pro-
ces lokalizacije objekta. Filter je učen tako, da so v rezultatu korelacije na položaju centra
objekta visoke vrednosti, drugod pa nizke, kar poveča diskriminativnost klasifikatorja.
Prve izboljšave osnovne formulacije korelacijskih filtrov obsegajo učenje filtra z uporabo
nelinearnega jedra [37], vpeljavo več-kanalnih značilnic [38, 39], ter metode za ocenjeva-
nje spremembe velikosti objekta [40, 41]. Kljub dobrim rezultatom, ki so jih dosegali
korelacijski filtri, so nekateri izzivi ostali nerešeni. En od teh je učenje filtra iz nereali-
stičnih učnih primerov, ki nastanejo zaradi križne korelacije, saj se le-ta v Fourierjevem
prostoru spremeni v cirkularno korelacijo, kar cirkularno zamakne učne primere. Posle-
dica takega učenja je slab filter. Naslednji izziv je omejitev velikosti filtra, saj učinkovito
učenje filtra zahteva, da sta filter in iskalna regija enako velika. Ta omejitev pride še pose-
bej do izraza v primerih, ko zaradi hitrega premikanja objekta sledilnik potrebuje veliko
iskalno regijo, kar pomeni tudi velik filter in s tem povečano količino ozadja v regiji iz ka-
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tere se filter uči. Posledica je filter, ki del ozadja interpretira kot objekt, se nauči njegovega
izgleda, kar vodi v poslabšanje sledenja, v ekstremnih primerih pa lahko privede tudi do
odpovedi sledilnika. Omenjeni izzivi so v zadnjih letih vzpodbudili številne izboljšave
standardne formulacije diskriminativnih korelacijskih filtrov [42–44].
Zelo pomembna komponenta sledilnih algoritmov so značilnice s katerimi predsta-
vimo izgled objekta. V preteklosti so sledilniki uporabljali predvsem značilnice, ki so
bile načrtovane s strani raziskovalcev. Klasična primera, ki sta se pogosto uporabljala
sta: histogrami usmerjenih gradientov [45] (HoG) in reprezentacije z imeni barv (angl.,
colornames, CN) [46]. V zadnjem času pa postajajo vedno bolj pogosto uporabljene
značilnice, ki so izračunane s pomočjo globokih konvolucijskih nevronskih mrež [47].
Glavni razlog za razmah globokih značilnic je predvsem njihova neobčutljivost na lokal-
ne spremembe izgleda objekta, ter neobčutljivost na spremembe osvetlitve scene. En
izmed prvih sledilnikov, ki so temeljili na globokih nevronskih mrežah in ki je signifi-
kantno izboljšal rezultate klasičnih metod za sledenje, je MDNet [48]. Glavna značil-
nost sledilnika je učenje nevronske mreže za izračun diskriminativnih značilnic na veliki
množici video posnetkov, poleg tega pa predlaga robusten način posodabljanja izgleda
objekta med sledenjem. V preteklosti so se globoke nevronske mreže učene za detekcijo
objektov pogosto uporabljale za izračun značilnic za korelacijski filter. Taki korelacijski
filtri običajno dosegajo veliko boljše rezultate kot korelacijski filtri, ki temeljijo na klasič-
nih značilnicah. Kot alternativa učenju korelacijskega filtra na globokih značilnicah se v
zadnjem času uveljavlja učenje nevronske mreže za izračun globokih značilnic, tako da
je lokalizacija s korelacijo diskriminativna. Za tak način učenja so se siamske nevronske
mreže izkazale kot zelo učinkovite [52–54].
Metode, ki temeljijo na globokih značilnicah običajno dosegajo boljše rezultate kot
metode, ki temeljijo na klasičnih značilnicah. Globoke značilnice so izračunane z glo-
boko nevronsko mrežo, ki za učinkovit izračun potrebuje posebno strojno opremo, t.j.
grafično procesno enoto. To predstavlja glavno omejitev globokih metod, saj zmanjšu-
je njihovo uporabno vrednost kadar posebna strojna oprema ni na voljo, na primer v
vgrajenih sistemih ali na mobilnih napravah. Metodologija, ki omejitve glede strojne
opreme nima, kljub temu pa še vedno dosega zelo dobre rezultate, so diskriminativni
korelacijski filtri izračunanih na klasičnih značilnicah. V disertaciji se zato osredotočimo
na naslavljanje nekaterih pomanjkljivosti diskriminativnih korelacijskih filtrov, glavne
prispevke disertacije pa opišemo v nadaljevanju.
Razširjeni povzetek 193
Prispevki k znanosti Doktorska disertacija je sestavljena iz štirih prispevkov, ki jih
opišemo v preostanku poglavja. V prvem prispevku predlagamo kratkoročni sledilnik z
deli. Drugi prispevek naslavlja problem sledenja objektov, ki so slabo opisani z očrta-
nim pravokotnikov in je predstavljen kot učenje izgleda objekta z omejitvami. V tretjem
prispevku naslovimo problem sledenja preko segmentacije objekta. Zadnji prispevek se
nanaša na dolgoročno sledenje in je razdeljen na dva dela. V prvem delu predlagamo dol-
goročni sledilnik z enotnim vizualnimmodelom tako za kratkoročno komponento, kot
tudi za detektor. V drugem delu predlagamo novo metodologijo za evalvacijo dolgoroč-
nih sledilnikov.
Diskriminativni vizualni model z deli Vdelu [78] predlagamo sledilnik, ki tarčo pred-
stavi z majhnim številom srednje velikih delov. Zaradi manjšega števila delov, kot jih obi-
čajno najdemo v sledilnikih z deli, je tudi število prostih parametrov, ki jih je potrebno
med sledenjem oceniti manjše. Vsak del predstavlja le lokalni del objekta, velikost njego-
ve iskalne regije pa je omejena, kar predstavlja težavo, ko so premiki objekta med zapore-
dnima slikama v videu veliki. Predlagan sledilnik zato tarčo predstavi na dveh nivojih [1].
Prvi nivo modelira globalni izgled tarče, med sledenjem pa skrbi za grobo lokalizacijo, s
čemer naslavlja problem velikih premikov med slikama. Na lokalnem nivoju je izgled
tarče modeliran z množico delov, ki natančno ocenijo lokacijo objekta. Vizualni izgled
tarče je tako na globalnem, kot tudi na lokalnem nivoju je predstavljen s korelacijskimi
filtri.
Pri delnem zakrivanju objekta določeni deli zaradi zakrivanja ne morejo lokalizirati
dela tarče, kar lahko privede do poslabšanja sledenja ali celo do odpovedi sledilnika. Pro-
blem je še posebej izrazit, če vsak del lokalizira del tarče neodvisno od ostalih delov. V
predlaganem sledilniku zato vpeljemo geometrijske omejitve med deli, ki omejujejo, da
se deli premikajo konsistentno, pri čemer dovoljujejo manjša odstopanja, kar omogoča
naslavljanje deformacij objekta. Poleg geometrijskih omejitev v model vpeljemo še vizu-
alne omejitve, ki so določene z rezultatom korelacije vsakega dela s pripadajočim korela-
cijskim filtrom. Tako geometrijske kot tudi vizualne omejitve predstavimo z enotnim,
več-dimenzionalnim sistemom vzmeti, ter pokažemo, da je minimizacija energije take-
ga sistema ekvivalentna aposteriorni verjetnosti vrednosti parametrov deformabilnega
modela.
Predlagan sledilnik je v času objave dosegel rezultate primerljive s takrat najboljšimi
metodami za vizualno sledenje na treh podatkovnih zbirkah: VOT2014 [15],
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VOT2015 [16] in OTB100 [71], poleg tega pa je sposoben delovati v realnem času.
Učenje diskriminativnih korelacijskih filtrov z omejitvami in metoda za oceno zaneslji-
vosti kanalov filtra Sledilnik opisan v prejšnjem poglavju še vedno ocenjuje veliko šte-
vilo prostih parametrov, kar pogosto vodi v slabše rezultate sledenja kadar se objekt ne
deformira ali ob rotacijah izven slikovne ravnine kamere. Take primere običajno bolje
naslavljajo holistični sledilniki, saj med sledenjem ocenjujejo manjše število prostih pa-
rametrov. V zadnjih letih so se diskriminativni korelacijski filtri izkazali za eno izmed
najbolj perspektivnih metodologij za predstavitev izgleda objekta, saj dosegajo zelo do-
bre rezultate, izračun filtra pa je zelo učinkovit. Kljub temu imajo nekaj pomanjkljivosti,
kot so: (i) učenje filtra je zaradi učinkovitosti definirano v Fourierjevem prostoru, ki pa
implicitno uporablja cirkularno zamaknjene slike tarče in s tem ustvarja nerealistične uč-
ne primere, (ii) učinkovita implementacija zahteva, da sta filter in iskalna regija enako
velika, ter (iii) uporaba enega modela za predstavitev izgleda objekta pogosto povzroča
slabše sledenje objektov, ki so slabo opisani z očrtanim pravokotnikom.
V delih [77] in [79] naslovimo pomanjkljivosti omenjene v prejšnjem odstavku. Uče-
nje filtra formuliramokot učenje z omejitvami, pri čemer je omejitev definirana kotmapa
prostorske zanesljivosti, ki določa kateri slikovni elementi znotraj regije za učenje filtra
pripadajo objektu in kateri ozadju. Prostorsko zanesljivost ocenimokot binarno segmen-
tacijsko masko. Rešitve za učenje filtra zaradi uporabe omejitev ne moremo zapisati v
zaprti obliki, kakor je to mogoče pri standardni formulaciji korelacijskega filtra [36], za-
to predlagamo učinkovito iterativno optimizacijo. Predlagana metoda za učenje filtra z
omejitvami omogoča poljubno povečanje filtra in s tem iskalne regije, kar omogoča lo-
kalizacijo objekta tudi ob večjih premikih med zaporednima slikama, ter zmanjša vpliv
nerealističnih učnih primerov. Poleg tega pa naslavlja tudi problem sledenja objektov, ki
so slabo opisani z očrtanim pravokotnikom.
Sledilniki, ki temeljijo na diskriminativnih korelacijskih filtrih ne uporabljajo le pre-
prostih, eno-kanalnih značilnic, ampakvelikokompleksnejše, več-kanalne značilnice, kot
sta HoG [45] ali CN [46]. Pri uporabi več-kanalnih značilnic se pogosto dogaja, da so
nekateri kanali bolj informativni odostalih, kar povzroča poslabšanje sledenja, v primeru
da vse kanale obravnavamo enako. Zato predlagamo metodo za avtomatično ocenjeva-
nje informativnosti kanalovmed učenjem filtra, ki med lokalizacijo objekta poudari bolj
informativne kanale.
Z eksperimenti pokažemo, da predlaganametoda za učenje filtra z omejitvami izboljša
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rezultate obstoječih metod za učenje diskriminativnih korelacijskih filtrov z omejitvami.
V času objave je predlagan sledilnik na standardnih podatkovnih zbirkah za vizualno
sledenje [16, 71, 86] dosegel rezultate, ki so bili primerljivi z najboljšimi obstoječimi me-
todami. Poleg tega sledilnik teče v realnem času na centralno-procesni enoti.
Diskriminativni globoki vizualni model za segmentacijo Večina obstoječih metod za
vizualno sledenje oceni položaj objekta kot očrtan pravokotnik, kar je pogosto nenatanč-
no, še posebej ko se objekt deformira ali rotira. Bolj natančna ocena položaja objekta je
binarna segmentacija, ki za vsak slikovni element določi ali pripada objektu ali ozadju.
V prejšnjem poglavju smo opisali sledilnik [79], ki segmentacijo uporabi kot omejitev
pri učenju filtra, za kar se barvna segmentacija izkaže kot dovolj dobra. Po drugi stra-
ni pa rezultat segmentacije ni dovolj natančen za oceno položaja objekta, ki jo sledilnik
poroča, saj je segmentacija nestabilna. Vzrok za nestabilnost lahko pripišemo slabši ek-
spresivnosti barvnih značilnic, občutljivosti značilnic na spremembe osvetlitve scene v
video posnetku in občutljivosti na spremembe izgleda objekta.
V zadnjem času so se značilnice izračunane s pomočjo globokih nevronskihmrež (glo-
boke značilnice), izkazale kot zelo uspešne za segmentiranje objektov v slikah [89–91].
Globoke nevronskemreže transformirajo izgled objekta v visoko-dimenzionalni prostor
značilnic, zato so značilnice neobčutljive na spremembe osvetlitve in na spremembe iz-
gleda zaradi geometrijskih transformacij objekta. V zadnjem času so bile predstavljene
številne metode za segmentacijo objektov v videu [92–96], ki dosegajo zelo dobre rezul-
tate. Te metode so običajno zelo počasne in zasnovane za segmentacijo velikih objektov
v kratkih video posnetkih, kar omejuje njihovo uporabnost v vizualnem sledenju.
Wang in sod. [54] so obudili uporabo segmentacije v vizualnem sledenju in predsta-
vili sledilnik, ki temelji na uporabi globokih nevronskih mrež, položaj objekta pa oceni
kot segmentacijsko masko. Kljub zelo dobrim rezultatom ima [54] določene pomanj-
kljivosti, npr. lokalizacijo objekta predstavi kot zaporedno ocenjevanje centra objekta in
segmentacije na ocenjeni lokaciji, kar preprečuje učenje nevronske mreže z enovitim uč-
nim postopkom. Poleg tega pa med sledenjem ne posodablja vizualnega modela izgleda
objekta, saj je ta ocenjen le na začetku video posnetka.
V delu [80] naslovimo prej omenjene pomanjkljivosti segmentacijskih metod za vizu-
alno sledenje, tako da predlagamodiskriminativnimodel za oceno segmentacijskemaske.
Objekt predstavimo z dvema vizualnima modeloma, prvi, imenovan GEM (angl., geo-
metrically constrained Euclidean model) je evklidski in se med slednjem diskriminativ-
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no posodablja. Zaradi diskriminativnega učenja deluje kot selektor ko je znotraj iskalne
regije prisotnih več objektov s podobnim izgledom. Model GEM oceni le center objek-
ta, zato vpeljemo še drugi model, ki oceni približno segmentacijo objekta (model GIM,
angl., geometrically invariant model). Ta model je invarianten na velik nabor geometrij-
skih transformacij, kar omogoča natančno lokalizacijo tudi ob ekstremnih deformacijah
objekta. Rezultata obeh modelov sta združena v končno napoved v obliki segmentacij-
ske maske, ki je ocenjena v enem prehodu skozi nevronsko mrežo.
Predlagan sledilnik dosega rezultate, ki so primerljivi rezultatomnajboljših obstoječih
metod za vizualno sledenje, ter tudi rezultatom najboljših obstoječih metod za segmen-
tacijo objektov v videu. Ti rezultati kažejo izjemno sposobnost generalizacije, saj je bila
nevronska mreža učena samo za problem segmentacije na eni učni množici, medtem ko
večina obstoječih metod za vizualno sledenje uči nevronske mreže za lokalizacijo na veli-
ko večjih množicah učnih podatkov. Sledilnik deluje skoraj v realnem času, za delovanje
pa potrebuje grafično procesno enoto.
Diskriminativni vizualni model za dolgoročno sledenje in metodologija za ocenjevanje
dolgoročnih sledilnikov Pri dolgoročnem vizualnem sledenju objekt pogosto zapusti
vidno območje ali je popolnoma zakrit za daljše časovno obdobje. Sledilni algoritem
mora biti zato sposoben določiti kdaj objekt ni viden, ter ga ponovno lokalizirati ko
postane viden, kar zahteva spremenjen način lokalizacije in prilagajanja na spremembe
izgleda. Razvoj dolgoročnega sledilnika zato običajno obsega naslednje korake: (i) izbor
dvehosnovnihkomponent–kratkoročnega sledilnika indetektorja, (ii) določitevnačina
interakcije obeh komponent in oceno negotovosti lokalizacije, ter (iii) način posodablja-
nja vizualnega modela. Obstoječe metode običajno kombinirajo različne metodologije
za kratkoročni sledilnik in za detektor, zaradi česar je interakcija obeh komponent zaple-
tena in neučinkovita. V literaturi lahko najdemo dolgoročne sledilnike, ki kombinirajo
optični tok in kaskadni klasifikator, ki temelji na naključnih gozdovih [59], optični tok
in detektor na osnovi ključnih točk [61], diskriminativni korelacijski filter in detektor na
osnovi ključnih točk [62], ter diskriminativni korelacijski filter in nevronsko mrežo za
ponovno detekcijo objekta [64].
Problem kombinacije različnih pristopov smo naslovili s sledilnikom, ki tarčo pred-
stavi z enotnim vizualni modelom za kratkoročni sledilnik in detektor [81]. Predlagan
sledilnik razširi metodo za učenje korelacijskega filtra z omejitvami, ki je opisana v Po-
glavju 9, tako da naredi velikost filtra neodvisno od velikosti iskalne regije, kar omogoča
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učinkovito lokalizacijo objekta na celi sliki. To je še posebej koristno pri detektorju, saj
mora biti sposoben objekt lokalizirati na celotni sliki. Izgled objekta je predstavljen z
množico korelacijskih filtrov, ki se posodabljajo različno hitro, kar omogoča naslavljanje
kratkotrajnih zakrivanj in izginotji objekta iz slike. Detekcija izginotja tarče in njene po-
novne pojavitve je določena glede na oceno negotovosti lokalizacije, in je definirana kot
zanesljivost korelacije.
Eksperimentalna evalvacija predlaganega sledilnika je pokazala, da je v času objave do-
segel najboljše rezultate na podatkovni zbirki za dolgoročno vizualno sledenje [20]. Po-
leg tega je predlagan sledilnik dosegel rezultate primerljive z najboljšimi metodami na
podatkovnih zbirkah za kratkoročno vizualno sledenje [71, 86].
Dolgoročni sledilniki s sposobnostjo ponovne detekcije tarče na celotni sliki so bistve-
nomanj razviti kot kratkoročni sledilniki. Glavni razlog za to pripisujemo pomanjkanju
metodologije za evalvacijo dolgoročnih sledilnikov, ki se osredotoča na naslavljanje po-
novne detekcije objekta po izginotju iz vidnega polja kamere. Večina dolgoročnih sledil-
nikov je zato eksperimentalno validiranih na podatkovnih zbirkah za kratkoročno slede-
nje z uporabo mer uspešnosti kratkoročnega sledenja. Obstoječa evalvacija ne poudarja
lastnosti, ki so pomembne za dolgoročno sledenje, kot na primer: mere uspešnosti krat-
koročnega sledenja ne kaznujejo sledilnikov, ki napovejo položaj objekta, čeprav ta ni
viden. Tak način merjenja uspešnosti sledilnikov ne usmerja razvoja področja v pravo
smer.
V delu [82] predlagamo novo razvrstitev dolgoročnih sledilnikov, na podlagi katere
predlagamonovemere uspešnosti, postopek evalvacije dolgoročnih sledilnikov in podat-
kovno zbirko za dolgoročno vizualno sledenje. Na primerih pokažemo, da lahko uspe-
šnost dolgoročnih sledilnikov izmerjeno s predlaganimi merami enostavno interpretira-
mo, ter da so mere robustne na različno časovno gostoto anotacij v video posnetku. Na
predlagani podatkovni zbirki evalviramo dvajset dolgoročnih in kratkoročnih sledilni-
kov, ter analiziramo vpliv različnih arhitektur na uspešnost dolgoročnega sledenje. Pre-
dlagamo tudi eksperiment, kimeri uspešnost sledilnika za ponovnodetekcijo objekta, ko
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