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Abstract. We consider the Knizhnik-Zamolodchikov (KZ ) and dynamical equations,
both differential and difference, in the context of the (glk , gln) duality. We show that
the KZ and dynamical equations naturally exchange under the duality.
Introduction
The Knizhnik-Zamolodchikov (KZ ) equations is a holonomic system of differential
equations for correlation functions in conformal field theory on the sphere. They play
an important role in representation theory of affine Lie algebras and quantum groups.
The difference analogue of the KZ equations is called the quantized Knizhnik-Zamo-
lodchikov (qKZ ) equations.
There are rational, trigonometric and elliptic versions of KZ and qKZ equations,
depending on what kind of coefficient functions the equations have. In this paper we
consider the rational and trigonometric versions.
In [FMTV] we discovered another holonomic system of differential equations with
rational coefficients, which is compatible with an extension of the rational KZ equations
by an element of the Cartan subalgebra. We call the new equations the rational dy-
namical differential (DD) equations. The difference analogue of the DD equations was
constructed in [TV1] and called the rational difference dynamical (qDD) equations.
The rational qDD equations are compatible with the trigonometric KZ equations.
Around 1995 for a simple Lie algebra g De Concini and Procesi introduced a U(g)
valued connection on the set of regular elements of the Cartan subalgebra of g [CP].
They conjectured that the monodromy of the connection is described in terms of the
corresponding quantum Weyl group. In the recent work of Toledano-Laredo this con-
jecture is proved for g = sln [TL].
When the work [FMTV] had been written, P.Etingof told us about the De Concini–
Procesi connection and indicated that their connection is a special case of our DD
equations.
⋆Supported in part by RFFI grant 99–01–00101 and INTAS grant 99–01705
E-mail: vt@pdmi.ras.ru
∗Supported in part by NSF grant DMS–9801582
E-mail: anv@email.unc.edu
The (glk , gln) duality plays an important role in the representation theory and
the classical invariant theory, see [Zh1], [H]. In [TL] Toledano-Laredo discovered that
with respect to this duality the De Concini–Procesi connection is dual to the ratio-
nal differential KZ equations and used this fact to compute the monodromy of the
De Concini–Procesi connection in terms of the quantum Weyl group. Our paper is
inspired by the result of [TL].
In this paper we show that under the (glk , gln) duality the KZ and qKZ equations
for the Lie algebra glk exchange with the DD and qDD equations for the Lie algebra
gln , while theDD and qDD equations for glk exchange with theKZ and qKZ equations
for gln .
The duality between the KZ and DD equations in the rational differential case
is essentially the “quantum” version of the duality for isomonodromic deformation
systems [Ha1]. We thank J.Harnad for pointing out this observation to us. The
relation of the differential KZ equations and the isomonodromic deformation systems
is described in [R], [Ha2].
An interplay between extremal projectors and R-matrices, relevant to the duality
studied in our paper, has been observed in [ST].
We consider three cases in the paper: the rational differential, trigonometric differ-
ential, and rational difference cases. To consider the trigonometric difference case, the
duality for the trigonometric qKZ equations and the trigonometric qDD equations, one
has to employ the q-analogue of the (glk , gln) duality: the
(
Uq(glk) , Uq(gln)
)
duality.
This will be done elsewhere. The
(
Uq(glk) , Uq(gln)
)
duality has been described in [B],
[TL].
The paper is organized as follows. After introducing basic notation we subsequently
describe the differential KZ and DD equations, and the rational difference qKZ and
qDD equations, for the Lie algebra glk . This is done in Sections 2 – 4. The main
results are Theorems 5.8 and 5.9 in Section 5.
The first author thanks Maxim Nazarov for helpful discussions.
1. Basic notation
Let n be a nonnegative integer. A partition λ = (λ1 , λ2 , . . . ) with at most k parts is
an infinite nonincreasing sequence of nonnegative integers such that λk+1 = 0 . Denote
by Pk the set of partitions with at most k parts and by P the set of all partitions.
We often make use of the embedding Pk → C
k given by truncating the zero tail of a
partition: (λ1 , . . . , λk , 0 , 0 , . . . ) 7→ (λ1 , . . . , λk) . Since obviously Pm ⊂ Pk for m 6 k ,
in fact, we have a collection of embeddings Pm → C
k for any m 6 k . What particular
embedding is used will be clear from the context.
Let eab , a, b = 1, . . . , k , be the standard basis of the Lie algebra glk : [eab , ecd ] =
δbc ead − δad ecb . We take the Cartan subalgebra h ⊂ glk spanned by e11, . . . , ekk ,
and the nilpotent subalgebras n+ and n− spanned by the elements eab for a < b and
a > b , respectively. We have the standard Gauss decomposition glk = n+⊕ h⊕ n− .
Let ε1, . . . , εk be the basis of h
∗ dual to e11, . . . , ekk : 〈εa , ebb〉 = δab . We identify
h∗ with Ck mapping λ1ε1 + . . .+ λk εk to (λ1, . . . , λk) . The root vectors of glk are
eab for a 6= b , the corresponding root being equal to αab = εa− εb . The roots αab for
a < b are positive. The simple roots are α1, . . . , αk−1 : αa = εa− εa+1 . Denote by ρ
a half-sum of positive roots.
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We choose the standard invariant bilinear form ( , ) on glk : (eab , ecd) = δad δbc . It
defines an isomorphism h→ h∗ . The induced bilinear form on h∗ is (εa , εb) = δab .
The element h = e11 + . . .+ ekk ∈ h is central in glk . We identify the Lie algebra
slk with the Lie subalgebra of glk orthogonal to h . Then glk = slk ⊕ Ch .
For a glk-module W and a weight λ ∈ h
∗ let W [λ] be the weight subspace of W
of weight λ .
For any λ ∈ Pk we denote by Vλ the irreducible glk-module with highest weight
λ . By abuse of notation, for any l ∈ Z>0 we write Vl instead of V(l,0,...,0) . Thus,
V0 = C is the trivial glk-module, V1 = C
k with the natural action of glk , and Vl is
the l-th symmetric power of V1 .
The element I =
k∑
a,b=1
eab eba is central in U(glk) . In the irreducible glk-module
Vλ it acts as multiplication by (λ, λ+ 2ρ) .
Define a glk-action on the polynomial ring C[x1, . . . , xk] by differential operators:
eab 7→ xa∂b , where ∂b = ∂/∂xb , and denote the obtained glk-module by V• . Then
(1.1) V• =
∞⊕
l=0
Vl ,
the submodule Vl being spanned by homogeneous polynomials of degree l . The highest
weight vector of the submodule Vl is x
l
1 .
2. Knizhnik-Zamolodchikov and differential dynamical
operators
For any g ∈ U(glk) set g(i) = id ⊗ . . . ⊗ g
i-th
⊗ . . . ⊗ id ∈
(
U(glk)
)⊗n
. We consider
U(glk) as a subalgebra of
(
U(glk)
)⊗n
, the embedding U(glk) →֒
(
U(glk)
)⊗n
being
given by the n-fold coproduct, that is, x 7→ x(1) + . . .+ x(n) for any x ∈ glk .
Let Ω =
k∑
a,b=1
eab ⊗ eba be the Casimir tensor, and let Ω
0
=
1
2
k∑
a=1
eaa ⊗ eaa ,
Ω
+
= Ω
0
+
∑
16a<b6k
eab ⊗ eba , Ω
−
= Ω
0
+
∑
16a<b6k
eba ⊗ eab ,
so that Ω = Ω++ Ω− .
Fix a nonzero complex number κ . Consider differential operators ∇z1 , . . . ,∇zn and
∇̂z1 , . . . , ∇̂zn with coefficients in
(
U(glk)
)⊗n
depending on complex variables z1, . . . ,
zn and λ1, . . . , λk :
∇zi(z ;λ) = κ
∂
∂zi
−
k∑
a=1
λa (eaa)(i) −
n∑
j=1
j 6=i
Ω(ij)
zi − zj
,
∇̂zi(z ;λ) = κzi
∂
∂zi
−
k∑
a=1
(
λa−
eaa
2
)
(eaa)(i) −
n∑
j=1
j 6=i
ziΩ
+
(ij) + zjΩ
−
(ij)
zi − zj
.
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The differential operators ∇z1 , . . . ,∇zn (resp. ∇̂z1 , . . . , ∇̂zn ) are called the rational
(resp. trigonometric) Knizhnik-Zamolodchikov (KZ ) operators . The following state-
ments are well known.
Theorem 2.1. The operators ∇z1 , . . . ,∇zn pairwise commute.
Theorem 2.2. The operators ∇̂z1 , . . . , ∇̂zn pairwise commute.
The rational KZ equations is a system of differential equations
∇ziu = 0 , i = 1, . . . , n ,
for a function u(z1, . . . , zn ;λ1, . . . , λk) taking values in an n-fold tensor product of
glk-modules. The trigonometric KZ equations is a system of differential equations
∇̂ziu = 0 , i = 1, . . . , n .
Introduce differential operators Dλ1 , . . . , Dλk and D̂λ1 , . . . , D̂λk with coefficients in(
U(glk)
)⊗n
depending on complex variables z1, . . . , zn and λ1, . . . , λk :
Dλa(z ;λ) = κ
∂
∂λa
−
n∑
i=1
zi (eaa)(i) −
k∑
b=1
b6=a
eab eba − eaa
λa− λb
.
D̂λa(z ;λ) = κλa
∂
∂λa
+
e2aa
2
−
n∑
i=1
zi (eaa)(i) −
−
k∑
b=1
∑
16i<j6n
(eab)(i)(eba)(j) −
k∑
b=1
b6=a
λb
λa− λb
(eab eba − eaa) .
Recall that eab =
n∑
i=1
(eab)(i) . We call the differential operators Dλ1 , . . . , Dλk (resp. D̂λ1 ,
. . . , D̂λk ) the rational (resp. trigonometric) differential dynamical (DD) operators .
Theorem 2.3. The operators ∇z1 , . . . ,∇zn , Dλ1 , . . . , Dλk pairwise commute.
The statement follows from the same result for the slk case in [FMTV].
Theorem 2.4. [TV2] The operators D̂λ1 , . . . , D̂λk pairwise commute.
Later we will formulate analogues of Theorem 2.3 for the trigonometricKZ operators
and for the trigonometric DD operators. They involve difference dynamical operators
and difference (quantized) Knizhnik-Zamolodchikov operators.
The rational DD equations is a system of differential equations
Dλau = 0 , a = 1, . . . , k ,
for a function u(z1, . . . , zn ;λ1, . . . , λk) taking values in an n-fold tensor product of
glk-modules. The trigonometric DD equations is a system of differential equations
D̂λau = 0 , a = 1, . . . , k .
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3. Rational difference dynamical operators
For any a, b = 1, . . . , k , a 6= b , introduce a series Bab(t) depending on a complex
variable t :
Bab(t) = 1 +
∞∑
s=1
esbae
s
ab
s∏
j=1
1
j (t− eaa+ ebb − j)
.
The series has a well-defined action in any finite-dimensional glk-module W , giving an
End(W )-valued rational function of t . These series have zero weight:
[
Bab(t) , x
]
= 0 for any x ∈ h ,
satisfy the inversion relation
Bab(t)Bba(−t) = 1 −
eaa− ebb
t
,
and the braid relation
Bab(t)Bac(t+ s)Bbc(s) = Bbc(s)Bac(t+ s)Bab(t) .
Remark. In notation of [TV1] the series Bab(t) equals p(t−1; eaa−ebb , eab , eba) . The
properties of Bab(t) follow from the properties of functions Bw(λ) in the slk case, see
[TV1, Section 2.6].
Remark. The series Bab(t) first appeared in the definition of the extremal cocycle in
[Zh2].
Consider the products X1, . . . , Xk depending on complex variables z1, . . . , zn and
λ1, . . . , λk :
Xa(z ;λ) =
(
Bak(λak) . . .Ba,a+1(λa,a+1)
)−1
×(3.1)
×
n∏
i=1
(
z−eaai
)
(i)
B1a(λ1a− κ) . . .Ba−1,a(λa−1,a− κ) ,
acting in any n-fold tensor product W1 ⊗ . . .⊗Wn of finite-dimensional glk-modules.
Here λbc = λb − λc .
Denote by Tu a difference operator acting on a function f(u) by
(Tuf)(u) = f(u+ κ) .
Introduce difference operators Qλ1 , . . . , Qλk :
Qλa(z ;λ) = Xa(z ;λ)Tλa .
We call these operators the (rational ) difference dynamical (qDD) operators.
Theorem 3.1. The operators ∇̂z1 , . . . , ∇̂zn , Qλ1 , . . . , Qλk pairwise commute.
The statement follows from the same result for the slk case in [TV1].
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In more conventional form the equalities [∇̂zi , Qλa ] = 0 and [Qλa , Qλb ] = 0
respectively look like:
∇̂zi(z ;λ)Xa(z ;λ) = Xa(z ;λ) ∇̂zi(z ;λ1, . . . , λa+ κ, . . . , λk) ,
Xa(z ;λ)Xb(z ;λ1, . . . , λa+ κ, . . . , λk) = Xb(z ;λ)Xa(z ;λ1, . . . , λb+ κ, . . . , λk) .
The rational qDD equations is a system of difference equations
Qλau = u , a = 1, . . . , k ,
for a function u(z1, . . . , zn ;λ1, . . . , λk) taking values in an n-fold tensor product of
glk-modules.
4. Rational difference Knizhnik-Zamolodchikov operators
Consider the Yangian Y (glk) . The algebra U(glk) is embedded in Y (glk) as a Hopf
subalgebra, and we identify U(glk) with the image of this embedding.
There is an algebra homomorphism ev : Y (glk) → U(glk) , called the evaluation
homomorphism, which is identical on the subalgebra U(glk) ⊂ Y (glk) . The evaluation
homomorphism is not a homomorphism of Hopf algebras.
The Yangian Y (glk) has a distinguished one-parametric family of automorphisms
ρu depending on a complex parameter u . For any glk-module W we denote by W (u)
the pullback of W through the homomorphism ev ◦ ρu . Yangian modules of this form
are called evaluation modules .
For any finite-dimensional irreducible glk-modules V , W the tensor products V (t)⊗
W (u) and W (u)⊗V (t) are isomorphic irreducible Y (glk)-modules, provided t−u 6∈ Z .
The intertwiner can be taken of the form PVW RVW (t − u) where PVW : V ⊗W →
W ⊗V is the flip map: PVW : v⊗w 7→ w⊗v , and RVW (t) is a rational End(V ⊗W )
valued function, called the rational R-matrix for the tensor product V ⊗W .
We describe below the R-matrix RVW (t) in terms of the glk actions in V and
W . Let v and w be the respective highest weight vectors. The R-matrix RVW (t) is
uniquely determined by the glk-invariance,
(4.1)
[
RVW (t) , g ⊗ 1 + 1⊗ g
]
= 0 for any g ∈ glk ,
the commutation relations
(4.2) RVW (t)
(
teab ⊗ 1 +
k∑
c=1
eac ⊗ ecb
)
=
(
teab ⊗ 1 +
k∑
c=1
ecb ⊗ eac
)
RVW (t) ,
and the normalization condition
RVW (t) v ⊗ w = v ⊗ w .
The introduced R-matrices obey the inversion relation
(4.3) RVW (t)R
(21)
WV (−t) = 1
6
where R
(21)
WV = PWV RWV PVW , and the Yang-Baxter equation
(4.4) RUV (t)RUW (t+ u)RVW (u) = RVW (u)RUW (t+ u)RUV (t) .
The aforementioned facts on the Yangian Y (glk) are well known; for example, see
[MNO].
Consider the glk-module V• , and let vl = x
l
1 be the highest weight vector of the
irreducible component Vl ⊂ V• . We define the R-matrix RV•V•(t) as a direct sum of
the R-matrices RVlVm(t) :
RV•V•(t) v ⊗ v
′ = RVlVm(t) v ⊗ v
′ for any v ⊗ v′ ∈ Vl ⊗ Vm ,
the R-matrices RVlVm(t) being normalized by RVlVm(t) vl ⊗ vm = vl ⊗ vm . It is clear
that RV•V•(t) obeys both the inversion relation and the Yang-Baxter equation.
Consider the products K1, . . . , Kn depending on complex variables z1, . . . , zn and
λ1, . . . , λk :
Ki(z ;λ) =
(
Rin(zin) . . .Ri,i+1(zi,i+1)
)−1
×(4.5)
×
k∏
a=1
(
λa
−eaa)
(i)
R1i(z1i− κ) . . .Ri−1,i(zi−1,i− κ) ,
acting in an n-fold tensor product W1 ⊗ . . .⊗Wn of glk-modules. Here zij = zi−zj ,
and Rij(t) =
(
RWiWj (t)
)
(ij)
.
Introduce difference operators Zz1 , . . . , Zzn :
Zzi(z ;λ) = Ki(z ;λ)Tzi .
We call these operators the (rational ) quantized Knizhnik-Zamolodchikov (qKZ ) oper-
ators.
Theorem 4.1. [FR] The operators Zz1 , . . . , Zzn pairwise commute.
Theorem 4.2. [TV2] The operators Zz1 , . . . , Zzn , D̂λ1 , . . . , D̂λk pairwise commute.
The last theorem extends Theorems 2.4 and 4.1.
In more conventional form the equalities [Zzi , Zzj ] = 0 and [Zzi , D̂λa ] = 0 re-
spectively look like:
Ki(z ;λ)Kj(z1, . . . , zi + κ, . . . , zn ;λ) = Kj(z ;λ)Ki(z1, . . . , zj + κ, . . . , zn ;λ) ,
D̂λa(z ;λ)Ki(z ;λ) = Ki(z ;λ) D̂λa(z1, . . . , zi + κ, . . . , zn , λ) .
The rational qKZ equations is a system of difference equations
Zziu = u , i = 1, . . . , n ,
for a function u(z1, . . . , zn ;λ1, . . . , λk) taking values in an n-fold tensor product of
glk-modules.
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5. (glk , gln) duality
In what follows we are going to consider the Lie algebras glk and gln simultaneously.
In order to distinguish generators, modules, etc., we will indicated the dependence on
k and n explicitly, for example, e〈k〉ab , V
〈n〉
λ .
Consider the polynomial ring Pkn = C[x11, . . . , xk1, . . . , x1n , . . . , xkn ] of kn vari-
ables. We define a glk-action on Pkn by
(5.1) e
〈k〉
ab 7→
n∑
i=1
xai∂bi ,
where ∂bi = ∂/∂xbi , and we define a gln-action on Pkn by
(5.2) e
〈n〉
ij 7→
k∑
a=1
xai∂aj .
There are two natural isomorphisms of vector spaces:
(
C[x1, . . . , xk]
)⊗n
→ Pkn ,
(5.3) (p1 ⊗ . . .⊗ pn)(x11, . . . , xkn) =
n∏
i=1
pi(x1i, . . . , xki) ,
and
(
C[x1, . . . , xn]
)⊗k
→ Pkn ,
(5.4) (p1 ⊗ . . .⊗ pk)(x11, . . . , xkn) =
k∏
a=1
pa(xa1, . . . , xan) .
We have a simple proposition.
Proposition 5.1. The module Pkn is isomorphic to
(
V 〈k〉•
)⊗n
as a glk-module by
(5.3), and it is isomorphic to
(
V 〈n〉•
)⊗k
as a gln-module by (5.4).
It is easy to see that the actions (5.1) and (5.2) commute with each other, thus
making Pkn into a module over the direct sum glk ⊕ gln . The following theorem is
well known, e.g. see [H].
Theorem 5.2. The glk⊕ gln module Pkn has the decomposition
Pkn =
⊕
λ∈Pmin(k,n)
V
〈k〉
λ ⊗ V
〈n〉
λ .
Fix vectors λ = (l1, . . . , ln) ∈ Z
n
>0 and µ = (m1, . . . , mk) ∈ Z
k
>0 such that
n∑
i=1
li =
k∑
a=1
ma . Let
Zkn[λ, µ] =
{
(dai) a=1,...,k
i=1,...,n
∈ Zkn>0
∣∣ k∑
a=1
dai = li ,
n∑
i=1
dai = ma
}
.
Denote by Pkn[λ, µ] ⊂ Pkn the span of all monomials
k∏
a=1
n∏
i=1
xdaiai such that (dai) ∈
Zkn[λ, µ] . The next statement easily follows from Proposition 5.1, and formulae (1.1),
(5.1) and (5.2).
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Proposition 5.3. The isomorphisms (5.3) and (5.4) induce the isomorphisms of the
weight subspaces (V 〈k〉l1 ⊗ . . . ⊗ V
〈k〉
ln
)[m1, . . . , mk] and (V
〈n〉
m1
⊗ . . . ⊗ V 〈n〉mk )[l1, . . . , ln] ,
and the space Pkn[λ, µ] .
In what follows we will need another description of the above mentioned isomor-
phisms. It is given below.
For an indeterminate y and a nonnegative integer s we define the divided powers
y[s] by the rule: y[0]= 1 and y[s]= ys/s! for s > 0 .
Let v〈k〉li , v
〈n〉
mj
be highest weight vectors of the respective modules V 〈k〉li , V
〈n〉
mj
.
Lemma 5.4. A basis of the weight subspace (V 〈k〉l1 ⊗ . . .⊗ V
〈k〉
ln
)[m1, . . . , mk] is given
by vectors
v
〈k〉
d
=
k∏
a=2
(
e
〈k〉
a1
)[da1]
v
〈k〉
l1
⊗ . . .⊗
k∏
a=2
(
e
〈k〉
a1
)[dan]
v
〈k〉
ln
, d = (dai) ∈ Zkn[λ, µ] .
Lemma 5.5. A basis of the weight subspace (V 〈n〉m1 ⊗ . . .⊗ V
〈n〉
mk
)[l1, . . . , ln] is given by
vectors
v
〈n〉
d
=
n∏
i=2
(
e
〈n〉
i1
)[d1i]
v
〈n〉
m1
⊗ . . .⊗
n∏
i=2
(
e
〈n〉
i1
)[dki]v〈n〉mk , d = (dai) ∈ Zkn[λ, µ] .
For any d ∈ Zkn[λ, µ] set x
[d] =
k∏
a=1
n∏
i=1
x
[dai]
ai . Define isomorphisms of vector
spaces:
(V
〈k〉
l1 ⊗ . . .⊗ V
〈k〉
ln )[m1, . . . , mk] → Pkn[λ, µ] , v
〈k〉
d 7→ x
[d],(5.5)
(V
〈n〉
m1 ⊗ . . .⊗ V
〈n〉
mk
)[l1, . . . , ln] → Pkn[λ, µ] , v
〈n〉
d 7→ x
[d],(5.6)
and extend them by linearity to isomorphisms of vector spaces
(
V
〈k〉
•
)⊗n
→ Pkn and(
V 〈n〉•
)⊗k
→ Pkn .
Proposition 5.6. The maps (5.5) and (5.6) coincide with the maps (5.3) and (5.4),
respectively.
The proof is straightforward.
Consider the action of KZ , qKZ , DD and qDD operators for the Lie algebras glk
and gln on Pkn-valued functions of z1, . . . , zn and λ1, . . . , λk , treating the space Pkn
as a tensor product
(
V 〈k〉•
)⊗n
of glk-modules, and as a tensor product
(
V 〈n〉•
)⊗k
of
gln-modules. We will write F ≃ G if the operators F and G act on the Pkn-valued
functions in the same way.
Lemma 5.7. We have I〈k〉− k
k∑
a=1
e〈k〉aa ≃ I
〈n〉− n
n∑
i=1
e〈n〉ii .
The proof is straightforward.
Set
(5.7) C
〈k〉
ab (t) =
Γ(t+ 1) Γ(t− e
〈k〉
aa + e
〈k〉
bb )
Γ(t− e〈k〉aa) Γ(t+ e
〈k〉
bb + 1)
, C
〈n〉
ij (t) =
Γ(t+ 1) Γ(t− e
〈n〉
ii + e
〈n〉
jj )
Γ(t− e〈n〉ii ) Γ(t+ e
〈n〉
jj + 1)
.
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Theorem 5.8. For any i = 1, . . . , n and a = 1, . . . , k we have
∇
〈k〉
zi (z ;λ) ≃ D
〈n〉
zi (λ; z) , D
〈k〉
λa (z ;λ) ≃ ∇
〈n〉
λa (λ; z) ,(5.8)
∇̂
〈k〉
zi
(z ;λ) ≃ D̂
〈n〉
zi
(λ; z) , D̂
〈k〉
λa
(z ;λ) ≃ ∇̂
〈n〉
λa
(λ; z) ,(5.9)
Z
〈k〉
zi
(z ;λ) ≃ N
〈n〉
i (z)Q
〈n〉
zi
(λ; z) , N
〈k〉
a (λ)Q
〈k〉
λa
(z ;λ) ≃ Z
〈n〉
λa
(λ; z) .(5.10)
Here
N
〈n〉
i (z) =
∏
16j<i
C
〈n〉
ji (zji − κ)
∏
i<j6n
(
C
〈n〉
ij (zij)
)−1
and
N
〈k〉
a (λ) =
∏
16b<a
C
〈k〉
ba (λba − κ)
∏
a<b6k
(
C
〈k〉
ab (λab)
)−1
.
Proof. Equalities (5.8) and (5.9) for differential operators are verified in a straight-
forward way. Equalities (5.10) for difference operators follow from Theorem 5.9, and
formulae (3.1) and (4.5). 
Remark. The first of equalities (5.8) at λ = 0 (respectively, the second one at z = 0 )
has been discovered in [TL].
Theorem 5.9. For any a, b = 1, . . . , k , a 6= b , and any i, j = 1, . . . , n , i 6= j , we
have
(5.11) B
〈k〉
ab (t)C
〈k〉
ab (t) ≃ R
〈n〉
ab (t) , R
〈k〉
ij (t) ≃ B
〈n〉
ij (t)C
〈n〉
ij (t) .
Remark. Cf. the observation made after Theorem 6.6 in [FV].
Proof of Theorem 5.9. The Lie algebras glk and gln appear in our consideration on
equal footing. So, it suffices to prove only the first formula in (5.11). Moreover, since
both the action of B〈k〉ab (t)C
〈k〉
ab (t) on Pkn and that of R
〈n〉
ab (t) involves only the variables
xa1, . . . , xan , xb1, . . . , xbn , it is enough to prove the claim for k = 2 .
Let λ = (l1, . . . , ln) . Set |λ| = l1 + . . . + ln . Consider the decomposition of the
gl2-module V
〈2〉
l1
⊗ . . .⊗ V 〈2〉ln into a direct sum of irreducibles:
V
〈2〉
l1
⊗ . . .⊗ V
〈2〉
ln
=
⊕
06m6|λ|/2
V
〈2〉
(|λ|−m,m) ⊗W
〈2〉
m .
Here W0 ,W1 , . . . are multiplicity spaces. The summands V
〈2〉
(|λ|−m,m) ⊗W
〈2〉
m are dis-
tinguished by eigenvalues of the central element I〈2〉 :
(5.12) I
〈2〉∣∣
V
〈2〉
(|λ|−m,m)⊗W
〈2〉
m
= |λ|2+ |λ| + 2m(m− |λ| − 1) .
Set
(V
〈2〉
l1 ⊗ . . .⊗ V
〈2〉
ln )[m1, m2]m =
(
V
〈2〉
(|λ|−m,m) ⊗W
〈2〉
m
)
∩ (V
〈2〉
l1 ⊗ . . .⊗ V
〈2〉
ln )[m1, m2] .
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It follows from [TV1, Section 2.5] that
(5.13) B
〈2〉
12 (t)
∣∣
(V
〈2〉
l1
⊗...⊗V
〈2〉
ln
)[m1,m2]
m
=
m2−1∏
j=m
t+m2 − j
t−m1 + j
.
Consider the decomposition of the gln-module V
〈n〉
m1
⊗ V 〈n〉m2 into a direct sum of
irreducibles:
(5.14) V
〈n〉
m1 ⊗ V
〈n〉
m2 =
min(m1,m2)⊕
m=0
V
〈n〉
(m1+m2−m,m,0,...,0)
.
The summands V
〈n〉
(m1+m2−m,m,0,...,0)
are distinguished by eigenvalues of the central
element I〈n〉 :
I
〈n〉∣∣
V
〈n〉
(m1+m2−m,m,0,...,0)
=(5.15)
= (m1+m2)
2+ (n− 1)(m1+m2) + 2m(m−m1−m2− 1) .
Since the R-matrix R〈n〉(u) is gln-invariant, see (4.1), it acts as a scalar on each
summand of the decomposition (5.14). The eigenvalues of R〈n〉(t) can be found from
(4.2), see [KRS], [KR]:
(5.16) R
〈n〉
(t)
∣∣
V
〈n〉
(m1+m2−m,m,0,...,0)
=
m−1∏
j=0
t−m1 + j
t+m2 − j
.
Set
(V
〈n〉
m1
⊗ V
〈n〉
m2
)[l1, . . . , ln]m = V
〈n〉
(m1+m2−m,m,0,...,0)
∩ (V
〈n〉
m1
⊗ V
〈n〉
m2
)[l1, . . . , ln] .
Let µ = (m1 , m2) . Lemma 5.7 and formulae (5.12), (5.15) imply that under isomor-
phisms (5.5) and (5.6) the images of (V 〈2〉l1 ⊗ . . .⊗V
〈2〉
ln
)[m1, m2]m and (V
〈n〉
m1 ⊗V
〈n〉
m2 )[l1,
. . . , ln]m in the space Pkn[λ, µ] coincide. Comparing now formulae (5.7), (5.13) and
(5.16), we get the required statement. 
References
[B] P.Baumann, q-Weyl group of a q-Schur algebra, Preprint (1999).
[CP] C.De Concini and C.Procesi, unpublished (1995).
[EV] P.Etingof and A.Varchenko, Dynamical Weyl groups and applications , Adv.
Math. 167 (2002), no. 1, 74–127.
[FMTV] G.Felder, Ya.Markov, V.Tarasov and A.Varchenko, Differential equations com-
patible with KZ equations , Math. Phys., Analysis and Geometry 3 (2000),
139–177.
[FR] I.B.Frenkel and N.Yu.Reshetikhin, Quantum affine algebras and holonomic dif-
ference equations , Comm. Math. Phys. 146 (1992), 1–60.
[FV] G.Felder and A.Varchenko, Three formulas for eigenfunctions of integrable
Schro¨dinger operators , Compositio Math. 107 (1997), 143–175.
11
[H] R.Howe, Perspectives on invariant theory: Schur duality, multiplicity-free ac-
tions and beyond , Israel Math. Conf. Proc. 8 (1995), 1–182.
[Ha1] J.Harnad, Dual isomonodromic deformations and moment maps to loop alge-
bras , Comm. Math. Phys. 166 (1994), no. 2, 337–366.
[Ha2] J.Harnad Quantum isomonodromic deformations and the Knizhnik-Zamolod-
chikov equations, CRM Proc. Lecture Notes 9 (1996), 155–161.
[KR] P.P.Kulish and N.Yu.Reshetikhin, On GL3-invariant solutions of the Yang-
Baxter equation and associated quantum systems , J. Soviet Math. 34 (1986),
1948–1971.
[KRS] P.P.Kulish, N.Yu.Reshetikhin and E.K.Sklyanin, Yang-Baxter equation and
representation theory I , Lett. Math. Phys. 5 (1981), 393–403.
[MNO] A.Molev, M.Nazarov and G.Olshanski, Yangians and classical Lie algebras ,
Russian Math. Surveys 51 (1996), 205–282.
[MV] Ya.Markov and A.Varchenko, Hypergeometric solutions of trigonometric KZ
equations satisfy dynamical difference equations , Adv. Math. 166 (2002), no. 1,
100–147.
[R] N.Reshetikhin, The Knizhnik-Zamolodchikov system as a deformation of the
isomonodromy problem, Lett. Math. Phys. 26 (1992), no. 3, 167–177.
[ST] Yu.F.Smirnov and V.N.Tolstoy, Extremal projectors for usual, super and quan-
tum algebras and their use for solving Yang-Baxter problem, in Selected topics
in QFT and Mathematical Physics, (Proc. of the V-th Intern. Conf., Liblice,
Czechoslovakia, June 25–30, 1989), World Scientific, Singapore, 1990.
[TL] V.Toledano-Laredo, A Kohno-Drinfeld theorem for quantum Weyl groups , Duke.
Math. J. 112, no. 3, 421–451.
[TV1] V.Tarasov and A.Varchenko, Difference equations compatible with trigonometric
KZ differential equations , Int. Math. Res. Notices (2000), no. 15, 801–829..
[TV2] V.Tarasov and A.Varchenko, The dynamical differential equations compatible
with the rational qKZ equations , in preparation.
[Zh1] D.P.Zhelobenko, Compact Lie groups and their representations, Transl. Math.
Mono., vol. 40, AMS, Providence RI, 1983.
[Zh2] D.P.Zhelobenko, Extremal cocycles on Weyl groups , Funk. Analiz i ego pril. 21
(1987), 183–192.
D.P.Zhelobenko, Extremal projectors and generalized Mickelsson algebras on
reductive Lie algebras , Math. USSR, Izvestiya 33 (1989), 85–100.
12
