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Frontispiece
The photograph of Comet Halley was taken on March
11 by the University of Australia during the 1986 appari-
tion. An armada of five international spacecraft was sent,
while ground-based astronomers participated in the In-
ternational Halley Watch. Size and structure of the come-
tary nucleus, composition and physical properties of the
cometary atmosphere, and the interaction of the comet
with the solar wind were measured. The cometary tail
shining in the photograph results from the interaction of
the cometary gases with the supersonic plasma flowing
outward from the Sun.

Foreword
Our Nation, our Agency, our Center, and our people have had an extraordinary year in 1986. Two
impressive reports, one referred to as the "Paine Report" called Pioneering the Space Frontier, and
the other the results of the Roger's Commission have signaled our new directions. New ideas are on
the horizon; internal reflections and new courses are being charted. But the central ingredient, as we
all know, is our people and their involvement in the research programs.
After nine years of travel the Voyager spacecraft encountered Uranus, and we now have peeked at
this strange and fascinating sister planet with her colorful appearance, unusual movement, and un-
common moons. Another great celestial event, the return of Halley's Comet, sent many of us outside
with hand held binoculars, while astronomers logged time on telescopes and some were investigators
on foreign spacecraft.
Along with this popular appeal, the stars, and in particular our Sun, hold unlimited mystery. We
are making progress towards understanding the solar engine, learning about acoustic cavities and
chromospheric cavities in the solar atmosphere. Goddard's repaired SMM continues to add new data
for these studies.
Meanwhile, back on the Earth, understanding changes in climate is becoming a common thread in
the newly emerging field of global change. We are beginning to organize the scientific questions of
the future such as the role of tropical rainfall in the energy balance of the Earth's radiation. What
about the new observations of a reduction in the ozone concentration in the polar regions?
But science only excels here because the Goddard Space Flight Center is on the cutting edge of
technology. Our extraordinary software programs, the innovative use of CAD/CAM, new chips, new
electronics, new antenna designs, the use of optical discs for storage, distributed data systems, unique
sensors, new spectroscopic techniques, and new ways of processing low-level signals...this is why our
scientists are able to make the breakthroughs.
To add to our collection of missions, HST, GRO, COBE, ISTP, UARS, etc., this year we have de-
cided to play a stronger role in the Explorer line. We will use the MMS (multimission modular
spacecraft) to fly a mission called EUVE which will map the sky in the ultraviolet region from 100
to 1,000 angstroms and then replace the instrument with the XTE.
But NASA's strength is still its people, and our current effort in STRATEGIC PLANNING is aimed
in large part at involving all of you in determining our future. NASA believes that our real assets
are our collective ideas, energy, and wisdom--the technical progress this year is the proof.
Noel W. Hinners
Director
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"'In this new age, marked by a monumental increase of data pouring in, we
must find whole new ways of looking at it. "" -- Soffen
PLANETS AND INTERPLANETARY MEDIA
URANUS' ATMOSPHERE:
TEMPERATURES AND DYNAMICS
Uranus is unique among the planets in our solar system
because its axis of rotation is only eight degrees out of
its orbital plane and over a complete orbit the poles
receive more sunlight than does the equator. What is the
thermal response of its atmosphere to such an unusual
seasonal forcing? Telescopic observations from Earth at
infrared wavelengths have not been able to answer this
question because they have not resolved the planet.
However, during its close passage by Uranus in 1986, the
Voyager 2 spacecraft did observe the planet at very high
spatial resolution.
During the flyby the infrared spectroscopy (IRIS) experi-
ment on Voyager 2, measured the thermal emission at
several locations on the planet. Temperatures were de-
rived from these observations and used to construct a map
of the variation of temperature with latitude. The derived
atmospheric temperatures do not decrease from the poles
to the equator along isobars as would be the case if the
atmosphere were responding to solar heating solely by
emitting thermal radiation back to space. Instead, the
temperatures are nearly uniform with latitude. This sug-
gests that the energy deposited by sunlight is being effi-
• Facing page: 3-D graphics. (See Klimas and Walsh.)
ciently redistributed over latitude by atmospheric mo-
tions. The temperatures are not completely uniform. At
600 millibar they are lower by 2 K over a band of latitudes
centered at 25 o S and by 1 K near 40 ° N. The causes of
these minima are not obvious, but they may be related
to vertical motions in the atmosphere.
Tracking discrete cloud features with the television cam-
eras on Voyager 2 provided horizontal wind velocities at
a few locations at latitudes poleward of 25 ° in the
southern hemisphere. The measured winds are east-west
and are in the direction of the planet's rotation (super-
rotating). Like Earth, Uranus rotates rapidly: measure-
ments by the magnetometer and radio astronomy experi-
ments on Voyager 2 have indicated an internal rotation
period of only 17 hours. In this situation the temperature
and horizontal wind fields are not independent of each
other. The north-south gradients in temperature at mid-
latitudes derived from the IRIS measurements imply a
change in the east-west component of the wind with
altitude. At the locations of the cloud-tracked winds, the
temperature field implies that the winds decay with
altitude.
The decay can be understood if friction is acting to
dampen the winds and bring the atmosphere to a state
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Schematic diagram of the atmospheric circulation on
Uranus associated with the cold anomaly at latitude 25 o
S. Latitudes of cloud-tracked features are indicated by
X's.
of uniform rotation with the planet's interior. This
dampening will induce slow meridional motions as indi-
cated in the figure. Adiabatic expansion associated with
upwelling at midlatitudes will produce the cooler tem-
peratures that have been observed. In the cell closer to
the pole, the motion at high levels is poleward. Conser-
vation of angular momentum here will maintain the
super-rotating winds against erosion by friction. The
derived temperature field and the model imply sub-rotat-
ing winds at low latitudes and an oppositely directed me-
ridional cell to maintain them. This circulation is
analogous in many respects to that thought to exist in
Earth's mesosphere at the solstices. Many questions re-
main, however. What is the source of the frictional drag
in Uranus' atmosphere? What drives the winds that are
observed? Is it coupling with the deep interior? The
answers have not yet arrived. They await further obser-
vation and theoretical study.
Contact: F. M. Flasar
Code 693
Sponsor: Office of Space Science and Applications
Dr. Michael Flasar, an astrophysicist who has worked
at Goddard for nine years, earned his Ph.D. degree in
physics from the Massachusetts Institute of Technology.
His interests include theoretical modeling and inter-
pretation of spacecraft data pertaining to the dynamics
and meteorology of planetary atmospheres.
VERIFICATION OF A NIGHTSIDE URANIAN
KILOMETRIC RADIATION SOURCE
In a paper published in Nature almost three months
before the Voyager 2 encounter with Uranus, an author
argued that nightside radio emissions should be much
more intense than those originating on the dayside. Spe-
cifically it was argued, on the basis of the instability con-
ditions for the wave generation mechanism known to be
the most likely source for the Earth's auroral kilometric
radiation (AKR), that only nightside conditions would
be viable for intense wave generation. The controlling
parameter here was the ratio of the electron plasma fre-
quency to the electron gyrofrequency: ¢0pc/c0ce.
Since ¢o /o_ - n I_/B where n is the electron density
pc ce c e
and B is the magnetic field strength, and since w  co _ <
0.2 for wave generation based on terrestrial AKl_obser-
vations, it was concluded that no strong emissions were
expected if the dayside field strength was << 1.0 gauss.
For B - 0. I gauss, at most only very weak emission
would be possible.
Since Voyager 2's encounter with Uranus the nightside
emissions have been found to be quite strong, whereas
emissions originating on the dayside may be either weak
or non-existent as shown in the figure. It would appear
that the cyclotron maser instability is operative not only
for AKR but Uranian kilometric radiation (UKR) as well.
Also since the southern magnetic pole (which is presently
on the nightside) has a 1-bar level field strength of _- 1.0
gauss, radio emissions are still expected from this pole
when it is in daylight later in the Uranian year. In addi-
tion, the weaker, northern magnetic pole with a field
strength of -- 0.1 gauss will then be in darkness and may
also be a radio source.
Contact: S. Curtis
Code 695
Sponsor: Office of Space Science and Applications
Dr. Steven Andrew Curtis, a plasma physicist with 18
years of experience at Goddard, earned his Ph.D. degree
in physics from the University of Maryland. He has
special interest in the physics of processes involving
energy transfer between planetary magnetospheres and
planetary atmospheres.
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Since Voyager 2"s encounter with Uranus the nightside
emissions have been found to be quite strong, whereas
emissions originating on the dayside may be either weak
or non-existent.
ENERGETIC PARTICLES IN THE
MAGNETOSPHERE OF URANUS
The exploration of the magnetospheres of the outer
planets by the Voyager spacecraft remains one of the
great triumphs of National Aeronautics and Space Ad-
ministration space exploration in the late twentieth cen-
tury. Even a few days before the Voyager 2 encounter
with Uranus on January 24, 1986, for example, it was
still not known if the planet possessed any significant
magnetosphere or if there existed any measurable popula-
tion of high-energy particles associated with that magnet-
osphere.
The first measurements of the high-energy particle popu-
lation at Uranus were made by the Cosmic Ray Subsystem
(CRS) instruments on Voyager 2 (E. C. Stone as principal
investigator; team members for the Uranus encounter in-
cluding D. L. Chenette, J. F. Cooper, A. C. Cummings,
N. Lal, F. B. McDonald, R. E. McGuire, P. Schuster,
and J. H. Trainor). The CRS encounter measurements
revealed a moderate-size magnetosphere comparable in
dimensions and in the general order of magnitude of
energetic particle fluxes to that of Saturn when scaled in
units of planetary radii. A time history of the encounter
as seen in channels responding primarily to electrons is
shown in the first figure (taken from Stone et al., 1986,
Science, 233, 93). An equivalent rate from the Saturn en-
counter is shown for comparison.
A major distinction between the Saturnian and Uranian
magnetospheres is the 60 ° tilt of the Uranian magnetic
uqJu,_ _,t,m _.c spin axis of the planet. This highly tilted
dipole at Uranus causes a wide variation on the 17.4-hour
time scale of the planet's rotation period in the magnetic
L values and magnetic latitudes of the satellites and ring
system. As marked on the figure, large absorption fea-
tures were seen in the energetic particle fluxes at the
minimum L values attained by the three inner moons:
Miranda, Ariel, and Umbriel. These features have been
used directly to verify the dipole tilt, offset, and rotation
period (see the second figure) as derived with greater
precision by the magnetometer and radio wave instru-
ments. The particle data may also prove to be a sensitive
probe of the overall Uranian field geometry. The absorp-
tion features seen at Saturn were much less pronounced
in general than at Uranus.
The CRS instruments found that the energetic particle
fluxes observed in the Uranian magnetosphere are domi-
nated by electrons, particularly in the very intense fluxes
observed during the closest approach. Trapping of pro-
tons and electrons is consistent with the observed field
strengths for the energies measured. Ions heavier than
protons were absent outside L = 7 and could not be
reliably measured closer to the planet in the presence of
the intense electron fluxes. The electron spectra were in
general very steep. A phase space density analysis of the
electrons shows a clear decrease with decreasing distance
from the planet (as at Saturn), indicating an external
source for these MeV electrons. Sweeping by the rings
may account for the dominance of electron fluxes at
Voyager due to less efficient absorption of electrons by
the ring material. In the tilted dipole field, the rings sweep
a range of L-shell values that covers most of the inner
magnetosphere. Voyager 2 did not get inside the ring
orbits.
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Voyager 2 electron counting rates. Curves 1 and 2 display rates for energies greater than 3.1 and 7.6 MeV, respec-
tively. The rate for electrons greater than 1.1 Me V is multiplied by a factor of ten for clarity. Data gaps, due to instru-
ment cycling and incomplete initial data sets, are filled in by interpolation. The L coordinates on the upper scale were
calculated on the assumption of an offset tilted dipole model of the magnetic field. The dashed curve is the electron
counting rate of the 1.1-MeV energy threshold (x 10) at Saturn, plotted as a function of the L coordinate. The rates
shown are not corrected for dead-time effects, and data near L = 5 for the lowest energy rates have been deleted
because of saturation effects. In addition, the counting rate above 1.1 MeV was high enough around 2000 UT that
the true counting rate is significantly higher than that plotted. The vertical ticks labeled, T, U, A, and M mark the
minimum L values of the satellites Titania, Umbriel, Ariel, and Miranda, respectively.
Data from Voyager 2 in Saturn's inner magnetosphere
showed the presence of significant >48 MeV proton fluxes
and helped to demonstrate that the likely source of these
Saturnian protons is the decay of neutrons produced by
cosmic ray interactions in the Saturnian rings (Schardt
et al., 1984). A similar proton population was not ob-
served at Uranus; in fact a decrease in the apparent high-
energy proton count rate was observed during the closest
approach. The magnetic field measurements, however,
suggest that Voyager 2 passed just ouside those field lines
on which particles of such energies might be trapped. The
observed decrease in apparent proton intensity was prob-
ably due to exclusion of galactic cosmic rays by the field
in the inner magnetosphere. These very high energy par-
tides are an important source of instrumental background
for the CRS telescopes under normal conditions.
Contacts: R. E. McGuire, N. Lal, F. B. McDonald,
P. Schuster, and J. H. Trainor
Codes 633, 664, P (NASA HQS.), 664,
and 600
Sponsor: Office of Space Science and Applications
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Dr. Robert E. McGuire is a research scientist with 10
years of experience at Goddard, though newly hired by
NASA in September 1986. Dr. McGuire holds a Ph.D.
degree in physics from the University of California,
Berkeley. His professional efforts have centered about
the study of solar, planetary, and interplanetary
energetic particles. Dr. McGuire served as deputy pro-
ject scientist with IMP-8 and was principal investigator
for the GME experiment on that project.
THE MAGNETOTAIL OF URANUS
Uranus has been shown from Voyager 2 magnetic field
and plasma measurements on January 25 and 26, 1986
to possess a fully developed, bipolar magnetic tail with
lobes separated by a plasma sheet and embedded current
sheet. Voyager 2 entered the magnetotail region six hours
after the closest approach to the planet and remained in
the tail for 31 hours. The magnetic field in the lobes of
the tail was aligned approximately parallel, or antiparallel
in the opposite lobe, to the planet-sun line out to the point
at which the spacecraft crossed the magnetopause to exit
the tail.
Over a distance (X) range of 25-65 R u (Uranian radii =
25,600 kilometers) down the tail, the intensity of the
magnetic field in the tail lobes was found to decrease as
X -0.59 ± o.o3. This decrease is similar to the way the
Earth's tall field falls off with distance but is significantly
less steep than the distance dependence found at Jupiter
and Saturn. The magnetotail of Uranus contains a plasma
sheet that is 12 R u thick at the center of the tail and in-
creases in thickness towards the flanks, as the Earth's
plasma sheet is observed to do. A current sheet, where
the sense of magnetic field reverses, lies at the center of
the much thicker plasma sheet. Pressure balance within
the plasma sheet is maintained predominantly by protons
and electrons of energies 10 eV - 6 keV. This is in con-
trast with the approximate pressure balance between B
and ions of energy >28 keV in Jupiter's magnetotail.
The Uranian magnetotail is unique among those studied
thus far in the solar system. It rotates through 360 ° about
its central axis in response to the 17.24-hour rotation of
thehighlytilted(60°)magneticdipoleof Uranusabout
theplanet'ssunward-pointingrotationaxis.Thetail i.s
notentirelyrigidinitsresponse;thus,themagneticfield
in thelobesexhibitsa smallamountof twist,of pitch
a = 5.5 ° _+ 3.0 °. The current sheet is twisted by a
.P .
s_mdar amount. Interestingly, the magnetic field in the
lobes of Jupiter's magnetotail has been found to be
twisted also, with a pitch that lies between 2 ° and 4 °.
Contact: K. W. Behannon
Code 692
Sponsor: Office of Space Science and Applications
Dr. Kenneth IV. Behannon is an astrophysicist with 22
years working for the NASA at Goddard. Dr. Behan-
non earned his Ph.D. degree in physics from the
Catholic University of America. Among his many
achievements are the NASA Sustained Superior Perfor-
mance A ward, the NASA Special Achievement A ward
for four years, and the Humboldt Senior U.S. Scien-
tist Award (Federal Republic of Germany).
THE ROTATION PERIOD OF URANUS
Ground-based optical determinations of the rotation
period of Uranus have ranged between about 12 hours
and 24 hours, an indication of the difficulty inherent in
making such measurements from a distance of 20 astro-
nomical units. The early 1986 Voyager 2 encounter with
Uranus provided a unique opportunity to "view" Uranus
at close range. Goddard Space Flight Center (GSFC)
scientists used this opportunity to accurately measure the
intrinsic rotation period of Uranus; that is, the period
of its interior where the magnetic field originates. Two
types of data were analyzed: radio astronomy observa-
tions of Uranus radio signals that resembled highly peri-
odic clock-like signals, and in situ magnetometer mea-
surements of the planet's magnetic field. Two indepen-
dent rotation periods were obtained yielding a weighted
mean value of 17.24 _+ 0.01 hours. This constitutes the
first measurement of the internal rotation period of
Uranus.
The 17.24-hour rotation period has important conse-
quences for studies of atmospheric dynamics and the in-
ternal structure and composition of Uranus. Inferences
regarding the internal structure can be drawn from the
relationship between the observed planetary oblateness,
rotation period, and gravitational moment (J2). The lat-
ter two are now known with great precision, constraining
plausible models of the interior. A suite of 2- and 3-layer
models; incorporating a "rock" core, "ice" mantle, and
gaseous outer envelope; were considered for Uranus. A
model containing a - 6.6 Earth mass rocky core and an
outer envelope with - 3.7 M e H 2 - He gas and 4.4 M e ice
is most consistent with the rotation period measured by
the GSFC scientists.
Contact: M. Desch
Code 695
Sponsor: Office of Space Science and Applications
Dr. Michael D. Desch has been a NASA radio
astronomer for five years at Goddard. Dr. Desch earn-
ed his Ph.D. degree in astronomy from the University
of Florida. Among his scientific interests are radio emis-
sions from planetary magnetospheres.
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The energy contained in radio waves emitted by the planet
Uranus has been detected by the planetary radio
astronomy experiment on Voyager 2. The shaded areas
are the signatures of highly periodic emission dropouts
that were used to determine the Uranus rotation period.
An artificially generated 17.24-hour clock, shown as a
square-wave pulse in the bottom part of the figure, il-
lustrates how well the dropouts are synchronized.
AURORA AND ELECTROGLOW
ON THE OUTER PLANETS
The 1980's are a period of great discovery of the detailed
nature of the outer planets of the solar system, as a result
of in situ measurements and close-up imaging from the
Pioneer and Voyager spacecraft. One of the main scien-
tific questions about these planets is whether or not they
possess magnetic fields. Observations of the far ultra-
violet (FUV) emissions from the planets by the Interna-
tional Ultraviolet Explorer (IUE) spacecraft from Earth
orbit are providing clues to the answer even before the
arrival of the Voyagers.
Jupiter was known to possess an enormous magneto-
sphere from radio wavelength observations first con-
ducted in the 1950's. Observations of Jupiter by both the
IUE and the Voyager Ultraviolet Spectrometers (UVS's)
showed that the FUV emissions were composed both of
reflected solar radiation and emissions of atomic and
molecular hydrogen (H and HE) excited by charged par-
ticle impact. Much of the latter emissions is produced by
polar auroras very much like the northern lights on the
Earth, and is a signature of the presence and activity of
the magnetic field which can be observed remotely. Over
the year preceding the first voyager encounter with Saturn
the IUE studied Saturn's variable H aurora, although the
magnetic field of Saturn was known based on radio wave-
length observations and a previous Pioneer encounter.
In the case of Uranus, a bright and variable H emission
was detected by IUE over the four years preceding the
first spacecraft encounter by Voyager 2 in January 1986.
Field of View
Uranus_
Three-dimensional plots of the International Ultraviolet
Explorer data from observations of the faintest (above)
and brightest (below) H emissions observed from Uranus.
In these plots the horizontal plane represents the detector
camera face, and the vertical height represents the inten-
sity of the H emission. The large elliptical features are
due to diffuse emissions from the Earth's atmosphere and
interplanetary gases, which fill the field of view (shown
in the cut-out drawing). The Uranus emission appears as
a single cone centered on top of this diffuse emission.
This emission was interpreted as a combination of dif-
fuse reflected light and auroral emission, implying that
Uranus had a strong magnetic field. The lack of detec-
tion by the Voyager of radio emission from Uranus
seemed to imply that there was no magnetic field, how-
ever. It was not until a few days before the closest ap-
proach that the magnetic field was unambiguously de-
tected by the Voyager.
Uranus held surprises for both the FUV and radio ex-
perimenters. It was determined that Uranus does radiate
at radio wavelengths, although the emission is strongly
beamed in the anti-sun direction (which was also anti-
Voyager before the encounter). The variable part of the
FUV emission by H and H 2 is most likely produced by
the variable auroras, which were also observed by
Voyager. It was also concluded, however, that there is
a diffuse aurora-like emission from Uranus which seems
to be produced entirely within the atmosphere and ap-
pears predominantly on the sunlit hemisphere. This enig-
matic emission, which seems to require both sunlight and
a magnetic field, has been named "electroglow." Equally
enigmatic may be the last giant planet, Neptune. IUE
observations have already shown that the H emission that
was so bright at Uranus cannot be detected from Nep-
tune, even though the IUE sensitivity is several times
higher than what would be necessary to detect a Uranus-
like planet at the distance of Neptune.
Contact: John T. Clarke
Code 681
Sponsor: Office of Space Science and Applications
Dr. John T. Clarke has served as both a research scien-
tist and an advanced instruments scientist at Goddard
since he started there six months ago. Dr. Clarke earn-
ed his Ph.D. degree from Johns Hopkins University.
HELIUM ABUNDANCE OF
THE OUTER PLANETS
Next to hydrogen, helium is the most abundant constit-
uent of the atmospheres of Jupiter, Saturn, Uranus, and
presumably Neptune. Because of their low atmospheric
temperatures, the outer planets are believed to have lost
essentially none of their original helium. Therefore, the
present atmospheric abundance would be dependent on
the helium content of the primordial solar nebula from
which the planets condensed and on the possible redistri-
bution of helium within the planet. Due to its implications
for theoriginand evolution of the planets, the atmo-
spheric helium abundance is a parameter of major
interest.
Measurements from Voyager have provided determina-
tions of the helium abundances of the atmospheres of
Jupiter, Saturn, and Uranus, with results for Neptune to
be obtained in 1989. The infrared interferometer spec-
trometers (IRIS's) carried on the spacecraft obtained
measurements in a spectral region dominated by collision-
induced absorption by molecular hydrogen. The atmo-
spheric opacity in this region is dependent on collisions
of hydrogen molecules with helium molecules as well as
with other hydrogen molecules, so the helium abundance
can be inferred from the detailed shape of the spectrum.
A second, more sensitive method for helium determina-
tion makes use of a combination of IRIS and radio
occultation results. Analysis of the radio signal from the
spacecraft as it passes behind the planet as viewed from
the Earth yields the ratio of the atmospheric temperature
to the mean molecular weight. The thermal emission spec-
tra from IRIS yield the atmospheric temperature, permit-
ting the mean molecular weight to be determined. Under
the assumption that the mean molecular weight is domi-
nated by hydrogen and helium, the helium abundance is
then obtained.
The results, expressed as the helium mass fraction of the
atmosphere, are 0.18 +_ 0.04 for Jupiter, 0.06 +_ 0.05
for Saturn, and 0.26 _+ 0.08 for Uranus. These results
are compared graphically in the figure. The current best
estimate of the helium abundance of the primordial solar
nebula is about 0.28, which suggests that the atmosphere
of Uranus may have retained its initial value. Saturn,
however, is clearly depleted in atmospheric helium relative
to Uranus. This difference is believed to be a result of
differentiation in Saturn with migration of helium from
the outer layers to the deep interior. Such a process is
consistent with the observed enhancement of Saturn's in-
ternal heat source over that expected on the basis of the
loss of primordial heat alone. Differentiation of the
heavier element would release gravitational potential
energy, providing additional heating. Uranus, conversely
has a very small internal heat source. While Jupiter shows
less depletion of helium than Saturn, some differentiation
may have occurred on that planet also.
Contact: B. J. Conrath
Code 693
Sponsor: Office of Space Science and Applications
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Comparison of the helium abundances of Jupiter, Saturn,
and Uranus. Estimates of the current uncertainties in the
values are indicated.
Dr. Barney J. Conrath has 26 years of experience as
a space scientist with NASA. He holds a Ph.D. degree
in physics from the University of New Hampshire. Dr.
Conrath's professional interests include radiative
transfer in planetary atmospheres, atmospheric
dynamics, and remote sensing.
Io's NEUTRAL CORONA
Since the discovery of the Io (the innermost Gaiilean
satellite of Jupiter) plasma torus by Voyager 1, a major
unknown has been the nature of Io's atmosphere. Part
of this unknown has been the mechanisms by which
neutral gas is injected into the torus where it is ionized
and becomes the source of plasma for the torus. Are
neutral gases injected from surface sputtering (thin at-
mosphere model) or sputtering from the atmosphere's ex-
obase (thick atmosphere model)? What is the composi-
tion of the neutral source which has a direct bearing on
the ultraviolet observations from the torus? After com-
pleting the analysis of the Voyager 1 electron data from
the Plasma Science Experiment (PLS), Sittler and Stobel
(1984, 1986) discovered a localized cooling of the ther-
mal electrons centered on the Io flux tube passage by
Voyager 1 with radial extent - 0.4 Rj. They attributed
this cooling of the electrons to a relatively dense neutral
corona with column density - 3 x 1014 cm -2 at the
exobase.
Inspiredby this prediction Ballester et al. (1986) dis-
covered that only limited observations by the Interna-
tional Ultraviolet Explorer (IUE) with slit centered on Io
itself were performed. On July 18-19, 1986 they obtained
an ultraviolet spectrum from IUE with Io centered on the
slit for a total integration time of 13.5 hours. Io was on
the eastern side of Jupiter. Emission lines of neutral sulfur
and oxygen were positively identified. The observations
definitely show the presence of a neutral cloud centered
about Io with a spatial resolution of 10 Rio (Io's radius
Rio = 1820 kilometers). The radial extent, composition,
and density of this neutral cloud have yet to be deter-
mined from the analysis of this data. Similar IUE obser-
vations of Io's neutral corona are planned for October
1986 on the western side of Jupiter.
Contact: E. C. Sittler, Jr.
Code 692
Sponsor: Office of Space Science and Applications
Dr. Edward C. Sittler, Jr. has worked as an
astrophysicist at Goddard for eight years. Dr. Sittler
earned his Ph.D. in physics from the Massachusetts In-
stitute of Technology. He is particularly interested in
planetary magnetospheres and interplanetary mediums.
ENERGETIC IONS OBSERVED BY THE PIONEER
VENUS NEUTRAL MASS SPECTROMETER
The Pioneer Venus Neutral Mass Spectrometer (ONMS)
was primarily designed for measuring the neutral gas
composition in the Venus thermosphere. The instrument
travels on board a satellite that has been in continuous
operation around Venus since orbit insertion in early
December 1978. The satellite's instrument complement
was designed to determine the salient features of the
planet Venus, its atmosphere and ionosphere, and its in-
teraction with the solar wind.
As a result of solar perturbations the periapsis of the
satellite's orbit has increased such that the neutral atmo-
sphere can no longer be sampled. Therefore the ONMS
has been switched to measuring energetic ions. These ions
have an energy exceeding 40 eV, and the dominant species
is O ÷. They were initially seen on the first orbit around
Venus and have been observed in both the dayside and
nightside sectors. They are associated with the more er-
ratic plasma structure seen in the thermal and superther-
mal ions measured by the ion mass spectrometer and in
the electron density measured by the Langmuir probe.
On the dayside they frequently occur near the ionopause,
suggesting that the ions are accelerated from ionospheric
plasma by the shocked solar wind through plasma wave
interactions. The dynamic flow that transports the ther-
mal dayside ionosphere to the nightside can also transport
the energetic ions, although local nightside acceleration
processes are possible.
The nightside energetic ion composition at 2000 kilome-
ters (km) (lower left-hand illustration) resembles that of
the thermal ionosphere with species in descending order
of concentration as O ÷, N +, He +, and (O2 ÷, N2+/CO +,
NO÷). Hydrogen cannot be resolved by the instrument,
and CO + is not observed because it is below the instru-
2
ment threshold. The dayside composition is similar. The
distribution of O + has now been mapped on both the
dayside and nightside of Venus (top illustration). On the
in the vicinity of the geometric shadow of Venus.
The ONMS instrument was not originally calibrated for
energetic ions. Laboratory studies with ion beams using
an available flight backup unit have made it possible to
estimate the flux and density represented by these ions.
The estimated energetic O ÷ density is less than 1 percent
of the total plasma density at 2000 km on the nightside
(lower right illustration). The maximum O ÷ flux ob-
served is consistent with that measured much farther
down the magnetotail by the plasma analyzer. The rela-
tive variation of the energetic O ÷ is similar to that of
the superthermal ions observed by the ion mass spec-
trometer, which constitute the bulk of the O ÷ density at
an energy near 13 eV.
The energetic O ÷ ions are significant in the context of
planetary ion loss since their energy (40 eV) far exceeds
that needed for escape and since, as the composition of
the energetic ions implies, other species up to 02 + also
have this minimal energy. The direction from which the
energetic ions appear to be coming (or going) can be
determined because the ONMS is mounted at an angle
with respect to the spacecraft spin axis and the signal is
spin modulated. It has been found that both tailward and
anti-tailward components occur in the ecliptic plane on
the nightside near the equator (lower right illustration),
although the predominant component of the motion is
perpendicular to this plane. The tallward motion implies
escape of those ions. A rather unique correlation between
the ONMS flow direction in the ecliptic plane and the
direction of the magnetic field in the same plane has also
been observed (lower right illustration, region between
vertical dashed lines). This correlation suggests that the
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weak magnetic field (< 40 -y) can control the ion flow in
some circumstances.
More data and further study are needed to determine the
origin of the nightside energetic ions, their connection
with the ion tail of Venus, and their relationship with the
general day-to-night plasma flow.
Contact: W. T. Kasprzak
Code 615
Sponsors: Pioneer Venus Project
Office of Space Science and Applications
Dr. Wayne T. Kasprzak has served 17 years at God-
dard. Dr. Kasprzak, a space scientist, earned his Ph.D.
degree from the University of Minnesota. His primary
scientific interest lies in the area of the ,,,_; 'compw.non of
planetary atmospheres.
THE COMETLIKE TAIL OF VENUS:
IMPLICATIONS FOR THE ESCAPE OF
PLANETARY ATMOSPHERES
Since December 1978 instruments aboard the Pioneer
Venus Orbiter have been providing an increasingly
detailed mapping of the region around Venus in which
the solar wind interacts with that planet. Changes in the
spacecraft orbit, caused by solar gravitational effects,
have caused periapsis to rise from its initial altitude of
150 kilometers (km) to its present altitude of over 2400
km. During the same period the annual motion of Venus
about the Sun has caused the orbit to sweep repeatedly
through all local times. The combined effect has been to
cause periapsis to spiral upward through the ionosphere
and the ionosheath and at least 2400 km into the Venus
wake, each Venus year resolving the diurnal variation of
these regions at a new, higher altitude and permitting
study of their response to changes in the solar wind.
The figure illustrates the major features of the Venus
outer environment that have emerged from the analysis
of data from several Pioneer Venus instruments de-
veloped at Goddard Space Flight Center; in particular,
the Langmuir probe, the ion mass spectrometer, and the
neutral gas mass spectrometer. The solar wind and the
interplanetary magnetic field interact with the ionosphere
forming a bow shock and diverting most of the solar wind
around the planet. This interaction heats the ionosphere
ions to very high temperatures, and stretches it out into
long tail rays, streamers, and filaments that are reminis-
cent of features seen in comet photographs.
Measurements of the ion flow velocity within the iono-
sphere show that the entire ionosphere is flowing from
the dayside toward the nightside, where most of the ions
subside to form the nocturnal ionosphere. However,
about 25 percent of the nightward flow now appears to
be accelerated tailward by solar wind interaction pro-
cesses, reaching velocities well in excess of the escape
velocity. These ions represent a loss of atmospheric gas
that may have been going on over geological time. Since
the ions being lost are primarily oxygen and hydrogen,
solar wind interactions may represent an important pro-
cess for the escape of water from Venus and are at least
partially responsible for the loss of the Venus oceans and
the extremely dry atmosphere currently present at Venus.
In addition to providing ce_n insights into the evolu-
tion of a planetary atmosphere, these Pioneer Venus
measurements may be found useful in the study of related
processes that occur when the solar wind interacts with
the atmospheres of other unmagnetized bodies, such as
that of a comet.
The solar wind interaction effects seem to vary during
the solar cycle in response to changes in the solar extreme
ultraviolet and solar wind intensity. The continuing
measurements from the Pioneer Venus Orbiter through
the present period of minimum solar activity and well into
the coming period of rising activity are expected to help
further refine our estimates of planetary gas escape rate
by this process.
\
Major features of the Venus outer environment.
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Contact:LarryH. Brace
Code614
Sponsor:Officeof SpaceScienceandApplications
Mr. Larry H. Brace is Head of the Planetary At-
mospheres Branch, Laboratory for Atmospheres. Prior
to working 24 years at Goddard, Mr. Brace earned his
B.S. at the University of Michigan. He has served as
Principal Investigator for Langmuir probes on 15
NASA satellites, and has earned both Goddard's Ex-
ceptional Performance A ward and the NASA Medal for
Exceptional Scientific Achievement.
PLASMA LOSS IN RAPIDLY
ROTATING MAGNETOSPHERES
From a detailed examination of the plasma data obtained
from the Voyager 1 and Voyager 2 encounters with
Saturn, we at the Goddard Space Flight Center have
found that the typical plasmasheet mean atomic mass is
m _ 13 atomic mass units (amu's) as opposed to m
1 amu for a hydrogenic plasma. We interpret this high
mean mass to be the result of mass loading of the plasma-
sheet due to the loss of exospheric atoms from Saturn's
moons and their subsequent ionization and pickup in
Saturn's magnetosphere. The pickup process results in
a substantial amount of the ions' initial energy in the co-
rotating plasma's rest frame being converted into thermal
energy, which gives rise to large plasma pressures.
When the correct mass density is used to calculate the
nightside radial distance for the loss of Saturn's plasma-
sheet down the magnetotail, we find that earlier work sug-
gests unrealistically small distances for detachment and
loss of the plasmasheet. Earlier work did not, however,
consider the effects of finite plasma pressure. When the
finite pressure of the plasmasheet is properly accounted
for, it acts as a stabilizing force which yields in the correct
plasmasheet detachment distance. Specifically, we esti-
mate the detachment distance to be a factor of a = 1
+ 2B greater than that calculated earlier where/3 (beta)
is the ratio of plasma pressure to magnetic pressure. Finite
beta effects are thus quite important in evaluating the
stability of parts of heavily mass-loaded magnetospheres
like those of Jupiter, Saturn, and possibly Neptune.
Contacts: S. Curtis and E. Sittler
Code 695
Sponsor: Office of Space Science and Applications
Dr. Steven Andrew Curtis, a plasma physicist with 18
years of experience at Goddard, earned his Ph.D. degree
in physics from the University of Maryland. He has
special interest in the physics of processes involving
energy transfer between planetary magnetospheres and
planetary atmospheres.
GEOMAGNETIC FIELD DISTORTIONS OF
THE NIGHTSlDE MAGNETOSPHERE
Auroras in the Earth's upper atmosphere are intimately
associated with electric currents flowing along high-
latitude magnetic field lines that link the outer magneto-
sphere and the high-latitude ionosphere. (See figure.)
These field-aligned currents connect to currents that flow
perpendicularly to magnetic field lines in an equatorial
current sheet in the outer magnetosphere. Such equatorial
currents distend the dipole magnetic field into its magnetic
tail configuration. The initiation of large, sudden changes
in this total-current circuit (magnetospheric substorms)
is suspected to be caused by the creation of a very low
magnetic field intensity (magnetic neutral line) in the
equatorial region of the nightside magnetotail 10 to 15
Re (Earth radii) from the Earth.
The active magnetospheric particle tracer experiment/
Charge Composition Explorer (AMPTE/CCE) space-
craft was launched in August 1984 into a near-equatorial
I z
The distorted magnetic field of the inner magnetotail is
shown by heavy lines that agree with average magnetic
feld vectors measured on the AMPTE/CCE spacecraft.
The figure is drawn for typical AMPTE conditions when
the Sun is 25 ° above the geomagnetic equator. Undis-
torted dipole lines are illustrated by lighter lines.
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orbitwithanapogeeof 8.8Re.Thisorbitisparticularly
wellsuitedfor studyingthevaryingmagneticfieldcon-
figurationof theinnermagnetotail.A statisticalnalysis
of sevenmonthsof nightsideAMPTEmagneticfielddata
revealsthat theequatorialfield strengthat 8.5Reis
typicallyreducedto a valueof 25nanotesla,whichis
roughlyhalf of thefieldstrength'sundistorted ipole
valueof 50nT.Thefieldisalwaysorientednorthward
andneverachievesavaluelessthan10nT, whichim-
pliesthat anyneutrallinemustform beyond8.8Re.
Nightsidemagneticfieldvectorsaresometimesnearlyin
thedipoledirectionandsometimesdistortedbyupto 80°
fromthisdirection.Averagevectorsareshownin this
figure.
A full understandingof howaurorasareproducedhas
beenhinderedbyaninabilityto accuratelymapauroral
featuresalongtheircurrent-carryingfieldlinesto their
energysourcein theoutermagnetosphere.Re_:entlyav-
eragequatorialfieldstrengthsfromAMPTEhavebeen
usedto computetypicalequatorialcrossingpointsof
high-latitudefieldlinesin themidnightmeridian.These
calculationsindicatethat,whilemostauroralarcsoccur
onopenfieldlinesoron fieldlinesthatcrosstheequa-
torialplanebeyond12Re,low-latitudearcsmayoccur
on field linesthat crosstheequatorialplaneat lesser
distances.It isconfirmedthatacomponentof themag-
neticfieldacrossthetail isrelatedtothesimilarcompo-
nentoutsidethemagnetosphere,butcontraryto earlier
workthiseffectismorepronouncedduringmagnetically
disturbedperiods.
Contact:D. H. Fairfield
Code695
Sponsor:Officeof SpaceScienceandApplications
Dr. Donald H. Fairfield has served for 21 years at God-
dard. Dr. Fairfield earned his Ph.D. degree from Penn-
sylvania State University. A Co-Investigator on many
magnetic field experiments on spacecraft in Earth or-
bits, Dr. Fairfield has particular interest in solar wind
interaction with the Earth's magnetosphere.
MAGNETOSTROPHIC BALANCE AND
PLANETARY DYNAMOS
In order to obtain an improved estimate of Neptune's
magnetic field and hence the size and structure of the
magnetosphere, a new scaling law for planetary magnetic
fields has been developed. Starting from the magneto-
strophic balance between the Coriolis force and the j ×
B Lorentz force, we at the Goddard Space Flight Center
have derived a scaling relation which can be used to
predict magnetic field strengths using only the observable
properties of a planet. Specifically, using the planet's
mean density, radius, mass, rotation rate, and internal
heat source luminosity, we can obtain an estimate of the
magnitude of the planet's magnetic field from the same
parameters for the Earth and Earth's magnetic field. The
estimated magnetic field is, however, an upper bound;
close agreement with observations is expected only if the
planet's dynamo is fully developed. This is apparently
true for Earth, Jupiter, Saturn, and Mercury. Close
agreement is ootalneu............... octw_cn p__u_;t_u:-'-_and u-'-u_r..... v_u
magnetic fields for all of these planets. In contrast, the
Moon, Venus, and Mars apparently lack currently active
internal dynamos, and force balance may not hold.
From a comparison of theory and observations, we con-
clude that planetary dynamos are two-state systems each
with either a zero-intrinsic magnetic field or a field near
the upper bound determined from magnetostrophic
balance. The predicted upper limit for the Uranus
magnetic field is 0.3 gauss at the equator 1-bar level. The
value for Uranus' magnetic field, based on Voyager
observations, is 0.23 gauss. In the figure we compare the
calculated and observed planetary magnetic fields. Given
this extremely close agreement between prediction and
observation and also noting that Neptune possesses a
large internal heat source, we expect Neptune's magnetic
field at the 1-bar level to be between 0.5-0.4 gauss. The
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expectedbowshockstand-offdistancesrangefrom20-40
RN(Neptuneradii).Hence,Neptune'satelliteTriton-at
14.6RN lieswithinthe magnetosphere.Nonthermal
radioemissiongenerationmaybepossiblein regionsof
sufficientlylowpolarionosphericplasmadensitiesand
maybe relatedto thepickupof ionsescapingfrom
Triton'ssubstantialtmosphere.Wealsonotethatthe
predictedmagneticfield strength for Io (the second
satellite of Jupiter) is 0.02 gauss. Finally, the agreements
between observed and predicted magnetic fields derived
from Blackett's "Bode's Law" scaling relation are for-
tuitous and are owing to a weak sensitivity of predictions
to some combinations of parameters appearing in our
scaling law.
Contacts: S. Curtis and N. Ness
Code 695
Sponsor: Office of Space Science and Applications
Dr. Steven Andrew Curtis, a plasma physicist with 18
years of experience at Goddard, earned his Ph.D. degree
in physics from the University of Maryland. He has
special interest in the physics of processes involving
energy transfer between planetary magnetospheres and
planetary atmospheres.
A NOVEL MAGNETOSPHERIC
FIELD MODEL
The salient feature of the Earth's magnetosphere is its
long tail: a new "interim" model accurately represents
the main properties of the magnetospheric tail by treating
it as a stretched dipole field. The model is divergence-
free and displays appropriate responses when the dipole
is tilted to the solar wind. (Tilt angles up to 35 ° can arise.)
Unlike previous models, this one describes well the mid-
night region at distances of 6-12 Earth radii where a rapid
change takes place from dipolelike fields to taillike ones.
Codes of the model have been given to the National Space
Science Data Center (NSSDC) for use in the Coordinated
Data Analysis Workshop (CDAW-8) and to selected ex-
perimenters. As data are used to refine it, the "interim"
model should lead to a "definite" one.
This method for stretching and distorting magnetic field
configurations has been generalized, suggesting many ap-
plications: stretching and relaxing the geomagnetic tail
can model stages of substorms; stretches with cylindrical
symmetry can represent fields of planetary ring currents
and magnetodisks; and radial stretches can describe the
drawing out of the Sun's field by the solar wind. Fur-
thermore, the method should be useful in fluid dynamics
for mapping a given flow v of a fluid into another, for
the equation of continuity div .v = 0 for incompressible
flows is fully analogous to div .B = 0 obeyed here.
Contact: D. P. Stern
Code 695
Sponsor: Office of Space Science and Applications
Dr. David P. Stern, a physicist, has worked at God-
dard for 25 years. He earned his Ph.D. degree from the
Israel Institute of Technology, Haifa. Dr. Stern chairs
the A GU Committee for the History of Geophysics and
has published a book on recreational mathematics for
school children.
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Field lines of the interim magnetospheric model.
REACTION RATE KINETICS OF OXYGEN AND
DIACETYLENE: POSSIBLE ROLE IN HAZE
FORMATION ON TITAN
The haze on Titan is attributed to the presence of large
polyacetylene molecules formed in the atmosphere as
products of methane photochemistry. Reactions of
diacetylene (C4H2), an intermediary product from
photodecomposition of methane, are known to lead to
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productionof hydrocarbon polymers, thus giving dia-
cetylene some role of importance in the mechanism pro-
ducing the atmospheric haze on Titan. Diacetylene reac-
tions are also of particular interest in the atmosphere of
Titan because diacetylene is believed to be the major
catalyst in the key reaction process of removing hydrogen
atoms. This enables Titan to have formed and maintained
a greater variety of larger hydrocarbon species, as ob-
served by the Voyager infrared (IRIS) experiment, com-
pared to the atmospheres of Saturn or Jupiter.
Dr. David F. Nava is an astrophysicist with the
Astrochemistry Branch at Goddard. He holds a Ph.D.
degree from Arizona State University. In his 18 years
of experience with NASA, Dr. Nava has served as Co-
Investigator for the Planetary Atmospheres Program
(1978 to present), Co-Investigator for the Upper At-
mospheric Research Program (1978 to presenO, Prin-
cipal Investigator for the Returned Lunar Sample Pro-
gram (1975 to 1977), and Co-Investigator for the
Returned Lunar Sample Program (1971 to 1974).
The reaction of oxygen atoms with C4H 2 ultimately
leads to production of polymers of diacetylene as well
as CO. Because the rate of the O + C4H 2 reaction had
not previously been determined under conditions more
appropriate for atmospheric modeling of Titan, and to
compare its rate with that of our recent determination
of the H + (_41--12 reaction (Journal of Geophysics
Research 91,4585, 1986), we have measured the absolute
rate constant for the reaction of O + C4H 2 as a func-
tion of temperature and pressure. The laboratory tech-
nique employed flash photolytic production of oxygen
atoms, coupled with time resolved detection of resonance
fluorescence signal of the oxygen atoms as they decay by
reaction with diacetylene. Results from the rate constant
measurements show the reaction of O + C4H 2 to be
temperature dependent, moderately rapid, and, at atmo-
spheric temperatures, independent of total pressure.
Implications for modeling the atmosphere of Titan de-
rived from this kinetic study are : (1) low temperature
data relevant for the atmospheric conditions are provid-
ed; (2) the reaction rate of diacetylene with oxygen atoms
is similar to that with the more abundant hydrogen atoms;
and (3) while in the atmosphere of Titan the dominant
fate of oxygen atoms is reaction with the methyl radical
(CH3), the present results indicate that at some altitudes
the moderately rapid reaction of oxygen atoms with
diacetylene may contribute to formation of atmospheric
haze polymers, to the loss of atomic oxygen, and/or to
the production of CO. For these reasons the reaction of
O + C4H 2 should also be included in future models of
the atmosphere of Titan.
Contact: David F. Nava
Code 690
Sponsor: Office of Space Science and Applications
TRACE GAS COMPOSITION OF THE LOWER
STRATOSPHERE FROM INFRARED SPECTROSCOPY
One of the central problems in stratospheric research is
to understand the roles of trace gases, i.e., hydrogen-,
nitrogen-, and chlorine-containing species, in controlling
the distribution of stratospheric O 3. Numerous atmo-
spheric models now exist for predicting the trace gas com-
position of the stratosphere; the results from these models
have established the strong need for the simultaneous
measurement of chemically related constituents. One ef-
fective technique for obtaining these simultaneous co-
located measurements of temperature and trace gas pro-
files is high resolution infrared spectroscopy of the
stratospheric limb from a balloon platform. The high
spectral resolution is necessary to isolate the weak spec-
tral emission features of the trace gases from the strong
features of the more abundant radiatively active strato-
spheric gases. A liquid-nitrogen cooled multi-detector
Fourier spectrometer with .02 cm-1 resolution capabil-
ity has been developed for this application. The cryogenic
cooling of the instrument, combined with the use of ex-
trinsic silicon photoconductor detectors cooled to liquid-
helium temperature, has allowed the detection of weak
emission features.
From a November 6, 1984 flight, eleven stratospheric
species have been identified to date, covering at least one
species in each of the three ozone-controlling chemical
cycles. For the nitrogen cycle, SIRIS has measured:
HNO 3, the major reservoir and sink species; N20 , the
source species, and NO and NO2, species which
catalytically destroy ozone. Analysis of this important
subset of the nitrogen cycle should impose useful con-
straints on stratospheric chemistry modeling. C1ONO 2
has also been measured. This species is important due to
being 1) a temporary reservoir for stratospheric chlorine,
2) strongly involved in the C10 and NO catalytic
cycles, and 3) strongly involved in _he diurnal variation
of C10. Other gases measured are O 3, CO2, H20 , CH4,
CCI3F, and CFECL 2. The derived altitude profiles for
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thesegasesarebeing used for the verification of strato-
spheric photochemical models.
Contacts: J. Brasunas and V. Kunde
Code 693
Sponsor: Office of Space Science and Applications
Dr. John C. Brasunas, who holds a Ph.D. degree from
Harvard, is a physicist with 2 years of service with God-
dard. His professional interests include high resolution
spectroscopy of the atmosphere and of astrophysical
sources.
APPLICATION OF INTRACAVITY
ABSORPTION TO CHEMICAL KINETICS
As our knowledge of various atmospheric and astro-
physical phenomena continues to increase, greater de-
mands are made on our understanding of the fundamen-
tal chemical and physical processes which govern them.
This in turn requires the development and application of
both new experimental techniques and theoretical
methods to provide the needed information. Intracavity
dye laser absorption spectroscopy is an example of an ex-
perimental technique which was recognized as a parti-
cularly attractive complement to existing detection tech-
niques, but has seen only limited application to photo-
chemical and kinetic problems. This reticence has been
due in part to concerns about the reliability of the data
obtained.
To demonstrate the utility and accuracy of this technique,
an intracavity dye laser spectrometer was constructed by
extending the cavity of dye laser so that a cell could be
placed inside; the spectral profile of the laser was scanned
with a narrowband monochromator to obtain the desired
information. Using this system, an extensive sensitivity
study of absorption by NO 2 was made to examine the
effects of various parameters on the absorption process
and delineate the limits of operation. It was found that
detection sensitivity is strongly dependent on the laser
power and that it increases as the laser power decreases.
Likewise the sensitivity increases as the strength of the
absorption transition decreases, though the effect is
weaker. By judiciously choosing the transition and laser
power, it is possible to define regions of operation where
the absorber concentration is linearly related to absor-
bance; the extent of this linear region can be adjusted by
changing either parameter.
The information gained was applied to the measurement
of the intermolecular reaction of NO and 0 2 which
combine to produce NO 2. This is an ideal reaction for
demonstration purposes for several reasons: the reaction
rate is well-known from measurements by other tech-
niques; the rate is slow and competing reactions negligible
so that experiments can be performed in a static cell; both
reagents are stable and can therefore be accurately me-
tered into the reaction cell; the product is a stable
molecule which makes calibration of the system straight-
forward. The progress of the reaction was monitored by
following the increase in NO 2 product with time. Sam-
ple spectra are illustrated in the accompanying figure.
Frame (a) corresponds to the laser profile with no ab-
sorber in the cell and frame (f) to a calibration profile
with - 10.2 millitorr static pressure of NO 2 in the cell.
Frames (b) through (e) represent the time development
of the NO 2 absorption features after NO and 02 are in-
troduced into the cell. By measuring the depth of an ab-
sorption feature such as the one at )_, it is possible to ob-
tain kinetic information. Note that due to the richness
of the NO 2 spectrum there is another line at B which is
blue shifted with respect to >,. At the highest (static) NO 2
pressure yet another feature appears at R, red shifted with
respect to _,. The rate constant was determined to be (2.24
_+ 0.36) x 10 -38 cm 6 molecules -2 s -1 which is in ex-
cellent agreement with the recommended value of (2 _+1)
× 10 -38 cm 6 molecules -2 s -l. The rate constant was
found to be independent of experimental parameters such
as laser power, transition or reagent concentrations.
These results clearly demonstrate that when properly
Temporal development of the dye laser spectral profile
for nitrogen dioxide absorption.
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treatedintracavityabsorption can provide reliable kinetic
data. Experiments are in progress to apply the technique
to other molecules and processes, e.g., the detection of
03 and its photodissociation products. In addition, a
program has been undertaken to extend the technique to
the ultraviolet and infrared wavelength regions.
The developmental nature of this program has provided
opportunities for collaboration with the Johns Hopkins
University through support of Mr. W. D. Brobst and the
University of Maryland through support of Mr. T. M.
Lang, both of whom are working at GSFC in the NASA
Graduate Student Researchers Program.
Contact: John E. Allen, Jr.
Code 691
Sponsor: Office of Space Science and Applications
Dr. John E. Allen, Jr., an astrophysicist with eight years
at Goddard, holds a Ph.D. degree in applied physics
from the University of Florida. His professional in-
terests center about applying optical techniques to
chemical physics and applying chemical physics to
aeronomy and astrophysics.
COMETS
DETECTION AND CHARACTERIZATION OF
WATER VAPOR IN COMET HALLEY
A team of NASA Goddard and university scientists, ob-
serving Comet Halley in December 1985, has made the
first direct and unambiguous confirmation of water vapor
in the comet. Their findings were confirmed in March
1986 by spectroscopic observations on the Vega-1 Soviet
spacecraft, and by the team's own re-observations from
New Zealand. (See the first figure.)
The discovery, the first definite detection of neutral water
in any comet, lends new support to the widely held theory
that comets are "dirty snowballs" composed primarily
of frozen water. That theory was first developed by
astronomer Dr. Fred Whipple in 1951, but has only
received indirect corroboration to date through
discoveries of atoms such as oxygen and hydrogen,
molecules such as OH, and ions such as H20+ , assum-
ed to be the destruction by-products of the evaporated ice.
Astronomers have been seeking to confirm the presence
of water in comets for over twenty years, first using radio
astronomy telescopes and later satellites such as the In-
ternational Ultraviolet Explorer that observe at ultraviolet
wavelengths. These attempts have largely failed because
water, like most polyatomic molecules, does not fluoresce
in the ultraviolet, and current theory shows that its radio
spectral lines are too weak to be seen.
The direct detection of a major parent molecules marks
a new era of direct investigations of the compositions of
cometary nuclei and of the physics of cometary comae.
Until now, scientists had to work backward, using the
known fragments to infer the identities of plausible parent
molecules. This process was highly uncertain because
many potential candidates could have produced the ob-
served fragments, but it was impossible to identify any
specific pre-cursor with certainty. The direct detection of
H20 at infrared wavelengths demonstrates that
astronomers now have a powerful new tool for predicting
and detecting with accuracy parent molecules in comets,
including gaseous water and other constituents.
The discovery stems from a new theoretical model de-
veloped at Goddard by Dr. Michael Mumma and Dr.
Harold Weaver, then an NAS-NRC Resident Research
Associate. The theory, which was first presented in March
1980 at a conference on Planetary Spectroscopy in An-
napolis, Maryland, holds that the parent molecules can
best be detected by measuring their infrared fluorescence
spectrum, stimulated by sunlight. The theory has been
developed extensively since then by the two astrophysi-
cists, and has been confirmed by independent work of
scientists in France and Japan. It predicts in precise detail
the wavelengths and relative intensities of infrared spec-
tral lines emitted by gaseous H20 , and other parent
molecules, in comets.
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Direct detection of water vapor in Comet Halley.
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The theory also predicts that a definitive study of com-
etary water is not possible from conventional ground-
based telescopes, because of absorption by water in our
own atmosphere. This problem was minimized by using
an airborne telescope and a facility infrared spectrometer
developed at the Lunar and Planetary Laboratory of the
University of Arizona by Dr. Harold P. Larson and Dr.
D. Scott Davis. The spectrometer was used to observe
Comet Halley on the nights of December 21, 22, and 23,
1985 from NASA's Kuiper Airborne Observatory (KAO),
on flights originating from San Francisco, California.
This flying observatory consists of a 36-inch diameter
telescope in a modified C-141 aircraft, operated by the
NASA Ames Research Center at Moffett Field, Califor-
nia. All observations were made at an altitude of 12.5
kilometers (41,000 feet), far above that of any conven-
tional ground-based telescope, in order to reduce inter-
ference by terrestrial water vapor.
The theory accurately predicted the presence of ten spec-
tral lines of water in Halley's cometary coma, a bright
cloud of gas and dust surrounding the cometary nucleus.
Observations on December 21 showed four of the ten
predicted lines, while observations on December 23 re-
vealed all ten. The team saw more lines on the last day
because the brightness of the water lines across the board
increased by a factor of three. Finding such dramatic
variability in the comet's behavior was a surprise in itself.
The comet's variability was investigated further in March
1986, on flights originating from Christchurch, New
Zealand. The H20 content was found to vary by 60 per-
cent in only 2 hours on one flight, and an extreme range
of -23-fold in production rate (from its minimum on
December 21 to its maximum on March 24) was observed.
This is a surprising result, since it exceeds the range of
variability found for OH, thought to be a daughter prod-
uct of H20.
The individual line intensities (illustrated in the first
figure) are consistent with current models for fluorescence
equilibrium in comets and are expected to yield the kinetic
temperatures when fully analyzed. The ortho-para ratio
has been determined and the pre-perihelion value indi-
cates an unusually low nuclear spin temperature, possibly
indicating that the H20 originating from a low-tempera-
ature ice.
The widths of individual lines provide a measure of the
outflow velocity in the coma, and their velocity displace-
ments (relative to the nucleus) provide a measure of the
line-of-sight asymmetry in gas production. (See the sec-
ond figure.)
Contact: Michael J. Mumma
Code 693
Sponsor: Office of Space Science and Applications
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Characterization of water vapor in Comet Halley.
Dr. Michael J. Mumma is the Head of the Planetary
Systems Branch at Goddard. He has 16 years of NASA
experience and holds a Ph.D. degree from the Univer-
sity of Pittsburgh. Dr. Mumma discovered and
characterized natural laser emission on Mars and Venus,
originated the theory of solar infrared fluorescence in
comets, and detected water vapor in the Comet Halley.
In addition, he was first to provide definitive defini-
tion and characterization of water in comets. Dr. Mum-
ma also made definitive measurements of molecular
dissociation excitation cross-sections.
IMAGING OF THE COMA OF COMET HALLEY
PROVIDES NEW DATA ON THE ROLE OF
DUST PARTICLES
During the current apparition of Comet P/Halley, Dr.
Michael A'Hearn and his colleagues at the University of
Maryland and Perth Observatory obtained a number of
images of the coma of Comet Halley with narrow-band
filters that isolated the light from individual molecular
species. The coma of a comet is the temporary at-
mosphere of a cometary nucleus, composed of gas and
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small solid dust particles which can extend outward from 
the nucleus to distances of 1 ,OOO,OOO kilometers (km) or 
more. 
Some of the more interesting questions asked about 
comets are what material is present in the coma and how 
it gets there from the frozen nucleus. Dr. A’Hearn’s im- 
agery showed jetlike structures that appear to be made 
up of the organic molecule cyanogen (CN). The expansion 
or ejection velocity of particles from a comet nucleus is 
about 1 km per second, and the CN jet features are visi- 
ble out to a radius of 50,000 to 100,000 km. The existence 
of a CN visible structure, which has seemingly taken a 
day to develop, was unexpected since the CN molecule 
has a lifetime of approximately 20 minutes under the 
temperature and pressure conditions that exist in the 
coma. The CN molecule then dissociates into its two 
atomic components. Therefore, the jets could not be the 
result of the CN molecules evaporation off the nucleus 
itself. 
The most logical explanation for the CN jets is that the 
CN molecule has ridden along on small dust particles, 
and the molecules are evaporating off the dust as the dust 
particles move out fromtwnucleus. The increase of the 
width of the jets with&Wce from the nucleus as seen 
in the computer-enhanced image shown in the accom- 
panying figure is consistent with this concept. 
The image enhancement techniques used to show the ex- 
tent of the jets’ outward motion were developed within 
Goddard Space Flight Center’s Laboratory for Astron- 
omy and Solar Physics. The figure shows not only the 
end result of an enhanced image of the CN jets but also 
the steps used to obtain the final result. In the figure there 
are four panels, all shown in false color; that is, the color 
< 
~ 
Computer-enhanced image of the coma of Comet Halley. 
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is a function of the brightness or intensity of the comet 
at that location. The color scheme is that the gray levels 
represent the lowest intensity, with blue, green, yellow, 
and red following to represent increasing intensity. The 
upper left panel shows the original unenhanced image. 
The jets are barely visible in the green intensity levels. 
In an attempt to straighten el 
al was produced. This is a pol 
dimension is the distance from &e center of the comet, 
and the horizontal dimension is the angle of rotation. In 
other words, moving in a vertical direction is the same 
as moving out along some radius at a particular angle, 
and moving in a horizontal direction is the same as mov- 
ing in a circle at some radius. The panel at the lower right 
has had each horizontal line, or a circle at each radius, 
contrast-enhanced so that the maximum and minimum 
brightnesses are displayed. The upper right panel shows 
the image collapsed back into a normal spatial display, 
but now the jet structure is clearly seen all the way out 
to the edge of the image. 
This imaging technique has provided the effect of remov- 
ing the strong radial intensity gradient from an image and 
leaving the scientifically interesting phenomena visible, 
without any prior knowledge of the detailed shape of the 
radial gradient. This technique will be useful in many of 
the comet images obtained by both the Photometry Net- 
work and the Large Scale Phenomenon Network of the 
International Halley Watch. 
Contact: Daniel A. Klinglesmith I11 
Code 684 
Sponsor: Office of Space Science and Applications 
Dr. Daniel A. Klinglesmith, 111 is Head of the Interac- 
tive Astronomical Data Analysis Facility. Dr. 
Klinglesmith has served 20 years at Goddard. He receiv- 
ed his Ph.D. degree in astrophysics from Indiana 
University. His research interests include the study of 
the large-scale phenomenon structure of Comet Halley 
and extended photographic surface photometry. 
THE SOLAR MAXIMUM MISSION 
LOOKS AT COMET HALLEY 
The Solar Maximum Mission (SMM) was originally de- 
signed to study solar phenomena, and thus the observa- 
tions of Comet Halley were a major departure from nor- 
mal satellite operations. The SMM Experimenters Opera- 
tions Facility developed the techniques for pointing to the 
Comet at angles up to 50 O from the Sun and tracking the 
Comet, which moves at a nonsolar rate. Subsequently, 
SMM provided a unique o’pportunity to monitor the 
structure in Comet Haney’s c6ma and tail region during 
a time when the Comet’s closest approach (perihelion) 
to the Sun made ground-based observations difficult. In 
view of the variable nature of cometary plasma tails and 
the expected increase in cometary activity at small helio- 
centric distances, the SMM images filled an important 
gap in coverage during a historic international effort to 
observe Comet Halley. 
Comet Halley was observed through use of the SMM 
coronograph/polarimeter instrument. A total of 205 im- 
ages were obtained between January 26 and February 28, 
1986: 52 images were obtained before perihelion passage 
(February 9, 1986) and 153 images afterwards. The im- 
ages were obtained at a wavelength range (4450-5 120 
angstroms) where the cometary spectrum is comprised 
predominantly of reflected sunlight and the primary emis- 
sion features come from the dominant tail ion CO+ and 
C, molecule in the coma. 
The relatively long exposures required to detect the come- 
tary light (100 times longer than that normally required 
for the solar corona) necessitated the development of new 
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A Solar Maximum Mission image of Comet Halley 
(February 28, 1986) and its associated intensity profile 
through the comet head and down the tail. 
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data-reduction routines to remove instrumental dark cur- 
rent, which is negligible in the short solar corona images. 
The figure shows an example of an SMM Comet Halley 
image with the dark current removed. The tail was 
generally detected out to a projected distance of approxi- 
mately one million kilometers (km). This distance corre- 
sponds to an actual distance of 2-3 million km down the 
tail. The tail emission is also considerably fainter than 
the coma emission as seen in the figure. A collection of 
approximately 125 well calibrated images documenting 
Comet Halley’s activity will ultimately be published as 
an atlas and be made available to the rest of the scien- 
tific community through the National Space Science Data 
Center. 
Contact: Ronald J. Oliversen 
Code 680 
Sponsor: Office of Space Science and Applications 
Dr. Ronald J.  Oliversen is a space scientist with three 
years of experience at Goddard. He holds a Ph.D. 
degree from the University of Wisconsin, Madison. He 
has served as NAS-NRC Research Associate. 
PLASMA TAIL DISCONNECTIONS 
IN COMET HALLEY 
Perhaps the most spectacular feature exhibited by bright 
comets is the long tail, or tails, which grow as a comet 
heats up in its approach to the inner solar system from 
the cold outer reaches of space beyond the giant planets. 
Many bright comets, Comet Halley among them, actually 
display two types of tail: plasma and dust. The latter 
variety is composed of fine dust particles initially released 
from the icy nucleus and then blown behind the comet 
by the pressure of sunlight. In contrast plasma tails are 
composed of ionized molecules, such as water and carbon 
monoxide, which are trapped onto magnetic field lines 
captured by comets from the solar wind. This is a very 
complex process involving some of the more exotic as- 
pects of “plasma physics”-the study of ionized gases 
in the presence of magnetic fields. Nonetheless, because 
of their visibility, the plasma tails of comets offer an ideal 
way to study large-scale plasma processes in the solar 
system and, in particular, the interaction of the solar wind 
with solar system objects. 
An amazing property of plasma tails is that they occa- 
sionally disconnect from the comet’s head, float away, 
and become replaced by a new tail which forms soon after 
destruction of the old one. This is not a rare property, 
as many bright comets of the past (including Halley in 
1910) have been observed to lose their tails several times 
in the months they were observed. Because the solar wind 
is known to have time-varying structure embedded within 
it, and because comets owe the formation of their plasma 
tails to this supersonic gas emitted by the Sun, it is not 
surprising that plasma tails respond in a dramatic way 
to the changing solar wind. In the eight years before the 
current apparition of Comet Halley, Malcolm B. Niedner 
and John C. Brandt theorized that bright comets respond 
with “Disconnection Events” (DE’s) to changes in the 
direction of the magnetic field embedded in the solar 
wind. 
The arrival of Comet Halley to the inner solar system in 
1985-86 has offered an ideal test to this and other theories 
of comets. The study of hundreds of photographs taken 
around the world have shown that at least 20 DE’s oc- 
curred in Halley during November 1985 through April 
1986. Although it is somewhat premature to make defini- 
tive statements, it appears at this time that the DE’S cor- 
relate well with known reversals in the solar-wind mag- 
netic field. Of greatest importance is the DE which took 
place on March 8, 1986 and which is shown in its ad- 
vanced phases on March 10 in the accompanying photo- 
graph. Two days before this event, on March 6, the Soviet 
Vega- 1 spacecraft encountered Comet Halley and made 
measurements of the direction of magnetic fields in the 
Comet’s head. On March 9, Vega-2 made similar mea- 
surements, which showed that the field had opposite 
polarity, just as the above-mentioned theory would have 
’ -. 1. .I . . ’.: ... . 
Wide-field photograph of Comet Halley taken on March 
IO, 1986 with the UK Schmidt telescope in Australia. Pho- 
tography by B. W. Hadley, @Royal Observatory, Edin- 
burgh, UK. 
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predictedgiventhataDEtookplacebetweenthetimes
oftheencounters.Althoughthisresultisimpressive,more
correlativeworkneedsto bedonein comparinground
basedphotographswiththeHalleyspacecraftdata.We
shouldknowmuchmorein a year'stime.
Contact:MalcolmB. Niedner,Jr.
Code684
Sponsor:Officeof SpaceScienceandApplications
Dr. Malcolm B. Niedner, Jr., an astrophysicist who
came to Goddard in 1980, holds a Ph.D. degree in
astronomy from Indiana University. He received an
COMPOSiTiON MEASUREMENTS AT
COMET GIACOBINI-ZINNER
Until the recent comet encounters made by the spacecraft
Vega, Giotto, and International Cometary Explorer,
theorists had fewer constraints on their models of come-
tary structure than they will have when the new data is
analyzed. In particular, there are differences between
Comets Halley and Giacobini-Zinner; a generic comet
model is no longer sufficient.
The first composition measurements at a comet were
made using the Ion Composition Instrument (ICI), origi-
nally designed to measure the composition of the solar
wind during the mission of the (then) International Sun
Earth Explorer-3 spacecraft. It was found to be possible
to reprogram this instrument to make observations of
ions with masses/change (M,/O) in the range 1.4 to 3
atomic mass units/electron (amu/e), and He + ÷ over the
velocity range 237 to 436 kilometers/second -1 (km/s-'),
and also ions with M/O in the range 14 to 33 amu/e with
velocities in the range 80 to 224 km/s -1. The rationale
for this choice of parameters was that the light ions would
allow the plasma flow to be studied as the spacecraft
crossed the comet's wake, while the heavy ion range con-
tained some of the species expected to be produced as
a result of the action of the solar radiation on neutrals
sublimed from the cometary nucleus. These heavier ions
would be detected after being picked up by the flowing
plasma in the coma.
At the encounter, this scheme worked out very well, and
the predicted reduction in flow speed was measured us-
ing He ++ ions. Several species of heavier ions were
observed and their abundance estimated. The accompany-
ing figure shows a plot of density versus time and distance
for the ions observed during the four scans which took
place while the spacecraft involved was within the comet's
bow shock. Outside this region ions picked up by the flow
had energies beyond the energy range of the ICI. The
figure illustrates that the most prominent ions were of
the water group (OH* HE O+, and H_O+), so-called
because the constituents of this group are barely resolved.
We at Goddard Space Flight Center have estimated the
relative abundances of OH +, H20+, and H30+; our
best estimates are 2:2:1, with an uncertainty of about 50
percent. This is roughly consistent with theoretical
models, which suggest the species to have comparable
abundances (within a factor of three) at this distance from
me nucleus, t_omommg mese rauos anu the water group
density with the density of CO + (also observed) gives an
estimate for the relative abundance CO+/H2 O÷ of 0.2;
the optical observations give an estimate of 0.9. It should
_'_ noted that we ,,ave ,u observations in the comet "-:'o_ Li_II
region, where the plasma flow speed is too low for the
instrument and which presumably makes the greatest con-
tribution to the optical line-of-sight measurements• In ad-
dition, the data show the presence of ions with M/Q --
16 amu/e, (possibly O +, CH2, and NH2÷ ) and M/Q =
14 (possibly N + and CH2÷ ) adjacent to the boundary of
the tail.
The most surprising observation was that of an ion with
M/Q = 24 _+ 1 amu/e, which was measured twice in
abundance about one order of magnitude below that of
water. After comprehensive investigations we have be-
come convinced that this peak is not an instrumental ar-
tifact, but have found it hard to account for in the
framework of cometary models. The most likely candi-
date for this ion is C2 ÷ . This is intriguing because Com-
et Giacobini-Zinner is known to be deficient in C 2. The
Giotto mass spectrometer, measuring at Comet Halley
in a different energy range, has found an excess of C ÷
(M/Q = 12 amu/e), indicating that 5-10 percent of the
cometary gas is atomic carbon. These two findings, which
may be connected, indicate an interesting future for com-
etary modeling and the study of cometary chemistry.
Contact: K. W. Ogilvie
Code 692
Sponsor: Office of Space Science and Applications
Dr. K. IV. Ogilvie, Head of the Interplanetary Physics
Branch, Laboratory for Extraterrestrial Physics, has
served Goddard for 24 years. Dr. Ogilvie earned his
Ph.D. degree from the University of Edinburgh.
Primarily interested in interplanetary and planetary
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space plasma physics, he has served as Co-Investigator
on three missions, Principal Investigator on three mis-
sions, and Project Scientist on one mission.
A FRACTAL MODEL OF A COMET NUCLEUS
FORMED BY RANDOM ACCRETION
Theoretical investigations of the accumulation of solid
bodies can account for kilometer-size comet nuclei in the
outer solar nebula or associated interstellar clouds. The
actual formation process is a random accumulation of
ice and dust grains. Computer simulations by several in-
vestigators have yielded a size distribution of the array
of aggregates. The structure of the resulting cometary
nucleus has been obtained by scaling up a numerical
simulation for meteoroids. The nucleus will have an ap-
proximately self-similar structure over all scale lengths,
which is the essential characteristic of a fractal structure.
Some modifications will occur for cometary dimensions
because of compaction at impact of large cometesimals.
There are several important characteristics and conse-
quences for such a structure. Characteristics are: irregular
shape; very fragile, extremely porous interior; possibly
variable ice/dust ratio; and appreciable fragmentation
from micrometers to tens of meters. Consequences are:
nonuniform surface vaporization and gas/dust emission;
24
no regular latitude dependence of insolution; complex, 
irregular crust formation; complex optical properties; 
with the need to analyze coma and crust formation, heat 
transmission, and surface and internal evolution for frac- 
tallike structure in place of current models. 
Contact: B. Donn 
Code 690 
Sponsor: Office of Space Science and Applications 
Dr. Bertram Donn is a senior scientist in the Laboratory 
for Extraterrestrial Physics with 27 years of service at 
Ged&,rd. hyn!& E ??!LE. &g?*gp$~- LqzTgg.r$ .trzrfi:er- 
sity. His professional interests center about the forma- 
tion of interstellar grains and the origin, structure, and 
composition of comets. 
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ASTRONOMY AND HIGH-ENERGY PHYSICS 
THE ROLE OF GAMMA RAY OBSERVATIONS 
IN THE STUDY OF COMPACT OBJECTS 
Gamma (y) ray astronomy is expected ultimately to play 
a very important role in studying neutron stars and black 
holes in our galaxy and massive black holes in active 
galaxies. High-energy y-rays have already been clearly 
seen from two-pulsar neutron stars with markedly differ- 
ent characteristics, and suggestions of emissions from 
others exist. High-energy y-rays were also seen by Small 
Astronomy Satellite-2 (SAS-2) from the binary system 
Cygnus X-3, generally believed to have a neutron star as 
one of its two components. For the few active galaxies 
from which y-rays have been detected, a comparable 
amount of energy to that in the radio, optical, or X-ray 
range is seen to be emitted in the y-ray (E > 0.1 million 
electron volts) region. The two Seyfert galaxies observed 
appear to have a quite sharp spectral break near 1 million 
electron (MeV). The Quasar 3C 273 (a type of stellar ob- 
ject) seen by COS-B (a European satellite) has a relative- 
ly flat spectrum at high energies that continues to at least 
several hundred MeV. 
The Gamma Ray Observatory (GRO), to be launched in 
a few years will measure y-ray spectra from below 0.1 
MeV to above lo4 MeV with a sensitivity greater than 
those of previous observations over the whole range. The 
well measured spectra and intensities which are expected 
to result from GRO can be compared to specific theo- 
retical predictions. GRO includes Goddard’s Energetic 
Gamma Ray Experiment Telescope instrument covering 
the energy range from 20 MeV to 3 x lo4 MeV. 
On a much shorter time scale, Goddard’s Advanced 
Compton Telescope balloon experiment is expected to 
provide new data on the energy spectra of some of the 
Seyfert galaxies in the energy range from 1 to 40 MeV, 
where revealing spectral shapes are thought to exist. For 
example, in the Penrose black hole model a marked in- 
crease in the negative spectral slope is expected in this 
region followed by a subsequent flattening. The accom- 
panying figure offers a photograph of the Advanced 
Compton Telescope. 
Contacts: Carl Fichtel and Robert Hartman 
Code 662 
Sponsor: Office of Space Science and Applications 
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Dr. Carl E. Fichtel is Chief Scientist at the Laboratory 
for High Energy Astrophysics and Acting Head of the 
Gamma RayAstrophysics Branch. He earned his Ph.D. 
degree from Washington University. Dr. Fichtel's main 
scientific concerns are high-energy astrophysics, 
development of instruments and detectors for balloon 
and satellite research, theoretical interpretation of 
cosmic ray data in terms of distribution and history, 
and gamma ray source modeling. 
The upper portion of the Advanced Compton Gamma 
Ray Balloon Instrument to be used in the study of gamma 
radiation from active galaxies. 
DEVELOPMENT OF DETECTOR SYSTEMS 
FOR HIGH-ENERGY GAMMA RAY ASTRONOMY 
A detector development effort, supported by the SRT 
program, has been exploring a general instrument con- 
cept that potentially can lead to a gamma ray detector 
with a significant increase in sensitivity and angular 
resolution compared to  EGRET. Such an instrument al- 
most certainly will be desired in the mid 1990's to carry 
out more detailed studies of the rich collection of sources 
that are expected to be found during the all sky survey 
on the Gamma Ray Observatory. 
Considerations of the nature of high energy gamma ray 
interactions, background radiation, and possible detec- 
tion techniques suggest that a large area drift chamber 
containing an interaction material that is distributed 
throughout the detector is the most promising approach. 
The active volume must be large, about 2 m x 2 m x 
4 m, to provide adequate sensitivity. In addition, it should 
be able to locate tracks to ZO.1 mm and distinguish 
tracks separated by >1 mm to provide adequate angular 
resolution. Chambers of this scale have been built at ac- 
celerator laboratories, and the spatial resolution figures 
have been achieved in small detectors. To be applicable 
for use in space, however, several new developments are 
needed. The research efforts of our group at Goddard 
aimed at these problems are described below. 
The power requirements of a conventional drift chamber 
of the size described above would be several kilowatts - 
far too large for power and cooling resources in space. 
Each of the approximately 4000 anodes must have asso- 
ciated electronics to shape, amplify, discriminate, and 
delay pulses produced by charged particles. In addition, 
the pulse arrival time relative to a coincidence signal must 
be processed by a time-to-amplitude converter (TAC) and 
an analog to digital converter. These converters must be 
capable of recording multiple pulses separated by 25 nsec 
to resolve tracks 1 mm apart. The goal of our effort is 
to reduce the present - 2 watts per anode by a factor 
of 10. Three different designs of preamplifiers and am- 
plifiers have been built to operate on 10 milliwatts each. 
The TAC circuit will include multiple channels to be able 
to analyze multiple track pulses. It will automatically se- 
quence from one channel to the next. The circuit design 
has progressed to the point that suggests it can operate 
with 4 channels at 50 milliwatts. The analog-to-digital 
conversion will be done by multiplexing several TAC's 
to one circuit so that the circuits that have been developed 
already should operate at a total of approximately 100 
milliwatts. To accommodate the high density of electronic 
components, a surface mount technology capability is be- 
ing developed for producing PC-boards and mounting 
the components. Large scale analog and digital semi- 
custom chip layout capability is also being established. 
To test the electronics as a system and to select among 
the various designs already developed, a small 15 cm x 
15 cm drift chamber stack of 4 modules is being fabri- 
cated. It will fit in a bell jar vessel so that it can be 
evacuated and backfilled rapidly to facilitate more de- 
tailed circuit evaluation and tuning of components. 
Several mechanical aspects of drift chamber modules 
must be studied to demonstrate the feasibility of using 
a large drift chamber in space. The choice of material 
for the frames and the support structure is critical. All 
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materials must have low outgassing properties to avoid
gas contamination. Normally, gas is flowed continuously
to flush electonegative contaminants, but in space this
is not practical. The lifetime of the gas volume should
exceed one year. Alignment of the anodes is another prob-
lem that must be addressed in a design. To achieve 0.1
nun position resolution, the anodes will have to be located
to within 0.05 mm with respect to each other, and this
position will have to be maintained through launch ac-
celerations or else be remeasured in orbit. A survey of
materials has been ongoing. Candidate materials at this
point include pyrex silicon carbide, glass bonded mica,
macor, and cement-type compounds. A NASTRAN
model of a 2 m x 2 m frame with an anode-cathode plane
anti +_v,,_. g;_lA o1-,_*_ --1 ..... .¢' ...:---
,,_._, .,._. o-,w-,sr,--,_v, w,c_ has been developed.
Inaddition,severaltechniquesforfabricatingthe frames
and forming the wire planesare being studied.A wire
wrapping machine has been setup to placewiresunder
controlled tension onto special transfer frames from
which they may be mounted onto the drift chamber sup-
port frames.
An intermediate-size chamber involving 8 modules, 0.5
m x 0.5 m, is being fabricated to test the frame assembly
and wire mounting techniques. This stack will fit into an
EGRET laboratory pressure vessel or into an existing
balloon flight vessel. This setup will permit testing of the
track location accuracy and large scale integration of the
electronics. It will also serve as a tool in the development
of track location software.
In the future, additional questions will also be explored.
These include methods of fabricating large, thin pressure
vessels, large area anticoincidence systems, fabricating
and support of large-area metal foils for pair production,
and methods for energy measurement of gamma rays.
Contacts: D. Bertsch, C. Fichtel, S. Hunter, and D.
Thompson
Code 662
Sponsor: Office of Space Scienceand Applications
Dr. David L. Bertsch is an astrophysicist with the
Gamma Ray Astrophysics Branch at Goddard. Dr.
Bertsch, who has served 18 years at Goddard, holds a
Ph.D. degree from Washington University, St. Louis.
His significant responsibilities have included work as
Assistant Project Scientist on the Gamma Ray Obser-
vatory, Co-Investigator on the Energetic Gamma Ray
Experiment Telescope, and Principal Investigator on the
Solar Particle Intensity and Composition Experiment.
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THE STUDY OF FAST OPTICAL TRANSIENTS.,.
Gamma Ray Bursts (GRB's) were first discovered 13 years
ago, and yet to date no identification has beenmade of
the quiescent object for any one of the several huhdred
GRB's cataloged. While numerous deep sky surveys have
been undertaken by many investigators, even the GRB's
with the smallest source-location error boxes have turned
up no viable and unique candidates for the quiescent ob-
jects with magnitudes of less than 23.
Many theoretical models have been proposed to represent
the source of GRB's, but selection among the models is
difficult due to the limited data on the source. Those data
are obtained only in the gamma ray energy band and for
a very brief period of time (a few seconds). While no GRB
has been simultaneously observed in the gamma and op-
tical bands, three historical optical flashes have been
observed in three GRB source-location error boxes on ar-
chival photographic plates. Observing a GRB source in
another energy regime would greatly improve the selection
process among competing models and also add to the
detailed nature of these models.
To this end a group of researchers in Goddard Space
Flight Center's (GSFC's) Laboratory for High Energy
Astrophysics has designed and constructed an instrument
to be used in conjunction with a companion instrument
built by a group of researchers at the Massachusetts In-
stitute of Technology (MIT). Both instruments are de-
signed to locate the proposed fast optical-transient
counterpart to the GRB. The MIT Explosive Transient
Camera (ETC) will continuously scan most of the night
sky for fast optical flashes, of order one second, and
transmit the coordinates of the transient to a GSFC in-
strument, the Rapidly Moving Telescope (RMT).
The RMT instrument has the capability to slew to any
point in the sky in less than one second, track that point
to better than one arc-second accuracy, and electronically
image it with one arc-second resolution. The instrument
consists of a seven-inch Maksutov-Cassegrain Telescope
with a charge-coupled device (CCD) camera mounted ver-
tically looking down at an Azimuth-Elevation gimbled
mirror. Because only the mirror moves, short acquisition
times are possible.
Once the target has been acquired, a several-minute series
of one-second CCD images will be taken and recorded.
These images will be analyzed, and the location of the
event will be determined to one arc-second from the field
stars. Light curves will also be studied. The sensitivity
of the system is m = 14.2. While waiting for coordinates
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fromtheETCforacandidatetransientevent,theRMT
will operatein "stare"modeat pastGRBerrorboxes
lookingfortransientswiththe7 x 9 arc-minute field of
view. The hope is to catch a recurring optical counterpart
event to a GRB as is indicated by the archival plate
discovery.
Once an accurate location for the optical counterpart has
been determined, the full power of more traditional
ground-based instruments can be brought to bear on the
candidate. These instruments include deep exposure in-
struments down to 25th magnitude with spectroscopy,
plus observations in the other energy bands: infrared,
ultraviolet, and radio.
The RMT instrument, currently undergoing evaluation
tests, will be installed at Kitt Peak National Observatory,
Kitt Peak, Arizona along with the MIT ETC. Not only
will this instrument greatly advance the understanding of
GRB's, but it will also open up the new field of fast
optical-transient astronomy.
Contact: Scott Barthelmy
Code 661
Sponsor: Office of Space Science and Applications
Dr. Scott Barthelmy has served Goddard for 15 months
as an NAS/NRC Research Associate. Dr. Barthelmy
earned his Ph.D. in physics from Washington Univer-
sity. His primary scientific interest is in flux
measurements of cosmic ray iron group elements.
OBSERVATIONAL CONSTRAINTS ON THE
EXISTENCE AND MASS OF BLACK HOLES
IN ACTIVE GALAXIES
For many years the primary model for the source of the
energy in active galactic nuclei (AGN) (sometimes known
as quasars, Seyfert galaxies of Bl Lac objects) has been
accretion onto a massive black hole in the center of the
host galaxy. From a theoretical point of view, this process
has the correct properties of small-size, high effective
temperature, and high efficiency to account for the ob-
served properties of AGN. However, there is no direct
observational evidence for the existence of black holes
at the centers of galaxies. To quote from Roger Blandford
(1984), a well known theoretical astrophysicist, "The
observational evidence in favor of this view is circumstan-
tial, and not even by the laxest standards of scientific
proof can we claim to have demonstrated the existence
of a black hole within the nucleus of any galaxy." Re-
cently X-ray observations haveprovided evidence which
makes the case for massive black holes much more likely
and, in addition, provides constraints on their masses.
Because X-rays are most likely to come from very close
to the "effective' 'surface of the energy source, variability
in the X-ray luminosity gives information on the size of
the object. Paul Barr (of the European Space Agency,
ESA) and Richard Mushotzky (National Aeronautics and
Space Administration, NASA) have shown that there is
a simple, linear relation between the X-ray luminosity of
an object and its characteristic time scale for the X-ray
variability. The total luminosity of an accreting object
depends on its mass and its accretion rate. The maximum
luminosity an object can have, its "Eddington luminos-
ity," depends only on its mass. Thus a constant ratio be-
tween a size (derived from the characteristic time scale
for variability) and the luminosity indicates that most
AGN are radiating at a constant ratio of the Eddington
luminosity. Such a constancy is only likely in black hole
models. This work was published in 1986, in the journal
Nature (Volume 320, Page 421).
Another way of measuring the mass is dynamically, that
is, measuring the distance and velocity of test particles
in orbit around the central engine. One type of such ob-
jects are the "narrow line clouds," responsible for some
of the strong optical and ultraviolet emission lines in
AGN. Because of the complicated physics of the emis-
sions from these clouds, it has not been possible to use
the available velocity from other information to derive
unique masses. In a recent paper in Ap. J. Letters
(Volume 306, page 61, 1986) Amri Wandel (University
of Maryland) and Richard Mushotzky have shown that
the X-ray variability time scale is linearly related to a
quantity derived from the dynamics of the clouds. This
conclusion indicates that the cloud dynamics are indeed
measuring a mass and that the value of this mass is
roughly consistent with the X-ray time variability implica-
tions. This result thus extends and strengthens the Barr
and Mushotzky result.
The final new data provided by X-ray observations is that
of the spectra of these objects. As shown by Nick White
(ESA) and Frank Marshall (NASA), the X-ray of spectra
of galactic black hole candidates has a unique form. This
correlation was strengthened by the recent confirmation
of the black hole nature of the extremely bright X-ray
transient source A0620-00 by Jeff McClintock (Center
for Astrophysics) and co-workers, since this object was
predicted on the basis of its X-ray spectrum to be a black
hole. The surprising result realized by White, Fabian
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(IOA-Cambridge,England), and Mushotzky (and pub-
lished in the journal Astronomy and Astrophysics, 1984)
was that there exists an almost one-to-one correspondence
between the spectra of galactic black hole candidates and
those of active galaxies. While this homology is not well
understood, it is a fairly powerful argument for the ex-
istence of black holes in the center of active galaxies.
Contact: Richard Mushotzky
Code 661
Sponsor: Office of Space Science and Applications
Dr. Richard Mushotzky, an astrophysicist who has
worked nine years at Goddard, earned his Ph.D. from
the University of California. His scientific interests in-
clude active galactic nuclei, clusters of galaxies, and
dark matter.
PIONS AND NEUTRONS FROM SOLAR FLARES
Nuclear reactions between accelerated particles and the
ambient solar atmosphere produce gamma ray lines and
continuum by exciting nuclear levels and by producing
positrons, neutrons, and pions. The most commonly
observed lines from flares are nuclear deexcitation lines
in the range -4 to 7 million electron volts (MeV). The
comparison (Murphy and Ramaty, 1985) of the number
of accelerated particles which interact to produce this
emission with the number observed in interplanetary
space from the same flares shows that, for most gamma
ray flares, the accelerated particles are trapped in closed
magnetic structures with little escape to interplanetary
space. This episode of particle acceleration is referred to
as "first-phase acceleration." There are also flares which
release particles into interplanetary space but have little
or no detectable gamma ray emission. Here, particle ac-
celeration is probably due to shocks on open, magnetic
structures in the corona. This episode is referred to as
"second-phase acceleration" (Wild, Smerd, and Weiss,
1963).
High-energy neutrons and broad-based gamma ray emis-
sions extending to energies greater than 100 MeV are
signatures of the highest energy processes occurring on
the Sun. Both of these emissions can be due to interac-
tions which produce pions. In the energy range from
about 10 to 100 MeV, the thick-target spectrum of gam-
ma rays from pion decay is exceptionally hard. This hard
spectrum is due to neutral pion decay, bremsstrahlung
of secondary positrons and electrons from charged pion
decay, and annihilation in flight of the positrons. Such
a hard spectrum was observed (Forrest et al. 1985) after
the impulsive phase of the June 3, 1982 flare with the
Gamma Ray Spectrometer (GRS) on the Solar Maximum
Mission (SMM). This observation represents the first con-
vincing detection of pion-decay radiation from a solar
flare.
High-energy neutrons were also observed from this flare
with ground-based neutron monitors (Debrunner et al.
1983; Efimov, Kocharov, and Kudela 1983; Iucci et al.
1984) and the SMM/GRS detector (Chupp et al. 1983).
A variety of related emissions were also seen: neutron-
decay protons in interplanetary space (Evenson, Meyer,
and Pyie i983); gamma ray lines from positron annihila-
tion at 0.511 MeV (Share et al. 1983) and from neutron
capture at 2.223 MeV (Prince et al. 1983); an excess above
the continuum between 4.1 and 6.4 MeV (Chupp et al.
_,o_)'"° _ due to nuc_m....... deexcitation m_,':.... and interplanetary
energetic charged particles with a very hard proton spec-
trum (McDonald and Van Hollebeke 1985).
The June 3 flare is unique in the wide range of observed
high-energy radiations. To analyze these radiations, a
detailed study of high-energy processes was carried out
(Murphy, Dermer, and Ramaty 1987), in which the spec-
tra of neutrons, pions, and their associated gamma ray
emissions were calculated along with the nuclear deexci-
tation emission and the time profile of the 0.511-MeV
line from positron annihilation. The calculations were
performed in an isotropic thick-target model using
accelerated-particle spectra expected from both stochastic
and shock acceleration. It was found that the ratio of the
4.1-6.4 MeV fluence (due to nuclear deexcitation) to the
differential fluence at 100 MeV (due to pion decay) is very
sensitive to the shape of the accelerated-particle spectrum.
Using these calculations, a self-consistent interaction
model capable of accounting for the time dependencies
of the various emissions observed from the June 3 flare
was developed. The fact that the observed 4.1-6.4 MeV
to 100 MeV fluence ratio increased as the flare progressed
implies that the gamma ray production could not be pro-
duced by a single particle population whose energy spec-
trum is time-independent. Instead, two particle popula-
tions, identified with the two acceleration phases men-
tioned above, were used to fit the data. The spectrum of
the protons accelerated in the first phase is softer and their
number is larger than the spectrum and number of those
observed in interplanetary space. On the other hand, the
spectrum of the protons accelerated in the second phase
is similar to and their number smaller than the spectrum
and number in interplanetary space.
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Thus,thefirst-phaseprotons remain trapped at the Sun,
similar to other gamma ray flares, and most of the
second-phase protons escaped, as happens in flares which
produce interplanetary-particle events without a detec-
table gamma ray signal. But, since the second-phase spec-
trum of the June 3 flare was exceptionally hard, the in-
teraction of only a small fraction of these panicles was
capable of producing a detectable gamma ray signal, a
relatively rare phenomenon.
Contacts: R. J. Murphy and C. D. Dermer
Code 665
Sponsor: Office of Space Science and Applications
Dr. Ronald Murphy received his Ph.D. degree in physics
from the University of Maryland in 1985 under the
direction of Dr. Reuven Ramaty. Dr. Murphy, who has
five years of service at Goddard, performed the first
abundance determination of an astrophysical source
(solar flare) using gamma ray spectroscopy.
ANTIPROTONS IN THE COSMIC RAYS
Antiprotons are a very rare species of cosmic ray, and
experiments to measure their abundance are correspond-
ingly difficult. Only three experiments, dating from
1979-1981, have succeeded in detecting antiprotons in the
cosmic radiation. All have found more antiprotons than
are expected from currently accepted origin and propaga-
tion models. One experiment making measurements in
the 8 billion electron volts (GeV) energy range found three
to four times the expected number of antiprotons, while
another experiment in the 300 million electron volt (MeV)
range found a flux of antiprotons where the standard
model predicts no antiprotons at all. Even so, the flux
of antiprotons is small and the statistics of the existing
experiment meager. For every ten thousand protons in
the cosmic radiation, about six antiprotons are found.
The total number of antiprotons observed to date is less
than fifty.
The significance of the unexpectedly large antiproton
abundance has evoked considerable theoretical discus-
sion. The most conventional explanations invoke concepts
of special sources in which cosmic rays travel through
large amounts of matter and produce antiprotons as in-
teraction secondaries. This type of approach cannot ex-
plain the low-energy data at 300 MeV, however, since the
interaction kinematics forbid the production of anti-
protons of such low energies. This difficulty is circum-
vented by one source model in which antiprotons are pro-
duced in proton-to-proton collisions in relativistic
plasmas. More exotic explanations for the antiproton ex-
cess have been offered. The excess antiprotons might
result from a baryon symmetric cosmology in which equal
amounts of matter and antimatter exist in the universe,
with our observed antiprotons being due to leakage of
cosmic rays from distant antigalaxies; or they might be
the "evaporation" product of primordial black holes left
from the era of the big bang. Another suggestion is that
these antiprotons are the annihilation signature of the
photino, a particle whose existence is predicted by current
supersymmetric elementary particle theory.
We at Goddard Space Flight Center are engaged in a col-
laboration whose program of two balloon flights will
measure the antiproton spectrum from 200 MeV to 12
GeV. The instrument is a superconducting magnetic spec-
trometer which is complemented by various combinations
of time-of-flight arrays, Cherenkov detectors, and scin-
tillators. Successful flights should go far in allowing a
choice among the various possible explanations for the
antiprotons in the cosmic radiation.
Contact: Robert E. Streitmatter
Code 661
Sponsor: Office of Space Science and Applications
Dr. Robert Streitmatter, an astrophysicist with six years
of experience at Goddard, received his PH.D. in physics
from the University of Chicago. He maintains scien-
tific interest in the experimental measurement of cosmic
ray spectra and theoretical work on cosmic ray origins.
IMAGES OF RADIO STARS EXPELLING MATTER
Among the several hundred million binary star systems
that are estimated to lie within 3,000 light years of the
Sun, a tiny fraction of no more than a few hundred
belong to a curious subclass of objects known as sym-
biotic stars. Symbiotic stars emit a peculiar composite
spectrum at visible wavelengths which indicate the pres-
ence of a cool luminious red giant star, that is, in close
association with a very hot ionized region. However, its
source of excitation has eluded astronomers for decades.
The surface temperatures associated with cool red giants
are generally around 3,000 degrees, which results in most
of their radiant energy being emitted at visible infrared
wavelengths.
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With the advent of spaceborne ultraviolet observatories
such as the International Ultraviolet Explorer (IUE), the
nature of the high-excitation source in these systems has
been revealed and found to be a subluminous hot star,
typical of those associated with the central stars of
planetary nebulae. In contrast with cool red giants, these
hot subdwarfs have typical surface temperatures in the
range 50,000 to 100,000 °K and emit strongly in the near
and far ultraviolet spectra. The high-excitation emission
lines which characterize their ultraviolet spectra indicate
that mass accretion occurs in a number of symbiotics,
in which gaseous material is gravitationally drawn from
the extended tenuous envelope of the cool giant onto the
surface of the hot companion. Mass accretion in binary
systems can lead to the formation of hot ionized streams
of gas and in some cases to the formation of an accretion
disk.
One symbiotic variable, R Aquarii, exhibited unexpected
behavior about ten years ago when a brilliant spike or
jet of emission was discovered extending northeast from
the central star. Subsequent IUE observations indicate
the jet consists of highly ionized gas which was expelled
from the system. The jet is continuing to increase in
ionization over nearly a decade of close monitoring with
IUE. This is also supported by recent observations ob-
tained with the European X-ray satellite EXOSAT, which
further indicate R Aquarii is continuing to increase in
thermal excitation.
The accompanying figure of the R Aquarii system was
made with the Very Large Array (VLA) radio telescope
interferometer at Socorro, New Mexico, at several radio
frequencies. The six-centimeter VLA radio map (left
panel) shows that the jet consists of at least two features
(A and B) which correspond to detached regions of hot
thermally ionized gas. At the two-centimeter wavelength
in the radio continuum, the higher spatial resolution radio
map (right panel) resolved R Aquarii itself into two ad-
ditional emitting knots (features C1 and C2) which, to-
gether with the more distant features A and B, indicate
the brilliant spike or jet is composed of at least three knots
(C2, A, and B) of highly ionized material. These knots
form an arc that extends hundreds of stellar radii from
the binary. The distorted shape of the brightest radio knot
(feature C1), which corresponds most closely to the op-
tical position of R Aqarii, suggests that the VLA has
resolved material rather close to the surface of the cool
giant. This morphology suggests that the stellar wind
from the cool red giant is greatly influenced by radiation
pressure from the hot subluminous companion star. Ra-
diation pressure from the hot star and accretion disk
distorts the stellar wind flow, which would otherwise be
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Radio map of the symbiotic variable star R Aquarii, ob-
tained with the Very Large Array (VLA) radio telescope
mterjerometer uz _,ocurrv, _\re;;' _'[exi_o. Features A, A ',
and B (left panel) were detected at the radio continuum
wavelength of six-centimeters. This morphology indicates
that the jet actually consists of several discrete regions
of emission. The higher spatial resolution two-centimeter
VLA radio continuum map (right panel) indicates further
structure at the one-tenth arcsecond resolution level.
Feature C1 is believed to be the actual position of the
compact nebular region in which the binary star system
is embedded, with features C2, A, A ', and B comprising
the radio optical jet components. SiO indicates the posi-
tion for the silicon monoxide maser found with the Hat
Creek Radio Interferometer telescope. SiO is nearly one
arcsecond distant from feature C1, a puzzling result, since
SiO maser emission is theoretically believed to occur in
close proximity to red giants. This result is receiving fur-
ther attention.
spherically symmetric, if the cool red giant variable were
not a member of a binary system.
The region identified as SiO refers to silicon monoxide
emission. Surveys of single red giant variables indicate
that a large number of cool red giant variable stars emit
SiO maser emission. Masering of the SiO molecule is
believed to occur near the extended and tenuous regions
of the red giant atmosphere. This is where the intense in-
frared radiation emanating from the surface of the giant
"pumps" atomic molecular vibrational levels of the SiO
molecule and leads to preferential overpopulation of cer-
tain excited transitions. As a result of this action, intense
compact regions of SiO emission can develop within
several stellar radii of the red giant. SiO millimeter radio-
line surveys of symbiotic stars indicate that R Aquarii is
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theonlyknownstarin its class that is associated with
SiO maser emission. Thus, accurate coordinates of the
SiO masering region can enable us to determine the posi-
tion of the red giant variable on VLA two-centimeter
radio-continuum maps with very high accuracy (about
one tenth arcsecond precision). These radio-continuum
maps were obtained with the Hat Creek Radio
Interferometer operated by the University of California,
Berkeley. Surprisingly, the position deduced from the Hat
Creek observations indicates that masering occurs in a
region far removed from feature C1 and is very distant
from the region where we suspect the red giant-hot star
binary is located. An explantion of this effect is not im-
mediately apparent. However, this discrepancy between
the position of the SiO emission, relative to the radio con-
tinuum (feature C1), may indicate that models for SiO
maser excitation in red giants are not correct and must
be modified. Another possibility is that the physical con-
ditions in which SiO maser emission occurs in the vicini-
ty of red giants, when a source of intense ultraviolet radia-
tion is present, results in a significant alteration of the
geometry of the maser-emitting region. Further
theoretical and observational work is underway to bet-
ter understand this new and unexpected phenom-
ena.
Contact: A. G. Michalitsianos
Code 684
Sponsor: Office of Space Science and Applications
Dr. Andrew G. Michalitsianos, an astrophysicist with
10 years of service at Goddard, has been involved with
research in astronomical ultraviolet spectroscopy of in-
teracting binary star systems. Results of this research
have appeared in Scientific American, The Astrophysi-
cal Journal, and Monthly Notes. Dr. Michalitsianos,
who holds a Ph.D. degree in astrophysics from the
University of Cambridge, served as Co-Investigator and
Principal Investigator on the International Ultraviolet
Explorer.
INFRARED MAGNESIUM AND HYDROXYL
RADICAL LINES IN STELLAR ATMOSPHERES
The 5-20 micron wavelength region of the infrared spec-
trum has typically been difficult to work in for astrono-
mers who study atomic and molecular spectral lines in
stars. The sensitivities of spectrometers operating in this
region are generally limited by the noise due to heat radia-
tion from the sky, telescope, and warm components of
the instrument. Due to this limitation it has been impossi-
ble until recently to obtain spectra of lines in stellar at-
mospheres at wavelengths longward of 5 microns.
This has now been accomplished near 12 microns by a
team of infrared spectroscopists using the facility Fourier
transform spectrometer at the four-meter diameter tele-
scope at Kitt Peak (near Tucson, Arizona). One line from
neutral magnesium atoms and two lines from hydroxyl
radicals (OH) were detected in the star o_-Orionis
(Betelgeuse), and the line of magnesium was also detected
in ot-Tauri. The astronomers used a narrow-spectral band
instrument developed at Goddard Space Flight Center to
reduce the spectral width of the radiation which reached
the detector. This reduced the radiation noise in the spec-
trum, making the lines visible. The detection system,
called a "postdisperser" is a small grating spectrometer
cooled by liquid helium. The high quality detector used
in the postdisperser, which allowed the instrument to take
advantage of the reduced radiation noise, was supplied
by Rockwell International. The sensitivity of the spec-
trometer to infrared stellar spectra is improved by about
a factor of 5 over that of previous spectra near 12 microns
wavelength.
The astronomers tuned the postdisperser to center the
spectral bandpass on the magnesium and OH lines near
12.3 microns. These lines are known to be present in the
spectrum of the Sun, and provide a means for probing
and comparing solar and stellar atmospheric physics. The
magnesium line is very sensitive to magnetic fields, and
is observed to split into three components in solar plages
and in the penumbrae of sunspots. No splitting of this
line was observed in ot-Orionis or ot-Tauri, but the poten-
tial is good for observing magnetic splitting in other stars
during future observations. The OH lines are sensitive
probes of the temperature structure of the upper photo-
sphere of stars, and they indicate a slightly hotter photo-
sphere for t_-Orionis than is predicted by some models.
These 12 micron observations constitute one of several
observing programs underway with the postdisperser. The
instrument has been used successfully at many wave-
lengths between 5 and 15 microns, and has operated with
both the 4-meter and solar telescopes at Kitt Peak. This
instrument has opened a large range of the infrared spec-
trum to high resolution spectroscopy of atomic and
molecular lines in astrophysical objects.
Contact: D. E. Jennings
Code 693
Sponsor: Office of Space Science and Applications
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Dr. Donald E. Jennings, who holds a Ph.D. degree in 
physics from the University of Tennessee, has nine years 
of experience a.y a space scientist with Goddard. Dr. Jen- 
nings is interested in infrared molecular astronomy and 
high resolution laboratory molecular spectroscopy. 
INFRARED E ~ ~ S S ~ ~ ~  FROM EXPLOQEQ STARS 
The Infrared Astronomical Satellite (IRAS) has per- 
formed an all-sky survey at wavelengths of 12, 25,  60, 
and I 0 0  microns. Among the various astronomical ob- 
jects detected in the survey are a large number of galac- 
tic supernova remnants. These include the historical rem- 
nants: Cas A (AD 1680), Tycho (AD 1572), Kepler (AD 
1604); and the adiabatic remnants: IC 443. Puppis A, 
KLVV ab, and the Cygnus Loop. ihe  study of the infrared 
spectrum and morphology of these remnants can yield 
valuable information on  their evolution and on their in- 
teraction with the ambient interstellar medium (ISM). 
After exhausting its nuclear fuel, the core of a massive 
star releases about lcr" erg of gravitational energy in the 
ensuing collapse. Most of this energy appears as kinetic 
energy of the stellar ejecta which are hurled at typical 
outflow velocities of 5 , 0 0 0  - 10,ooO km/sec into the ISM. 
The result is a n  expanding blast wave that heats the 
medium to temperatures that are typically - lo7 - IO8 
K. At these temperatures the bulk of the radiation emitted 
~ L U I I I  KSC Ictililants is in the X-ray band. The first figure 
shows the X-ray map of the Cygnus Loop, the remnant 
of a star that is believed to have exploded about 10,000 
i'C2T'; ago. 
c-..- *L--- _ ^ _ _  
Ultraviolet and optical observations of the Milky Way 
galaxy reveal the presence of small, submicron-sized, dust 
particles. 'These particles pervade the interstellar medium 
and are responsible for the attenuation, reddening, and 
polarization of starlight. A supernova blast wave there- 
fore expands into a dusty medium. Dust particles swept 
up by the remnant will find themselves immersed in the 
shock-heated X-ray emitting gas, and will be collisionally 
heated by the ambient hot plasma. Typical dust tempera- 
turcs tail range from 30 to 100 K ,  depending on remnant 
age and interstellar medium densities. The second figure 
shows [he 60 micron map of the Cygnus Loop taken with 
the IRAS. A comparison with the first figure reveals a 
striking similarity in the morphology of this remnant at 
these two different wavelengths. This similarity stronelv 
suggests that the dust particles that give rise to the ir?.. 
frared emission are physically embedded in the X--ray 
emitting gas. These I R A S  observations constitute the first 
A false-color image of the Cygnus Loop supernova rem- 
nant constructed from X-ray data obtained with the Ein- 
stein satellite. The image delineates the boundary of the 
expanding supernova shock. The X-ray emission origi- 
nates from the swept up intersteilur gas that is heated by 
the shock to temperatures of about 2 million degrees. 
A.faIse-color image of the Cygnus Loop supernovo rem- 
nant constructed ,from the 60 micron data obtained by 
the Infrared Astronomical Satellite (IRAS). The infrared 
emission originated from swept up interstellor dust par- 
ticles that are collisionaliv hrated bv the ambient shocked 
@S. 
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observational evidence for collisionally heated dust par-
ticles in the interstellar medium. In all other astronomical
enviror/ments the dust is radiatively heated by the am-
bient sfarlight. More detailed studies of the morphology
of these remnants can reveal the presence of density gra-
dients and inhomogeneities in the medium into which the
remnant is expanding.
The third figure shows the spectral signature of the dust
in the supernova remnant Cassiopeia A (Cas A). The
spectrum shows that most of the dust particles in the rem-
nant are heated to temperatures of about 90 K. However,
the spectrum also reveals that the emission at the shortest
wavelength of the survey (12 micron) is in excess of that
expected from 90 K dust. This excess short wavelength
radiation is emitted by very small (less than 0.02 micron
in size) dust particles that are stochastically heated by the
ambient plasma. These small dust particles have a very
small heat capacity, so that a collision with a single en-
ergetic particle can raise their temperature high above the
equilibrium value of 90 K. The infrared spectrum of a
dusty plasma can be used to infer its electron temperature
and density. These can in turn yield constraints, indepen-
dent of observations at other wavelengths, on the
dynamical evolution of the remnant. The infrared obser-
vations of Cas A are consistent with a -2000 km/sec
shock expanding into a medium with an average number
density of - 1 cm -3.
This work was done by Eli Dwek (Code 697), Rob Petre,
and Andy Szymkowiak (Code 666) of Goddard Space
Flight Center. Further documentation is available upon
request from the first author.
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The infrared spectrum of the Cassiopeia A supernova
remnant. Most of the dust particles in the remnant are
heated to a temperature of about 90 K.
Contact: Eli Dwek
Code 697
Sponsor: NASA's IRAS Extended Mission
Dr. Eli Dwek is an astrophysicist and Deputy Project
Scientist for data on the COBE project at Goddard. Dr.
Dwek, who has three years of service at Goddard, holds
a Ph.D. in astrophysics from Rice University. His scien-
tific interests include stellar evolution, nucleosynthesis,
galactic structure, and cosmology.
IMAGING OF THE GALACTIC CENTER WITH
THE GODDARD INFRARED ARRAY CAMERA
Evidence is accumulating which suggests the presence of
a massive luminous object at the center of our Galaxy.
A ring of neutral gas with inner radius -2 pc encircling
the Galactic Center was first inferred from far-infrared
observations and radio continuum emission infrared lines,
and matter may be falling in toward the nucleus from
the ring and accreting onto a central object.
A 30 x 30 arcsec field at the Galactic Center, corre-
sponding to a physical size of 5 x 5 light-years, has been
mapped at wavelengths of 8.3 and 12.4/tm with high
spatial resolution and accurate relative astrometry using
the Goddard Infrared Array Camera. The Goddard ar-
ray camera contains an Aerojet Electro-Systems Co. 16
x 16 pixel monolithic array detector (bismuth-doped
silicon accumulation mode charge injection device).
The spatially accurate array photometry was used to
derive detailed color temperature and column density
distributions of previously discovered 10 #m sources
(labelled with "IRS" numbers in the accompanying
figure) and the extended emission in the central few light-
years. The spatially registered results show that the com-
pact infrared sources are principally density features. IRS
1, 5, and 10 are only slightly warmer (T c = 290 K) than
the surrounding material; IRS 2, 4, 6, and 9 are indis-
tinguishable in color temperature from the extended cloud
complex (T¢ = 260 K).
The "northern arm" and "ionized bar" are not con-
spicuous color temperature features. These large-scale
structures are nearly constant in temperature and cooler
than the material away from the ridge of 8-13 #m emis-
sion. The total dust mass density we derive in the central
region is much smaller than the density in the ring encir-
cling the nucleus. These results are interpreted as further
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evidence for the lower density of interstellar material im- 
mediately surrounding the Galactic Center, a region 
depleted by the central source. 
The new observations indicate that, rather than previous 
suggestions of internal heating by embedded objects, the 
complex may be externally heated by a very powerful 
source at the Galactic Center, which dominates the 
energetics of the inner few parsecs of the Galaxy. 
Considered in the context of previous observations, the 
results are consistent with the predictions of “central 
engine” models for the energetics of the Galactic Center. 
These results do not determine the nature of this lumi- 
nosity source, but they do indicate that internal heating 
12.4 pm smoothed intensity distribution of the Galactic 
Center region, obtained with the Goddard Infrared Array 
Camera, made up of a mosaic of averaged 16 x I6  pixel 
array exposures. Each array detector pixel is 0.8 arcsec 
square. All the bright compact IRS sources are resolved. 
The TRS sourcer l i p  along the extended “northern arm” 
and “ionized bar” structures seen in the image. The true 
Galactic Center Sgr A * is located at the northern edge 
of thc bar near the source IRS 16. 
is not required and that a significant fraction of the 
material in the complex is externally heated. 
The collaborators on this research are D. Y. Gezari, G. 
Lamb, and P. Shu (GSFC); R. Tresch-Fienberg and G. 
Fazio (SAO); W. Hoffman (U. of AZ); I. Gatley 
(UKIRT); and C. McCreight (ARC). 
Contact: D. Gezari 
Code 697 
Sponsor: Office of Astrophysics 
Dr. Duniel I’. Gezuri, un ustrvphysicist with I O  yeurs 
of experience with Goddard, holds a Ph.D. degree in 
astronomy from Stony Brook University. Dr. Gezari 
served as SIR TF/IRAC Instrument Scientist and Prin- 
cipal Investigator for the Infrared Array Camera 
Astrophysics Program, Infrared Catalog/Data Base 
Project, and Submillimeter Continuum Astronomy 
Project. 
P.PPL?CAT?nh! OF A*OM?C TWEGRY TO TEE 
STUDY QF NEBULAE AND HOT STARS 
It has been known for several decades that a number of 
nebular emission lines of doubly ionized oxygen, 0 111, 
are excited by the Bowen fluorescence mechanism. These 
unusual spectral lines are difficult to produce in the 
laboratory but are observed in the ultraviolet spectra of 
a wide variety of astronomical objects, such as planetary 
nebulae excited by hot central stars, symbiotic stars, and 
other astronomical sources. 
New theoretical studies carried out in the Laboratory for 
Astronomy and Solar Physics at Goddard, based on a 
forty-six level atomic model, predict intensity ratios of 
weaker members of the Bowen-excited 0 111 spectrum, 
as well as the usually observed lines in the visible region. 
(See the first figure.) Examination nf high dispersion spec- 
tra of a number of planetary nebulae, taken with the In- 
ternational Ultraviolet Explorer (WE) satellite, show ex- 
cellent agreement with the theoretically predicted values 
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A plot of the calculated intensity ratio of various Bowen
lines to the strong non-Bowen 0 III line at 500711 versus
the logarithm of the photoexcitation rate P (sec- 1) due
to the local He II 303.8A radiation field.
for these relations. An example of the Bowen lines at
2835.9, 2818.3 and 2809.5A is shown in the second figure.
All lines are displaced by a small amount towards shorter
wavelengths due to the negative radial velocity of the
system. The theoretically predicted line at 2809.5A is seen
here for the first time; in addition, the helium line at
2829.1A which is blended with the O III 2835.9A line in
low dispersion spectra is clearly separated in this high
dispersion spectrum, allowing measurement of the latter
Bowen line. Similarly, the much stronger O III Bowen
triplet at 3133, 3121, and 3115A (not shown) was easily
recorded in this strange object.
These efforts provide a good example of how theoretical
studies and observational results from the IUE satellite
complement and reinforce each other, leading to a better
understanding of the physical processes taking place in
such diverse objects as hot astronomical systems and laser
plasmas. From these intensity ratios physical conditions,
such as electron densities, temperatures, and other pa-
rameters can be inferred. In the present work, values of
] 1
HeO "m 2829.1 O tTr
28°0.5 I
>_ o ,_ I 2835.9
28183
28080 2814.4 2820.8 2827.2 2833.6 2840.0
h ------_
A small segment of a 162-minute high dispersion IUE
spectrogram of the hot symbiotic system VlO16 Cygni,
showing the Bowen lines at 2835.9, 2818.3 and 2809.5A,
as well as the neutral helium line at 2829.1A.
the actual Bowen photoexcitation rate P have been ob-
tained for the first time.
This work is part of an ongoing investigation in collabora-
tion with Dr. S. O. Kastner.
Contacts: W. A. Feibelman and A. K. Bhatia
Codes 684 and 681
Sponsor: Office of Space Science and Applications
Mr. Walter A. Feibelman, AST optical physics, has
served at Goddard for 17 years. Mr. Feibelman holds
a BSEE degree in physics from Carnegie Institute of
Technology.
FILAMENTATION IN NUMERICAL
PLASMA SIMULATION
In many astrophysical settings collisions between the in-
dividual charged particles which make up a plasma play
a negligible role in determining the evolution of that
plasma. If these collisions are ignored then solutions of
the Vlasov equation describe the collisionless plasma
evolution. These solutions inevitably exhibit filamenta-
tion. This phenomenon is analogous to that which arises
in the familiar Gedanken experiment, the mixing of ink
with water in the absence of molecular diffusion (which
would be caused in the fluids by inter-molecular colli-
sions). In this experiment, as the ink and water are stirred,
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the two fluids actually never mix. Instead, fine filaments
of water and ink are intertwined leading to the appearance
of mixing globally, but on close examination the ink and
water can always be found separated. In the collisionless
plasma, regions of differing phase space density, usually
due to spatial variations, are stirred into fine filaments
which also never mix. The result is the development of
large gradients between very nearby regions of quite dif-
ferent phase space density. Surprisingly, even though it
is the spatial variations which are mixed, the large gra-
dients develop in the velocity distribution of the plasma.
In the presence of collisions the magnitude of these gra-
dients is limited but in astrophysical applications this
limiting value is almost always quite large.
The filamentation of a collisionless plasma is a natural
and understandable physical phenomenon which can
sig_dficantly affcct the behavior of the plasma. Unfo_u-
nately, this phenomenon makes numerical simulation of
the plasma very difficult; the problem is the fine scales
involved. In order to compute a discrete approximation
to a solution of the Vlasov equation a very fine grid in
the phase space becomes necessary. In particle-in-cell
simulations many particles become necessary to resolve
the filaments. In both cases the computation may even-
tually fail because the filaments always grow finer with
increasing time. As the size of the filaments decreases to
the resolution of the simulation, the simulation becomes
noisy and loses its validity as an approximation to the
plasma evolution.
A new method has been discovered at Goddard Space
Flight Center (GSFC) for overcoming this filamentation
problem; it is related to attempts which have been made
in the past to periodically filter fine scales in the velocity
distribution out of numerical solutions as they were be-
ing computed while leaving the larger scales unaffected.
These old methods do allow computation of a numerical
solution to continue but they, unfo_rtunate!y_ also in-
troduce error in the solution which accumulates as the
computation proceeds and eventually invalidates it. The
new method is based on the introduction of a velocity
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Evolution of the scale size distribution for a portion of a Landau damping Vlasov solution. The distribution is dominated
by a wave propagating to large wavenumbers indicating strong filamentation in the solution.
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distribution function which is always related to the Vlasov
velocity distribution function through a filtering opera-
tion which filters fine scales out. The equation which
governs the evolution of the filtered distribution, the
filtered Vlasov equation, is constructed from the Vlasov
equation. Solutions of the filtered Vlasov equation, in-
stead of the Vlasov equation, are computed. These solu-
tions can be shown to not support the formation of
filamentation; they are attractive also because they are
more closely related to experimental observations with
plasma detectors which never have the resolution
necessary to detect the filamentation. In effect, detected
velocity distributions are filtered velocity distributions.
A particular filter has been found which yields a filtered
Vlasov equation which is closely related to the Vlasov
equation and which is only slightly more difficult to solve;
because of the absence of filamentation in its solutions,
in practice its solutions can be computed much more easi-
ly. The physical information which can be extracted from
the solutions of the filtered Vlasov equation is the same
as that from those of the Vlasov equation unless the
evolution of the filamentation itself is of interest. Final-
ly, application of this method introduces no error in the
computed evolution of the plasma.
The accompanying figures illustrate an application of the
method for overcoming the filamentation problem. The
first figure has been constructed from a portion of a Lan-
dau damping solution of the Vlasov equation and the sec-
ond figure from the same portion of the related solution
of the filtered Vlasov eqation. These figures illustrate the
evolution of the scale size distributions in the two velocity
distribution functions. The velocity distribution functions
have been Fourier transformed. The variable, nu, in these
figures is the wave-number in this Fourier transformed
space. If the velocity distributions contain fine scales, i.e.,
filamentation, then these Fourier transformed distribu-
tions must indicate the presence of the filamentation
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Evolution of the scale size distribution for the same portion illustrated in the first figure but in this case of a filtered
Landau damping Vlasov solution. The wave which indicates strong filamentation in the Vlasov solution in this case
decays rapidly as it propagates toward large wavenumbers indicating the lack of filamentation in the filtered Vlasov
solution.
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throughsignificant non-zero values at large values of nu.
(Small scales in the function yield large wave-numbers
in its Fourier transform). Conversely, if the velocity
distribution function contains no filamentation then its
Fourier transform must be compact about the origin of
the variable, nu; i.e., significant non-zero values in the
Fourier transformed distributions must be concentrated
in the vicinity of zero in nu. The variable, tan, is the time;
the distributions of wave numbers evolve with increasing
tau. For simplicity the distributions have been illustrated
with only positive values of nu. Notice that initially both
distributions are compact about the origin of nu; both
velocity distributions initially contain no filamentation.
The Vlasov solution in the first figure contains a large
wave propagating to large nu values from the initially
compact distribution. This wave, in fact, dominates the
much weaker sequence of waves which can be seen in the
vicinity of the origin of nu near the edge of the surface
in the first figure. Those waves contain essentially all of
the physical content of this solution; the dominant wave
is due to the development of very strong filamentation
as tan increases. The related solution of the filtered
Vlasov equation is shown in the second figure. Notice the
rapid decay of the filamentation producing wave. The
filtered Vlasov equation will not support filamentation
with scale sizes smaller than approximately the width of
the filter that has been used to construct it. As the scale
size of the filamentation decreases, with increasing tau,
to approximately the filter width the filamentation simply
disappears. Although it is difficult to see from these two
figures, the evolution of both of these solutions in the
vicinity of the origin in nu is essentially identical. The
physical content of both of these solutions is essentially
identical but the filtered solution can be computed with
considerably less effort.
A number of comparisons of the filtered and non-filtered
Vlasov solutions have been computed. For periodic spa-
tial solutions, reductions in computation time by approxi-
mately a factor of ten and reductions of real computer
memory requirements by a factor of twenty-five to thirty
have been found typical through the use of the filtered
solutions. Non-periodic, initial-boundary value solutions
are being computed to simulate energetic beam propaga-
tion in the Earth's electron foreshock. These solutions
would simply be infeasible without the use of this f'dtering
method for overcoming the filamentation problem.
Contact: Alexander J. Klimas
Code 692
Sponsor: Office of Space Science and Applications
Dr. Alexander J. Klimas, who holds a Ph.D. in physics
and mathematics from the Massachusetts Institute of
Technology, has served 11 years as an astrophysicist at
Goddard. His scientific interests include numerical
plasma simulation and plasma kinetic theory.
BIBLIOGRAPHICAL INDEX OF ASTRONOMICAL
OBJECTS OBSERVED BY THE INTERNATIONAL
ULTRAVIOLET EXPLORER
Observations since 1978 with the International Ultraviolet
Explorer (IUE) satellite have yielded over 55,000 spectra
of many diverse astronomical objects. Most of this data
is now in the public domain and can be obtained for fur-
ther analysis upon request to the National Space Science
Data Center ,_tNSSDC) or through the 11 IF. Re_on_ Data
Analysis Facilities at the Goddard Space Flight Center
and at the University of Colorado. First-time users of this
archival data may not be familiar with the large body of
literature which has been produced using observations
with the IUE. The purpose of this work is to provide the
prospective user of IUE data with a bibliographic index
to the 1134 journal papers which describe observations
made with or related to IUE.
We have searched six journals (Astrophys. J., Astron.
& Astrophys., Mon. Not. Roy. Astron. Soc., Nature,
Publ. Astron. Soc. Pacific, and Astron J.) covering 1978
through 1985 to identify papers describing observations
made using the IUE satellite. We have checked specific
issues of several other journals for individual IUE cita-
tions. Table 1 gives a list of the journals included in the
current coverage, along with the abbreviation used in the
bibliographical citation of the Object Index (the first
figure).
Table 2 gives a breakdown of the number of IUE papers
by journal covered in this survey. The 1134 papers have
been searched individually in order to record the names
of the astronomical objects discussed by each author. This
data has been sorted by object name or catalog number
for convenient use, and the bibliographical information
retained for each entry.
Although some journals do provide periodic bibliographic
indices by star or galaxy name, usually the only names
recorded are those which are explicitly given in the title,
or sometimes in the abstract or key words, or the paper.
Frequently an author reports data for a group of stars
or galaxies in tabular form; objects in such tables are in-
cluded in this coverage.
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Table 1
A&A Astronomy and Astrophysics
A&AS Astronomy and Astrophysics Supplement
AJ Astronomical Journal
ApJ Astrophysical Journal
ApJS Astrophysical Journal Supplement
ASpS Astrophysics and Space Science
ASR Advances in Space Research
BAIC Bulletin of the Astronomical Institute of Czechoslovakia
GRL Geophysical Research Letters
Icar Icarus
JGR Journal of Geophysical Research
MaP Moon and Planets
HN Monthly Notices of the Royal Astronomical Society
Nat Nature
PASP Publications of the Astronomical Society of the Pacific
PhSc Physlca ScrIpta
RGSP Reviews of Geophysics and Space Physics
RHAA Reviews of Mexican Astronomy and Astrophysics
RSPT Royal Society Philosophical Transactions
Sci Science
Journals and abbreviations appearing in Object Index.
Table 2
'78 '79 '80 '81 '82 '83 '84 '85 Totals
ALA 2 18 26 50 60 $5 54 46 311
ApJ 2 18 60 68 93 94 101 89 525
I_ 5 22 27 23 33 31 22 163
Nat 10 7 8 5 7 2 I 1 41
RASP 3 3 9 7 7 g 10 48
Mtscell. 8 7 3 12 16 46
(Incl. AJ)
T0t¢ls 14 51 119 167 197 194 208 184 1134
Number of IUE papers by journal and year.
The following criteria were used in deciding which astro-
nomical objects should be included in the final index: did
the author provide new data or comments about the ob-
ject, and should this paper be consulted if one were using
IUE to study this object?
The first figure shows two excerpts from the Object In-
dex. The listings give the object's name or catalog number
(as reported by the authors), the reference journal, vol-
ume, page, year, and the names of the author(s). In cases
where multiple identifications of an astronomical object
were given, all of the names were entered in our listing.
The index of over 9400 entries is ordered alphanumeri-
cally by astronomical object name or catalog number. An
OBJECT JOUR VOL PG YR AUTHOR( S ]
Abel1 43 ApJ Z97 7Z o, 85 Kaler a Feibelman
Abel1 46 AJ 87 555 82. Feibelman
Abel1 51 ApJ 297 7Z4 85 Kaler & Feibelman
w Abel1 65 ApJ 297 724 85 Kaler & Feibelrnan
Abel1 72 ApJ 297 724 85 Kaler & Feibelman
Abel1 78 ApJ 282 719 8_ Kaler & Feibelman
Abel1 78 ApJ 297 724 85 Kaler a Feibelman
Abell 82 ApJ Z97 724 85 Kaler a Faibelman
Abel1 1795 A&A 135 L3 84 Horgaard-Nielsen e( al.
_+ AC +30 Z7ZZ5 ApJ 229 L141 79 Greenstein & Oke
ADS 6104 PASP _+ 642 82 Parsons
ADS 901_ HN 215 615 85 Rucinski
ADS 11060 ApJ 267 232 83 Stern & Skumanich
ADS 11745 AJ 90 773 85 Dc_ia$ a Plavec
ADS 2362 RHAA 10 Z57 85 Sahade a Her_nandez
Akn 120 AgA 102 321 81 Joly
Akn 120 AaA 102 L23 81 Kollatschny et al.
Akn 120 A&A 104 198 81 Kollatschny et al.
It Akn 120 AaA 119 69 83 Veron-Cetty et al.
Akn 120 ApJ 266 Z8 83 Hu et al.
Akn 120 ApJ 276 92 8_ York et al.
* Akn 120 ApJ 276 403 84 Hampler e_ al.
Akn 374 rASP 96 699 8_, Horra11 et al.
Alcyone A&AS 47 547 82 Golay & Hauron
AldQbaran Ap-J 291 L7 85 Ayres
Algol AaA 128 429 83 Cugler g Holaro
Algol AaA 140 105 8_+ Cugier- a Holaro
Algol RHAA 10 257 85 Sahade & Hernandez
And Alpha ApJ 274 261 83 $adakane et al.
And Alpha PASP 96 259 8q. Sadakane
and Alpha rASP 97 970 85 Adelman
And AR A&A 113 76 82 Klare et al.
And AR AJ 90 1837 85 Szkody
And Beta ApJ 234 1023 79 Basrl & Linsky
And Beta tin 197 791 81 Stickland a _aer
And Beta AgA 107 292 82 Reamers
And Beta ApJ 252 21_ 8Z Hartmann e_ al.
Arid Beta A&A 147 Z65 85 Orange a Z_man
N And Beta ApJ 273 105 83 Bru_Jal
And Beta Ap.J 287 L43 8_ BroHn & Carpenter
And Beta ApJ Z89 676 85 Carpenter e( al.
w And Beta PASP 95 532 83 5aliunas
And Del_a ApJ 273 105 83 BPuzual
And FG ApJ 238 929 80 Stance1 a Sahad_
And EG A&A 126 407 83 Fried_ung et al.
And EG AaAS 56 17 6_ Sahade et al.
And EG ApJ 281 L75 8_ Stance1
And EG ApJ ZS 620 85 01iversen et al.
And EG rASP 95 759 83 Kaler a Hi(key
And Epsilon ApJ 273 105 83 Bru_Jal
oeoeeeeeeeeeeoeeeeo
HD 108 ApJ 238 909 80 Hutchings a von Rudloff
HD 108 ApJ 248 528 81 Co_ie at al.
HD 108 ApJ 251 126 81 Br_h_eiler at al.
HO 108 rASP 93 6;'6 81 Hu_chings & van Heteren
HD 108 A&A 149 151 85 de Kool a de Jong
_+ HD 352 AaA 147 265 85 Orange a Z_aan
HD 358 ApJ 274 261 83 Sadakane at al.
HD 358 rASP 96 259 84 Sadakane
_+ HD 432 A&A 107 326 82 Fracassin_ & Pasinetti
_+ HD 432 AgA 110 30 82 Orange a_ al.
HD 432 A&A 147 265 85 Orange & Z_aan
HD 432 ApJ 291 L7 85 Ayres
HO 483 ApJ 279 738 8q Simon
HD 698 AaAS 57 213 _+ He(k et al.
HD 829 ApJ 246 788 81 Seab at al.
_" HD 856 _ 2% 599 85 SI'.JII & Van 5teenberg
HD 886 rASP 96 259 8_ Sadakane
HD 886 AJ 89 1022 8_ Paresce
HD 905 A&A 115 280 82 Blanco et al.
Object Index.
asterisk indicates objects for which the author has given
more than one name.
A cross-index for the multiple names has been prepared
as shown by the excerpt in the second figure which gives
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ESO 338-IG4
FD 5
FD 12
FD 15
FD 23
FD 37
FD 46
Feige 7
G 231-40
GD 40
GD 279
Gem TV
Gru RZ
HD 552
HD 558
HD 432
HD 886
HD 905
HD 1326A
HD 1337
HD 1522
HD 1581
HD 1835
HD 2151
HD 2261
To1 1924-416
NS 4
NS 8
NS 9
NS 18
NS 51
NS 55
Gr 267
Gr 378
Gr 384
Gr 269
IRe +20134
Gru $5150
Cet 5
And Alpha
Cas Beta
HR 21
Peg Gamma
And 25
Gliese 15A
C_ A0
Cet Iota
Tuc Zeta
Cet 9
HR 88
HR 98
Hyi Beta
Phe Alpha
Primary-Secondary Cross Index.
Abell 51
Abell 65
Abell 72
Abell 78
Abell 82
AC +50 27225
ADS 6104
ADS 11060
ADS 2362
Akn 120
Akn 374
Alcyone
Aldebaran
Algol
And Alpha
And Beta
And EG
And ET
And Gamma
And Iota
And KX
PK 17-10.1
PK 17-21.i
PK 59-18.1
PK 81-14.1
PK I14-4.1
ND 1134+30
HD 59067/8
HD 165590
HD 19356
Mkn 1095
Mrk 771
HD 23650
HD 29139
HD 19556
HD 358
HD 6860
HD 4174
HD 219749
HD 12533
HD 222175
HD 218593
Secondary-Primary Cross Index.
-x
,t.
Primary-Secondary cross-identifications. These addi-
tional names can be used to (_l,if there are other ref-
erences which should be consulted. The third figure shows
Secondary-Pl'i_ary cr()_s-id_tif_tions. As an example
of the use of the cross indices, suppose you looked up
HD 358 (HD = Henry Draper Catalog) in the Object In-
dex (the first figure). By checking the Primary-Secondary
Cross Index (the second figure) for HD 358, you would
find that it is the same as Alpha And (And = An-
dromeda). Checking the Object Index again, this time
under And Alpha, yields an additional reference for this
object.
Using the brief references given in the Object Index, one
can go to the 64-page iUE References List and get the
full citation, including the article title and the names of
all the authors.
By consulting ........ - ........ " --tins olbhograpnlcal index, an astronomer
can tell immediately where to find published papers con-
taining IUE data for the astronomical objects in which
he is interested.
Lee Brotzman of STI, Inc., and Dr. Yoji Kondo of the
Laboratory for Astronomy and Solar Physics, GSFC,
were co-authors on this work.
Contact: Jaylee M. Mead
Code 680
Sponsor: Office of Space Science and Applications
Dr. Jaylee M. Mead, Assistant Chief of the Laboratory
for Astronomy and Solar Physics at Goddard, holds
a Ph.D. in astronomy from Georgetown University.
During 27 years of service, Dr. Mead received the
NASA Exceptional Service Medal (1985) and was Coor-
dinator of the IUE Regional Data Analysis Facilities.
Dr. Mead has also served as U.S. representative to the
Strasbourg Stellar Data Center Council and co-
organizer of three IUE symposia.
SOLAR MODULATION OF THE
GALACTIC COSMIC RAYS
The galactic cosmic rays are particles which arrive at the
Earth from sources somewhere in our galaxy. These par-
ticles are predominantly protons (- 85 ¢/0), some helium
(-14%) and heavier nuclei (-1%), and they range in
energy from -106 electron volts to 1021 electron volts.
Below - 109 electron volts their intensities are observed
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to vary during the 11-year magnetic cycle of the Sun. The
process causing these variations, referred to as solar
modulation, is not well understood despite observations
made over several cycles and a number of different the-
ories. The Pioneer 10 spacecraft is currently at 38 AU
from the Sun, Voyager 1 is 30 degrees above the ecliptic
plane at a distance of 24 AU from the Sun, Voyager 2
is at a similar distance in the ecliptic plane, and ISEE-3
is at 1 AU, offering an unprecedented opportunity to
observe the spatial and temporal variations in cosmic ray
intensity. The galactic cosmic ray intensities near Earth
were at a broad peak until early 1978, when they started
to significantly decrease in conjunction with an increase
in solar flare events. The intensity at Pioneer 10 for pro-
tons of - 200 MeV has only recently returned to the levels
seen near Earth in 1977 and the radial gradients are typi-
cally small (<4%/AU), suggesting that the modulating
region of the heliosphere extends out to a very large
distance, perhaps 100 AU. The intensities near Earth have
been increasing at a rate of -40%/year for the last
several years. Protons near Earth at - 200 MeV will take
more than another year to return to their 1977 intensity
level at the current rate.
There are several different theories regarding solar mod-
ulation, one of which suggests that the cycle period is ac-
tually 22 years, corresponding to the 22 year period of
the solar magnetic dipole direction. In this theory, par-
ticles drift from the poles towards the ecliptic plane and
then drift outwards during one 11-year period. Then,
when the solar dipole reverses direction, the direction of
flow reverses. This could possibly explain the sharply
peaked intensities at the time of the 1965 solar minimum
as compared to the extremely broad maximum from ap-
proximately 1972 through 1977. On the other hand, there
is no major change in the observed cosmic ray radial gra-
dient associated with the reversal in the solar magnetic
field in 1980 as might be expected with such a dramatic
change in the flow pattern. The latitudinal gradient is con-
sistent with the drift model, but it is also consistent with
the previously observed increase (on average) of the solar
wind with solar latitude.
Contact: Tycho yon Rosenvinge
Code 661
Sponsor: Office of Space Science and Al_plications
Dr. Tycho T. yon Rosenvinge, who holds a Ph.D. from
the University of Minnesota, serves as Head of the Low
Energy Cosmic Ray Group and ICE Project Scientist.
Dr. yon Rosenvinge was Project Scientist for the first
spacecraft to go to a comet. He has 17 years of ex-
perience with Goddard.
NEW STRUCTURE IN THE NUCLEUS OF THE
SEYFERT GALAXY NGC 1068
The nature of extremely high luminosity active galactic
nuclei has recently gained a considerable amount of at-
tention in the astronomical community. Radio jets and
bright infrared point sources are common characteristics
of these regions. Because they are unresolved, the point-
like nuclei appear to be exceptionally energetic objects.
New high resolution infrared images of the central
kiloparsec of the Seyfert 2 galaxy NGC 1068, using the
16 x 16 pixel Goddard Infrared Array Camera at 10
microns, have revealed structure in the infrared nucleus
which was previously unresolved at infrared wavelengths.
The nucleus appears extended and asymmetric (2.1 x 0.7
arcsec), with the long axis of the infrared source oriented
at position angle 33 °. This extension coincides with a
weak source in the radio continuum jet projecting from
the nucleus in the same direction.
The results suggest that there exist two luminosity sources
in the center of NGC 1068. The brighter source is at the
nucleus. But the fainter one is some 100 parsecs to the
northeast, possibly a region in which star formation has
been triggered by processes associated with the ejection
of matter from the Seyfert nucleus. Analysis of the
strength of the 9.7/_m spectral feature shows that the ab-
sorption is strongest at the nucleus. This appears consis-
tent with models of the region that include an optically
thick disk surrounding the central luminosity source
(viewed nearly edge-on) that emits a radio jet along its
axis of symmetry.
The presence of multiple compact or point-like IR sources
in the nucleus, rather than one larger source, argues
against the long-standing view that the nuclear 10/zm
emission must be primarily thermal in origin. The new
results considerably strengthen the case for jet-induced
star formation in NGC 1068.
The collaborators on this research are D. Y. Gezari, G.
Lamb, and P. Shu (GSFC); R. Tresch-Fienberg and G.
Fazio (SAO); W. Hoffman (U. of AZ); and C. McCreight
(ARC).
Contact: D. Gezari
Code 697
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Sponsor: Office of Astrophysics
Dr. Daniel Y. Gezari, an astrophysicist with 10 years
of experience with Goddard, holds a Ph.D. degree in
astronomy from Stony Brook University. Dr. Gezari
served as SIR TF/IRA C Instrument Scientist and Prin-
cipal Investigator for the Infrared Array Camera
Astrophysics Program, Infrared Catalog Data Base
Project, and Submillimeter Continuum Astronomy
Project.
FORMATION AND PROPERTIES
OF COSMIC GRAINS
In the last few years a better understanding of the for-
mation and co_mposition of circumstellar, interstellar and
interplanetery grains has emerged from studies performed
in several laboratories. These studies shed light not only
upon the factors which might control the onset of grain
formation, but also on the spectral characteristics and
morphology of freshly condensed grains. The presence
of several broad, diagnostic features in the spectral range
between about 8 and 25 microns should be detectable in
certain heavily reddened sources, provided that the obser-
vations are at high resolution and fully sampled. As an
example, the first figure shows the spectral changes in-
duced in an amorphous MgSiO smoke, produced in our
laboratory, as a function of thermal vacuum annealing
at 1000 K for 0, 1, 2, 4, 8, 16.5, and 30 hours. This can
be compared to two spectra of the circumstellar material
surrounding the irregularly varying oxygen-rich star OH
26.5 + 0.6. (See the second figure.) Weak features pres-
ent in the spectra of annealed laboratory samples (the first
figure) at 9.2, 11.5, 12.5, 18, 20, and 22 microns might
be present in the stellar source; however, higher resolu-
tion observational data will be needed to confirm this.
In addition, laboratory experiments to study the spectral
properties of more realistic cosmic grains which contain
Si, AI, Fe, Ti, Na, K, Ca, Mg, H, CI, O, and S in ap-
propriate proportions are planned. Experiments involving
grains produced from mixtures of Si, AI, Fe, Ti, H, CI,
and O are currently in progress.
We have measured the rate at which thermal vacuum an-
nealing occurs in simple, amorphous Si203 smokes as a
function of temperature. We have also measured the rate
at which amorphous MgSiO smokes undergo hydration
as a function of temperature in water vapor, liquid water,
and ice. These simple, analog studies allow us to make
some limited predictions about the composition and struc-
ture of refractory particulates as they are transported
',zJ
t.)
Z
I--
(t)
Z
n_
I--
MICRONS
8 9 I0 15 20 25
I , I I , I , I l
A
B
, I I I I I
1400 1200 I000 800 600 400
WAVENUMBERS
Infrared spectra of amorphous MgSiO smokes annealed
in vacuo at 1000 K for O(A), I(B), 2(C), 4(D), 8(E),
16.5(F), and 30(G) hours.
from the circumsteUar regions in which they formed,
through the interstellar medium and into the primitive
solar nebula where some have become incorporated into
the moons, comets, asteroids, and meteorites. It is possi-
ble that some of these grains survived this ordeal with
only very limited processing. This is especially true of
grains which have been trapped and frozen in comets and
which fall into the Earth's atmosphere after having been
released from the deep freeze of space by the passage of
the comet through the inner solar system. We expect that
thermal annealing and hydration studies of our multi-
component smoke samples will produce realistic analogs
of these cosmic grains. From such studies we will be able
to better understand the processing history of natural
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A recent breakthrough in the study of these events has
been the association of the events with solar electron
events and with the Type III radio emission produced by
those electrons as they move outward from the Sun. By
measuring the direction and frequency of the Type III
radio emission, the Radio Mapping Experiment on
ISEE-3 can follow the trajectory of the electrons as they
travel along the interplanetary magnetic field as shown
in the first figure. The good spatial and temporal resolu-
tion of these measurements permit the identification of
the parent solar flare where the acceleration of the
anomalous 3He occurred.
The flares that produce the 3He-rich events are impul-
sive flares of varying size that are often accompanied by
the emission of the Ha radiation, hard and soft X-rays,
Infrared spectra of the circumstellar shell around the ir-
regularly varying oxygen-rich star OH 26.5 + 0.6, in
which the positions of suspected minor features have been
noted.
samples, which in turn will lead to a better understanding
of the formation and evolution of the solar system.
Contacts: B. Donn and J. Nuth
Code 691
Sponsor: Office of Space Science and Applications
Dr. Bertram Donn is a senior scientist in the Laboratory
for Extraterrestrial Physics with 27 years of service at
Goddard. He holds a Ph.D. degree from Harvard Uni-
versity. His professional interests center about the for-
mation of interstellar grains and the origin, structure,
and composition of comets.
MAPPING THE aHE-RICH EVENTS FROM THE SUN
Solar 3He-rich events are one of the most unusual
animals in the energetic-particle zoo. In these events, the
abundance of the usually-rare isotope 3He is enhanced
by as much as four orders of magnitude relative to 4He.
Once thought to be extremely rare, the more-sensitive
Medium-Energy Cosmic-Ray Experiment on board the
International Sun/Earth Explorer-3 (ISEE-3) has shown
that the events occur quite frequently despite their small
size.
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Trajectory of the Type Ill radio burst of 1979 December
14 1550-1555 UT (2 MHz time) associated with the flare
at NIOW51. Panel a is the three dimensional trajectory
out to 0.6 A U and panel b is its projection onto the eclip-
tic. The dotted curve is the idealized trajectory for a flare
at W51 and a solar wind speed of 400 Km/s.
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and even gamma rays in some cases. These flares differ
from the larger but rarer long-duration flares that exhibit
Type II and Type IV radio emission and coronal mass
ejections and are responsible for most of the large pro-
ton events seen in interplanetary space.
Multiple 3He-rich flares often occur in a single active
region on the Sun. In some cases long-duration events
also occur in the same active region. In these cases the
intensity profiles of the two isotopes of He show a marked
contrast between impulsive increases seen in 3He and the
long duration profiles seen in 4He (See the second
figure). The former are induced by a rapid reconnection
of the magnetic field lines in a spatially compact region
while the latter involve an extended coronal mass ejec-
tion and coronal shock wave.
I l'IC III_.U|I_.III,5111 .t.^ _l._,=r_t anDeor e fn in_
volve a resonance absorption of waves at the 3He gyro-
frequency that causes a preferential heating of 3He. This
heating produces enhanced 3He abundances in the ther-
real tall region that is above some threshold energy of
a subsequent acceleration mechanism. This process is not
well understood in detail. A study of the X-ray emission
in these events, presently under way, may provide a better
definition of the physical parameters, such as tempera-
ture, of the acceleration region.
These events tell us about an important aspect of the
physics of a primary acceleration mechanism on the sun.
An instrument designed for the International Solar Ter-
restrial Project Wind spacecraft would increase the sen-
sitivity for 3He by a factor of over 100 and permit us to
measure the many small events that are now barely detec-
table. The increased sensitivity would allow us to study
enhancements of other species in these events. So far we
may only see the tip of the iceberg.
Contacts: Donald V. Reames and Robert G. Stone
Codes 660 and 690
Sponsor: Office of Space Science and Applications
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Time histories of _He and "He of 1.3-1.6 Mev/AMU are shown in the two lower panels for the 1980 November 9-11
period. Above are shown the times of all flares from Region 17246 and the metric and kilometric radio emission from
each of the flares. Upper and lower time scales are shifted by 3.25 hrs to allow for propagation times so as to align
the particle increases with their source flares. Impulsive flares cause increases in _He while long-duration flares cause
increases in 'He.
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Dr. Donald V. Reames is an astrophysicist with the
Laboratory for High Energy Astrophysics at Goddard.
Dr. Reames, who has 22 years of service at Goddard,
holds a Ph.D. degree from the University of California,
Berkeley. He is interested in the study of solar and
galactic cosmic ray energetic particles.
SOLAR PHYSICS
EVOLUTION OF THE SOLAR NEBULA
AND ORIGIN OF PLANETS
P. Simon de Laplace introduced in 1796 the concept of
a Solar Nebula, an alleged thin gaseous disk revolving
around the young Sun. He visualized planets as being
formed by a series of fragmentations of nebular gas, aris-
ing from local gravitational instabilities. Modern astro-
nomical advances have confirmed Laplace's overall pic-
ture, identifying the Solar Nebula as the remnant of the
collapse of a molecular cloud. However, little progress
has been made in understanding the structure and evolu-
tion of the Solar Nebula, and thus in our understanding
of how planets are formed.
rotation, a basic feature of the Solar Nebula that previous
phenomenological descriptions of turbulence could not
account for satisfactorily.
The most probable source of turbulence was identified
as "convective instability" generated by the grains
themselves because of the temperature dependence of
their opacity. The structure of the Solar Nebula was in-
ferred by solving the heat transfer equation together with
the hydrostatic equilibrium condition. The mass of the
Solar Nebula turned out to be (. 1-.5) of the present solar
mass, and the dissipation time of the gas approximately
10 million years.
The major problems can be described as follows. The
Solar Nebula contains two components: gas of solar com-
position and dust grains, which make up perhaps 1 per-
cent of the mass. Given this initial structure, a mechanism
is needed to remove the gas, while allowing the grains
to settle toward the nebula's midplane where they can co-
alesce into planets. Since the gas and grains were thor-
oughly mixed, one constraint is to be sure that the dissipa-
tion of the gas does not disrupt the settling of the grains.
The first requirement is thus to find a physical process
which renders the gas unstable in its keplerian orbit, thus
allowing it to slide towards the Sun. To achieve this, it
is usually assumed that the Solar Nebula was "turbu-
lent", but that causes two problems: identification of a
source of the turbulence and a formalism to describe it.
We constructed an analytical model for large scale turbu-
lence by generalizing the Heisenberg-Kolmogoroff model,
valid for medium to small scales, to very large scales,
which are crucial in the Solar Nebula context since they
contain most of the energy. The model has been tested
against astrophysical and laboratory data with satisfac-
tory overall results. A key advantage of the analytical
model is that it is easily extended to include effects of
I0,000
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Solar Nebula temperature as a function of distance from
the Sun (in astronomical units, 1A U-Sun-Earth distance).
Crosses are geochemical data (Lewis, Science, 186,
440-443, 1974). Solid lines are the model results, the
discontinuities corresponding to phase transitions from
ices to silicates and from silicates to evaporate.
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While these results may one day be compared with obser- 
vational data for evolving solar type nebulae, at present 
we can only say that they are in the expected range. 
However, we can compare predicted temperatures within 
the nebula to planetary formation temperatures inferred 
from geochemical studies. As shown in the figure, these 
empirical data are in good agreement with the model. 
These results constitute the beginning of a study of the 
formation of planets. The next step which we plan in this 
study is to analyze the behavior of dust grains embedded 
in the turbulent Solar Nebula. 
Contact: Vittorio M. Canuto 
Code 640 
Dr. Vittorio M. Canuto (Doctorate in theoretical 
physics, University of Turin) is a space scientist with 
18 years of experience at Goddard. In the last three 
years Dr. Canuto has been working on a glodel to 
characterize fully developed turbulence in the-field of 
quantum electrodynamics. 
HIGH-RESOLUTION STUDIES OF 
THE DYNAMIC SOLAR ATMOSPHERE 
Images of the Sun’s photospheric surface have been 
available via ground-based telescopes for well over a cen- 
tury. However, due to atmospheric effects, high- 
resolution ground-based observations (better than 0.5 arc- 
sec) cf the photosphere have heen ohtained only infre- 
quently with a narrow field of view (roughly an arc 
minute or less) and for short periods of time, usually a 
few minutes or less. This situation has now radically 
changed .Ice to the high!y snccesfiil Spacelab J J  mission. 
which was flown during the summer of 1985. From only 
twenty seven minutes of data obtained by the Solar Opti- 
cal Ultraviolet Polarimeter (SOUP) instrument during a 
single shuttle orbit, it has become increasingly clear that 
The Solar Optical Universal Polarimeter (SOUP) obtained this photograph of the visible solar surface during the Spacelab 
2 mission on August 5, 1985. The image scale is 0.28 seconds of arc per millimeter, and the smallest visible features 
are at the telescope’s diffraction limit of 0.5 seconds of arc - about 350 kilometers on the Sun. The print shows 
a 70 by 90 second of arc field which is only 20% of an original image. 
The small bright regions surrounded by dark lanes are solar granules, They are bright because the solar gasses are 
hotter and rising at these locations; the surrounding dark lanes are relatively cooler downflowing gas. The granules 
are convection cells which bring 99% of the heat from the solar interior to the surface. Each of the granules, and 
there are about two thousand of them in th-is image, carries 1.7 x ergs to the surface. 
The large dark feature to the left center of the image is a relatively small sunspot and smaller dark structures to its 
right are pores. Spots and pores are much cooler than the rest of the surface. They possess strong magnetic fields 
that inhibit convection and hence the outward transport of heat. It is also &dent from the photogrnph that the granula- 
tion is smaller and has a different “texture” in the regions adjacent to the spot und the pores. This is evidence that 
magnetic field interaction with convection is not localized to spots and pores. 
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manyof thecenturyold concepts concerning the nature
of stellar granulation appear to be radically wrong. With
the spatial and temporal resolution achieved by SOUP
(roughly 0.5 arc-sec), together with a pointing stability
of one millisec of arc, the data obtained demonstrates
that granulation is not an ensemble of quasi-stable con-
vection cells with laminar upflows at their centers and
downflows at their boundaries, but rather the granule ap-
pears quite turbulent in nature with its position, size,
shape, and brightness continuously changing until it ef-
fectively dissolves. Thus the conventional wisdom of a
century of research has been refuted with twenty seven
minutes of SOUP data obtained during the Spacelab II
mission. In addition, because of the high pointing stability
of SOUP proper motions occurring at scales of 400 - 700
meters (not kilometers !) were measurable. Such observa-
tions demonstrate the existence of a mix of laminar and
turbulent flows in the photosphere at unprecedented
spatial resolution.
Convection is a fundamental astrophysical process for
energy transport in stars. At present the theory of con-
vective transport in a stellar atmosphere is just beginn-
ing to make some progress because of recent
developments in very high speed, very large memory com-
puters. The SOUP data represents a major step forward
in our efforts to describe convection and its interaction
with magnetic fields. SOUP obtained time sequences of
the sunspot region illustrated here, as well as similar se-
quences near the center and limb of the Sun. The time
between images was typically 5 seconds which is suffi-
ciently fast to resolve the 5 minute lifetime of a granule.
In total, SOUP obtained more than 6000 images.
The SOUP instrument package has a 30 cm Cassegrain
telescope with a movable secondary mirror for image
stabilization. The active optics corrected the position of
the solar image 50 times a second and achieved an average
positional accuracy of 0.003 arc-seconds -- 2.2 km on
the Sun.
While only a fraction of the SOUP data has been reduced
at the time of this writing, the results obtained to date
can be expected to be far reaching -- changing many of
the concepts that exist about the physics of a gravita-
tionally bound convecting magnetized plasma.
With the success of SOUP, the need for an even higher
spatial resolution instrument becomes clearer, because
only with resolution sufficient to resolve the fine spatial
and temporal structure associated with both turbulent ed-
dies and laminar large scale structures and their effect
on magnetic fields can be we ever begin to develop an
accurate theory of convecting and turbulent magnetized
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plasmas. Such an understanding is critical to any realistic
interpretation of a variety of solar-stellar and
astrophysical phenomena, which involve the interaction
of gravitationally bound convecting plasmas and
magnetic fields such as occurs in accretion disks.
Contact: D. Spicer
Code 682
Sponsor: Office of Space Science and Applications
Dr. Daniel S. Spicer (Ph.D.) is a Project Scientist with
one year of service at Goddard. His scientific interests
include solar physics and plasma physics.
SEISMIC SOUNDING OF THE
SOLAR CHROMOSPHERE
At the surface of the Sun, oscillations are visible in the
Doppler shifts of spectral lines formed in the solar photo-
sphere. These oscillations are due to acoustic waves which
are trapped in a cavity which extends from the solar sur-
face to deep within the solar interior. The periods of these
oscillations are near 5 minutes, and are determined by
the time it takes the wave to make a complete circuit of
this sub-photospheric cavity, and return in phase. The
waves travel at the sound speed, which is determined by
the temperature in the region of propagation. Different
normal modes of oscillation penetrate to different depths
in the Sun, consequently their oscillation periods can be
used to infer the depth dependence of temperature in the
solar interior. Other properties of the oscillations can be
used to determine the internal rotation of the Sun. For
these reasons the field of helioseismology has recently
emerged as an active new area of research.
In addition to the acoustic cavity located within the Sun,
there is another cavity high in the solar atmosphere. This
chromospheric cavity is formed by reflections at the
temperature minimum, which underlies the chromo-
sphere, and by the sharp rise to coronal temperatures at
the top of the chromosphere. It has long been known that
acoustic energy is present in the chromosphere, because
of wave motions seen in ultraviolet lines. However, re-
cent observations made in the infrared have clarified the
nature of the chromospheric cavity and the degree to
which it is coupled to the sub-photospheric cavity. These
observations were made using a laser heterodyne spec-
trometer developed at Goddard Space Flight Center. In
June 1985 the spectrometer was located at the National
Solar Observatory, near Tucson, Arizona, and it obtained
time series information on a rotational transition of the
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Power spectra of fluctuations seen in an infrared solar
OH line, observed with a laser heterodyne spectrometer.
OH radical in the 11-micron solar spectrum. This transi-
tion is formed in the upper solar photosphere, close to
the common boundary of the chromospheric and sub-
photospheric cavities. The accompanying figure shows
the results obtained using this new technique. The upper
portion of the figure shows the power spectrum of veloc-
ity fluctuations. Most velocity power is centered in a band
near 3 millihertz (mHz), and is due to the sub-photo-
spheric cavity. A second feature is present near 4.3 mHz,
which is the frequency predicted by theory for the reso-
nance in the chromospheric cavity. The lower portion of
the figure shows the power spectrum of the line depth,
which measures temperature fluctuations in the atmo-
sphere due to the oscillations. In this case the 4.3 mHz
feature dominates the power spectrum. This confirms it
as chromospheric, because temperature perturbations
from the chromosphere are not damped by radiative pro-
cesses, as happens in the photosphere.
These new results will make it possible to accurately deter-
mine the average geometric height of the chromosphere
because the period of the 4.3 mHz oscillation (233 sec-
onds) is a direct measure of the sound travel time across
the chromosphere. Other aspects of these new data have
shown that the sub-photospheric and chromospheric
cavities exchange energy, and that coupling to the
chromosphere is likely to be a major factor in the excita-
tion and dissipation of oscillations in the solar interior.
Contact: D. Deming
Code 693
Sponsor: Office of Space Science and Applications
Dr. Drake Deming has six years of service as an
astrophysicist with Goddard. He holds a Ph.D. degree
from the University of Illinois, and is interested in the
dynamics of stellar and planetary atmospheres.
LOW-FREQUENCY 1If "FLICKER" NOISE
IN THE SOLAR WIND
Random signals with 1/f frequency spectra, i.e., "l/f
noise" or "flicker noise," have been observed in a wide
variety of systems including electrical devices, condensed
matter experiments, geophysical records, and others. We
have studied the phenomenon using solar wind magnetic
field data obtained near Earth orbit and have formulated
an interpretation of this low frequency noise spectrum
in terms of a generic mechanism which produces a com-
posite 1/f signal by a superposition of signals with scale-
invariant distributions of correlation times.
Near earth orbit, the transit time of the solar wind plasma
and embedded magnetic fields from the Sun is about 100
hours. We found previously that computed statistical
properties of the solar wind magnetic fields (such as the
mean value and the variance of the field) do not converge
rapidly when the interval of averaging exceeds the corre-
lation time of the magnetic field (which is about 3.4
hours). Evidently the correlation functions of interplane-
tary magnetic fields have long "tails" which delay con-
vergence of these quantities. To understand the properties
of the local field, it is necessary to understand why those
signals retain such a long memory.
The important quantity to examine is the spectrum of the
magnetic field. The figure displays spectra for five dif-
ferent intervals plotted as frequency multiplied by power
to facilitate identification of l/f spectral power. Approx-
imate 1/f dependence can be seen in the frequency inter-
val 2.7 x 10 -6 Hz to 8.0 x 10 -5 Hz where, between the
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two vertical lines, the spectra are flat. The lower limit
of this band is near the inverse of the transit time and
upper limit is near the inverse of the correlation time.
When mapped back to the Sun, structures in frequency
range correspond to features with sizes ranging from
about 2 ° to 55 o of solar longitude. Thus, the origin of
the 1/f spectral band appears to depend on the statistical
distribution of relatively small-scale magnetic features in
the lower solar atmosphere. We developed a model in
which a magnetic structure (e.g., an irregularity in an
emerging flux tube, an emerging flux loop, or even a
bubble-like structure) emerges from the solar convection
zone. Emerging structures are thought to be dynamically
active and it is quite likely that some form of magnetic
reconnection will occur. In a turbulent medium recon-
nection causes neighboring magnetic structures to merge
into larger ones.
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Spectra of the five intervals (a) - (e) of solar wind mag-
netic field data. Frequency multiplied by spectral power
is plotted to facilitate identification of the bands 1/f
power which lie between the vertical lines.
In passing from the solar surface to the point in the at-
mosphere where the solar wind begins, such a magnetic
structure may undergo several complete reconnections.
Many such structures will be transported into the solar
wind where, over several solar rotations, they will be seen
as a collection of superimposed signals. We developed
a simple method for determining the final outcome which
showed that when the number of reconnections becomes
large, nearly 1/f power results. This result still holds if
the underlying signals consist of spectra with differing
spectral slopes. In addition to representing a novel sort
of "generic" l/f noise, the model may have further con-
sequences for both interplanetary physics and astro-
physics, including understanding the delayed convergence
of those statistical estimates of solar wind magnetic field
properties mentioned above. Very long time and large
scale correlations in astrophysical observations might also
be explained by appealing to similar mechanisms to pro-
duce long memories in signals far from their source due
to scale invariant processes.
Contact: M. L. Goldstein
Code: 692
Sponsor: Office of Space Science and Applications
Dr. Melvyn L. Goldstein, an astrophysicist with 14 years
of service at Goddard, received his Ph.D. degree from
the University of Maryland. He presently is the Co-
Investigator of the Solar Terrestrial Theory Program
at Goddard. Dr. Goldstein has also served as both Prin-
cipal Investigator and Co-Investigator on several other
projects. In 1975 he received a NASA/GSFC Special
Achievement A ward.
SPATIAL VARIATION AND EVOLUTION
OF HELIOSPHERIC SECTOR STRUCTURE
A survey has been carried out of the magnetic sector
structure in the heliosphere during more than 8 years (late
1977-1985) of the present solar cycle. This structure is
observed in interplanetary space as a pattern of alter-
nating magnetic polarity regions that co-rotates with the
Sun. The sectoring pattern is created by the orientation
and shape of the heliospheric current sheet which
throughout the solar system separates approximately
hemispherical regions of positive (outward) and negative
(inward) magnetic fields emanating from the Sun's mag-
netic dipole. These fields are stretched outward from the
Sun by the outflowing solar wind.
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To map these magnetic polarity patterns, Voyager 1 and
2 (V1, 2) observations were compared with model solar
potential field data from Stanford University and with
similar measurements of interplanetary magnetic field
(IMF) polarity in the inner solar system by Pioneer Venus
Orbiter (PVO), at 1 AU by the ISEE 3 and IMP 8 space-
craft, and at large heliocentric distances by Pioneer 11
(Pll). Some of the results are as follows:
IMF polarity patterns observed near Venus at a
heliospheric distance of 0.72 AU, near Earth at 1
AU and at distances greater than 1 AU show that
the sector structure in the distant solar wind tends
to agree with that inferred near the Sun if it is a
simple, two-sector pattern, but the pattern becomes
less distinct at large distances from the Sun than
it is at _ 1 AU. During periods of four-sector struc-
ture at the Sun, spacecraft at several AU or more
,,u,, the Sun are as likely to observe two sectors
as four sectors. This may be because the warping
of the current sheet caused by the quadrupolar com-
ponents of the Sun's magnetic field is either not as
pronounced at large distances as it is at the Sun
and/or it is modified by processes such as
longitudinal and latitudinal variations in the speed
of the solar wind and interactions between different
solar wind streams.
Latitude effects were found in the comparison of
Vl and V2 observations. Different polarity patterns
were observed at times by V1 and V2 even when
aligned along a radial line from the Sun and separ-
ated only by one or two degrees of latitude. Similar
differences over a small range of latitude can be
found in the patterns inferred near the Sun. On a
larger scale, in 1985 V1 at heliographic latitudes of
greater than 25 °N began observing a larger propor-
tion of negative (Sunward-directed) polarity than
did V2 near the heliographic equator. Negative
polarity has been characteristic of the Sun's
magnetic field north of the heliospheric current
sheet since the last polarity reversal (1980).
During 20°7o of the time in the period covered by
this study, the IMF was found by V1 and V2 to be
oriented more than 60 ° from the spiral direction
predicted by fundamental solar wind theory.
Contact: K.W. Behannon
Code 692
Sponsor: Office of Space Science and Applications
Dr. Kenneth IT'. Behannon is an astrophysicist with 22
years working for the NASA at Goddard. Dr. Behan-
non earned his Ph.D. degree in physics from the
Catholic University of America. Among his many
achievements are the NASA Sustained Superior Perfor-
mance A ward, the NASA Special Achievement A ward
for four years, and the Humboldt Senior U.S. Scien-
tist A ward (Federal Republic of Germany).
SOLAR CONSTANT VARIATIONS
Sunspots, the first feature observed to blemish the Sun's
photosphere have been the subject of renewed scientific
debate owing to their impact upon the recently discovered
"solar constant" variations. A more complete model of
active region influences upon the solar constant by our
which are bright areas that surround sunspots.
A "dynamical" view of the connection between sunspots
and faculae allows a better understanding of active region
influences on the solar constant. With the photospheric
gases having a density comparable to the terrestrial at-
mosphere, a highly energetic mechanism is needed to cool
sunspots. In the dynamical view, sunspots are cold, not
solely because of the Biermann field "inhibition mecha-
nism." Rather, downflows below sunspots carry neutral
hydrogen from near the Sun's surface through the ioniza-
tion layer. The gases are ionized and thereby absorb latent
energy to offset the normal eddy heat transport. This
powerful mechanism allows meter per second velocities
to offset the Sun's surface irradiance and thus providing
for the sunspot's dark appearance. An incredible amount
of energy must be continuously absorbed ( - 103° watts)
by the photospheric gases to keep sunspots dark. As with
all energy changes, this energy is not lost. Rather, it
returns to the photosphere via an upward return flow
wherein ionized hydrogen recombines to give birth to
bright photospheric faculae, which follow sunspot de-
velopment. (See the illustration.) Just as evaporation and
condensation are important energy transport mechanisms
for our atmosphere, ionization and recombination play
a similar key role for the Sun, which gives rise to bright
and dark solar features. A simple equation, based upon
this, shows that the power change, P, of a flow, v, as-
sociated with the "advection of ionization energy" is:
Pi = - IN _ I • A (x dz _ v i N i I,
where N is number density; v, velocity; I, ionization
energy; a, ratio of ionized to total hydrogen, and the
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subscript i refers to the parameter evaluated within the
ionization layer.
An important result of our theoretical modelling is that
faculae, long thought by modellers to be wells or holes
in the solar surface, as are sunspots, can now be better
understood as hills. The release of latent energy in the
exothermic recombination reaction, which provides the
energy for faculae, causes the photospheric gases to
become hotter than their surroundings and rise, through
buoyancy changes. A remarkable 50-200 km uplift in the
Sun's photosphere results. These hillocks or mountains
are even more impressive when one appreciates that the
solar gravity is 27 times as strong as Earth's. Support for
this "hillock model" is found in the observations of
facular contrasts. These contrast observations show a
close agreement at 4 wavelengths and at all viewing angles
across the solar disk with a hillock geometry.
Owing to this view, we now understand that active regions
do not suppress the Sun's luminosity for long time peri-
ods. If this occurred, it could give rise to hotter terrestrial
temperatures during the Maunder Minimum in sunspots
in the 17th century. Rather, a rough balance in energy
differences between sunspots and faculae emerges. If any
imbalance in these energies does exist it would, in our
model, occur in the opposite direction. Namely, as active
regions develop, the large flows can only aid the Sun in
shedding its luminosity. Thus, considering facular ener-
gies, solar activity could be associated with a slightly
greater than normal luminosity. As a result, a cooling of
the Sun during the Maunder Minimum, would be consis-
tent with the "little ice age" occurrence during that
period.
Contacts: K. Schatten and H. Mayr
Codes 610 and 614
Sponsor: Office of Space Science and Applications
Dr. Kenneth H. Schatten is a research physicist with
nine years of experience at Goddard. He holds a Ph.D.
degree from the University of California, Berkeley, and
is involved in developing "'source surface" and "'cur-
rent sheet" models for coronal and interplanetary
magnetic fields.
ATMOSPHERES
GREENHOUSE EFFECT: PROJECTIONS OF
GLOBAL CLIMATE CHANGE
For several decades there has been recognition that atmo-
spheric CO 2 is increasing in abundance and that the
added CO 2 should blanket heat radiation from the
Earth's surface, thus causing a long term tendency toward
global warming. In the past several years it has become
apparent that several other trace gases are also increasing,
which should accelerate this 'greenhouse' warming effect.
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The climate modeling group at the Goddard Institute for
Space Studies has carried out the first global climate
model (GCM) simulations of climate trends due to the
time-dependent growth of CO 2 and other trace gases.
Two scenarios, A and B, are used to allow for uncertain-
ties concerning trace gas growth rates. The more conser-
vative scenario, B, includes only greenhouse gases which
have been measured reasonably well (CO 2, CC13F,
CC12F 2, CH4, N20), it assumes that their growth rates
will decrease rapidly in the next few decades, and it as-
sumes that stratospheric aerosols (which cool the Earth's
surface) will continue to be present at the mean level
which existed during the volcanically active period
1960-1985. Scenario A includes several additional trace
gas changes which are less well documented; it allows
present trace gas growth rates to continue, and it assumes
negligible volcanic aerosols, as was the case for the period
1910-1960.
Global mean temperatures computed by the model are
compared to observations in the figure. The observations
and model results are consistent, but the natural variabil-
ity of temperature is sufficiently large compared to the
temperature trends to date to make it impossible to con-
firm or refute the modeled greenhouse effect.
On the other hand, it is apparent that the model predicts
that global temperatures should soon rise above the level
of natural variability. Within the next few years the global
temperature should exceed the level obtained in 1981,
which was the warmest year in the past century. Within
the next few decades the global temperature should ex-
ceed the level reached in the Altithermal period, when
it was estimated to be 0.5 to 1.0°C warmer than today,
making the earth warmer than it has been in the past
100,000 years.
Principal assumptions underlying the model predictions
are: 1) the climate model sensitivity is 4 °C for doubled
CO 2, 2) the possibility of a large change in other climate
forcings, such as solar irradiance, has not been included,
3) the ocean circulation is assumed to continue to operate
as at present. Errors in these assumptions could lead to
either a faster or a slower warming trend.
Global observations of the climate system over a period
of at least a decade are needed to document and quantify
climate trends, to allow testing and calibration of global
climate models, and to permit analysis of many small
scale climate processes which must be parameterized in
the global models. The data needs will require both mon-
itoring from satellites and in situ studies of climate pro-
cesses. The required observations have been defined in
detail by the Earth System Sciences Committee appointed
by the NASA Advisory Council.
Contact: James E. Hansen
Code 640
Sponsor: Office of Space Science and Applications
Dr. James Hansen is Head of the Goddard Institute for
Space Studies located at Columbia University. During
his 20 years of service at Goddard, Dr. Hansen has
determined physical properties of Venusian clouds by
analyzing polarization of reflected sunlight.
GLOBAL CLOUD CLIMATOLOGY:
FIRST RESULTS FROM THE WORLD
CLIMATE RESEARCH PROGRAM
In July 1983 the International Satellite Cloud Climatology
Project (ISCCP) began operational collection of multi-
spectral imaging data from the world's weather satellites
to produce a global cloud climatology. This cloud clima-
tology is intended to support research on the role of
clouds in climate and studies of cloud-radiative processes.
The operational data collection and analysis part of the
project is also accompanied by a series of intensive field
experiments in order to improve the satellite data analysis
techniques and climate model treatments of cloud pro-
cesses. The U.S. field experiment, called the First ISCCP
Regional Experiment (FIRE), began data collection in
April 1986 and will conduct a cirrus experiment in Octo-
ber 1986 and a marine stratus experiment in July 1987.
The illustration shows some of the first analysis results
from the ISCCP, produced by the Global Processing Cen-
ter located at NASA Goddard Space Flight Center Insti-
tute for Space Studies in New York. The four panels
display the mean cloud properties obtained from
METEOSAT data for July 1983. The upper left panel
shows the cloud cover fraction, with green shades repre-
senting values <25%, blue shades from 25% to 50%,
greys from 50 to 75 %, and white >75 %. The upper right
panel displays the mean cloud optical thickness, with
greens representing values <6, blues from 6 to 32 and
white >32. These values of optical thickness are approx-
imately equivalent to albedos of <55 %, 55 % to 85 %, and
>85 %. The lower left panel depicts the mean cloud top
pressure, with greens representing pressures >700 mb,
yellow/oranges 400 mb to 700 mb, and white <400 mb.
These pressures are approximately equivalent to altitudes
of <3km, 3 km to 6 km, and >6 km. The lower right panel
shows the corresponding cloud top temperature, with
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.:. 
Selections of the first analysis results from the International Satellite Cloud 
Climatology Project. 
yellow/reds representing temperatures >290 K, greens 
from 290 K to 270 K, grey/white from 270 K to 240 K ,  
and blue <240 K. 
Several distinctive features of the global cloud distribu- 
tion, appareni in these results, serve to delineate four 
cirmate regimes. The tropics are dominated hy the Inter- 
'Tropical Convergence Zone characterized by extensive 
cloud cover; the results show that most of this cloud 
feature is composed of high, cold, relatively thin cloud, 
with clusters of much thicker clouds representing regions 
of persistent deep convection. The adjacent subtropical 
areas are divided into two different regimes: the land 
deserts are nearly free of clouds, whereas the occans are 
extensively cloud covered. (Indeed this pattern of cloudi- 
ness outlines the shape of Africa to the right of center 
in this view of Earth.) What clouds do  occur over the 
subtropical deserts are very th in ,  but they occur at low 
levels (probably dust storms) and at very high levels. The 
ocean clouds are very low level and moderately thick. ' ihe  
midlatitudes form the fourth regime, with the northern 
heniisphere in summer conditions and the southern hemi.. 
e: ccx~!itinns. 'The clnnd nrc iper t i rs  are 
relatively uniform in longitude, representing moderate 
t hickncss, middle level clouds; however, the amount of 
cloud i s  smaller over the land than over the ocean. Thc 
. .  
ISCCP data set will eventually contain this kind of in- 
formation for the whole globe every three hours over 
several years, allowing for dctailed studies o f  cloud varia- 
i i o r i s  WVCI diu1 i t&,  teasoi-id, and iriteiannua: timc scaLs. 
Contact: William B. Rossow 
C:o& S , q  
Sponsor: Office of Space Science and Applications 
Dr. William Rossow is a physicul scientist with almost 
eight ,years of e.xperience at Goddard. He received his 
Ph. D. in astronomy ,from Cornell IJniversity. Dr. 
Xossow has served as Head of' (he Glohal Processing 
Center ,for the Internationnl Surellite Cloud Climatology 
Project. 
' T h e  radiative forcing o f  the cliiriate system due to changes 
in atmospheric trace gases is qualitatively similar for m o s t  
!r,ases which arc known to be changing, i.e., CX),, 
<.'CI2l~'. K l , F , ,  .. ~ CH4 and N,O. Each of these gases is 
increasing in abundance, their increases are reasonably 
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by Wuebbles (1985)for current trends of other trace
gases. The open square and open circle indicate tempera-
ture trends based on the observed ozone trends reported
by Angeli and Korshover (1983) and Logan (1985),
respectively.
well mixed in the troposphere, and their effect is to con-
tribute to surface warming by absorbing in the thermal
infrared region (the 'greenhouse effect').
Ozone is more complex than these other gases because
(1) ozone is a major source of atmospheric heating due
to ultraviolet and visible absorption bands, in addition
to being a greenhouse gas, and (2) ozone trends are cer-
tainly not uniform in the atmosphere -- anthropogenic
effects are expected to include upper stratospheric losses
but tropospheric increases.
Accurate radiative calculations reveal that the climate
forcing due to an ozone perturbation changes sign at
25-30 km altitude, such that ozone increases below 25-50
km and ozone decreases above 25-30 km both lead to sur-
face warming. See (a) in the accompanying figure. On
a per molecule basis, by far the most effective ozone
changes are those in the upper troposphere at 5-12 km
altitude, where an ozone increase leads to surface
warming.
Chemistry model calculations, which include the effects
of increasing chlorofluorocarbons, CH 4, N20, and CO 2,
yield ozone increases in the troposphere and decreases in
the stratosphere, and thus a net tendency toward surface
warming, see (a). The climate forcing due to these com-
puted ozone changes is about 15 percent as great as that
for the warming due to increasing CO 2.
However, analysis of ozone observations yields an in-
conclusive picture. As shown in (b) of the figure, esti-
mates of changes in the ozone profile between 1970 and
1980 yield a climate forcing ranging from a slight warm-
ing to a substantial cooling.
It must be concluded that we do not even know the sign
of the climate forcing due to ozone trends, principally
because the most effective ozone molecules are those in
the upper troposphere where very few good measurements
are being made. This conclusion is particularly significant
in view of recent attempts to link the ozone change and
climate change issues. Note also that satellite measure-
ments of total ozone amounts are not adequate for cli-
mate studies; it will be necessary to also measure changes
in the ozone column distribution.
Contact: Andrew Lacis
Code 640
Sponsor: Office of Space Science and Applications
Dr. Andrew A. Lacis is a physical scientist with 10 years
of experience with Goddard. He holds a Ph.D. degree
from the University of Iowa and has designed a radia-
tive transfer code for the GISS climate model.
VOLCANIC PROCESS DIFFERENTIATION WITH
THE TOTAL OZONE MAPPING INSTRUMENT
Measurements of the quantity and composition of mate-
rial erupted from volcanos are of fundamental impor-
tance in understanding the evolution of the earth and its
atmosphere. Solid material such as ash and lava remains
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in place for centuries and can be physically examined for 
composition and quantity. Gaseous components, on the 
other hand, are rapidly carried off with the winds and 
dispersed in the atmosphere at some distance from the 
volcano. The budget for volcanic gases has only been 
crudely estimated from extrapolation of data acquired 
from hydrothermal vents and small eruptions. No method 
has been devised for directly sampling the cloud of a 
vigorously erupting volcano although aircraft instruments 
were flown in the fringes of the plume of the Mount St. 
Helens eruption. If we assume that the composition of 
these samples is representative of the entire eruption col- 
umn one can then estimate the total eruptive content if 
the volume of the plume is known. These volume esti- 
mates are rather uncertain although satellite cloud im- 
agery is very useful in cloud area determinations. General- 
ly. the magnitude of large eruptions plumes is known with 
about 50 percent accuracy but the composition is known 
only to an order of magnitude. 
The sulfur dioxide cloud from the November 13, 1985 
eruption of Nevada del Ruiz Volcano in Columbia is 
shown in yellow and red colors. This volcano, after lying 
dormant for 155 years, erupted and resulted in the deaths 
of more than 20,000 people. Although the cloud con- 
tained some 500,000 metric tons of sulfur dioxide, it was 
nct detected b,v meteorological satellites at visible and in- 
frared wavelengths. 
For many of the volcanic constituents this method will 
rernzin the only way for measurement. However, one 
constituent i s  unique in that it possesses a strong optical 
absorption band at a wavelength that is not masked by 
atmosphe1 ic absorption and, therefore, can be observed 
from an orbiting spacecraft. That constituent is sulfur 
dioxide which absorbs in the near ultraviolet in the same 
spectral region used for mapping of ozone by the Nimbus 
7 Total Ozone Mapping Spectrometer (TOMS) instru- 
ment. The sulfur dioxide mapping capability is proving 
to be very useful because the polar orbit of Nimbus allows 
the instrument to observe every volcano on the earth every 
day, and the quantitative determination of vertical col- 
umn content of sulfur dioxide at every point in any erup- 
tion cloud permits a measurement of the integral content 
of the cloud. The background sulfur dioxide in the at- 
mosphere is very small so that eruptions are uniquely de- 
tected. The initial sulfur dioxide content of eruptions can 
be measured with a precision of 10 percent. 
This technique for measuring volcanic sulfur dioxide with 
TOMS was discovered during the massive eruption of El 
Chichon in i982. A siibneyiieiii search of cariier data 
showed that the 1981 St. Helens eruption cloud could also 
be measured by the instrument. Since that time essentially 
all of the volcanos that erupted have been detected al- 
though not necessarily with the magnitude that might be 
expected based on ground observer estimates of the erup- 
tion size. These reports tend to  be highly subjective and 
some times are seriously in error. Some reports of erup- 
tions which coulcl not be detected in the TOMS data later 
turned out to bq false. Thus the satellite instrument has 
served well in verifying eruption reports. Beyond that, 
the analysis of the quantity of sulfur dioxide has become 
very useful in air chemistry studies. For example, the 
mechanism for conversion of sulfur dioxide to sulfate in 
the atmosphere has been in dispute. One mechanism con- 
sumes hydroxyl in the conversion such that the available 
hydroxy! is rapid!y ssed up, thus limiting the conversion 
rate to the production rate of hydroxyl by other processes. 
In this case the lifetime of a stratospheric sulfur dioxide 
cloud would be about one year. A second mechanism re- 
created odd hydrogen molecules during the conversion 
process. In that case the sulfur dioxide lifetime is only 
proportional to the original hydroxyl concentration. The 
El Chichon sulfur dioxide cloud was found to have a 
lifetime of about one month, and the second chemical 
mechanism was demonstrated to prevail. 
The volcanic eruptions measured with the TOMS instru- 
ment show an unexpected variability in the ratio of sulfur 
dioxide content to total ash content. For example, the 
eruption of Kuiz (accompanying figure) in November 
1985 produced a far larger content of sulfur dioxide than 
was expected based on the ash volume, while a March 
1986 eruption of Mount Augustine produced a much 
smaller SO, volume than anticipated from the size of the 
plume reported by local observers. These differences may 
be due to magmatic or structural variations which are 
suspected to  occur but could not previously be assessed. 
Contact: Arlin J. Krueger 
Code 614 
Sponsor: Office of Space Science and Applications 
Dr. Arlin J.  Krueger (Ph.D.) has 17 years of experience 
with Goddard in astrophysics. Dr. Krueger developed 
the ROCOZ rocket ozonesonde and Total Ozone Map- 
ping Spectrometer (TOMS) on the Nimbus 7 satellite. 
He obtained the first measurements of the surfur diox- 
ide content of voicanic empiions. 
thought to be chlorine transported to the stratosphere in 
the form of chlorofluorocarbons and nitrogen oxides in- 
jected directly into the stratosphere by high altitude air- 
craft or transported in the form of N,O arising from 
agriculture. The hydroxyl radical, OH, is the species 
which most strongly influences the ozone depletion by 
these species through its reactions which form and destroy 
“reservoir molecules” which are inactive forms of 
chlorine and nitrogen oxides. More specifically chlorine 
is removed from the catalytic ozone destruction cycle: 
0, + c1 - c 1 0  + 0, 
C i 0  + 0 - Ci + 0, 
BALLOON BORNE LIDAR MEASUREMENTS 
OF STRATOSPHERiC SPECiES 
The foremost question in the field of stratospheric chem- 
istry remains: to what extent will the stratospheric ozone 
concentration be reduced by release of man-made com- 
Net 0, + 0 - 0, + 0, 
by the formation of hydrochloric acid HCl .  Hydroxyl 
radical enhances the effectiveness of chlorine as an ozone 
destroyer by its reaction with HC1: 
pounds into the atmosphere. The principal threats are OH + HCl  - H,O + C1 
Goddard balloon borne lidar system, 
58 
m,i
Ill
n-
il.
3
4
5
6
7
8
3l)
0
m. OCTOBER27, lm
1620-1650GM'rX--49-45
C)" JUNE30,19eS
1410-1525 GMT X=51-38
4k " DECEMBER 6, 19_,
1600-1700 GMT X= 57-51
1 2 3 4 5 6 7 8 9 10
HYDROXYL CONCENTRATION (cm-3 / 10 6 )
3s
-30
11 12
25
:E
Lu(2
I.-
-I
<
Measurements of hydroxyl in the lower stratosphere.
which returns chlorine to its active catalytic state. On the
other hand NO 2 is removed from its catalytic cycle:
NO + O 3 -- NO 2 + 0 2
NO 2 + O -- NO + 0 2
Net O 3 + O -- 0 2 -_- 0 2
by reaction with OH:
OH + NO 2 + M -- HNO 3 + M
Although the measurement of hydroxyl radical concen-
tration is an obvious goal for understanding ozone
behavior, it has proved difficult because of its low con-
centration (106 - 10 7 molecules/cm3). The Goddard
balloon borne lidar system shown in the first figure has
proved to be the most effective hydroxyl measurement
system to date. The first high quality results from this
system, an altitude profile between 32 and 38.5 km, were
obtained in October 1983. These results were reported in
the Research and Technology Report for 1984. At that
time hydroxyl had never been measured in the lower
stratosphere (<28 km). This was considered the most
serious shortcoming in man's understanding of the
chemistry of the stratosphere. This situation has been im-
proved in the past two years.
The lidar operates by the technique of remote laser in-
duced fluorescence. Ultraviolet radiation at 282 nm from
a frequency doubled, tunable dye laser is transmitted in-
to the atmosphere. This radiation is absorbed by hydroxyl
radical giving rise to fluorescence in the 306-315 nm
region. The lidar detects this fluorescence permitting the
hydroxyl concentration to be deduced. Since the October
1983 profile was obtained the lidar has been improved
by increases in the laser power, improved detector sen-
sitivity, improved counting rate, better laser frequency
control, better thermal control, and reduced instrument
weight. The improvements in power and sensitivity per-
mitted the first ever measurements of hydroxyl in the
lower stratosphere, obtained in June and December of
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1985.Theseareshownin thesecondfiguretogetherwith
the1983resultsprovidingaprofilefrom22kmupto 38.5
km.Thelidarisnowconsideredanoperationalinstru-
mentandfliesaboutwiceayear.Futureobjectivesare
measurementof diurnal,seasonal,andgeographicvaria-
tionof hydroxylradicalconcentrationaswellasconcen-
trationmeasurementsof additionalspeciesincluding
watervaporandthenitrogenoxides.
Contact:WilliamHeaps
Code615
Sponsor:Officeof SpaceScienceandApplications
Dr. William S. Heaps, AST atmospheric measurements,
has 91/2 years of experience with Goddard. Dr. Heaps,
who holds a Ph.D. degree in physics from the Univer-
sity of Wisconsin, built and operates the only remotely
operated laser radar in the world. This system has ob-
tained the only hydroxyl radical measurements extant
for the lower stratosphere.
LASER SPECTROSCOPY FOR
ATMOSPHERIC MEASUREMENTS
Efforts to understand stratospheric chemistry and the key
role played by chlorofluorocarbons in the catalytic de-
struction of ozone required accurate hydroxyl concentra-
tion measurements. Chlorofluorocarbons are broken
down by solar uv radiation to release free chlorine which,
through a series of reactions destroys ozone. Because OH
acts as a catalysis to mediate certain important steps, its
concentration must be known in order to assess what the
final state concentration of ozone will be. The laboratory
is measuring a series of hydroxyl parameters in order to
enhance the capabilities of current instrumentation that
determines the concentration of OH through detection
of fluorescence out of the excited state.
During the previous year we initiated a series of ex-
periments to measure vibrational cross-over rates, elec-
tronic quenching rates and rotational transfer rates in the
A state of OH using N2, 02, and H20 as collision part-
ners. A flow system to generate OH has been assembled
and characterized. The laser system to selectively excite
single rotational levels has been developed and the detec-
tion system built. The instrumentation has been interfaced
to a microcomputer for data acquisition and reduction.
Vibrational cross-over rates V' = 1 -- V' = 0 have been
determined using N 2 as a collision partner. These rates
show a marked dependence on the initially excited rota-
tional level with the rate decreasing for larger values of
the rotational quantum number N '. This dependence
upon N ', along with the large cross-sections involved,
argues that an attractive complex is formed between OH
and the collision partner which facilitates the transfer of
energy between the two. As higher rotational levels are
excited, hydroxyl's dipole moment as seen by the collision
partner tends to average out, thus reducing the probability
of forming an attractive complex and transferring energy
to the collision partner. Total de-excitation rates for single
rotational levels have also been determined which, when
combined with the cross-over rates, have allowed deter-
minations of the total rotational transfer rates between
states in the v' = 1 manifold. While the measured cross-
over rates increase the confidence in previously published
results, neither rotational transfer rates between states in
the v' = 1 manifold nor complete electronic quenching
rates for single rotational levels have been reported in the
literature before. Measurements of rotational transfer
rates within the v' = 0 manifold at pressures of several
torr are set to begin shortly. These rates will allow the
fluorescence efficiency out of a specific rotational level
in the v' = 0 manifold to be determined when the excita-
tion rate into a single rotational level is known. Using
single line detection of OH fluorescence will offer a sig-
nificant enhancement of a detection system's signal/noise
ratio and thus its ability to detect low concentrations of
OH in the stratosphere.
Contact: Thomas McGee
Code 615
Sponsor: Office of Space Science and Applications
Dr. Thomas J. McGee, AST Stratospheric Chemistry
and Dynamics, holds a Ph.D. degree from the Univer-
sity of Notre Dame. Dr. McGee, who has seven years
of experience at Goddard, is interested in the measure-
ment of atmospheric trace species and spectroscopy of
small molecules.
CONSTITUENT FORECASTS
IN THE STRATOSPHERE
We have performed three-dimensional numerical forecast
experiments for nitric acid in the stratosphere for three
time periods during 1979. The results have been compared
to the observations of nitric acid made by the Limb In-
frared Monitor of the Stratosphere (LIMS) instrument
on the Nimbus 7 satellite.
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Initial zonal mean nitric acid mixing ratios used in March
forecast (from 3/13/79 combined node LIMS data). Con-
tour interval is 0.5 ppbv.
Nitric acid was chosen for the experiments because of its
simple chemistry and the fact that all of the constituents
that are important in governing its production and loss
were directly observed or can be inferred from the LIMS
measurements. Furthermore, the photochemical time
scale of nitric acid ranges from a fraction of a day to
many days in the stratosphere. Therefore, like ozone,
there should be regions of dynamical and photochemical
domination of the time evolution of the constituent field.
Nitric acid is an important member in the odd nitrogen
family, and therefore, has a direct relation to the overall
ozone problem.
The first figure shows the initial zonal mean nitric acid
field for the March i3 to 23, i979 forecast. The general
characteristics of the field include a tropical minimum
and high latitude maxima in both hemispheres. An inter-
esting feature in the field is the secondary maximum at
37 km at the most northern latitudes.
The second figure (a) shows the difference between the
zonal mean fields on day 10 (March 23) of the forecast
and the initial field shown in the first figure. Comparison
to the observed differences in the second figure (b) shows
good agreement between the model results and the data
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north of 30 ° . The area of positive anomaly in the model
results above 30 km north of 70 o is due to chemical ef:
fects. The model is not able to maintain the secondary
maximum noted at 37 km in the first figure. The changes
below 30 km are generally dominated by dynamical ef-
fects. The unrealistic increases in the tropics and the
related decreases in the subtropics result from the adjust-
ment of the geostrophic initial wind fields, derived from
the LIMS geopotential, to the model equations.
Overall, the results of the forecast experiments show
qualitative success. However, comparison of the three-
dimensional model results to the observations shows a
general tendency for the simulated meridional transport
to be too rapid. This was especially true in the forecast
for the February 1979 major warming. Sometimes excel-
lent zonal mean predictions are a result of three-
dimensional transport that is very different from
observations.
Complete three-dimensional models that include dyna-
mics, photochemistry, and radiation potentially provide
the best tool for studying the effects of man-made per-
turbations on stratospheric ozone and the effects of
radiatively active gases on the climate. One- and two-
dimensional models cannot simulate the natural variabil-
ity observed in atmospheric constituents and may not be
able to reflect accurately the complicated interactions of
dynamics, photochemistry, and radiation. Furthermore,
results from these simple models always depend on the
validity of the strict constraints provided by the model
formulation. The forecast experiments reported here pro-
vide an important step in developing a fully interactive
stratospheric general circulation with chemistry model
suitable for long term integrations.
Contacts: Richard Rood, Jack Kaye, and Marvin Geller
Codes 616, 616, and 610
Sponsor: Office of Space Science and Applications
Dr. Richard B. Rood, AST Atmospheric Chemistry and
Dynamics, recently began service with Goddard. He
holds a Ph.D. degree in meteorology from Florida State
University.
NITRIC OXIDE IN THE STRATOSPHERE AND
UPPER MESOSPHERE MEASURED BY THE SOLAR
BACKSCATTERED ULTRAVIOLET INSTRUMENT
The solar backscattered ultraviolet (SBUV) instrument
on Nimbus 7, when operated in the spectral scan mode,
measures light backscattered from the Earth's atmosphere
between 200 nm and 400 nm. In these spectra we observe
the nitric oxide gamma bands resulting from resonant-
fluorescent scattering of sunlight by NO. Analysis of the
strengths of the (10), (01), and (02) bands allows us to
estimate the cumulative amount of nitric oxide above an
altitude of approximately 50 km. We now have prelimi-
nary maps of the climatology of NO as a function of
latitude for the period 1979 to 1983.
In the first figure we show the average latitudinal distribu-
tion of NO in June (solid curve) and in December
(dashed). We are plotting the total amount of NO above
a pressure of l mb (approximately 50 km) in units of
10 TMmolecules per cm 2. In each case we see almost con-
stant levels of NO in the tropics and in the summer hemi-
sphere, but a very steep increase in NO near the winter
terminator, starting at about 45 ° latitude.
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The average latitudinal distribution of nitric oxide above
50 km for the years 1979-1983for June (solid curve) and
December (dashed curve).
The variation of NO between 1979 and 1984 near the
equator and between 60 ° and 80 °S are shown in the sec-
ond and third figures, respectively. In the second figure
there is a clear trend of decreasing NO in the tropics,
possibly related to the decline in solar activity from solar
maximum in 1979 to solar minimum in 1984. The annual
variation at high latitudes is much larger than in the
tropics, but there is not a clear trend in the third figure
(nor is there a trend at high latitudes in the northern
hemisphere).
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The variation of nitric oxide above 50 km between 20°S
and 20°N from 1979 through 1983.
The third figure also shows a sharp increase in nitric ox-
ide in southern hemisphere high latitudes following the
solar proton event of July 13, 1982. The increase amounts
to about 5 x 101' molecules per cm 2 and persists for al-
most two months. This represents the first direct measure-
ment of NO molecules produced in the atmosphere by
energetic protons from the Sun. The persistence of this
NO in the winter hemisphere is the result of a combina-
tion of reduced photolysis of NO because of reduced
sunlight and downward transport of NO produced in the
upper mesosphere to the lower mesosphere where odd ni-
trogen lifetimes are much longer. A similar increase is
not observed in the northern hemisphere, indicating that
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The variation of nitric oxide above 50 km between 60°S
and 80°S from 1979 through 1983.
under summer conditions the mesospheric/thermospheric
NO distribution returns to normal within a few days after
the end of an SPE.
Contact: R. D. McPeters
Code: 616
Sponsor: Office of Space Science and Applications
Dr. Richard McPeters, an astrophysicist with the At-
mospheric Chemistry and Dynamics Branch at
Goddard, holds a Ph.D. degree from the University of
Florida. During his 10 years of service, Dr. McPeters
has been involved in the application of radiative transfer
and ozone inversion theory to BVV and SBVV data.
ON THE STRUCTURE AND CIRCULATION OF
THE POLAR UPPER ATMOSPHERE
In the polar region of the Earth's upper atmosphere, wind
velocities on the order of one km/sec and large variations
in the temperature and composition are commonly ob-
served, most recently with the Dynamics Explorer 2
satellite. They are the signatures of energy and momen-
tum deposition arising from electric fields and particle
precipitation induced by interaction of the solar wind with
the Earth's magnetic field. Using a multiconstituent spec-
tral model, we have now obtained a fairly good under-
standing of some of the major processes involved. A polar
double cell vortex circulation develops, rotating with the
Earth, in which large winds blow across the poles from
day to night. This circulation is set in motion primarily
by collisions with ions which are driven by magneto-
spheric electric fields. In the process of accelerating these
motions, energy is deposited through Joule heating which
takes a long time to be fully effective. Thus, at high
latitudes, the long term variations prevail in the tempera-
ture and composition, and due to wind induced diffusion
the heavier species (N 2, 02) and the lighter ones (O, He,
H) then vary out of phase.
These persistent features are partially advected by the
vortex circulation across the poles, thus enhancing and
depleting the concentrations of the heavier and lighter
species respectively on the night side (and vice versa on
the day side). Momentum rectification associated with
the diurnal variations in the magnetospheric electric field
and electrical conductivity produces a zonally symmetric
prograde circulation which is partially compensated by
a retrograde circulation arising from Joule heating at high
latitudes. In our ability to understand and predict the
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behaviorof the upper atmosphere, the problem remains
that we do not yet have a good quantitative picture of
the multitude of sources from the magnetosphere and
lower atmosphere and that the interactions with the
ionospheric plasma have not been accounted for in self-
consistent form.
Contacts: Hans G. Mayr and Isadore Harris
Code 614
Sponsor: Office of Space Science and Applications
Dr. Hans G. Mayr is an astrophysicist with 21 years of
service at Goddard. He holds a Ph.D. degree from the
University of Graz and is involved with the develop-
ment of models of planetary atmospheres.
PERTURBATION OF THE AMBIENT IONOSPHERE
BY THE SPACE SHUTTLE: AN IN-SITU SURVEY
ON THE SPACELAB-2 MISSION
A GSFC supplied thermal ion mass spectrometer (of the
Bennett RF genre) was one of the experiments compris-
ing the Plasma Diagnostic Package (PDP) that was flown
on the Spacelab-2 Shuttle mission (launched July 29,
1985). The objectives of the PDP experiment were to ex-
plore the physics of the interaction of large gas emitting
space vehicles such as the Space Shuttle with the ambient
magnetic and plasma environment, and to attempt to de-
termine whether ambient plasma measurements can be
reliably made from the near vicinity of such spacecraft.
The ion spectrometer measured changes in thermal ion
composition as the PDP went through 3 distinct configu-
ration phases: secured within the open Shuttle bay; ex-
tended by the Remote Manipulator System (RMS) arm
at various positions over the bay and sides of the Shuttle;
and as a free flying satellite separated from the Shuttle
by as much as a few hundred meters.
The thermal ion measurements clearly showed the pres-
ence of Shuttle effects on the ambient ionospheric plasma.
These were most evident in the wake of the orbiting Shut-
tle. Within the open cargo bay when thrusters were not
firing there was an absence of detectable ionization when
the bay was facing into the wake. At the maximum
distance attainable by the extended 15 meter RMS arm
above the top of the open bay, traces of ions were
detected in the Shuttle's wake, but the dominant ion
measured was not of ambient origin but rather was
H20+ which does not exist in the ambient ionosphere at
the Shuttle's orbiting altitudes--O + is typically the
dominant ambient ion. With increasing distance down
the wake of the Shuttle the ambient ion O + became the
dominant ion measured but even at 400 meters significant
quantities of HEO+ were present. A likely source of the
water ions is charge exchange between ambient iono-
spheric O + ions and water molecules coming from the
Shuttle. The presence of water ions indicates that O +
concentrations measured at the same time will be lower
than the actual ambient concentrations.
Although prominent plasma wake effects were antici-
pated for such a large structure, ion measurements on
the ram side of the Shuttle also detected significant quan-
tities of H20 +, not only in the near vicinity of the bay
but also several hundred meters upstream. The presence
of water ions so far upstream is evidence that the neutral
gas cloud about the Shuttle extends its influence on the
plasma in all directions. These contaminant ions were par-
ticularly evident during vernier thruster firings and water
dumps, the onsets of which coincided with abrupt in-
creases in water ion concentrations. Both processes are
also frequently associated with abrupt decreases in the
measured concentrations of ambient O+.
In addition to the obvious contaminant ion H20 +, natu-
rally occurring ion species such as NO + and 02 ÷ also
have contaminant counterparts of Shuttle origin arising
from neutral species trapped on Shuttle surfaces and
released in the thruster plumes. The presence of such
molecular ion species arising from both ambient and
Shuttle sources are particularly troublesome with regard
to making reliable ambient ion composition measure-
ments from the Shuttle.
Contact: J. M. Grebowsky
Code: 614
Sponsor: Office of Space Science and Applications
Dr. Joseph M. Grebowsky was Co-Investigator for the
Plasma Diagnostic Package (with responsibility for the
ion mass spectrometer) that was flown on the OSS-1
and Spacelab 2 Shuttle missions. Dr. Grebowsky, who
holds a Ph.D. degree from Pennsylvania State Univer-
sity, has 19 years of experience at Goddard.
COUPLED STRATOSPHERE-TROPOSPHERE
DATA ASSIMILATION SYSTEM
A stratospheric-tropospheric data assimilation system has
been developed which utilizes a 19-level, 4 ° latitude by
5 ° longitude atmospheric general circulation model
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Temperature changes (in K) from the initial 12 GAIT 17 February 1979 time. Forecast changes from the NMC and
OI initial conditions are shown on left and in the middle, respectively. The verifying analysis of the actual atmospheric
changes are depicted on the right.
(GCM) with a top at 0.3 mb, and an 18-level, two-
dimensional, multivariate optimum interpolation (OI)
analysis scheme with a top analysis level at 0.4 mb ( = 55
km). The development of the assimilation system above
10 mb (_ 30 km) represents a significant enhancement
of our capability to analyze and predict the upper
stratosphere. Previously available analyses above 10 mb
did not involve a GCM and only a temperature analysis
was performed. Forecast or diagnostic studies which re-
quired wind information had to compute a geostrophic
wind from geopotential height obtained from the temper-
ature field. This resulted in significant errors, particularly
in the tropics and polar regions. The advantage of the
data assimilation approach is twofold:
1) the GCM 6 h forecast provides continuity in
the sparsely observed stratosphere, including a
wind field,
2) the multivariate feature of the OI analysis
scheme provides corrections to the geostrophic
component of the model generated wind field
which significantly reduces the errors introduced
from calculating the geostrophic wind.
Recently, we have begun to test the forecast capability
of the new assimilation system compared to that of the
previously available National Meteorological Center
(NMC) analyses for the major stratospheric warming
event during February 1979. Shown are the temperature
changes (in K) during the forecast, from the initial
temperature fields on 1200 GMT 17 February 1979. Fore-
casts from both the NMC and OI initial conditions show
the dramatic polar warming after four days in good agree-
ment with the OI analysis. However, after 10 days, only
the forecast from the OI initial conditions retains the
warming in a significant way.
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Also shown are the forecasts of the 30 mb (_ 24 km)
height field. Again, both forecasts exhibit good capacit_
in predicting the wave number 2 flow regime depicted in.
the OI analysis after four days. However, aftf_hys,
the forecast from the OI initial condit_insonly
the split vortex in a significant way and witq_'_l_ch*less
phase error.
Contacts: Wayman E. Baker, Eugenia Kainay, and
Marvin A. Geller
Code: 610
Sponsor: Office of Space Science and Applications
Dr. Wayman E. Baker developed a three-dimensional,
multivariate optimum interpolation analysis scheme
which provides the Laboratory for Atmospheres at
_J-t, ut4GrQ WII_ G SIGte-Gj-Irl_-Gt't UOjCC'II ;'C _IrlUl y?,'l_," ZUUI.
Dr. Baker, who holds a Ph.D. degree in atmospheric
science from the University of Missouri, has eight years
of service at Goddard.
ZONALLY AVERAGED (TWO-DIMENSIONAL)
MODEL OF THE TROPOSPHERE AND
STRATOSPHERE WITH COUPLED
CHEMISTRY, TEMPERATURE, AND DYNAMICS
It has now become clear that we are in the midst of a
major "experiment" with the composition of the Earth's
atmosphere. The simultaneous addition of greenhouse
gases and source gases for ozone-perturbing radicals con-
stitutes a very complex perturbation of an initially com-
plex system. Until now our efforts to understand the
probable course of the experiment have concentrated on
the individual perturbations, and the tools brought to
bear have been chosen accordingly: photochemical mod-
els for ozone studies and general circulation models for
greenhouse studies.
As we have gained experience with these tools it has
become more and more obvious that focusing on the
pieces of the problem tends to obscure the whole. In the
real atmosphere the temperature structure and dynamical
state depend on the distribution of net heating, which is
determined by the distribution of radiatively active con-
stituents, which depends in turn on the temperature struc-
ture and dynamical state of the atmosphere. If we are
to understand the evolution of the perturbed atmosphere
there is no clear way to decouple the radiative, dynamical,
and chemical processes. At the same time, available com-
puter resources limit our ability to include full photo-
chemistry in a General Circulation Model.
As a tool for the interim we have developed a chemically-,
radiatively- and dynamically-coupled two-dimensional
model of the zonally averaged atmosphere. The model
is based on the residual mean Eulerian treatment of the
global atmospheric circulation and contains full photo-
chemistry for up to 100 species. The radiative heating and
cooling are calculated using the treatment of Rosenfield
et al. (1986) which includes the effects of 02, O 3, H20
and CO 2. We hope to add CH 4 and other species in the
future.
A major problem in developing such a model is the treat-
ment of "eddy" effects; i.e., the effects of deviations
from a zonally symmetric circulation. These deviations
perturb the distributions of constituents, and prevent the
atmosphere from reaching radiative equilibrium, thus
maintaining the separate regions of net heating and cool-
ing which drive the global circulation. We have incor-
porated the "self-consistent" treatment of eddy mixing
as discussed by Newman et al. (1986). This approach is
based on the observation that the circulation goes through
a well-defined annual cycle, and thus so must the eddy
effects. The assumption that this coupling will continue
in the perturbed atmosphere is a hypothesis. We hope to
test the consequences of adopting it in future model
studies.
The results of the first year of model integration of
temperature are shown in the accompanying figure. Panel
a shows the initial distribution, panel b six months later,
and panel c the end of the first year. While there are
substantial differences between the initial and final fields,
they are more alike than the six-month field, offering
some hope that an annual cycle can become established.
It must be noted that it will take several years of integra-
tion for the model to "relax" from the initial state, so
that these results should not be taken as a stationary state.
It remains to be seen whether further integration will im-
prove the simulation in the middle stratosphere, where
the seasonal cycle of temperature is not well reproduced.
Although zonally averaged models have been criticized
on the grounds that atmospheric transport is inherently
three-dimensional, recent work by Plumb and Mahlman
(1986) has shown that the residual mean approach is often
a good approximation. On that basis, we hope that a
coupled model such as this one will provide the first
studies of multiple simultaneous atmospheric perturba-
tions with reasonable approximations for chemical, radi-
ative, and dynamical processes which can interact.
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Troposphere and stratosphere model--integration of temperature.
Contact: P. D. Guthrie
Code 616
2) to test the derived relations against aircraft and
satellite radiometer data
Sponsor: Office of Space Science and Applications
Dr. Paul D. Guthrie, AST Atmospheric Chemistry and
Dynamics, has 6½ years of experience at Goddard. Dr.
Guthrie holds a Ph.D. degree in astronomy from the
University of Massachusetts, and has as a primary pro-
fessional interest the "'connectivity'" of the Earth as a
system.
The approach is to use the cloud model to reproduce the
vertical distribution of microphysical parameters required
as input into the radiative transfer model. The desire is
to improve upon the relatively simple cloud structures that
have been previously used as input into microwave models
and to determine the variability of these relationships as
a function of the climatological regime (e.g., tropical ver-
sus midlatitude).
MICROWAVE MODELING AND
OBSERVATIONS OF PRECIPITATION
This work represents the initial results of using a com-
bination of a cloud dynamical/microphysical model and
a microwave radiative transfer model. The objectives of
the work are:
l) to determine the relations among rain rate, cloud
rain water, cloud ice, cloud precipitation ice, and
upwelling radiance at various microwave frequencies
under differing climatological conditions
The cloud model used in this study is a one-dimensional
time-dependent model with a constant updraft cylinder
of radius r. This updraft radius is an input variable that
controls the dilution of the cloud by entrainment through
a k/r relation, where k is the entrainment coefficient.
Under identical ambient conditions, convective clouds
growing to differing heights are produced by varying the
updraft radius. The model's cloud microphysics include
four categories of condensate: cloud liquid water, rain
water, cloud ice, and precipitation ice.
The radiative transfer model is a revision of the model
initially developed by Tom Wilheit and Al Chang, with
modifications concerning the capability of handling
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mixed-phaselayersand the introduction of the new in-
dices of refraction for ice. The transfer of horizontally
and vertically polarized radiation is computed through
a horizontally infinite plane-parallel atmosphere which
contains a cloud of liquid and ice hydrometers. The
hydrometers absorb, emit, and scatter radiation. The ver-
tical structure of the cloud is provided by the cloud
dynamical model described previously.
The first figure shows a time history of the cloud model-
radiative model combination for a tropical cloud reaching
a maximum height of 9 km and having a maximum rain-
fall rate intensity of 26 mm h -1. The top half of the
diagram shows the variation with time of the integrated
cloud ice, integrated precipitation ice, and the rainfall
rate. The bottom half of the diagram presents the time
history of the calculated radiances at 19 and 37 GHz and
shows that the 19 GHz values increased even before rain
fell to the ground. This is during the period when cloud
water and liquid water caused an increased emission over
the water background in this case. As ice appears in the
cloud, the brightness temperatures at the higher frequen-
cies (i.e., 37 GHz and above) begin to decrease rapidly.
The integrated ice content reaches its maximum at ap-
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proximately the same time as the maximum rain rate. At
the latest stages of the cloud development after the time
of maximum rain rate, a considerable amount of cloud
ice remains even though rain rate has decreased
significantly. This produces continuing low brightness
temperatures at 90 and 174 GHz. In summary, this
diagram indicates that when attempting to decipher rela-
tions between cloud microphysical parameters, rainfall,
and upwelling brightness temperatures at various frequen-
cies, the time history of the convective cell must be taken
into account.
The second figure shows a four-panel display of aircraft
microwave data and ground-based radar data. In the two
top panels are shown images from the Advanced Micro-
wave Moisture Sounder (instrument scientist: Tom
Wilheit) at 183 + 9 GHz (i.e., 174) and 92 GHz. The very
low brightness temperatures down to 135 K in the deep
convective cores can be seen in the dark blue areas.
Weaker convective cells in the right-hand portion of the
figure with brightness temperatures around 200 K are also
noted. In the bottom part of the diagram on the left side
is a low-level constant-altitude radar projection with blue
and dark blue portions indicating high reflectivity up to
55 dbZ. The lower right-hand portion of the chart shows
a constant-altitude projection at 6 km which has a great
deal of agreement in shape, orientation, and feature as
compared to both the 92 and 183 GHz images above. This
type of subjective comparison has indicated clearly that
the 90 and 183 GHz frequencies can be used to define
deep convective cores in precipitating systems. The air-
craft images were derived from high-altitude overflights
of thunderstorms on NASA aircraft.
The third figure indicates cloud model-radiative transfer
model plots of brightness temperature at 90 GHz vs. rain
rate compared to aircraft and ground-based radar obser-
vations where the brightness temperature has been derived
from the aircraft observations and the rainfall rate has
been derived from ground-based radars. Points connected
by the lines each indicate a cloud model run producing
a vertical profile at approximately the time of maximum
rain rate; from that profile, brightness temperature is
calculated and plotted on this graph. Two series of cloud
model runs, one for Florida with a water background and
one for Arkansas for a land background, were calculated
in order to compare with actual aircraft cases. The model
results clearly indicate that there is a significant difference
in the brightness temperature-rain rate relationships
within the two regimes. The observations based on the
aircraft and radar data indicate good agreement with the
model calculations. The plotted triangles are the Florida
observations and the dots are the Arkansas observations.
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kY, Y.2 GH-z) imagery. 
The first combination of a cloud dynamical/microphyi- 
cal model in a microwave radiative transfer model has 
been accomplished and has been used to explore the rela- 
tions among rain rate, cloud microphysical parameters, 
and upwelling radiance at various microwave frequen- 
cies. The model combination produces reasonable bright- 
ness temperatures at the various frequencies and have 
been used successfully to compare with aircraft and radar 
brightness temperature-rain rate observations. The 
tropical-extratropical disparities are shown to be caused 
by a difference in microphysical distributions related to 
differences in freezing level, depth of the cIoud, updraft 
intensity (related to stability), and storm precipitation ef- 
ficiency. These results indicate a need to investigate the 
variation of brightness temperature-rain rate relations 
under different climatological conditions and indicate 
that the cloud model-radiative transfer model approach 
can be the basis for deriving precipitation algorithms. The 
model combination approach also shows potential for 
analysis of convective storm structure when coupled with 
overflight microwave radiometer data. Currently, these 
results have been applied to microwave frequencies that 
have flown on previous satellites (i.e., 19 and 37 GHz) 
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and have been applied to frequencies which will fly on
figure satellites (i.e., 90 and 183 GHz). This combination
of modeling and aircraft observation is a valuable com-
ponent to determining scientific requirements for future
space missions, such as the Tropical Rain Measurement
Mission (TRMM), and geosynchronous microwave
observations.
Contact: R. Adler
Code 612
Sponsor: Office of Space Science and Applications
Dr. Robert F. Adler is a research meteorologist who
has been with Goddard since 1974. He holds a Ph.D.
degree from Colorado State University and was the reci-
pient of the Goddard Laboratory for Atmospheres
Outstanding Achievement Award (1985) and the
Goddard Group Achievement Award--AOiPS/2
Development Team (1985).
MODEL-BASED DIAGNOSTIC STUDIES
An important aspect of the Mesoscale Atmospheric Pro-
cesses Research Program is the combined use of numeri-
cal models and remotely sensed data to diagnose the
evolution of specific weather events that are usually severe
in nature. Mesoscale numerical models combined with
the analyses of mesoscale data sets have been used to
study the evolution of severe connective storm systems
in the central and southeastern United States and intense
winter storms over the East Coast of the United States.
The continued development of mesoscale numerical mod-
els has been an important factor in resolving scale-
interactive processes among several physical processes (la-
tent heat release, sensible heating, dynamically forced cir-
culation patterns) that contribute to the rapid develop-
ment of the severe storm systems.
Recently, this analysis and modeling/diagnostic approach
was applied to investigating the weather conditions prior
to and during the Space Shuttle Challenger accident, with
particular emphasis on determining the structure of the
upper-level winds for central and northern Florida.
Analyses derived from satellite imagery and radiosonde
soundings point to the juxtaposition of two distinct jet
stream systems [a polar front jet (PFJ) and a subtropical
jet streak (ST J)] over north-central Florida on the morn-
ing of the launch (the first figure). Both jets were charac-
terized by regions of significant vertical wind shear, which
was especially strong below the core of the STJ.
Given the poor temporal and spatial resolution of the
observational data base, the results of the analyses of the
synoptic radiosonde data are inconclusive. In an attempt
to overcome this deficiency, numerical simulations of the
atmospheric conditions were conducted using a mesoscale
numerical model. The simulations initialized at 1200
GMT 28 January confirm the juxtaposition of two dis-
tinct jet systems over north-central Florida and the pres-
ence of large vertical wind shears and low Richardson
numbers over Cape Canaveral (XMR) at the time of the
shuttle explosion (the second figure). Atmospheric parcel
trajectories computed for various levels over XMR from
the model simulation (the third and fourth figures) clearly
depict the confluence of two distinct airstreams between
200 and 225 mb over XMR, within which model-com-
puted Richardson numbers are very low. The airstream
above the 200 mb level originates over the Gulf of Mexico
and accelerates into the STJ located east of Florida. The
airstream below the 200 mb level is directed from the
northwest of XMR, where the air parcels are exiting a
PFJ located over Tennessee and Kentucky. This type of
confluent flow associated with two jet streak systems is
well known to lend itself to large vertical wind shear and
associated severe atmospheric turbulence, which (accord-
ing to the Presidential Commission report) "could" have
played a role in this accident.
Schematic illustration of the jet streaks located over Cape
Canaveral (XMR) at the time of the Shuttle Challenger
launch as derived from the radiosonde analysis at 1200
GMT, the special observations at XMR before and after
launch of the shuttle, and from the numerical simulation
initialized at 1200 GMT 28 January 1986. Subtropical jet
indicated by ST J; polar front jet indicated by PFJ.
71
VERTICAL PROFILES FOR XMR
28 JANUARY 1986
_" ( :'" "' ,,,,,,,.,,
B',,
Rio ,o ,'° ,'o A °'o ,_ ,'o °_ ,o ,_o ,_° ,°o
1600 GMT
,_E,a_o , ,o ,, ,o ,, =o ,.... ° ,o ,, ,o elo ,o •'o _'o •'o °" o'o ,'o .'o ,o :;o ,Jo ,°o
1615 GMT
..... , ,o ,, ,o _, .o ,, o? . ,olU
,, , , E
ibl_,b_ ..... , ,o ....... o .... ,° °o
1630 GMT
o , ,o ,, .... =...... , ,o =, ,,ig)
G
° ° , , , ....... ,_
....! ,/ :
1645 GMT
Model generated vertical profiles of wind shear (10 =
10 x 10 -z s-_), total wind speed (m s-_), Richardson
number (Ri), and vertical motion ( _, #b s-_) for Cape
Canaveral. (a) and (b) 1600 GMT, (c) and (d) 1615 GMT,
(e) and (f) 1630 GMT, and (g) and (11) 1645 GMT. The
shuttle launch occurred at 1638 GMT.
MODEL-GENERATED TRAJECTORIES
28 JANUARY 1986
[i :I :i:
II",............... ............ I...............................i !
....: ..... _:t: ":", B 150(42)
A / "i_
IC 165 ) 13oo I ": '
L 12oo , ", ,,,, I
1200(GM'O 1400(GMT) 1600(GMT) 1630(GMT)
Ri/z(m)/to Ri/z(m)/to Ri/z(m)/t_ Ri/z(m)/t_ PRES(mb)
A 1,8115255/-0.2 2,3/15200/0.0 1.51149551I,I I.?I149411-0,1 125
B 2.1/14411/ 0.2 2,2/14277/0.7 1.0/13793/2.1 1.0/13784/-0.4 150
C 3.2/13214/-0.5 2.7113225/-0.3 2,9/12787/2,2 2.2/12803/-1.2 175
Model-generated trajectories that end over Cape
Canaveral (XMR) at various pressure levels at 1630 GMT
28 January 1986. Trajectories A, B, and C end at 125,
150, and 175 mb, respectively, over XMR. Pressure (mb)
is indicated with bold numbers and wind speed is indi-
cated in parentheses (m s -_) at the beginning and end of
the trajectories. The table accompanying the figure con-
tains the Ri, the height of the parcel (m), and its vertical
motion ( #b s -_) at2-h intervals (1200, 1400, and 1600
GAIT) and at 1630 GMT for the respective trajectories.
MODEL-GENERATED TRAJECTORIES
28 JANUARY 1986
I '1 ':::
ll / F220(38).._ ................. ':: _i'
I
I I. ,_:;_': E 204(32) _ _,':, _.:_'_,_,_ _.... n 200(52)
15oo _: ?:.'.! ,a
[ 1200 1300 : .....
1200(GM'I_ 1400(GMT) 1600(GMT) 163_(GMT)
Ri/z(m)/to Ri/z(m)/to Ri/z(m)/m Ri/z(m)/m PRES(mb)
D 1.9/12249/-1.1 1,6_ 12282/-0.2 2.0/118831 1.7 1.9/11936/-2.0 200
E 2.3111762/-0.3 1.0/11682/ 1.6 3.81111141 2.3 5.1/11170/-2.0 225
F 1,9/11245/0,1 1.1/11116/2,5 13.?/10464/2,9 13,9/10485/-1.3 250
Same as third figure but for parcels D, E, and F that end
over XMR at 200, 225, and 250 mb, respectively.
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Contacts: L. Uccellini and L. Dubach
Code 612
Sponsor: Office of Space Science and Applications
Dr. Louis W. Uccellini is a senior research meteorologist
with eight years of service at Goddard. He holds a
Ph.D. degree in meteorology from the University of
Wisconsin, Madison. Dr. Uccellini led the team which
conducted the analysis of the weather conditions dur-
ing the Challenger disaster, and also led the VAS assess-
ment team. He has conducted numerous observational
and modeling-based studies of jet streams and cyclones.
FORECASTING FORECAST SKILL
In numerical weather prediction, an atmospheric model,
i.e., a set of partial differential equations that approxi-
mate the evolution of the state of the atmosphere, is in-
tegrated numerically. The initial conditions of the model
describe our imperfect knowledge of the state of the at-
mosphere. During the last ten years, with the increased
use of satellite data and the implementation of higher
resolution, more accurate, global atmospheric models,
the average skill of numerical weather forecasts has in-
creased considerably. Currently three operational centers,
the National Meteorological Center (NMC), the Euro-
pean Centre for Medium-range Weather Forecasts
(ECMWF), and the British Meteorological Office (BMO)
prepare daily 10-day forecasts. Although on the average
these forecasts retain useful skill for about six days, the
individual forecast quality is highly variable. The fore-
casts can break down in less than three days, or remain
skillful for more than a week. Forecast skill varies from
day to day, and region to region and depends on other
factors such as season and the state of the atmosphere.
It would be of great practical importance to be able to
estimate a priori the quality of individual weather
forecasts at the time they are issued. There have been
several efforts towards a probabilistic approach to
numerical weather prediction in order to achieve this goal.
A stochastic-dynamic prediction scheme including
forecast equations for the probability distribution (Eps-
tein, 1969) turns out to be unfeasible because of the size
of the problem. Ensemble forecasting such as Monte
Carlo forecasting (MCF), uses the dispersion of a small
number of forecasts (N - 8) (computed from randomly
perturbed initial conditions) as a measure of the forecast
skill of the mean forecast (Leith, 1974). Hoffman and
Kalnay (1983) formulated the Lagged Average
Forecasting (LAF) method, also an ensemble forecast
scheme, which makes use of not only the latest opera-
tional forecast, but also of forecasts for the same time
started one or more days earlier. In the LAF forecast,
members of the ensemble are weighted according to their
average squared error. In a simplified model simulation,
the LAF and MCF forecasts were somewhat more ac-
curate than the latest dynamical forecast, and, as ex-
pected, the deviation of the members of the ensemble
from the mean forecast provided a good estimate of the
time of skill breakdown of the mean forecast (Hoffman
and Kalnay, 1983). However, in a recent application of
LAF to operational ECMWF forecasts, Dalcher et al.
(1985) found that although LAF showed marked im-
provements upon the operational dynamical forecasts, the
success in predicting individual forecast skill was only
minimal. They attributed this lack of success to the use
of global verifications, which could possibly mask
regional variations in skill.
In order to test the feasibility of predicting regional skill
using ensemble forecasting, Kalnay and Dalcher (1986)
recently made use of a set of five different atmospheric
analyses (i.e., different initial conditions) based on the
use of several combinations of satellite and ground-based
observing systems (Kalnay et al., 1986). Because of the
abundance of data in the Northern Hemisphere, it was
observed that the forecasts generally tend to resemble
each other, whereas in the Southern Hemisphere the im-
pacts of the satellite data on the forecasts are much larger.
For this reason, Northern Hemisphere forecasts derived
from the five analyses can be considered as members of
an ensemble of forecasts whose initial conditions have
been moderately perturbed.
The results have been very successful, and indicate that
the dispersion between members of the ensemble (mea-
sured by the average correlation between forecasts) and
verified over regions such as North America, Europe, and
the North Atlantic, provided a good prediction of the
quality of the individual forecasts (accompanying figure).
However, when the Northern Hemisphere was used as
a verification region, the prediction of skill was much
poorer. This is due to the fact that such a large area
usually contains regions with excellent forecasts as well
as regions with poor forecasts, and does not allow for
discrimination between them.
Although the period covered in this study is only one
month long, it included cases with wide variation of skill
in each of the four regions considered. The method can
be tested in an operational context using ensembles of
lagged forecasts and longer time periods in order to deter-
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mine its applicability to different areas and weather
regimes.
Contact: Eugenia Kalnay
Code 611
Sponsor: Office of Space Science and Applications
Dr. Eugenia Kalnay is a senior research meteorologist
with eight years of experience at Goddard. Until
October 1986, Dr. Kalnay served as Branch Head of
Code 611. Dr. Kalnay holds a Ph.D. degree in
meteorology from the Massachusetts Institute of
Technology, serving as an associate professor there until
1978. Dr. Kalnay developed the Goddard Laboratory
for Atmospheres fourth-order general circulation model
EUROPE (SEA LEVEL PRESSURE)
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Predicted (solid) and observed (dashed)forecast skill for
sea level pressure over Europe for a set of 14 five-day
forecasts. The initial conditions (month, day) in 1979 are
indicated by the numbers on boxes. The abscissa is the
forecast day, and the ordinate is the correlation between
predicted and observed sea level pressure fields, with the
climatological values subtracted from both.
and received the NASA Medal for Exceptional Scien-
tific Achievement in 1981.
INTERACTIVE ANALYSIS-FORECAST-RETRIEVAL
CYCLE FOR 1979
The Goddard Laboratory of Atmospheres (GLA) is pro-
ducing an extensive analysis of internally consistent model
and satellite derived geophysical parameters for the First
Garp Global Experiment year 1979 by use of an interac-
tive analysis-forecast-retrieval cycle. In this system, a
global analysis (best estimate of the state of the at-
mosphere) is performed every six hours based on data
from a previous six-hour forecast, all conventional in-
formation measured in the previous six-hour period such
as radiosonde and ship reports, and satellite derived
temperature profiles during that period. The six-hour
forecast, obtained using the previous analysis as initial
conditions, is also used as the first guess field for the
satellite retrievals in the six-hour period. This produces
retrievals which in general improve, but do not differ
significantly from, the six-hour forecast field and hence
do not shock the model when used in the analysis.
In addition to atmospheric temperature profiles, the
satellite data is also being used to produce humidity pro-
files, total 03 burden of the atmosphere, sea surface
temperatures, land surface temperatures and their day-
night difference (which can be used to infer soil moisture
and evapotranspiration), cloud top height and effective
cloud fraction, and ice and snow cover. The model also
produces a number of fields which cannot be easily deter-
mined otherwise, such as precipitation and horizontal and
vertical velocities. Both satellite and model derived quan-
tities will be made available to the scientific community
for study.
The first four figures show examples of satellite and
model derived quantities related to atmospheric circula-
tion for the period January 1-10, 1979. The first and sec-
ond figures show the ten-day mean satellite derived ef-
fective cloud fraction and cloud top pressure for the
period. White indicates higher fractional cloud cover and
red indicates higher cloud tops, generally indicative of
upward motion. A number of sharp semi-permanent
features are apparent in these figures, especially in the
tropics. The exact location and strengths of these features,
such as the areas of high clouds centered at about 160 °W,
20 °S and 130 °W, l0 °N, varied considerably from one
ten-day period in January to another. The third figure
shows the satellite derived ratio of atmospheric water
vapor above 700 mb to the total column water vapor
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Examples of satellite and model derived quantities related to atmospheric circulation for the period January 1-10, 1979. 
amount. Regions where the surface is 850 mb or higher 
are excluded from the figure. In the tropics, areas of large 
ratio (white) are generally indicative of convergence, caus- 
ing moisture to rise out of the boundary layer, while low 
ratios (blue) indicate subsidence. White areas also occur 
over cold surfaces, which have a dry boundary layer. 
Features of atmospheric circulation inferred from these 
figures are generally consistent with each other. It is in- 
teresting to note that in the equatorial area around the 
dateline, the north-south extent of high cloud top (the 
second figure) is considerably greater than that of large 
cloud fraction (the first figure) or of large precipitable 
water ratio (the third figure). This may indicate that high 
clouds in areas such as that north of New Guinea and 
east of the Philippines are primarily the result of cirrus 
outflow rather than convective activity. The fourth figure 
shows the average precipitation produced by the model 
six-hour forecasts for the same ten-day period. Only 
satellite temperature profiles were assimilated in the 
model. It is encouraging to see general consistency be- 
tween the model generated precipitation and expectations 
based on the frst to third figures. The location and ampli- 
tude of the model generated precipitation varied as a 
function of time in excellent agreement with the satellite 
observations throughout the month. A major area of dis- 
agreement occurs over some arid land areas such as 
eastern Brazil and central Australia where the model 
seems to be generating spurious precipitation. We are in- 
vestigating the causes of this. 
One new addition to the GLA retrieval system is total 
atmospheric ozone burden. This parameter is important 
for at least two reasons. At any given time, total ozone 
is a measure of tropopause height and hence depicts air 
mass type and atmospheric circulation. In addition, 
monthly zonal mean total ozone amounts are indicative 
of stratospheric processes and can be used to monitor 
long-term trends. Total ozone is typically monitored by 
ultra-violet observations from instruments such as Total 
Ozone Measurement System (TOMS) and the Solar 
Backscatter Ultraviolet. These instruments monitor 
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reflected solar radiation and hence can be used only dur- 
ing daytime and, in the polar regions, only in the sum- 
mer half of the year. Total ozone is determined from High 
Resolution Infrared Sounder (HIRS) infra-red observa- 
tions and hence can be done day and night and through- 
out the year in polar regions. The final figure shows the 
zonal mean total ozone burden obtained from each in- 
strument for the month of March, in which TOMS data 
covers most of the Earth. General agreement is to within 
5 to 10 Dobson units and indicates that meaningful values 
in polar winter may be obtainable from HIRS data. 
Contact: Joel Susskind 
Code 611 
Sponsor: Office of Space Science and Applications 
Dr. Joel Susskind, senior research scientist (TIROS Pro- 
ject Scientist and MODIS Atmospheric Discipline Scien- 
tist), has nine years of service at Goddard. Dr. Susskind, 
who holds a Ph.D. in physical chemistry from the 
University of California, Berkeley, received the NASA 
Medal for Exceptional Scientific Achievement in 1985 
for the development of the GLA temperature retrieval 
scheme. 
REMOTE SENSING OF CLOUDS OVER ICE- 
AND SNOW-COVERED AREAS 
Efforts are under way to develop an atlas of cloud cover 
parameters based upon observations with satellite imaging 
radiometers. Designated the International Satellite Cloud 
Climatology Project (ISCCP), the atlas is based upon 
observations in the visible and infrared spectrum from 
five geostationary satellites and the two National 
Oceanographic and Atmospheric Administration 
(NOAA) polar orbiting satellites. One of the problems 
encountered, especially in the polar regions, is 
distinguishing clouds from ice- and snow-covered sur- 
faces. In the visible part of the spectrum, ice and snow 
are just as bright as clouds. Since clouds are usually at 
some height above the surface, and atmospheric 
temperature usually decreases with height, the thermal 
infrared channels help separate clouds from ice and snow. 
But it does not always work. Some clouds are close to 
the surface, making it difficult to distinguish temperature 
shifts due to the presence of clouds versus temperature 
changes associated with the weather pattern or with sur- 
face elevation. However, using an additional channel, in 
the near infrared spectrum, which is available on the 
AVHRR imaging radiometer on the NOAA polar or- 
biting meteorological satellites, it is possible to distinguish 
clouds from ice and snow independently of cloud height, 
atmospheric temperatures, or surface elevation. 
The combined use of a visible channel (0.6 pm) and a near 
infrared channel (0.9 pm) allows one to make use of the 
known spectral properties of various surface types and 
of cloud cover to detect the presence of clouds against 
a varied background. Observations summarized by 
Grenfell and Maykut (1977) and theoretical calculations 
by Wiscombe and Warren (1980) show that snow- and 
ice-covered surfaces, which are highly reflective in the 
visible channels, become progressively darker at longer 
wavelengths. Clouds, on the other hand, darken only 
slightly, more so for the large ice particles that are pre- 
sent in cirrus clouds but far less than for snow or surface 
ice. 
Bare soil and sand, on the other hand, show a reverse 
spectral dependence: they become brighter at longer 
wavelengths. Vegetation stands out even more clearly, 
because chlorophyll produces a rather sharp change in 
the reflectivity of green plants, from a reflectivity less than 
0.1 at wavelenahs shorter than 0.7 pm, to a reflectivity 
0.4 or higher at wavelengths longer than 0.8 pm. 
Exploiting these spectral characteristics, it is possible to 
form a composite color image, using just the visible and 
near infrared channels of the AVHRR, which clearly dif- 
ferentiates the various surface types from clouds. The ac- 
companying figure shows just such an image. It was made 
on a color cathode ray tube monitor by assigning the visi- 
ble channel reflectance (R.2 to the blue gun, the near in- 
frared channel data (RJ to the green gun, and a mix- 
ture of the two channels, 4R,, - 3R, to the red gun. 
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This assignment makes bare land appear brown, vegeta- 
tion red, ice dull blue, snow bright blue, water clouds 
white, and ice clouds bluish-white. 
The image in the figure was made from AVHRR data 
over the Arctic on July 1, 1984. The North Pole is within 
the black spot in the lower left portion of the image, and 
the lower right corner is at approximately 62 ON, 5 OW, 
the image covers an area approximately 3000 km x 3000 
km. Clouds that are not very thick run across the per- 
manent arctic ice on the left side, and over the clear water 
in the center of the image. Thick clouds, some of it con- 
sisting of ice particles, appear over the Soviet Union in 
the upper right. Sweden, lower right, is mostly obscured 
by clouds, with some land showing through the thinner 
clouds. The very bright blue areas are snow-covered 
islands that appear brighter than most of the clouds in 
iiir v ib ib ie  channel; they inciudc the Soviet i5iand uf 
Novaya Zemlya (long, thin, curved shape slightly above 
and to the left of center) and Spitsbergen (the group of 
islands partially obscured by clouds in the lower center). 
It is interesting to note that the fuzzy and slightly bluish 
cloud at the bottom center of the image, which is just 
south of the ice cap and partially surrounds Spitsbergen, 
is composed of ice particles (verified by the absence of 
reflected solar radiation in the 3.7 pm channel of the 
AVHRR) and is in reality a fog over the open sea (verified 
by its 11 m brightness temperature, which is close to that 
of the sea surface). 
A composite color image made from the visible and near 
infrared channels of the NOAA/A VHRR radiometer, 
showing clouds (white), land (brownlred), and ice/snow 
cover (blue), over a portion of the Arctic on July I ,  1984. 
The example shown here illustrates the power of 
computer-processing of multispectral satellite images to 
detect clouds and to distinguish a number of different 
surface types. 
Contact: Albert Arking 
Code 613 
Sponsor: Office of Space Science and Applications 
Dr. Albert Arking, Head of the Climate and Radiation 
Branch, has 25 years of service with Goddard. Dr. 
Arking, who holds a Ph.D. from Cornell University, 
was TIROS Project Scientist (1973 to 1982) and VAS 
Project Scientist (1974 to 1979). He developed tech- 
niques f o r  determining Earth radiation budget com- 
ponents from satellite measurements and also dwdoped 
methods for ~xrrccring cioud c o i w  parar??eirrJ jrum 
xie!lite imaging rnrliompter mmsurements. 
ADVANCED CLOUD REMOTE SENSING 
For both operational weather use and atmospheric re- 
search, cloud observations have been one of the most im- 
portant applications of satellite sensing. The value of 
cloud remote sensing can be increased in the future from 
advances in instrumentation and also from advances in 
the understanding of cloud processes relating to satellite 
observations. Over the past several years, an experiment 
has been underway which utilizes high altitude aircraft 
from development and applications of advanced cloud 
sensing. The experiment involves improved spectral cover- 
age for retrieval of specific cloud parameters. In addi- 
tion, it features the addition of active lidar sensing to the 
passive observations from radiometers. To date, the ex- 
periment has been applied to the study of severe storms, 
precipitating clouds, and fair weather cirrus and stratus 
clouds. 
An important application of the experiment has been the 
study of marine stratus by the combined passive and ac- 
tive observations. The first figure shows an image of 
marine stratus derived from a visible channel of the 
Multispectral Cloud Radiometer (MCR) which scans 
cross-track to the aircraft flight track. The data was taken 
from an altitude of 18 km. In the nadir direction, the 
same cloud element is observed by both the lidar and 
radiometer. An example of the lidar signal data is given 
in the second figure. The cloud data shown here corre- 
spond to a segment of the MCR data shown in the first 
figure. The characteristic lidar signal at the cloud top con- 
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Lidar signal data of marine stratus cloud. 
tains important information about cloud properties. As 
the laser light penetrates the cloud, the backscatter in- 
creases, as does the signal attenuation. The shape of the 
signal is related to the liquid water content in the top part 
of the cloud layer. Variability in the liquid water content 
is, in turn, related to entrainment events between the 
moist air from inside the cloud and the warm dry air from 
the overlying temperature inversion. Also, extremely ac- 
curate cloud top heights can be determined from the loca- 
tion of the signal threshold. Variations in cloud height 
of the order of 1 0 0  m are not uncommon. Spectral analy- 
sis of both the MCR and lidar data has shown that these 
two independent measurement systems are capable of 
identifying the horizontal length scales of the cloud very 
precisely. However, the lidar data is also able to  indicate 
the cloud top height structure. This type of analysis in- 
dicates the predicament of all passive observations, name- 
ly, the serious uncertainty of the exact height of the 
observed parameters. This problem is overcome with the 
lidar probing of the cloud. The results of comparing 
derived spectra from both the passive and active obser- 
vations have been used to study the relation of horizontal 
and vertical cloud top distributions to  in situ meteoro- 
logical parameters and to the directional distribution of 
infrared and reflected radiation emitted from the cloud 
top. These experimental results will ultimately affect the 
parameterization of clouds in the current Global Circula- 
tion Mvdels (GCM’sj. 
Contacts: 1.D. Spinhirne and R. Boers 
Code 612 
Sponsor: Office of Space Science and Applications 
Dr. James Spinhirne, an atmospheric scientist in the At- 
mospheric Experiments Branch, has eight years of ex- 
perience at Goddard. He received his Ph.D. degree in 
physics from the University of Illinois. Dr. Spinhirne’s 
efforts have been directed primarily towards lidar 
research. 
AfRBGRNE LtDAii MEASUREMENTS OF THE 
ATMOSPHERIC PRESSURE PROFILE 
WlTH TUNABLE ALEXANDRITE LASERS 
Significant improvement in the measurement of the basic 
atmospheric parameters is required for improved weather 
forecasting, the prediction of climate change, and in- 
creased understanding of atmospheric processes. The at- 
mospheric pressure field is one of the basic atmospheric 
state variables. Previously, there have been no remote 
sensing techniques for measurement of the pressure field. 
Thus, important forecasting tools such as maps of surface 
pressure and 500 mb height contours are produced by 
data from a network of radiosondes over continental 
areas, with sparse if any coverage over ocean and unde- 
veloped areas. 
This past year we made the first remote measurements 
of the atmospheric pressure profile from an airborne plat- 
form. The measurements utilize a differential absorption 
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lidar and tunable solid-state Alexandrite lasers. The 
pressure measurement technique uses a high resolution 
measurement of the integrated path absorption is in the 
wings of lines in the oxygen A band near 760 nm where 
the absorption highly pressure sensitive due to collision 
broadening. We use absorption troughs, regions of 
minimum absorption between pairs of strongly absorb- 
ing lines, for these measurements. The trough technique 
allows the measurements to be greatly desensitized to the 
effects of laser frequency instabilities. 
Our aircraft lidar system as shown in the first figure in- 
corporates two solid-state Alexandrite lasers which are 
continuously tunable from 725 to 790 nm and have a 
bandwidth of 0.02 cm-:. The iasers have an output 
pulse energy greater than 100 mJ at repetition rates up 
to 10 Hz, a short-term frequency stability better than 
0.005 cm-', and a pulse width of 100-130 nsec. The tun- 
ing elements of the high resoiution laser are electronical- 
ly controlled and have a 3 cm-' spectral scanning 
capability. We have measured the spectral purity of the 
Alexandrite lasers to be greater than 99.99 percent. 
The energy backscattered from the atmosphere is col- 
lected with a cm telescope and detected with a multialkali 
1 
i 
Alexandrite lidar system installed on the Wallops Electra 
aircraft . 
photomultiplier tube. .A 200 p sec time delay between the 
laser pulses was introduced to separate the on- and off- 
line laser signals. A single detector channel is used to 
observe both on- and off-line signal returns. The signals 
from the photomultiplier are digitized with 10 or 12 bit 
transient digitizers at  5 MHz. An LSI-11/23 
microprocessor controls system functions, monitors oper- 
ator inputs, and displays system stratus and data in real 
time. 
The airborne measurements of the atmospheric pressure 
profile were made using the Goddard lidar facility on the 
Wallops Lockheed Electra aircraft. Flights were made on 
November 20 and December 9, 1985. Data were taken 
along the flight line extending from Sea Isle, Delaware 
(39 "05'N/74 "45'W) to Point Lynus (38 "01'N/72 "39'W), 
approximately 220 km off the coast of Delaware. For the 
November 20 flight, the lidar svstem was set up to 
measure pressure with the off-line laser tuned to the ab- 
sorption trough at 13147.3 cm-' and with the on-line 
laser turned to a non-absorbing frequency near 13170.0 
cm-'. The lidar signal returns were sampled with a 200 
nsec range gate (30 m vertical resolution) and averaged 
over 100 shots. The integrated absorption coefficient be- 
tween the lidar at the aircraft altitude of 2790 m and each 
altitude was calculated from these data. The pressure pro- 
file was then determined by relating the measured in- 
tegrated absorption coefficient to the difference in the 
squares of the pressures at the measurement altitude and 
laser altitude. Uncertainties in the oxygen line parameters 
were corrected for by a single constant calibration fit of 
the measured data to ground truth. The second figure 
shows a comparison of the lidar-measured pressure pro- 
file in the vicinity of Point Lynus to radiosonde data 
taken two hours earlier at Wallops Island, Virginia 
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aircraft at 2790 m compared with radiosonde data. 
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(37°51'N/75° 28'W).Theaveragedeviationof thelidar
pressureprofiledatafromtheradiosondeataislessthan
2.0mb.
Contact:C. L. Korb
Code615
Sponsor:Officeof SpaceScienceandApplications
Dr. C. Lawrence Korb, reasearch physicist and Head
of the Remote Sensing Section (Code 615.2), has 13
years of experience with Goddard. Dr. Korb, who holds
a Ph.D. degree in physics from Florida State Universi-
ty, was Project Scientist for the Skylab Multispectral
Scanner Experiment. He developed and patented lidar
techniques for measuring atmospheric pressure and
temperature profiles and also developed techniques for
measurement of absolute line strengths of low pressures.
STUDIES OF THE STRUCTURE AND EVOLUTION
OF MOISTURE IN THE LOWER TROPOSPHERE
The concentration of water vapor is one of the most im-
portant state variables of the atmosphere. Knowledge of
its spatial and temporal distribution is needed to under-
stand a number of atmospheric processes including: cloud
development, and thereby the impact of clouds on radia-
tive processes; convective-storm formation, radiative
transfer through the atmosphere due to absorption/emis-
sion; and probably most important, the release of latent
heat, which is one of the main energy sources driving at-
mospheric circulation.
This report discusses the observation of moisture struc-
ture in the lower atmosphere using a Raman lidar system.
The Raman lidar used in the investigation is able to
measure atmospheric moisture with high temporal and
altitude resolution much like a meteorological tower up
to altitudes of 4 to 5 km. The present system is limited
to nighttime operation.
Data presented here were acquired on the night of July
21 to 22, 1986, in Athens, Alabama, as part of the
Cooperative Huntsville Meteorological Experiment
(COHMEX). The purpose of this portion of the experi-
ment was to observe the temporal variation of moisture
using the Raman system to gain a better understanding
of the impact of existing tropospheric moisture on the
development of deep convective storm systems.
Raman scattering is a very weak molecular-scattering pro-
cess. It is scattering whose wavelength is shifted from the
incident radiation by a fixed amount associated with rota-
tional and/or vibrational-rotational transitions of the
scattering molecule. As such, the shift in wavelength from
the laser wavelength is characteristic of specific atmo-
spheric molecules. Raman scattering in the atmosphere
has been observed from nitrogen, oxygen, water vapor,
carbon dioxide and a number of other minor species.
Melfi (1972) has shown that the ratio of the Raman-
scattered signal for the water-vapor shifted line to the
signal from nitrogen is, to a good approximation, pro-
portional to atmospheric specific humidity in units of
g/kg. The design of the lidar takes these factors into
account.
The lidar consists of a frequency-tripled Nd:YAG laser
(wavelength--355nm) whose optical axis is aligned paral-
lel with the axis of a 1.5-m diameter Cassegrainian
telescope. Both the telescope and laser are mounted in
an environmentally controlled mobile van and are pointed
vertically through a hatch in the van's roof. As the laser
pulse propagates up through the atmosphere, it is scat-
tered by atmospheric molecules and aerosols. Most of the
scattered radiation is at the laser wavelength (Raleigh and
Mie scattering). A small amount is scattered at the shifted
Raman wavelengths. The telescope collects the radiation
that is scattered back toward the system. The collected
radiation is spatially filtered by a field stop and divided
by a beam splitter into two channels. One channel has
a narrow-bandpass filter centered at the Raman-shifted
wavelength due to water vapor (406 nm) and the other
has a filter centered at the Raman wavelength due to
nitrogen (387 nm). The signal from each channel is
digitally recorded versus time after the laser pulses thus
providing a range resolved measure of atmospheric scat-
tering which can be further analyzed to provide a
measurement of specific humidity versus altitude.
The accompanying figure presents a color rendition of
lidar derived measurements of specific humidity over
Athens, Alabama, as a function of both time and altitude
during the early morning hours of July 22, 1986. It con-
sists of over 60 independent vertical profiles acquired on
two minute centers. Each profile, in turn, consists of the
accumulated signal from 1000 laser firings. The color bar
on the figure indicates the range of specific humidity
values associated with each color. As indicated on the col-
or bar, light blue represents the lowest value of humidity
ranging from 0 to 2 g/kg followed by dark blue, brown,
orange and yellow, with yellow representing the highest
value (12 to 15 g/kg).
The moisture sounding with time shown in the figure
shows the temporal history of the variation of mixing
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ratio over Athens, Alabama, between 3:OO and 5:oO a m . ,  
CDT, on July 22, 1986. It provides a graphic illustration 
of moisture features which are difficult, if not impossi- 
ble, to observe with standard techniques. 
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1- 
These features include: 
13 - 
1. The high moisture associated with the previous day’s 
planetary boundary layer. This is shown in the figure as 
the yellow/orange feature extending up to an altitude of 
1.8 km, which was persistent over the 2-hour observation 
period. The region is characterized by being well-mixed 
and siraiiried iii nature. 
2. The gradual moistening of the free troposphere. This 
is clearly evident in the altitude range between 1.8 km 
and 4.~2 k:::, sb the specific humibiij: changes frnm 2 g/kg 
at 3:04 a.m. to about 9 g/kg at 5:OO a.m. It appears that 
there were two times when moisture increased in this 
altitude range rather abruptly, first at 3:15 a.m. and again 
at about 4:OO a.m. 
3. The dry/moist feature at an altitude between 4 and 
5 km. The moist feature is observed to subside over the 
2-hour measurement period, with a hint of upward move- 
ment toward the end of the period (5:OO am.).  
4. The small scale variation in moisture in the free 
troposphere. This is seen as a stippled appearance of the 
moisture field above an altitude of 1.8 km. The variation 
in moisture may be due to the interleaving of moist and 
dry regions of the atmosphere brought about by a wind 
field which varies in direction with altitude. The resultant 
moisture features would tend to remain somewhat intact 
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Raman lidar measurements of specific humidity (Athens, 
AL; July 22, 1986). 
since the free troposphere is stable and thus mixing is 
discouraged. 
In conclusion, the color rendition of the specific humidity 
versus altitude and time acquired using a Raman lidar 
shows temporal and spatial variations of the moisture 
field in the lower troposphere in a manner never before 
realized. This measurement capability should provide new 
insights into the role that moisture and its evolution play 
in important atmospheric processes. 
Contacts: S.H. Melfi and D. Whiteman 
Code 670 
Sponsor: Office of Space Science and Applications 
Dr. S. H .  Me& is Associate Chief in the Laboratory 
,for Oceans ai Goddarci wiih seveii p i i s  r3-f wrii ic~.  Di 
Meffi, who holds a Ph.D. degree in physics from 
William and Mary, conducted the first remote 
measurements of high resolution atmospheric moisture 
pro files. 
SATELLITE OBSERVATIONS OF WATER VAPOR 
EL NlGO SOUTHERN OSCILLATION EVENT 
AND PRECIPITATION DURING THE 1982-83 
One of the most widely studied climate phenomena in re- 
cent decades, the El NiiTo Southern Oscillation (ENSO), 
involves major changes in the atmospheric and oceanic 
circulation that take place over most of the Central 
Pacific Ocean, on a time scale of months to years. Con- 
ventional meteorological observations in this part of the 
world are quite inadequate to provide much insight into 
the air-sea interactions that play a role in this phe- 
nomenon. Satellite observations, on the other hand, with 
greater and more consistent coverage, have provided im- 
portant information which help us to understand this 
event. The Scanning Multichannel Microwave Radiome- 
ter (SMMR) on Nimbus 7, in particular, has provided a 
time history of the changes in water vapor and precipita- 
tion which took place during the 1982-83 ENSO. 
The ENSO events are associated with anomalously warm 
sea surface temperatures (SST) close to the equatorial 
eastern Pacific. The warm SST’s increase the latent heat 
input into the atmosphere through evaporation, resulting 
in an increase in convective activity and precipitation and 
causing the changes in atmospheric circulation which 
characterize ENSO. 
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Anomalies in the atmospheric water vapor content and 
precipitation derived from SMMR are shown in the first 
two figures for the time period corresponding to the 
mature phase of the ENSO event. These anomalies repre- 
sent derivations with respect to the monthly means of the 
three years just before the ENSO event, 1979-81. There 
are striking similarities in the patterns of these anomaly 
maps. The water vapor content over the Pacific east of 
the date line between about 5 ON to 20"s shows a signifi- 
cant increase while in the regions of the Intertropical Con- 
vergence and South Pacific Convergence zones there is 
a significant decrease. The precipitation anomalies essen- 
tially show similar patterns. The precipitation anomalies 
are so large that during the mature phase of the ENSO 
there appears to be little rain in the equatorial Pacific west 
of the date line, while to the east of it there is heavy rain. 
These water vapor and precipitation anomalies indicate 
a reversal in the Walker circulation that is generally pres- 
ent in the equatorial Pacific. 
In order to appreciate the evolution in time of the water 
vapor and precipitation anomalies, they are shown as a 
function of latitude and month in the third and fourth 
figures. Plotted in these figures are zonal averages of the 
anomalies along each latitude belt, over the Pacific, from 
the date line to the coast line of North and South 
America. Anomalies over this region of the Pacific can 
be discerned more sensitively than over the Pacific west 
of the date line, where the interannual variability is much 
larger. A significant feature in the time evolution com- 
mon to both variables is the positive anomalies which 
develop around June 1982 close to the equator and con- 
tinue to grow for several months. The axis of the positive 
anomalies, as shown by dashed lines in the third and 
fourth figure, moves from a few degrees north of the 
equator in June 1982 to about 5"s by March 1983 and 
then returns back to the equator. This reveals a seasonal 
pattern. 
Similar patterns are seen in the zonally averaged anom- 
alies of the outgoing longwave radiation (OLR) measured 
by the NOAA satellites during the ENSO events of 1982 
to 1983 and 1976 to 1977. OLR anomalies reveal interan- 
nual changes in the convective activity. Thus, it appears 
that a significant precursor to a developing ENSO event 
is a steady growth of these anomalies close to, but north 
of the equator in the eastern Pacific during the early sum- 
mer months. This growth in the anomalies is an indica- 
tion that there is a positive feedback from the ocean- 
atmosphere interactions, as the initial disturbance during 
the summer develops into a mature ENSO the following 
spring. This study indicates that the satellite observations 
70 
60 
50 
40 
30 
20 
Ly 10 
3 
E o  
4 
- 10 
~ 20 
- 30 
- 40 
- 50 
- 60 
- 70- 
ANOMALY (MAR,APR,MAY) --60 
- - 7 0  
-h 
60 90 120 150 1 io -1h - 120 -90 -60 - 30 0 30 
LONGITUDE 
Map of the anomalies in the water vapor (g ern-') during March, April, and May 1983. 
82 
30 60 90 120 150 180 --150 --120 --90 --60 --30 0
I | _ I I I I I I I . I
50_ °- -_." ""....."._ _o ,_.?_ _'_/_ .so
,-, _j_,_ ;_/_%,_ <o._..._...v ___ __--.,_ _o
...... • • .,.o . ...... ::,_ ..... ,,,... __..; O -10
:::) , a , ..-- ..... ) ,,_T.._._ .... 2...-.-_
"1 ,,."-:__-'_<,,k---_":--a_-_',_--'_-;;.___-\ Io
Z !_
__/K _."_ :-/-" _o \ -..:,__f...,,..,_L,,'--':- L...._..._,o : _ %0 I
"" <o "") O -_
<o o 4
I.---53
-_i--'_ .'T-"-. - _ ._ , , _ .:__________._, -,o
30 60 90 121:) 150 180 --150 --120 --90 --50 --30 0 30
LONGITUDE
Same as first figure but for precipitation (10 z mm).
82 83 31.5 N
J F M A M J J A S 0 N O J F M A M J J A S
_.5 -"_.5
i,.5 0,_ ,5.5
3,5 - 1.0 13.5
,.sC / v I ___-__ I
__.5t-_ _ t--q}_,.X,, _ :-_._ 11-55,
• < O . 19.5 S
37.5 I- <0 37.5
43.5 I- 43.5
49.5 _ 49.5
I I ] I I I I I I I I I I I I I I I I I I
F M A M J J A S 0 N D J F M A M J J A S
82 83
MONTH
82 83
J F M A M J J A S 0 N D J F M A M J J AS
495 0 0
;:IU
_oli__...._i,;;; ':.:.............:-.,_,_,.,:-'-,:?_ :: ,'
........ ; ; N D J ..... J A ;
82 83
MONTH
Latitude-time plot of zonal mean (between date fine and
the coast of North and South America) of water vapor
anomalies (g cm -2) during March, April, and May 1983.
Same as third figure but for precipitation (10 _ mm).
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contain potentially valuable information for predicting
ENSO events. This inference is drawn with a limited
amount of satellite data. Longer data records and a coor-
dinated theoretical model are needed to further substan-
tiate these findings.
Contact: Prabhakara Cuddapah
Code 613
Sponsor: Office of Space Science and Applications
Dr. Prabhakara Cuddapah, a senior meteorologist with
20 years of service at Goddard, has been involved in
the areas of satellite remote sensing of the
meteorological and oceanic parameters needed to
understand the weather and climate processes. Dr. Cud-
dapah received his Ph.D. degree in meteorology from
New York University.
SEA ICE FLUCTUATIONS
Changes in the microwave brightness temperature mea-
sured by the Electrically Scanning Microwave Radiometer
(ESMR) flown on board Nimbus V satellite reveal large-
scale sea ice fluctuations in the Antarctic marginal ice
zone (Cahalan and Chiu, 1986). These eastward-moving
planetary-scale waves represent a rapid response of the
sea ice to atmospheric forcing.
An example is given in the first figure which shows the
displacement in the latitude of the ice edge as a function
of longitude during July 1974. The bottom curve, labelled
169 to 166, represents the difference between the three-
day average ice edge latitude on Julian days 169 to 171,
1974, minus that on days 166 to 168. The subsequent
curves are offset by three degrees of latitude for clarity.
An increase in ice latitude here represents a retreat of the
ice edge. Eastward-moving large scale anomalies are evi-
dent, and the peaks on each successive curve are con-
nected by dashed lines, with a slope corresponding to
about 3 m/s at 60 ° south latitude.
A space-time spectral analysis has been performed on the
three-day average ice extent changes for the winters of
1973 and 1974. Results show that these ice margin fluc-
tuations are predominantly wavenumbers 1 to 4, with
phase speeds of about three m/s independent of wave-
number. These scales and phase speeds are typical of at-
mospheric disturbances at high latitudes in the southern
hemisphere.
ICE DISPLACEMENT
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Change in ice edge position for successive 3-day average
ice extent during July 1974. The label on the ordinate
refers to ice changes between the 3-day period beginning
on Julian day 166 to that beginning on day 169, which
are shown by the curve labelled "169 to 166". Subsequent
changes are offset by 3 degrees of latitude for clarity.
The atmospheric connection can be seen in the second
figure. The top panels here show the changes in ESMR
brightness temperatures for the same time periods as the
first figure, and the middle panels show the corresponding
sea level pressures. The anomaly moving eastward across
longitude 180 in the first figure is seen moving across the
lower portion of the top panels in the second figure, and
an intensifying low pressure center is moving in coinci-
dence with it in the middle panels. The spatial pattern
and eastward advection of the sea ice anomalies match
those of the atmospheric sea level pressure, and are con-
sistent with sea ice displacement due to surface wind
stress.
The bottom panels of the second figure show the outgoing
longwave radiation. In the cross-hatched regions the ef-
fective radiative temperatures are maximum due to the
absence of high-level cloudiness, and comparison with
the top panels shows that these also tend to be regions
of increased sea ice. This suggests a positive feedback:
the suppression of high clouds in regions of increased sea
ice increases the radiative cooling which contributes to
maintaining the ice.
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The upper panels here show ESMR brightness temperature changes between the two 3-day periods indicated on the
upper right hand corner of each plot. The 160K isotherm is included to indicate the approximate position of the ice
edge. The middle panels show the average sea-level pressure and surface wind for the first 3-day period indicated in
the corresponding top panel. Solid contours encircle regions of high pressure (>1008 mb) and dashed contours encircle
regions of low pressure (<992 mb). The lower panels show the field of outgoing infrared radiation, derived from
radiometric measurements aboard NOAA satellites, with high temperature (> 26010 cross-hatched and low temperature
(<220 K) shaded.
These observations lend support to models in which sea
ice is dynamically forced by surface wind stress, and also
suggest the importance of cloud feedback in the mainte-
nance of sea ice anomalies. Further study of large-scale
high-frequency sea ice variations will be important in im-
proving our physical understanding of ice-atmosphere in-
teractions. In addition, monthly and longer time-average
variations in sea ice are contaminated by the integrated
effects of these high-frequency variations, which con-
stitute a background of "climactic noise" from which any
true "climactic signal" in sea ice must be extracted.
Contact: Robert F. Cahalan
Code 613
Sponsor: Office of Space Science and Applications
Dr. Robert F. Cahalan, a physical scientist with seven
years of service with Goddard, derived the general
stability criterion for energy-balance climate models
(1979) and developed stochastic "'cloud dot" models
(1981). Dr. Cahalan received his Ph.D. in theoretical
physics from the University of Illinois.
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HIGH-RESOLUTION OCEAN
WAVE-HEIGHTS FORECASTS
Although the current sea-state has always had a great in-
fluence on man's commerce, it has only been over the
past thirty-five years that he has beenable to scientifically
forecast its future condition. These forecasts have now
become a vital ingredient in the widespread exploration
of the sea by transportation, fishing, and mining interests.
Of particular importance has been the development of
wave-height climatologies which are used in estimating
the maximum wave-height conditions that can be ex-
pected to affect a structure during its lifetime. The
economic advantages realized from these predictions of
the sea state have, in turn, stimulated further research.
In the Modeling and Simulation Branch at Goddard
Space Flight Center (GSFC), we have developed a high-
resolution wave-height prediction model. This model was
developed to take advantage of the high-resolution sur-
face scatterometer winds provided by Seasat and the
future Naval Remote Oceanographic Sensing System's
Scatterometer (NSCAT). These winds are global in
coverage and have a spatial resolution of 50 km.
The wave prediction model, developed to run on the
Cyber 205, may be applied to any arbitrarily shaped
basin. The physics include the growth of waves due to
a blowing wind, dissipation of wave energy and nonlinear
wave-wave interaction. A finite-difference scheme is us-
ed to propagate the spectral wave energy at its group
velocity and to refract the waves as they propagate over
a varying bathymetry. The scheme conserves the spectral
energy very accurately. To illustrate this we have shown
in the accompanying figure various snapshots as a very
narrow band of wave energy propagates over a sea
mount.
At present we are testing this model over the Gulf of Mex-
ico in collaboration with the National Meteorological
Center. Forecasts from this model will be compared with
observations from buoys with the purpose of gaining
greater insight into the dynamics of oceanic waves, and
eventually produce useful operational wave-height
forecasts.
Contact: Dean Duffy
Code 611
Sponsor: Office of Space Science and Applications
Dr. Dean G. Duffy is a research meteorologist with 6½
years of service at Goddard. Dr. Duffy, who holds an
Sc.D. degree in meteorology from the Massachusetts
Institute of Technology, is interested in numerical
weather prediction and geophysical fluid mechanics.
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The effect of a sea mount on the spectral wave energy
as a wave packet propagates by the sea mount. The bathy-
metry is given in meters and is shown by the dashed lines.
The wave originally entered the picture from the left and
extended vertically from the midpoint to the bottom of
the figure.
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SHUTTLE IMAGING RADAR-B SCIENCE
AND APPLICATIONS IN BANGLADESH
In October of 1984, L-band synthetic aperture radar
(SAR) image data were acquired by the Space Shuttle
Challenger as part of the Shuttle Imaging Radar-B (SIR-
B) mission over the Peoples Republic of Bangladesh. The
data were acquired as part of a research and applications
effort designed to analyze the effects of radar incidence
angle on information content and vegetation penetration,
and to demonstrate the potential of radar imaging systems
for delineating flood boundaries and assessing flood
damage in monsoon environments.
Three SAR data sets using incidence angles of 26 o, 46 o,
and 57 o were acquired over the mangrove jungles of
Southern Bangladesh and the flood plains of the Ganges,
Brahmaputra, and Meghna fiver systems. The image data
collected over the mangrove forests were used to assess
vegetation penetration and the data collected over the
flood-plains were used to make flood boundary delinea-
tions. Both data sets were processed and analyzed at God-
dard Space Flight Center.
The data set over the mangrove forests was digitally pro-
cessed using 3x3, 7x7, 11 x 11 spatial filters to bring
out significant image features and geometrically registered
to a multi-layer corroborative data base consisting of
Landsat data, forest map data, in situ acquired standing
biomass measurements, and topographic information.
Analyses revealed that significant vegetation penetration
was found at all angles and that pools of standing water
could be identified through a 12.5 meter tall 100 percent
closed tree canopy. Findings showed that tree and canopy
structural morphology and the condition of the surface
boundary layer (forest floor) exert a strong influence on
this phenomenon. One of the major practical outcomes
of this analysis was that SAR could be used to map the
forest floor topography of coastal forests as revealed by
tidal inundation (the first figure).
SIR-B image data of the flood plains of Bangladesh were
processed and merged with Landsat Multispectral Scan-
ner Subsystem (MSS) data from Landsat 4 to map flood
boundaries and assess flood damage. The cloud pene-
trating capabilities of the L-band radar provided a clear
picture of the hydrologic conditions of the surface during
Top left; forest map of mangrove area. Top right; spa-
tially filtered and enhanced SIR-B image subset, (bright
areas are regions of sub canopy flooding and red line
denotes location of topographic transect). Bottom; radar
data response characteristics superimposed over transect
data showing topographic profile, flood stage for each
data take, and sub-canopy tree root systems.
a period of inclement weather at the end of the wet phase
of the 1984 monsoon. The radar image data were digitally
processed to geodetically rectify the pixel geometry and
filtered to subdue radar image speckle effects. Contrast
enhancement techniques and density slicing were used to
create discrete land cover categories corresponding to sur-
face conditions present at the time of the shuttle over-
flight. The radar image classification map was digitally
coregistered to a spectral signature classification map of
the area derived from the Landsat MSS data which were
collected two weeks prior to the SIR-B Mission. Classifi-
cation accuracy comparisons were made between the
radar and MSS classification maps. Flood boundary and
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flood damage assessment measurements were made with
the merged data by adding the classifications, and inven-
torying the landover classes inundated at the time of
flooding (the second figure).
Merged SIR-B radar and Landsat MSS data sets. Color
classes represent flood damage categories and were used
to generate tables showing areal extent of flood damage.
Contact: Marc L. Imhoff
Code 675
Sponsor: Office of Space Science and Applications
Mr. Marc L. Imhoff, a physical scientist in the
Microwave Sensors and Data Acquisition Branch at
Goddard, holds an M.S. degree in agronomy from
Pennsylvania State University. During his six years of
service at Goddard, Mr. Imhoff was appointed science
team member for the Shuttle Imaging Radar B-Program
and also headed a joint research team with the Peoples
Republic of Bangledesh.
INFERRING ALBEDO ACCURATELY FROM
REMOTELY SENSED DATA FOR
ATMOSPHERIC AND BIOSPHERIC STUDIES
The exchange of energy and mass between the atmosphere
and the biosphere has become a research topic of increas-
ing importance in recent years. Studies conducted with
general circulation models have shown that the biosphere
may have a significant influence on the partitioning of
radiant energy at the Earth's surface on the global scale
while other work has highlighted the importance of the
biosphere in determining the level of atmospheric carbon
dioxide concentration. Studies have also shown that the
fate of radiant energy intercepted at the Earth's surface
(where it is partitioned into latent, sensible, and stored
heat terms and energy available for photosynthesis) is
perhaps the most important component of the dynamic
system of the biosphere.
On regional and local scales, it is important to be able
to estimate the fraction of solar radiation absorbed by
the vegetated land surface since first, this is generally the
largest component of the incoming energy available to
the surface and secondly, it is the short wavelengths
(400-700 nm) that are used as an energy source in the
photosynthetic process. Scientists have presented evidence
that the time integral of photosynthetically active radia-
tion absorbed by the plant canopy is almost linearly
related to net primary productivity. Other work puts for-
ward experimental evidence and theoretical arguments
which indicate that the ratio of the surface visible to near-
infrared reflectances may be used to determine the time-
integrated estimates of vegetation gross primary produc-
tivity and water use.
The term that is of common importance to all of the
above is the spectral hemispherical reflectance of the sur-
face (also referred to as the surface albedo in clima-
tology). Spaceborne radiometers have been used for this
purpose for more than 15 years, but it should be noted
that satellite radiometers are not capable of measuring
the hemispherical reflectance directly, but rather most
only measured the near nadir radiance. For the sake of
simplicity and because of the lack of available informa-
tion, past studies have assumed that all terrestrial sur-
faces possess Lambertian properties in which case the
hemispherical reflectance is equal to the nadir reflectance.
In reality, however, natural surfaces are non-Lambertian,
and thus the nadir reflectance can be in error as much
as 45 percent from the hemispherical reflectance. The first
illustration shows the entire directional reflectance dis-
tribution for a grass lawn with 50 percent ground cover.
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Polar plot of directional reflectance (%) at the ground
level in the NIR band (0.73-1.1 #m) for a grass canopy
with 50% ground cover. The distance from the origin
represents the off-nadir view angle (15 ° increments
shown) and the azimuth angle represents the sensor's
azimuth (0 ° is forward scatter, 180 ° is backscatter). Solar
position is shown as small star. Contour lines of equal
percent reflectance are shown.
Until very recently all Earth resource satellites have had
near nadir looking radiometers. However, off-nadir look-
ing radiometers are now operating (AVHRR, SPOT) and
future scanning and pointable systems are being planned.
These systems have off-nadir and multiple view angle
capabilities which permit one to consider the intriguing
possibility that a particular combination of view angles
may provide a more accurate estimate of hemispherical
reflectance than a nadir view angle. This issue is being
addressed at Goddard.
Various techniques were developed and tested to estimate
hemispherical reflectance using a series of off-nadir view
angles taken in a particular azimuth plane. Any series of
off-nadir view angles occurring in a particular azimuth
plane (e.g., Advanced Very High Resolution Radiometer
(AVHRR) and other scanning radiometers) or view fore
and aft in a known azimuth plane [e.g., Advanced Solid-
state Array Sensor (ASAS), Moderate Resolution Imag-
ing Spectroradiometer (MODIS), High Resolution Imag-
ing Spectroradiometer (HIRIS)]. The second illustration
shows a sensor on an aircraft and satellite collecting a
string of data for a particular target.
Sensors collecting a series of off-nadir view angles taken
in a particular azimuth plane. These unique data sets are
called strings.
The most promising technique developed was a simple
numerical integration technique that estimates hemi-
spherical reflectance to less than 4 percent of the true
value. The technique requires no a priori knowledge or
assumptions and is robust in that it works for any Sun
angle and natural cover type. Presently it is assumed that
atmospheric corrections can be made for the sensor
signals.
In addition to estimating hemispherical reflectance,
strings of radiance data provide additional information
for analyzing a number of important remote sensing
problems. Strings of radiance data contain additional in-
formation about the geometric structure of vegetation
canopies. Consequently, techniques using strings of data
have the potential of increasing the accuracy in cover type
identification and classification schemes, and they have
the potential of extracting canopy structure information.
Finally, because strings of data provide a variation of
views throughout the atmosphere with different optical
depths, the data may be important in atmospheric cor-
rection techniques. To date, the remote sensing commu-
nity has largely stressed the spectral domain in remote
sensing systems. The literature suggests that the direc-
tional view domain may yield significant additional in-
formation for biospheric and atmospheric studies.
Contacts: Daniel Kimes, Piers Sellers, and James Smith
Code 620
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Dr. Daniel S. Kimes, a physical scientist with seven years
of service at Goddard, holds a Ph.D. degree in earth
resources from Colorado State University. Dr. Kimes
has been engaged in mathematical modeling of visible,
near infrared, and thermal infrared radiation interac-
tions with vegetation.
COMPUTATION OF DIFFUSE SKY FLUX FROM
MULTIDIRECTIONAL RADIANCE MEASUREMENTS
The solar radiation reaching the Earth's surface consists
of directly transmitted flux and diffuse sky flux. An ac-
curate determination of the relative contributions of the
diffuse and direct components is needed for the following
reasons: to characterize the reflectance properties of land
surfaces; to infer the net radiation budget above these
surfaces; to provide input to validation of canopy models;
and to provide input to future climate and biospheric
models of the Earth-atmosphere system. Moreover, the
bidirectional reflectance distribution functions of vegeta-
tion and soil surfaces have been shown to be dampened
under atmospheres where the diffuse component is large.
For these reasons, a methodology for the accurate deter-
mination of diffuse sky flux was addressed in this research
effort.
Conventionally, both direct and diffuse hemispheric flux
measurements are made using spectral pyranometers or
are produced indirectly with reference panels. For pyrano-
meters, underestimates of 15 to 20 percent in the diffuse
measurement occur as a result of blocking the direct beam
with a shadow band, although the subtended angle is
small; also, cosine response errors occur for large solar
zenith angles. For the indirect method with reference
panels, which is the most commonly used method in
vegetation remote sensing studies, the reflected radiance
is measured in the nadir direction only. The reference
panel is assumed to exhibit Lambertian reflectance
characteristics, acting as a perfect reflector and diffuser
in all directions. Also, estimation of the diffuse compo-
nent with this method involves shading of the panel, and
no correction has been made for the circumsolar radiation
blocked by the shade. The diffuse hemispheric flux com-
ponent can be in error by 20 to 30 percent when measured
with a reference panel, depending on the atmospheric
conditions. Clearly, both of these conventional methods
are inadequate for the determination of diffuse flux.
Accurate determination of total diffuse flux requires
measurements of the angular distribution of diffuse radi-
ance. At present, it is not possible to acquire such mea-
surements instantaneously for each point on the hemi-
sphere. However, a limited number of such measurements
can be made with a unique new instrument, the Portable
Apparatus for Rapid Acquisition of Bidirectional Obser-
vation of Land and Atmosphere (PARABOLA), de-
veloped at NASA/Goddard Space Flight Center by Dr.
Donald Deering and Peter Leone. This instrument di-
rectly measures the upwelling and downwelling radiances
over short time intervals, ensuring uniformity of solar,
atmospheric and surface conditions. (See the f'n-st figure.)
An algorithm was developed and evaluated for the accu-
rate computation of hemispheric diffuse flux from the
sampled directional measurements made by the
PARABOLA instrument. The accuracy of the estimated
flux was determined from simulations using the estab-
lished standard Dave data set for diffuse radiances based
on the numerical solution of the radiative transfer equa-
tion. This was accomplished by comparison of the true
hemispheric flux with the estimated value computed from
a set of simulated PARABOLA radiances. An example
is shown in the second figure.
The results demonstrate a significant improvement in
determining hemispheric flux as compared to conven-
tional methods. Hemispheric diffuse fluxes computed
from a subset of simulated PARABOLA radiances are
very accurate for the range of conditions examined, which
includes two atmospheric models, two spectral channels,
three background surface reflectances, and four solar
elevations. In all cases examined, the computational
method produces a total error of less than four percent,
and only two cases exceeded two percent. It was deter-
mined that the sources of errors were related to sky con-
ditions and solar elevations. In general, for the computa-
tional method used, the contributions in the forward scat-
tering peak near the solar point are slightly underesti-
mated, with slight overestimates elsewhere. The averaging
of radiances over large solid angles (i.e., PARABOLA
15 degree IFOV) also is a contributing factor. The ac-
curacy of the estimated flux is not affected by either
ground surface reflectance or spectral wavelength.
These results, coupled with the demonstration of an ade-
quate sample size between 30 to 35 points selected on the
basis of spatial distribution, indicate that measurements
from the PARABOLA instrument can be used for the
estimation of accurate hemisphere diffuse flux. The
measurement should be useful for determining the dis-
tribution of radiations in the sky hemisphere for the
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The PARABOLA sampling scan patterns: a) a crossisection of the projection on a unit sphere of the instantaneous
field of view (IFOV) for a few sky and ground samples; b) the full projection scheme of IFOV for the samples of
the sky hemisphere on a plane parallel to the surface.
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characterization of atmospheric pollutants and for the
characterizations of accurate values of diffuse flux for
canopy modeling. The techniques developed here could
be applied to other instrumentation used to sample and
estimate hemispheric diffuse sky flux.
Contacts: E. M. Middleton and D. W. Deering
Code 623
Sponsor: Office of Space Science and Applications
Ms. Elizabeth M. Middleton, an Earth Resources
Remote Sensing scientist with 8½ years of experience
at Goddard, holds a M.S. degree in ecology from the
University of Maryland. Ms. Middleton received the
NASA Special Achievement Award in 1979 and 1981
and the NASA Group Achievement Award in 1983.
Point (solid curve) and average (dashed curve) diffuse ra-
diances as a function of view zenith angle in three azimuth
planes (_ / = 8, 30 ° and gO°) for Dave's Model3 atmo-
sphere, for wavelength = 0.678 ttm, solar zenith angle
= 45 o, and surface reflectance = 0.07.
A MICROWAVE DIELECTRIC MODEL
FOR AGGREGATED SOILS
Although most of the dielectric mixing models used in
predicting the microwave emissivity of soils are physically
based, they all utilize a conceptual representation of the
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soil-water-airsystemasahomogenousthree-phasemix-
tureasastartingpoint.In anattemptto verifythefor-
mulationofproposedsoilwaterdielectricmixingmodels,
aseriesof fieldexperimentsu ingsmallcontrolplotsof
smoothbaresoilwereconductedwithatruck-mounted
1.4GHzmicrowaveradiometer.Inthesestudies,micro-
waveandthermalinfrareddatawerecollectedconcur-
rentlywithgroundobservationsof soilmoistureandbulk
densityfor arangeofsoilconditions.Thesoilplotswere
treatedtoremove,asmuchaspossible,theeffectsofsur-
faceroughnessandsoilprofileheterogeneity.Experimen-
tal resultshowedsignificantdiscrepanciesbetweenthe
measuredemissionfromthetestplotsandmodelpredic-
tionsof microwaveemissivitybasedoncommonlyused
modelsof soildielectricproperties.
Anevaluationof thepossible source of this error led to
the conclusion that the tillage of the soil, used to main-
taln homogeneous profile conditions, created a soil struc-
ture that was quite different from that of laboratory
samples and that assumed by most dielectric mixing
models. Since laboratory samples are usually well-mixed
and consolidated or structureless, the resulting dielectric
models characterize the soil volume as a homogeneous
three phase mixture of soil solids, air and water. In con-
trast, after tillage the soil is made up of macro-aggregates
and clods of varying sizes, and can be represented more
accurately as a two phase mixture of aggregates and
voids. A field soil will then retain this structure until it
is broken down by wetting (irrigation or rainfall).
To account for this condition, various theoretical and em-
pirical dielectric mixing model formulations were ex-
amined and tested. From these analyses, an alternative
representation of the soil physical system was developed
and incorporated into a new model appropriate for tilled
conditions. This model calculates the dielectric proper-
ties of a soil composed of aggregated clods by first com-
puting the dielectric properties of the aggregates them-
selves using a reliable model for consolidated soils (such
as Dobson, et al. [1]), and then determining the dielec-
tric constant of a soil mixture of these aggregates and the
voids. The formulation of the aggregate-void mixture is
based on a theoretical representation for disk-shaped in-
clusions in a host media [2]. In this case, the inclusions
are the voids and the media are the soil aggregates. The
equation for the bulk dielectric constant of the soil
volume k is
k = 3k c + 2(1 - f)(1 - kc)
where k is the dielectric constant of the aggregates and
c
f is the fractional volume occupied by the aggregates.
This equation was used to predict the microwave
emissivity-soil moisture relationship for typical values of
bulk density, and the results are presented along with the
measured values in the accompanying figure for a loamy
sand soil. The disk mixture model explains the observed
data trends very well for the rolled conditions (used to
increase the surface bulk density), and when a typical
microwave roughness parameter value of h = 0.1 is add-
ed, the disk model also explains the data collected just
after tillage. In contrast, a commonly used dielectric mix-
ing model (marked Dobson et al. model in the figure) can
only match the values from well-consolidated soil condi-
tions obtained in previous experiments at the same site.
The results of this study demonstrate that tilled and un-
tilled or settled fields cannot be treated the same in
microwave modeling, even if their surface roughness is
the same. They also suggest that all previous research for
microwave model development and verification involving
surface roughness created by tilling the soil should be
carefully interpreted for these effects.
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Comparison of measured and predicted relationships be-
tween volumetric soil moisture and 1.4 GHz microwave
emissivity for a loamy sand soil using the Dobson et al.
mixing model (solid line) and the disk inclusions
aggregate-void model (dashed lines). The triangles (A, A)
represent data from well-consolidated soil conditions,
while other symbols (e, 0, x) denote conditions where
the soil structure is controlled by tillage.
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This research is part of a joint project conducted with
Dr. T. J. Jackson, USDA/ARS Hydrology Laboratory,
Beltsville, MD.
Contact: Peggy O'Neill
Code 624
Sponsor: Office of Space Science and Applications
Ms. Peggy E. O'Neill holds an M.A. degree in
geography from the University of California, Santa Bar-
bara. Since 1980 she has served as a physical scientist
in the Hydrological Sciences Branch at Goddard. Her
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remote sensing techniques for determination of soil and
vegetation properties.
MICROWAVE RADIOMETRIC OBSERVATIONS OF
SNOW IN THE NORTHERN HEMISPHERE
Snow can be the most variable feature of the Earth's sur-
face. The snow-covered area in the Northern Hemisphere
changes from less than 10 million km in summer to about
50 million km in winter. The unique vantage point of
space provides the opportunity for global synoptic obser-
vations which are well-suited for many climatic data sets
including snow cover. Monthly maps showing snow cover
and snow depth variability for the Northern Hemisphere
have been derived from Nimbus-7 SMMR data for the
six years (1979 to 1984). The microwave portion of the
spectrum is advantageous for snow mapping because of
the large differences in the dielectric constant of liquid
and frozen water which causes a significant variation in
the microwave signal when liquid water is present. Work-
ing in the microwave regions also permits remote obser-
vations of snow under nearly all weather and lighting con-
ditions. Indeed, often the most dynamic areas are the
most cloudy such as the boundaries of sea ice and open
water and snow cover and snow-free areas.
The SMMR system on-board the Nimbus 7 is a dual
polarized, five channel radiometer that measures radia-
tion emitted by the scene under observation. The shortest
wavelength (highest frequency) channel corresponds to
37 GHz (0.81 cm) and is best suited for mapping and
measuring snow. This is because the longer the wave-
length, the greater the depth of the emitted radiation, so
shorter wavelengths sense more about the snowpack than
do longer wavelengths which provide more information
about the underlying soil.
The intensity of microwave radiation emitted from a
snowpack depends on the physical temperature, the grain
size, the density, and the underlying surface conditions
of the snowpack. As an electromagnetic wave emitted
from the underlying earth surface propagates through the
snowpack, it is scattered by the randomly spaced snow
particles into all directions. Consequently, when the wave
emerges at the snow/air interface, its amplitude is gener-
ally attenuated. The dry snow absorbs very little energy
from the wave and therefore, it also contributes very lit-
tle in the form of self emission. When the snowpack
grows deeper, the wave suffers more scattering loss, and
the emission from the snowpack is further reduced.
Currently, several algorithms are available to evaluate and
retrieve snow cover and snow depth parameters for spe-
cific regions and specific seasonal conditions. These algo-
rid-nTiS have been derived from reseEch using a combina-
tion of microwave sensors on-board satellites, aircraft and
trucks as well as in situ field studies. A straight-forward
method to relate microwave radiometric data to snow
cover and snow depth is to examine the differences be-
tween the brightness temperature observed for snow
covered ground and that for snow-free ground.
Efforts have been made by several investigators to pro-
duce a reliable global snow algorithm using theoretical
calculations. Researchers in the Hydrological Sciences
Branch have developed an algorithm that assumes a snow
density of .30 and a snow grain size of .35 mm for the
entire snowpack. The difference between the SMMR 37
GHz and 18 GHz channels is used to derive a snow
depth/brightness temperature relationship for a uniform
snow field. If the 18 GHz value is less than the 37 GHz
value, the snow depth is then zero and so no snow cover
is assumed.
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Nimbus-7 SMMR-derived snow depth maps (February).
This algorithm is presently being tested in several different
regions in the Northern Hemisphere in order to verify the
microwave response of varying snow conditions. One
such region is in the western U.S., the Colorado River
Basin (289,600 km 2, which includes rugged terrain and
heavy vegetation cover. This basin presents a greater
challenge in developing snowpack parameter retrieval
techniques than do flat, homogeneous prairie areas.
Extensive validation of the SMMR-derived data on snow
cover and snow depth is essential and will lead to the
development of more accurate and reliable algorithms.
The next step is to invert the algorithms that have been
developed to model microwave emission, in order to cal-
culate snow cover and snow depth from the microwave
T B. This appears to be possible in areas for which the
relevant properties of the snowpack are well established.
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Results describing seasonal and annual snow cover varia-
bility have been produced from SMMR microwave data
as well as NOAA visible data. In order to compare the
SMMR and NOAA snow map products and evaluate
their accuracy snow depth and snow cover as reported
by climatological stations in the United States was used
as the reference of base snow measure. A subjective
analysis was performed whereby SMMR and NOAA de-
rived snow cover maps for January and February of 1983
were overlaid onto the climatological snow chart.
In general, the snow maps agree fairly well with each
other although there appears to be a bias towards lower
oo,;..._,oo ,.r .......... _r ,_,,t,,,, ,,_._, tl_ SMMR maps
because of a lack of sensitivity to shallow snow (less than
a few centimeters), and because dense vegetation compli-
cated the microwave signature. For January and February
of i983 the SMMR derived snow maps indicate about i0
percent less snow for the entire U.S. than do the NOAA
maps. The threshold for snow/no snow discrimination
is being adjusted in the algorithm used to generate the
SMMR snow maps in order to more accurately portray
observed snow conditions.
Currently, the causes and effects of observed variations
in the snow-covered area are not well understood. Im-
proved understanding of the climatic significance of the
observed changes requires better knowledge of the physi-
cal processes involved as well as an accurate long-term
record of ice and snow conditions. Progress in climate
research will depend on the availability of a variety of
geophysical data sets that describe the boundary condi-
tions and forcings of the climate system. A compilation
of microwave satellite imagery on snow cover for the
years 1979 to 1984 has now been assembled which should
complement the existing visible satellite data set. It is
thought that this information will be a useful reference
for climatology and energy balance studies.
Contacts: A. T. C. Chang, D. K. Hall, and J. L. Foster
Code 624
Sponsor: Office of Space Science and Applications
Dr. Alfred T. C. Chang, who holds a Ph.D. degree in
physics from the University of Maryland, is a research
scientist with 14 years of service at Goddard. Dr. Chang
specializes in microwave radiative transfer processes for
precipitation, soil, and the atmosphere.
LITHOLOGIC DIFFERENCES DETECTED
VIA SPECTRAL SIGNATURES OF SOIL-
VEGETATION OVERBURDEN IN THE
VIRGINIA PIEDMONT
Interesting spectral information related to the general
geology of the region was observed during data analysis
of Thematic Mapper Simulator (rMS) data collected dur-
ing 1982 and 1985 over forested sections of the Central
Virginia Piedmont. These data had originally been gath-
ered to assess the utility of aircraft platform digital data
in detecting soil geochemical anomalies in temperate
forests. However, as residual soils have properties which
are related to the lithologies from which they evolve, the
geology-vegetation relationship was also examined.
Flight lines of aircraft data corresponded to smaller scale
ground-based geobotanical experiments which had been
conducted by this laboratory over the past several years.
Ground-based studies had focused on the spectral prop-
erties of excised leaves. Measurements for these ex-
periments were made using a portable, hand-held radiom-
eter. Thus, an important part of the overall investiga-
tion was a comparison between aircraft TMS data and
hand-held radiometer data monitoring the same wave-
bands. Previous studies conducted by our laboratory in-
dicated that fall senescence was the optimum time period
for spectral detection of soil heavy-metal enrichment.
Both aircraft and ground based data sets were collected
over the same area in October, 1982 during onset of
senescence, the critical time period. During past ex-
perimentation, increased soil heavy-metal concentrations
were repeatedly associated with increased vegetative re-
flectance in the pigment and water absorption wavebands.
However, this conclusion was based upon hand-held
radiometer measurements of excised leaves rather than
an in situ 'canopy' instrument such as an aircraft
mounted radiometer.
Analyses of aircraft TMS data provide a somewhat dif-
ferent scenario. By co-registering a 0.5 km by 1.0 km area
in a -20m by -85m grid of soil chemistry, leaf chem-
istry, hand-held radiometer measurements and TMS air-
craft data we were able to examine spectral behavior with
respect to several known variables of interest. An increase
in pigment and water absorption and an increase in near-
infrared/red reflectance ratio in the aircraft data were at
variance to that previously found in the hand-held work.
Further ground work revealed that while Quercus spp.
(primarily Q. alba) did indicate areas of anomalously
enriched heavy metals, the hand-held data for individual
leaf samples did not correlate with aircraft data at the
multi-tree or canopy scale, based upon comparison of the
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October,1982 datasets. Analyses of multitemporal air-
craft data indicate that at the 'canopy' scale underlying
lithologies were represented by changing vegetation pat-
terns. Patterns of anomalous heavy-metal enrichment
were also detected in the aircraft data, but such spectral
patterns were not identifiable as stress related. The
observed tree species changes associated with soil/rock
chemistry differences show that vegetation assemblage
changes are more important than intraspecific stress in
explaining spectral signatures over this area of meta-
morphic-derived residual soils, at least at this scale of
observation.
Collaborative work with the University of Maryland,
Department of Geology and the Canadian Ministry of
Natural Resources is continuing in the investigation of
relationships between underlying lithologies, soil genesis
and characteristics and vegetation supported both for
residual soils as well as glacially derived soils.
Contact: Robin Bell
Code 620
Sponsor: Office of Space Science and Applications
Ms. Robin Bell, a Ph.D. candidate at the University of
Maryland in physiological ecology, has seven years of
experience at Goddard. She is beginning a project in
Canada in collaboration with the University of Mary-
land and the Canadian Ministry of Natural Resources.
SOME RECENT ADVANCES IN THE
INTERPRETATION OF SATELLITE
MAGNETIC CRUSTAL ANOMALIES
Crustal magnetic anomalies from satellite magnetic
(MAGSAT) data provide important information on the
composition and structure of the crust over its entire
thickness, although at relatively low spatial resolution due
to the elevation at which these anomalies are observed
(-400 km). These data can be particularly useful in
remote regions where more detailed surface data are dif-
ficult to obtain, and for studying large-scale structures
such as the continent-oceanic crustal transition. Geopo-
tential data by itself is limited because many combina-
tions of source body parameters (volume and magnetiza-
tion for MAGSAT data) can produce similar observable
results. Where additional constraints are available (such
as seismic refraction data to show the crustal thickness),
forward modeling techniques can be employed to study
the nature of the anomaly source bodies.
A recently completed study of the satellite-elevation
magnetic anomalies associated with two submarine pla-
teaus is a good example of how MAGSAT data can be
used. The Kerguelen and Broken Ridge submarine pla-
teaus are major oceanic topographic rises lying on op-
posite sides of the Southeast Indian Ocean Ridge. Plate
tectonic reconstructions suggest these two now distant
plateaus were once a single structure which was disrupted
by seafloor spreading. If true, we might expect the
average (magnetic) crustal properties to be similar.
Seismic refraction data was available for Broken Ridge
(but not for Kerguelen); this provides information on the
subcrustal nature of the plateau and in particular on its
thickness by comparison with the surrounding ocean
floor. The Kerguelen Plateau has some geochemical data
available from Kerguelen Island. No such information
is available for Broken Ridge which is completely
submerged.
Assuming the two plateaus were once one and overall
have similar structure and composition, it is possible to
use the geochemical data from Kerguelen to estimate the
crustal magnetization and the seismic refraction data
from Broken Ridge to constrain its volume. A three-
dimensional model for Broken Ridge using these data
produces a calculated satellite-elevation anomaly contrast
which is in excellent agreement with the observed - 13nT
positive contrast in the MAGSAT data (the first figure).
Broken Ridge appears to be a plateau of thickened oce-
anic crust, but with an alkali basaltic nature.
The anomaly contrast for both Kerguelen and Broken
Ridge is about the same (- 12- 14nT), even though the
Kerguelen Plateau has 2.5 times the surface area of
Broken Ridge. Using the same inferred thickness for
Kerguelen as determined from the Broken Ridge seismic
data would produce an expected anomaly contrast of
-25nT, if the magnetization is the same for both
plateaus. However, the Kerguelen Plateau sits over a
mantle hot spot, as shown by the active volcanism on
Heard and Kerguelen Islands. This means geothermal gra-
dient under the Kerguelen Plateau is steeper than under
Broken Ridge, and the Curie Isotherm (depth to the Curie
temperature at which point rocks become non-magnetic)
lies closer to the surface. That is, the "magnetic" crust
in the Kerguelen Plateau is thinner than at Broken Ridge.
From modeling efforts in which the thickness of the
magnetic crust is varied until the calculated magnetic
anomaly contrast matches the observed MAGSAT data,
it appears the Curie point is reached at 15 km depth. The
thermal gradient implied by this result is similar to that
calculated for other active volcanic islands.
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The Kerguelen and Broken Ridge submarine plateaus are thought to have once been a single structure broken apart
by seafloor spreading along the Southeast Indian Ocean Ridge (left). Reduced-to-pole MAGSA T anomaly data and
calculated anomaly for a model of the Broken Ridge plateau (upper righO. Reduced-to-pole MAGSA T anomaly data
and calculated anomaly for a model of the Kerguelen Plateau, which includes an elevated Curie isotherm (lower right).
The conclusions from this study are: (a) the MAGSAT
data support the notion that the Kerguelen and Broken
Ridge submarine plateaus have an overall similar nature
and could very well have been a single structure at one
time; (b) the composition of these plateaus differs slightly
from ordinary oceanic crust, consisting of alkali basalt;
and (c) the Curie isotherm is elevated to - 15 km depth
in the Kerguelen (but not in the Broken Ridge) Plateau.
A second exciting result to come out of modeling of
MAGSAT data has to do with the anomaly contrasts
observed at passive (or Atlantic-type) margins, where con-
tinental crust lies immediately adjacent to oceanic crust.
About 80°7o of the world's passive margins (where near-
by submarine plateaus or other anomalous structures do
not occur) show a recognizable contrast in the MAGSAT
data. In three-fourths of the cases the contrast is in the
sense of a positive anomaly over the continent and a
(relative) negative anomaly over the adjacent ocean basin.
Because the magnetization and thickness of continental
crust differ from oceanic crust, the anomaly contrast can
be used to determine this difference.
The second figure shows the result of a modeling study
for one of the best examples of this contrast, where
positive anomalies over eastern Canada and western
Greenland flank a negative over the Labrador Sea which
lies between them. The Labrador Sea consists of oceanic
crust whose thickness is known from seismic refraction
studies. Little is known about the deep crustal structure
of Greenland, so this study was assumed to be like the
better known Canadian crust. Using magnetizations for
oceanic and continental crust determined from studies in
other areas, the anomaly contrast calculated shows excel-
lent agreement (for the simple block representations used)
with the observed MAGSAT data (the second figure). The
Canada -- Labrador Sea -- Greenland passive margin
anomaly contrast seems to be due to nothing more than
the differences in the thickness x magnetization product
for continental and oceanic crust.
This result holds much promise for studying other passive
margins where there is little available seismic or geo-
chemical data. Because continental crust is in general
more heterogenous and complicated than oceanic crust,
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Observed reduced-to-pole MAGSAT crustal anomaly
data and calculated anomalies for a model of the eastern
Canada-Labrador Sea-western Greenland passive margin.
The Labrador Sea is oceanic crust, and the strong anoma-
ly contrast seen is due to the differences in both mag-
netization and thickness of continental versus oceanic
crust. Considering the simplicity of the block model used,
the agreement is excellent.
it is likely that variations in the anomaly contrasts at dif-
ferent passive margins are due more to variations in the
continental crustal properties than to variations in the
oceanic crust.
Contact: Herbert Frey
Code 620
Sponsor: Office of Space Science and Applications
Dr. Herbert Frey, a geophysicist whose service at God-
dard began in 1972, received his Ph.D. degree in
astronomy from the University of Maryland. Dr. Frey
has earned the NASA Special Achievement Award in
1979, NASA Quality Increase Awards in 1983 and 1986,
and the NASA Group Achievement Award in 1983.
LITHOSPHERIC DEFORMATION DUE TO
CONTINENTAL COLLISIONS
One of the fundamental tenets of the theory of plate tec-
tonics is that lithospheric plates are rigid on the time scale
of most geological processes. These plates move with
respect to one another in response to a complicated in-
teraction of thermal, gravitational, mechanical, and
chemical stresses. The relative motion between these
plates can be measured by Satellite Laser Ranging and
Very Long Baseline Interferometry techniques; indeed
during the past few years intriguing comparisons have
been made between the motions deduced from these con-
temporary measurements and those deduced from the
geological record. Generally, where the plates come into
contact with one another there is an interaction whose
features depend on whether the relative motion is com-
pressive, extensional, or transitional. These interactions
can manifest themselves in geopotential signals which can
be measured by satellites in low earth orbit and in crustal
deformations which are observed both from satellite and
by more conventional techniques.
In most cases, the aforementioned interaction is local and
the deviations from rigid plate behavior are confined to
a narrow, seismically and volcanically active, zone. For
example, in the convergence of two tectonic plates, one
of which is continental and the other oceanic, there is a
localized zone of major earthquakes and volcanoes (e.g.,
the island arcs along the western boundary of the Pacific
Ocean). At this type of plate boundary the lighter conti-
nental plate overrides the heavier oceanic plate. Subduc-
tion of the leading edge of the oceanic plate into the man-
tle results in consumption of lithospheric material in the
mantle. The convergence situation is different, however,
when the collision involves two continental tectonic
plates. The buoyancy of the plates resists subduction
although not with total effectiveness as some overthrust-
ing and subduction is known to occur. The development
of descriptive and analytical models of this important,
albeit complex, geophysical situation is the topic of this
report.
The most prominent example of an ongoing continental
collision is in southern Asia where the Indian subconti-
nent is advancing into the tectonically distinct Eurasian
plate. Here the region of significant crustal and subcrustal
deformation extends many hundreds to perhaps thou-
sands of kilometers into the Asian interior. Although a
number of models have been proposed to account for
various tectonic features of southern Asia, many re-
searchers, notably Tapponnier, Molnar, and England.
McKenzie, and Houseman, have noted similarities be-
tween this crustal deformation pattern and the deforma-
tions observed when a rigid punch advances into a viscous
sheet. (See figure.) Particularly significant is the develop-
ment of left-lateral shear to the northeast of a northward
advancing punch. This shearing mimics the left-lateral
strike-slip faulting observed along the Altyn Tagh and
Kun Lun faults in southern Asia. Similar shear patterns
which represent lateral flow away from an advancing
punch-like plate are observed along faults in Turkey.
At Goddard a finite element implementation of the Eng-
land, McKenzie, and Housemen punch/viscous sheet
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model of lithospheric deformation has been developed
and a variety of numerical experiments conducted in
order to study some of the features of continental colli-
sions. For example, experiments using a linear viscous
rheology indicate that the eastward termination of the left
lateral shear pattern may be influenced by boundary con-
ditions on plate boundaries located quite far from the
continental collision zone. Specifically, extensional be-
havior is observed to terminate the shearing when a lateral
boundary is free to slip (analogous to a low resistance
subduction zone). Conversely, the shearing is terminated
by compression when the lateral boundary is held fixed
(analogous to an extended massive continental interior).
A somewhat more subtle feature of a nonlinear rheology
is the northward diffusion of compressional deformation
beyond the collision boundary at a more rapid rate than
the boundary itself moves. This can be understood by
considering the time dependent response of the litho-
sphere and asthenosphere to convergence, gravitational,
and isostatic phenomena. The initial response of the
deformable sheet to the collision is crustal uplift and
thickening near the plate boundary. However, gravita-
tional stressing and the isolation flow in the asthenosphere
in response to the uplift inhibit the continuation of the
process once the induced gravitational stresses become
comparable to the direct collisional ones. As a conse-
quence the continued convergence is accommodated by
deformation (uplift, compression, thickening, and lateral
extrusion) farther into the plate interior. Locations that
are deeper into the continental interior progressively sense
the collision as time advances. Additionally, the plateau-
like region which partially accommodates the convergence
by crustal thickening grows in width as the collision
progresses.
As mentioned above, it is generally recognized that many
of the crustal deformation features observed in southern
Asia are associated either with overthrusting near the
Himalayas or the crustal thickening and lateral extrusion
accommodating the convergence over a broader scale.
The modeling results suggest that geologically recent com-
pression (and perhaps) extension occurring well into the
Asian continental interior has resulted from the interac-
features of the calculations indicate that the flow of the
continental lithosphere, like that of the ocean lithosphere,
is nonlinear with stress.
Contact: Steven C. Cohen
Code 620
Sponsor: Office of Space Science and Applications
Dr. Steven C. Cohen, who holds a Ph.D. degree in
physics from the University of Maryland, has 19 years
of experience at Goddard. Dr. Cohen, a geophysicist,
has developed analytical and numerical models of
crustal deformations due to strain accumulation and
release in seismic zones. He has also developed models
of continental collisions and analyzed applications of
spaceborne laser ranging measurements to geodynamics
and geophysics.
UNMODELED FORCES ON LAGEOS
Lageos, the Laser Geodynamic Satellite, was launched
in 1976 in order to study tectonic plate motion and
variable Earth rotation, as well as other geophysical
phenomena. This tiny, high-altitude satellite is succeeding
admirably in its appointed tasks, due in large part to the
accurate modeling of the forces acting on the spacecraft.
However, there are still mysterious drag-like forces op-
erating on Lageos (see figure) which are bringing Lageos
down to earth at the average rate of 1.2 millimeters per
day. Drag from the ions in the earth's plasmasphere was
long-suspected as the reason for Lageos' slow demise.
Now this explanation has been thrown into doubt.
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Lageos along-track acceleration residuals (units: 10- _2ms-2).
Recent investigations conducted at Goddard Space Flight
Center point to an entirely different reason for the orbit
decay: infrared radiation from the Earth. It seems that
the radiation heats up half of the glass retroreflectors
covering Lageos' surface. The heating causes the retro-
reflectors to emit their own infrared radiation. And since
this radiation carries away momentum as well as energy,
Lageos receives a slight kick in return as a consequence
of momentum conservation. The studies show that the
sum of all of the kicks on Lageos as it orbits around the
Earth give a net force which always acts like drag, once
the thermal inertia of the retroreflectors is taken into
account.
This peculiar effect gives the right order of magnitude
to explain the average drag. It indicates charged particle
drag is not as important as previously believed. But the
effect does not explain the sharp fluctuations in drag that
occur primarily when the Sun lies in Lageos' orbital plane.
These fluctuations are now being actively investigated by
researchers in the United States and Europe. All research-
ers agree that radiation pressure from sunlight diffusely
reflected off the Earth is inadequate to explain the fluc-
tuations. They do not agree as yet on the adequacy of
specular reflection. The Lageos mystery continues.
Contact: David P. Rubincam
Code 621
Sponsor: Office of Space Science and Applications
Dr. David P. Rubincam is a geophysicist with eight
years of experience at Goddard. Dr. Rubincam, who
holds a Ph.D. degree in physics from the University of
Maryland, pursues research related to solid-earth
geophysics inferred from satellite data.
OCEAN SCIENCE
MEASURING OCEAN WAVES FROM SPACE
Since the mid-1970's, GSFC has been interested in the
possibility of measuring ocean waves from space. Par-
ticularly, we have been interested to find an alternative
to the coherent imaging radar technique (the technique
adopted for Seasat in 1978), one that would be simpler,
less costly, and more accurate. Our research, consisting
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of both theoretical and experimental studies, has led to
the scanning-beam radar 'spectrometer' technique. In this
technique, the image formation process is bypassed and
wave directionality is determined simply by scanning the
antenna beam in azimuth. The technique is cost-effective,
since it can be based on existing space hardware such as
the Geosat altimeter. Implementation would only require
the addition of a relatively small, one meter diameter con-
ically scanning antenna and modification of the altimeter
receiver and processor. The antenna would be directed
to ca. 13 ° Earth incidence. At this angle of incidence,
the wav6 contrasts are produced primarily by geometrical
tilting; consequently, the spectrum of the backscattered
power is closely proportional to the directional wave slope
spectrum.
The scanning-beam microwave technique has been exten-
_IVC;ly U_IIIUII_UtlL_U Wltll all_-lall. U_tLa obtained at alti-
tudes between 5 km and 10 km, and has been shown to
be capable of providing accurate absolute measurements
of the directional height spectrum over a large range of
sea states. The aircraft instrument, the 'radar ocean wave
spectrometer' (ROWS) is depicted in the first figure.
The second figure is a dramatic illustration of the power
of the ROWS technique. It shows ROWS directional
spectra (here converted from slope spectra in the wave
number domain to height spectra in the frequency do-
main) obtained during a two-hour circuit of a ca. 150 km
by 700 km area off the coast of Norway. The waves, rang-
ing from 5 m to 10 m in average height, were produced
by an intense cyclone travelling up the Norwegian coast.
The storm produced two wave systems, one 330 m in
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ROWS aircraft geometry.
ROWS spectra of storm seas obtained at 10 km altitude
on the CV-990 aircraft transformed to height spectra in
the frequency domain. The spectra, in units of
ra2/Hz/radian, are scaled to the peak values.
length (15 s period) travelling parallel to the coast, the
other, about 200 m long travelling at right angles toward
the coast. At the time of the flight, the center of the
cyclone was just to the NE of the northernmost observa-
tions, and the northernmost portion of the area is still
under the action of 50 knot winds (shown by wind barbs).
The wave train travelling towards the coast was produced
by winds in the cyclone's western sector some 15 hours
previous, and is relatively limited in spatial and temporal
extent.
The ROWS spectra of the second figure, along with wave
spectra from a buoy located near ROWS file 'A' have
been used to test the performance of a numerical wave
model developed by V. Cardone of Oceanweather, Inc.
The model was run in the hindcast mode using well-
prescribed wind fields. Comparison of the hindcast spec-
tra with the radar and buoy spectra showed the hindcast
to be surprisingly accurate. The model was able to
reproduce the basic structure and spatial distribution of
the ROWS spectra in the second figure. The third figure
compares the spectra for ROWS file A with the buoy and
hindcast spectra. The figure shows the remarkably good
agreement between the buoy and the radar observations.
The hindcast closest in time to the observations (0800 Z)
does not agree well; however, the hindcast six hours
previous does. This indicates that phasing errors in the
hindcast are significant.
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Comparison of ROWS data for file "A' compare with the second figure with buoy and hindcast spectra. The buoy
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dary mode (direction to 110 °) is the locally generated wind sea. Buoy and ROWS inferred significant wave height
is 9.5 m. The upper curve is the ROWS 95% confidence interval.
An integrated spaceborne radar altimeter/spectrometer
operating at an altitude of 700 km could sample direc-
tional spectra on a scale of 150 km every 150 km along
the satellite track. With such a system, observations such
as those depicted in the second figure could be made
routinely. The data would be used to fine-tune and refine
wave models and to update the wave field for improving
the model forecasts. Eventually, using a wind-wave model
mix based on routine scatterometer wind and spectrome-
ter wave observations such as envisioned by the European
school, much improved weather and wave forecasts will
be possible. Along with this one will have a firmer basis
for estimating wind stress and global air-sea fluxes. The
logical next step in the development of the ROWS tech-
nique is a Shuttle demonstration/check out. However,
with the setback to the Shuttle program, we are consider-
ing going directly to a free-flyer. An excellent platform
would be the follow-on to the Navy's Naval Remote
Oceanographic Sensing System (N-ROSS).
Meanwhile, we are pursuing a vigorous aircraft program
consisting of continued technique validation and refine-
ment and wave physics and phenomenology investiga-
tions. For validation, we are presently relying on the high
resolution directional spectrum data provided by the sur-
face contour radar (described by E. Walsh in this report).
Contact: F. Jackson
Code 671
Sponsor: Office of Space Science and Applications
Dr. Frederick C. Jackson is a physicist with the Oceans
and Ice Branch at Goddard. Dr. Jackson, who has eight
years of service with Goddard, holds a Ph.D. degree
in oceanography. He recently received the Code 670
Peer A ward for best paper describing the radar ocean
wave spectrometer technique.
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OCEAN COLOR SPECTRAL VARIABILITY
DETERMINED BY A NEW AIRBORNE
SPECTROSCOPY METHOD
A new technique termed active-passive correlation spec-
troscopy (APCS) is now being used to determine the spec-
tral regions where waterborne constituents affect the
ocean's color. Outside of the influence of water itself,
the chlorophyll pigment was previously known to cause
amplitude changes in the ocean color spectrum in the 400
to 450 nm and the 450 to 550 nm regions due respective-
ly to absorption and scattering effects. Also, solar-
induced chlorophyll emission at - 685 nm has even been
acquired from aircraft platforms. With the new APCS
method, these type effects can be observed together with
the weaker chlorophyll absorption at -650 nm. When
applied to a previously unstudied pigment phycoerythrin,
the APCS method revealed those spectral regions where
the accessory pigment influences the passive color spec-
trum. Furthermore, the technique is applicable to any
waterborne constituent whose laser-induced fluorescence
and/or on-wavelength backscatter is measurable at air-
craft altitudes. Thus, the most optimum bands for passive
remote detection of a particular material can be found
using the APCS method.
The NASA Airborne Oceanographic Lidar (AOL), and
its integral passive ocean color subsystem (POCS) was
used for the initial ocean color spectral variability studies.
During a typical field experiment, 8,000 to 20,000 pairs
of active (laser-induced) and passive ocean color spectra
are acquired from essentially identical spatial locations.
(Numerous experiments conducted over the past eight
years have shown excellent agreement between chloro-
phyll concentration measurements from surface truth
vessels and chlorophyll fluorescence signal acquired with
the AOL and normalized with the water Raman signal
found in the same active spectra.) This volume of paired
information forms a powerful statistical data base from
which to analytically determine optimal spectral bands
to estimate constituents measured from the active spec-
tra. The APCS technique, as the name implies, deter-
mines chlorophyll-induced linear variations in the passive
ocean color spectrum through linear correlation with
Raman normalized, laser-induced chlorophyll fluores-
cence. All regions of the passive spectrum are sequentially
subjected to analysis until a complete correlation spec-
trum is obtained.
Profiles of Raman normalized chlorophyll and phyco-
erythrin (an accessory pigment contained in phyto-
plankton) obtained during a mission flown over the New
York Bight in spring 1984 are shown in the first figure.
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Profiles of Raman normalized, laser-induced chlorophyll
and phycoerythrin obtained during a flight over the New
York Bight during April 1, 1984. Both are expressed in
relative units of concentration. Note the high spatial
variability and the lack of coherence between the two
pigments.
The distribution of the two pigments along this flight line
show the necessary range in concentration as well as areas
of non-coherence between the two phytoplankton-borne
pigments. The second figure (a) is a chlorophyll correla-
tion spectrum resulting from airborne flight data obtained
in the New York Bight. A curvature algorithm was used
to process the ocean color data, thus this correlation spec-
trum indicated those wavelength regions where the cur-
vature of the upwelled spectral radiance is being influ-
enced by the chlorophyll pigment. The high correlations
found in the 450 to 520 nm and the 645 to 660 nm
segments of the color spectrum are attributed to
chlorophyll absorption while correlation in the 680 to 690
nm region is assigned to solar-induced chlorophyll
emission.
The phycoerythrin correlation spectrum can be similarly
generated. See (b) in the second figure. This spectrum in-
dicates that the variability in the oceanic upweUed spec-
tral radiance due to phycoerythrin occurs most strongly
in the 600 nm and the 670 nm regions. Notice that the
latter two spectral areas correspond to regions of low
chlorophyll correlation as shown in the second figure (a).
Further comparison of (a) and (b) in the second figure
shows that there are portions of the ocean color spectrum
which are not strongly driven by either pigment.
The APCS method is now being applied to data obtained
in different oceanic locations. Also, other algorithm types
(radiance ratios, first and second derivative, etc.) are be-
ing studied using the APCS technique. All data used in
the present analyses were obtained with the NASA AOL
and POCS subsystem operating aboard the Goddard
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(a)Chiorophyll spectral correlation function Pc(Xj). This
function yields spectral regions at 460 to 510, 645 to 660,
and 680 to 695 nm where the upwelled spectral radiance
variability of the ocean is directly related to chlorophyll
pigments. (b)Phycoerythrin spectral correlation, p (Xj).
This function gives narrow spectral regions at 60_ and
- 670 where the upwelled spectral radiance variability is
strongly related to phycoerythrin pigment fluorescence.
By comparing (a) and (b), it is evident that chlorophyll
and phycoerythrin ocean color spectral variability con-
tributions are inversely related at their principal correla-
tion wavelengths and that the ocean color spectrum is
essentially invariant to these pigments at 630 nm.
Space Flight Center/Wallops Flight Facility P-3A
aircraft.
The complete details of APCS are to be published in a
technical paper in Applied Optics.
Contact: Frank E. Hoge
Code 672
Sponsor: Office of Space Science and Applications
Dr. Frank E. Hoge, AST Optical Physics, has been with
Goddard since 1981. Dr. Hoge holds a Ph.D. degree
in physics from the University of West Virginia.
ARCTIC POLYNYAS AND OCEANIC PROCESSES
Satellite observations with the Nimbus-7 Scanning Multi-
channel Microwave Radiometer (SMMR) are used to
study the location, size, and persistence of polynyas along
the Alaskan and Siberian coasts during the 1978 to 82
winters, and their associated oceanographic effects. The
importance of polynyas as a source of cold, saline water
for maintaining the Arctic Ocean density structure has
been noted by a number of investigators (e.g., Aagaard
et al., 1981). Their work suggests that the Arctic Ocean
halocline is maintained by the large-scale lateral advec-
tion of cold saline water from polynyas on the adjoining
continental shelves. On the shelves, the freezing of ice
in regions of persistent ice divergence produces the dense
saline shelf water which feeds the polar basin.
We are currently examining polynyas along the Siberian
and Alaskan continental shelf using techniques developed
in our study of polynyas along the Antarctic Wilkes Land
coast (Cavalieri and Martin, 1985). In the Antarctic study,
we used the shortest wavelength channels of the SMMR
(0.81 cm) to obtain the highest spatial resolution for map-
ping the polynyas along the coast. The combination of
open water areas derived from the SMMR data and
weather data from three stations along the Wilkes Land
coast provided the input to a heat-transfer algorithm that
was used to compute the ocean-to-atmosphere heat flux
in each polynya. Ice growth rates and salt fluxes to the
underlying ocean were also computed. From this study,
we showed that periods of high winds were significantly
correlated with periods of open polynyas. (See the first
figure.) Furthermore, from historical oceanographic data,
we showed that the polynyas which produced large salt
fluxes were in regions with high observed summer shelf
salinities; while the polynyas with small fluxes were in
regions of low shelf salinities.
Examination of monthly variance maps of the SMMR
0.81 cm polarization shows that the primary sites of Arc-
tic polynya formation are as follows: on the U.S./Cana-
dian continental shelf, polynyas occur along the Alaskan
coast from Cape Lisburne to Point Barrow and in the
vicinity of the Mackenzie Delta. The most persistent
polynya, the North Water polynya in northern Baffin
Bay, is visible on each of the monthly variance maps. On
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The study of Arctic polynyas shows that periods of high winds are significantly correlated with periods of open polynyas.
the Siberian shelf, the largest and most persistent
polynyas form on all sides of Novaya Zemlya, while other
polynyas occur in the Whalers Bay region north of
Svalbard, and around Franz Josef Land, Novosibirskiye
Ostrova, Severnaya Zemlya, and Ostro Komsomolets.
Time series of the open water areas derived from the
satellite microwave data provide a measure of the seasonal
and interannual variability of each of these polynyas. A
comparison of the polynya variability with air tempera-
ture and wind data from Arctic weather stations shows
that in most cases there is an excellent correlation between
the open water area and wind speeds. The Novaya Zemlya
polynyas which have the largest observed open water
areas provide a particularly good example of atmospheric
forcing. (See the second figure.) Weather station data are
further used with the open water areas to estimate ice pro-
duction rates, and heat and salt fluxes for each polynya.
These results provide a quantitative check on estimates
of the amount of deep and bottom water produced on
the continental shelves.
Contacts: D. J. Cavalieri and S. Martin
Code 671
Sponsor: Office of Space Science and Applications
Dr. Donald J. Cavalieri is a physical scientist in the
Laboratory for Oceans at Goddard. Dr. Cavalieri, who
holds a Ph.D. degree in meteorology from New York
University, has seven years of experience at Goddard.
He has served as Principal Investigator for the Bering
Sea Marginal Ice Zone Experiment (MIZEX WesO. He
is also an associate editor of JGR Oceans.
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The Novaya Zemlya polynyas, which have the largest observed open water areas, provide a good example of atmospheric
forcing.
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ARCTIC SEA ICE FROM SATELLITE
MICROWAVE DATA
Data collected in the mid-1970's by the Electrically Scan-
ning Microwave Radiometer (ESMR) on board the
Nimbus-5 satellite provide the earliest detailed global
record of sea ice coverage throughout an annual cycle.
The ESMR collected high quality data for much of the
four-year period 1973 through 1976. The large contrast
between the emission of sea ice and the emission of liquid
water at the 1.55-centimeter wavelength of the instrument
allows an accurate determination of the sea ice edge from
the ESMR data and an approximate calculation of sea
ice concentrations (percentages of the ocean area covered
by sea ice). The E:SMR data set provides a detailed record
of the seasonal, interannual, and regional variations in
the Northern Hemisphere sea ice cover. Consequently,
this data set is being compiled and analyzed in an Arctic
sea ice atlas by scientists at Goddard Space Flight Center
(GSFC) and the U.S. Geological Survey (USGS).
The ESMR data show that, on average over the four years
1973 through 1976, the sea ice cover of the Arctic and
surrounding seas underwent a yearly cycle from a mini-
mum ice extent of 7.8 million square kilometers in Sep-
tember to a maximum ice extent of 14.8 million square
kilometers in March. In September the ice pack was most-
ly confined to the central Arctic Ocean and portions of
the Greenland Sea, the Kara Sea, and the Canadian Ar-
chipelago. Essentially no ice remained in the Bering Sea,
Hudson Bay, the Sea of Okhotsk, or Baffin Bay/Davis
Strait (the first figure). By March the ice cover had ex-
panded to cover almost entirely the Arctic Ocean, Hudson
Bay, the Kara Sea, and the Canadian Archipelago and
to extend over large portions of the other peripheral seas
and bays (the second figure). The absence of ice in most
of the Barents Sea, in_ spite of the very high latitudes,
resulted from the warm waters brought into the sea by
the warm Norwegian Current. Similarly, the warm West
Greenland and West Kamchatka Currents restricted ice
Kamchatka Peninsula, respectively. By contrast, the cold
East Greenland and Labrador currents transported ice
and cold water far south along the east coasts of Green-
land and eastern Canada, as reflected in the second figure.
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Much of the Northern Hemisphere sea ice that remains
through the summer (the first figure) survives with altered
microwave emission characteristics because of melt pond-
ing and brine drainage during the spring and summer
months. Such ice, subsequently termed "multiyear ice,"
has a lower microwave emission than the "first-year ice"
which has not experienced a summer melt period. As a
result, the determination of sea ice concentrations from
the microwave brightness temperature data is dependent
on the proportions of multiyear ice and first-year ice
within the field of view. The expanded color scale, or
nomogram, (in both figures), takes this into account, pre-
senting sea ice concentrations as a function of the fraction
of the ice cover which is multiyear ice. In those regions
where multiyear ice either does not exist or exists in only
very small quantities, such as the Sea of Okhotsk, the
Bering Sea, Hudson Bay, and Baffin Bay/Davis Strait,
the left-hand scale of the nomogram is appropriate.
Work is near completion on creating an Arctic sea ice
atlas from the ESMR data. The volume, being done by
C. L. Parkinson, J. C. Comiso, H. J. Zwally, D. J.
Cavalieri, and P. Gloersen of GSFC and W. J. Camp-
bell of the USGS, will include extensive discussion of the
microwave properties of sea ice, monthly average North-
ern Hemisphere images of ESMR radiometric brightness
temperatures, monthly average images of derived sea ice
concentrations, and a wide variety of time sequences of
such variables as total sea ice extent, mean sea ice con-
centration, and open water percentage. The time se-
quences will be presented for each of eight regions cover-
ing most of the Northern Hemisphere sea ice area and
for the sum of the eight regions. The sea ice cycle revealed
by this data is described in detail in the atlas and com-
pared with atmospheric and oceanographic phenomena
and with results for the Southern Hemisphere. The final
volume, entitled Arctic Sea Ice, 1973-1976: Satellite
Passive-Microwave Observations, should be available in
early 1987.
Contact: Claire Parkinson
Code 671
Sponsor: Office of Space Science and Applications
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Average March sea ice concentrations, 1974-1976, as determined from data of the Nimbus 5 ESMR.
108
Dr. Claire Parkinson is a research scientist with eight
years of service at Goddard. Dr. Parkinson, who holds
a Ph.D. degree from Ohio State University, is the"
author of a book on the history of science and co-author
of books on climate modeling and Antarctic sea ice.
SURFACE CONTOUR RADAR DEMONSTRATES
THE POTENTIAL TO DEFINE FLOE
CHARACTERISTICS AND ICE SURFACE
TOPOGRAPHY OF ARCTIC PACK ICE
In January !984, the NASA P-3 aircraft operated out of
Keflavik, Iceland, to participate in the National Oceanic
and Atmospheric Research (NOAA) Arctic Cyclone Ex-
periment. During the course of that experiment, data were
taken over sea ice 40 km off the coast of Greenland,
Analysis of data taken at 170-m altitude by the NASA
P-3 with the GSFC Surface Contour Radar (SCR) dem-
onstrates for the first time the potential for a 36 GHz
scanning pencil-beam radar to define floe characteristics
and ice surface topography of Arctic pack ice.
Analysis of the 35-mm color photographs taken coinci-
dentally with the radar data showed the total ice concen-
tration was 9 to 10-tenths and that the multiyear fraction
ranged from 45 percent to 100 percent with the remainder
of the ice being first-year, young or new. Floe sizes range
from medium to small with the remainder brash ice and
small cakes. The shadows of the ridges cast by the low
Sun angle (3.5 o) indicated that ice ridging averaged 1 to
2 meters.
The SCR produces topographical and backscattered
power maps of the surface below the aircraft over a swath
whose width is half the aircraft altitude. The backscat-
tered power data sharply delineated many of the floes
observed in the photography. The off-nadir elevation data
were less impressive but still consistent with the general
variation of the topography. Indications are that an up-
graded SCR could produce very low noise elevation maps
of the ice topography.
The figure shows the backscattered power from two areas
separated by 10 km. The data were taken with the air-
craft in approximately a 15 obank, causing the incidence
angle to vary between 0 o and 30 ° off-nadir as the plane
turned slowly in a circle. The characteristics of the off-
nadir backscattered power in the two areas are markedly
different. The data shown at the top of the figure indicate
relatively low backscattered power from off-nadir. At the
bottom of the figure the aircraft roll angle was slightly
higher, and the region within a few degrees of nadir was
not in'terrogated. But, the off-nadir region is character-
ized by much higher backscattered power.
Analysis of the photographs indicates a significant differ-
ence between the two areas. The floes in the area of high
off-nadir back scattered power (bottom of figure) were
ringed by narrow ridges, but their surfaces were snow-
covered and smooth, except by wind erosion. On the
other hand, in the area with low backscattered off-nadir
power (top of figure), the surface of the floes was rough
and had the appearance of a rubble field. The radar data
indicate the potential of producing maps showing the
areas of undeformed versus heavily ridged and deformed
ice which could provide important information on
regional ice dynamics.
Contact: Edward J, Walsh
Code 672
Sponsor: Office of Space Science and Applications
Dr. Edward J. Walsh, AST Microwave Physical Elec-
tronics, has served at Goddard since 1981. Dr. Walsh,
who holds a Ph.D. degree from Northeastern Univer-
sity, received the NASA Outstanding Scientific Achieve-
ment Award in 1967.
TIME-SERIES ANALYSIS OF POLAR SEA ICE
USING NIMBUS-7 SCANNING MULTICHANNEL
MICROWAVE RADIOMETER DATA
The Scanning Multichannel Microwave Radiometer
(SMMR) on board the Nimbus-7 satellite has now been
in operation for over seven years. The amount of data
accrued in that period of time has proved to be over-
whelming to researchers when using traditional data pro-
cessing and analysis techniques on a mainframe com-
puter. Utilizing the Goddard Space Flight Center IBM
3081, the SMMR data in the polar regions have been re-
processed into more convenient format for use in mini-
computer/image analysis systems such as the VAX 750/
IIS system recently assembled for the Goddard Labora-
tory for Oceans (GLO).
The process consists of first remapping the orbital ra-
diance data stored in integrated fields-of-view onto closely
spaced latitude/longitude gridpoints and then a second
remapping onto polar stereographic map projections
through an algorithm designed to produce sea ice con-
centrations. This has been done for both polar regions
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Surface Contour Radar produced these backscattered power maps of two areas separated by 10 km.
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to produce sea ice concentration images for each day of
SMMR operation, i.e., every other day, for the seven-
year data set presently available. These images are in
digital format and are therefore easily studied with the
use of image analysis techniques which are under develop-
ment for the SMMR. The north polar data set has been
successfully ingested into the GLO image analysis sys-
tem, and is undergoing thorough quality checking before
being made generally available to outside users.
During the early part of the development of this process-
ing technique, two time-lapse motion pictures were pro-
duced covering a two-year time span. One of these was
of the south polar region for possible use of PBS station
WQED in their Planet Earth series; the other was of the
north polar region for the Walt Disney Enterprises, which
used them in its newly opened ocean sciences building at
the Epcot Center, The quality of the recoi-ding tech,_Sques
has improved substantially since then, and the procedure
has been used to produce pilot versions of a seven-year
history of sea ice concentration in two areas of interest
to investigators of the Marginal Ice Zone Experiments
(MIZEX), the Bering and Okhotsk Seas (MIZEX/West)
and the Fram Strait, Greenland Sea, and Barents Sea
(MIZEX/East).
These pilot time-lapse movies have been recorded both
on video tape and 16 mm film, and are currently being
analyzed and interpreted in terms of climate and
sea/ice/air interactions. In its present state, the analysis
system permits displaying the polar images with a choice
of pseudo-color scales and zoom factors (for emphasis
of local regions) at variable rates of up to 30 images per
minute on the monitor screen, and selection for prolonged
viewing of any of the individual images by date.
The figure,produced by this technique, shows four dif-
ferent no.rhh polar images of sea ice concentration for the
four'_ea]ons in 1984. The June 30 image corresponds to
a day on which five different remote-sensing aircraft
(operated by NASA, NOAA, ONR, ERIM, and CNES)
carrying either radar or passive microwave imagers were
overflying the MIZEX area in the vicinity of the Fram
Strait. This and similar images produced for other days
in June 1984 have been analyzed in detail along with the
observations made from the aircraft research vessels dur-
ing MIZEX '84 by an international team of investigators
and submitted for publication in four different papers.
The techniques are currently being extended for use in
the mid-latitude regions.
Contact: Per Gloersen
Code 671
Sponsor: Office of Space Science and Applicatons
Dr. Per Gloersen, senior scientist who has been with
Goddard since 1968, holds a Ph.D. degree from Johns
Hopkins University in physics.
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North polar images, produced by time-series analysis, of sea ice concentration for the four seasons in 1984.
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"'A new set of 19-pixel hexagonaly shaped X-ray arrays and their matching elec-
tronics chips have been designed, laid out, and are being fabricated. ""
-- Lokerson
SENSORS AND SPACE TECHNOLOGY
MAGNETICALLY SUSPENDED FLYWHEELS
The application of flywheels for energy storage in the
power system of low earth orbiting spacecraft, when com-
bined with the attitude control system, has been shown
to provide potential performance improvements over the
conventional electrochemical systems presently in use to-
day. The required flywheel system would consist of an
integrated design of composite materials, magnetics sus-
pension and high efficiency permanent magnet, brush-
less, ironless armature, motor/generator. Conceptually,
this type of flywheel is referred to as the "Mechanical
Capacitor". Unfortunately, efforts to date have been
plagued with lack of sufficient funds to support the
development and demonstration of a complete integrated
working unit.
_ILJ j_'_" ,_
A systems study of magnetically suspended flywheels at
the University of Maryland under grant NGL5-396 has
been investigating the key technologies for the develop-
ment of a complete working system, but unfortunately
termination of funds has severely impacted progress.
Nevertheless, the magnetic suspension system for a 300 "
watt-hour flywheel was sized and verified with a much
smaller scaled down prototype. The magnetic system
under study is based on the single pancake bearing origi-
nally developed by Mr. Phil Studer (Code 716) of the
GSFC. Permanent magnets provide the force for suspen-
sion along the axis of rotation (passive control) and radial
suspension is provided by two electromagnets and their
respective control systems (active control). The control
system for the radial direction was optimized to enable
testing of the small prototype wheel at speeds up to 10000
rpms, above the first critical.
Facing page: Sensor technology and antenna development,. (See Loike_n and Hilliard.)" ;
The principle of the single bearing was extended to a two
bearing design to provide four degrees of freedom for
a 300 watt-hour sized wheel composed of concentric in-
terference fitted epoxy-graphite rings. The bearing design
was also extended to incorporate a back-up set of ball
bearings, and the complete assembly was verified in a
;!a_oratory prot_lql_. The, design provides for the inclu-
S_o_n'_ _.e integral motor/gmbJ_W_I_ located in the
center o.f the concentric ring_iched between
the two, bearings which are located at the top and bottom
and at the inner dilLmeter of the concentric rings. The net
resulf is)_,sl_.tl_ magngticall_ suspended flywheel,
, yielciing"_ l_[tle_y,density_attd volumetric efficien-
cy. Design equations for the magnetic suspension system
and for the interference assembled concentric rings have
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been developed and coded for computer aided design of
flywheel systems in the range of 100 to 1000 watt-hours.
Contact: G. Ernest Rodriguez
Code 711
Sponsor: Office of Aeronautics and Space Technology
Mr. Ernest Rodriguez is a staff engineer with 24 years
of experience at Goddard. Mr. Rodriguez, who holds
a BSEE degree from Michigan Technology University,
served as the Advanced Power Systems Technology
R TOP manager (506-41-41).
ADVANCED FLYWHEEL TECHNOLOGY
The feasibility of manufacturing and the design for a 500
watt-hour magnetically suspended flywheel using ad-
vanced technology techniques was completed under Phase
1 of a Small Business Innovation Research contract with
TPI, Inc. The advanced flywheel is intended for use in
low Earth orbiting spacecraft to perform the dual func-
tion of energy storage and attitude control by using a
minimum of four wheels in a tetrahedron configuration
to control the four variables, three axis and power. Two
important innovations addressed in the study are the use
of interference assembled composite rings of graphite
epoxy in the design of high energy density flywheels and
active magnetic suspension in four degrees of freedom.
Four degrees of freedom is necessary since perturbations
orthogonal to the spin axis, as well as dynamic cross-
coupling, render a flywheel system to chatter if only the
radial motion is stabilized. The work accomplished in
Phase 1 encompasses the design and analysis of the
flywheel, magnetic suspension control system, motor
generator, and overall system considerations.
The design of the 500 watt-hour flywheel system is shown
in the accompanying figure. The flywheel was analyzed
using the FLYANS2/FLYSIZE software developed by
the University of Maryland and modified by TPI, Inc.
The computer program FLYANS2 performs a stress
analysis on a multi-ring flywheel arrangement given
material properties and inner radius ratios (inner radius
of ring/outer radius of whole flywheel). The data from
FLYANS2 is used for the FLYSIZE computer program
to actually size the flywheel. The design arrived at yields
a flywheel with an inner diameter of 5.76 inches, an outer
diameter of 12.0 inches, and a height of 5.474 inches. The
configuration consists of 5 graphite/epoxy rings plus one
segmented iron ring for the magnetic suspension and
Magnetic bearing stack for 500 watt-hour system.
motor/generator magnets. Maximum operating speed is
52,000 rpm and low operating speed is 26,000 rpm. Burst
speed is calculated to be 70,000 rpm. Overall weight is
29 lbs, yielding a usable energy density of 18.96 wh/lb.
The stack bearing consists of 2 magnetic bearings, a
motor/generator and 2 back-up bearings, requiring a total
stack height of 5.5 inches. The computer program
MAGBER, developed by the University of Maryland, was
used to design the magnetic bearing with a radial stiff-
ness of 5600 lb/in, a current-force sensitivity of 140 lb/in.
and a nominal gap distance of .038 inches. The electro-
magnet coil consists of 2100 turns with a maximum
operating current of 4 amperes. The stator radius is 2.5
inches with a pole face thickness of 0.15 inches. The per-
manent magnet diameter would be 1.8 inches and would
have a length of 0.3 inches. The motor/generator design
would consist of a rotating ring assembly made up of per-
manent magnets attached to the soft iron ring at the inner
radius of the flywheel. The flux return ring would be a
stationary ferrite ring glued onto the inside periphery of
the stationary ironless armature. The resulting 8 pole
machine would be delta-connected winding and would
operate at 4000 hz. The number of turns for the armature
is 24 turns per coil, yielding a motor constant of 2.69
volts/k rpm.
Based on the design of the 500 watt-hour system, it is
concluded that magnetically suspended flywheels are a
viable alternative to batteries, system issues of attitude
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controlandpower transfer are manageable, and using
current knowledge, modules varying in size from 100 to
1000 watt hour can be developed. It is also recommended
to construct and test the proposed design in a suitable
spin test facility to cycle the energy storage wheel through
its operating range.
Contact: G. Ernest Rodriguez
Code 711
Sponsor: Small Business Innovation Research Program
Mr. Ernest Rodriguez is a staff engineer with 24 years
• v,,,s,,c,., ,v,u holds
a BSEE degree from Michigan Technology University,
served as the Advanced Power Systems Technology
RTOP manager (506-41-41).
THE NATIONAL AERONAUTICS AND SPACE
ADMINISTRATION/GODDARD SPACE FLIGHT
CENTER BATTERY WORKSHOP
The National Aeronautical Space Administration God-
dard Space Flight Center Battery Workshop was orga-
nized in October 1968 as a result of problems encountered
with the performance of sealed aerospace nickel-cadmium
secondary energy storage cells. Representatives of 30
organizations attended that meeting and, as a result, a
committee of users was formed and a specification for
high reliability nickel-cadmium secondary cells was writ-
ten. Because of the great amount of information transfer
that took place and the progress made at that first meet-
ing, a Workshop was again held in October 1969 and an-
nually since that time.
The Battery Workshop is hosted by the Space Power Ap-
plications Branch (Code 711) of the Space Technology
Division at Goddard. The annual meetings are open to
all government and commercial personnel interested in
the manufacture and application of batteries and other
energy storage technologies. The annual attendance has
reached 250 to 300 persons with attendees representing
80 companies, 6 government agencies, and 7 foreign
countries.
As stated above, the Battery Workshop has grown from
a small meeting of users to a full 3-day conference with
over 45 presentations. The range of subjects covered has
changed from strictly nickel-cadmium technology to in-
clude such topics as nickel-hydrogen technology and
lithium battery technology• Although these changes have
taken place, open discussion and free transfer of infor-
mation remain the major objectives. Because of this, the
Battery Workshop is regarded as one of the most infor-
mative and worthwhile meetings taking place in the en-
ergy storage technical community•
Subjects discussed at the 1985 Workshop included: ad-
vanced energy storage, lithium cell primary and secon-
dary technology and safety, nickel-cadmium technology,
nickel-cadmium testing and flight experience, and nickel-
hydrogen technology.
In the future, the objectives of the Workshop will remain
unchanged with primary emphasis on the testing and
flight applications of both nickel-cadmium and nickel-
hydrogen secondary ceils and batteries.
........ " " IVI _3 ITOW
Code 711
Sponsors: Office of Aeronautics and Space Technology
Office of the Chief Engineer
Mr. George W. Morrow, an electrical engineer with 3 ½
years of experience with Goddard, holds a B.S. degree
in chemical engineering from the University of West
Virginia.
TECHNOLOGY FOR FORECASTING
PERFORMANCE OF HIGH-VOLTAGE INSULATION
Work has continued on development of non-destructive
test techniques and on evaluations of high-voltage com-
ponents, materials and assemblies. This is needed to
enhance reliability of kilovolt-level power supplies for
space use.
Incipient failure modes can be detected by trends of par-
tial discharge (P.D.) quantities or corona pulses in ad-
vance of catastrophic breakdown. The continued inves-
tigations are summarized below:
(1) Application of the D.C.P.D. tamp'test technique
(described previously) to capacitors was extended. The
P.D. predictions were then correlated with actual physical
defects such as cracks and chips as revealed by section-
ing the capacitors• The correlations were excellent.
(2) P.D. test techniques, both D.C. and A.C. were ap-
plied to high-voltage miniature transformers in order to
ll7
ranksimilartransformersfor thedegree of resin im-
pregnation. This has led to the procurement of a vacuum-
pouring system for the resin impregnation, followed by
possible pressure curing.
(3) Evaluation of unfilled potting resins was continued,
notably crack propagation characterization of the 3 most
frequently used resins at Goddard Space Flight Center
(GSFC). This was carried out by the General Electric
Company (GE) under a small task order from GSFC as
a supplement to one of GE's Air Force contracts. Briefly,
the results were that the polyurethane Conap EN-11 is
more resistant to crack propagation than DC 93-500, a
silicone rubber than Uralane 5753 LV, another poly-
urethane.
(4) High-voltage transformers, in addition to P.D. testing
between windings, need to be tested for intrawinding par-
tial discharge activity while the transformer is actively
self-excited as in real service. For this, the available com-
mercial detection systems cannot be used (parallel
method). A high-pass filter has been designed to connect
in series between the test object and the detection oscil-
loscope. This filter suppresses the high-frequency (e.g.,
70 khz) power frequency signal and still passes the
nanosecond-range small partial discharges. Preliminary
results are encouraging. Sensitivity still needs to be in-
creased and calibration methods confirmed.
(5) A High Voltage in Space handbook is being written,
drawing for resources on our own work at GSFC and also
on experience gained elsewhere by literature search and
private communication.
Contact: R. S. Bever
Code 711
Sponsor: Office of Aeronautics and Space Technology
Mrs. Renate S. Bever, an electrical engineer, has eight
years of service with Goddard. Mrs. Bever, who holds
an M.S. degree from Cornell University, has among her
professional interests the interaction of the space
environment with the spacecraft and high voltage
packaging for space flight high voltage components.
LONG-LIFETIME CRYOGENIC REFRIGERATOR
Many space instruments require ultralow temperature
cooling to perform their measurements. Several Goddard
Space Flight Center technology programs are underway
to fulfill this need. One such program is to develop an
ultralow temperature (cryogenic) refrigerator that will
operate in space for three to five years without mainte-
nance.
The first unit of the new refrigerator, the Proof-of-
Principle Model Stirling Cycle Cryogenic Cooler has ac-
cumulated 21,956 hours of operation as of August 4,
1986. The magnetic bearings have operated for 37,612
hours and the radial position sensors have operated for
32,723 hours since adjustment.
Running silently at an average speed of 25 cycles/sec, it
generates 5 W of cooling power at a temperature of 65
K when its compression heat is rejected at 300 K. Its
reciprocating components work without conventional
bearings, seals, or lubricants because they are levitated
and centered by magnetic bearings. A closed-loop servo
system controls the position of the free-floating pistons.
Moving magnet linear motors of a new design provide
linear motion. Because there is no friction and wear, the
operating performance of the cooler has not changed dur-
ing the 2.5 years in operation.
The second-generation cooler, the Prototype Model, is
presently being fabricated; it is designed to survive shut-
tle launch and operation in space. The launch specifica-
tions necessitated improvements in electromagnetic bear-
ings, axial and radial position sensors, structural design
of the moving elements, and the axial counterbalance.
This model will have an active counterbalance with a
linear motor, magnetic bearings, clearance seals, and gas
springs. It will be designed for launch into space and have
high reliability electronics. The engineering model was
not designed for launch and used commercial-grade elec-
tronic parts without redundancy.
As in the first-generation refrigerator, organic contamina-
tion has been eliminated by the use of all metal and
ceramic construction. Reductions in system input power
result from an integral permanent magnet displacer spring
and more efficient linear motors and drive electronics.
Ferrite variable reluctance radial position sensors provide
improved temperature stability and improved sensitivity
to the magnetic bearing control system. Additional bear-
ing improvements are realized through increases in gas
film damping, C/DC force capabilities, and structural
resonant frequencies. Improved Linear Variable Differen-
tial Transformers (LVDT's) provide high-frequency capa-
bilities to the axial control systems. All clearance seal sur-
faces are specially treated with ion-plated titanium nitride
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Proof-of-principle model Stirling cycle cryogenic cooler.
to eliminate potential damage due to contact during
launch and shipping. Transmitted vibrations are mini-
mized by six-degree-of-freedom spring mounts between
the refrigerator and spacecraft.
The prototype model will incorporate features to reduce
input power which were not considered to be of major
importance in the engineering model.
If the prototype model evolves into a protoflight model,
the first application will be to extend the lifetime of the
liquid helium dewar on the Advanced X-ray Astrophysics
Facility (AXAF) by cooling the outer vapor cooled ther-
mal shield.
This cooler development has won two IRIO0 Invention-
of-the-Year awards.
Contacts: Max G. Gasser and Stephen H. Castles
Code 713
Sponsors: Office of Aeronautics and Space Technology
USAF Space Technology Center
Mr. Max G. Gasser is an aerospace engineer with 21
years of service at Goddard. Mr. Gasser, who received
his B.S. in chemical engineering from Virginia
Polytechnic University, is involved with cryogenic
cooler technology research and development for space
applications. He received the IR-IO0 A ward in 1983 and
holds a patent on the Stirling cycle cryogenic cooler.
Dr. Stephen H. Castles, Head of the Cryogenics
Technology Section, has eight years of service with God-
dard. Dr. Castles, who holds a Ph.D. degree in physics,
served as Goddard Program Manager for Liquid
Helium Servicing and Technical Officer for COBE
Dewar. He also designed a space-worthy adiabatic
demagnetization refrigerator.
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ALL-METAL COMPACT HEAT EXCHANGER
FOR SPACEBORNE CRYOCOOLERS
The overall cycle efficiency (hence, input power require-
ments) of reverse-Brayton cryocoolers for space applica-
tions is highly sensitive to the thermal effectiveness of the
heat exchangers. Applications for these cryocoolers in
space dictate that these heat exchangers be as small and
light as possible. To date, only heat exchangers employing
organic materials have been able to achieve the high ther-
mal effectiveness values required for these systems within
the allowed size and weight limitations. However, heat
exchangers with organic materials degrade cycle perfor-
mance by leakage and system contamination. Therefore,
a compact all-metal heat exchanger with high thermal ef-
fectiveness is highly desirable.
The GSFC has started a program to develop a high-
performance, all-metal heat exchanger. Two novel heat
exchanger concepts were evaluated with respect to size,
weight, and manufacturability with the aim of achieving
a thermal effectiveness in excess of 0.98. Detailed thermal
models of the heat exchangers were developed and fabri-
cation and assembly techniques of key exchanger elements
were demonstrated.
The heat exchangers were sized to meet the specifications
of a 5 W reverse-Brayton cycle cryocooler currently under
development for the GSFC. The specifications are: 0.9
g/s balanced flow of neon, with 2.2 atm, 260 K inlet con-
ditions at the warm end and 1.2 atm, 70 K at the cold
end. The thermal analyses of the heat exchangers showed
that an overall effectiveness (effectiveness including
pressure drop penalty) as high as 0.985 to 0.995 could
be achieved with modest heat exchanger weights (less than
3 kg). Fabrication of the heat exchangers also appears
feasible, but will require a special machine. The contrac-
tor (Creare, Inc.) has demonstrated the ability to design
and build advanced machines for the manufacture of
miniature turbomachinery and the heat exchanger prob-
lem is much less demanding than very high speed turbo-
machinery or tilting pad gas bearings.
In addition to the specialized needs of spaceborne cryo-
coolers, this heat exchanger technology will have wide-
spread application in commercial helium liquifiers and
refrigerators.
Contact: Max G. Gasser
Code 713
Sponsor: Small Business Innovation Research Program
Mr. Max G. Gasser is an aerospace engineer with 21
years of service at Goddard. Mr. Gasser, who received
his B.S. in chemical engineering from Virginia Poly-
technic University, is involved with cryogenic cooler
technology research and development for space applica-
tions. He received the IR-IO0 A ward in 1983 and holds
a patent on the Stirling cycle cryogenic cooler.
A RELIABLE, LONG-LIFETIME CLOSED-CYCLE
CRYOCOOLER FOR SPACE USING TILTING PAD
GAS BEARING TURBOMACHINERY IN THE
REVERSE BRAYTON CYCLE
Turbomachinery is used in large scale gas liquifaction
plants but the components are much too large for NASA
needs. Recent advances in miniaturization have made tur-
boexpanders as small as 1/8 inch in diameter (0.125").
These operate at very high speed when supported on self-
acting (tilting pad) gas journal bearings with pressurized
gas thrust bearings or magnetic thrust bearings.
Miniature turboexpanders and tilting pad gas bearings.
A turbocompressor is being designed which will incor-
porate proven features in a new and patentable configura-
tion. A double-sided impeller will limit axial thrust to an
extent that an efficient permanent magnet thrust bearing
can be used. In addition, the solid rotor motor has special
features for heat removal.
A program is underway to design and build a reverse
Brayton cycle system to produce 5W of cooling of 70K
with Neon as the working fluid. When in operation the
moving parts are not in physical contact so the system
should have a very long lifetime. This system will use an
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all-metal heat exchanger and should be free of contamina-
tion. Being self-acting the system is simpler than the
magnetic bearing approach and requires only a compres-
sor motor controller in place of complex electronics.
Unlike the Stirling cycle coolers, the gas bearing turbo-
machinery produce no noise or vibration. However, at
the present time the magnetic bearing approach is much
further ahead in its development.
When fully developed the reverse Brayton cycle approach
should be much less expensive to build than the magnetic
Stirling and should have the same or greater efficiency
in producing cryogenic refrigeration in space. The reli-
ability would be greater due to the decreased electronics
part count.
Contact: Max G. Gasser
Code 713
Sponsor: Small Business Innovation Research Program
Mr. Max G. Gasser is an aerospace engineer with 21
years of service at Goddard. Mr. Gasser, who received
his B.S. in chemical engineering from Virginia Poly-
technic University, is involved with cryogenic cooler
technology research and development for space applica-
tions. He received the IR-IO0 A ward in 1983 and holds
a patent on the Stirling cycle cryogenic cooler.
FLIGHTWORTHY ADIABATIC
DEMAGNETIZATION REFRIGERATOR
The Goddard Space Flight Center is developing a space-
worthy Adiabatic Demagnetization Refrigerator (ADR)
to cool satellite sensors. Plans call for the ADR to cool
X-ray calorimeters in the Advanced X-ray Astrophysics
Facility (AXAF) and infrared bolometers in the Space In-
frared Telescope Facility (SIRTF). The ADR will cool
these sensors to below the temperature of the satellites'
liquid helium dewars. This cooling will dramatically de-
crease the noise levels in the sensors. The Noise Equiva-
lent Power (NEP) of these sensors is proportional to the
5/2 power of the temperature. Reducing the temperature
from 1.5 K (the approximate temperature for space-
pumped helium) to 0.1 K (the design temperature of the
Goddard engineering model ADR) would reduce the
temperature by a factor of 15 and the NEP by up to a
factor of 870.
An engineering model ADR has been developed and
tested at the GSFC. One important advantage of the God-
dard engineering model ADR is that it has no moving
parts. This avoids problems of vibration and mechanical
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Layout of the Adiabatic Demagnetization Refrigerator's
magnet.
wear. Another advantage is that it contains no fluid. The
ADR's main competitor on the ground is the dilution
refrigerator, which uses mixtures of liquid helium three
and liquid helium four. In the dilution referigerator, dif-
ferent density mixtures are held separate by gravity. Such
a system would be difficult to adapt to zero gravity.
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Developmentof a flightworthy ADR is now in process.
One disadvantage of the ADR is that is is cyclic. Instead
of cooling continuously, it warms up periodically to ex-
haust heat. The Cryogenics Technology Section (Code
713. l) is performing tradeoff studies on the computer to
maximize the length of the cooling cycle while minimizing
the weight of the ADR. These studies optimize the relative
weight of the paramagnetic salt and the superconducting
magnet. The studies indicate that an ADR with an accept-
able weight of 9 kg. can attain cooling times of 800
minutes at 0.1 K with a heat load of 10 microwatts, or
400 minutes with a load of 20 microwatts.
Another difficulty with the ADR is the need for magnetic
shielding. The ADR uses a superconducting magnet which
must be shielded to keep its magnetic field from interfer-
ing with other equipment. Code 713.1 is developing a de-
sign for a shielded magnet using a magnetic field calcula-
tion program developed at the University of Southern
California (USC). The program models a main magnet
coil with active, radial shield coils. Code 713 is modify-
ing the program to include an outer passive superconduct-
ing shield. The basis of the magnet design is a low-current
magnet designed and built by Cryomagnetics, Inc. to
Goddard specifications. A low-current magnet is required
to reduce heat leakage to the stored liquid helium along
current leads. The present magnet produced by Cryo-
magnetics, Inc., produces a three-Tesla central field at
a current of three Amps.
Contacts: Stephen H. Castles and Brent A. Warner
Code 713
Sponsor: Office of Space Science and Applications
Dr. Stephen H. Castles, Head of the Cryogenics Tech-
nology Section, has eight years of service with Goddard.
Dr. Castles, who holds a Ph.D. degree in physics, served
as Goddard Program Manager for Liquid Helium Serv-
icing and Technical Officer for COBE Dewar. He also
designed a space-worthy adiabatic demagnetization
refrigerator.
Mr. Brent Warner, a member of the Cryogenics Tech-
nology Section, came to Goddard in 1985. Mr. Warner
holds a Masters degree in physics.
IMAGING ARRAY X-RAY SPECTROMETERS
AND INTEGRATED ELECTRONICS
The emphasis on this task is shifting from just X-ray
detector arrays to integrated electronics that must match
the detector to optimize the signal-to-noise ratio. This
research and development is stressing the X-ray task, but
is relevant to a variety of detectors that have the common
characteristics of low capacitance connections to low-
noise, medium-to-high gain preamplifiers that are read
out by commutation. The work includes exploring
massively-parallel analog-to-digital conversion by tech-
niques that are believed new. The types of arrays for
which this research is aimed include small-to-large arrays
of X-rays, infrared, visible, and particle detectors. They
operate at cryogenic temperatures as low as a degree
kelvin at liquid helium, liquid nitrogen, or room tem-
peratures. Very little work has been done in these low
temperatures with fully integrated analog amplifiers. Over
the past three years, increasingly more complex amplifiers
have been prototyped using the Metal-Oxide Semicon-
ductor Implementation System (MOSIS) to make state-
of-the-art silicon-gate NMOS and CMOS technology us-
ing silicon foundries relatively inexpensively for such
electronics.
In the past year both analog and digital circuits for these
types of applications have been designed, built and func-
tionally tested. A new set of 19-pixel hexagonally shaped
X-ray arrays and their matching electronics chips have
been designed, laid out, and are being fabricated. The
detector chips include a variety of test cells designed to
verify processing that will be used to improve consistency
of thermomigration of the detector through the wafer.
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X-ray detector with integrated JFET's.
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Imaging X-ray spectrometer (for 1 to 30KeV X-rays).
One design includes either integrated or hybrid JFET's
on the detector chip for low amplifier noise. Another
design attempts to produce lower capacitance to offset
the effects of using noisier NMOS amplifiers integrated
on a chip that will be bonded to the detector chip. The
X-rays occur at random times, making processing quite
different and more complicated from most camera pro-
cessing. Design of chips to process these random events
and to prepare the signals to pass through the cryogenic
interface with a minimum of wires (and hence thermal
loss) will be progressing in the near future, using CMOS
technology.
Contact: Donald C. Lokerson
Code 724
Sponsors: Office of Space Science and Applications
Office of Aeronautics and Space Technology
GSFC Director's Discretionary Fund (prior
year)
Mr. Donald C. Lokerson, Head of the Microelectronic
Section, has 24 years of service with Goddard. Mr.
Lokerson holds an MSE degree from George X-ray preamplifiers with bonding-pads to match detector.
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Washington University. Mr. Lokerson has designed and
overseen the fabrication, construction, and integration
of the telemetry systems of 10 Explorer spacecraft. He
is presently working on custom integrated circuits for
X-ray detectors.
INGESTIBLE THERMOMETER TRANSMITTER
The recent development of a miniature quartz crystal
whose frequency varies linearly with temperature and the
more familiar advances in microminiaturization capabil-
ity permit a highly accurate Ingestible Thermometer
Transmitter (ITT) to be fabricated. The ancillary equip-
ment includes a sensitive receiver, a calibration system
and display elements. The temperature range of interest
is 30.0°C to 40.0°C with a resolution of 0.1 °C. The
display requirement is 3 digits (300-400). The working
range is ½ meter.
The transmitter consists of a crystal controlled reflection
oscillator drawing 100 microamps DC at a voltage of
3VDC. The frequency, as a function of temperature, is
given by:
1) FT = FR + (T-25)m Hz
FR = 262,144 Hz at 25 0(2
T is in degrees C
m is in Hz/°C
In order to produce a 10 Hz/°(2 change, the period during
which counting occurs is adjusted to be 10 seconds. The
number of clock counts that drive the counter is:
2) FT = [262,144 + (T-25)m] x 10 Counts
m
The displayed count will be:
3) FD = FT -- Fo where Fo is the offset count
which permits the proper display.
Using m = 9 Hz/°C, the expression for the display
becomes:
4) FD = _ FR - 291,021
The values of FR at various temperatures and the value
of FD is shown in Table 1.
Table 1
T FR Hz FD
25 °C 262,144 250
30 °C 262,189 300
35 °C 262,234 350
40 °C 262,279 400
The crystal oscillator shown in the accompanying figure
was selected instead of a conventional Colpitts transistor
oscillator or a CMOS inverter type oscillator because of
the inherent stability. A 0.9 Hz instability produces an
effort of 0.1 °C. The reflection oscillator is at least an
order of magnitude more stable, and raises the possibility
of reading to 0.01 °(2 accuracy.
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Simplified Reflection Oscillator.
The scale factor 10/m is obtained by dividing a 2 MHz
crystal oscillator by 1000 and then by 2222, producing
a period of 1.11 seconds. The counter used is the Pro-
grammable Counter CD4059. The second counter em-
ploys 3 thumbwheel switches to accomplish adjustment
of the period as 'm' varies by + 1.5%. The output of the
second counter drives a decode by 10 circuit -- CD4017
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-- providing the gating pulses for Preset Enable (Fo),
Clock Enable and a strobe pulse for the displays. The
received signal drives 3 presettable U/D Counters
(CD4029) which, after the counting period, drives the
display units (Diodelite-Dialight Corp).
The receiver employs a controllable regenerative FET
amplifier in conjunction with a loop stick antenna. At
a distance of ½ meter the received signal is 300 millivolts
P/P and varies inversely as the cube of the distance. The
signal is then amplified and shaped to drive the counters.
By adding an additional divide by 10 circuit in the calibra-
tion circuitry, and suitably changing the constants, the
counting chain and displays may be extended to 4 units
and a temperature resolution of 0.01 °C may be realized.
A contemplated additional app,.cation of the trm-_.smStter/
receiver system is to measure the external body tempera-
ture of a premature baby in an incubator without the use
of hazardous wiring.
Contact: Leonard L. Kleinberg
Code 728
Sponsor: Office of Commercial Programs
Mr. Len Kleinberg, who holds an MSEE degree in
microwave communications, joined Goddard in 1963.
He has been active primarily in analog, digital, and RF
electronic design. His recent efforts have been directed
towards the LSI of communication circuits for space
applications and data collection systems.
NAVGRAPH: A PRE- AND POST-PROCESSOR
FOR FINITE ELEMENT ANALYSIS
NAVGRAPH is a computer program developed under
government contract by Brigham Young University to
perform pre- and post-processing for finite element
analysis. GSFC is participating with the Navy in this pro-
ject. Finite element analysis is the mathematical method
of discretizing a structure into an assemblage of subdivi-
sions or finite elements for the purpose of performing
structural analysis. Pre-processing refers to the work of
preparing mathematical models of a structure that repre-
sent the desired geometric configuration, physical con-
straints, loads and material properties. Post-processing
refers to the laborious task of interpreting the results.
Computer results include internal and external forces, in-
ternal stresses and displacements, accelerations, etc. This
information is often very voluminous and therefore dif-
ficult to interpret quickly and accurately. Post-processing
using color computer graphics aids the engineer by dis-
playing the output results pictorially.
NAVGRAPH is being developed to perform these pre-
and post-processing tasks. It performs interactive geo-
metric model building, model meshing for finite element
models, and has an editor for applying constraints, loads
and material properties. Its display abilities include hid-
den line removal and color shading. Its post-processing
abilities include full color display of structural deforma-
tions and animations of displacements, and color shading
of analysis results such as stresses or element forces, it
has both forward and reverse translation to NASTRAN,
ABAQUS and MARC finite element programs and to
IGES formatted neutral f'des. In its completed stage it will
be a non-proprietary program similar to PDA/PATRAN.
Plans are to install NAVGRAPH in the Personal Com-
puter environment. This will have to wait, however, until
the Intel 80386 microprocessor chip coupled with the new
MS-286DOS operating system become available during
the second quarter of 1987, because the current PC's can-
not provide adequate power to run NAVGRAPH. The
80386 is the first Intel 32-bit microprocessor. MS-286DOS
will be the first version of the operating system to allow
access to more than 640 K Bytes of Random Access
Memory. This combination will be the first 32-bit IBM
PC compatible microprocessor that will have the power
to handle computational intensive engineering applica-
tions. Once NAVGRAPH is installed in the PC environ-
ment, engineers will be able to perform all pre- and post-
processing for finite element analyses at the PC level.
NAVGRAPH is currently in Phase I of development.
There should be a working version by the end of 1986.
Phase II of the development effort will begin in 1987.
NAVGRAPH will provide a needed capability for struc-
tural analysts. Once it is installed on the Intel 80386
system, each engineer will have access to a powerful finite
element pre- and post-processor on his desktop.
Contact: K. McEntire
Code 731
Sponsor: Office of Aeronautics and Space Technology
Mr. Kelly McEntire came to Goddard in 1983 with an
M.S. degree in civil structural engineering from
Brigham Young University. He works in the Structural
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Loads and Analysis Section of the Mechanical Engineer-
ing Branch. Mr. McEntire is responsible for ensuring
that his branch has up-to-date computer graphics
software.
CAPILLARY PUMPED LOOP HITCHHIKER-G
FLIGHT EXPERIMENT
The advent of the Space Station and large free flying plat-
forms has increased the requirements on thermal control
systems by at least an order of magnitude over the thermal
systems currently in use. Power levels of tens of kilowatts
and transport lengths over tens of meters are planned for
future systems. Two-phase heat acquisition and transport
loops are under development at the Goddard Space Flight
Center in order to meet these new requirements. Two-
phase systems utilize the latent heat of vaporization of
the working fluid as the heat transport mechanism and
are therefore much more efficient than single phase
systems currently in use. There are two types of thermal
control loops being developed, the mechanically pumped
two-phase system and the Capillary Pumped Loop
(CPL).
The CPL utilizes a porous wick material to draw the
working fluid via capillary action to a heated surface
(evaporator). The ammonia fluid then vaporizes and
travels to a condenser, thus carrying the heat load with
it. The vapor is then returned to the liquid state as the
heat is removed at the condenser. It is then routed back
to the evaporator pumps to complete the cycle. Since the
CPL is a closed system, a temperature controlled reser-
voir can be used to control the saturation temperature
at any desired temperature level. This feature of two-
phase systems allows for rigid temperature control over
a wide range of heat loads. Another feature of the CPL
is that it contains no moving mechanical parts, which
significantly enhances its reliability.
The CPL flight experiment on the Hitchhiker-G (H/H-
G) carrier system was a reflight of the CPL-Get Away
Special (GAS) experiment described in last year's Re-
search and Technology Report. This mini-CPL experi-
ment consists of two-evaporator pumps, an isolator,
reservoir, condenser, and control electronics. The experi-
ment, which measures approximately 14" × 14" by 4"
high, is shown in the first photo both before and after
incorporation of the heaters, thermistors, and control
electronics. The heaters were upgraded from 100
Watts/pump for the battery powered GAS experiment
to 400 Watts/pump for H/H-G, since shuttle power is
available on Hitchhiker missions. This allowed for CPL
experimentation over a much wider power range.
While the experiment was again mounted in a Get Away
Special (GAS) container, extensive modifications to the
standard container thermal design were necessitated due
to the increased power levels. A specially modified 140
Capillary Pumped Loop Hitchhiker-G flight experiment.
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pound container top plate was utilized for the condenser
heat sink, and the GAS container insulation was removed
to enhance its heat rejection capability. The integrated
CPL experiment is shown in the second photo along with
the Hitchhiker-G avionics mounted in the shuttle Colum-
bia. Data collection and experiment commanding was ac-
complished real time from the ground via the Hitchhiker-
G control center. This capability, which was not available
on the GAS flight, greatly increased the CPL experiment
accomplishments by allowing for real-time data reduc-
tion and replanning of the CPL power profiles.
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Integrated CPL experiment.
Temperature profile for the high power cycle.
tion temperature) was maintained at 29 °C. For the high
power cycle, the evaporator temperatures increase rapidly
until ammonia vaporization occurs at the saturation tem-
perature. Then the temperature remains relatively con-
stant until the power is shut off at the end of the cycle,
demonstrating proper functioning of the evaporator
pumps. The slight upward trend of the evaporator
temperature corresponds to the transient warmup of the
condenser during the cycle. In the next figure showing
the high power deprime/reprime, both pumps are initially
powered at a relatively low level to show proper opera-
tion of the CPL. The power was then increased to a high
level to intentionally dry-out or deprime the evaporator
pumps, as evidenced by the sharp temperature rise at 20
minutes into the cycle. The power was then shut off until
the evaporators cooled below the saturation set point of
The CPL H/H-G experiment was successfully flown on
the maiden voyage of the Hitchhiker-G carrier on STS
61-C in January, 1986. A total of 38 power cycles were
run during the mission, compared to 13 for the GAS ex-
periment. Each cycle generally consisted of a 40 minute
power on period followed by a four-hour cooldown time.
Several types of power cycles were run, including high
and low power, heat sharing/natural priming, variable
reservoir set point temperature, power ratios, subcool-
ing limit, and high power deprime/reprime tests. In ad-
dition, a five-hour continuous power cycle was performed
to demonstrate relatively long term operation of the CPL.
Temperature profiles for the high power and high power
deprime/reprime cycles are shown in the accompanying
figures. In both cases, the reservoir set point (loop satura-
40
35
30
_ 25
22o
<
_ 15
_ lo
E-
5
f
I- EVAPORATOR 1 ........ RESERVOIR
I EVAPORATOR 2
.... f." ............................................................................................... •
E 1 = 280 WATTS , I
E 2 = 280 WATTS I
, I , l , l, i l
10 20 30 40
MINUTES AFTER MET ABOVE
Temperature profile for the high power deprime/reprime
cycle.
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29deg. C. Power was then reapplied to one of the pumps
to demonstrate the ability of the CPL to quickly recover
from a deprimed condition.
The Hitchhiker-G flight further demonstrated CPL capa-
bilities in space. The results of this flight showed that
zero-g behavior was very similar to that observed in
ground test, increasing confidence that ground verifica-
tion of CPL systems can be accomplished prior to im-
plementation on flight systems. A larger 4 pump version
of the CPL with power levels at 1000 watts and transport
lengths of 10 meters will be flown in the future. This CPL
will more closely emulate actual flight thermal control
systems planned for future application.
Contact: Dan Butler and Roy Mclntosh
Code 730
Sponsor: Office of Space of Science and Applications
Mr. Dan Butler is a research and development engineer
with the Thermal Engineering Branch with 8 ½ years
of experience at Goddard. He holds a B.S. in aerospace
engineering from Virginia Polytechnic Institute. Mr.
Butler currently serves as Program Manager for the
Pumped Two-Phase flight experiment.
Mr. Roy Mclntosh, Section Head of Code 732.2, has
24 years of service with Goddard. Mr. Mclntosh, who
received his education at Antioch College (Ohio), has
received two Exceptional Performance A wards and a
NASA Exceptional Engineering Achievement Medal for
work in two-phase heat transfer.
HYBRID MECHANICAL/CAPILLARY PUMPED
TWO-PHASE HEAT-TRANSFER LOOP
Currently planned large space structures, such as the
Space Station, will require a significantly more sophis-
ticated and capable thermal energy management tech-
nology than that employed by existing spacecraft. Abso-
lute power levels, heat flux, and transport lengths will
all be much greater than is practical with today's passive
and single phase technology. Temperature control will
also be more demanding.
In recognition of these problems, efforts to develop a
more efficient two-phase technology have been under
development at GSFC for several years. Two-phase sys-
tems, which utilize the heat of vaporization of a re-
frigerant to absorb, transport, and reject very large quan-
tities of waste heat, have been demonstrated to offer
significant advantages for such applications. Two basic
system types have been studied: mechanically pumped
systems which use a mechanical pump to circulate re-
frigerant through a loop and capillary pumped systems
which employ the surface tension of the liquid refrigerant
in a fine capillary wick to develop a pressure head.
The mechanical and capillary pumped two-phase tech-
nologies each have their respective advantages and disad-
vantages. In an attempt to obtain the best of both designs,
the concept of a hybrid mechanical/capillary pumped
system has been developed and tested jointly by the GSFC
and Dynatherm Corporation of Cockeysville, Maryland.
The schematic diagram depicts the basic system concept.
Liquid refrigerant (i.e., anhydrous ammonia) is pumped
by a small positive displacement pump through a liquid
loop. Capillary wicked evaporators (e.g., "cold plates")
are connected to this loop either in a parallel configura-
tion (by opening both valves 1 and 2) or in a series con-
figuration (by closing valve 2 and opening valve 1).
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Hybrid Mechanical Capillary Pumped Loop.
The hybrid concept represents an attempt to obtain,
through both system design and operation, the best of
the mechanical and capillary pumped concepts. Its generic
advantages include: improved design flexibility (e.g.,
pressure drops, especially in the liquid loop, are now not
a design limitation); greater reliability (e.g., non-
condensible gases may be swept away from the evaporator
inlet), and; greater commonality with the main Space Sta-
tion thermal bus concept. In addition, if the mechanical
pump fails it should be possible to operate the system in
the conventional capillary pumped mode by simply clos-
ing valve 1 and opening valve 2.
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In the parallel mode, the liquid refrigerant continuously
flows through an open loop while the capillary evapora-
tors draw off (approximately) only what refrigerant is
needed to meet a heat load. Since the evaporators are self
regulating, system control is very simple. In the series
mode, liquid is forced through the evaporators. This may
yield higher heat absorption capacity but does require a
more sophisticated system control and greater refrigerant
inventory. Hence, each operating mode has its own re-
spective advantages and disadvantages.
A hybrid loop with two capillary evaporators has been
fabricated and tested. Each evaporator is capable of ab-
sorbing 2 KW of power. The limited testing performed
to date has been very encouraging and demonstrated some
of the anticipated design advantages. A larger loop, with
eight capillary evaporators and 6 KW total capability is
being fabricated to further define the performance and
reliability of this design concept.
Contact: Theodore D. Swanson
Code 732
Sponsor: Office of Aeronautics and Space Technology
Mr. Theodore D. Swanson is an aerospace engineer with
two years of experience at Goddard. Mr. Swanson, who
holds an M.S. degree from the University of Maryland,
designed the first ammonia-based, operational two-
phase heat transfer test bed along with two ground-
based photovoltaic power stations.
TWO-PHASE HEAT EXCHANGERS
Large space structures, such as the Space Station, are ex-
pected to employ a two-phase heat transfer system for
thermal energy management. Heat exchangers will be one
of the key components of such systems. For the past year
GSFC and McDonnell Douglas/St. Louis have been de-
veloping two types of heat exchangers for two-phase,
microgravity applications: one for interfacing between a
pair of two-phase thermal loops and the other to act as
a regenerator within a single loop.
The interface heat exchanger design involves use of a
finned and spiraled tube within a tube concept. Eight
parallel tubular sections, each about two feet long, are
manifolded together to obtain a heat exchanger with an
8 KW rating. The basic design is depicted in the accom-
panying sketch. In this approach, cool liquid (or low
quality two-phase vapor) is channeled through the middle
ring while the hotter pure (or high quality) vapor is di-
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Two-Phase Heat Exchanger concepts.
rected through the outer ring. The spiraling of the fins
enhances heat transfer in microgravity by forcing the
vapor in the outer ring to be in contact with its inner wall
and the liquid in the inner ring to be in contact with its
outer wall. Theoretically, a very high rate of heat transfer
is thus effected by condensing in the outer ring and boil-
ing in the inner ring.
This design concept has permitted development of an ef-
ficient, compact, low pressure drop, lightweight heat ex-
changer. The limited amount of testing performed to date
on a small section has demonstrated evaporative heat
transfer coefficients of 1.0 W/°C/cm2 and higher. How-
ever, the data has been inconsistent, possibly due to flow
instabilities and uneven flow distribution. These are clas-
sical problems typically encountered when manifolding
two-phase flow, and are heavily gravity dependent. Fur-
ther testing is planned to help quantify performance,
evaluate the impact of these problems and identify design
improvements.
The regenerative heat exchanger is a one foot long hollow
tube with large splines. This is also depicted in the at-
tached sketch. It has a 2 KW heat transfer capability. Sub-
cooled liquid is passed through the thirty-two radial slots
of the splines and partially warmed up (but not evapora-
ted). A two-phase vapor is passed through and partially
condensed in the center channel. This design is also very
efficient and compact, but has two-phase flow only one
side of the heat exchanger. The limited testing performed
to date has demonstrated a condensing heat-transfer coef-
ficient of about 1.3W/°C/cm 2. Additional testing to
further define the performance map will be carried out
in the near future.
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Contact:Theodore D. Swanson
Code 732
Sponsor: Office of Aeronautics and Space Technology
Mr. Theodore D. Swanson is an aerospace engineer with
two years of experience at Goddard. Mr. Swanson, who
holds an M.S. degree from the University of Maryland,
designed the first ammonia-based, operational two-
phase heat transfer test bed along with two ground-
based photovoltaic power stations.
SPARTAN 200 SPACE RESEARCH CARRIERS
Spartan 200 series space research carriers have been
developed as a second generation of inexpensive, reusable
small satellites designed for launch and retrieval using the
space shuttle. The space shuttle transports Spartan to
space with the carrier attached within the payload bay.
Spartan controls are activated prior to deployment by
commands sent by the shuttle crew. All subsequent events
aboard Spartan are preprogrammed and stored inside the
craft. The shuttle remote manipulator system grapples
Spartan, lifts it out of the payload bay, and releases it.
Spartan's own pointing system then takes over to cor-
rectly position the payload allowing autonomous opera-
tions free of shuttle constraints.
ftxwmE
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Spartan 201 space research carrier.
The Spartan 200 series provide the scientist with an in-
strument canister which attaches to the research carrier
structure and provides a housing for his instrument. Pro-
vision is also made on the structure for mounting his sup-
porting electronics. Housed within the research carrier
structure is a command and data handling subsystem and
an attitude control subsystem with a cold gas pneumatic
pointing system. The command and data handling sub-
system provides for data acquisition and recording equip-
ment, power switching and control, Orbiter-to-Spartan
electrical interface and control of mission events such as
experiment door open, vent valves open/close, vacion
pump operation, etc.
Interaction between the command and data handling and
attitude control subsystem is required to ensure that mis-
sion events occur consistent with attitude control and
science data acquisition requirements. The attitude con-
trol subsystem provides all sensors, signal processing,
thrust control and programming to fulfill the total mis-
sion requirements for science instrument pointing.
On board power for all Spartan subsystems is provided
by two LR 350 silver-zinc battery packs. A third, LR 40
battery pack provides back-up power to a magnetic con-
trol System for stabilization and recovery of the Spartan
if the primary control system becomes inactive. The Spar-
tan carrier thermal requirements are maintained by a ther-
mal control subsystem which provides active thermal con-
trol using thermal louvers and heaters. Passive thermal
control is provided by thermal blankets and appropriate
thermal coatings, and, in some cases, thermal cooling of
isolated heat sources can be accomplished by a heat pipe
and cooling fin.
The Spartan 200 space research carrier has minimal in-
terfaces and hence requires minimal support from the
shuttle. The system is capable of operating autonomously
for up to three days after being put overboard, at which
time it is retrieved by the shuttle and returned to Earth
for science data analysis and system refurbishment. A
cornerstone of the low cost Spartan approach is its
capability for reflight with a minimum turn-around time.
Scientists using Spartan will find the carrier to be flexi-
ble in accommodating a variety of scientific instruments.
Enhancements to current Spartan capabilities are planned
on future missions.
Contact: Frank Collins
Code 740
Sponsor: Office of Space Science and Applications
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FLUOROEPOXY ADHESIVE FOR BONDING
TEFLON WITHOUT ETCHING
A new fluoroepoxy material has been developed and
shown to be able to bond Teflon without chemical etch-
ing. The adhesive tensile strength obtained is twice as high
as that achievable with a conventional epoxy adhesive
with Teflon unetched or close to that with Teflon etched.
This is very attractive because Teflon and other fluori-
nated plastics are known to be extremely difficult to bond
to unless the surface is etched with a special and strong
chemical etchant. The etchant is corrosive and is hazard-
ous to use. In many cases, it is undesirable or simply im-
pOSSlOl¢ to _UllUilg;L au_lJ, an
Moreover, the bonding to Teflon without surface etching
would be more resistant to aging degradation in high
humidity environments than that with surface etching.
It is known that Teflon etched with the special Naphtha-
lene agent is very sensitive to humidity and adhesive bond-
ing has to be applied fast before deterioration of the et-
ched surface. Indeed, the etching action must be drastic
in order to convert the inert polymer surface from being
non-polar to polar. The converted surface becomes so
much different from the bulk of the polymer that the
molecular bond of the etched layer to the bulk of the
plastic is seriously weakened. Consequently, the etched
surface constitutes a vulnerable bondline subject to
moisture penetration and layer separation.
Contact: S. Yen Lee
Code 313
Sponsor: Office of the Chief Engineer
Dr. S. Yen Lee, a polymer chemist, has been with God-
dard since 1969. He is responsible for the development
of new materials to meet aerospace requirements. His
publications include epoxy synthesis and formulations.
Dr. Lee received his Ph.D. degree from the University
of Colorado.
GET AWAY SPECIAL
SMALL SELF-CONTAINED PAYLOADS
The Get Away Special (GAS) Program has successfully
flown 53 Small Self-Contained payloads since becoming
operational. The purpose of this program is to encourage
the use of space by all researchers -- private individuals
^--4 " '" -- ._.-.ct_r ---,t..._'n_ in ÷haauu organlzauous, .w._. ._,,_ ,r,_ m_,or
generation, foster knowledge of space, be alert to possible
growth of GAS investigation into prime experiments and
to generate new activities unique to space. The program
has grown over the past several years and now provides
several new services to the user, such as, a motorized door
assembly, a satellite ejection system, observation win-
dows, and a two canister interconnect cable.
The basic GAS carrier hardware consists of two cylindri-
cal canisters of different volumes, one at five cubic feet
and one at two and one half cubic feet, with mounting
hardware which aliows the canisters to be mounted into
the shuttle bay. These two canisters were used to put the
first few payloads into space. Since that time many users
have expressed a desire to expose their payload to the
space environment or to view space through a window
Table 1
Tensile Strength of Adhesive Bonding
(ASTM D2095)
Fluoroepoxy GFE-AD604 Epoxy Epon 828/V140
Rod Adherent Strength, psi Failure Mode Strength, psi Failure Mode
Aluminum 3470 ___330 Adhesive 7030 + 258 Adh./Coh.
Teflon 640 + 48 Adhesive 330 + 16 Adhesive
Teflon, etched 912 _+ 180 **
**All failed by the separation of the etched surface layer.
Strengths varied from 710 to 1120 psi.
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Get A way Special cylindrical canister.
and to provide the capability for launching a small satel-
lite into orbit. Also, it was requested that the GAS pro-
gram provide the capability of connecting two GAS
canisters together electrically. The following is a brief
description of the new services developed from these
desires.
The Motorized Door Assembly (MDA) is an extra cost
option which provides the experimenter with the capa-
bility of exposing the payload directly to the space envi-
ronment, or to view space through a window. The win-
dow cannot be used without the MDA, for the MDA pro-
vides thermal protection to the container interior. The
MDA is used in conjunction with the standard GAS
canister and the only difference occurs in the MDA ex-
periment mounting plate (MDAEMP) and the electrical
interfaces. The MDA is capable of either maintaining a
Close-up of Get Away Special cylindrical canister.
vacuum or an internal pressure differential of approxi-
mately one atmosphere. The MDA window is also capa-
ble of maintaining the vacuum or pressure differential.
The Satellite Ejection System consists of a Full Diameter
Motorized Door Assembly (FDMDA) and an Ejection
Pedestal and is provided at an extra cost. The Ejection
System provides a volume of approximately three and
one-half cubic feet for the satellite. The FDMDA pro-
vides an unobstructed path within the canister, when
opened, for the ejection of the satellite. The Ejection
Pedestal provides the interface for mounting the satellite
into the canister and for its ejection. The interface with
the Ejection System is a mechanical device called a mar-
mon clamp. This clamp secures the satellite to the canister
and when it is released a spring in the pedestal pushes
the satellite out of the canister at approximately three to
four feet per second. (See third photograph.)
The Two canister Interconnect Cable is provided, at an
optional cost, to enable the experimenter the capability
of connecting two canisters electrically. The cable has
standard connectors with which the experimenter must
interface.
Contact: George Gerondakis
Code 740
Sponsor: Office of Space Science and Applications
Mr. George G. Gerondakis, the Get Away Special
(GAS) Project Manager, has served at Goddard for 24
years. Mr. Gerondakis has been involved with the
mechanical design and development of a majority of
the spacecraft programs at Goddard. One of his signifi-
cant achievements was the development of the GAS
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DEVELOPMENT OF METAL MATRIX
COMPOSITE CONSTITUTIVE RELATIONS
The Metal Matrix Composites (MMC) have demonstrated
the potential of providing significant advantages over
conventional materials due to the combined properties
of high specific modulus and low thermal expansivity.
In addition, MMC do not exhibit outgassing as seen in
resin matrix composites. MMC, therefore, appear to be
an excellent choice for satellite structures.
The design and use of MMC structures have been ham-
pered by the significant nonlinearities which these mate-
rials exhibit. The source of the material nonlinearities is
found in the behavior of the metallic matrix. Being a
metal, the matrix exhibits plasticity under mechanical
loading. In a unidirectional comoosite, the different ther-
mal expansivities of fiber and matrix promote sigrfificant
internal stress under thermal loading. Thus, the MMC
exhibits nonlinear (plastic) effects under free thermal
loadings. The inelastic responses under thermal loading
alone is fundamentally different than the response of
homogeneous materials and constitutive relations for
MMC must adequately reflect the effects of the MMC
material heterogeneity.
The program being performed in order to develop MMC
constitutive relations consists of parallel, analytical and
experimental investigations. The analytical work is being
focused upon the development of two continuum models
for MMC constitutive relations, both of which utilize a
micromechanics model for predicting free thermal expan-
sion of the composite. The experimental program has two
basic purposes including the development of input data
required for the constitutive models and data for correla-
tion studies.
Get A way Special marmon clamp.
Bridge Assembly and the successful launch of the bridge
with 12 GAS payloads attached on the Shuttle Colum-
bia. Mr. Gerondakis holds a Bachelor of Mechanical
Engineering degree from the Catholic University of
America.
Each of the two continuum models being developed uti-
lize a different composite yield function (and associated
flow rules) in their formulations. The first continuum
model utilizes three separate functions which are based
upon transversely isotropic stress invariants. These func-
tions consist of a principal axial shear (shear parallel to
the fibers, a principal transverse shear (shear perpen-
dicular to the fibers), and an axisymmetric stress state
(about the fiber direction). The axisymmetric stress state
(which includes free thermal expansion) is modeled using
a thermoelastoplastic micromechanics (discrete fiber and
matrix phases) procedure. The implementation of this
continuum model is similar to the approach taken by
Tresca in isotropic materials plasticity in that the yield
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functionsareactivatedindependentlyso that yielding pro-
moted by one stress state (axial shear for example) does
not influence the other yield functions.
The second continuum model utilizes a single yield func-
tion (and associated flow rule) to describe composite
response to general loading. Within this model, strains
which develop due to thermal expansion (both elastic and
plastic are predicted using the micromechanics model;
predicted plastic thermal strains are then incorporated in-
to the composite yield surface through specification of
its motion. Other effects of temperature change such as
the differences between tensile and compressive composite
yield strengths) promoted by internal matrix stress fields
are handled directly through input data.
The experimental programs consist of complete material
characterization including tension and compression in the
axial and transverse directions, and axial shear at various
temperatures from -100°C to 300°C of P100/6061
MMC. These tests will allow for the quantification of ini-
tial composite yield surface parameters. In addition,
cyclic tests to determine the motion of the composite yield
surface with plastic response are to be performed. These
tests will supply the basic material data which are required
for input to the constitutive models as well as data for
correlating yield surface motion. Combined loading tests
are planned (15 ° off axis coupons) which will provide in-
formation on the interaction of stress components within
the composite response, and additionally provide for fur-
ther correlations.
The outcome of the combined analytical and experimental
program will consist of a recommended constitutive
model selected from the two developed. The selection will
be based upon correlations between predicted and experi-
mental composite responses, assessments of the general
applicability of the models, theoretical limitations in-
herent in the models, and ease of implementation. The
development of the constitutive model will promote better
understanding of the nature of MMC materials and pro-
mote further confidence in the use of these materials.
Contact: H. P. Chu
Code 313
Sponsor: Small Business Innovative Research
Dr. Huai-Pu Chu received his DSc degree in metallurgy
from the Colorado School of Mines. He has been a
metallurgist at Goddard since 1982.
IN-FLIGHT RADIOMETRIC
CALIBRATION SOURCES
Early detection of ozone long term trends with satellite
remote sensing requires high precision for the instru-
ments' calibration. Precision of one percent must be
maintained for these sensors over a decade to verify an
ozone trend of a percent per decade. The Shuttle SBUV
instrument is being developed to trace the in-flight cali-
bration changes of the TIROS-borne SBUV/2 instru-
ments. The SSBUV instrument will fly inside a Get-Away-
Special (GAS) canister on the Space Shuttle. The in-flight
calibration precision of the SSBUV is to be monitored
with the use of on-board radiometric sources.
A laboratory test program has been completed this year
to certify the performance of three commercially available
ultraviolet sources for use on the SSBUV. The sources
are a tungsten filament quartz lamp, a deuterium vapor
discharge continuum lamp, and a mercury low pressure
line source lamp. The lamps are mounted on the front
deck of the GAS canister and housed inside a four-inch
diameter integrating sphere. Light departs through the
sphere exit aperture and reflects off a mirror mounted
on the lid of the GAS canister. The mirror is positioned
so light leaving the center of the sphere aperture falls in
the center of the SSBUV field-of-view when the lid is
closed.
The tungsten lamp used in this system is a 45 Watt source
and the collection and transfer efficiency of this optical
system is such that more energy falls on the SSBUV fore
optics with the on-board source than with a laboratory
1000 W calibration standard. The irradiance produced
at the fore optics is shown in the figure. The solar irra-
diance (diamonds) is shown compared to the irradiance
produced in the laboratory by the primary calibration
standard (pluses) and the expected irradiance from the
flight lamp assembly (squares).
The initial precision achieved through this approach is
between one and two percent, and is limited by the me-
chanical tolerances of the GAS canister lid closing posi-
tion and the difference in performance of the tungsten
lamp in the vacuum of space compared to a laboratory
environment. Specific tests were performed in our labora-
tories to assess the susceptibility of several commercially
available tungsten filament and deuterium lamps to the
launch and space environment. Precision of determining
the SSBUV in-flight stability sources is enhanced through
the use of overlap with these flight sources and redun-
dancy in their mode of operation.
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Contacts: B. Guenther and L. Ramos-Izquierdo
Code 670
Sponsor: Office of Space Science and Applications
Dr. Bruce Guenther is Head of the Standards and
Calibration Office of the Laboratory for Oceans at
Goddard. Dr. Guenther, with 12 years of service at
Goddard, holds a Ph.D. from the University of Pitt-
sburgh. His scientific interests include remote sensing
of the Earth-atmosphere system and calibration of
radiometric instruments.
Mr. Luis Ramos-Izquierdo, an optical engineer with the
Experimental Instrumentation Branch (Code 674), has
one year of experience with Goddard. Mr. Ramos-
Izquierdo, who holds an M.S. degree in optics from the
University of Rochester, was involved in the PIP Pro-
ject, "'SSBUV Flight Calibration Transfer Optics De-
sign" (August 1986).
ADVANCED BALLOON FILM
NASA's Scientific Balloon Program is continually work-
ing to enhance the reliability and capabilities of the
balloon vehicle. An important phase of this effort in-
cludes developing better film, i.e., the material of which
the balloon is manufactured. This film is highly special-
ized and very few companies are involved in its develop-
ment.
Recent advances in film development by Raven Indus-
tries, Inc., Sioux Falls, South Dakota, a NASA contrac-
tor, have resulted in a series of successful flights with new
film. Labeled Astrofilm "E", this new blown-film poly-
ethylene exhibits a combination of properties which have
been found to be necessary to yield successful balloon
flights. It maintains good strength and elongation even
down to tropospheric temperatures (< - 80 deg. C), while
producing strong seams through the manufacturer's heat-
sealing process.
Balloon film strength and elongation are measured via
standard strip tensile tests at both 23 deg. C and -80
deg. C for the machine and tra_;svetse directions of the
film. All candidate materials must pass specified criteria
for these tests as a first step toward becoming a balloon-
grade film and Astrofilm "E" is equal to or better than
current balloon film in these areas. Next, the low
temperature brittle transition point of the material must
be at some temperature lower than the specification of
-80 deg. C. Astrofilm "E" has been measured as low
as - 100 deg. C which is superior to current balloon-grade
film. Finally, the manufacturing process for balloon ve-
hicles includes heat-sealing (or melt-sealing) large strips
of film together along an edge while still maintaining
strength. Again, Astrofilm "E" exhibits very good seal
strengths.
There have been three flights of Astrot'dm "E" balloons,
all of which have been successful. The payloads on these
balloons ranged between 3000 to 4000 pounds and the
film shows promise of having an even larger load carry-
ing capacity.
Other new films being evaluated by NASA include one
developed by another NASA contractor, Winzen Inter-
national, Inc., and a material developed and produced
in France. These materials both exhibit an unbalanced
set of mechanical properties. That is, the values of the
properties in the film's machine direction are substantially
different than those in the transverse direction. This is
a somewhat novel approach as past material development
moved in the direction of balanced properties. The French
material has been very successful to date with the Winzen
film planned for flight in FY 1987.
In conclusion, NASA is supporting several efforts to pro-
vide better balloon-grade material for its Scientific Bal-
loon Program. One such effort, the Raven Astrof'flm pro-
gram, has produced a very promising candidate in Astro-
film "E", a film which has already flown successfully
three times. Other studies include the research of various
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types of production techniques for unique thin-film poly-
mers which should result in increased reliability and
performance.
Contact: Kirk M. Cantor
Code 842
Sponsor: Office of Space Science and Applications
Mr. Kirk M. Cantor is an aerospace engineer with four
years of experience at Wallops Island. He holds a B.S.
in aerospace engineering from the University of
Maryland.
TECHNIQUES
ADVANCED DATA COLLECTION
AND LOCATION SYSTEM
The draft final report on "Advanced Data Collection and
Location System Design Studies" has been reviewed. An
ADCLS is being studied because it is projected that there
will be about 3,000 data collection platforms in the
satellite footprint over Europe and the Mediterranean in
the year 2000. The ARGOS Satellite Data Collection
System, which has been operational for about 10 years,
and the planned ARGOS-II system, use the Doppler
technique for estimating platform location, which re-
quires a minimum of 3 transmissions, with 5 preferred
for improved accuracy in computing the estimated plat-
form location. With 3,000 platforms in the satellite foot-
print, it will not be possible for all the moving platforms
to transmit the required 5 transmissions without in-
terference from other platforms. In order to be able to
estimate platform location at densities of 3,000 platforms,
it is necessary to augment the Doppler system which is
done in the proposed ADCLS design by adding an RF
interferometer, whose accuracy is comparable to that of
the Doppler system.
The mass and power for ARGOS-II plus the interfero-
meter booms, antennas, and electronics is estimated as
follows:
ARGOS-II
Boom ll.5m ×
0.28 kg/m
Antennas
Receiver
Phase Elect/DRU
(24 Data Reduc-
tion Units)
Power Control
Unit (20% of
total w)
Mass Quantity
(kg) (each)
Total Power Number Total
Mass each ON Power
(kg) (w) (w) (w)
3.2 3
1.2 5
1.7 6
0.02 24
Subtotal
50.0 45.0
9.7 0 0 0
6.0 0 0 0
10.2 2.2 6 13.2
0.5 0.3 24 max 8.0
26.4 21.2
Total Interferometer
Total ADCLS
4.2
26.4 25.4
76.4 70.4
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Thethreel l.5-meterextendablebooms(continuous-
longeronAstromast,10inchesindiameter)projectfrom
theearthfacingsurfaceofthespacecrafta 120degrees
toeachotherinaplaneparalleltothesurfaceoftheearth.
Twoquadrifilarhelixantennasaremountedon each
boom,oneontheouterendof theboom,andtheother
1.02meters(1.5wavelengths)from theendantenna.
Thereare7receiverf ont ends,onefor eachof thesix
antennasplusaspare,andphasemeasuringcircuitsto
processtheantennasignals.Assumingthepowercontrol
unit is 80percentefficient,the additionalspacecraft
powerequiredfor theinterferometerisatotalof 25.4
wattsoverthatrequiredfor theDoppleronlyARGOS-
II systemwithonequadrifilarantenna,oneactiveand
onesparereceiverand24datareductionunits.
Contact:J. M. Turkiewicz
Code 675
Sponsor: Earth Observing Systems Office/Space Station
Project
Mr. Jan M. Turkiewicz is an electronics engineer in the
Microwave Sensing and Data Acquisition System
Branch with 26 years of experience at Goddard. He
served as Project Scientist on the Applications
Technology Satellites in 1982 and is currently working
on the design of an ADU data collection and location
system for the EOS mission/Polar Orbiter/Space Sta-
tion. He holds a BEE degree from George Washington
University.
HIGH-SPEED ACQUISITION
OF LOW-LEVEL SIGNALS
A technique for very rapid acquisition of low-level signals
has been designed and is being tested for use in the Track-
ing and Data Relay Satellite System (TDRSS) multiple
access (MA) system.
The TDRSS MA system supports up to 20 user satellites
on a common carrier frequency using spread spectrum
code division multiple access. Each user's quadraphase
data stream is modulated by in-phase and quadrature
user-unique pseudo-noise (PN) signature sequences. The
TDRSS satellite MA service operates in a "bent pipe"
mode with 30 independent antenna elements--each anten-
na element receives the same composite signal indepen-
dently, and each of the 30 antenna element receptions is
retransmitted separately for ground station processing.
By proper delay-summing (i.e., phasing) of the 30 relayed
receptions, the ground station can form an electrically
steered beam with a signal-to-noise ratio gain of 30 =
14.8 db for each user. In the present ground implemen-
tation the 30 element phased and summed signal is then
used for PN code acquisition, PN sequence despreading
and data demodulation.
The present system implements PN code acquisition by
a single sequential correlator-detector. The average ac-
quisition time equals LT °/2 where L is the number of
possible PN epochs (on the order of thousands) and where
T o is the average time required to build a threshold cross-
ing correlation. An alternate technique is being developed
that exploits the potential time advantage of computa-
tional parallelism to enable acquisition one of the 30
antenna elements (arbitrarily chosen) before beam form-
ing. Using a single dement for PN code acquisition allows
hanm fnrmina withnnt nr_r'ie_ Irnnwl_.dea nf tha ne,=r
satellite orbit. The present MA system requires a com-
bination of user satellite orbit geometry and stored dif-
ferential element phase delay information to provide a
priori beam forming on the user satellite.
In this new implementation, highly parallel pipelined
high-speed digital logic is used, which performs simul-
taneous correlation between sequences generated to all
candidate PN epochs on the common fixed length seg-
ment of input data. The candidate epoch, which produces
the largest correlation among all possible epochs, is
detected as the actual PN epoch. The processing is real
time in the sense that all PN epoch correlations can be
performed as fast as the data comes in. Thus the 14.8
db loss in antenna gain, resulting from single element ac-
quisition, is compensated for by high-speed nonsequen-
tial computations. To do this the hardware operates at
approximately 24 giga-operations/sec.- by comparison,
a Cray-2 operates at 2 giga-operations/sec.
The techniques used were originated by Techno-Sciences,
Inc. The Applied Physics Laboratory of Johns Hopkins
University has overall system and implementation respon-
sibility. The high-speed correlator and code tracker is be-
ing designed and implemented by Techno-Sciences, Inc.
Contact: Paul Wren
Code 531
Sponsor: Networks Division
Mr. Paul Wren is a senior communications engineer in
the Telecommunications Branch (Code 531). A recent
invention of his is a search and rescue telecommunica-
tion system.
137
TRANSIT/OMEGA NAVIGATION SYSTEM
Increased mission durations for scientific balloon pay-
loads is one of the goals of the NASA Balloon Program.
Long duration missions (greater than 5 days) require
global telemetry and navigation. As part of a develop-
ment effort to provide this capability, an interim naviga-
tion system for use prior to Global Positioning System
has been developed to provide real time, on-board naviga-
tional fixes. The navigation system utilizes two proven
and currently available navigation resources--Transit and
Omega. The Transit system which uses Doppler measure-
ments of transmissions from polar orbiting satellites
yields accurate positions, however, the time between up-
dates may be several hours. Omega's system of phase
measurement between ground stations is not as accurate
as it suffers from ambiguities associated with long wave-
length RF shifts, however, it is available continuously.
The hybrid prototype system which combines the com-
plementary features of each method provides continuous,
accurate, on-board positional fixes.
The Transit/Omega Navigational System was designed
to make use of off-the-shelf hardware and technology in
an effort to limit development costs and complexities. The
major components of the system include a 150 MHz
Transit receiver with a specially designed low cost antenna
and a miniature Omega/VLF receiver and long wire an-
tenna. The Omega interface uses a standard RS232 Serial
I/O interface whereas the interface between the Transit
receiver and the system's Navigation Processor required
design. The Navigation Processor uses the 80C88 micro-
processor, a low power CMOS version of the Intel 8088
microprocessor. Firmware is written in a compiled high
level language (C) with linked assembly language modules
where required.
The function of the Navigation Processor is to gather,
compute, and maintain navigation data for output to an
Executive Processor or data stream. Raw navigation data
is acquired from the Transit and Omega subsystems and
altitude data from on-board digital and analog sensors.
The Omega Receiver subsystem is designed to operate
standalone after configuration; it computes the naviga-
tion fix. The Navigation Processor communicates com-
mands, data, and status with the Omega Receiver. Output
from the Transit Receiver subsystem consists of raw Dop-
pler count, serial satellite message data and status. The
Navigation Processor uses this data in conjunction with
estimated present position and altitude data to compute
a Transit navigation fix.
Transit and Omega Navigation and status data are main-
tained separately; both data sets are used to determine
a current "best" navigation fix. Taking into account com-
puted velocity data, a "dead-reckoning" navigation fix
is also computed and maintained. An Executive Processor
can then issue commands to perform setup functions and
request status/data blocks. A standalone mode wherein
the Navigation Processor outputs information automati-
cally at specific intervals is also supported.
Ground and environmental testing have been successfully
completed for the prototype Transit/Omega Navigation
package. The specifications for the system are as follows:
Power: 17.5 watts @ 28vdc
Weight: 28 lbs.
Temperatures: - 40 to + 85 degrees celsius
Altitude: 0 to 150,000 ft.
Dimensions: 6" x 15" x 21"
Cost/Unit: <$20K
Accuracy: <10km
Satisfactory completion of flight testing during early FY
1987 will result in a global navigation system for relatively
low cost, power, and weight. The system will provide con-
tinuous global position data to both the scientific balloon
user and flight operations.
Contact: I. Steve Smith
Code 842
Sponsor: Office of Space Science and Applications
Mr. Steve Smith, an aerospace engineer with the
Balloon Projects Branch, joined Goddard in 1983. He
holds a B.S. in aerospace engineering from Texas A &
M University.
RULE-BASED COMPUTER-AIDED DESIGN SYSTEM
A rule-based Computer-Aided Design (CAD) system was
written to increase the support of the design process in
mechanical design. Rather than being a geometric data
base editor, as are current commercial CAD systems, this
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system was written to explicitly support the following
functions: the iterative nature of the design process, the
geometric connectivity between mating parts, the hierar-
chical relationship of a design's constitutive parts in their
assembled configuration, and the solid geometry repre-
senting the design.
Commercial CAD systems were initially developed by
transferring drafting board design methods to computers
for graphical output. They became computer-aided draft-
ing programs rather than design programs, providing
methods for defining solid geometry, planer geometry,
and annotations.
The rule-based design system looks at a design as a set
of mathematical functions of design variables which
define parameters for the solid geometric entities. The
functions define the relationships between parts in a
mechanical design. For example, if two parts are bolted
together the information they share is the bolt pattern
and hole size. If each design parameter is a node of a
graph, and each arc defines the variables used to define
the parameter, then the graph represents the connectivity
between the parts in the design.
It is important to represent the design connectivity be-
cause it aids in defining new design iterations. A design
iteration can consist of changing a design variable, modi-
fying a design function, or modifying geometry. Chang-
ing the value of a design parameter is as easy as editing
a text file. Adding new geometry consists of adding more
nodes and arcs to the graph. The efficiency is gained by
modifying only the necessary parts of the data base. The
network takes care of changes induced by any modifica-
tions.
The CAD system uses Prolog, a logic based programming
language, to define the design functions and solid geome-
try definitions. Each piece of solid geometry is defined
parametrically in Prolog predicates. A design predicate
is written which defines all the design parameters. It
represents the connectivity array. To view a design, the
design predicate is proved, instantiating the parameters
and displaying the design. Because the predicates may be
proved in more than one way, the rules may represent
a multiplicity of designs.
The system is capable of interpreting the following user
defined structures used in defining a design.
* A design predicate defining the design variables,
design parameters, and their connectivity.
• The hierarchical relationship of the geometry.
• Solid body of revolution, e.g., spheres, toroids, or
cylinders.
• Solid body of linear extrusion, e.g., paraUel pipeds.
• Solid body of helical extrusion, e.g., springs.
The program can provide graphical output of the design
on REGIS or PLOT-10 compatible graphics devices along
with creating an IGES file of the design.
The CAD system is described in detail in NASA
TM-86241.
Contact: Timothy Premack
Code 731
Sponsor: Director's Discretionary Fund
Mr. Timothy Premack began at Goddard in 1980 after
receiving his BSE degree in mechanical engineering from
the University of Pennsylvania. He is currently assign-
ed to the Computer Aided Design Section. His projects
have included the design of robots and force feedback
sensors.
PROGRAMMABLE DATA FORMATTER (VERSION 2):
COMPACT DYNAMIC DATA BLOCKING
AND DEBLOCKING SYSTEM
For the past decade, various small data blocking systems
were used for transmission of spacecraft telemetry data
by the Network stations, spacecraft projects, and the
Compatibility Test Vans. All previous systems had some
form of microprocessor with the operating system in f'um-
ware (Read Only Memory). Program corrections and last-
minute field changes to the software were time consuming
and difficult to correct, especially in the field. This type
of operating environment precluded handling many dif-
ferent data formats and data rates on a quick turn around
basis. Most of the hardware was specially built for the
systems and spares were not readily available. In addi-
tion, the speed limitation was approximately 250 kbps
total thruput rate.
The original Programmable Data Formatter (PDF) proto-
type system was completed in October 1980 for the Land-
sat Project. This unit would block two telemetry data
streams and interleave the blocks over one NASCOM
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data circuit through the message switching system to the
Payload Operations Control Center (POCC).
The present PDF system (PDF2) was completed in March
1985 for the Space Telescope Project. This unit will block
two spacecraft telemetry data streams and forward them
over two NASCOM data circuits via line switching to the
Payload Operations Control Center. In addition, the con-
trol center also forwarded command data blocks through
NASCOM on the reverse side of one of the data circuits
to the PDF2 for deblocking of command data to the
spacecraft.
The system has been configured via software to handle
six different types of data formats. They are as follows:
a. NASCOM Thruput Format
b. White Sands TDRS (MDM) Format
c. Deep Space Network (DSN) Thruput Format
d. Johnson Thruput Format
e. Shuttle Thruput Format
f. Digital Data Processing System (DDPS) Phase II
Format
The first four data formats are incorporated into one pro-
gram and the user has the option of selecting the format
of his choice. Once the desired configuration and header
information has been selected via menus, the user may
save this in any one of five overlay files on disk and recall
when desired. The Shuttle and DDPS formats are sepa-
rate programs at present, however, they have approxi-
mately the same flexibility. No hardware changes are re-
quired to run any of the present programs. In addition,
an auto load function will select the correct overlay during
program load if desired.
The present system has been tested in dual channel opera-
tion from 9.6 Kbps through 224 Kbps. Preliminary testing
has been accomplished for a data rate of over one megabit
on one channel through the 1.544 Mbps modem.
The existing hardware configuration is shown in the block
diagram. All shaded items in the diagram are specially
designed interfaces for the PDF2 system and all other
items are standard commercial products which can easily
be obtained. The system controller is an LSI-11 Digital
Equipment Corporation (DEC) type microprocessor with
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associated memory and interfaces. The Cathode Ray
Tube (CRT) provides for operator intervention and vari-
ous displays. The system software is loaded via eight-inch
floppy disks. A line printer is used to log and print out
the command data. Command data can also be logged
on the second floppy disk. The timing generator and in-
terface allow time tagging of the telemetry blocks and
time logging of command data.
All input and output data channels function with Direct
Memory Access (DMA) controllers where data are trans-
ferred via DMA arbitration. The telemetry input channels
(I and Q) are driven by bit synchronizers (serial) or by
frame synchronizers ........... ' -': -
_paraueu, anu _=e_.uo=. is made vla
software through the special interfaces. Input data are
placed in reserved buffers (16) in memory along with
header information. Once the data buffer is complete,
the buffer data are made available for output through
the output channels (I and Q), respectively. The output
channels have both RS-232 and RS-422 drivers to func-
tion with Block Error Detection (BED) equipment,
NASCOM receivers/drivers and modems. The command
input channel accepts NASCOM formatted blocks when
the NASCOM sync has been detected and stores the com-
plete block in reserved command buffers (40). After
satisfactory checks have been made on the buffers, the
command data are forwarded through the command out-
put interface (serial) to the spacecraft. All six special in-
terfaces shown are connected to the DMA interfaces in
the block diagram have internal buffers (First-In First-
Out memories) to allow software priority arbitration
without the loss of data. The complete system with as-
sociated test equipment is contained within one transport-
able rack.
The operating system software used is PolyFORTH II,
a stand-alone operating system from FORTH Incorpo-
rated. It will function in an interpreter mode for program
development and debugging. The final software is com-
piled for normal operation with overlays to allow chang-
ing operating parameters without the need for recompil-
ing. The standalone Forth operating system is very fast.
The compiled program can be loaded with an overlay in
5 to 6 seconds from floppy disk. The load also initializes
all 56 buffers and displays the overlay values for each
channel. Three HELP screens are also available for the
operators convenience which provide a list of the various
commands available. Function keys are utilized on the
CRT terminal for normal operating commands. Numer-
ous other commands are available to allow monitoring
channel data, status, and aid in tracing problems within
the system. All commands and displays will function in
real time with or without any portion of the system in
operation.
The existing system is presently utilized between the Space
Telescope spacecraft in Sunnyvale, California and the ST
Operations Control Center in Greenbelt, Maryland via
domestic synchronous satellite links. The system is also
installed in three Compatibility Test Vans and the Data
Evaluation Laboratory (DEL).
A revised prototype system has been built and will be
checked out in the near future. This system will use an
upward compatible microprocessor (four times faster),
faster DMA interfaces, plug-in card special interfaces.
The timing interface and output interface will have minor
changes. The input interface will be a major redesign to
permit accepting any serial input data, serial data syn-
chronized via a frame sync or NASCOM sync up to 64
bits in length. The block length can also be extended to
65,536 bits. The input interface will be controlled by soft-
ware. This new system will replace the units in the test
vans and will be used by COBE, GRO, UARS and other
spacecraft projects. The design goal was to allow for
quick turnaround in case of failure and to obtain at least
dual 1.5 Mbps channels simultaneously.
Contact: Robert E. Martin
Code 515
Sponsor: None
Mr. Robert Martin is a computer systems analyst with
18 years of service at Goddard. He is involved with com-
puter interfacing hardware and data systems for the
TDRSS era.
PRECISION POINTING TECHNOLOGY
Precision pointing from large multi-instrument platforms
has been addressed as a technology need area by the
Structures/Controls Interaction Committee. Currently,
simulations and analysis of complex multimodal struc-
tures are reaching a level at which quantitative results will
be available for definitive tradeoff studies between "in-
telligent structures" and more conventional approaches.
On-board alignment, utilizing solid-state lasers, cylindri-
cal lenses, and C.C.D.'s, has been shown to be a feasible
means of coalignment for as many as 30 instruments to
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a common attitude reference. With this on-orbit measure-
ment capability the distortion control of structures can
be implemented and errors reduced. The system was
specified with a bandwidth also permitting structural
dynamic control.
The structure should employ the highest specific stiffness
material with good dimensional stability. Advanced com-
posites which incorporate graphite fibers hermetically
promise to eliminate outgassing and moisture susceptibil-
ity with "zero" T.C.E. (Temp. Coeff. of Expansion).
The GSFC materials lab is making low frequency micro-
strain damping measurements. A geodesic design com-
posed of identical tubular elements allow continuous
fibers throughout the length of the structure. The geodesic
shape conforms to the shuttle bay, meeting keel and sill
fittings and provides 6 instrument bays along its 45-ft.
length. Attachment to the engineering module is by six
controllable-length actuators which can provide six de-
grees of freedom isolation from solar array and antenna
disturbances.
Expected disturbances from scanning instruments and
other on-board sources range from micro "g" to several
"g's" over a frequency range from 0.1 Hz. to 100 Hz.
Passive damping techniques are being explored for the
higher end of the spectrum. A concept to greatly increase
the effective surface area of passive dampers and reduce
their mass is being considered for patentability.
More than one sensor and actuator type are likely to be
needed to cover the broad dynamic range. (See the fig-
ure.) Piezoelectric and electroaynamic actuators are be-
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ing parametrically characterized as to weight, power,
force, and displacement relationships. The previously
mentioned simulation specifies the number and location
of sensors and actuators and computes the sum of the
squares of displacements and the sum of the squares of
forces required to achieve a given level of damping and
performance. The program allows observation of both
the controlled and non-controlled higher order modes.
This work is being performed by numerous persons with
a wide variety of expertise at the GSFC, local universities,
and several supporting contracts in industry.
Contact: Philip A. Studer
Code 716
Sponsor: Office of Aeronautics and Space Technology
Mr. Philip A. Studer, R TOP Manager for Spacecraft
Systems Technology, has 24 years of experience at God-
dard. He received the Exceptional Peer A ward in 1982
for developing precision electromechanical systems and
the NASA Inventor of the Year Award in 1984. Mr.
Struder, who holds a B.S. degree in physics from the
University of Detroit, has developed dozens of patents
for NASA.
SPACE POWER SYSTEM MODELING
AND SIMULATION
.As space power systems increase in their size, power, and
complexity, the design and analysis of these systems are
simplified by using accurate computer modeling and
simulation rather than relying solely on breadboarding
and ground testing. To this end, GSFC has undertaken
to develop computer-aided DC and Large/Small Signal
AC Analysis capability.
Phase I (of III) of the Large Signal Transient Analysis
Grant with Virginia Polytechnic Institute was completed
in March, 1986. Phase I includes the development and
generation of large signal models for various space power
components, including Solar Arrays, Shunt regulators,
Switching converters, and Battery chargers/dischargers.
Also, the use of these models in analyzing the large signal
behavior of solar array power systems was analyzed. The
entire effort was completed using a general purpose
analysis program: EASY-5.
A Small Signal AC Analysis program (SSAC) was de-
veloped under contract by Lockheed Missiles and Space
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Company, Inc. for GSFC. The program enables both
preliminary (for conceptual design) and detailed small
signal analysis for power systems. The program has been
submitted to COSMIC for distribution.
An in-house effort is continuing for the development of
an accurate Battery Model for DC Energy Balance predic-
tions. A preliminary version of the model exists and has
been used in power system simulations for various flight
projects. Efforts are currently under way to modify the
model for more accurate results and to reduce its de-
pendence on an empirical data base.
These three effoLts will provide thc power system engineer
with invaluable tools in the efficient and cost-effective
design and analysis of space power systems.
Contact: James M. Jagieiski
Code 711
Sponsor: Office of Aeronautics and Space Technology
Mr. James Jagielski, an electrical engineer with four
years of experience at Goddard, holds a BSEE degree
from Johns Hopkins University. Mr. Jagielski authored
a paper entitled "'Modeling Nickel Cadmium Perfor-
mance" which was presented at the NASA/Goddard
Battery Workshop and published in the Journal of
Power Sources.
SUPERFLUID HELIUM ON-ORBIT TRANSFER
FLIGHT DEMONSTRATION
Many present and planned space flight experiments and
facilities require liquid helium for cooling detectors, in-
struments, or entire facilities. Some of the major projects
which currently use or may use liquid helium are the In-
frared Astronomy Satellite (IRAS), the Cosmic Back-
ground Explorer (COBE), the Space Infrared Telescope
Facility (SIRTF), the Advanced X-Ray Astrophysics
Facility (AXAF), the Particle Astrophysics Magnet Facil-
ity (ASTROMAG), the Large Deployable Reflector
(LDR), and Gravity Probe-B (GP-B). In most cases, the
depletion of the liquid helium within the facility dictates
the lifetime of the experiment. To extend this lifetime,
the stored liquid helium must be replenished.
The main purpose and objective of the Superfluid Helium
On Orbit Transfer Flight Demonstration (SHOOT) is to
develop the core cryogenic technology required for liquid
helium transfer in space. Critical components such as the
superfluid pump, liquid-vapor phase separators, transfer
lines, astronaut compatible transfer line couplers, motor
operated cryogenic valves, and superfluid management
devices will be developed for the zero-g environment. The
technology developed and demonstrated in flight by this
experiment will be incorporated into a helium Cryogenic
Servicing Kit for the replenishment of liquid helium from
the Shuttle and, ultimately, from the Space Station.
The SHOOT system consists of two dewars, an intercon-
necting transfer line and both flight and ground elec-
tronics to perform the operations necessary to meet the
objectives of the mission. The method presently baselined
to effect the transfer of helium is the thermomechanicai
pump (porous plug); a simple electrically operated device
that works because of the unique properties of superfluid
helium. Laboratory tests conducted at the GSFC on
scaled down versions of the thermomeeha_Sc_ pump to
be flown have demonstrated transfer efficiencies in ex-
cess of 90 percent. Further testing is expected to demon-
strate similar efficiencies at transfer rates in excess of the
500 liters per hour required for the Cryogenic Servicing
Kit. All of the other critical components are presently be-
ing developed and tested by the GSFC, either in-house
or under contract. These components include the normal
liquid helium and superfluid helium phase separators,
cryogenic valves, mass gaging detectors, and fluid man-
agement devices capable of supplying the superfluid
helium to the pump at rates exceeding 500 liters per hour
under the zero-g environment. With the exception of the
superfluid helium phase separator, each of these compo-
nents represents new cryogenic technology.
LIQUID HELIUM DEWARS
ELECTRONICS
Superfluid Helium on-orbit transfer flight demonstration.
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TheSHOOTpayloadhasbeenbaselinedfor flight in mid
1991 on the Hitchhiker-M version of the Shuttle Payload
of Opportunity Carrier (SPOC). A schematic of the
payload/carrier configuration is shown in the figure.
Contacts: M. DiPirro, S. Castles, and O. Figueroa
Code 713
Sponsor: Office of Space Flight
Dr. Michael DiPirro, who came to Goddard in 1980,
received his Ph.D. degree in physics from the State
University of New York at Buffalo. He is in the pro-
cess of developing the technology required to transfer
superfluid helium in space.
Dr. Stephen H. Castles, Head of the Cryogenics Tech-
nology Section, has eight years of service with Goddard.
Dr. Castles, who holds a Ph.D. degree in physics, served
as Goddard Program Manager for Liquid Helium Serv-
icing and Technical Officer for COBE Dewar. He also
designed a space-worthy adiabatic demagnetization
refrigerator.
Mr. Orlando Figueroa, currently with the Cryogenics
Technology Section, has 8½ years of experience with
Goddard. Mr. Figueroa, who completed graduate
studies in mechanical engineering at the University of
Maryland, has supported balloon-borne and space flight
programs including the Heat Capacity Mapping Mission
and the Cosmic Background Explorer. His interests
center about interplanetary physics, solar wind interac-
tion with comets and planets, and cosmic rays.
A VIBROACOUSTIC DATA BASE MANAGEMENT
AND PREDICTION SYSTEM FOR PAYLOADS
Payload structures are subjected to a wide variety of loads
during all aspects of flight. Vibroacoustic loads result
from the response of structures to acoustically induced
random vibration environments during actual flights. De-
veloping design and test requirements for the vibroacous-
tic environment of a payload or component becomes a
difficult problem when uncertainties exist because of un-
knowns associated with either the acoustic excitation or
the response characteristic of the payload/component.
An empirical prediction, using data obtained from previ-
ous flight or ground tests, is usually relied upon. Present
practices for defining a vibroacoustic environment empiri-
cally are noted by the lack of a complete and organized
data base, and the use of oversimplified extrapolation
procedures to account for structural differences between
that of the payload for which an environment is being
established and that of the structure represented by the
data base being used. Design and test requirements can
thus be based on an environment that was not necessarily
obtained using the best data sets and/or extrapolation
procedure that could be provided by the aerospace
community.
To meet the need for a more consistent and reliable
method for predicting the vibroacoustic environment of
payloads, a data base management and prediction system
(DBMPS) called "Vibroacoustic Payload Environment
Prediction System (VAPEPS)" has been developed. This
system is configured to operate in four principal modes:
(1) Data Input/Storage, (2) Data Interrogation/Retrieval
(3) Data Extrapolation/Prediction and (4) Data Process-
ing.
In the data input/storage mode, the system serves as a
repository for payload/component flight and ground test
data, and is made available to the aerospace community
for use in establishing acoustic induced environments for
new payloads/components. VAPEPS data include spec-
tral information normally processed from vibration and
acoustic measurements (e.g., power spectra, sound pres-
sure level spectra, etc.) and descriptive information for
the interrogation and retrieval of data. The data base can
be conveniently and rapidly updated as new data become
available.
The data interrogation/retrieval mode allows the data
base to be searched and data to be retrieved which satisfies
the users' specified attributes. This may be data from a
particular type of excitation, from a general region in a
structure, or from a particular type of structure.
The data extrapolation/prediction mode is designed to
operate with the data interrogation/retrieval mode. After
the data base is interrogated for the type of payload/com-
ponent and mounting structure on which the prediction
is to be based, the appropriate data modules can then be
identified from a list of event file names. These files can
then be called and operated on through VAPEPS to ob-
tain the desired inputs for executing the extrapolation or
prediction command runstreams. Empirical and theoreti-
cal methods based on application of statistical energy
analysis (SEA) parameters for high frequencies and non-
dimensional scaling parameters for low frequencies are
implemented in this mode.
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An extensive data processing capability is also included
in the VAPEPS system. Input data sets can be operated
on to produce output data sets with various desired attri-
butes. Command runstreams can be formed to perform
complex data manipulations (e.g., mathematical and
statistical operations) through minimal user inputs.
The VAPEPS DBMPS, when shared by a community of
users, meets the current need for a single uniform, con-
sistent and organized data base which can be used in a
cost effective manner to establish random vibration and
acoustic environments of new payloads. A VAPEPS Data
Base Management Center (co-sponsored by the USAFSD
and NASA-GSFC) has been established at the Jet Pro-
pulsion Laboratory in Pasadena, California. The main
objectives of the center are: to provide the aerospace
community with a single source of vibroacoustic flight
and test data_ to maintain and update the data base, to
provide the payload community with easy access to the
data base and VAPEPS program, and to conduct work-
shops for VAPEPS users.
Contact: Frank On
Code 731
Sponsors: Office of Aeronautics and Space Technology
U.S. Air Force Space Station
Mr. Frank On is an aerospace engineer, in the
Mechanical Engineering Branch (Code 731) at Goddard,
starting in 1975. Mr. On holds an M.S. degree in
mathematics and theoretical applied mechanics. He has
been responsible for research and development activities
in the area of payload vibroacoustic predictions. Mr.
On received the Goddard Exceptional Achievement
Award in 1983 and the Shuttle Honoree Award in 1984.
USER SPACE DATA SYSTEMS
THE NIMBUS-7 TEMPERATURE HUMIDITY
INFRARED RADIOMETER TOTAL OZONE
MAPPING SPECTROMETER CLIMATOLOGICAL
CLOUD DATA SET
Starting in April 1979, a total of six years of continuous
data have been processed from Nimbus-7 polar orbiting
satellite measurements to form the Nimbus-7 cloud data
set. The data set ends on March 30, 1985. It is generated
from Temperature Humidity Infrared Radiometer
(THIR) 11.5 micron radiances together with Total Ozone
Mapping Spectrometer (TOMS) derived UV reflectivities,
climatological temperature lapse rates, and concurrent
surface temperature and snow/ice information from the
Air Force 3D-nephanalysis archive. The Nimbus-7 cloud
data consist of total cloud amount, cloud amounts at
high, middle and low altitudes, cirrus and deep convec-
tive clouds, and cloud and surface radiances. The cloud
data are averaged to Earth Radiation Budget (ERB) ex-
periment global target area grids and stored on tape on
the New Cloud/ERB tapes. The grid size is (166 km) 2
and there is one tape per week. On the Cloud Matrix
(CMATRIX) tapes the grid size is (500 km) 2 and there
is one tape per year. Orbital, daily and monthly averages
are produced. This data set spans the important E1
Ni_o/Southern oscillations climate perturbation in
1982/83. The chief data set scientist is Dr. Larry Stowe
of the National Oceanic and Atmospheric Administra-
tion's National Environmental Satellite, Data Informa -_
tion Service (NOAA/NESDIS).
The Nimbus-7 cloud data have been validated by (a)
statistical comparison with analyst estimates derived from
independent, concurrent GOES satellite images and con-
ventional meteorological reports; and (b) qualitative in-
tercomparison of GOES satellite images with maps of
Nimbus-7 cloud estimates. In addition, our cloud maps
have been compared with several existing cloud data sets
currently being used by climate scientists. The Nimbus-7
data set compares favorably in terms of quality and
homogeneity, and it appears to be one of the best data
sets covering the 1982/83 El Ni_o event.
In this synopsis, I have selected Nimbus-7 cloud data of
July 1979 (the first figure) and January 1980 (the second
figure) to show the global cloud patterns during summer
and winter seasons of both Northern and Southern Hemi-
spheres. In general, there is greater cloud coverage at mid
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A false color global map of monthly averaged total cloud cover in percent for July 1979. The vertical scale is
latitude and the horizontal scale is longitude.
A global map of monthly averaged total cloud cover in percent for January 1980.
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and high latitudes than in the tropics but note the intense
cloud fields in the equatori_ IntertroI_ical Convergence
Zone (ITCZ). The prevailing cloud cover (>70%)
associated with the tropical monsoons exceed that of any
other convective cloud region. Also note the scarcity of
cloud cover over the high dry south polar plateau. The
desert regions, particularly those in Africa, the Near East,
and Australia also show low cloud coverage. Finally, note
the oceanic minimum cloudiness regions. These mark mid
latitude and subtropical high-pressure systems associated
with the descending branches of the Hadley cells on either
side of the Equator.
When seasonal changes are examined it is found that in
general the Southern Hemisphere is more cloudy than the
Northern except for the northern summer and particularly
July. The maximum hemisphere cloud cover occurs in the
summer season and thc minimum in the -;,inter. The
Nimbus-7 data set indicates an annual global cloud cover
of 54%.
A major seasonal change, shown in the figures, is the
movement of equatorial cloud belt as it follows the
seasonal movement of the Sun. In July the cloud belt
peaks at about 10 degrees north latitude while by January
it has moved about an equal distance south of the equa-
tor. In July (the first figure) there is an intense cloud band
across the top of South America, Central America, and
the neighboring Pacific Ocean. In January (the second
figure) this region is relatively cloud free but now an in-
tense cloud field covers most of Brazil. Similar seasonal
changes can be seen in other regions of the globe.
This data set is available to the scientific community
through the:
National Space Science Data Center
Code 633.4
Goddard Space Flight Center
Greenbelt, MD 20771
(301) 286-6695
For scientific details concerning the data set, contact
Dr. H. Lee Kyle at Goddard Space Flight Center, (301)
286-9415.
Contact: H. Lee Kyle
Code 636
Sponsor: Office of Space Science and Applications
Dr. H. Lee Kyle is a mathematician with 27 years of
service at Goddard. Dr. Kyle became Manager of the
Nimbus-7 Earth Radiation Budget Data Set Team in
1980 and Manager of the Nimbus-7 Cloud Data Set
Team in 1980. He holds a Ph.D. degree in physics from
the University of North Carolina, Chapel Hill.
CLASSIFICATION OF MULTISPECTRAL IMAGE
DATA USING DIRECT AND INDIRECT
CONTEXTUAL INFORMATION
Classifiers are often used to produce land cover maps
from multispectral image data of the Earth. These clas-
sifiers conventionally have been designed to exploit the
spectral (and, for multi-date data sets, temporal) infor-
mation contained in the imagery. Very few of these clas-
sifiers exploit the spatial information content of the im-
agery, and the few that do rarely exploit spatial informa-
tion content in conjunction with spectral and/or temporal
information. This omission becomes especially important
with the higher resolution earth observation imagery now
available from spaceborne sensors such as the U.S. Land-
sat Thematic Mapper (TM) and French SPOT. Conven-
tional classifiers generally ignore the high quality spatial
information contained in this imagery, a fact bemoaned
by several studies comparing the utility of the 30 meter
resolution TM data to the 80 meter resolution Multispec-
tral Scanner data. In particular, algorithms that do not
exploit spatial information often produce more accurate
classifications if the spatial resolution of the TM data is
degraded from 30 meters to the 80 meter resolution of
the MSS data, whereas humans can visually identify
features more accurately in TM data at its original spatial
resolution. This paradoxical result is explained by noting
that humans routinely use spatial information to help
identify features in an image, while these current com-
monly used classification algorithms do not use spatial
information at all. Classification algorithms that exploit
spatial or contextual information directly or indirectly
have the potential of producing more accurate classifica-
tions of TM or SPOT imagery at full resolution.
We have been studying a contextual classifier that exploits
spatial and spectral information in combination through
a general statistical approach. In contextual classification,
the probable classifications of neighboring pixels influ-
ence the classification of each pixel. Classification ac-
curacies can be improved through this approach since cer-
tain ground-cover classes naturally tend to occur more
frequently in some contexts than in others.
While this contextual classifier has the potential of
substantially increasing classification accuracies over
those obtained using conventional per-pixel classifiers,
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it hasthedrawback that the algorithm is very computa-
tionally intensive. In order to properly study this contex-
tual classifier, we have implemented it on Goddard Space
Flight Center's Massively Parallel Processor (MPP). The
MPP is a Single Instruction, Multiple Data stream
(SIMD) computer consisting of 16,384 bit serial micro-
processors connected in a 128-by-128 mesh array. The
MPP is capable of nearly 0.5 billion 32-bit floating point
operations per second and over 6 billion 8-bit integer
operations per second.
Until computers like the MPP become widely available
(which should be the case in less than a decade), the
general contextual classifier will not be practical for ap-
plications use. However, while studying this contextual
classifier we have discovered a relatively simple per-pixel
classifier that uses local context indirectly. Local context
is used to estimate the relative probability of occurrence
of all classes. These relative probabilities are then used
as "a priori probabilities" in a Bayesian per-pixel clas-
sifier. The per-pixel Bayesian classifier produces classifi-
cation accuracies that are significantly better than those
obtained from conventional per-pixel classifiers. This in-
crease in accuracy comes from the indirect contextual in-
formation being used in the a priori probability estima-
tion. While this new per-pixel classifier does not generally
produce classifications that are as good as those produced
by the contextual classifier, it is much less computa-
tionally intensive than the contextual classifier, with an
execution time of approximately twice the execution time
of a conventional per-pixel uniform-priors maximum like-
lihood classifier.
The figures show a false color rendition of 3 bands of
a Thematic Mapper test image, from near Fort A. P. Hill,
Virginia, and pseudo-color classification maps generated
from three different classifiers: a conventional per-pixel
classifier, a Bayesian per-pixel classifier with a priori
probabilities estimated from local context, and the con-
textual classifier. The classes are wetlands (yellow), water
(blue), barren lands (brown), forest (red), and agriculture
(green). The conventional classification is rougher in ap-
pearance, and is less accurate at 77.5%. The Bayesian
per-pixel classifier with estimated a priori possibilities,
and the contextual classifier produce classification maps
that are more accurate at 79.7% and appear smoother
(these two classifiers happened to produce classifications
of equal accuracy for this data set; for many other data
sets the contextual classifier produces classifications that
are 2 to 5 percent more accurate). The latter two classi-
fications appear smoother because the context generally
indicates that a smoothing of the classification is ap-
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propriate. The classifiers do not, however, produce a
wholesale smoothing; they smooth in a selective manner
only where the context indicates.
Contact: James C. Tilton
Code 636
Sponsor: Office of Space Science and Applications
Dr. James C. Tilton is an electronics engineer with four
years of experience at Goddard. Dr. Tilton, who holds
a Ph.D. degree in electrical engineering from Purdue
University, received the Outstanding Performance
Award in 1986. His scientific interests include pattern
recognition image analysis, spatial contextual analysis,
and artificial intelligence as applied to remote sensing
image analysis.
AUTOMATED DETERMINATION OF DEPTH
FROM STEREO IMAGE PAIRS
The use of stereo image-pairs to obtain a three-
dimensional depiction of a scene has been quite common
for several decades. Manual and, more recently, semi-
automatic techniques have been used extensively for pro-
ducing topographic maps from stereo-pairs obtained with
airborne cameras. The first significant opportunity to ex-
periment with stereo images from a spaceborne sensor
has been the Shuttle Imaging Radar-B (SIR-B) mission.
The SIR-B instrument was flown on the Challenger in
October 1984. It was the first spaceborne radar designed
to image the Earth at multiple incidence angles. The SIR-
B, with a resolution of approximately 15 meters, obtained
"pseudo-stereo-pairs" by imaging a given scene at dif-
ferent incidence angles from different orbits. As a part
of the SIR-B experiment, we have been investigating the
derivation of altitude data from such pairs. The steps in-
volved in the derivation of altitude data are: estimating
the parameters for the two orbits from which the images
were obtained, identifying corresponding pixels in the two
images, solving for the geodetic coordinates of a given
pixel using a geometric model, and converting these coor-
dinate data into an array of elevation data. The most
laborious and time-consuming of these steps in the tradi-
tional manual or semi-automatic approaches is the iden-
tification of corresponding pixels (or, equivalently, draw-
ing contour lines for a given horizontal parallax or dis-
parity). The focus of our investigation has been to develop
automated procedures to perform this step.
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False-color rendition of 3 bands of a Thematic Mapper
test image from near Fort A. P. Hill, Virginia.
Pseudo-color classification map generated from a con-
ventional per-pixel classifier (overall accuracy = 77.5 %).
Pseudo-color classification map generated from a Baye-
sian per-pixel classifier with a priori probabilities
estimated from local context (overall accuracy = 79. 7%).
Pseudo-color classification map generated from the con-
textual classifier (overall accuracy = 79.7%).
The human visual system is very adept at "fusing" or
matching stereo images and is the proof that given ap-
propriate "hardware and software", the above corre-
spondence problem can be solved. The visual system has
the advantage that it can process several large areas of
an image simultaneously and has good communications
among the "processors". However, emulation of such
global parallel processing using serial computers requires
unreasonably large computer times. The Goddard Space
Flight Center's Massively Parallel Processor is ideally
suited to solve this problem due to its architecture and
computation speed. Two distinct techniques are being ex-
plored using the MPP. The former is called the hierar-
chical Warp Stereo (HWS) technique and, the latter, the
Global Correlation technique. The following is a brief
description of the two techniques and the results to date.
With Hierarchical Warp Stereo local correlation function
is computed for each pixel. The correlation function is
computed between a "template" neighborhood surround-
ing a given pixel in one (reference) image and several can-
didate neighborhoods of pixels within a search area in
the other (test) image. The pixel in the test image whose
neighborhood has the highest correlation with the tem-
plate neighborhood is said to be the matching pixel. The
difference in the location of the matching pixel relative
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SIR-B Stereo pair (reference image -- red; test image --
green) of India -- Bangladesh border region from which
depth is to be determined.
Stereo pair after second iteration of warping of test
image.
Random dot stereogram (reference image- red; test im-
age -- green) of multilevel regions.
Regions at each level detected and assigned unique colors
using the global correlation technique.
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to the reference pixel is the "disparity" for that pixel.
The two-dimensional disparity function is then used to
"warp" the test image so that afterward, each pixel is
more closely matched to the location of its correspond-
ing pixel in the reference image. This process of matching
and warping is repeated iteratively. In an attempt to in-
corporate the visual system's global capabilities, initially,
large templates (up to 50 x 50 pixels) are used. Since the
warping operation at each iteration causes the test image
to match the reference image more closely, the template
and search neighborhood sizes are reduced at each step.
In order to explore this hierarchical technique, a program
has been developed on the MPP which allows interactive
testing of various parameters such as neighborhood sizes.
This interactive analysis capability would be impossible
without the speed of the MPP.
The hierarchical warp approach has been applied to over-
lapping synthetic aperture radar images obtained from
the SIR-B mission in 1984. Results show that where the
signal-to-noise ratio in both images is high, the algorithm
matches corresponding pixels as well as a human inter-
preter. However, in areas with low signal-to-noise ratio,
there are mismatches. The disparities over these areas are
computed by interpolation before warping the test image.
The first figure shows two SAR images of Mount Shasta
in California. The red image is taken from an incidence
angle of 25 ° and the green from 42 °. (One can perceive
depth when viewing the first figure with red-green "stereo
glasses".) In the second figure the 42 ° image has been
warped after two iterations of the algorithm. In this pair
there is a very little depth effect left indicating that the
image matching has worked well. A more graphic presen-
tation of the results of this algorithm is shown in the fifth
figure, which is a three-dimensional view of the disparity
values computed at each pixel. The depth (ground eleva-
tion) is approximately proportional to the disparity
values.
Global Correlation treats the images as a whole rather
than analyzing local neighborhoods. The cross correlation
function of the two complete images is first computed.
Any local peaks in this function are interpreted to be
Three-dimensional view of disparity function (approximately proportional to depth).
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causedbysignificantareaswhichhavethesame disparity
value. Corresponding to each local peak in the correlation
function the test image is shifted or translated and then
subtracted from the reference image. Areas where there
is a low absolute difference are identified as having the
disparity corresponding to the local peak. The third figure
shows a random dot stereogram with one image displayed
in red and the other in green. In this pair, there are several
distinct layers against a bottom background. In the fourth
figure three of the four layers identified by the algorithm
are displayed each with a different color.
Contacts: J. P. Strong, H. K. Ramapriyan, and Y. V.
Venkatesh
Code 636
Sponsor: None
Dr. James P. Strong, who holds a Ph.D. degree in elec-
trical engineering and computer science from the Uni-
versity of Maryland, joined NASA in 1963. In 1972,
along with D. H. Schaefer, he developed the concepts
for TSE computers. Dr. Strong is currently developing
algorithms for image analysis and signal processing on
the massively parallel processor.
NIMBUS-7 CLIMATE DATA SET DEVELOPMENT
The Nimbus-7 satellite is the last in the series of orbiting
Earth observatories that have surveyed the atmosphere,
mapped land and water characteristics, and observed
weather and climate patterns. The Nimbus series of satel-
lites have served as test platforms for the development
of Earth observation techniques that are now used for
operational monitoring of the Earth's weather, climate,
and land characteristics.
Nimbus-7 is unique in that because of its longevity it has
become the most significant source of experimental data
from Earth-orbit relating to atmospheric and oceanic pro-
cesses. The satellite is producing several data sets of un-
precedented duration that relate to climate. All Nimbus
data, when scientifically validated are made available to
the scientific community from Federal archives. These
data sets are in various stages of development and their
status is presented below:
• Data from the Coastal Zone Color Scanner (CZCS)
consisting of radiance, chlorophyll, sediment, and
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sea surface temperature, and covering seven years,
have been archived. Data production and validation
continue.
Solar and Earth radiation data covering seven years
from the Earth Radiation Budget (ERB) Experiment
have been produced and archived. The eighth year
of data are being processed.
A seven-year data set of stratospheric aerosols in the
polar regions from the Stratospheric Aerosol Mea-
surement (SAM II) Experiment has been produced.
Data production and validation continues.
Seven years of global ozone data, consisting of ver-
tical concentration profiles and total burden concen-
trations from the Solar Backscattered Ultraviolet
(SBUV) and Total Ozone Mapping Spectrometer
(TOMS) Experiment, have been archived.
The production of the Scanning Multi-channel
Microwave Radiometer (SMMR) Experiment data
continues and now extends into the eighth year of
orbital data. The data consist of brightness
temperatures and the following derived products: sea
ice (multi-year ice fraction and sea ice concentra-
tion), total atmospheric water vapor over ocean, sea
surface temperature, and sea surface wind speed.
The first seven years of data have been archived.
A six-year data set of infrared radiance observations
and cloud data consisting of low, middle, and high
cloud amount from the Temperature Humidity In-
frared Radiometer (THIR) Experiment has been ar-
chived. Additionally, a six-year cloud climatology
data set is under development using a combination
of THIR and TOMS data. The THIR Experiment
was turned off after six years of operation to con-
serve spacecraft power.
Contact: E. J. Hurley
Code 636
Sponsor: Office of Space Science and Applications
Dr. E. J. Hurley, Nimbus Manager, has 13 years of ex-
perience with Goddard. Dr. Hurley holds a Ph.D. in
physics and has professional interest in infrared spec-
troscopy and interferometry, the Earth radiation
budget, and data processing system development.
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PILOT CLIMATE DATA SYSTEM
The Pilot Climate Data System (PCDS) is an interactive,
scientific information management system for locating,
accessing, manipulating, and displaying climate-research
data. The Data Management Systems Facility of the
GSFC's National Space Science Data Center (NSSDC)
developed this system -- and continues to enhance it --
to support NASA-sponsored scientists at universities and
government agencies. The collection of data supported
by the system continues to expand, and currently con-
sists of twenty-four data sets. The size of the user com-
munity is also growing, with increased access being pro-
vided via new nodes on the Space Plasma Analysis Net-
work, as well as via other networks.
The PCDS provides functions which enable researchers
to !ocate data of interest, preview data using graphical
and statistical methods, and extract subsets for further
analysis at their own sites. These functions are described
below:
• Obtain comprehensive descriptions of a number of
climate parameter data sets and the associated sensor
measurements from which they were derived.
• Obtain detailed information about the temporal
coverage and data volume of data sets which are
readily accessible via the PCDS.
• Extract portions of a data set using criteria such as
time range and geographic location, and output the
data to on-line disk files in a special data set indepen-
dent format, to a user terminal, to a system printer,
or to a tape.
• Access and manipulate the data in these data set in-
dependent files, and perform such functions as com-
bining the data, creating a subset of the data, or
averaging the data.
• Create various graphical representations of the data
stored in the data set independent files.
The PCDS provides these capabilities via the integration
of several general purpose software packages -- some
commercially available, others developed by different
groups within GSFC -- with specialized software for
reading the supported data sets. The result is a system
that is both easy to use and flexible, and which can easi-
ly be expanded to either provide support for additional
data sets or to provide additional functional capabilities.
Some of the accomplishments during FY86 are listed
below:
The Second PCDS Workshop was held in January,
and was attended by over 100 scientists, managers,
and other interested users. Several users presented
their work with the PCDS, and attendees were given
opportunities for' 'hands-on" work with the system.
Updated user documentation, such as the user's
guide and the catalog summary report, was pub-
lished, and the on-line catalog was updated. Addi-
tional information was provided to users via a
demonstration floppy for the catalog and on-line
demonstration capabilities provided for new users.
The data holdings were expanded. Support is now
provided for the International Satellite Cloud Clima-
tology Project (iSCCP) Stage B3 data, as well as
several additional Nimbus-7 data sets. Over 200 ad-
ditional tapes were made available to users.
Plans were developed for the support of the First
ISCCP Regional Experiment (FIRE), and work was
begun on support for Global Solar Flux Data Sets.
University researchers continued to be supported,
with the PCDS being used in graduate-level classes.
This support was enhanced by the addition of new
nodes to the network and Telenet access capabilities.
Portions of the PCDS have been redesigned so that
they will be easier to use, more flexible, and more
powerful. The redesigned graphics capabilities are
being tested now in the support of a Coordinated
Data Analysis Workshop being conducted by the
NSSDC. These redesigns are part of the PCDS's
transition to an operational system. This transition
will be completed in FY87, and the PCDS will be-
come the NASA Climate Data System.
A software package for accessing the PCDS's data
set independent format was implemented and docu-
mented. This data construct is of great interest to
many other NASA projects, and the software pack-
age will be made available to them in FY87.
User support and assistance have been provided, as
well as numerous demonstrations and presentations
at various meetings. Assistance to one user enabled
him to create a data set in PCDS's data set indepen-
dent format, and use it to compile a rainfall atlas
for northern Peru.
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• New versions of software packages were integrated
into the PCDS, providing enhanced capabilities and
performance.
• Contributions were made to the NSSDC Computing
Facility (NCF) Hardware upgrades. The NCF has
acquired a VAX 8650, making additional computing
power and on-line storage available to users.
The PCDS provides a number of labor-saving utilities,
allowing projects to perform significant research even
with limited budgets. It also serves as a model for future
information management systems in a variety of disci-
plines.
Contact: Mary G. Reph
Code 634
Sponsor: Office of Space Science and Applications
Ms. Mary Grace Reph, PCDS Manager with eight years
of experience at Goddard, holds an M.A. degree in
mathematics from American University. She is in-
terested in data base management.
THE PILOT LAND DATA SYSTEM
The Pilot Land Data System (PLDS) is a recent NASA
initiative that will provide the land science community
with a powerful, friendly, and cost-effective computer
environment for conducting land related research. The
system will offer a full spectrum of distributed processes
and analytical services such that the land scientist can
focus on research rather than on computer processes and
data management. The design and development of PLDS
involves a multicenter cooperative agreement approach.
The Data Management Systems Facility at Goddard was
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Pilot Land Data System distributed functional concept.
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chosen as project office and lead center with Ames Re-
search Center and the Jet Propulsion Laboratory partici-
pating. Several universities are also actively involved. A
selected set of operational science projects are actively
being supported by PLDS to establish data processing
needs, analysis capabilities, communication requirements,
and to provide overall system design requirements for an
eventual operational system in the 1990's. This approach
provides accurate and timely inputs from the users to en-
sure basic analysis requirements which then can be used
to drive the system's functional and operational require-
ments.
The system is distributed in nature, limited in scale, and
is developing the following capabilities:
• Data management, which provides a central direc-
tory, browse, catalog, inventoD', data subsetting and
friendly interface capabilities.
• Network and communications which is providing
links to allow rapid transfer of information and data
from one remote site to another.
• Land analysis software tools which removes the
burden of sensor calibration, radiometric and geo-
metric correction from the user.
• System access capabilities which provides access to
and information about specific existing computer re-
sources at the participating NASA nodes.
• Artificial intelligence design concepts and data stan-
dardization techniques are being researched to re-
move from the user the burden of understanding
how to operate or communicate with a given com-
puter system or data base.
Over thirty scientific Principal Investigators have been
identified and are being supported by PLDS and three
universities are providing technical support. A user sup-
port office has been established which provides archival
and data, and documentation dissemination and access
to outside databases identified by the science community.
An "Earth Science Network" concept has been establish-
ed and several users have been connected and using
TCP/IP protocol, network access was demonstrated by
a university.
In addition, PLDS and Space Application Information
System management are in the process of formulating
testbed activities that will be required to support EOS and
Space Station requirements.
Contact: William J. Campbell
Code 634
Sponsor: Office of Space Science and Applications
Mr. W. Campbell, who holds an M.S. degree, is a
geographer with eight years of service at Goddard. He
is responsible for developing advanced systems specific
to Earth resources phenomena observations.
THE LAND ANALYSIS SYSTEM
In the summer of 1985, Goddard's Space Flight Center's
(GSFC) Space Data and Computing Division (SDCD)
completed the development of the Land Analysis System
(LAS) and delivered it to the user community. This event
culminated a two and one-half year effort to produce a
major image processing system to meet the needs of
NASA's Earth Science community. The system was im-
plemented on a VAX-11/780 minicomputer and was
tailored specifically to meet the multidisciplinary re-
quirements of the scientists within GSFC's Laboratory
for Terrestrial Physics (LTP). LTP's disciplines include
forestry, agronomy, agriculture, geology, hydrology,
geography, geophysics, and meteorology. The system was
fully tested and evaluated by LTP staff before it was
released. LTP's evaluation included: 1) system and soft-
ware documentation, 2) user friendliness, 3) basic image
processing capabilities, 4) general system services, and 5)
ancillary subsystems.
The comprehensive system design elements of the LAS
fall into these categories:
• capabilities for both batch and interactive process-
ing
flexible user-system interface system: the Transport-
able Applications Executive (TAE) was adopted as
the user interface software
• extensive session history records to document pro-
cessing operations
• use of standard data formats and file structures for
storing data files
• capabilities for automatic cataloging of data sets
• utility programs to handle common service functions
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• well defined program interface for menu and com-
mand mode
• multi-level help file for all processing functions
The LAS provides the user with a complete image analysis
environment ranging from primitives for basic pixel
manipulation to complex algorithms and frequency do-
main analyses. The application software consists of 240
major functions providing a variety of capabilities
including:
• reading data from magnetic tape
• selecting study sites using an image display
• applying intensity transforms to perform radiometric
corrections of atmospheric and sensor efforts
• performing convolution in the spatial or Fourier
domain
• digitizing control points from ground truth and
locating corresponding control points in an image
via a video display
• applying geometric correction programs to register
images to ground truth
• performing image to image registration to register
temporal or layered data sets
• selecting polygonal training sites for computing
training statistics
• applying supervised or unsupervised clasification
methods
• assigning colors to the resulting classification
• digitizing polygonal or stratified ground truth
information
• applying statistical sampling within strata to deter-
mine classification accuracy
experimenting and analyzing of spectral ratios, linear
transforms, to improve classification accuracy
producing film products that show black and white
and color imagery and color coded and annotated
classification maps
• producing tabular data summaries for input to ex-
ternal packages for statistical processing modeling
The LAS was sent to the Computer Software Manage-
ment and Information Center (COSMIC) in July 1986
and has been installed in several institutions. The LTP
and the Department of Interior's EROS Data Center are
working cooperatively with the SDCD to insure that LAS
continues to respond to the processing needs of the user
community. A Configuration Control Board (CCB) was
established in 1985 to oversee and coordinate the long
term system maintenance and enhancement activities
among all the members of the user community.
Contact: Yun-Chi Lu
Code 636
Sponsor: Office of Space Science and Applications
Dr. Yun-Chi Lu has been with Goddard as a data
analyst since 1985. He received his Ph.D. degree in plant
physiology from Virginia Polytechnic Institute. Dr. Lu's
primary interests are in the areas of digital image pro-
cessing and renewable resource inventory research.
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SPACE COMMUNICATIONS AND NAVIGATION
THE FLIGHT EXPERIMENT
DEMONSTRATION SYSTEM
A demonstration of a microprocessor-based orbit deter-
mination system has been conducted using the NASA
Tracking and Data Relay Satellite System (TDRSS). The
experimental system FEDS, collected forward link
TDRSS observation data in real-time from a prototype
transponder and used these measurements to compute the
position and velocity of the Solar Mesosphere Explorer
(SME) satellite. The purpose of the demonstration was
to show that a microprocessor-based onboard orbit deter-
m;.n_t;.nn system .... la perform .m .,,=,.._oor., f,,nq.f;,,_n(_
with a minimum of ground support. The three main goals
were to:
• provide tracking signal frequency predictions
needed by the transponder for signal acquisition
interact with the transponder and interface hardware
reliably so that all possible observation data were col-
lected and available during estimation
• perform orbit estimation quickly enough for com-
pletion before the next tracking pass.
Currently, two-way TDRSS observation data are rou-
tinely used for orbit determination (OD) of near-Earth
scientific spacecraft. These "user" orbits are computed
biweekly using tracking data accumulated during the
previous week. The FEDS OD scenario is different in that
the navigation system automatically updates its estimate
of the user orbit every revolution around the Earth based
on a much smaller amount of data collected over the last
6-10 hours. Locating such a system onboard the user
spacecraft would provide several benefits in terms of
speed and cost. The primary benefit is the ability to im-
mediately annotate the experimenters' scientific data with
accurate orbit information. Others are the ability to more
easily acquire the TDRS tracking signal and also the
potential use of orbit information by other onboard
systems, such as the attitude control system. Both of these
uses would reduce the amount of ground support needed
for the satellite's operation.
The purpose of FEDS was to demonstrate the capabilities
of an automated orbit determination system in a more
realistic environment by using a standard user trans-
ponder and actual TDRSS tracking. The demonstration
system was composed of two major hardware compo-
nents: a transponder and a navigation computer. The
transponder used was a prototype of the Second-
Generation TDRSS User Transponder. The navigation
computer was a Digital Equipment Corporation (DEC)
LSI-11/23 microprocessor under the control of a standard
DEC operating system, RSX-11S. The orbit estimation
software was based on the Goddard Trajectory Determi-
nation System (GTDS) which is currently used by the
Flight Dynamics Division for its routine orbit support.
Models were taken from GTDS for the numerical inte-
oratr_r and fnrea mndalin_ u_ed in the orbit nrona_ator:
for the batch least-squares estimation technique; and as
a basis for the FEDS forward link observation model.
The scenario for the tracking model used in FEDS, shown
in the first figure is unique to the demonstration. The
TDRSS White Sands Ground Terminal (WSGT) trans-
mits a tracking signal compensated to reach the user
satellite, SME, at center frequency. The TDRS removes
a pilot tone from the signal and retransmits the signal
toward SME. The transponder sitting on the ground at
the Goddard Space Flight Center (GSFC) acquires the
signal and forms measurements of the signal as SME
\\\\)
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Tracking configuration.
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passesoverGoddard. FEDS then converts the measure-
ment to a frequency offset and stores it for later use in
estimating the user orbit.
The demonstration took place at the GSFC Radio Fre-
quency Simulation Operation Center (RFSOC) in March,
1986. The test configuration is shown in the second figure.
TDRSS tracking data accumulated over the first 6 hours
were used to estimate the orbit, then were propagated to
the next pass 90 minutes later and used to successfully
acquire the tracking signal. Two more estimation cycles
were completed during one day's 10 hour test period. Due
to scheduling constraints, the test setup was then dis-
mantled; however, all the data was saved for further
analysis.
The FEDS demonstration met all of its goals and was a
successful first step towards the development of a
TDRSS-based onboard OD system. The next logical step
would be an actual flight experiment that would carry
a navigation computer dedicated to orbit determination.
Continuing this investigation of onboard navigation op-
tions could help to lead NASA into the 21st century.
Contact: Rose Pajerski
Code 550
Sponsor: Office of Space Tracking and Data Systems
Ms. Rose Pajerski has 15 years of service with Goddard.
She holds an M.S. degree in computer sciences from
Johns Hopkins University and is interested in
microprocessor-based navigation systems.
S-BAND HIGH-GAIN MICROSTRIP
PLANAR ARRAY ANTENNA
A high-gain microstrip planar array antenna has been
developed for operation at S-Band. The antenna can vary
in size according to the gain requirements of the user,
without redesigning the basic radiating network. The
transmit signals from the element antennas feeds can be
either left-hand circularly polarized (LHCP) or right-hand
circularly polarized (RHCP) signals at 2287 + 20 MHz
(band 2). At 2106 _+20 MHz (band 1), circularly polarized
receive signals will be picked up by linear elements.
GSFC
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The gain of a 44" × 11 "array is approximately 21.5 dB
for transmit and 20.5 dB for receive signals. With an ef-
fective power division method, gain will increase by ap-
proximately three dB each time the array size is doubled.
Besides gain, other important performance parameters
were measured on a 44" x 11" strip interleaved with 3
rows of 12 circular transmit elements and 3 rows of 12
rectangular receive elements. VSWR was measured to be
1.3:1 or less for band 2 and 1.5:1 or less for band 1.
The high-gain antenna of four modules shown in the
photograph has a narrow beamwidth of approximately
8 o and is not designed to be electronically steered. The
low weight antenna backing structure consisting of 0.25
inch honeycomb and .005 inch fiberglass will reduce the
torque noise perturbations normally experienced in me-
chanically pointing high-gain antennas due to low weight
and a short moment from antenna CG to gimbal axis.
The substrate material in the prototype was a 48" x 48"
piece of Teflon/fiberglass material called Duroid with a
power division network and radiating elements made of
aluminum microstrip. Duroid is the same material that
was used in the construction of the K-Band antenna
reported in 1985.
Modifications to the present rectangular design are being
made to make the antenna compatible with the Multi-
Mission Modular Spacecraft. The full complement of
switches, cables, circulators, and connectors that make
the high-gain antenna array a system component with one
S-Band high-gain antenna of four modules.
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coaxial input, will be added as part of this effort. Modi-
fications that affect the basic 44" x 11 "array shape and
requirements that specify a foldable array for stowing are
being addressed for a variety of TDRSS users.
Contact: Lawrence M. Hilliard
Code 727
Sponsor: Office of Space Tracking and Data Systems
Mr. Lawrence M. Hilliard is an electronic engineer in
the Antenna Technology Section of the Microwave and
RF Technology Branch at Goddard. Mr. Hilliard, who
is enrolled in the Master of Engineering Administration
program at George Washington University, has three
years of experience at Goddard.
S-BAND UNIFORM-GAIN ANTENNA
WITH HEMISPHERICAL COVERAGE
A broadband uniform-gain antenna has been developed
for operation at S-Band. The antenna can be used for
left-hand circularly polarized receiving and transmitting
through both the TDRSS data link user frequencies --
2106 MHz and 2287 MHz.
The purpose of the research on this antenna was to de-
velop an efficient constant-gain antenna in a forward
hemisphere and to minimize the radiation in the back
hemisphere. Minimizing the back radiation eliminates
spacecraft reflections that would detract from a beam pat-
tern with uniform gain. Mounted directly to opposite
sides of the spacecraft, two antennas with nearly perfect
hemispherical coverage can provide TDRSS coverage for
user spacecraft without the need for tracking.
It was discovered in phase A of the research that a single
quadrifilar helix feed element would be the best way to
achieve uniform gain for hemispherical antenna coverage.
In order to reduce the amount of back radiation a reso-
nant ground plane was employed. Inherently, the hori-
zontal component of the circular polarization does not
propagate well along the ground plane. The resonant
ground plane cut off the vertical component as well by
choking off the reradiation and image effects of the
ground plane for the specific S-Band frequencies.
Phase B of the research resulted in an engineering model
which featured the quadrifilar helix radiating element
S-Band uniform-gain antenna with hemispherical coverage.
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broadbanded with a microstrip stub tuning network, and
a circular ground plane with concentric baffles. The dif-
ference in radii between baffles was designed to be just
inductive of 1A wavelength from 2287 MHz (.41 inches)
on the innermost baffle to 2106 MHz (.63 inches) on the
outermost baffle. These distances took into account the
fringing, which has the effect of lengthening baffles, that
was found empirically in phase A.
The performance of this antenna element and ground
plane, in terms of a rapid rate of pattern cutoff, surpasses
that of omnidirectional antennas used previously.
The engineering model antenna produced a gain from 0-2
dB for a range of angles _+80 o off boresight. From there,
a 10 dB drop in gain will occur between + 80 ° and + 100 °
off boresight. Another 20 dB drop in gain occurs between
:l: 100 ° and + 120 ° off boresight.
In response to requirements for specific spacecraft ap-
plications, research is continuing on reducing the size of
the three foot diameter baffled ground plane. It is de-
sirable to use two of these antennas, in tandem, mounted
directly to the spacecraft. Reducing the baffled ground
plane to a diameter as small as 10 inches is considered
feasible as a result of this continued research. Calcula-
tions based on the beam pattern from the full sized (three
feet dia.) omnidirectional antenna suggest that two such
signals added together would provide 96 percent of
spherical coverage. This is an improvement from approx-
imately 75 percent on the previous best omnidirectional
antennas used by NASA.
SOLID-STATE MILLIMETER-WAVE TRANSMITTERS
The frequencies around 60 Gigahertz (GHz) are attractive
from various standpoints to transfer data effectively at
high rates between space vehicles. Two bands have been
allocated by the World Administrative Radio Conference
with 3.95 GHz/rod 5.0 GHz of bandwidth. As these fre-
quencies are within the oxygen absorption band, inter-
ference to and from terrestrial sottr_es i_ very unlikely,
as is interception of these signals from ground stations.
System studies indicate that for such 60-GHz communica-
tion systems, transmitters will be required with output
powers from one to 10 watts. Solid-state transmitters are
attractive for these applications, due to their low voltage
requirements, high reliability, and high attainable band-
widths.
High-power solid-state amplifiers at these frequencies rely
on the IMPATT diode as the active amplifying device.
Current state of the art IMPATT's at these frequencies
deliver about one watt of output power. To achieve higher
output power, several devices must be combined in a
highly efficient manner.
Prior to this development, binary dividers and combiners
had to be employed to develop systems that used multiple
This antenna can be used on all NASA missions, requiring
S-Band communication with TDRSS, as a simple back-
up antenna set or as a low data rate primary communica-
tion channel.
Contact: Lawrence M. Hilliard
Code 727
Sponsor: Office of Space Tracking and Data Systems
Mr. Lawrence M. Hilliard is an electronic engineer in
the Antenna Technology Section of the Microwave and
RF Technology Branch at Goddard. Mr. Hilliard, who
is enrolled in the Master of Engineering Administration
program at George Washington University, has three
years of experience at Goddard. The lO-watt, 60-GHz, solid-state amplifier.
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devices.As a comparison, by using such a binary ap-
proach, the output stage would require 30 such dividers
and combiners, instead of the two radial-line components
used for this effort. An amplifier using 30 dividers and
combiners instead of two has much lower overall
efficiency.
A 10-watt, 60-GHz, solid-state amplifier has been suc-
cessfully developed that uses a high-efficiency radial-line
divider and combiner. Such radial-line components per-
mit a large number of active devices to be combined in
a Compact space with relatively high efficiency. In this
amplifier, 16 single, 0.7-0.8 watt IMPATT's are com-
bined to form the output stage. To achieve enough gain
so that an input signal of one miUiwatt will drive the
amplifier to its full output, two single device IMPATT
stages and one driver stage with two devices precede this
output stage.
Contact: J. Chitwood
Code 727
Sponsor: Office of Aeronautics and Space Technology
Mr. John Chitwood, an electronics engineer, is Head
of the RF Technology Section at Goddard. Mr. Chit-
wood, who has 27years of service with Goddard, is cur-
rently the Lead Microwave Engineer for the COBE dif-
ferential microwave radiometer. He was previously the
Principal Investigator for the Interactive Techniques for
Inter-NASA Applications Project. Mr. Chitwood holds
a BSEE degree from Drexel University.
SYSTEM AND SOFTWARE ENGINEERING
THE NATIONAL SPACE SCIENCE DATA CENTER
ON-LINE DATA CATALOG SYSTEM
After two years of development the first part of the
NSSDC On-line Data Catalog System (NODCS), the
Central On-line Data Directory (CODD), is approaching
the operational state and work is shifting to the refine-
ment of the second part, the Distributed Data Catalog
System (DDCS). NODCS allows a general user to quickly
locate and obtain basic information, across computer net-
works, about space and Earth science data sets of interest.
A user would first access the CODD through computer
network or dialup connection to NSSDC. During the past
year the CODD has been opened to test usage by the
general public for the purpose of obtaining comments and
suggestions for improvement. The number of data sets
entered in the system is at present quite limited, but this
will increase rapidly as a system for interactive input into
the database is completed. This system is also nearing
operational status. The CODD may presently be accessed
through the Space Physics Analysis Network (SPAN) by
entering the command: "$SET HOST NSSDC" on a
computer attached to the SPAN network, and then enter-
ing NSSDC to the Username prompt. The subsequent
services menu for NSSDC has the Central On-line Data
Directory as one of the options. Telephone lines to the
NSSDC computer will be changing in the near future, and
so, dialup access will be advertised when these changes
have been completed.
By entering known information about the data of interest,
such as spacecraft, instrument, or investigator names, or
by selecting appropriate discipline keywords descriptive
of the data, the user is given a list of relevant data sets
from which to choose. General information about the
choices (data set description, parameters measured, pro-
cessing history, quality, resolution, storage location, ac-
cess cost, associated instrument description, contact per-
son information, etc.) may be obtained within the CODD.
Once a choice has been made, the user may obtain more
detailed information by accessing the catalog associated
with that data set, if one exists. It is the catalog access
system which has been the recent point of emphasis.
Catalogs usually reside at the same location as the data
set. This may be at the NSSDC or anywhere else in the
United States or the world where the data are currently
being maintained. Wherever possible, the CODD will,
upon request, connect the user, via computer network,
to a catalog associated with a chosen data set. A test con-
nection to a catalog of plasma instrument data from the
Dynamics Explorer (DE) satellites at the Southwest Re-
search Institute (SWRI) in San Antonio, Texas, has been
162
DECREASING
LEVEL OF
INFORMATION
DETAIL
CC
III
DIRECTORY OF
DIRECTORIES
HIGH LEVEL INFORMATION ON
INDIVIDUAL DATA SETS
DETAILED INFORMATION
ON WHOLE DATA SETS
iV /
LAND OCEANS ATMOSPHERE SOLAR- PLANETARY
/CLIMATE TERRESTRIAL
DISCIPLINE
ASTROPHYSICS
INFORMATION
ON DATA SET.,
GRANULES
The National Aeronautics and Space Administration Data Directory Catalog System.
implemented within CODD to demonstrate the feasibility
of this approach. Connections to the catalogs associated
with the other DE instruments are in progress.
Catalogs provide the user with information about the
granules or elements of the data set such as the existence
of data for a particular time period. They may also serve
other functions such as allowing browsing through the
data, permitting data manipulation and/or graphics, pro-
viding an on-line method for ordering data, etc. The
SWRI catalog, for example, has several of these capa-
bilities. Special emphasis is being placed on providing
connections to the NASA discipline-oriented data systems
such as the Pilot Climate Data System (PCDS), Pilot
Land Data System (PLDS), NASA Ocean Data System
(NODS), and the Planetary Data System (PDS). Some
of these may be described elsewhere in this volume. These
data systems will be of particular interest to users wishing
data from a particular scientific discipline. The CODD
will be especially useful for providing the link among the
systems to facilitate correlative studies of multiple data
sets. The next major development will be to provide not
only a link among these systems but also a standardized
flow of information. This would allow a user to continue
searches from one system to the next with a similarity
of operations and elimination of repetitive entries.
Contact: James R. Thieman
Code 630
Sponsor: Office of Space Science and Applications
Dr. James R. Thieman, a scientist data manager with
nine years of experience at Goddard, holds a Ph.D.
degree from the University of Florida. His research in-
terests are in the areas of planetary radio astronomy
and magnetospheric plasma physics.
DIGITAL OPTICAL DISK
Write-Once Read-Many (WORM) digital optical disk
systems hold great potential for the data archiving and
dissemination requirements of the National Space Science
Data Center (NSSDC) and of the space and Earth science
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communities it serves. During the past year, NSSDC per-
sonnel developed a software interface between its Opti-
mem 12-in WORM system and its VAX/VMS system.
In order to minimize user impact, the standard VMS
Files-I 10DS-2 file structure is used.
The software package, SOAR (System for Optical Ar-
chiving and Retrieval), consists of a pseudo device driver
and a set of utility routines. SOAR binds an optical disk
and a file on magnetic directory files is linked to the op-
tical disk. Once the optical disk together to form a vir-
tual Files-11 compatible disk. On writes, data blocks are
sent to the optical disk, while directory blocks are sent
to the magnetic disk. This accommodates VMS's inclina-
tion to overwrite directory information, which would be
intolerable on write-once media.
Mount and Dismount utilities assure that, upon resuming
write operations to a partly filled optical disk, the cor-
rect magnetic directory files is linked to the optical disk.
Once the optical disk is full of data, a Close utility is used
to migrate the directory information from the magnetic
disk to the preallocated space on the optical disk. This
yields a stand alone optical disk which is readable with
the standard VAX/VMS software used for reading Files-
11 magnetic disks.
The SOAR package has been provided to a few NSSDC
user sites, including the University of Texas at Dallas with
which NSSDC initiated its optical disk activities, for user
testing. It is expected that, within a year, this software
will be used at the tens of sites now participating with
NSSDC in a mass buy of WORM optical disk drives.
In related activities, NSSDC performed transfer rate
testing in PDP/RSX-11M, microVAX/microVMS, and
VAX/VMS environments. Reading or writing a full 1 GB
disk required 16 hours, 3.3 hours, and 55 minutes in these
environments, for optimal file sizes.
Contact: Joseph H. King
Code 633
Sponsor: Office of Space Science and Applications
Dr. Joseph H. King, Head of the Central Data Services
Facility (NSSDC), has 20 years of service with Goddard.
Dr. King, who is IMP-8 Project Scientist, holds a Ph.D.
degree from Boston College.
LOCAL AREA NETWORK EXPERT SYSTEM
The Local Area Network Expert System (LANES) is an
expert system designed to detect and isolate faults in the
Goddard-wide Hybrid LACN (local area computer net-
work). Development work is being performed on a Sym-
bolics 3640 Lisp machine using the expert system develop-
ment tool, ART (Automated Reasoning Tool from In-
ference Corp.). An operationally useful prototype has
been completed and is available for demonstration and
use.
The purpose of LANES is to automate the process of
fault detection and isolation on the LACN. Currently
operators do a small amount of network checking manu-
ally, but to do a thorough check of the entire network
is tedious because of the large number of items involved.
As a result, most fault isolation takes place after a user
has discovered and reported a problem.
LANES is organized into the components shown in the
first figure. The fact base is a database for representing
information about the network. The network query func-
tions are LISP functions that send messages to the net-
work and get a response. The knowledge base is a set of
rules for heuristics (expert rules of thumb), control
strategy, and user interface display. The inference engine,
provided by ART, acts as a rule interpreter to determine
which rules to use and when to use them. Still under de-
velopment is the Network Editor, a general purpose,
graphical, interactive tool to assist users and developers
in the creation of network graphic displays and schemata
in ART.
Local Area Network Expert System components.
The LACN allows communication between variety of dif-
ferent computers, ranging from mainframes to micros to
dumb terminals. It can be subdivided into about fifteen
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smaller subnets of which a network is used to represent
the physical ethernet wiring. Twelve Appliteks connect
networks in eight buildings to a central network console
in Building 8 using the cable television (CATV) wiring.
Transceivers connect equipment to a network. Twenty
Bridge boxes multiplex a number of devices, such as ter-
minals, computers, and modem lines to a single ethernet
connection. A number of repeaters expand the distance
allowed within or between networks.
The fact database is a model that defines a subset of the
LACN. Six main types of objects are defined: networks,
Appliteks, transceivers, Bridge boxes, repeaters, and
Digital Equipment VAX computers. Pertinent informa-
tion is associated with each object including its name, net-
work address, graphical icon, connections, and so on.
The Symbolics 3640 is connected to a Bridge box through
a serial connection. LISP functions can be invoked by
rules to send commands to this Bridge box to get infor-
mation from any Bridge box on the network or to log
on a local VAX 8600 and get information about all the
VAXes on DECNET. The function interprets the re-
sponse (or lack of response) and returns information to
the expert system.
With the information, the expert system heuristic rules
attempt to detect and isolate problems in the network.
User interface rules display results with text and graphics.
For example, in the second figure the Bridge box CS 1-D
is missing (an X is placed in the box) and the Bridge box
CS1-B has a high statistical CRC (cycle redundancy
check) error count (a question mark is placed in the box).
An example of a heuristic to determine the status of a
Bridge box would be:
DEFRULE determine-bridge-box-status
IF the current-network-to-check is ?network
and there is a bridge-box ?bridge
and ?bridge is connected-to ?network
THEN LISP:(get-bridge-status ?bridge) ;This
calls the lisp function to get the bridge status
And an example of the user interface rule would be:
DEFRULE put-a-x-mark-on-a-bad-bridge-box
IF there is a bridge-box ?bridge
II 6
To Bldg 8
Command Root
CSI-D does not show on the network map Clear
Reset
WARNING- CSI-B his a CRC count of 80 indicating Run
that the tranceiver may be bad Step
I_> Watch
.m
File
Hew
Open
Save
Edit
Add Device
Options
Network Editor
Run Menu
Show Statistics
Change View
Applitek Status
Data Systems Technology Laboratory.
and the status of ?bridge is down
and the icon of ?bridge is ?bridge-icon
THEN place an x-mark on the ?bridge-icon
Not all information can be directly queried from the net-
work. The status of an Applitek must be deduced based
on the status and locations of Bridge boxes and VAX
computers. For instance in the previous figure, an Ap-
plitek connects the local network (the one displayed) to
a central node in Building 8. The only path to reach bridge
boxes in other building is through this Applitek. So a
heuristic rule can be written to deduce its status as
follows:
DEFRULE deduce-that-the-local-applitek-is-
working
IF the local-network is ?local-network
and there is an applitek ?local-applitek
and ?local-applitek is connected-to ?local-
network
and there is a bridge-box ?bridge
and ?bridge is NOT connected-to ?local-network
and the status of ?bridge is up
THEN the status of ?local-applitek is up
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The current version of LANES checks fifteen Bridge
boxes, five VAX computers, and four Appliteks on net-
works located in three different buildings. Each network
is depicted graphically as shown in the previous figure
and a global map of Goddard Space Flight Center shows
Applitek connections between buildings. LANES is un-
dergoing constant evolution to increase its capabilities and
number of devices checked. For operational use the sys-
tem will be ported later to a SUN workstation running
ART.
Contact: Robert Dominy
Code 522
Sponsor: None
Mr. Robert Dominy is an electronics engineer with 1 ½
years of experience at Goddard. He holds a B.A. degree
in computer science from the University of Tennessee
and is interested in artificial intelligence.
INTELLIGENT DATA MANAGEMENT PROCESSES
The Data Systems Management Facility (Code 634) is in
the process of developing fifth generation data manage-
ment systems to support current and future NASA's
operations and research needs. The IDM concept is based
on using Artificial Intelligence and advanced computer
technologies, including expert systems, natural language
processing, and parallel computing. The project's goal
is to develop intelligent data management value-added
services and systems that can support a large number of
scientists and engineers involved in the management and
use of space derived spatial and symbolic information.
(These users have a need for on-line access to space and
USER
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I
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Intelligent Data Management concept.
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Earth related data, but may not have the needed infor-
mation.) In addition, these users have a need for on-line
access to space and Earth related data, but may not have
the needed experience in database operations. Data man-
agement systems developed using IDM concepts will over-
come most user/database difficulties by serving as an in-
termediary between a database system and a user who
may not have knowledge of the database's architecture,
data content or query language. Other technical issues
that will be addressed in the project include: spatial
database systems, automatic data ingest, and advanced
database designs.
Recently the IDM project has successfully designed and
developed a prototype intelligent user interface and is
working with the Pennsylvania State University in the
development of an intelligent spatial database system. The
¢;_o*'_'_*'_*..... ¢ !nte!!i_ent User Interface (!U!_ was ira_
plemented on an IBM PC/AT using the expert system
development tool M 1. The expert system was connected
to an operational database using the natural language
query processor, THEMIS. The IUI system provided the
capability for inexperienced database users to formulate
complex queries to support simulated science data
requests.
The initial prototype of the IUI system has been com-
pleted and its concept functionality verified using an
operational scientific database. The next phase of the
project is the development of an advanced IUI system
using an advanced LISP workstation and a object ori-
ented expert system development tool. This next genera-
tion IUI system will be combined with the spatial database
system and tested to determine its ability to support Space
Station like data management operations.
Contact: William J. Campbell
Code 634
Sponsor: Office of Aeronautics and Space Technology
Mr. W. Campbell, who holds an M.S. degree, is a
geographer with eight years of service at Goddard. He
is responsible for developing advanced systems specific
to Earth resources phenomena observations.
SPACE PHYSICS ANALYSIS NETWORK
The Space Physics Analysis Network (SPAN) was funded
in 1980 as a Marshall Space Flight Center (MSFC) pilot
project to support correlative space plasma (or solar ter-
restrial) physics research. A users group called the Data
Systems Working Group (DSUWG) was also established
at that time to design, implement and oversee SPAN. In
1981, SPAN became operational with three major nodes:
University of Texas at Dallas, Utah State University, and
MSFC. Span was implemented as a mission-independent
computer-to-computer network which takes full advan-
tage of "off the shelf" software and hardware at the
remote institutions. The SPAN nodes are connected with
leased lines and communicate over these lines using all
or most of the DECnet protocols.
SPAN has grown very rapidly since its inception in 1980;
with an increased number of nodes, gateway access to
other networks and international network access. SPAN
accomplishments for FY86 are summarized below:
ment of SPAN
NSSDC hosted the DSUWG meeting that was at-
tended by over 100 science users, systems managers
and SPAN network developers
• SPAN Project Management Plan was approved at
the DSUWG meeting
SPAN provided transmission of near real-time data
across the U.S. and Europe for:
--International Cometary Explorer (ICE) en-
counter with the comet Giacobini-Zinner
-- Voyager encounter with Uranus
-- Giotto encounter with Comet Halley
• Established access to the following gateways:
-- NASA Packet Switched System (NPSS)
-- ARPANET
-- BITNET
Added new nodes in Canada, U.S., and Europe;
total number of nodes accessible via SPAN is now
well over 500
Coordinated the distribution of network area ad-
dresses with the following wide area networks which
expressed interest at the DSUWG meeting in join-
ing SPAN
-- Texas academic network (TEXNET); over 100
nodes
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-- CanadianDataAnalysisNetwork(DAN)that
supportsCANOPUS;12nodeswhicharenow
apartof SPAN
-- High Energy Physics Network (HEPNET, also
known as PHYSNET); over 400 nodes in the
U.S., Europe, and Japan which are now a part
of SPAN
• Expanded SPAN support to include other disci-
plines: Oceans, Planetary, Atmospheric, Earth
Science, Climate, and Astrophysics
• Reconfigured SPAN to use the Program Support
Communication Network (PSCN) high speed links
• Obtained commitments from Europe and Japan to
use SPAN for major joint projects
SPAN has been reconfigured from a modified star to-
pology with all of the primary nodes going into MSFC
to a configuration with four major Routing Centers (a
fifth to be added in the future). The Routing Centers are
located at MSFC, GSFC, JSC, and JPL and are con-
nected by 56 kb/s links. The remote nodes are connected,
based on geographical location, to the Routing Center
with 9.6 kb/s links. SPAN provides the following capa-
bilities: mail, remote log on, task-to-task and file transfer.
SPAN users can also reach nodes on networks that do
not use the DECnet protocol by using ARPANET and
BITNET gateways. And they can contact SPAN nodes
with a terminal-computer connection through
TELENET/GTE by accessing the NPSS gateway. This
capability was demonstrated very vividly when a SPAN
user on travel in Japan was able to access SPAN nodes
through the Japanese equivalent of TELENET and the
use of the NPSS gateway.
Contact: Valerie Thomas
Code 633
Sponsor: Office of Space Science and Applications
Ms. Valerie L. Thomas, Project Manager for the Space
Physics Analysis Network (SPAN), has served 22 years
with Goddard. Ms. Thomas, who holds an M.S. degree
in Engineering Administration from George Washing-
ton University, coordinated activities of Goddard's
development and operations team for the Large Area
Crop Inventory Experiment (LA CIE). She has also pub-
lished documents on Landsat digital data products.
THE DISTRIBUTED ACCESS VIEW
INTEGRATED DATABASE (DAVID) SYSTEM
The objective of this project is the development of a
system that will enable users (scientists and/or managers)
to easily access data and software over heterogeneous
distributed computing systems without having to learn
the rules and operations for each of the underlying sys-
tems. A demonstration system is expected to be completed
by the end of the year. This capability will show DAVID
on top of three different communications networks, six
different computers, two different operating systems, and
four different database management systems.
Functionally, DAVID will have four major capabilities.
First, DAVID will be a heterogeneous distributed data-
base management system. Second, it will also be a stand-
alone homogeneous distributed database management
system. Third, DAVID will be a heterogeneous dis-
tributed operating system. Fourth, it will be a hetero-
geneous communications system.
A number of technical accomplishments occurred during
this past year:
• Detailed design specifications were completed for
most of the fifteen major modules of the system.
• Coding of six of these modules was completed and
subsequent testing of these was initiated.
• Integration and testing of the four "core" modules
was completed.
A prototype of the heterogeneous communications
capability was completed and was demonstrated to
the Space Science and Computing Division Network-
ing Seminar.
Contact: Barry E. Jacobs
Code 634
Sponsor: Office of Aeronautics and Space Technology
Dr. Barry E. Jacobs is a senior research computer scien-
tist with two years of service with Goddard. Dr. Jacobs,
who holds a Ph.D. degree from New York University,
has published widely in the areas of data bases and
mathematical logic.
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SYSTEM SOFTWARE FOR THE
MASSIVELY PARALLEL PROCESSOR
Since its delivery to Goddard in early 1983, an extensive
language system and a unique operating system have been
implemented for the Massively Parallel Processor (MPP).
This system software repertoire is relied on daily by
dozens of teams of scientific investigators who are
developing, testing, and running parallel algorithms on
the MPP.
The MPP is an advanced computer architecture termed
single-instruction stream multiple-data stream (SIMD)
which shows promise of delivering enormous computa-
tional power and at lower cost than other existing ar-
chitectures. The MPP's computational element, the ar-
ray unit, consists of a !28 by 128 array of small!! 1-bit com-
puters, each containing 1,024 bits of local memory. A
secondary storage unit, the staging memory, holds 32
megabytes of data and connects to the array memory via
an 80 megabyte per second data path. The MPP is a back-
end processor for a VAX-11/780 host which supports its
program development and data needs.
The initial high level language implemented in 1983 on
the MPP was Parallel Pascal. This language was designed
to be independent of computer architecture, thus allow-
ing portability of applications programs between diverse
parallel computers having Parallel Pascal compilers. Ex-
perience gained in the development and use of this ap-
proach showed that the 128 by 128 square grid architec-
ture of the MPP could not easily be hidden from the pro-
grammer by using current compiler writing technology.
A modified language, MPP Pascal, was then imple-
mented which is architecture dependent and which
possesses important semantic features allowing the pro-
grammer to make very efficient use of the hardware's
capabilities. The MPP Pascal compiler is capable of pro-
ducing highly optimized code and is sufficiently flexible
to allow easy modification. The MPP is also program-
mable in assembly language through an assembler de-
veloped by Goddard.
The MPP operating system provides interactive debug-
ging aids in addition to support for running applications
code. The software that performs these tasks is shared
by all MPP users, greatly reducing the demand on the
host's main memory. The debugging aids include perfor-
mance monitoring, error reporting of MPP hardware de-
tected faults, breakpointing, single-step, and status
display. A first-come-first-serve queue is the central ar-
biter controlling user access to the MPP.
All MPP applications programs must be prepared as two
parts. One part runs in the MPP control u_lit and the
other part runs on the host. They are linked together
through a message passing system. A master/slave con-
trol relationship exists between the MPP and the host.
The host resident program is the highest level of control.
This program interacts with the user and starts MPP pro-
grams. MPP programs, in turn, use the host as an I/O
server, directly accessing the host's disk and image analy-
sis terminals through an extensive set of I/O service
routines.
A device driver that communicates directly with the MPP
.,,,u,,,,,,. runs at ,ho i,,.,,oo, I,_,,al ;n _-h,_ha¢t- ,'_n._ra*;na
system. This driver is the hub of the entire system, con-
trolling the execution of programs in the MPP as well
as the flow of data throughout the system. The bulk of
the operatiqg system interacts directly with this device
driver to accomplish tasks in support of a running appli-
cation such as initializing the hardware, loading pro-
grams, starting and stopping programs, reading and
writing data, and delivering messages between running
programs in the host and the MPP.
A number of libraries of computational subroutines are
supported. One type holds more than 270 microcoded
subroutines which define the actual instruction set of the
MPP. These include the basic arithmetic and transcenden-
tal functions as well as multi-precise arithmetic and
special user-written instructions. Another library holds
MPP Pascal callable subroutines including fast Fourier
transforms, random number generators, the sort compu-
tation package (see Dorband article), linear algebra rou-
tines, and utility programs. Another library holds I/O
subroutines which control the movement of data within
the system.
For many applications, having only 1,024 bits of memory
available to each of the 16,384 MPP processors has been
a serious constraint. This limitation was imposed by the
memory chip technology available in 1980 when the sys-
tem was designed. As an alternative to an expensive hard-
ware upgrade, Bit Plane I/O software was developed that
treats the staging memory as individual bit planes. A
system was implemented that provides each processor
with 16K bits of virtual array memory. The penalty is an
increase in memory access time from. 1 micro seconds
to 25 micro seconds per bit plane, however, many appli-
cations benefit from this virtual memory as they effec-
tively overlap computation with data transfer. In addi-
tion to Bit-Plane I/O, another system, SMM I/O, gives
the user access to the powerful data reformatting capa-
bilities of the staging memory.
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Two MPP simulation environments have been developed
and distributed to user sites remote from Goddard. One
is the MPP Simulator, which supports the development,
testing and refinement of MPP Pascal or assembly lan-
guage applications programs on any VAX operating un-
der VMS. It allows a user the convenience of a local
dedicated MPP which does not have to be shared with
other users. In addition, its use at remote sites off-loads
program preparation work from the MPP/VAX system
at Goddard. Code that runs on the Simulator will run
on the MPP after adjusting any references to the size of
the array unit (usually simulated as a 16 by 16 array to
speed execution). A second simulation tool called the
Parallel Pascal Translator takes Parallel Pascal source
code as input and produces equivalent serial Pascal source
code as output. The serial Pascal can be compiled and
executed using a standard Pascal compiler system. The
translator allows the development, testing, and refine-
ment of applications programs on most computers that
have a Pascal compiler.
Contacts: Jim Fischer and George Rumney
Code 635
Sponsor: None
Mr. James R. Fischer, Head of the Image Analysis
Facility (Code 635), has 15 years of service with God-
dard. Mr. Fischer spent the past 12 years developing
the massively parallel processor (MPP). He holds a
BSEE degree from North Carolina State University.
ANIMATED COMPUTER GRAPHICS MODELS OF
SPACE AND EARTH SCIENCES DATA
GENERATED VIA THE MASSIVELY
PARALLEL PROCESSOR
The objective of this research is to develop the capability
of rapidly producing visual representations of large, com-
plex, multi-dimensional space and earth sciences data sets
via the implementation of computer graphics modeling
techniques on the Massively Parallel Processor (MPP) by
employing solid modeling and animation techniques re-
cently developed for typically non-scientific applications.
These techniques are, in general, very data or application
specific, and highly intensive users of supercomputer
resources, hence the idea of trying to utilize the enormous
processing power of the MPP. Such capabilities can pro-
vide a new and valuable tool for the understanding of
complex scientific data from a variety of disciplines of
interest to Goddard Space Flight Center researchers, and
a new application of parallel computing via the MPP.
A prototype system with such capabilities has been de-
veloped and integrated into the National Space Science
Data Center's (NSSDC) Pilot Climate Data System
(PCDS) data-independent environment for computer
graphics data display to provide easy access to users.
While developing these capabilities, several problems had
to be solved independently of the actual use of the MPP.
In order to provide an operational capability at the
NSSDC to enable users of the data that it supports to
display complex data, a systematic approach was de-
veloped and implemented, through which the following
achievements have been made:
A development effort to extend conventional two-
and three-dimensional graphics within the PCDS
data-independent environment to that of true multi-
dimensional representations, including animation,
has been completed.
An analysis of typical geometric rendering algo-
rithms has been done in light of the SIMD architec-
ture of the MPP. Some simple graphics algorithm
have been developed for the MPP for ray tracing,
calculation of surface normals, etc., and shown to
be adequate for basic geometric rendering applica-
tions. However, for an operational environment, a
surface fitting algorithm has been developed, in
which a large sequence of arbitrary triples of data
(i.e., Ix, y, z] are sent to the MPP, and an empirical
functional relationship (i.e., z[x, y]) is established.
An extensive survey of the advanced computer
graphics workstation market has been conducted,
which led to the competitive procurement of a Mega-
tek Merlin 9200, which has been integrated into the
NSSDC Computer Facility (NCF) via its local area
network and hence, SESNET, for direct communica-
tions to the MPP.
Several generic data representation methodologies
have been developed for the display of complex,
geophysical data sets, which have been implemented
via the MPP and the NCF.
The software on the MPP and the NCF have been
integrated with the workstation environment to per-
mit a potential user of these advanced graphics tech-
niques to easily get at and work with data of interest.
Basically this has involved the tying of these display
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techniques on the MPP with the PCDS in a trans-
parent fashion, and the establishment of a user-
friendly environment for these tools.
Some candidate data sets have been identified from
which complex, graphics models have been gener-
ated, in the areas of solar-terrestrial physics, clima-
tology, and oceanography.
The aforementioned tools have now been integrated at
the NCF in the graphics workstation environment to per-
mit a user to view such complex models of data via the
same, simple mechanism that a user can view data of in-
terest '- "-- " " "in tue PCDS environment in a conventlonal two_
or three-dimensional form. This system represents the
first operational use of the MPP, in the context of an
extant user-friendly software system. In this system a user
creates or generates data of interest within the PCDS. A
user can then create conventional representations of two-
or three-dimensional slices of the data. However, a user
can also generate a solid model representation. When that
happens, the data of interest, and the model request are
shipped over to the MPP via SESNET, where a batch
job is submitted under interactive control at the NCF.
The MPP software generates the surface rendering, and
ships it back to the NCF for final display and rendering
on the Merlin 9200.
This research has yielded a new operational capability to
display complex data sets in a novel fashion. At this time,
the tools are just beginpJng to be used to analyze space
and earth sciences data of interest. The accompanying
illustration is an example of the type of graphical prod-
uct that the system can generate. It illustrates the spatial
An example of graphics generated by the Massively Parallel Processor.
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andspectraldistribution of gridded energy fluxes calcu-
lated from remotely sensed X-ray counts observed from
a sounding rocket instrument during an auroral event.
While doing this work several unforeseen problems arose,
the major one of which related to the MPP itself. The
MPP software environment lacks sufficient flexibility and
ease of use to permit the development of an operational
MPP-based graphics system. The current MPP environ-
ment is only suited for the clumsy development of one-
shot code, and not for the development of real applica-
tions systems. Therefore, a conceptual framework for
such a proper environment was developed and imple-
mented to permit simpler access to the MPP via a soft-
ware toolbox as a collection of procedural abstractions,
which includes a virtual memory manager, and trans-
parent task-to-task communications across SESNET or
the Space Physics Analysis Network (SPAN). This soft-
ware can be made available for use in any applications
software to provide, for the first time, reasonable access
to the MPP's enormous computational power. Of course,
this toolbox permitted the completion of the graphics
applications.
This work has only just begun. The actual analysis of the
candidate data sets should be supported as part of any
continued research effort. However, much interest has
been generated in these graphical modeling techniques for
a wide variety of space and earth science data sets,
especially those that are managed by the NSSDC. Hence,
one would like to apply these display techniques to a
number of data sets that the NSSDC manages is a variety
of disciplines. Therefore, the tools developed to date will
be turned over to the NSSDC for use in its operational
PCDS-supported research, for example.
In addition, further efforts in the exploration of com-
putational power of the MPP, should be pursued. In par-
ticular, the development of other data representation
schemes coupled with the development of other render-
ing algorithms offers a number of challenging ideas.
Although the implementation of these tools has been
established for the Megatek Merlin 9200 hardware, it
should be recast in terms of the proposed ANSI standard
for PHIGS, the Programmer's Hierarchical Interactive
Graphics Standard, to provide computer as well as device
portability, with high-level three-dimensional functional-
ity. This will permit the future use of these applications
in a wide variety of environments, including other high-
end graphics systems for the display and manipulation
of such models.
Contact: Lloyd A. Treinish
Code 634
Sponsor: Director's Discretionary Fund
Mr. Lloyd A. Treinish is a data analysis mathematician
with seven years of service with Goddard. Mr. Treinish,
who holds an M.S. degree in physics from the Massa-
chusetts Institute of Technology, developed the concept
of using the massively parallel processor as a computa-
tional geometry server. He was also the chief designer
and developer of the Pilot Climate Data System
(PCDS). Mr. Treinish is the recipient of three NASA
Certificates of Outstanding Performance.
MASSIVELY PARALLEL SORTING AS A ROUTING
MECHANISM FOR GRAPHICS RENDERING
So that researchers can most effectively use their time and
effort in exploring the ever increasing volume and com-
plexity of data that they acquire and generate, new ways
of representing the data must be developed.
Since computers are not yet able to discover knowledge
for which no description has been given, we must rely
on the cognitive abilities of the researcher to recognize
undiscovered characteristics of the data. Tools are need-
ed that extend the senses of the researcher deeper into
the realm of the data being studied. Just as a telescope
allows an astronomer to visually search deep into in-
teresting regions of the universe, so a computer allows
a researcher to visually study data in selected regions that
could not be explored through mere imagination.
Computer-assisted perception is one of the most valuable
aspects of man-machine interaction, but the amount of
information that needs to be transferred between man and
machine for human perception to be effectively extended
is extremely large. The visual interface between man and
machine has the greatest potential for satisfying this re-
quirement, but a fast and efficient means of converting
logical information into visual information needs to be
developed. Faster and less expensive computer hardware,
along with more efficient algorithms, are needed to place
this capability within the reach of most researchers.
The most versatile and realistic means of generating im-
ages of objects in three-dimensional space is ray tracing.
Ray tracing is a means of generating images that is per-
formed by simulating the movement of light rays in the
three-dimensional space displayed. However, ray tracing
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is quite computationaUy intensive making it both slow
and expensive to use when the three-dimensional space
holds many complex objects and expecially when ani-
mated sequences composed of many images must be
generated.
An experimental computer architecture termed single-
instruction-multiple-data (SIMD) is being investigated at
Goddard Space Flight Center. SIMD architectures show
promise of delivering enormous computional power and
at less cost than other existing architectures. The God-
dard prototype, the Massively Parallel Processor (MPP),
has a computational element consisting of a 128 by 128
array of small computers.
It had been recognized that ray tracing, which requires
the use of irregular data arrangements, could not be per-
formed easily on the SIMD arclfitecture. This has changed
with the recent development of a technique named sort
computation, which uses the regular SIMD computer ar-
chitecture to process irregular data arrangements more
efficiently than was previously thought possible. With
sort computation, the MPP can be used to start develop-
ing ray tracing as method of rendering images of objects
placed in three-dimensional space.
Sort computation is standard sorting with a twist pro-
vided by an enhancement to the usual comparison step
in the sort. The enhancement performs computation dur-
ing the sort. The kinds of computation that can be per-
formed include aggregation and distribution type opera-
tions on sets of data records whose key values are the
same. The routing m_h__ndsm of the sort guarantees that
the right data will be brought together at the right time
to accomplish the computation without the programmer's
a priori knowledge of where the data was before the com-
putation or where it will be after the computation_ This
makes it easy to process irregularly arranged data.
A three-dimensionalperspective of Harrisburg, Pennsylvania and the Susquehanna River generated from Defense Map-
ping Agency digital terrain data using a graphics generation technique on the Massively Parallel Processor. The smaller
river shown is the Juniata.
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Our initial step toward implementing ray tracing on the
MPP was the development of a utility that allows a re-
searcher to view a topographical map in three-dimen-
sional space from any perspective. The map is a 512 by
512 grid of elevation points. These points are initian)7
plotted in three-dimensional space. Then the intersection
of the viewing screen with light rays from the view point
to each point in the map is calculated. It is then known
where all points will be seen on the viewing screen. A sort
computation operation, sort minimum, is thea used to
determine which points are not hidden by other points.
Sort minimum finds the closest point on the elevation
map to the view point for each position in the viewing
screen. Finally, the brightness values of those points that
are not hidden are copied to their proper position in the
viewing screen, using sort distribution.
This utility, run on the MPP, takes 3.5 seconds to
generate an image of 262,144 elevation points. It was im-
plemented on the MPP by a Code 635 summer student,
Jennifer Trainor, and is being used to view elevation maps
generated from Shuttle Imaging Radar-B (SIR-B) images
by Dr. James Strong (Code 636).
Contact: John E. Dorband
Code 635
Sponsor: None
Dr. John E. Dorband is a computer scientist with nine
months of experience at Goddard. He holds a Ph.D.
degree in computer science from Penn State University
and has interests in the areas of concurrent processing,
computer language, and artificial intelligence
processing.
PROTOTYPING GRAPHICAL INTERFACES
One of the best ways of conveying how a software system
will operate is to show prototypes of the system to poten-
tial users. In code 520, the Data Systems Technology Divi-
sion, we are demonstrating to scientists a proposed Space
Station concept which will allow the remote control and
command of payloads attached to the Space Station base
and free flying platform at sites remote from NASA fa-
cilities. For example, using a readily available worksta-
tion, an end user may set up a future schedule of payload
commands, perform near real time commanding of the
payload or receive data from the payload at the worksta-
tion. Part of the concept is to make the underlying NASA
systems (scheduling, communications, etc.) as transparent
as possible, allowing the end user to focus on perform-
ing science and not for example, negotiating a communi-
cations path between the workstation and the payload.
. _._¢ • •
On_lk_ to _cilitate user-system interaction is through
graphical interfaces. The end user is not forced to learn
a set of commands, each one different for the task at
hand. Instead, the end user quickly becomes familiar with
a small set of graphical techniques used by the system
as a means of requesting and displaying information.
These techniques are applicable over a wide range of
situations and since each technique is manipulated in the
same way, the user can quickly determine how to interact
with the system, even if confronted with a new situation.
The graphical interface is displayed on a workstation
equipped with a bit mapped display screen, keyboard and
mouse. The mouse, with its screen pointer and buttons,
presents a rapid way of interacting with the interface.
All the prototypes currently developed are intended to
show how the interface to the underlying system may ap-
pear and behave. We have as yet not attempted to proto-
type the actual underlying system. In producing a proto-
type we follow these steps:
1) Determine what features of the system and graph-
ical techniques are to*be demonstrated.
2) Write a short scenario, based on a potential pay-
load, to illustrate these features.
3) Cast the scenario into the form of a story board,
a sequence of drawings depicting the display screen
for each major step in the scenario.
4) Review and revise the story board with scientists
having experience with the payload in the scenario.
5) Code the prototype, using the story board, on a
graphics workstation, such as a SUN 3 or Silicon
Graphics IRIS.
6) Demonstrate the prototype to end users.
One such scenario shows how an end user interacts with
the system to resolve a problem while performing real
time command and control of a solar viewing payload
called the Solar Optical Telescope (SOT). The interface
is used to first move a mirror to one of 256 predetermined
regions on the Sun and then to adjust the mirror to center
in the field of view a phenomenon of interest, such as
a filament. When this is accomplished, the user enables
a scanning spectrograph (fondly called a slitjaw) and
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notes that it is not aligned with the filament so as to get
a good cross section of d_a_ In attempting to'rotate the
slitjaw into position, the system notes that this would
create too much torque. The system then inquires if the
end user wishes it to determine if the instrument package
sub-assembly (IPS), and thus the slitjaw, may be rotated
at a later time. The end user makes this choice and is
subsequently informed when the rotation may be
performed.
The accompanying figure is taken from the story board
of the above scenario and shows the end user in the pro-
cess of attempting to rotate the slitjaw. Two windows are
shown: a window titled "Target Acquisition" and a
smaller, overlying window titled "Notice".
The "Target Acquisition" window is used to position the
=_...rru......." _..._ instruments on the telescope. _'^i:.,_ window
is composed of several graphical elements which are com-
monly used in the prototype. There are bars of pull down
menus (marked "Mode", Display", and "Pointing") be-
low the window title, a row of icons depicting three tools
in the upper left, and two buttons (marked "ACQUIRE"
and "CANCEL") used to cause commands to be sent
to the payload.
The graphical elements unique to this window are the
"Sun Map" in the lower lefthand corner and the large
square filling most of the window. The" Sun Map" shows
the end user where on the solar disk the telescope is look-
ing while the larger region contains an actual image of
what the telescope is seeing and is used for moving the
mirror or positioning the slitjaw.
At this time the slitjaw's current position is shown by the
two vertical black bars. The slitjaw is rotated into a new
position by first selecting the rotate tool (upper left) with
a click of a mouse button. The tool is highlighted to indi-
while the mouse is moved left or right. An image of the
slitjaw, the white rectangles at an angle on the Sun im-
age, follows the mouse movement. The figure shows that
the new position will be at 325 °.
| Exit Tar Acquisition
Mode
Help
3250
m_mNOtlCe
move the slit Jaw will require an IPS roll. This in turn
will create torque. The amount of torque produced exceeds
allowable for the SOT at this time.
you wish to CANCEL the IPS roll end not move the slit Jaw
do you wish to FiND NEXT available envelope slot where all
the current parameters are met for the roll?
FIND NEXT CANCEL
CANCEL
A transparent software system display.
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Whentheslitjawispositioned to the user's satisfaction,
the button marked "Acquire" is selected to send the ac-
tual command to rotate the slitjaw. However, in the at-
tempt the smaller 'Notice' window appears to inform the
end user that the rotation may not be performed due to
the creation of too much torque. The user is then given
the choice of either accepting the spectrograph data as
is or having the system determine if the rotation may be
done at a later time.
This and other, similar prototypes we have developed
have been very successful in showing end users both the
concepts of the proposed remote command and control
system and the techniques of graphical interaction. The
prototypes represent an inexpensive way to get our point
across and then, by noting the comments and criticisms,
to make sure we are satisfying the needs of our users.
So far, response has been positive and we feel that we
are heading in the right direction. Our next step will be
to actually demonstrate salient parts of the system under-
lying these prototypes.
Contact: Mark Stephens
Code 522
Sponsor: Office of Space Science and Applications
Mr. Mark A. Stephens, AST Data Systems Analysis,
holds an M.S. degree in atmospheric science from Col-
orado State University. He has been with Goddard for
over six years and is interested in the human factors of
graphical interfaces.
TRANSPORTABLE APPLICATIONS EXECUTIVE
The Transportable Applications Executive (TAE) is a
software management system that binds a set of applica-
tion programs into a single, easily operated system. TAE
has packaged a set of common system service functions
and user interface functions into a stable framework on
which application software can immediately be built.
TAE was originally developed in the early 1980's to sup-
port scientific interactive data analysis applications (e.g.,
General Meteorology Package (GEMPAK), Atmospheric
and Oceanographic Information Processing System
(AOIPS), Land Analysis System (LAS), and Pilot Cli-
mate Data Systems (PCDS)).
In FY86 TAE saw significant growth in both its use for
new projects and in system development. TAE's user
community increased from last year's reported 40 fa-
cilities, located at 28 known sites to 110 facilities, located
at 65 known sites. As the use of TAE has grown, the types
of applications being built with it has also increased, and
now includes scientific analysis systems, image process-
ing, data base management, user assistant/teaching tool,
defense systems and prototyping tool.
This last application, using TAE for prototyping user in-
terfaces, has been the prime force behind the new TAE
research and development work. The Data Systems Tech-
nology Division (Code 520) is developing prototypes of
user interfaces for different functions involved in the
operation, analysis and data communication of Space
Station payloads. TAE is a valuable prototyping tool
because it enables a developer to build an entire applica-
tion user interface model and run it without writing a
single line of application code. Users/designers can then
directly interact with the "proto" system and can quickly
change or configure the system by editing the text files.
However, while TAE can be used for prototyping today,
there are many enhancements and expansions that are re-
quired when a new user type is introduced -- the user
interface designer, who will apply human factor tech-
niques in the development of the applications' interfaces.
Another force driving new development is the need to up-
date TAE's user interface to support the latest interac-
tive graphic device technology. The current TAE, "TAE
Classic", uses interface techniques designed for an 80x24
character monochrome alphanumeric terminal, and does
not effectively utilize features such as windowing,
graphics, color, and selection devices available on newer
workstations. To meet our needs, development of a
"TAE Plus" began in FY86 and involves augmenting
TAE with three different sets of tools:
• a user interface toolkit for creating generic inter-
face elements
• an application toolkit for customizing the generic in-
terface elements for use in a particular application
run-time service subroutines that will tie the applica-
tion code to the independently defined interface
elements
The change in structure from "TAE Classic" to "TAE
Plus" is shown in the accompanying illustrations.
We are using a phased approach to develop TAE Plus.
In the first phase, we have met the needs of our existing
community and provided some support for rapid proto-
typing by developing a TAE "Facelift", which adds an
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enhanced TAE interface (with windowing, mouse interac-
tion, pull-down menus, etc.) to a select set of graphic
workstations (SUN 3 and VAXStation II/GPX). The
TAE Facelift allows us to test many new concepts quickly
for feedback and performance. In our second phase we
will build a fully-integrated user interface management
system, TAE Plus, that supports the separation of inter-
face from application, with the concomitant ability to
prototype and rapidly change interfaces. This robust
functionality will support, in an integrated manner, an
application's development cycle from the prototype step
through to the fully operational system.
Contact: Martha Szczur
Code 521
COMPARISON OF ADA ® SUPPORT TOOLS
A comparison of the Digital Equipment Corporation Ada
Compilation System (DEC ACS) and Data General Ada
Development Environment (DEC ADE) was performed
in FY86. The Ada evaluation software package docu-
mented in A n Evaluation Suite for Ada Compilers (Cen-
tury Computing, Inc., March, 1986), which was used to
perform the comparison, was developed on a DEC
VAX-11/785 using the DEC ACS running under the VMS
operating system (V4.2). The software was rebuilt on the
MV/4000 computer using the DG ADE (V2.3) running
under the AOS/VS (V6.3) operating system.
Sponsors: Office of Space Science and Applications
Office of Space Tracking and Data Systems
Ms. Martha R. Szczur, TAE Project Manager and com-
puter scientist, has 6½ years of experience at Goddard.
Ms. Szczur, who holds a B.S. degree in mathematics
from Converse College, was the recipient of four NASA
Group Achievement Awards.
The VAX-11/785, on which the ACS runs is about twice
as fast as the MV/4000 (1.2 million instructions per sec-
ond versus 0.6 MIPS). Also, while DG's AOS/VS is far
superior to many operating systems, we believe that
DEC's VMS, in general, provides a significantly better
software development environment. These factors must
be considered in all direct comparisons between the
systems, but many valid comparisons can still be made.
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TheAda featuresthat wereinvestigated include the
following:
• Rendezvous (inter-task communication overhead)
• Using multi-tasking to overlap I/O with Central Pro-
cessing Unit (CPU) intensive processing
• Control structures (CASE, IF-THEN-ELSE, LOOP)
• Assignment statements involving ACCESS data
types (pointers)
• Procedure call overhead
• Calling another language from Ada
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Digital Equipment Corporation's Ada Compilation
System versus Data General's Ada Development Environ-
ment: rendezvous with array input parameter.
Two general classes of static evaluation programs were
generated. The first set of programs measures the time
to compile various Ada constructs. The second set of pro-
grams contains deliberately induced errors in the source
code. They are used to subjectively evaluate how well
compiler messages help the programmer identify pro-
gramming mistakes.
Many of the dynamic benchmarks are variations on a
theme. For example, calling a subroutine with zero, one,
and ten parameters provides a handle on the basic cost
of calling a subroutine and the additional cost of the in-
cremental parameter. Another example of a variation is
calling a subroutine in separate benchmarks with the
parameter(s) specified as IN, INOUT, or OUT.
ACS and ADE compilation times for a subset of the
benchmark suite are graphically compared in the first
figure. For the sample, the ACS performed better even
if we allow for the difference in processor speeds. Dif-
ferences in the time required to perform disk I/O is an
additional, hard-to-quantify factor. Both systems use a
lot of resources. Both systems make extravagant use of
disk space. The ADE was also a massive consumer of
CPU processing times.
Overall, the DEC ACS produced more efficient code than
the DG ADE. The second figure graphically depicts the
time to execute a rendezvous with one array (10, 100, and
1000 elements) as an input parameter, for both the ACS
and ADE. From the graph we can see that, allowing for
the difference in processor speeds, the ACS produced
more efficient code for the rendezvous; but as the number
of array elements increases, the ADE execution time does
not appear to go up, while the ACS time increases sig-
nificantly. It appears as though the ADE generates a call
by reference for rendezvous parameters, while the ACS
does not.
Generally the ADE generated less efficient code than the
ACS; but in a few cases, when the difference in CPU
speed is accounted for, the ADE generated code of equal
or better quality. For more detailed information on the
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comparisonoftheACSandADE,see A Comparison of
the DEC Ada Compilation System and the DG Ada
Development Environment (Century Computing, Inc.,
March 28, 1986).
Ada® is a registered trademark of the U.S. Government,
Ada Joint Program Office.
Contact: Henry Murray
Code 511
Sponsor: Office of Space Tracking and Data Systems
Office of Space Station
Mr. Henry L. Murray, a data analyst with the Control
Center Systems Branch with 15 years of service with
_'_`4`4"_`4 ha!d_ an M.,_. degree in _- _; .... ;,_ a,4
ministration from George Washington University. His
interests center about artificial intelligence.
SOFTWARE ENGINEERING
APPLIED RESEARCH STUDIES
The use of Software Engineering techniques to boost pro-
ductivity and reliability of GSFC software is being pur-
sued by the Mission Operations and Data Systems Direc-
torate. One of the most promising new software engineer-
ing languages, Ada ® , is now being used on several pilot
projects. Data from the projects are being collected to
compare the life cycle of Ada software development with
predominantly used languages. Early results show an in-
crease in the design time and a decrease in implementation
and testing time due to the use of Ada. Since these proj-
ects are early in the learning cycle for Ada, it is anticipated
that productivity gains will increase with language fa-
miliarity. From the experience on the Ada projects, a
design methodology called "Object Diagramming" has
been prepared and documented by the Software Engineer-
ing Laboratory.
One of the keys to improving software productivity is to
encourage the reuse of software components in future
projects. A library of reusable software components and
packages written in Ada is being established at GSFC.
The library features ease of access to browsers and tracks
the use of the components and notifies users of any up-
dated versions which may become available. Projects
both internal and external to GSFC have contributed to
this library. In order to achieve more code uniformity,
a team of developers has established a baseline standard
for the use of the Ada language. The standard is called
a "style guide" and it sets formats to be followed in us-
ing the Ada language and specifies how to implement
various language features. For example, one software
engineering construct that is permitted in Ada, the "go
to", is not allowed by the GSFC style guides due to poor
resulting software engineering structure.
Evaluations of software engineering environments and
tools, some being used under special beta testing agree-
ments from vendors, have been produced. These evalua-
tions have been shared with NASA centers, the DoD's
Software Engineering Institute, and industry to provide
additional information needed to select a particular en-
vironment for NASA application. As vendors demon-
strate their tool capabilities, a data base has been es-
tablished which lists the tools, features, and limitations.
This data base is accessible to NASA personnel who need
tools which have the potential to increase productivity
in the software development and maintenance process.
Ada ® is a registered trademark of the U.S. Government,
Ada Joint Program Office.
Contact: Robert W. Nelson
Code 522
Sponsor: Office of Space Tracking and Data Systems
Office of Space Station
Mr. Robert W. Nelson, who is a member of the tech-
nical staff of the Software Engineering Section at God-
dard with 20 years of service, holds an M.S. degree in
numerical science from Johns Hopkins University. Mr.
Nelson formed an Ada users" group at Goddard and
served as the chairman of the NASA Space Station Soft-
ware Support Environment Users" Group.
NASA COMMUNICATIONS NETWORK DATA
CAPTURE USING COMPUTER-AIDED
ENGINEERING/COMPUTER-AIDED DESIGN
TECHNIQUES AND VERY LARGE SCALE
INTEGRATION COMPONENTS
Requirements imposed on present and future National
Aeronautics and Space Administration (NASA) Com-
munications Network (NASCOM) data system designs
have resulted in the application of state-of-the-art
computer-aided engineering (CAE) techniques to the
design and development of these systems at Goddard
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SpaceFlightCenter(GSFC).Usingthesetechniquesper-
formance/costimprovementsof 1000or morecanbe
realized.Thefirstmajorsystems,nowunderdevelop-
ment,toutilizethisapproachincludetheDataCapture
Front End (DCFE) system and the new Telemetry and
Command (TAC) system. A natural result of the use of
CAE/Computer-aided design (CAD) techniques is the use
of semi-custom very large scale integration (VLSI) devices
as the principle components of the final systems. These
devices are designed in house within the common data
base of the CAE/CAD environment and integrated with
other standard commercial components (microprocessor,
random access memory) within the same data base. The
following discussion highlights the progress at GSFC in
the application and use of these tools.
In both the DCFE and TAC systems a common need to
synchronize to NASCOM 4800-bit transfer blocks and
telemetry frame data within these blocks was required.
Also the need to accumulate and generate quality control
statistics and status was a critical requirement.
Previous solutions to this problem using medium scale
integration (MSI) logic involved multiple cards of logic
(six or seven) per NASCOM data channel and in the case
of the TAC system required three racks of 5 ' x 3 ' × 3 '
racks for three NASCOM channels all running less than
3 Mbits/sec.
Using the CAE/CAD and VLSI approach the new TAC
and DCFE systems under development will require only
one logic card per NASCOM channel and a total single
rack of 3 ' × 2' × 2' for three NASCOM channels. Data
rates for these new systems will be over 30 Mbits/sec.
The block diagram of the Synchronization Card, which
performs NASCOM and telemetry frame synchronization
and quality control functions, shows the use of five semi-
custom VLSI components, which comprise the heart of
this subsystem.
With the Digital Correlator Chip used in three places,
three distinct chip designs are actually used: the Digital
Correlator Chip, the NASCOM Block Processor Chip,
and the Telemetry Frame Synchronizer Chip. These 3
chips were developed at GSFC and are each based on a
4400-gate equivalent 2-micron CMOS gate array (Na-
tional Semiconductor used as a foundry).
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Synchronization Card: Functional Block Diagram.
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All components except for the Telemetry Frame Synchro-
nizer Chip are currently in the Code 521.1 VLSI lab and
are undergoing independent performance test and at the
same time are being integrated into the first prototype
card with the control processor logic (Texas Instruments
32020 controller).
A description of each of the VLSI components used on
this card is described below.
Packaged in a 64-pin grid array, the Digital Correlator
Chip provides high-speed correlation (45 Mbits/sec) to
any synchronization pattern up to 32 bits in length for
hath tr,,. nntt ; ..... tnn polarities.
Major functions performed by the Digital Correlator
Chip include:
• Setup of the chip through a standard random ac-
cess memory (RAM) like 8-bit bidirectional interface
which includes separate search, check, and lock er-
ror tolerances (up to 15 errors allowed).
• For each correlation a separate indication for true
synchronization (sync) and inverted sync is given
along with the binary number of errors associated
with each correlation.
• Also provided in the same package is a completely
independent NASA standard 22-bit CRC encoder
and decoder which can operate at up to 45 Mbits/
sec.
Packaged in an 84-pin grid array, the NASCOM Block
Processor Chip (NBPC) provides for the processing and
quality checking for each received NASCOM 4800-bit
transport block. Setup, header, and status words are
transferred to and from the NBPC through a standard
RAM-like 16-bit bidirectional interface.
Major functions performed by the NBPC include:
• The automatic telemetry extraction from within the
data field (fill bits suppressed). Automatic checks of
CRC, block sequence, and data id are made available
as status bits accessible through the 16-bit interface.
• The entire 144-bit header of each block along with
all status bits are stored internally in the chip and
are accessible through the 16-bit interface.
• The generation of control signals which enable both
the entire block and telemetry data only to be double
buffered and automatically throughput.
Packaged in a 124-pin grid array, the Telemetry Frame
Synchronizer Chip (TFSC) provides for the accurate cap-
ture and processing of any size telemetry frame up to 32
kbits in size. Setup and status interrogation of the chip
is accomplished through a RAM-like 8-bit bidirectional
interface.
The major functions incorporated in the TFSC include:
The selective synchronization to any frame type (i.e.,
fwd true, fwd inv, rev true, rev inv) and correction
of playback (reversed) or inverted frame types if
desired.
A comprehensive and flexible search, check, and
lock strategy (possible allowance of up to 15 check
or flywheel frames) and best match strategy (if en-
abled) insure that data transferred out of the TFSC
is properly aligned to the true beginning of each
telemetry frame.
Automatic slip correction of frames up to a pro-
grammable +/-3 bits and checks the CCSDS stan-
dard 16-bit CRC for each frame. Status bits are set
if slip or CRC error is detected.
Provides all the necessary control functions to
automatically double buffer and throughput tele-
metry frames. A 16-bit status word available for each
frame processed details the mode of the TFSC while
processing the frame (i.e., srch, chk, or lock) and
the quality of the processed telemetry frame (i.e.,
slip, CRC errs, and type of frame (i.e., fwd, inv, rev,
true)).
Contacts: Jim Chesney and Nick Spatiale
Code 521
Sponsor: Office of Space Tracking and Data Systems
Mr. James R. Chesney, an electrical engineer and Head
of Code 521.1, has 18 years of service with Goddard.
Mr. Chesney, who holds a BSEE degree from Johns
Hopkins University, began work in 1980 on the first
commercial gate array device to be qualified and in-
tegrated into a major Goddard flight. This effort
resulted in his being awarded the Exceptional Achieve-
ment Award in 1984.
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HUMAN FACTORS RESEARCH AND DEVELOPMENT
Current Human Factors Research and Development ac-
tivities are focusing on four major components of an in-
tegrated approach for the design, prototyping, and evalu-
ation of human-machine interfaces and interactions.
These components are:
• the Operator Function Model
• the User Interface Management System
• the Interactive Database of Guidelines
• the Design Evaluation Tool
Each of these will be briefly discussed.
The Operator Function Model (OFM) addresses the iden-
tification of overall system functions, the allocation of
functions to the human and HW/SW components of the
system, and the establishment of preliminary designs for
the proposed human and HW/SW functionalities. A dis-
crete control modeling technique is the basis for the OFM.
The major objectives of the technique are to decompose
complex system components into simpler ones and to
represent how control action may be coordination with
system configuration to achieve performance goals. Cur-
rently, the output from this activity is an overall view of
a system's functional architecture from which may be
gleaned the specific functions associated with the
operator, the HW/SW component and the shared opera-
tor--HW/SW components. A detailed task analysis of
this functional partition provides some needed input for
the next phase of activity centering around prototyping.
The User Interface Management System (UIMS) supports
state-of-the-art design and prototyping of dynamic
human-machine interfaces and interactions. The current
research system is based on the "object" paradigm. This
allows treatment of various components of the interface
being designed as autonomous entities facilitating a highly
modular interface architecture. From a conceptual and
somewhat simplified point-of-view the UIMS considers
the user's interface/interaction with the HW/SW system
as a logical module which has lexical, syntactic and se-
mantic properties. Each aspect of the interface/interac-
tion may be tailored to provide alternative prototypes for
evaluation. In an ideal situation the prototypes from this
phase of activity would be executed and performance data
would be gathered in support of the interface/interaction
evaluation phase.
In support of the prototyping activity an Interactive
Database of Guidelines (IDG) is being developed which
addresses information presentation issues specifically rele-
vant to interfaces to automated systems.
The final component of the ongoing human factors work
is a Design Evaluation Tool (DET) which is designed to
provide qualitative and quantitative data focusing on the
interface/interaction impacts to system operators of
various design options and levels of automation. The
analysis supported by the DET utilizes both numerical
and linguistic information for the various human factors
attributes which, in the present system, are organized and
related via a hierarchical structure.
The current implementation has a five-level tree with at-
tributes at the system, operational position, function,
task, and interface levels. In this hierarchy the system is
the root node and consists of the personnel, hardware
and software under study. The operationaiposition is a
job category defined by a set of personnel activities. A
function is a related set of tasks that must be accom-
plished for a system to meet its objectives. A task is an
ordered, goal-directed, time-bounded sequence of actions
and an interface is characterized by information passed
from one person to another, from a person to a system
or from a system to a person. The numeric or linguistic
attributes refer to qualities used to describe the charac-
teristics of the various components in the hierarchy. A
proof-of-concept system which contains data relevant to
some operator positions in the Network Control Center
has been developed. Its performance is being analyzed
and the whole approach to interface/interaction evalua-
tion is being refined.
Currently the functionalities of the four major com-
ponents of the current Human Factors Research and De-
velopment program namely the OFM, the UIMS, the
IDG and the DET are being integrated into an overall
framework for the iterative design, prototyping and
evaluation of human/computer interfaces/interactions.
The illustration shows the current view of this process.
Contact: Walt Truszkowski
Code 522
Sponsor: Office of Space Tracking and Data Systems
Mr. Walt TruszkowskL a member of the Data Systems
Technology Division, holds degrees in mathematics and
computer science. His professional interests include the
cognitive aspects of man/machine systems, artificial in-
telligence, and approaches to information exchange.
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"'The Extreme Ultraviolet Explorer (EUVE) is an Earth-orbiting, astronomical
survey mission that will produce the first definitive sky map and catalog in the
portion of the electromagnetic spectrum that extends from approximately 100
to 1000 angstroms. "" -- Hogan
FLIGHT PROJECTS
SEARCH AND RESCUE SATELLITE-AIDED
TRACKING MISSION
During FY1986, the Search and Rescue (SAR) Satellite-
Aided Tracking (SARSAT) Mission of the Metsat Proj-
ect worked to improve the initially experimental ground
system to raise its operational support state; developed
electronic specifications for the 406 MHz beacon; pro-
duced a working breadboard based on the specifications, •
designed to lower the cost of future mass-produced
beacons; and developed the concept of regional data
distribution centers (RDDC) for the efficient world-wide
distribution of distress data. Also in FY1986, the final
international report of the results of the earlier Demon-
stration and Evaluation (D&E) phase was produced and
presented to various national and international aviation
and maritime organizations. Improvements were made
in the methods and algorithms used to process 121.5/243
MHz data, resulting in significantly improved location
accuracies.
The SAR Mission of the Metsat Project at the GSFC is
responsible for the research and development activities
of the SARSAT Project, an international cooperative
project involving the U.S., Canada, France, and the
Soviet Union. NOAA is the system manager of the U.S.
participation which includes NASA, DOT, and DOD.
Canada provides the spaceborne repeater for relay of the
121.5 and 243 MHz signals from Emergency Locator
Transmitters (ELT) carried by over 200,000 U.S. aircraft
and Emergency Position Indication Radio Beacons
(EPIRB) carried by more than 2000 ships. Canada also
provides a. repeater for beacons operating at 406 MHz.
F.r_,t_;e pj_vides a spaceborne processor for the 406 MHz
beacons. The U.S. integrates these two instruments on
board the tiros Series of NOAA environmental satellites.
Each country provides its own ground system. The loca-
tion of the ELT's and EPIRB's is accomplished with the
same Doppler location principle demonstrated by satellite
data collection systems such as the Nimbus RAMS and
the ARGOS system. The Soviet Union cooperates with
the SARSAT partners by making its own SAR satellite
system, COSPAS, interoperable with the SARSAT sys-
tem. The SARSAT equipment will also be carried by
NOAA-H,-I, -J -K, -L, and -M to be launched during
the next few years. GOES-H will perform 406 MHz
SARSAT experiments from geosynchronous altitude.
• Facing page: See Extreme Ultraviolet Explorer Mission (Hogan).
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The first spacecraft capability, the Soviet COSPAS-1
satellite, was launched in June 1982 and made available
to the SARSAT Project in September 1982. The second
Soviet satellite, COSPAS-2 and the U.S., Canada, France
SARSAT systems were launched on board NOAA's
NOAA-8 operational environmental satellite. COSPAS-3
was launched in June 1984. NOAA-8 failed in December
1985. NOAA-9 was launched in December 1984. The
satellites are being used by the U.S. Air Force and the
U.S. Coast Guard to assist in real world rescue operations
using Emergency Locator Transmitters (ELT's) employed
by the aeronautical community and the EPIRB's em-
ployed in the maritime community.
The 121.5/243 MHz beacons have no requirement for a
stable frequency component and no unique identification.
Therefore satellite detection and location of these beacons
presents many problems, such as: not all beacons are
satellite detectable; poor locations and poor image rejec-
tion occur in some cases; lack of unique identification
causes inability of rescue personnel to relate detections
to specific beacons; and coverage is restricted to regions
in which the satellite can view a ground station and bea-
con simultaneously. These problems are eliminated with
the 406 MHz system. The 406 MHz system achieved ini-
tial operational status in 1985.
As of mid-1986, over 600 people had been saved with the
help of the COS-PAS/SARSAT System.
Contact: Fred Flatow
Code 480
Sponsor: Office of Space Science and Applications
Mr. Fred S. Flatow, SAR Mission Manager, has 20
years of service with Goddard. Mr. Flatow, who holds
an M.S. degree in engineering from George Washington
University, was involved in Advanced Space Systems
Studies from 1966 to 1982.
EXTREME ULTRAVIOLET EXPLORER MISSION
The Extreme Ultraviolet Explorer (EUVE) is an Earth-
orbiting, astronomical survey mission that will produce
the first definitive sky map and catalog in the portion of
the electromagnetic spectrum that extends from approxi-
mately 100 to 1000 angstroms. Scientifically, the mission
includes three objectives: an all-sky survey, a deep survey,
and spectroscopy observations of selected extreme ultra-
violet sources. The all-sky and deep surveys are done con-
currently during the first six months of the year-long
science mission. Spectroscopy will be added to the con-
tinuing survey studies in the remaining six months with
an optional mission extension of six more months.
The major elements for the EUVE mission flight systems
illustrated in the first two figures are:
• MMS The Multimission Modular Spacecraft, the
spacecraft bus which serves as the explorer
platform for EUVE and which includes the
Modular Power System (MPS), the Com-
mand and Data Handling (C&DH) module,
the Modular Attitude Control System
(MACS), the Signal Conditioning and Con-
trol Unit (SC&CU), and the MMS structure.
• PED The Platform Equipment Deck, which pro-
vides mechanical, thermal, and electrical in-
terfaces with the EUVE payload, as well as
accommodation for the solar arrays and
mission-unique equipment.
• PM The Payload Module, comprised of the
EUVE instruments, support electronics,
thermal control and payload mounting
structure.
• FSS The Flight Support System, which provides
the mechanical, thermal, and electrical inter-
faces with the EUVE spacecraft subsystems
and the Space Transportation System. The
FSS also serves as a maintenance platform
for on-orbit spacecraft assembly and repair.
The mission is formally broken into four phases: launch,
in-orbit payload assembly and checkout, survey, and
spectroscopy. Launch will occur from the Kennedy Space
Center aboard the Space Transportation System (STS).
The spacecraft bus, or Explorer platform, will be the
Multimission Modular Spacecraft (MMS) originally
flown with the Solar Maximum Mission (SMM) payload,
to be retrieved and refurbished for EUVE and subsequent
explorer missions or a new MMS platform identical to
the refurbished spacecraft retrieved from orbit. The
EUVE payload module (PM), demated from the MMS,
will be carried into orbit mounted on the aft face of the
Flight Support System (FSS), while the MMS will be
mounted in the FSS in the stowed position. Once in orbit,
the EUVE Payload Module will be mated to the MMS,
a functional check will be conducted, and the observatory
will be deployed by the STS Remote Manipulator System
(RMS).
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After EUVE has been deployed, the in-orbit checkout
phase, lasting for about 30 days, is used to perform opera-
tional tests and to allow outgassing of volatile substances.
The six-month survey phase commences after it is deter-
mined that the observatory is operating satisfactorily.
Because the all-sky survey is the primary goal of the
EUVE mission, survey data will continue to be gathered
during the subsequent spectroscopy phase in order to ac-
quire additional survey exposure time and source vari-
ability information. This also permits any gaps in the
survey to be filled, and accumulates additional.exposure
time in areas of the sky that did not receive the required
minimum coverage during the survey phase. Upon com-
pletion of its mission, the EUVE observatory will be
retrieved by the STS, the EUVE payload module will be
exchanged for the new payload module on the MMS, and
the EUVE payload module will be returned to Earth,
again mounted on the aft side of the FSSo
The EUVE Science Payload, illustrated in the third figure,
consists of four telescope assemblies and five associated
electronics boxes. Three of the instruments are used to
make the all-sky survey and are called scanning tele-
scopes; the fourth telescope is the Deep-Survey/Spec-
trometer (DS/S).
The scanning telescopes are approximately 22 inches in
diameter x 35 inches long and weigh about 260 pounds
each. The Deep Survey/Spectrometer is 64 inches long,
42 inches in diameter at the base and tapers to 22 inche
The Extreme Ultraviolet Explorer.
Extreme Ultraviolet Explorer mission observatory
configuration.
in diameter at the front. It weighs about 700 pounds. The
electronics boxes weigh about 25 pounds each.
During the survey phase of the mission, the scanning in-
struments will perform an all-sky survey by scanning the
celestial sphere, while the deep survey instrument surveys
a narrow band lying in the ecliptic. During the spectro-
scopy phase, the Deep Survey/Spectrometer will be
pointed at selected sources identified during the survey.
The spacecraft spins about the roll axis at approximately
three revolutions per orbit. Solar panels are mounted in
a single plane perpendicular to the roll axis and facing
in the opposite direction as the Deep Survey/Spectrometer
telescope. During the survey mission phase, the spin axis
is pointed along the Earth-Sun line and is precessed by
on-board magnetic torque rods by one degree per day to
maintain that pointing. Thus, the solar panels always
point directly at the Sun while the Deep Survey spacecraft
rotates about the roll axis, the scanning telescopes would
each scan a great circle lying in the plane perpendicular
to the Sun-Earth line, and the Deep Survey instrument
views a small area in the ecliptic plane. Data from the
four telescopes are taken only during the night time por-
tion of each orbit of the spacecraft when the Earth _s
blocking light from the Sun.
Spacecraft telemetry data will be processed in the Proj-
ect Operations Control Center (POCC) and displayed for
analysis by the Flight Operations Team (FOT). Stored
and real-time commands will be formatted and generated
within the POCC and Command Management System,
respectively. All commands will be transmitted from the
POCC to the Explorer Platform (EP) via NASCOM and
TDRSS. The EP real-time and playback telemetry data
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will be decommutated in the POCC and displayed for EP
health and safety monitoring.
The POCC will support all EUVE operational and con-
trol requirements. These include the processing of real-
time and playback telemetry to verify EUVE health and
safety; display for spacecraft and instrument housekeep-
ing data; performance of mission and trend analyses; per-
formance of mission planning including TDRSS schedul-
ing and coordinating the TDRSS NASA ground terminal
configuration via the Network Control Center (NCC);
and formatting and issuing of all commands to the Ex-
plorer Platform.
The Explorer Missions EUVE Science Operations Center
(SOC), located at the University of California/Berkeley,
will perform the following functions:
• Science planning and iteration of the timeline With
the CMS
• Evaluation of the real-time/quick-look data and
payload health and safety
• Generation of on-board microprocessor command
loads and maintenance of on-board microprocessor
software
• Building/maintaining the science data bases
• Data analysis
The SOC will be connected to the POCC/CMS via the
NASCOM Switching Center at the GSFC and the CMS
gateway. The SOC will also be connected to the DCF via
the NASCOM Switching Center to receive the data
stream.
Contact: George D. Hogan
Code 410
Sponsor: Office of Space Science and Applications
Mr. George D. Hogan, Explorer Mission Project
Manager, has 26 years of experience at Goddard. He
holds a BSEE degree from the University of Maryland.
UPPER ATMOSPHERE RESEARCH
SATELLITE MISSION
The objectives of the Upper Atmosphere Research Satel-
lite (UARS) Mission are to understand the mechanisms
that control upper atmosphere structure and variability,
assess man's impact on the Earth's ozone layer, assess
the potential effect of stratospheric change on weather
and climate, and develop an effective strategy for strato-
spheric monitoring. Meeting these objectives requires
coordinated measurements on a global scale of atmo-
spheric chemistry, winds, and energy input. These data
will be acquired by a single observatory containing l0
scientific instruments and orbiting the Earth at an altitude
of 600 km and an inclination of 57 °. The UARS obser-
vatory will be a 3-axis stabilized, Earth-oriented satellite
and will use the Multi-mission Modular Spacecraft for
attitude control, communications and power storage.
Since analysis of coordinated measurements is essential
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tothemission,aCentralDataHandlingFacility(CDHF)
willbeimplementedattheGSFCfordataprocessingand
storage.Computer-basedr moteterminalswillbelocated
ateachof thePrincipalInVestigatorsfacilitiesfor com-
municationwith the CDHFandfor performingdata
analysis.
Executionphasecontractsandinstitutionalagreements
for developmentof the flight instrumentshavebeen
underwayforapproximatelythreeyears.Instrumentde-
signshavebeencompletedand,withtheexceptionof one
latestartinstrument,allcriticaldesignreviewshavebeen
conducted.Fabricationof instrumentflighthardwareis
Currentprojectplanningisbasedonlaunchof theobser-
vatoryinthefall of 1991and18monthsof flightopera-
tionsand12additionalmonthsof dataprocessingand
analysis.
Contact:PeterT. Burr
Code430
Sponsor:Officeof SpaceScienceandApplications
Mr. Peter T. Burr, Project Manager for the Upper At-
mosphere Research Satellite (UARS), has 26 years of
service with Goddard. Mr. Burr, who holds a B.S.
degree in electronic engineering from the University of
Virginia, has served as Project Manager for the Solar
Maximum Mission and the Test and Training satellite
and Spacecraft Manager for the Synchronous
Meteorological Satellite.
COSMIC BACKGROUND EXPLORER MISSION
The Cosmic Background Explorer (COBE) has been
specifically designed for studying the Big Bang, the prime-
val explosion that started the expansion of the Universe,
and for measuring the diffuse infrared and microwave
background radiation, which includes the primary rem-
nant of the explosion. In addition, COBE instruments
will determine the spectrum of the radiation and the
variances between different points of the sky with far
better sensitivities than can be achieved with other
techniques.
The COBE Observatory will carry three instruments: the
Differential Microwave Radiometer (DMR), the Far In-
frared Absolute Spectrophotometer (FIRAS), and the
Diffuse Infrared Background Experiment (DIRBE). Us-
ing standard microwave receivers, the DMR will measure
the anisotropy of the cosmic background radiation at
wavelengths of 3.3, 5.7, and 9.5 mm, with an angular
resolution of 7 degrees. The FIRAS will measure the spec-
trum (the intensity as a function of wavelength) over a
wavelength range of 100 microns to 1 cm, with a 5 percent
spectral resolution and a 7 degree angular resolution; it
is a cryogenically cooled polarizing Michelson interfero-
meter. The DIRBE will measure the brightness of the sky
at wavelengths from 1 to 300 microns with a 1 degree
angular resolution in 10 bands; it is a cryogenically
cooled, off axis, Gregorian telescope.
The COBE will be designed, integrated, and tested by
engineers and scientists at Goddard Space Flight Center;
however, certain major subsystems have been procured
from selected contractors. The planned lifetime for
COBE is one year.
The three COBE instruments will be pointed away from
the Earth to survey the cosmos-FIRAS along the spin axis
and DMR and DIRBE 30 degree off the spin axis. These
instruments are located inside a large radio frequency
(RF)/thermal shield to protect against thermal and elec-
tromagnetic radiation from the Sun, the Earth, and the
Observatory telemetry transmitter. Within the RF/ther-
mal shield is a liquid helium dewar, similar to that flown
on board the Infrared Astronomical Satellite. To satisfy
the requirements of two of the COBE experiments, the
Observatory will rotate at approximately one rpm.
Science and ancillary data will be continuously stored on
board one of the two Observatory tape recorders, which
will be played back once per day to the ground system.
The Tracking and Data Relay Satellite System will be used
to provide telemetry and command for Observatory safe-
ty and health monitoring.
Contact: Roger Mattson
Code 401
Sponsor: None
Mr. Roger Mattson, COBE Project Manager, has
served at Goddard for 22 years. Mr. Mattson, who
holds a B.S. degree in chemical engineering, was Proj-
ect Manager for the first successfully launched commer-
cially developed upper stage and the first NASA em-
ployee to attend the National War College.
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A NASA EARTH SCIENCE GAPFILLER MISSION
NASA-X is planned as a joint NASA/DoD earth science
mission involving a polar orbiting satellite that could be
launched (Titan-2) in 1990. It will provide unique space
observations of Total Ozone (TOMS POAM) Ocean
Color (CZCS) and air pollution (MAPS) that are not
otherwise planned before the polar platform era. These
high priority instruments will be provided by NASA
GSFC and LaRC and by Space Test Program. In addi-
tion, NASA-X will provide for interactive space/ground-
base science. The spacecraft will direct broadcast CZCS
data to High Resolution Picture Transmission (HRPT)
stations and TOMS data to Automatic Picture Transmis-
sion (APT) stations worldwide. Also, the spacecraft will
provide the first dedicated wideband data relay service
to enable remote programming, interrogation, and high
volume data from buoys, balloons, and remote field sta-
tions. Traditional data flow bottlenecks will be avoided
by utilizing one (and possibly two) high latitude ground
stations with near real time DOMSAT links at 1.3 Mbps
into 3 parallel Science Data Processing Centers (Goddard,
University of Miami, and Scripps). Data products will
be directly accessible by the entire U.S. earth science com-
munity via the National Space Sciences Data Center and
the National Ocean Data System network.
Contact: Mike Comberiate
Code 402
Sponsor: Office of Space Science and Applications
Mr. Michael A. Comberiate, Study Manager for the
Advanced Missions Analysis Office, has more than 18
years of experience at Goddard. Mr. Comberiate, who
holds a MSEE degree from the University of Maryland,
was involved with the design and implementation of
flight electronics on RAE-B, IMP-J, and ISEE--A&C.
He was also systems manager for OPEN/ISTP and
Study Manager for MUMS, HRSO, and NASA-)(.
HUBBLE SPACE TELESCOPE MISSION
The objective of the Hubble Space Telescope (HST)
Program is to establish and operate an astronomical
facility consisting of an orbiting observatory and a ground
system which will greatly exceed the capability of even
the best ground-based observatory, and to make it
available for research in optical astronomy.
The Goddard Space Flight Center (GSFC) is responsible
for the science and operations aspects of the HST.
Specifically, the HST Project at the GSFC is responsible
for managing the following:
Design and development of the five Scientific
Instruments (SI's) for use on the first launch of the
HST
• Design and development of the SI Control and Data
Handling (SI C&DH) system
• Verification and Acceptance Program to integrate
and test the SI's and SI C&DH
• System engineering of the total ground system
• Design and development of the Science Operations
Ground System (SOGS)
Establishment and operation of the ST Science In-
stitute (ST ScI), located on the Johns Hopkins
University campus in Baltimore, Maryland, which
will administer the science program and conduct
science operations
• Operation of the total observatory
In addition, the GSFC Mission Data Operations
Directorate is responsible for the design, development,
and maintenance of the Data Capture Facility, the
Payload Operations Control Center, and other
institutional support.
The European Space Agency is providing the HST solar
array, one scientific instrument, and participation in
science operations.
During FY86, the HST successfully underwent Thermal
Vacuum/Thermal Balance testing at Lockheed Missiles
and Space Company (LMSC).
The ST Operations Control Center (STOCC) is the facil-
ity used for controlling the HST when it is placed into
Earth orbit in 1988. The STOCC is located at GSFC and
is operated by LMSC, under the direction of GSFC.
During FY86, the STOCC has been utilized in support
of spacecraft and ground systems testing.
The ST ScI has been created to administer the HST
science research program for the National Aeronautics
and Space Administration (NASA) and to plan and
conduct the actual HST science observations. It is
19o C -
operated by the Association of Universities for Research
in Astronomy under contract to NASA.
The SOGS, a complex network of computers and image
processing terminals, has been developed by TRW under
contract to NASA..This system will schedule observations
to be made by the'HST and will provide the resulting data
and products which are used by the observing
astronomers to produce the results of their scientific
research.
The SOGS hardware has been deployed to site with two
VAX computer systems residing at the GSI_C and four
VA_X computer systems residing at the ST ScI. All of the
SOGS software has also been delivered to site and system
integration and testing has been ongoing since
installation. Some relatively small software improvements
.............. '---d " " --"_:':^-al "are su!l be:u_ ucvc_opc. , including __-._.:-.._,:: mov:.ng
targets observations capabilities. These will be delivered
in early FY1987. SOGS will continue undergoing exten-
sive operational testing in preparation for launch of the
HST.
Contact: Frank A. Carr
Code 400
Sponsor: Office of Space Science and Applications
Mr. Frank A. Carr, Deputy Director of Flight Projects
for the Space Telescope, has 26 years of service with
Goddard. Mr. Carr, who holds an M.S. degree in
engineering from the Catholic University, was Program
Manager on Voyager and received the NASA Excep-
tional Service Medal in 1978for outstanding contribu-
tions to the IUE Project.
GAMMA RAY OBSERVATORY MISSION
Ever since the beginning of observational gamma ray
astronomy in the early 1960's, it has become clear that
the key to definitive observations of this very rare com-
ponent of the cosmic rays would require major improve-
ments in sensitivity over early pioneering balloon-borne
instruments. The first step in this direction involved the
orbiting experiments such as Explorer 2, SAS-2, COS-
B, HEAO-1, HEA0-3, etc., of the late sixties and seven-
ties, in which sensitivity was gained by longer observing
times and dramatic reductions in the background gener-
ated in the overlying atmosphere at balloon altitudes.
However, these detectors lacked the desired sensitivities
because of size and weight restrictions. In addition, they
were unable to do a full sky survey over the entire spec-
trum -- the GRO will have this capability.
With the advent of the large payload capability of the
Space Shuttle, NASA approved a "free-flyer" mission
in 1979 to overcome the limitations of the early gamma
ray astronomy telescopes. The Gamma Ray Observatory
(GRO), a platform with approximately 45 square meters
of area and a total m_ss of ! 6,_nO0 ki!ogrmms, will provide
the resources necessary to make the next major step in
gamma ray astronomy.
The GRO will be placed in a circular orbit with a 28.5 °
inclination at an altitude of approximately 425 kilometers
by the Space Shuttle in the early part of 1990. The GRO
payload consists of four very large and sophisticated
scientific instruments: the Oriented Scintillation Spec-
trometer Experiment (OSSE), the Imaging Compton
Telescope (COMPTEL), the Energetic Gamma Ray Ex-
periment Telescope (EGRET), and the Burst and Transi-
ent Source Experiment (BATSE). These large instru-
ments, which weigh from 900 to 1900 kilograms, require
several years to build, check out, and calibrate.
Contact: Jeremiah Madden
Code 403
Sponsor: Office of Space Science and Applications
Mr. J. Madden, Gamma Ray Observatory Project
Manager, has 27 years of service with Goddard. Mr.
Madden, who holds a MEA degree from George
Washington University, was a recipient of the NASA
Outstanding Leadership Medal.
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"'The Goddard Space Flight Center has always been an innovator in using cur-
rent computer technology to assist it in the performance of its functions. ""
-- Romano
INSTITUTIONAL TECHNOLOGY
HIGH-QUALITY PRESENTATION GRAPHICS
Given the highly complex nature of Goddard's scientific
and technical activities, numerous formal presentations
must be made to communicate basic information both
within the Center, and to parties at NASA Headquarters
and the scientific community. The high number of presen-
tations places a heavy load on the Graphic and Publica-
tion Services Branch. In the past the creation of graphics,
charts, and similar items for a presentation was a slow
and time-consuming process since nearly all of the work
was done manually. Any changes caused, in too many
cases, the entire work to be redone. The result was that
the turn-around time for the generation of presentation
charts was lengthy and not capable of easily responding
to urgent requests.
In addition the cost of the art work produced increased
steadily. The result was that some organizations
throughout the Center stopped using the services, and
began to produce their own charts by hand, or used the
growing number of personal computers at the Center. The
results were not good. The quality of the presentations
decreased notably, and high-salaried employees were
wasting their time creating presentation charts themselves.
The goal was established to seek out and obtain a high-
quality system to produce vugraphs and slides quickly and
at a low cost.
During FY1986 this goal was attained as the Branch
moved into the high technology of computer-produced
presentation-quality graphics. A Genigraphics Computer
System was purchased and installed in a new facility in
the lower level of Building 8. This state-of-the-art system
permits high-quality graphics to be created quickly at a
cost acceptable to its customers. The system has ergo-
nomic design principles, so that the production artists can
tailor the computer environment to their requirements for
comfort, efficiency, and increased productivity. The con-
sole permits the artist to create graphics and images on
a video screen. Size, position, color, and content are
manipulated through an electronic drawing tablet and
typewriterlike keyboard. The completed images are stored
digitally on floppy disks, which has the long-term effi-
ciency of permitting old artwork to be saved and used
for future changes. The completed artwork is then
transferred to film for production of high-quality
transparencies.
Facing page: See Establishment of an Information Technology Center_.. (Ro_
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!Goddard's new Genigraphics computer system allows an
artist to manipulate images digitally before producing
vugraphs, slides, and hard copies.
In the first six months of operation, the facility has pro-
vided GSFC with over 240 jobs consisting of more than
2,000 vugraphs, 1000 slides, and 100 hard copies. The
goal of producing high-quality presentation graphics
quickly and at an acceptable cost has been attained.
Contact: Jerry R. Hodge
Code 253
Sponsor: Management Operations Directorate
Mr. Jerry Hodge, Head of the Graphics and Publica-
tions Services Branch, has 25 years of service with God-
dard. He is the former assistant to the Director of Space
and Earth Sciences.
SECURITY MANAGEMENT SYSTEM
The physical security of all of GSFC facilities is of great
importance to the center. Damage to a building because
of a fire, or the intrusion of an unauthorized person into
a critical area, could have a very serious negative effect
on the mission of GSFC. To prevent these occurences
from happening, fire detection and security systems have
been in place throughout the center for many years, but
as the systems are continually reviewed, it was determined
that they do have some deficiencies.
The fire alarm system which monitors smoke, sprinkler,
and alarm boxes was initially installed in the 1960's and
expanded as the center grew. The original equipment sup-
plier has ceased production of this system and its com-
ponents, making spare parts increasingly difficult and ex-
pensive to acquire. The system utilizes electro-mechanical
devices whose reliability decreased as the age of the system
increased. In addition, the system has been prone to false
alarms and failures caused by electrical storms in the area,
a frequent occurrence at GSFC during the summer
months.
The security system is really many separate systems, each
of which has been developed over time to protect an in-
dividual computer installation, control center, and other
critical area. In a few instances the system relys com-
pletely on human review and control, but the majority
of them include a coded key, card, or password of some
type. These key systems do have a problem in that they
are not tailored to an individual key or card. If a key is
lost or stolen, or if an employee or contractor leaves an
organization and does not return the key, security can
be breached since that individual key can still be used to
gain access to the area.
As NASA is involved with an increasing number of mili-
tary projects and launches, and as the level of terrorism
world wide grows, it is important that our security be as
strong as is possible. Therefore a seach was initiated to
locate and procure the most advanced, state of the art,
security system as was possible. That goal has been at-
tained. A computer based Security Management System
was procured from Cardkey Systems and has been in-
stalled. The first phase of implementation was to integrate
all of the fire alarm sensors and stations into it. That has
been accomplished.
The system is also being used for physical security utiliz-
ing all of its very unique features. Any key or card in the
system which is used to gain access to a secured area is
coded in an individual. Since the entire system is net-
worked to a central computer, access can be controlled
at an individual basis. If a key is lost, or if a person leaves
the organization without returning their key, that in-
dividual key can be invalidated from the central com-
puter, and therefore can not be used again. Access can
be controlled by key by time, so that people who nor-
mally work the first shift can not use their key to gain
access on the second or third shift unless the computer
has be instructed to do so. The computer can also keep
and report statistics which show exactly who entered and
exited what area and when. Ultimately the system can
even control such things as access to parking lots or even
the center.
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Contact:RichardL. Bossier
Code291
Sponsor:ManagementOperations Directorate
Mr. Richard L. Bossler, the Electronic Integrated
Systems Mechanic Leader, has six years of experience
with Goddard.
ESTABLISHMENT OF AN INFORMATION
TECHNOLOGY CENTER
The Goddard Space Flight Center (GSFC) has always
been an innovator in using current computer technology
to assist it in the perfo__rrn_ance of its fnnctions. In the mid
1970's hundreds of computer terminals were in use
throughout the center. In the late 1970's word processors
were obtained, and by the 1980's personal computers
started to be approved for use. All of this Office Automa-
tion technology was utilized to increase the productivity
of the managers, administrators, engineers, scientists, and
secretaries throughout GSFC. It permitted them to be
more responsive to the people they are serving both within
and outside of NASA.
During the past three to four years the rate at which this
Office Automation technology was requested increased
dramatically. Also during this period the amount of no
cost services which the vendors of the hardware and soft-
ware provided started to significantly decrease. GSFC has
had User Assistance staffs within their Data Centers to
help the users of these Centers, but the assistance usually
has been tailored toward the programmer and at the type
of hardware and software used in that Data Center. The
staffing in these User Assistance functions was not struc-
tured in either numbers or talents to respond to the rapid-
ly growing Office Automation community. Therefore the
increasing number of users of Office Automation systems
had few places to turn to obtain the assistance they
needed.
As early as the late 1970's more computer based training
courses were offered by the Personnel Division, and ex-
panded User Assistance functions were provided by the
Data Centers. But management realized that these efforts
were not enough. They were not responding to all of the
problems and questions, and they were not centralized.
The Information Technology Center (ITC) concept was
therefore developed, and a plan established to implement
it.
The ITC (in Building 18, Room 172) is a centralized
technical support facility for all GSFC employees for all
types of Office Automation technology. It is operated
jointly by the Personnel Division and the Information
Management Division, and offers the following services:
Provides a central location for all vendors to dem-
onstrate their hardware and software products. Pub-
licizes to the entire center the scheduling of these
demonstrations. Acts as a central contact point for
Office Automation vendors.
Reviews new hardware and software to determine
its effectiveness and usefulness, and advises the
center on its results.
Advises people as to what products they should and
should not consider procuring whether the question
is "What size computer do I need to solve my prob-
lem?" or "Should I consider a brand X or brand
Y type of personnel computer?"
Advises people in using the procurement process to
obtain their desired products. Helps to develop
feasibility studies, ADP plans, etc.
• Assists in the installation of hardware and software.
Provides a "hot line" problem solving service for
any and all questions about Office Automation tech-
nology whether the question is "How do I use Lotus
1-2-37", "My terminal stopped working, what's
wrong?", or "I have a problem performing my
work, can you help?"
• Assists people in the design of their unique computer
systems.
• Trains people in all phases of Office Automation
technology via formal classes.
Trains people in all phases of Office Automation
technology via self paced tutorials, and similar hands
on training techniques in a learning lab environment.
Procedures hardware for people throughout the
center at reduced costs and with decreased procure-
ment activities using the "mass buy" concept. In-
stead of many people creating their own procurement
packages and possibly obtaining different types of
equipment, the ITC generates one procurement
where many pieces of the same equipment are ob-
tained competitively at a low cost.
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Goddard Space Flight Center's Information Technology Center helps users to understand, obtain, and use Office
Automation technology.
The ITC is itself supported by the rest of the Informa-
tion Management Division including its "Range Riders".
These computer systems analysts work in the users office
helping to define in detail their problems and solutions
to those problems.
The ITC handles over 2600 problems calls, hosts 100
demonstrations, and supports 5500 hands on training
hours annually. Of greater importance though than any
numerical measurement in determining the effect of this
type of service organization in increasing productivity is
the reaction from its user community. That reaction has
been more than positive, it has been exceptional. User
surveys has shown that all parts of GSFC view the ITC
as being of great help to them in understanding, obtain-
ing, and using Office Automation technology. The ITC
users have been able to pass their increased productivity
on to their users via improved services.
Contact: Damian B. Romano
Code 254
Sponsor: Management Operations Directorate
Mr. Damian B. Romano, Head of the Computer Ser-
vices Branch, has 161/z years of experience at Goddard.
COMPUTER-AIDED DESIGN SYSTEM
The Facilities Engineering Division (FED) is responsible
for all engineering and construction activities affecting
all of the physical facilities within GSFC. As the Center
has become more mature, more of their effort had to be
placed on maintaining and expanding its existing facili-
ties. The use of existing drawings to plan for these modi-
fications was extensive, and the incorporation of as-built
information in the master building files was not being
kept up to date. To perform all of this work manually
became a difficult if not an impossible task, but current
and accurate drawings were continually needed to support
not only the modification activities, but also the safety,
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spaceplanning,security,maintenance,andconfiguration
managementfunctions.A Computer-AidedDesignSys-
temwasproposed,andobtainedin 1984.
Ultimately,thissystemwill allowtheDivision to move
into an environment where engineering design activities
can be performed faster, at a lower cost, and with greater
accuracy. In addition to assisting in the design function,
this computer-based system was procured to permit the
timely and accurate maintenance of the over 12,000 ar-
chitectural drawings which detail the exact configuration
of the floor plans and the mechanical and electrical layout
for each building within GSFC. This effort is ongoing,
and additional applications which take advantage of the
systems capabilities are being evaluated to widen its use.
To date nearly all of the floor plan data have been entered
into the enmnuter _v_torn hnve heen vnlidzt_d z_ hpin_
correct, and are being used by the engineering staff to
prepare for modification work to the buildings. As mod-
ifications to the buildings are completed, the changes are
fed back into the system so that all architectural floor
plans are current. In addition, the data has been used to
help create the GSFC Space Utilization Handbook for
1986. This book contains drawings of all building floor
plans and is used extensively by FED; the Plant Opera-
tions and Maintenance Division staff, who are responsible
for the maintenance of the facilities; the Health, Safety,
and Security Office; and the Facility Operations Mana-
gers, who have responsibility for the individual buildings.
The system is now being expanded to include all site utility
plans such as water, sewage, chilled water, steam, tele-
phone, and electrical lines. Street light layout and the
service runs for these lights are also being included. As
the data in the system is expanded, the use of the system
will also be expanded to the maintenance, safety, and
security areas. The goal is to have a system which contains
accurate, up to date data about all of GSFC's facilities
which can be made available to all organizations with a
need for that data in a timely manner.
The system includes four workstations, each consisting
of a CRT, a digitizing tablet and light pen, a keyboard,
and a hard copy printer. Also included is a central pro-
cessor, three hard disk drives, one tape drive, a high-speed
printer, a pen plotter, and an electrostatic plotter. Plans
to expand workstation capability have been proposed.
Contact: Arthur W. Alberg
Code 271
Sponsor: Management Operations Directorate
Mr. Arthur Alberg, facility engineer with 26year's ex-
perience, was instrumental in establishing a baseline
documentation system for all center electrical systems.
He also developed a computer process for estimating
task orders.
COMPUTER INTERFACE FOR COST PROPOSALS
A Request For Proposal (RFP) always contains the re-
quirement for the bidder to submit cost proposal data
in sufficient detail for the government to fully unders-
tand the bidder's cost structure, and to permit a thorough
analysis of the cost data. The amount of data submitted
and the degree of analysis required varies with the type
of procurement. Support service procurements have a
simple data structure because their main direct cost is
labor and there are minimal subcontracting efforts. Hard-
ware procurements are usually complex, because of work
breakdown structures, various direct charges, and exten-
sive subcontracting. All analyses include probable cost
and prenegotiation evaluation exercises. In addition all
bidders' cost data are compared to the government's in
house estimate.
In the past all of this information was submitted in hard
copy only, with most of the analysis being performed by
the government by hand. Where automation was used,
it required all of the data to be entered into the computer.
This approach caused the analysis work to be difficult,
lengthy, and prone to error, particularly for procurements
which involved a great deal of cost data to be submitted
and which included many bidders.
Today that has all changed. The evaluation of large
negotiated procurements at GSFC is now being enhanced
through the innovative use of personal computers and
spreadsheet software. All bidders are required to submit
their cost proposal data in automated form on 5.25 inch
floppy diskettes. The cost data are placed in personal
computers which are used together with LOTUS 1-2-3
software for the evaluation process. IBM compatible per-
sonal computers and LOTUS software were chosen be-
cause they are popular both in government and in in-
dustry.
The computer makes the analysis phase much easier and
more accurate because data can be extracted from a com-
pany's diskette and directly applied to the analyst's
diskette on comparative chart templates. The main payoff
in using computers occurs in the probable cost and pre-
negotiation phases. Cost models may be derived from the
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company'sfiles,ormaybedevelopedbytheanalyst.The
assumptionsforprobablecostareincorporatedin thecost
models,andtheseassumptionsaremodifiedastheevalu-
ationprogresses.Theprobablecostexerciseinvolvesex-
tensivenumbercrunchingandrepetitiveuseof thecost
model.It is thisrepetitionthatrequiresthepowerof
LOTUS1-2-3.Thecostmodelcanthenbeemployedin
derivingtheprenegotiationpositionaftertheselectionof
a contractor.
Theuseofpersonalcomputersinevaluatingcontractors'
costproposalshasbeenverysuccessful.Theextentof
analysishaswidenedto includemorevariables,theac-
curacyof thenumbercrunchinghasimproved,andsig-
nificanttimesavingshavebeenachieved.Newversions
of LOTUS1-2-3andSymphonyareprovidingevenmore
capabilityandflexibility.Spreadsheetfilescannowbe
exchangedbetweenLOTUSandSymphony.Thesenew
softwareversionscanaccessthegreateravailablememory
of thePC-ATcomputer.ThePC-AT,or compatible
hardware,nowhasa1.2megabytediskdriveandmemory
beyondthe640Kof thePCor XT computers.
Contact:PeterQuaid
Code262
Sponsor:ManagementOperationsDirectorate
Mr. Peter Quaid, a price cost analyst has 11 years of
experience with Goddard. He is interested in computer
applications and skill management.
THE AUTOMATED FUEL-DISPENSING SYSTEM
One of the most important uses of technology in Institu-
tional Support in the past year at Goddard was the in-
stallation of an Automated Fuel-Dispensing System at the
gas pumps at Building 27. Procured and operated by
Code 234, the Transportation Branch of the Logistics
Management Division, the new system allows for better
accounting of the dispensing of gasoline to government
vehicles, and makes accounting for the use of those ve-
hicles easier as well.
The Automated Fuel-Dispensing System consists of a 64K
RAM computer processor which automatically records
the amount of gasoline dispensed, and the date on which
it was dispensed, each time a plastic card with a magnetic
strip is passed across a card reader attached to the pro-
cessor. Each vehicle in the Goddard transportation fleet,
along with the vehicles operated by contractors and by
Plant Operations and Maintenance Division, is assigned
a card with a unique code. Each time that unique card
is used, records may be kept as to the volume of gasoline
dispensed for each vehicle. This allows for correct billing
and accounting for gasoline, as well as serving as a safe-
guard against the unauthorized use of vehicles by keeping
track of how much gasoline is being used.
For the ease of the user, a card reader is attached to each
gasoline pump. These readers are hardwired to the pro-
cessor, and are built to withstand extremes of temperature
and humidity so that there is not lost time, and thus not
lost records, with this system. The readers operate 24
hours a day, and the software provides an odometer
mileage recording to allow for better accounting for vehi-
cle use.
The Automated Fuel-Dispensing System is a positive ex-
ample of how technology can be applied to institutional
support problems, allowing for better control of govern-
ment materials and services.
Contact: Timothy A. Klein
Code 230
Sponsor: Management Operations Directorate
Mr. Timothy Klein is a Presidential Intern hired in 1986.
He holds a Masters degree.
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