We explore the machine-minimizing job scheduling problem, which has a rich history in the line of research, under an online setting. We consider systems with arbitrary job arrival times, arbitrary job deadlines, and unit job execution time. For this problem, we present a lower bound 2.09 on the competitive factor of any online algorithms, followed by designing a 5.2-competitive online algorithm. We also point out a false claim made in an existing paper of Shi and Ye regarding a further restricted case of the considered problem. To the best of our knowledge, what we present is the first concrete result concerning online machine-minimizing job scheduling with arbitrary job arrival times and deadlines.
Introduction
Scheduling jobs with interval constraints is one of the most well-known models in classical scheduling theory that provides an elegant formulation for numerous applications and which also has a rich history in the line of research that goes back to the 1950s. For example, assembly line placement of circuit boards [12, 17] , time-constrained communication scheduling [1] , adaptive rate-controlled scheduling for multimedia applications [15, 18] , etc.
In the basic framework, we are given a set of jobs, each associated with a set of time intervals during which it can be scheduled. Scheduling a job means selecting one of its associated time interval. The goal is to schedule all the jobs on a minimum number of machines such that no two jobs assigned to the same machine overlap in time. Two variations have been considered in the literature, differing in the way how the time intervals of the jobs are specified. In the discrete machine minimization, the time intervals are listed explicitly as the input, while in the continuous version, the set of time intervals for each job is specified by a release time, a deadline, and an execution time.
In terms of problem complexity, it is known that deciding whether one machine suffices to schedule all the jobs is already strongly NP-complete [13] . Raghavan and Thompson [14] gave an O(log n/log log n)-approximation via randomized rounding of linear programs for both versions. This result is also the best known approximation for the discrete version. An Ω(log log n) lower-bound on the approximation ratio is given by Chuzhoy and Naor [9] . For the continuous machine minimization, Chuzhoy et al. [8] improved the factor to O √ log n . When the number of machines used by the optimal schedule is small, they provided an O k 2 -approximation, where k is the number of machines used by the optimal schedule. Recently, Chuzhoy et al. [7] further improved their previous result to a (large) constant.
In addition, results regarding special constraints have been proposed as well. Cieliebak et al. [11] studied the situation when the lengths of the time intervals during which the jobs can be scheduled are small. Several exact algorithms and hardness results were presented. Yu and Zhang [19] considered two special cases. When the jobs have equal release times, they provided a 2-approximation. When the jobs have equal execution time, they showed that the classical greedy best-fit algorithm achieves a 6-approximation.
From the perspective of utilization-enhancing, a problem that can be seen as dual to machine minimization is the throughput maximization problem, whose goal is to maximize the number of jobs that can be scheduled on a single machine. Chuzhoy et al. [10] provided an O e e−1 + -approximation for any > 0 for both discrete and continuous settings, where e is the Euler's number. Spieksma [17] proved that the discrete version of this problem is MAX-SNP hard, even when the set of time intervals for each job has cardinality two.
Several natural generalizations of this problem have been considered. Bar-Noy et al. [4] considered the weighted throughput maximization problem, in which the objective is to maximize the weighted throughput for a set of weighted jobs, and presented a 2-approximation. Furthermore, when multiple jobs are allowed to share the time-frame of the same machine, i.e., the concept of context switch is introduced to enhance the throughput, Bar-Noy et al. [3] presented a 5-approximation and a 2e−1 e−1 + -approximation for both weighted and unweighted versions. When the set of time intervals for each job has cardinality one, i.e., only job selection is taken into consideration to maximize the weighted throughput, Calinescu et al. [6] presented a (2 + )-approximation while Bansal et al. [2] presented a quasi-PTAS.
Our Focus and Contribution. In this paper, we explore the continuous machine-minimizing job scheduling problem under an online setting and presents novel competitive analysis for this problem. We consider a real-time system in which we do not have prior knowledge on the arrival of a job until it arrives to the system, and the scheduling decisions have to be made online. As an initial step to exploring the general problem complexity, we consider the case for which all the jobs have unit execution time. In particular, we provide for this problem:
• a 2.09 lower bound on the competitive factor of any online algorithm, and
• a 5.2 competitive online algorithm.
To the best of our knowledge, this is the first result presented under the concept of real-time machine minimization with arbitrary job arrival times and deadlines.
We would also like to point out a major flaw in a previous paper [16] in which the authors claimed to have an optimal 2-competitive algorithm for a restricted case where the jobs have a universal deadline. In fact, our lower bound proof is built exactly under this restricted case, thereby showing that even when the jobs have a universal deadline, any feasible online algorithm has a competitive factor no less than 2.09.
Notations, Problem Model, and Preliminary Statements
This section describes the job scheduling model adopted in this paper, followed by a formal problem definition and several technical lemmas used throughout this paper.
Job Model
We consider a set of real-time jobs, arriving to the system dynamically. When a job j arrives to the system, say, at time t, its arrival time a j is defined to be t and the job is put into the ready queue. The absolute deadline, or, deadline for simplicity, for which j must finish its execution is denoted by d j . The amount of time j requires to finish its execution, also called the execution time of j, is denoted by c j . We consider systems with discretized timing line and unit jobs, i.e., a j and d j are non-negative integers, and c j = 1. When a job finishes, it is removed from the ready queue. For notational brevity, for a job j, we implicitly use a pair j = (a j , d j ) to denote the corresponding properties.
Job Scheduling
A schedule S for a set of jobs J is to decide for each job j ∈ J the time at which j starts its execution. S is said to be feasible if each job starts its execution no earlier than its arrival and has its execution finished at its deadline. Moreover, we say that a schedule S follows the earliest-deadline-first (EDF) principle if whenever there are multiple choices on the jobs to schedule, it always gives the highest priority to the one with earliest deadline.
Let # S (t) be the number of jobs which are scheduled for execution at time t in schedule S. The number of machines S requires to finish the execution of the entire job set, denoted by M (S), is then max t≥0 # S (t). For any 0 ≤ < r, let
denote the total amount of workload, i.e., the total number of jobs due to the unit execution time of the jobs in our setting, that arrives and has to be done within the time interval [ , r]. The following lemma provides a characterization of a feasible EDF schedule for any job set. Proof. The "only if" part is easy to see. For any feasible schedule S and any 0 ≤ < r, the amount of workload which arrives and has to be done with the time interval [ , r] must have been scheduled, and, can only be scheduled within the interval [ , r]. Since S is feasible, we get ≤t<r # S (t) ≥ J ( , r) for any 0 ≤ < r.
Below we prove the "if" part. Assume for contradiction that a schedule S following the earliestdeadline-first principle fails to be feasible when we have ≤t<r # S (t) ≥ J ( , r), for all 0 ≤ < r. Let j = (a j , b j ) be one of the jobs which misses their deadlines in S, and S(a j , b j ) be the set of jobs scheduled to be executed during the time interval [a j , b j ] in S. Since S follows the EDF principle, all the jobs in S(a j , b j ) have the deadlines no later than b j . By the assumption, we know that,
Therefore at least one job in S(a j , b j ) has arrival time earlier than a j . Let j = (a j , b j ) be one of such job. By exactly the same argument, we know that all the jobs in S(a j , a j ), which is the set of jobs scheduled to be executed during a j , a j , have the deadlines no later than b j . Since
at least one job in S(a j , a j ) has arrival time earlier than a j . Let j = (a j , b j ) be one of such job. Note that the arrival times of j, j , and j , are strictly decreasing, i.e., a j < a j < a j , and the deadlines are non-increasing, i.e., b j ≤ b j ≤ b j . Therefore, each time we apply this argument, we get an interval whose left-end is strictly smaller than the previous one, while the right-end is no larger than the previous one. By assumption, this gives another job that leads to another interval with the same property. Hence, by repeating the above argument, since number of jobs which have arrived to the system up to any moment is finite, eventually, we get a contradiction to the assumption that ≤t<r # S (t) ≥ J ( , r) for all 0 ≤ < r, which implies that the schedule S must be feasible.
In the offline machine-minimizing job scheduling problem, we wish to find a schedule S J for a given set of jobs J such that M (S J ) is minimized. For a better depiction of this notion, for any 0 ≤ < r, let ρ(J , , r) = J ( , r) r − denote the density of workload J ( , r), and let OP T (J ) denote the number of machines required by an optimal schedule for J . The following lemma shows that, when the jobs have unit execution time, there is a direct link between OP T (J ) and the density of workload.
Lemma 2. For any set of jobs J , we have OP T (J ) = max 0≤ <r ρ(J , , r) .
Proof. By Lemma 1, we have ≤t<r # S (t) ≥ J ( , r), for any specific pair ( , r), 0 ≤ < r. Dividing both side of the inequality by (r − ), we get
From the definition of M (S), we also have
where the ceiling comes from the fact that the number of machines is an integer. This implies that M (S) ≥ ρ(J , , r) . Since this holds for all 0 ≤ < r, we get M (S) ≥ max 0≤ <r ρ(J , , r) , for any feasible schedule S, including OP T (J ). To see that the inequality becomes equality for OP T (J ). Consider the schedule S which follows the earliest-deadline-first principle and which uses exactly max 0≤ <r ρ(J , , r) machines at all time. We have
for all 0 ≤ < r. This implies S is feasible by Lemma 1. Since S uses the minimum number of machines, it is one of the optimal schedule. This proves the lemma.
Online Job Scheduling
We consider the case where the jobs are arriving in an online setting, i.e., at any time t, we only know the job arrivals up to time t, and the scheduling decisions have to be made without prior knowledge on future job arrivals. To be more precise, let J (t) = {j : j ∈ J , a j ≤ t} be the subset of J which contains jobs that have arrived to the system up to time t. In the online machine-minimizing job scheduling problem, we wish to find a feasible schedule for a given set of jobs J such that the number of machines required up to time t is small with respect to OP T (J (t)) for any t ≥ 0.
Definition 1 (Competitive Factor of an Online Algorithm [5] ). An online algorithm Γ is said to be c-competitive for an optimization problem Π if for any instance I of Π, we have Γ(I) ≤ c · Opt(I) + x, where Γ(I) and OP T (I) are the values computed by Γ and the optimal solution for I, respectively, and x is a constant. The asymptotic competitive factor of Γ is defined to be lim sup n→∞ Γ(I) n : I is an instance of Π such that Opt(I) = n. .
Other Notations and Special Job Sets.
Let J be a set of jobs. For any t ≥ 0, we useρ(J , t) to denote the maximum density among those time intervals containing t with respect to J , i.e.,
Furthermore, we use def(J , t) = [ (J , t), r(J , t)] to denote the specific time interval that achieves the maximum density in the defining domain ofρ(J , t). If there are more than one such an interval, def(J , t) is defined to be the one with the smallest left-end. We call def(J , t) the defining interval of ρ(J , t). In addition, we defineˆ (J ) = max t≥0ρ (J , t) to denote the maximum density for a job set J . Notice that, by Lemma 2,ˆ (J ) is an alternative definition of OP T (J ). For ease of presentation, throughout this paper, we use a pair (d, σ) to denote a special problem instance for which the jobs have a universal deadline d, where σ = (σ(0), σ(1), σ(2), . . . , σ(d − 1)) is a sequence of length d such that σ(t) is the number of jobs arriving at time t. Note that, under this setting, every defining interval has a right-end d.
Technical Helper Lemmas
Below, we list technical lemmas that are used in the remaining content to help prove our main results. We recommend the readers to move on to the next section and come back for further reference when referred.
Proof. We have
where the last inequality follows from the assumption
Lemma 4. For any job set J = (d, σ), any t ≥ 0, and any t * with (J , t) < t * ≤ t, we have
Proof. For simplicity and ease of presentation, let
In this lemma, we want to prove that p q ≥ r s .
Assume for contradiction that p q < r s , which implies that ps < qr. Then we have
which is strictly greater than zero by our assumption. This means that ρ(J , t * , d) > ρ(J , (J , t), d), a contradiction to the fact that ( (J , t), d) is the defining interval of time t for which the workload density is maximized. Therefore we have
Lemma 5. For any job set J = (d, σ), and any t 1 , t 2 with 0
Proof. Assume for contradiction that (J (t 1 ), t 1 ) > (J (t 2 ), t 2 ). To get a more clear idea on the following arguments, also refer to Fig. 1 for an illustration on the relative positions. By Lemma 4, with t * replaced by (J (t 1 ), t 1 ), J replaced by J (t 2 ), and t replaced by t 2 , we get
whereas the latter term is at least
By the above two inequalities and Lemma 3, we get
The left-hand side is exactly ρ(J (t 1 ), (J (t 2 ), t 2 ), d). Therefore, we get
a contradiction to the fact that ( (J (t 1 ), t 1 ), d) is the defining interval of t 1 with respect to J (t 1 ). Hence we must have (J (t 1 ), t 1 ) ≤ (J (t 2 ), t 2 ).
Problem Complexity
This section presents a lower bound of the competitive factor for the studied problem. We consider a special case for which the jobs have a universal deadline, which will later serve as a basis to our main algorithm. In §3.1, we show why the online algorithm, provided in [16] for this special case and claimed to be optimally 2-competitive, fails to produce feasible schedules. Built upon the idea behind the counter-example, we then prove a lower bound of 2.09 for the competitive factor of any online algorithm in §3.2. We begin with the following lemma, which draws up the curtain on the difficulty of this problem led by unknown job arrivals.
Lemma 6 (2-competitivity lower bound [16] ). Any online algorithm for the machine-minimizing job scheduling problem with unit jobs and a universal deadline has a competitive factor of at least 2.
Proof. Below we sketch the proof provided in [16] . Let d ≥ 1 be an arbitrary integer. Consider the job set
) is a sequence containing d elements of value d. Notice that, we have OPT(J * 2 (t)) = t + 1 for all 0 ≤ t < d. Therefore any online algorithm with competitive factor R uses at most R · (t + 1) machines at time t. Taking the summation over 0 ≤ t < d, we know that any online algorithm with competitive factor R can schedule at most 0≤t<d R · (t + 1) = 
Why the Known Algorithm Fails to Produce Feasible Schedules
This section presents a counter-example for the online algorithm provided in [16] , which we will also refer to as the packing-via-density algorithm in the following. Given a problem instance J = (d, σ), packing-via-density works as follows.
At any time t, t ≥ 0, the algorithm computes the maximum density with respect to the current job set J (t). More precisely, it computesρ(J (t), t). Then the algorithm assigns 2 · ρ(J (t), t) jobs for execution.
Intuitively, in the computation of density, the workload of each job is equally distributed to the time interval from its arrival till its deadline, or, possibly to a larger super time interval containing it if this leads to a higher density. The algorithm uses another factor ofρ(J (t), t) in order to cover the unknown future job arrivals, which seems to be a good direction for getting a feasible scheduling.
However, in [16] , the authors claimed that the job set J * 2 represents one of the worst case scenarios, followed by sketching the feasibility of packing-via-density on J * 2 . Although from intuition this looks promising, and, by suitably defining the potential function, one can indeed prove the feasibility of packing-via-density for J * 2 and other similar job sets, the job set J * 2 they considered is in fact not a worst scenario. The main reason is that, for each t with 0 ≤ t < d, the left-end of the defining interval for t is always zero. That is, we have def(J * 2 (t), t) = [0, d] for all 0 ≤ t < d. This implicitly takes all job arrivals into consideration when computing the densities. When the sequence is more complicated and the defining intervals change over time, using 2 · ρ(J (t), t) machines is no longer able to cover the unpaid debt created before (J (t), t), i.e., the jobs which are not yet finished but no longer contributing to the computation ofˆ (J (t)). This is illustrated by the following example.
Consider the job set J * = (32, σ * ), where σ * is defined as Theorem 7. Using algorithm packing-via-density on the job set J * results in deadline misses of 10 jobs.
Proof. We prove by calculating the density for each moment explicitly.
• For 0 ≤ t ≤ 15, we have ρ(J * (t), t, 32) = 75 32 − t , which is strictly smaller than σ * ( ) = 75, for all 0 ≤ ≤ t. Therefore, by Lemma 3, decreasing the value of in ρ(J * (t), , 32) always increases this density, and ρ(J * (t), , 32) is maximized at = 0 with the value ρ(J * (t), 0, 32) = 75 32 (t + 1). respectively, and 0≤t≤15 2 · ρ(J * (t), t) = 656.
• For t = 16, consider each 0 ≤ ≤ 15, we have Therefore the function ρ(J * (t), , 32) is again maximized at = 0 by Lemma 3, and we have 2 · ρ(J * (16), 16) = 150.
• For 17 ≤ t ≤ 19, consider each 17 ≤ ≤ 19, we have ρ(J * (t), , 32) = 0. For 0 ≤ ≤ 16, the situation is identical to the case when t = 16. Therefore we have 17≤t≤19 2 · ρ(J * (t), t) = 3 · 150 = 450.
• For 20 ≤ t ≤ 31, we have
which is smaller or equal to σ * ( ) = 300, for all 20 ≤ ≤ t. Since we also have By the above discussion, we conclude that Since the total number of jobs is 75 × 16 + 1200 + 300 × 12 = 6000, we have exactly 10 jobs which fail to finish their execution by their deadlines. 
Lower Bound on the Competitive Factor
In fact, by further generalizing the construction of J * , we can design an online adversary that proves a lower bound strictly greater than 2 for the competitive factor of any online algorithm. In the job set J * , the debt is created by making a one-time change of the defining interval at time 20. Below, we construct an example whose defining intervals can alter for arbitrarily many times, thereby creating sufficiently large debts. Then, we present our online adversary.
Let h, k, α ∈ N be three constants to be decided later. We define the job set J * k,α = kα 2 , σ * k,α as follows. For each 0 ≤ i < k and each 0 ≤ j < α 2 , Fig. 2 for an illustration of the sequence. The following lemma shows the changes of the defining intervals over time.
Lemma 8. For each time t = iα 2 + j, where 0 ≤ i < k, 0 ≤ j < α 2 , we have
for i > 0 and 0 ≤ j < α, iα 2 , for i > 0 and α ≤ j < α 2 .
Proof. Depending on the values of i and j, we consider the following cases to obtain lower-bounds and upper-bounds on the left-ends of the defining intervals.
Case (1): Consider each i and j with 0 ≤ i < k and 0 ≤ j < α 2 , and any j with 0 ≤ j ≤ j. The density of the time interval iα 2 + j , kα 2 with respect to job set J * k,α (iα 2 + j) is
Since i < k and j ≤ j < α 2 , we know that
Combining with Eq. (1), we get ρ J * k,α (iα 2 + j), iα 2 + j , kα 2 ≤ σ * k,α (iα 2 + j) = σ * k,α (iα 2 + j ). This holds for all j with 0 ≤ j ≤ j. Therefore, by Prop. 3, we know that
Hence, we get
This shows that J * k,α (j), j = 0 for each 0 ≤ j < α 2 . Case (2): Next, consider each i and j with 0 < i < k and α ≤ j < α 2 . We have
Since we have σ * k,α (i α 2 + j ) ≤ σ * k,α (iα 2 − 1) for all 0 ≤ i < i and 0 ≤ j < α 2 by our design, together with Lemma 4, we get J * k,α (iα 2 + j), iα 2 + j > iα 2 − 1. Combining with Ineq. (2) from case (1), we get
Case (3): Now, consider each i and j with 0 < i < k and 0 ≤ j < α, from Eq. (1) we know that
This shows that, for this case,
By Eq. (3) in case (2) and Lemma 5, we get
This proves the lemma.
Below we present our online adversary, which we denote by A * (c), where c > 0 is a constant. Let Γ be an arbitrary feasible online scheduling algorithm for this problem. The adversary works as follows. At each time t with 0 ≤ t < kα 2 , A * (c) releases σ * k,α (t) jobs with deadline kα 2 for algorithm Γ and observes the behavior of Γ. If Γ uses more than c ·ˆ J * k,α (t) machines, then A * (c) terminates immediately. Otherwise, A * (c) proceeds to time t + 1 and repeats the same procedure. This process continues till time kα 2 . Theorem 9. Any feasible online algorithm for the machine-minimizing job scheduling problem has a competitive factor at least 2.09, even for the case when the jobs have a universal deadline.
Proof. Consider the adversary A * (c) and any feasible online algorithm Γ for this problem. Let t be the time for which A * (c) terminates its execution. If t < kα 2 , then, by Lemma 2, the competitive factor of Γ with respect to the input job set, J * k,α (t), is strictly greater than c. On the other hand, if t = kα 2 , then the number of jobs Γ can schedule is at most 0≤i<k 0≤j<α 2 c· J * k,α (iα 2 + j) . According to Lemma 8, we know that:
• For i = 0 and 0 ≤ j < α 2 ,
• For 0 < i < k and 0 ≤ j < α,
• For 0 < i < k and α ≤ j < α 2 ,
By choosing k to be 6 and α to be 5, a direct computation shows that
while the total number of jobs is
By choosing c = 2.09, from the direct computation we know that
which is a contradiction to the assumption that Γ is a feasible online algorithm. Therefore, we must have t < kα 2 , and Γ has competitive factor at least c = 2.09. Since this argument holds for any h > 0, this implies a lower bound of 2.09 on both the competitive factor and the asymptotic competitive factor of any online algorithm. We remark that, although it may seem confusing that the densities could be fractional numbers while we need integral number of machines, this can be avoided by setting h to be k!α 2 · h , for some positive interger h . This will make integral densities and we still get the same conclusion. 4 
5.2-Competitive Packing-via-Density
As indicated in Lemma 2, to come up with a good scheduling algorithm for online machine-minimizing job scheduling with unit jobs, it suffices to compute a good approximation of the offline density for the entire job set, as this corresponds directly to the number of machines required by any optimal schedule. From the proofs for the problem complexity in Section 3.2, for any job set J and t ≥ 0, the gap betweenˆ (J ), which is the maximum offline density for the entire job set, andˆ (J (t)), which is the maximum density the online algorithm for the jobs arrived before and at time t, can be arbitrarily large. For instance, in the simple job set J * 2 , we haveˆ (J * 2 ) = d whileˆ (J * 2 (t)) = t + 1 for all 0 ≤ t < d.
In [16] , the authors proved that, simply using ˆ (J (t)) to approximate the offline density as suggested in the classical mainstream any fit algorithms, such as best fit, first fit, etc., can results in the deadline misses of Θ(log n) jobs even for the job set J * 2 , meaning that we will have to use Θ(log n) machines in the very last moment in order to prevent deadline misses if we apply these classical packing algorithms. Therefore, additional space sparing at each moment is necessary for obtaining a better approximation guarantee on the offline density in later times. One natural question to ask is:
Is there a constant c such that c ·ˆ (J (t)) is an approximation ofˆ (J ) for all t ≥ 0?
In this section, we give a positive answer to the above question in a slightly more general way. We show that, with a properly chosen constant c, using c ·ˆ (J (t)) machines at all times gives a feasible scheduling which is also c-competitive for the machine-minimizing job scheduling with unit job execution time and arbitrary job deadlines.
The packing-via-density(c) algorithm. At time t, t ≥ 0, the algorithm computes the maximum density it has seen so far, i.e.,ˆ (J (t)). Then the algorithm assigns c ·ˆ (J (t)) jobs with earliest deadlines form the ready queue for execution.
Sinceˆ (J (t)) ≤ˆ (J ) for all t ≥ 0, by Lemma 2, we haveˆ (J (t)) ≤ OPT(J ) for all t ≥ 0. Hence, we know that the schedule produced by packing-via-density(c) is c-competitive as long as it is feasible. In the following, we show that, for a properly chosen constant c, packing-via-density(c) always produces a feasible schedule for any upcoming job set. To this end, for any job set, we present two reductions to obtain a sequence whose structure is relatively simple in terms of the altering of defining intervals, followed by providing a direct analysis on the potential function of that sequence.
Feasibility of packing-via-density(c). For any job set J , any t 1 , t 2 with 0 ≤ t 1 < t 2 , and any c > 0, consider the potential function Φ c (J , t 1 , t 2 ) defined as
Literally, in this potential function we consider the sum of maximum densities over each moment between time t 1 and time t 2 , subtracted by the total amount of workload which arrives and has to be done within the time interval [t 1 , t 2 ]. Since packing-via-density(c) assigns c ·ˆ (J (t)) jobs for execution for any moment t, by Lemma 1, we have the feasibility of this algorithm if and only if Φ c (J , t 1 , t 2 ) ≥ 0 for all 0 ≤ t 1 < t 2 .
Below, we present our first reduction and show that, it suffices to prove the non-negativity of this potential function for any job set with a universal deadline. For any d ≥ 0, consider the job set J d defined as follows. For each (i, j) ∈ J such that j ≤ d, we create a job (i, d) and put it into J d .
Lemma 10 (Reduction to the case of equal deadlines). For any
Proof. Consider the job set J (t * ) for any moment t * with t ≤ t * < d. For any time interval [t 1 , t 2 ] such that 0 ≤ t 1 < t 2 , by the definition of J d , we know that:
Therefore, for all cases, we have (
). This proves this lemma.
As the mapping from J to J d is well-defined for each d ≥ 0, by Lemma 10, the non-negativity of the potential function with respect to any job set with a universal deadline will in turn imply the non-negativity of that with respect to the given job set J . Therefore, it suffices to show that, for any job set
Next, we make another reduction and show that, it suffices to consider job sets with non-decreasing arrival sequences: (i) If σ d is already a non-decreasing sequence, then there is nothing to argue. (ii) Otherwise, let k, 0 ≤ k < d−1, be the largest integer such that
Consider the job set
The following lemma shows that the effect of this change on the potential of the resulting job set is non-increasing.
Lemma 11 (Reduction to non-decreasing sequence).
Proof. The amount of total workload in J d,k,m and J d are the same, i.e.,
Therefore, it suffices to argue that, for each 0 ≤ t < d, we haveˆ (J d,k,m (t)) ≤ˆ (J d (t)). Depending on the value of t, we consider the following three cases.
• For 0 ≤ t < k, we know that the two job sets, J d,k,m (t) and
• For k ≤ t ≤ m, we argue that, for all t * with k ≤ t * ≤ t, we have (
By the definition of k and m, we know that
which implies that, taking the subsequence
into consideration can never make the density worse, i.e.,
a contradiction to the definition of (J d,k,m (t), t * ).
Hence, we have (
• For m < t < d, by a similar argument to the above case, we know that, for all t * with k ≤ t * ≤ t, we either have (
). This proves the lemma.
Repeating the process described in (ii) above, we get a non-decreasing sequence σ 
whose length grows exponentially as i increases. Also refer to Fig. 3 for an illustration. The following lemma shows that a simple argument, which takes eight times the sum of densities over S i to cover the total workload in S i+1 , already asserts the feasibility of packing-via-density (8) .
Figure 3: An illustration for the sequences S i , 0 < i ≤ log 2 d . The dark-grey area denotes the sequence S i−1 , whose densities have already been counted in the last iteration. The light-grey area denotes the portion of S i whose densities are not counted yet. The white area denotes the portion whose workload are to be covered in this iteration.
Lemma 12 (Feasibility of packing-via-density (8)).
Proof. For 0 ≤ i ≤ log 2 d , consider the contribution of the sequence
, S i is defined to be a sequence of infinite zeros. We prove this lemma by showing that, the sum of densities over S i , timed by 8, is sufficient to cover the total workload of S i and S i+1 , for all 0 ≤ i ≤ log 2 d . Consider the following two cases.
• For i = 0, we haveρ J
. Therefore, the sum of densities over S 0 , subtracted by the total workload in S 1 , is at least
On the other hand, the amount of workload in S i+1 \S i is at most 2 i · σ
Also refer to Fig. 3 for an illustration. The basic argument gives a hint on the reason why the potential function can be made positivedefinite by a carefully chosen constant c. Below we show that, a further generalized approach gives a better bound. The idea is to further exploit the densities generated by S i+1 itself: when the amount of workload in S i+1 is relatively low, then a smaller factor from S i suffices, and when the amount of workload in S i+1 becomes higher, then most of the workload can be covered by the densities S i+1 itself generates. In addition, we use the exponential base of 3 to define the subsequences instead of 2.
Proof. Let α ∈ N, β, λ 1 , λ 2 ∈ R, where α ≥ 2, 0 ≤ β ≤ 1, and λ 1 , λ 2 ≥ 0, be constants to be decided later.
For 0 ≤ i ≤ log α d , consider the subsequence S α i defined as
For notational brevity, S α i is defined to be a sequence of infinite zeros for i > log α d . We prove this lemma by showing that, with properly chosen constants α, β, λ 1 , and λ 2 , for each 0 < i ≤ log α d , the total workload in S α i+1 \S α i can be jointly covered by taking (1) λ 1 times the total density generated by S α i+1 \S α i itself, and (2) λ 2 times the total density generated by S α i \S α i−1 . If this is true, then we get the non-negativity of the potential function Φ λ 1 +λ 2 , where the value λ 1 + λ 2 will be at most 5.2 by our setting.
Consider the following two cases.
• For the base case, consider S α 0 = σ . Hence, as long as λ 1 + λ 2 ≥ α, the density generated by S α 0 is sufficient to cover the total workload of S α 1 .
• For 0 < i ≤ log α d , let # i+1 denote the total amount of workload in S α i+1 \S α i . More precisely, we have # i+1 = We conclude our result by the following theorem.
Theorem 14. The packing-via-density(5.2) algorithm computes a feasible 5.2-competitive schedule for the machine-minimizing job scheduling problem with unit job execution time.
Proof. This theorem follows directly from the description and the lemmas given in the content. From Lemma 10, Lemma 11, and Lemma 13, we know that the potential function Φ 5.2 (J , , r) is nonnegative for any job set J and any 0 ≤ < r. By Lemma 1, this asserts the feasibility of packing-viadensity(5.2). Sinceˆ (J (t)) ≤ˆ (J ) for all t ≥ 0, by Lemma 2, we haveˆ (J (t)) ≤ OPT(J ) for all t ≥ 0. Since the algorithm packing-via-density(5.2) uses exactly 5.2 ×ˆ (J (t)) number of machines, the resulting schedule is 5.2-competitive.
Conclusion
This paper presents online algorithms and competitive analysis for the machine-minimizing job scheduling problem with unit jobs. We disprove a false claim made by a previous paper regarding a further restricted case. We also provide a lower bound on the competitive factor of any online algorithm for this problem.
