Abstract
contrast between the animal and the background, in order to achieve proper 23 foreground/background detection (segmentation). However, as behavioral paradigms become 24 more sophisticated with ethologically relevant environments, the approach of modifying 25 environmental conditions offers diminishing returns, particularly for scalable experiments. 26 Currently, there is a need for methods to monitor behaviors over long periods of time, under 27 dynamic environmental conditions, and in animals that are genetically and behaviorally 28 heterogeneous. To address this need, we developed a state-of-the-art neural network-based 29 tracker for mice, using modern machine vision techniques. We test three different neural 30 network architectures to determine their performance on genetically diverse mice under varying 31 environmental conditions. We find that an encoder-decoder segmentation neural network 32 achieves high accuracy and speed with minimal training data. Furthermore, we provide a 33 labeling interface, labeled training data, tuned hyperparameters, and a pre-trained network for 34 the mouse behavior and neuroscience communities. This general-purpose neural network 35 tracker can be easily extended to other experimental paradigms and even to other animals, 36 through transfer learning, thus providing a robust, generalizable solution for biobehavioral 37 research.
39

Introduction
51
Behavior is primarily an output of the nervous system in response to internal or external 52 stimuli. It is hierarchical, dynamic, and high dimensional, and is generally simplified for analysis 53 [1, 2]. For instance, the rich locomotor movement performed by a mouse that is captured in 54 video is routinely abstracted to either a simple point, a center of mass, or an ellipse for analysis. 55 In order to do this well with current methods, the experimental environment is simplified to obtain 56 optimal contrast between the mouse and background for proper segmentation. Segmentation, a 57 form of background subtraction, classifies pixels belonging to mice from background in video 58 and enables these high level abstractions to be mathematically calculated. During mouse 59 experimental assays, the arena background color is often changed depending on the animal's 
Results
74
We first used existing tracking methods to track 59 different mouse strains in multiple 75 environments, and found them inadequate for our large-scale strain survey experiment (1,845 76 videos, 1,691 hours). Specifically, we tracked all the videos in this experiment using Ctrax [ background contrast, and therefore actual tracking closely matches the ideal (column 1). Grey mice are 97 visually similar to the grey-colored arena walls and therefore often have their noses, which are grey, 98 removed while rearing on walls (column 2). Albino mice are visually very similar to the white arena floor 99 and are frequently not found during tracking (column 3). Piebald mice are broken in half by the tracking 100 software due to their patterned coat color (column 4). Placing a food cup, that is visually similar to the 101 mouse, into the arena causes tracking issues when the mouse climbs on top of the food cup (column 5).
102
Arenas with reflective surfaces also produce errors with tracking algorithms (column 6). into the networks, whereas the actual input is an unmarked full frame. (D) The structure of the 109 segmentation network architecture functions similarly to classical tracking approaches in which the 110 network predicts the segmentation mask for the mouse and then fits an ellipse to the predicted mask. (E) 111
The structure of the binned classification network architecture predicts a probability distribution of the 112 value for each ellipse-fit parameter, represented by the table where a max value is selected. Only three 113 parameters of the six ellipse-fit parameters are visually shown (X = center x-location, Major = major axis 114 length, Angle = direction of the mouse's nose). (F) The structure of the regression network architecture 115 directly predicts the 6 parameters used to describe an ellipse for tracking. 116
We also carried out video analysis of behavior in challenging environments including We found that the combination of mouse coat colors and environments were difficult to 143 handle with Ctrax (S1 Video) and LimeLight. We optimized and fine-tuned Ctrax for each video even the seemingly minor errors seen in grey and black mice (S1 Video) decreased 151 performance when the tracking data were used for behavior classification. Furthermore, the 152 distribution of the errors was not random; for example, tracking was highly inaccurate when mice 153 were in the corners, near walls, or on food cups (Fig. 1A, row segmentation in order to achieve high-fidelity mouse tracking with existing solutions. The third architecture is a regression network that predicts the numerical ellipse values 226 directly from the input image (Fig. 1F) . The network architecture begins with a feature encoder 227 that abstracts the input down into a small spatial resolution. These encoded features are then 228 flattened and connected to fully connected layers to produce an output shape of 6, the number 229 of values that we ask the network to predict to fit an ellipse. We tested a variety of currently performance with an average error between 1 and 2 pixels ( Fig. 2A) . The encoder-decoder 253 segmentation architecture converged to a validation error of 0.9px (Fig. 2 A, B, C) . Surprisingly, 254 upon inspection of the validation curve for the binned classification network we found that it 255 displayed unstable loss curves, indicating overfitting and poor generalization (Fig. 2B, E) . The 256 regression architecture converged to a validation error of 1.2 px, showing a better training than 257 validation performance ( Fig. 2A, B, D) . 
297
We also tested the minimum training dataset size required to train the encoder-decoder 298 segmentation network, by randomly subsetting our training dataset to smaller numbers of 299 annotated images (10,000 to 500) and training the network from the beginning. Surprisingly, we 300 obtained good results from a network trained with only 2,500 annotated images, a task that 301 takes approximately three hours to generate with our labeling interface (S2 Fig.) . Given the 302 computational efficiency, accuracy, and training stability of the encoder-decoder segmentation 303 architecture, and the small training dataset size that it requires, we concluded that this 304 architecture is optimal for our needs. We used this trained neural network to predict the location 305 of mice for entire videos and compare tracking performance with other non-neural network 306 approaches including a beam-break system (KOMP2) and a video tracking system (Ctrax). 307 We evaluated the quality of the encoder-decoder segmentation neural network tracking 308 architecture by inferring entire videos from mice with disparate coat colors and data collection 309 environments (Fig. 1A) and visually evaluating the quality of the tracking. We also compared this 310 neural network-based tracking architecture with an independent modality of tracking, the 311 KOMP2 beam-break system (Fig. 1A, column 6 ). We tracked 2,002 videos of individual mice 312 comprising 700 hours of video from the KOMP2 experiment using the encoder-decoder 313 segmentation neural network architecture and compared the results with the tracking data 314 obtained using the KOMP2 beam-break system (Fig. 2F) . These data comprised mice of 232 2F ). We observed two animals with high discordance from this trend (Fig. 2F, red arrows) . 323 Observation of the video showed odd behaviors for both animals, with a waddle gait in one and We then compared the performance of our trained segmentation neural network with the 329 performance of Ctrax across a broad selection of videos from the various testing environments 330 and coat colors previously tracked using Ctrax and LimeLight (Fig. 1A) . We wish to emphasize 331 that we compared the performance of our network with that of Ctrax because Ctrax is one of the 332 best conventional tracking software packages that allows fine tuning of the many tracking 333 settings, is open source, and provides user support. Given the results with the 26 background 334 subtraction approaches (Fig. 1B) , we expected similar or worse performances from other 335 tracking systems. We tracked 72 videos, broken into 6 groups ( tf /J mice (Fig. 1A, column 5 ). These mice were housed with beddingand a food cup over 379 multiple days during which the food changed location and under 12:12 light-dark conditions.
380
Video data were recoded using visible and infrared light sources. We tracked activity across all 381 animals under these conditions using the same encoder-decoder segmentation neural network 382 architecture used for the first experiment, and observed very good performance under light and 383 dark conditions (Fig. 3B , light and dark blue points, respectively). As expected, we observed 384 daily activity rhythm with high levels of locomotor activity during the dark phase (Fig. 3B, red   385 curve). Detections" setting to remove detections with a length shorter than 500 frames.
491
Training sets
492
Labeling software 493 We annotated our own training data using custom software that was written to 494 accommodate obtaining the necessary labels. We used the OpenCV library (https://opencv.org/) 495 to create an interactive watershed-based segmentation and contour-based ellipse-fit. Using the 496 software GUI we developed, the user left-clicks to mark points as the foreground (a mouse) and 497 right-clicks to label other points as the background (S1 Fig.) . Upon a keystroke, the watershed The objective of our annotated dataset is to identify good ellipse-fit tracking data for 507 mice. While labeling data, we optimized the ellipse-fit such that the ellipse was centered on the 508 mouse's torso with the major axis edge approximately touching the nose of the mouse. 509 Frequently, the tail was removed from the segmentation mask to provide a better ellipse-fit. For 510 training networks for inference, we created three annotated training sets. Each training dataset 511 includes a reference frame (input), segmentation mask, and ellipse-fit. Each training set was 512 generated to track mice in a different environmental setup.
513
Neural network models 514 The neural networks we trained fall into three categories: segmentation, regression, and 515 binning. Our tested models can be viewed visually in Fig. 1D-F. 
516
The first network architecture is modeled after a typical encoder-decoder structure for 517 segmentation (Fig. 1D) . The first half of the network (encoder) utilizes 2D convolutional layers 518 followed by batch normalization, a ReLu activation, and 2D max pooling layers. We use a 519 starting filter size of 8 that doubles after every pooling layer. The kernels used are of shape 5x5 520 for 2D convolution layers and 2x2 for max pooling layers. Our input is of shape 480x480x1 and 521 after six of these repeated layers, the resulting shape is 15x15x128. We apply another 2D 522 convolutional layer (kernel 5x5, 2x filters) followed by a 2D max pool with a different kernel of 523 3x3 and stride of 3. One final 2D convolutional layer is applied to yield our feature bottleneck 524 with a shape of 5x5x512. This feature bottleneck is then passed to both the segmentation 525 decoder and angle predictor. The segmentation decoder reverses the encoder using strided 526 transpose 2D convolutional layers and carries over pre-downsampled activations through 527 summation junctions. It should be noted that this decoder does not utilize ReLu activations. After 528 the layers return to the 480x480x8 shape, we apply one additional convolution, with a kernel 529 size of 1x1, to merge the depth into two images: background prediction and foreground 530 prediction. We apply a softmax function across this depth. From the feature bottleneck, we also 531 create a prediction for angle prediction. We achieve this by applying two 2D convolution layers 532 with batch normalization and ReLu activations (kernel size 5x5, feature depths 128 and 64). The second network architecture is a binned regression approach (Fig. 1E) . Instead of 540 predicting the parameters directly, the network instead selects the most probable value from a 541 selection of binned possible values. The major difference between this structure and a 542 regression structure is that the binned regression network training relies on a cross entropy loss 543 function whereas a regression network relies on a mean squared error loss function. Due to 544 memory limitations, we tested only custom VGG-like networks with reduced feature dimensions.
545
Our best-performing network is structured with two 2D convolutional layers followed by a 2D 546 max pooling layer. The kernels used are of shape 3x3 for 2D convolutional layers and 2x2 for 2D 547 max pooling layers. We start with a filter depth of 16 and double after every 2D max pool layer. The third network architecture is modeled after a typical regression predictor structure 555 (Fig. 1F) . While the majority of regression predictors realize the solution through a bounding box, 556 an ellipse simply adds one additional parameter: the angle of the mouse's head direction. Since 557 the angle is a repeating series with equivalence at 360deg and 0deg, we transform the angle 558 parameter into its sine and cosine components. This yields a total of six parameters regressed 
Neural network training
567
This section describes all of the procedures pertaining to training our neural network 568 models. The three procedures described here are training set augmentation, training 569 hyperparameters, and a benchmark for training set size.
570
Training set augmentation has been an important aspect of training neural networks 571 since Alexnet [25] . We utilize a handful of training set augmentation approaches to achieve good 572 regularization performance. Since our data is from a birds-eye view, it is straightforward to apply 573 horizontal, vertical, and diagonal reflections for an immediate 8x increase in our equivalent 574 training set size. Additionally, at runtime, we apply small rotations and translations for the entire 575 frame. Rotation augmentation values are sampled from a uniform distribution. Finally, we apply 576 noise, brightness, and contrast augmentations to the frame. The random values used for these 577 augmentations are selected from a normal distribution. and batch size were experimentally identified using a grid search approach [26] . Table A in S1   582 Information summarizes all the hyperparameters selected for training these network 583 architectures. 584 We also benchmarked the influence of training set size on network generalization in 585 order to determine the approximate amount of annotated training data required for good network 586 performance of the encoder-decoder segmentation network architecture (S2 Fig.) . We tested 587 this benchmark by shuffling and randomly sampling a subset of the training set. Each males and 8 females were tested from each inbred strain and F1 isogenic strain.
602
Code and training set availability 603 Neural network training and inference code as well as annotated datasets will become 604 available upon publication. 605 
