INTRODUCTION
Given a second order differential equation s" = f(t, x, ix'), ' = $ , (l-1) where f is continuous and satisfies a local Lipschitz condition for all X, x' and all t from some given interval [0, T] . Let us assume that there exist two functions OL, /3 such that the inequalities @L < A an >f(t, 01, a'), B" < f(4 IQ, P') (1.2) hold for all t E [0, T]. 01 will be called a lower, /3 an upper solution of (1.1) . It is known since some time that (1.2) and a suitable condition on the behaviour of / f / for 1 x' j + co will guarantee the existence of solutions 5 of (1.1) such that (Y < 5 < /3. This can be established by elementary geometric arguments along the line of Wazewski's principle. In fact, this simple and straightforward method shows the existence of a nondenumerable set of such solutions. In two recent papers [I] , [2] a further nontrivial property of this set has been established by the use of more complicated techniques. Here the main idea is, roughly speaking, to study a sequence {E,} of solutions, which converges uniformly together with the sequence of their first derivatives on [0, T] and is strictly decreasing (or strictly increasing). The limit function 5 = limv-tm 5, is then solution of (1. I) and, as a consequence of the monotonicity, the first variation equation of (1.1) with respect to 5 is disconjugate on (0, T). A Nagumo condition on f will guarantee the existence of such a [ between 01 and /3, which satisfies given boundary conditions t(O) = c, t(T) = d. This is in short the principal result in [I] .
In this paper a different type of boundary value problems will be considered, namely XI -= f(t, x, x'), x'(0) = c+(O)), x'(T) = +x(T)).
(1.3) 55 
Here a(x), T(X) are continuously differentiable functions of x on the intervals [a(O), /3(O)], [a(T), /3( ?')I respectively subject only to the conditions a'(O) 2 o(q)), P'(O) L 4w) a'(T) <: 7(0!(T)). ,B'( T) _' T(P( T)). ( 1.4)
It will turn out that a result analogous to the one obtained in [I] holds: The problem (1.3) admits a solution t with a: 5: 6 ,/3 and which is such that the first variation equation is disconjugate on (0, T). The situation in the present paper and the one in [I] however differ in two respects. First we need no Eagumo condition. It suffices for our purpose to assume that every solution of the initial value problem xn = f(t, x, x'), a(O) . x(0) :< P(O), x'(0) := c+(O)) (I 3)
exists on the whole interval [0, T] unless it enters one of the regions x c. a(t),
x > P(t). Secondly, in our main result disconjugacy will be replaced by the following stronger requirement.
If 7 is solution of the first variation equation with respect to 5 and if 17(O) = 1, (1.6) then v(t) > 0 for all t E [0, T] . This condition has a simple geometric meaning. The solutions [ of the initial value problem (1.5) form a oneparameter family and the corresponding curves (t, [, 5') a surface in the (t, X, x')-space, which we call solution manifold of (1.5) for shortness. It is easy to see that the vector (0,7(t), q'(t)) is tangent to this surface in the point (t, t(t), E'(t)) for every t E [0, T] in case (1.6) is true. Therefore if 7(f) >-0 for all t E [0, T] then a whole neighbourhood of the curve (t, [, E') on the solution manifold of (1.5) can be represented in the form x' =: ~(t, x). We will show in Theorem 4.2 of this paper that there exists a solution [ of the boundary value problem (1.3) h aving this local property and besides satisfying a: c.< 5 < ,I3 for all t E [0, T]. This result is a considerable refinement of what has been obtained in [2] . It also contains as a limit case an improved version of the main result of [I] . If th e right-hand side of the differential equation has continuous partial derivatives with respect to X, x', then in the formulation of Theorem 3.2 in [I] property (B') can be replaced by the following stronger statement: The solution 7 of the first variation equation satisfying ~(0) ~1: 0, v'(O) == 1 is positive on (0, T).
The assumptions which we require for Theorem 4.2 have already been mentioned (see (1.2) , (1.4), ( 1 S)), the essential one being (1.2) . The existence of lower and upper solutions 01, /3 satisfying al(t) ~1: P(t) for all t E [0, T] thus leads to certain implications for the solutions of the differential equation (1.1) which seem to be of interest especially in the non-autonomous case. This will be discussed in detail in a subsequent paper.
PRELIMINARY RESULTS
This section contains some definitions, a precise statement of our hypotheses and material from other sources which is needed subsequently.
We say that a function f(t, X, x') is of class C, on a subregion D of the (t, x, x')-space in case D can be divided into finitely many parts of the form Di = {(t, x, x') : (t, x, x') t D, ti < t i ti+i} such that f is continuous on Di and has a continuous extension to the closure of D, . If in addition .f satisfies a local Lipschitz condition with respect to X, X' on each Di ne say thatf belongs to class (C, , lip) on D. By calling a function y(t) (upper, lower) solution of the differential equation (1. I) on some interval [0, T] we tacitly assume that y, y' are continuous and y" piecewise continuous on [0, T] and that the differential equation (differential inequality) is satisfied whenever f(t, y(t), y'(t)) makes sense.
We The set of all solutions having property-(B) is in general not closed with respect to uniform convergence. The motivation for introducing a larger class of solutions by the following definition is therefore obvious. t, E(t), E'(t)), (0 < t < T), then thefirst aariution equation
x" = fdt, E, 0 x' + f ,(t, E, E') .a? (2.1) is disconjugate on (0, T). .5x KiYOBLO(!H PYOO~. If a certain homogeneous linear differential equation of second order is not disconjugate on (0, T), the same is true for any such equation which has coefficients sufficiently close to the ones of the given equation. Hence, if our assertion would be wrong, then there would exist a solution [ with property (II) such that the linear equation (2.1) is not disconjugatc on (0, 7'). This would contradict Theorem I, [2] , 13. 12.
A second result obtained in [2] will serve as starting point for the discussion in Section 3. It is stated below as 'Theorem 2.1. Here and in the following the symbols w, Q will be used to denote a particular type of region in the (t, r)-plane and the (t, X, .r')-space, namely w ~~-{(t, x) : 0 -. t ' T, a(t) < .x >. P(t)1 n = {(t, x, x') : (t, x) E w; The lemma follows easily from a weaker statement, which will be established in the first part of the proof. Given a positive E S< c0 . We want to show that one can find a solution 5 which has property (B) and satisfies the relations (3.3) and the initial conditions i t'(O) -u(f(O))i s E. To this purpose let the definition of @(O, x), u(x), Y(0, x) be somehow extended into the intervals x' < 01(o), x > /3(O) such that we obtain functions of class Cl, of class C' in case of u(x), which are bounded together with their derivatives and satisfy (3.4) for all x. We then introduce the functionf,,(x, x') by this definition (with uT = du/dx):
f. is of class (C, lip) on the whole K" and the differential equation x" = fO(x, x') admits a particular family of solutions, namely
Next let us consider the two functions of t, x (3.5)
K being a positive constant to be specified later. The following statements are obvious:
1 @ j, 1 6, 1, 0 =: @, Y are bounded independently from K for all (t, X) with --K < t < 0. Hence the inequalities f&v, 6) -6,,6 -cst > 0, fo(r, !P) --!P$P -Pt < 0 (3.7)
will hold on this region provided K is sufficiently small. We now extend the definition of f, 0, Y into the region t < 0 by putting f == f. , @ = 6, Y = p/here. Furthermore we define a(t), /3(t) for t < 0 to be those solutions of the first-order equation x' =: a(x) which extend the given a, ,6? continuously. 01, ,l3 are then solutions of x" fo(~, .Y') and satisfy a: < /I for all t s., 0.
As a result of this extension procedure the hypotheses of Theorem 2.1 now hold with respect to the larger interval [-K, T] . This can be easily verified using (3.1) (3.6) and (3.7). Hence there exists a solution 8 of the extended differential equation which has property (B) and satisfies a: I, [ s p,
. E in view of (3.6). From what has been said in connection with (3.5) we then find that t'(t) -.. u(E(t)) is constant on [ -K, 01.
We have arrived at this result. One can find a sequence of solutions 5, such that lim,-,, (l:(O) ~(("(0)) 0 and every E, has property (B) and satisfies (3.3). This inequality now guarantees the existence of a subsequence, uniformly convergent on [0, T] together with the first and second derivative sequences. The limit function then has all properties stated in the lemma.
A function ,f 7 f(t, s, s') which is of class (C, , lip) on Q can be extended to the whole (t, X, x')-space such that it remains member of this class. Hence it is no loss of generality to assume that the right-hand side of the differential equation (1.1) is defined and of class (C, , lip) in a larger region than L?. This will he done in future for reasons of simplicity.
For the same reason the functions U(X), T(X) which appear in the following will be regarded as bounded functions with bounded continuous derivatives on (-em, m), though it is only their restriction to the intervals [a(O), /3(O)], [a(T), /3(T)] respectivelv which enters into our considerations. (3.9) Conclusion: The initial value problem (I .5) h as a solution c which has property (B*) and is such that o(t) cs t(t) :-I /3(t).for all t E [0, T].
Proof. We begin with some remarks concerning the hypotheses of the lemma. If either of the two statements
(ii) (t, c(t)) reaches the exterior of w for some t > 0 in its maximal interval of definition (3.10)
holds for a certain solution 1; of (1. I), th en it holds also for solutions sufficiently close to <. Hence one can find a compact neighbourhood /l of the plane curve (0, X, (z(x)), CL(O) < x < p(O), such that (3.10) is always true provided (0, 5(O), i'(O)) E A w e now claim: There is a certain number K > 0 such that the estimate j i'(t)1 < K holds whenever (0, S(O), l'(O)) E '1, 0 :g t -2: T and (u, i(u)) E w for all u E [0, t]. Otherwise one could find a sequence of solutions 5, and a sequence of numbers t, satisfying the following conditions for n = 1, 2,...
(3.11)
That this leads to a contradiction can be seen by the following arguments. We may assume that the sequences ({JO)}, {C(O)}, {tn} are convergent. Let [ be the solution of (1.1) This again is a contradiction to (3.11) and so our assertion is proved. We formulate it again using the notation introduced previously (see (2.2) ).
If 4 is solution of (1.1) and if (0, c(O), l'(O)) E fl n QK then the curve (t, t(t), i'(t)) can leave the region 52, only through one of these faces: x := a(t), x = P(t), t = T. Keeping these remarks in mind the lemma is easily proved in case the initial conditions run
instead of (3.8). We choose a number L such that (3.8')
(K is the number appearing in (3.13)). Let then p be a function of class . Since we assume for the moment that (3.8') is true we have just the situation described in Lemma 3.1 (with f instead off). Th ere exists a solution 6 of (3.14) which has property (B*) with respect to [0, 7'1 and is such that t'(O) = a([(O)), (t, f(t)) E w for all t E [0, T]. So we have (0, t(O), t'(O)) E A n Sz, . Using the second of the above statements and the fact that f = J on the region Sz, r) Sz, one sees in view of (3.13) that (t, f(t), t'(t)) E Q, for all t E [0, T]. Hence 5 and all solutions of (3.14) which stay sufficiently close to 5 are in fact solutions of the original differential equation. Thereby the lemma is proved in case condition (3.8') holds. It remains to show that (3.8') can be replaced by the weaker condition (3.8). This can be achieved by a suitable extension of the differential equation into the region t y' 0. Put f(t, x, x') == a,(x) +), (,% y $I1 if t < 0. Then / f 1 is bounded and x' = U(X) is an integral if t < 0. We extend 01, /3 as lower and upper solution into the region t < 0 such that a'(-S) = u(a(-S)), P-S) = 43--s)) holds for some S > 0. That this can be done, provided S > 0 is sufficiently small, will be shown in Lemma 3.3. Then (3.8') and all hypotheses of Lemma 3.2 are established for the extended differential equation. There exists a solution E with property (B*) which is such that CL < f < 8, ['(-S) = u([(-S)). The last statement however implies t'(t) = u([(t)) for --S < t < 0. The restriction of the function ,$ to the interval [0, T] therefore has all properties desired. LEMMA 3.3. Let x' = U(X) be an integral of the autonomous diSferential equation x" = f (x, x') and let f, 0, vs -2 dujdx be of class Cl and bounded for all (x, x'). Furthermore let there be given numbers c, d, E > 0. 'Then there exists a function y(t) .for t ,< 0 with the ,following properties:
(ii) / y(t) -y(O)1 < Ekfor ~ t I < E, k being a constant independent from E, (iii) y is lower (upper) solution of x" = f (x, x') and the function S = y' -a(y) is increasing (decreasing) on (-CO, 0] provided d 3 u(c) (d < u(c)).
There also exists a lower (upper) solution on [0, ,CCI) satisfring (i), (ii) and which is such that 6 is increasing (decreasing) if d ,( u(c)(d 2 u(c)).
Proof. To fix a specific case assume d 3 u(c). Let f be a function of class Cz on (-co, 0] which is such that for all t < 0. Since d -u(c) > 0 the function j7' -u(p) has a zero to in [-E, 01. Now let y be the function which is equal to r for t s-: t, and equal to the solution of x' = a(x), x(tO) = j(t,,), for t < t, . Obviously (i), (iii) are then satisfied. As a consequence of these conditions we have ) S(t)1 < d -u(c) for all t -5 0 and therefore y' -= 6 + u(y) is bounded independently from E. It is clear that we then also have an estimate of the form (ii).
Before proceeding to the central theorem of this section we state the results so far obtained in a new way. Consider a differential equation (1.1) where f is of class (C', , lip) on R+. Assume we have upper and lower solutions a, /3 with OT < /3 on the interval [0, co). Let us then take a function U(X) of class C1 such that (3.8) holds and let us introduce the subset ZY of the plane t = T by this definition.
(T, x 0 , x3 E,?& if the solution [ of the initial value problem x" = f(t, x, 4 x(T) = xo , x'(T) = xh has property (B*) on [0, T] and is such that a(t) < f(t) < /3(t) for all t E [O, T] and 5'(O) = ~(((0)). (3.15)
The following statements (ii)--are an immediate consequence of (3.15). (i) is equivalent with Lemma 3.2.
(i) ,& is not empty-if condition (3.9) is satisfied.
(ii) ,& is closed and bounded if condition (3.9) is satisfied. It is contained in the strip {(t, X, x') : t :~ T, Y( 7') .X P(T):.
(iii) (T, /3(T), x') E 27, implies Y' > /3'( 7') (T, a(T), x') E Z, implies 5' &: z'(T).
(iv) If T' > T then the mapping of the plane t = T' into t == T which is associated with the differential equation maps A':,, into &-. (3.16) Note that if (T, p(T), x') t Z', then there is a solution 6 such that E(T) = /3(T), t'(T) = Y', [ c< /3 for t < T. Hence M' : t'(T) '2 P'(T).
THEOREM 3.1. Let there be given a function f = f (t, X, x') qf class (C, , lip) on the slab {(t, x, x') : 0 I-t ' 7') and lower and upper solutions 01, p on 
'(T) .= +(T))
and a(t) .< f(t) :< /3(t) for all t E [0, T].
Proof. Using the notations introduced previously the conclusion of the theorem can be expressed in this way: The intersection of the set & and the graph r m= I', = {(t, ,x, x') : t ~ T, X' T(X)} is not empty. Let us first convince ourselves that one can add to the hypotheses the following additional assumptions without losing generality:
(ii) 7 is of class P. T(o((T))(= ~(0)) > a'(T) == 0. (ii): Take a sequence of sufficiently smooth functions 7" converging uniformly to r such that a'(T) (I T,(oI(T)), /3'(T) > T@(T)). If the closed set & has a non-empty intersection with every r, then it also meets the >I graph r, . To justify the restriction (iii) one can argue as follows: Consider the union f of the graph r and the line segment {(t, X, x') : t = T, x = p(T), X' < T@(T))}. If r n & = G then we have also f n & =: a. This is a consequence of (3.16), part ( iii ) , and the relation ~(/3( T)) .< /3'(T). Now let us assume that Theorem (3.1) is false, that is p n ZT = i;; . Since F is closed and Zr is closed and bounded there is a neighbourhood U of 17 such that U n & = 0. So if?(x) is a function such that r+ c U then Zr n r+ = 0. One can find among those ? certainly some which satisfy (1.4) and Y@'(T)) < 0 (see Fig. 1 ). In other words, if there would be a 7 for which (i) and (ii) imply that the three sets x' < TV, x' = T(X), x' > TV are invariant sets for the differential equation x" =&(x, x'). Therefore the following statement is certainly true (for the definition of S see (3.19)).
If 5 is a solution of this equation and if (T, t(T), t'(T)) $ S then
1 g"(t)1 > K for all t 3 I'. We now extend the given function f into the halfspace Rf putting f = f0 fort > T. Since ~~(0) > 0 we havef(t, 0, 0) < 0 for t > T, in view of (3.20), part (ii). So (Y = 0 is a lower solution for all t 2 0. The extension of the upper solution /3 will be done according to Lemma 3.3 such that the conditions B'(t) = at)) for t 2 T-+E, (3.22)
hold. Since fl( T) > 0, 7(/3(T)) < 0 the last relation will certainly be true in view of statement (ii) of the lemma provided E is sufficiently small. Because of (3.22) and T(O) > 0 (see (3.17)), +(T + c)) <: 0, we have the estimate 0 < B(t) ,< P(T $-E) for all t 2 I' + E.
So 01 = 0 and /3 satisfy the condition (1.2) and j? is bounded, say /3(t) < B, for all t > 0.
Finally we remark that condition (3.9) holds for the extended differential equation in this sense: If [ is a solution such that t'(O) = u([(O)), then l(t) exists over [0, co) or leaves the region w, = {(t, x) : t ;> 0, a(t) '; x < P(t)}. T' > T. It follows from (3.16), part (ii) and (iv), that 1 x,, j < B and that x0 = fO(T'), x0 = [i( T') where to is a solution of X" = fO(x, x') such that CT, &o(T), G(T)) E&.
5 L ince we assume that .Z7. n S = D the second derivative of &, satisfies I ti( t) j > K for all t 3 T, K being independent from & . This follows from statement (3.21). Therefore (and because of the boundedness of &) one can find a number T,, > T, also independent from to, such that / t,,(t)1 ;', B for t 2 T, . Hence .x,, 1 -c B is impossible if T' > T,, . We have thus arrived at a contradiction and the theorem is proved.
NON-VA4NISHING SOLUTIONS OF THE FIRST V4RIATION EQUATION
In this section the main result of the paper will be presented. We first state a lemma concerning a question of elementary calculus which will occur subsequently.
LEMMA 4.1. Let there be given a finite smooth curve without multiple points in the (x, y)-pZane and let K denote its trace. Furthermore let T(X) be a function of class Cl on (-co, 00) and let a, b, E be numbers such that a c.1 b, E >-0. Then there exists a function T(X) of class Cl on (-co, co) satisfying the following conditions.
(i) -r(x) = ?(x) for x = a, b.
(ii) T(X) = ?(x) if (x, ?(x)) E K.
(iii) If (x, f(x)) E K and if th e t angent line to K at this point is not vertical (i.e., parallel to the y-axis) then its slope difJeers from F.,(X) by less than E in absolute value.
(4.1)
Proof. There exists a simple smooth curve R with these two properties: K is contained in the interior of a, (x, T(X)) E a implies (x, r(x)) E K. Such a 1? can be constructed in a standard way simply by attaching small arcs to K. It is clear that for the proof of our lemma the curve K can be replaced by a. In other words we can work with an additional assumption, namely
The end points of K do not belong to the graph of 7.
(4.2) Let us first consider a special case. Assume that K admits a parametric representation of the form y = p)(x), c < x < d, and let r be such that 7 f 91 if x f x0, 7(x0) == I for a certain x,, E (c, d). Furthermore let there be given a number 8 > 0. We want to show that there exists a function? satisfying the following conditions (and therefore also the requirements of the lemma in this particular situation). It is then easy to construct a function i: which satisfies the condition (4.3) and the estimate 1 F(x) ~ p)(x)/ < 6 in the interval [x1, x8] and which coincides with 7 in the exterior of this interval. The general case of the lemma can be reduced to the special one just treated. To this purpose let us take a parametric representation of K, say in the form .X = x(p), y = y(p), 0 < p < 1, and consider the function
The zeros of d correspond to those points of the plane which belong both to K and to the graph of 7. If p, is a limit point of the zeros of d then Jp,,) = 0, d'(p,) = y'(p,) -~'@a) ~,(x(p,)) = 0 (' means d/dp for the moment). So ~'(p,,) f 0 and the tangent lines to K and to the graph of 7 at (x(pJ, y(p,J) are parallel. Hence condition (iii) of the lemma (see (4.1)) holds for ? = r if x is sufficiently close to ~(p,,). It follows from these con-siderations that there can be at most finitely many different numbers ,x, say .2^r , . . . , .vIV , such that condition (iii) is not satisfied in case ? =: 7. Each (X" 3 7(x")), v = I ,..., -\', is then an interior point of K (because of (4.2)) and an isolated point of the intersection of K and the graph of 7. Sloreovcr a certain portion of K which contains (xv , T(:v")) admits a parametric representation of the form y ~~ F,(X), nhere x varies in some interval I,, = [x, K, X" + K], K ';-0. If K is sufficiently small, then I, c Iti = r;: for v -$ p and we have qb + 7 for .r E I,, , x ';-.x,, . Since I< has no multiple points there is a number 6, -I 0 such that the relations x c I, , 0 c.: j y ~--p)"(x)1 ' 6, imply (x, y) $ K. We now change 7 to a function ? on each interval 1, , as we did in the first part of the proof. Here py, 8,. play the role of p, 8. The result of this procedure will he a function satisfying all requirements of the lemma. Proof. 'The following considerations will actually lead to a statement which is less stringent than the one given in the theorem, namely
There exists a solution E of (1.3) which satisfies (4.4) and is such that the solution 17 of the initial value problem (4.5) is positive on [0, T).
(4.6) However the full result follows immediately if one applies (4.6) to a suitable extension off, a, /3 to some larger interval [0, T'], T' > T.
We use the notation introduced in Section 3. According to Theorem 3.1 the intersection r, n Z; is not empty. Now let us assume that (4.6) does not hold. This actually means that we assume the following assertion to be correct.
if (T, 5(T), 5'(T)) t r, n zT, then y(T) < 0 (4.7)
(here and later the symbol 7 refers always to the solution of the initial value problem (4.5)). The equivalence of both assumptions can be seen immediately from Lemma 2.1 and the definition (3.15) of z1r . i%ow (4.7) gives rise to a further statement: There exists a number E > 0 having this property.
If (T, E(T), t'(T)) E r, n 2~ th en the first variation equation with
respect to 8 admits a solution +j such that
Certainly such an E exists for every single 5 if (4.7) is true. Because of continuity arguments one can use the same c for all solutions 4 in a neighbourhood of a given one. Since r, n z7,. is compact there exists indeed a fixed t > 0 such that (4.8) is true for all 5.
In the remaining part of the paper we m-ill prove that (4.8) is incompatible with what we found in Section 3. Throughout our discussion the set .ZT has to be regarded as fixed. The function 7 however will be subject to changes, but we always tacitly assume that 7 is of class C1 and satisfies the inequalities (1.4). We begin by deriving from (4.8) a further result. If (4.8) is true for a certain 7, then one can also find a 7 which is of class C3 and satisfies this condition.
If (T, t(T), e'(T)) E r, n ZT then the first variation equation with respect to 5 admits a solution +j such that
(4.9)
The intersection of the plane t = T with the solution manifold of ( 1.5) is a smooth curve1 without multiple points and the vector (q(T), T'(T)) is tangent to this curve at the point (T, E(T), l'(T)). It follows then from We now take a sequence of functions T, of class Ca such that we have T,, ---f t, (TV), -?I uniformly on [a(T), /3(T)] and 7" ~--? for x == z(T), /3(T). It follows then from (4.9') that the condition (4.9) will be satisfied for 7 = 7, , provided v is sufficiently large.
To complete the proof we have to show that (4.9) is impossible if the hypotheses of the theorem are satisfied and if 7 is of class C". We begin with a simple remark. A substitution of the type f(t, X, x') +f(t, s + y, x' + y') -y", where y(t) is a function of class Ca on [O, T] , leaves property (4.9) invariant. Such a substitution has been used earlier (set (3.18), vvhere y is equal to IX). Obviously [ -y is solution of the transformed differential equation if 5 is solution of the original equation and the first variation equations are the same in both cases. Furthermore T(X) is changed to T(X + y(T)) -y'(T). So, by a proper choice of y, one can always make T(x) positive for al(T) + s :< ,8(T) without giving up (4.9). Finally we observt that in view of (3.16), part (ii), th e values of 7 outside the interval [a(T), /3( T')] play no role in our considerations and hence may be prescribed quite arbitrarily.
For all these reasons it is no loss of generality if we add this condition to (4.9).
T(X) > 0 if x < x1 , T(X) =~ x1 -x if x 2 x,, (4.10)
Here x0 , x1 are numbers such that /3(T) < x,, < x1 The next step is the introduction of lower and upper solutions G,p for the differential equation x" = T,(X) T(X). Using the method of Lemma 3.3 one can easily construct such functions for the infinite interval [T, co) which satisfy the following additional conditions.
(iii) a' = T(S), p = @) for t > T + E, (4. I I) 6 being some number > 0. Xote that the inequalities (ii) will hold for all t>TiftheyholdforalltE [T,T+t] .Th is is a consequence of (iii) and the assumption (4.10).
Putting f = T,(X) T(X), OL = &, p = /? if t 1 T we obtain an extension off, 01, fl into the region t >, T such that (I .2) holds for all t 25 0. A solution of the first-order equation X' L=: T(x) is then also solution of x" = f(t, X, s') in the region t 'P T. The relation f'(T) z T(~(T)) therefore implies E'(t) 7(&t)) for every t :b T and vice versa. Keeping this and (3.16), part (iv), in mind we apply Lemma 2.1 and Theorem 3.1 to the present situation taking an arbitrary Tl > T instead of T. The result can be expressed this way. To every Tl > T there exists a solution [ such that (9 (T, t(T), t'(T)) E r, n 2~ , (ii) m(t) < E(t) + /3(t) for all t E [0, T,], (iii) the first variation equation with respect to 5 is disconjugate on (0, TJ (4.12) It is clear, by a standard compactness argument, that there exists then also a solution 6 satisfying condition (4.12) with 7; P: co. We consider now this particular 6 and the corresponding first variation equation s" = f.dt, t, 6') x --i-fJ4 5, t?) x. (4.13) 
