Mobile Edge Computing (MEC) offers a way to shorten the cloud servicing delay by building the small-scale cloud infrastructures at the network edge, which are in close proximity to the end users. Moreover, Network Function Virtualization (NFV) has been an emerging technology that transforms from traditional dedicated hardware implementations to software instances running in a virtualized environment. In NFV, the requested service is implemented by a sequence of Virtual Network Functions (VNF) that can run on generic servers by leveraging the virtualization technology. Service Function Chaining (SFC) is defined as a chain-ordered set of placed VNFs that handles the traffic of the delivery and control of a specific application. NFV therefore allows to allocate network resources in a more scalable and elastic manner, offer a more efficient and agile management and operation mechanism for network functions and hence can largely reduce the overall costs in MEC. In this paper, we study the problem of how to place VNFs on edge and public clouds and route the traffic among adjacent VNF pairs, such that the maximum link load ratio is minimized and each user's requested delay is satisfied. We consider this problem for both totally ordered SFCs and partially ordered SFCs. We prove that this problem is NP-hard, even for the special case when only one VNF is requested. We subsequently propose an efficient randomized rounding approximation algorithm to solve this problem. Extensive simulation results show that the proposed approximation algorithm can achieve close-to-optimal performance in terms of acceptance ratio and maximum link load ratio.
to be configured and managed manually, which further increases the costs of service providers. Network Function Virtualization (NFV) which is first proposed by the European Telecommunications Standards Institute (ETSI) [3] , [4] has been emerged as an appealing solution, since it enables to replace dedicated hardware implementations with software instances running in a virtualized environment. In NFV, the requested service is implemented by a sequence of Virtual Network Functions (VNF) that can run on generic servers by leveraging the virtualization technology. Service Function Chaining (SFC) is therefore defined as a chain-ordered set of placed VNFs that handles the traffic of the delivery and control of a specific application [5] . NFV allows to allocate network resources in a more scalable and elastic manner, offer a more efficient and agile management and operation mechanism for network functions and hence can largely reduce the overall costs.
Applying NFV to MEC will not only shorten servicing delay for end users but service providers will also benefit from lower expenditures and higher efficiency. The user requested service, in this context, consists of a sequence of VNFs that need to be placed on edge or public clouds. Considering that the edge cloud has limited capacity, it is also suggested [6] , [7] , [8] , [9] to connect the edge clouds together in order to expose services to more nearby end users by efficiently utilizing and sharing the capacity and load of edge clouds. Even this, the connected edge clouds may sometimes fail to satisfy all the end users when users' requested resources increase. Hence, the edge clouds also need to collaborate with remote public cloud with sufficient capacity by placing requested VNFs on it for the users who ask for delay-tolerant services via e.g., long distance core networks, which can be shown in Fig. 1 . This deals with where to place the VNFs and how to route the traffic by selecting appropriate paths during the whole SFC according to the user's delay requirement. In this paper, we study how to place each user's requested VNFs on edge and public clouds, and route the packets among these VNFs in order to minimize the maximum link load ratio and meet each user's delay requirement. Our key contributions are as follows: • We analyze the traversing delay calculation in edge clouds for both totally ordered SFC and partially ordered SFC. • We define the Delay-aware VNF Placement and Routing (DVPR) problem in edge clouds and prove it is NP-hard. • We propose a randomized rounding approximation algorithm to solve the DVPR problem. • We conduct extensive simulations to validate the performances of the proposed algorithm with three heuristics.
The remainder of this paper is organized as follows. Section 2 presents the related work. Section 3 models traversing delay for both totally ordered SFC and partially ordered SFC in edge clouds. Section 4 defines the delay-aware VNF placement and routing problem in edge clouds, formulates it as an exact INLP and proves it is NP-hard. In Section 5, we propose an approximation algorithm to solve this problem. Section 6 provides the simulation results and we conclude in Section 7.
RELATED WORK
A survey about computation offloading and computation resources allocation in MEC can be found in [10] . Mao et al. [11] provide an overview about the communication models and resource management in MEC such as MEC server scheduling and cooperative computing. Moreover, a comprehensive survey about NFV can be found in [12] , [13] , [14] . Herrera and Botero [15] provide a survey about resource allocation in NFV.
Traffic/Cost-Aware VNF Placement and Routing in Generic Networks
Mehraghdam et al. [16] first explores the VNF placement problem by presenting an ILP to solve this problem. Eramo et al. [17] target the VNF placement and routing problem with the goal of maximizing the amount of data that can be processed within the network at peak traffic time interval. They subsequently study how to consolidate VNFs and shut down unused servers when traffic demands decrease such that the total operation cost (energy consump-tion+revenue loss) is minimized. They propose an exact Integer Linear Programming (ILP) and an efficient heuristic to solve the problem. Cohen et al. [18] propose a nearoptimal approximation algorithm to place VNFs without considering network function dependency. Kuo et al. [19] relax/approximate the VNF placement and routing problem based on the intuition that placing VNFs on a shorter path consumes less link bandwidth, but might also reduce VM reuse opportunities; reusing more VMs might lead to a longer path, and so it consumes more link bandwidth. Guo et al. [20] jointly consider the VNF placement and routing problem in data centers. They propose a randomized approximation algorithm when the traffic matrix is known in advance and a competitive online algorithm when the future arriving traffic is not known. However, they assume that one configuration in data centers consists of one VNF placement and one routing path solution, and a (limited) set of configurations is given. The delay is not taken into account in these papers. Gupta et al. [21] develop a columngeneration-based approaches to solve the VNF placement and routing problem. Liu et al. [22] present a columngeneration-based approache to solve the SFC readjustment problem. Bhamare et al. [23] deal with VNF placement in a multi-cloud scenario with constraints of deployment costs and servicing delay by proposing an ILP and an affinitybased approach heuristic. A Minimum-Residue heuristic is also presented in [24] for VNF placement in multi-cloud scenario. However, the path selection problem among VNF pairs are not considered in [23] , [24] .
It is worthwhile to mention that the Virtual Machine (VM) placement problem is similar to the VNF placement. However, the communication/routing path between each VM pair do not necessarilty form a SFC, which makes it different from the VNF placement problem. Please see these works in e.g., [25] , [26] , [27] , [28] .
Delay-Aware VNF Placement and Routing in Generic Networks
Qu et al. [29] consider the VNF transmission and processing delays, and formulate the joint problem of VNF placement and routing as a Mixed Integer Linear Program (MILP). However, they assume that the virtual link between two physical nodes can at most process one traffic flow at one time. Alameddine et al. [30] jointly consider the network function mapping, traffic routing and the deadline-aware service scheduling problem, where it is assumed that the requested VNFs have already been placed on network nodes. They propose a tabu search-based algorithm and two straightforward heuristics to solve this problem. Zhang et al. [31] devise an Alternating Direction Method of Multipliers (ADMM)-based algorithm to solve the delay-aware VNF placement and routing problem without considering the nodes' processing delay in their problem. Li et al. [32] address the delay-aware middlebox placement and routing problem by leveraging a packet queuing model. Sun et al. [33] implement a framework that enables (independent) network functions to work in parallel, which improves NFV performance in terms of delay, but this comes at the expense of increasing network resource (e.g., network bandwidth). By duplicating an original graph with m connected copy graphs, Huin et al. [34] present a mathematical formulation with the aid of column generation (using a limited number of configurations) that can scale well with problem inputs (e.g., number of requests or nodes). Allybokus et al. [35] propose an exact ILP and a greedy heuristic to solve the VNF placement and routing problem for both fully and partially ordered SFCs. However, their solutions only consider a simple path within a SFC. Dwaraki and Wolf [36] devise a layered-graph based heuristic to solve the delayaware traffic routing problem when the VNFs are assumed to be placed on network nodes. Similarly, Pei et al. [37] devise a layered-graph based heuristic to jointly solve the delay-aware VNF placement and routing problem. In [38] , we present an exact INLP and a recursive heuristic to solve the delay-aware and availability-aware VNF placement and routing problem in generic networks.
Delay-Aware VNF/Rule Placement and Routing in Edge Clouds and Software Defined Networks (SDN)
Hou et al. [39] suppose that the edge servers can host limited κ number of services. When the requested service does not exist in the edge servers, downloading this service from cloud incurs a cost of ω, otherwise the provisioning cost is negligible. Without any prior knowledge of future traffic, they propose an online algorithm to configure κ services on edge servers. Ma et al. [40] model the edge cloud network as a queuing network, and they formulate the system servicing delay problem as a convex optimization problem. They subsequently present an algorithm with the linear complexity to solve the proposed convex optimization problem. Moreover, Saha et al. [41] target the QoSaware (such as delay and packet-loss) routing problem in software defined IoT networks by considering the SDN rule capacity constraint. They present an exact ILP as well as a Yen's k-shortest path-based heuristic. Bera et al. [42] present an adaptive flow-rule placement scheme which consists of three phases, namely (1) forwarding path selection, (2) flow-rule placement and (3) rule redistribution. To solve them, they respectively formulate (1) via a max-flow-mincost problem, devise two greedy heuristic approaches for (2) , and propose a rule redistribution scheme to detect rule congestion at a switch.
Cziva et al. [43] tackle the VNF placement problem at the network edge in order to minimize the total expected latency from all users to their respective VNFs. They further employ the Optimal Stopping Theory to determine when to re-evaluate the optimal placement problem by taking into account the migration cost and random path delay. However, they assume that only one VNF is enough to provide a service to one user instead of a sequence of VNFs.
Yang et al. [9] study how to place NFV-enabled service on a minimum number of edge nodes and find routes from the access point to the requested service located node in order to meet the delay requirement. They propose a heuristic-based incremental allocation mechanism to solve this problem. Different form the work in [9] , [43] , we propose a general model to quantitatively calculate flow traversing delay of a SFC in edge clouds, and devise a randomized rounding algorithm to jointly solve the delay-aware VNF placement and traffic routing problem in edge clouds. Moreover, there are also some studies about VNF placement in virtual evolved packet core (4G/5G) networks [44] , [45] , Cloud-Radio Access Networks [46] , etc.
In the previous works, either an exact ILP algorithm or an efficient heuristic is proposed to solve the general VNF placement and routing problem. However, the exact ILP solution has exponential running time which means that it cannot scale well especially when the problem size increases. The heuristics are shown to perform well in the simulations under certain parameter settings, but it has no performance guarantee, meaning that it may not always output a feasible solution even if the optimal solution exists. Our contribution is devising a randomized rounding approximation algorithm to (jointly) solve the delay-aware VNF placement and routing problem in edge clouds. Moreover, our work can also be adjusted to solve the delay-aware VNF placement and routing problem in generic networks.
NETWORK DELAY MODEL

Service Function Chaining
We consider traversing delays under two cases for VNFs in a SFC, namely, (1) Totally Ordered SFC: there is a total dependency order on the VNF set, and (2) Partially Ordered SFC: there exists dependency among a subset of VNFs. That is, there exists at least two VNFs, such that they have the same predecessor function and successor function but they have no dependencies with each other. The traversing delay in the totally ordered SFC is calculated as follows:
where Ψ f n represents the processing delay for function f on node n, p k denotes the path that traverses each placed VNF, and T (l) indicates the flow delivering delay on link l. For example, Fig. 2 (a) is a totally ordered SFC and the traversing delay in this chain is (50 + 40 + 80 + 60) However, since function monitor only maintains the packets and does not change the packets, firewall and monitor can work in parallel as shown in Fig. 2 (b). After that, firewall and monitor functions send their individual processed packets to load balancer. As a result, load balancer only needs to select the packets from firewall and process them. The example in Fig. 2 (b) belongs to the partially ordered SFC. We partition the partially ordered SFC into several segments and thus there is one or more independent VNFs in each segment. For example, there are 3 segments in Fig. 2 is composed of functions firewall and monitor, and segment 3 has the function load balancer. As a result, the traversing delay in a partially ordered SFC is equal to the longest path delay from the node which hosts one of the VNFs in the first segment to the node which contains one of the VNFs in the last segment. For example, the traversing delay of SFC in Fig ms, which is less than the one in Fig. 2 (a). This example also illustrates that the partially ordered SFC can reduce delay compared to the totally ordered SFC. We notice that the totally ordered SFC is a special case of the partially ordered SFC, since when each segment contains only one VNF, the partially ordered SFC becomes the totally ordered SFC. Without loss of generality, we assume a (totally ordered or partially ordered) SFC consists of a set of |M | segments M , and each segment m ∈ M has |m| functions. We use m i and m j to represent two consecutive segments, where j = i + 1 and 1 ≤ i ≤ |M | − 1. In order to calculate the traversing delay in a partially ordered SFC with segments M , we first make the definition of totally ordered sub-SFC as follows: Definition 1. totally ordered sub-SFC: Suppose there is a partially ordered SFC C with segment set M . A totally ordered sub-SFC is a chaining consisting of exactly one VNF in each segment.
According the above definition, there are in total |M | i=1 |m i | totally ordered sub-SFCs. For example in Fig. 2(b) , there are 1 · 2 · 1 = 2 totally ordered sub-SFCs, namely A → B → D and A → C → D. As a result, the delay value of a partially ordered SFC is the maximum delay value among all the totally ordered sub-SFCs composing it. User1: f1-f2-f3 User3: f1-f2 User4: f1-f4
Edge clouds
Public cloud
User2: f2-f4 Fig. 3 : An example of calculating the delay in a SFC in edge clouds.
Traversing Delay in a SFC in Edge Clouds
Assume that there is a set of edge clouds denoted by E and one remote public cloud 1 represented by C. Each edge cloud E ∈ E builds a mount of edge servers along with the base station in an area and serve the end users within the coverage of the base station. The users within the coverage of E is denoted by R E . In this sense, requests sent from R E should be first received by the edge servers in E, and if E cannot process these requests because of capacity limit, it can relay these requests to other edge clouds or public cloud. In this paper, we assume that any end user can only be within the coverage of one edge cloud. For simplicity, we assume that one end user sends only one request to the edge cloud. The notations used in this paper are summarized in Table 1 . Suppose there is a user u r who is within the coverage of edge cloud E, and for simplicity u r requests a fully ordered SFC consisting of h virtual network functions f 1 , f 2 , . . . , f h , where f i is placed on node n fi for 1 ≤ i ≤ h. If T (n i , n j ) denotes the traversing delay between edge or cloud nodes n i and n j , and Ψ f n indicates the VNF f 's processing time on node n, then the total delay for serving u r is 2 :
where T (E, n f1 ) indicates the traversing delay from E to n f1 . T (E, n f1 ) means that if f 1 is not located in proximity to user in E, then we need to take into account the traversing delay from E to its located edge cloud or public cloud.
h i=1 Ψ fi n f i calculates the total node processing time, and h−1 j=1 T (n fj , n fj+1 ) calculates the total path delay. For example in Fig. 3 , there are three edge clouds and one public cloud. Each edge cloud can only host one VNF because of limited capacity for simplicity, and the public cloud host two remaining VNFs. It is assumed that user 1 and user 2 belong to edge cloud E 1 . Moreover, edge cloud E 2 and edge cloud E 3 serve user 3 and user 4, respectively. The 1. For simplicity, we only assume one public cloud in this paper, but our work can also be extended to the case of multiple public clouds.
2. When an end user requests a partially ordered SFC, we can calculate the delay of each totally ordered sub-SFC according to Eq. (2) and take the maximum value as the final delay value. 
The set of edge clouds, switch nodes and public cloud N The set of N nodes that can host VNFs, i.e, N = E ∪ C L, b(l), t(l)
The set of L links, traffic load and delay of link l ∈ L π(n), c(l) Capacity of node n ∈ N and link l ∈ L G(N , L)
A network with set of nodes and links N and L P u,v , K Path set between u and v, the number of paths in the set
The set of requests. For each r(E, δ, F, D) ∈ R, E indicates the edge cloud the request belongs to, δ represents the data transmitting rate, F denotes a set of requested VNFs with predefined order, D means the requested delay
The i-th and j-th requested VNF for a totally ordered (sub-)SFC, where j = i + 1 Br
The set of totally ordered sub-SFCs of request r F A set of total requested VNFs η(f )
The required processing capacity of VNF f Ψ f n Processing time for VNF f on node n H u,v l,k A given boolean array indicating whether link l is traversed by path p k between u and v λ A fractional variable meaning maximum link load ratio
placed on node u and v, respectively, and p k ∈ P u,v is selected; and 0 otherwise.
requested VNFs (SFC) are also shown in Fig. 3 . When calculating the traversing delay of requested SFC from the request of user 1, the first requested VNF is not located in edge cloud E 1 , therefore we must calculate the delay from E 1 to E 2 (which is 12, since f 1 is placed on E 2 ), and then calculate the delay of SFC f 1 − f 2 − f 3 , which is (25 + 20 + 18) total node delay + (12 + 13) total link delay = 88. As a result, the total delay for serving the request from user 1 is 12 + 88 = 100. Analogously, the delay for serving user 4 is 155. On the other hand, the first requested VNF of user 2 and 3 is placed in the edge cloud they belong to, therefore serving user 2 consumes a delay of 20 + 15 + 80 = 115, and serving user 3 incurs a delay of 25 + 20 + 12 = 57.
PROBLEM DEFINITION AND COMPLEXITY ANAL-YSIS
Problem Definition
There is a set of edge clouds E, a set of switch/router nodes S and a remote cloud C. Each edge cloud n ∈ E consisting of a limited number of edge servers has a total capacity of π(n), and the public cloud C is assumed to have infinite capacity. Switch nodes are used to forward the traffic. Assume there is a set L of L links to connect different nodes in E ∪S∪C. For ease of presentation, we let N = E ∪ C denote the node set that can host VNFs, and we use N (which does not contain the switch node set) without loss of generality to stand for the node set in the network. Each VNF f ∈ F on node n ∈ N requires time of Ψ f n to process it, and we use η(f ) to denote its processing capacity. Each link l ∈ L has a capacity of c(l), and traversing delay of t(l). Let b(l) denote the total traffic load on l, then the maximum link load ratio λ is defined as: max{ b(l) c(l) , l ∈ L} and it is a single variable. For each node pair (u, v) where u, v ∈ N , we assume that the path set between them is known 3 and denoted by P u,v with a number of K paths. R represents a set of |R| requests, and for each request r(E, δ, F, D) ∈ R, E denotes the edge cloud the request belongs to, δ stands for the data transmitted rate, F ⊂ F indicates a set of |F | requested VNFs with predefined order (totally or partially ordered), and D stands for the total requested end-to-end delay. Similar to [9] , [30] , [31] , [34] , [37] , we assume that R is known or given. Formally, the Delay-aware VNF Placement and Routing problem in edge clouds can be defined as follows:
Given are a network G(N , L), and a set of requests R. For each request r(E, δ, F, D) ∈ R, the Delayaware VNF Placement and Routing (DVPR) problem in edge clouds is to place its requested VNFs on N and find routes among each adjacent VNF pair such that λ is minimized and the total flow traversing delay is no greater than D.
The purpose of minimizing λ is to avoid the network bottleneck, e.g., one or more links are highly loaded and while some other links are less loaded. In network bottleneck scenario, the highly loaded link(s) are unavailable to transport more data from a source to a destination because of the lack of free capacity. In the worst case, there may not exist bandwidth-free path from a specified source to a specified destination if these (critical) highly loaded links are not available, or it may take longer delay by traversing some more links from a source to a destination. Nevertheless, we mention that our problem definition/formulation and proposed approximation algorithm are general and flexible, since we could also remove the objective or change to select some other objectives. More specifically, if we remove the objective, then the problem becomes to find the VNF placement and traffic routing for each request in edge clouds without violating the specified delay requirement. And the 3. According to [47] , at most 6 paths in GÉANT network are enough for serving 11460 traffic matrices during the entire 4 month duration without violating Quality of Service (QoS). We therefore assume that a (small) set of paths is sufficient for calculating the optimal solution. This set of paths is precalculated and given in the problem. respective approximation algorithm proposed in Section 5 can be slightly adjusted (by removing the objective and λrelated constraints) to solve it as well.
An Exact Formulation
In this subsection, we formulate the DVPR problem as an exact Integer Nonlinear Programming (INLP) formulation. We begin with some necessary notations and variables.
INLP notations: H u,v l,k : A given boolean array. It is 1 (true) if link l is traversed by the path p k between u and v, and 0 (false) otherwise.
T (p k ): Delay of path p k . F: The set of total requested |F| VNFs. For ease of calculation of traversing delay, for each request r, we add two dummy VNFs f 0 as the first VNF of the chain and f |F|+1 as the last VNF of the chain, with η(f 0 ) = η(f |F|+1 ) = 0 and Ψ f0 n = Ψ f |F|+1 n = 0, where n ∈ N . B r : The set of totally ordered sub-SFCs of request r. f i , f j : The i-th and j-th requested VNF for r, where 0 ≤ i ≤ |F|, j = i + 1 (two consecutive VNFs).
INLP variables:
λ: A float variable ranging in [0, 1] that represents the link load factor or ratio.
X r,f n : A boolean variable. It is 1 (true) if r's requested VNF f is placed on n; and 0 (false) otherwise.
Y r,i,j u,v,k : A boolean variable. It is 1 (true) if r's requested f i and f j are placed on node u and v, respectively, and p k ∈ P u,v is selected; and 0 (false) otherwise.
Objective:
Placement Constraints:
Path Selection Constraint:
Delay Constraint:
Link Capacity Constraint:
Eq. (3) minimizes the maximum link load ratio. Eq. (4) ensures that for each user's requested VNF f , it must be placed on one node in the network. Eq. (5) ensures that for each requested VNF pair f i , f j in a totally ordered sub-SFC, they must be placed on one or two nodes. The above two placement constraints are set for variables X r,f n and Y r,i,j u,v,k , respectively, and Eq. (6) establishes the equality relation between X r,f n and Y r,i,j u,v,k . More specifically, Eq. (6) indicates that when request r places f i and f j on u and v, respectively, only one path between u and v can be selected to use. Eq. (7) ensures that for each request the total traversing delay in each sub-ordered SFC is no greater than D. In particular, fi,fj (Φ fi u + Φ fj v )/2 calculates the total node processing delay. This is because f 1 , f 2 , . . . have been counted twice in Eq. (7), we take the sum of Φ fi u + Φ fj v and let it be divided by 2. Eq. (8) ensures that each edge cloud's capacity is not violated. Eq. (9) ensures that each link's load does not exceed to λ times its total capacity.
Complexity Analysis
Theorem 1. The DVPR problem is NP-hard, even when |F| = 1 and |R| ≥ 2.
Proof: Since totally ordered SFC is a special case of partially ordered SFC, we only analyze the problem complexity for the totally ordered SFC without loss of generality. Ma et al. [48] prove that the general VNF placement and routing problem can be reduced to the NP-hard Hamiltonian cycle problem [49] , which means that the problem is also NP-hard. Next, we will prove that even when |F| = 1 and |R| ≥ 2, the DVPR problem is still NP-hard.
Assuming that there are two edge clouds, E 1 and E 2 . Two user requests r 1 and r 2 which are both in proximity of E 1 ask for VNF f 1 and f 2 , respectively. It is assumed that E 1 has no spare capacity and therefore f 1 and f 2 have to be placed on E 2 . Moreover, we assume c(l) = r 1 .δ = r 2 .δ, ∀l ∈ L. In this sense, each link can only be traversed by at most one time and λ = 1 in the optimal solution. Hence, the DVPR problem is to find two link-disjoint paths from E 1 to E 2 such that each path delay is no greater than the specified delay value. Now, the DVPR problem is equivalent to the NP-hard min-max problem [50] , which is to find two link-disjoint paths from a source to a destination, such that the longer path delay (denoted by T x ) is minimized, if we assume max(r 1 .D, r 2 .D) = T x . The proof is therefore complete.
APPROXIMATION ALGORITHM
Considering that the exact INLP solution has exponential running time [51] because of its boolean variables and nonlinear constraints, it cannot scale well especially when the problem size increases. In this section we propose a polynomial-time approximation algorithm to solve the DVPR problem. We first transform the exact INLP in Eqs. (3)-(9) to a Linear Programming (LP). After solving the LP, we subsequently achieve a solution via the randomized rounding method with proved bounded approximation ratio.
Transformation from the INLP to the LP
First, using Eq. (6) into Eq. (7) we get:
It is important to notice that Y r,i,j u,v,k takes binary values in {0, 1} and if we decompose the two innermost sum into products we get pairwise products in Y r,i,j u,v,k . However, according to the placement constraint (Eq. (5)) there is a single Y r,i,j u,v,k equals to 1 and all the rest are 0 for a fixed r. Hence, all the pairwise products of Y r,i,j u,v,k in Eq. (10) are 0, except for one that is (Y r,i,j u,v,k ) 2 = Y r,i,j u,v,k . Finally, Eq. (10) boils down to the following equivalent constraint of Eq. (7):
Second, considering that Eq. (6) is nonlinear, we transform it to the following equivalent linear constraints without losing any accuracy:
After the transformation, we have the following relaxed Linear Programming (LP) to solve the DVPR problem, where Y r,i,j u,v,k and X r,f n are set to be a fractional number (∈ [0, 1]). min λ s.t.
Randomized Rounding Approximation Algorithm
In this subsection, we present the Randomized Rounding VNF placement and routing Algorithm (RRVA) in Algorithm 1 to solve the DVPR problem. if P = ∅ then 17 Pick v with maximum node capacity from P such that represents whether r is successfully served, and initially is set to be true for all the requests. After that, for each requested totally ordered sub-SFC B ∈ B r of request r, and for each its requested VNF pair (f i , f j ) ∈ B, RRVA finds the appropriate nodes for hosting f i and f j and the path to route the traffic between them if they are placed on different nodes. Let n x be the node where f j is placed on in each iteration. In particular, when f i and f j have already been placed on the nodes in the previous iterations by other totally ordered sub-SFC, Step 8 assigns n x with Ht[r][f j ]. Otherwise, it indicates that at least f j is not placed on the network. When Y r,i,j u,v,k > 0, RRVA uses P to store the results where f i and f j are placed on the same node, and uses Q to store the results where f i and f j are placed on different nodes. If P is not empty, RRVA selects one Y r,i,j u,v,k from P where the node u has maximum residual capacity to host f i and f j . However, when Ht[r][f i ] = null, it indicates that f i has already been placed on the network by other totally ordered sub-SFC determined by RRVA, and therefore we
The reason is that one VNF can only be placed on one node. If P is empty and Q is not empty, RRVA randomly selects one
Because f i except for f 0 and f |F|+1 occurs twice in the algorithm, we need to decrease the capacity of its hosted node only once, which can be seen in steps 18 and 21. Accordingly, RRVA prunes the link bandwidth that is traversed by the selected path p k between u and v. The above procedure continues until all the requests have been iterated.
The time complexity of RRVA can be analyzed like this: The time complexity of RRVA is dominated by the LP in Eq. (13) . There exists efficient polynomial time algorithm to solve the LP with the current best worst-case complexity of O ([ I 3 ln I ]γ) by an interior-point method according to [52] , where I is the number of variables and γ is the bit size of the problem (related to the number of bits in its binary representation). There are in total O(|R||F |N +K|R||F | 2 N 2 ) = O(K|R||F | 2 N 2 ) variables in Eq. (13), leading to a total time complexity of O( γK 3 |R| 3 |F | 6 N 6 ln(K|R||F | 2 N 2 ) ) for RRVA, which indicates it has polynomial running time.
Approximation Performance Analysis
The analysis leverages on the method of Upper Tail Chernoff bound [53] and Union Bound (Boole's inequality) [54, Chapter 4.7 ] -a technique often used in other works (see e.g., [55] , [56] ). For completeness, we first give a formal definition of the Upper Tail Chernoff bound and Union Bound inequality:
[53] Let x 1 , x 2 , . . . , x n be n independent random variables, and x i ∈ [0, 1] for 1 ≤ i ≤ n. Denote µ = E n i=1 x i , then for an an arbitrary positive we have: 
Moreover, α is used to ensure that the following defined expected values are fractional number and defined as follows:
where λ is the lower bound of maximum link load ratio value returned by the LP in Eq. (13) . The proposed RRVA rounds the fractional Y r,i,j u,v,k solved from LP in Eq. (13) to integer value and then derive the routing and placement 4 solution. In the following, we will analyze the violating factor in terms of link capacity, requested delay and node capacity of RRVA.
Link capacity violating factor
Definition 3. For each request r and each link l, the traffic load z r l is defined as follows:
Since z r1 l , z r2 l , . . . are mutually independent according to their definition, the expected load on link l is:
According to the definition of α in Eq. (15) , it holds that 0 ≤ z r l ·α λ·c(l) ≤ 1. Therefore, by dividing Eq. (16) with λ·c(l) α on both sides we have:
Since α µc ≥ 1, we have:
We cannot directly apply Theorem 2 for z r l ·α λ·c(l) with α, however the following holds:
By applying Theorem 2 for α µc z r l ·α λ·c(l)
, based on Eq. where is an arbitrary positive value. Further, using inequalities from (18) and (20) together and introducing ∆, we have:
where ∆ is a network related variables and ∆ → 0 when the network size grows. By solving Eq. (21), we have that
Theorem 4. RRVA can achieve a link capacity violating factor of 4 log N α + 3.
Proof: By setting ∆ = 1 N 2 , Eq. (21) becomes:
By using Union Bound inequality in Theorem 3 for all the links:
The last inequality holds since there are at most N 2 links in a network with N nodes. Finally, Eq. (24) indicates that the probability the expected load on any link violates λ·c(l) with a factor of 1 + = 4 log N α + 3 approaches 0 when N → +∞.
Theorem 5. RRVA can achieve a delay violating factor of log |R||Bx|+2 log N α + 3.
Proof: For brevity, we have proved it in Appendix A.
Theorem 6. The randomized approximation algorithm can achieve a node capacity violating factor of 3 log N α + 3.
Proof: For brevity, we have proved it in Appendix B.
Theorem 7. The randomized approximation algorithm can achieve a link bandwidth violating factor of 4 log N α +3, delay violating factor of log |R||Bx|+2 log N α + 3, and node capacity violating factor of 3 log N α + 3.
Proof: The proof follows from Theorems 4, 5 and 6.
SIMULATIONS
Simulation Setup
We conduct simulations 5 on two networks: USANet, displayed in Fig. 4 , which is a realistic carrier backbone 5 . The simulations were run on a high-performance desktop PC with 3.40 GHz and 16 GB memory. We used IBM ILOG CPLEX (CPLEX Callable Library interface) 12.6 to implement OPT LB, IBM ILOG CPLEX 12.6 together with C# to implement RRVA, and C# to implement the heuristic algorithms. network, and GÉANT, shown in Fig. 5 , which is a pan-European communications infrastructure. In both networks, the solid red circled nodes are assumed to be edge clouds, whose capacities range from 15 to 20 units, and the dashed red circled nodes are assumed to be the public cloud nodes, whose capacities are infinite. For each link, its capacity is randomly picked in [3, 4] Gb/s and its delay takes value in [10, 50] ms. It is assumed that there are in total 15 VNFs whose capacities vary from 5 to 10 units, and the node processing time for each VNF varies from 50 to 150 ms [57] . We randomly generate 50 sets of |R| = 20, 40, 60, 80, 100 requests for requested both totally ordered SFC (the request set is denoted by R t ) and partially ordered SFC (the request set denoted by R p ), separately. R t and R p are uniformly distributed in each edge cloud. For each request r(E, δ, F, D) ∈ R t , δ is between 10 and 50 Mb/s, |F | is between 5 and 10, and D is between 500 and 800 ms. The traffic request setting is in line with [58] , and reflects the conventional application of e.g., Web Service, VoIP, etc. The request r(E, δ, F, D) ∈ R p is generated the same with the request in R t except that we set 4 segments of VNFs in each requested partially ordered SFC (the requested VNFs in R p are identical with the ones in R t for each request), and therefore the number of VNFs in each segment is in [1, 3] .
The solution of the LP from Eq. (13) provides a lower bound of the optimal solution (denoted by OPT LB), so we compare OPT LB and our proposed approximation algorithm RRVA with the relevant (slightly modeified) SFC-eMbedding APproach (MAP) [37] and two straightforward heuristics as follows. We initialize i = 1.
1) SFC-MAP: For each request r(E, δ, F, D), suppose that f 0 is placed on r.E (also for the Greedy and Random algorithm in below) as in segment m 0 . For each totally ordered sub-SFC m of r, SFC-MAP first constructs a multi-layer graph by creating |F | + 1 copies of the original graph. The inter-layer links are created to connect the same node in different layers, and the inter-layer nodes are created to represent the possible places to host each VNF in each layer. By assigning link delay weights, SFC-MAP runs shortest path from the ingress node in layer 1 to the egress node in layer |F | + 1. If the solution is not found or the delay requirement is violated, a penalty is imposed for each link weight. The above procedure continues at most τ times, where we set τ = 30 in our simulation. 2) Greedy Algorithm: For each request r(E, δ, F, D), suppose that f 0 is placed on r.E as in segment m 0 . For each requested VNF f in segment m i , Greedy algorithm first tries to place it on one of the nodes where the VNF(s) in segment m i−1 is hosted (denoted by the set N fx ). If this step fails, Greedy algorithm places f on a node n fy with sufficient capacity, such that the
value is maximum among all the nodes E\{N fx }, where min l∈p k (c(l) − b(l)) denotes the minimum link residual capacity in path p k from n fy to each node in N fx . Moreover, the sum of each path's delay and node processing delay for f together with the delay of serving previous VNFs should be less than D. 3) Random Algorithm: For each requested VNF f in segment m i , Random algorithm first tries to place it on one of the node(s) where the VNFs in segment m i−1 are hosted (denoted by N fx ). If this step fails, it randomly chooses one node n fy with sufficient capacity such that there exists at least one path from each node in N fx to n fy whose accumulating delay is less than D and the path bandwidth is no less than δ. If succeeds, it randomly selects one satisfied path from each node in N fx to n fy .
For both Greedy and Random algorithms, the above procedures continue by increasing i by 1 until all the requested VNFs have been placed and associated paths have been found without violating delay, node capacity and link capacity constraints, otherwise the algorithms continue to serve the next request using the same routine until all the requests have been iterated.
Simulation Results
We first compare the algorithms in terms of Acceptance Ratio (AR), which is defined as the number of accepted requests divided by the total number of requests. Here, if a request is accepted, it means that its specified total flow traversing delay D is obeyed returned by the found solution. From the simulations we found that the variance of AR and maximum Link Load Ratio (LLR) for all the algorithms is small. To not clutter the figures, we only present the mean value of AR and Max. LLR in below. Moreover, since Opt LB only returns the fractional solutions, we do not know the feasible integer solutions corresponding to different requests and thus cannot calculate its returned AR value. We therefore omit the AR values for Opt LB. From Figs. 6 and 7 we can see that our approximation algorithm can accept almost all the requests (above around 90%) for both totally ordered SFC and partially ordered SFC.
The AR values returned by Greedy algorithm and Random algorithm are much lower than the AR value achieved by RRVA. SFC-MAP has a better performance than Greedy and Random, but its achieved AR value is still lower than RRVA. For all the algorithms, their achieved AR value for the partially ordered SFC request in Fig. 7 is higher than the AR value for the partially ordered SFC request in Fig. 6 . The reason is that as we stated in Section 3.1, the traversing delay in partially ordered SFC is lower than the delay in the totally ordered SFC, which in turns satisfy more requests regarding delay requirement. In particular, Fig. 8 illustrates the average delay value returned from all the algorithms among 100 requests. Accordingly, RRVA achieves the least average delay, followed SFC-MAP and Greedy, and the Random has the largest average delay. Next, we evaluate the maximum Link Load Ratio (LLR) of all the algorithms. Figs. 9 and 10 show the Max. LLR value for all the algorithms. We find that Opt LB achieves the lowest Max. LLR value, and the approximation algorithm achieves a very close performance with OPT LB. SFC-MAP performs ranks the third regarding the performance of Max. LLR value. Random algorithm performs poorly by having the highest Max. LLR value because of its randomness in choosing placed node and paths regardless of link residual bandwidth. For all the algorithms, we found that their achieved Max. LLR value for the partially ordered SFC request in Fig. 10 is larger than the Max. LLR value for the partially ordered SFC request in Fig. 9 . This is because more paths need to be established in the partially ordered SFC, and this will consume more bandwidth which results in larger Max. LLR.
After that, we verify the performances of the algorithms when different K (number of paths between node pairs) is set. As stated above, we omit the AR values for OPT LB. For simplicity we only present the results when |R| = 40. We see that when K increases from 1 to 10, the AR value increases for all the algorithms except for SFC-MAP in Figs. 11 and 12 , and the Max. LLR value decreases for all the algorithms in Figs. 13 and 14 . But this trend does not change from 10 to 20 for both AR and Max. LLR, which implies that K = 10 paths are enough to guarantee QoS (e.g., delay). This is because SFC-MAP only applies shortest path algorithm to find route between VNF pair and therefore the number of paths does not affect its performance.
Finally, Fig. 15 presents the total running time of all the algorithms (in log scale) for |R| = 40, where the confidence interval is set to 95%. We see that the confidence intervals of all the algorithms are not very visible 6 , which indicates that the variances are also very small. We see that the OPT LB has similar running time with RRVA since their time complexities are dominated by the LP, but both of them are higher than SFC-MAP and two other heuristics. Nevertheless, it is still acceptable since RRVA can achieve a closeto-optimal performance as shown in Figs 6-10 . SFC-MAP has much higher running time than Greedy and Random heuristic due to its increased problem size (|F | + 1 times nodes and links) and maximum iteration times. Another observation is that when |R| = 1, we found our proposed approximation algorithm can return the solution in less than several seconds (We omit the figure for brevity). In practice, in many cases the traffic requests can be known or predicted [59] in advance, therefore the service provider can apply the proposed approximation algorithm to calculate the solutions in an offline fashion (in acceptably short time as implied in Fig. 15 ) for the (delay-sensitive) incoming traffic requests. In addition, our proposed approximation algorithm can also be applied only periodically or as complementary solution for existing methods. Moreover, for the same algorithm, we found that its running time for the totally ordered SFC is lower than the value for the partially ordered SFC. This can be explained that since the partially ordered SFC consists of one or more totally ordered sub-SFC, then there are more data input or constraints in the OPT LB and RRVA, which results in higher running time. Similarly, Greedy and Random needs to establish more paths for VNF pairs in different segments, which also consumes more time.
CONCLUSION
In this paper, we have studied the Delay-aware VNF Placement and Routing (DVPR) problem in edge clouds, which is to place each end user's requested VNFs on network nodes and find routes among each adjacent VNF pair such that the maximum link load ratio λ is minimized and the total traversing delay is no greater than the specified value. We have considered this problem for both the totally ordered SFC and partially ordered SFC. We have proved that the DVPR problem is NP-hard, even for the special case when only one VNF is requested. We subsequently propose a 6. Fig. 15 is log-scale that additionally contributes to the confidence interval visibility. randomized rounding approximation algorithm to solve it. Simulation results reveal that the proposed randomized rounding approximation algorithm outperforms three other heuristics and achieves close-to-optimal performances in terms of acceptance ratio and maximum link load ratio. In practice, the proposed approach can provide the service provider with the VNF placement and routing solutions for end users' requests such that each user's NFV delay requirement is satisfied while the maximum link load ratio is minimized. By minimizing the maximum link load ratio, the actual network flow is evenly distributed across the network, and more future requests can be accommodated since we try our best to reduce the network bottleneck. In our future work, we plan to implement our proposed algorithm in real testbeds or simulators and extend our work to further optimize network management and control related metric such as cross traffic management and network control overhead. Another improvement is to further shorten the running time of RRVA by e.g., reducing the feasible LP region [60] . 
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APPENDIX A USER DELAY VIOLATING FACTOR
Proof: Similar to the proof of theorem 4, we have the following definition: Since w r f0,f1 , w r f1,f2 , . . . are mutually independent according to their definition, the expected delay for r follows: 
