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Abstract
A new method is developed for solving optimal control problems whose solutions are nonsmooth. The
method developed in this paper employs a modified form of the Legendre-Gauss-Radau orthogonal direct
collocationmethod. Thismodified Legendre-Gauss-Radaumethod adds two variables and two constraints
at the end of a mesh interval when compared with a previously developed standard Legendre-Gauss-
Radau collocation method. These new variables are the time and the control at the end of each mesh
interval. The two additional constraints are a collocation condition on each differential equation that is
a function of control and an inequality constraint on the control at the end of each mesh interval. These
additional constraints modify the search space of the nonlinear programming problem such that an accu-
rate approximation to the location of the nonsmoothness is obtained. The transformed adjoint system of
the modified Legendre-Gauss-Radau method is then developed. Using this transformed adjoint system,
a method is developed to transform the Lagrange multipliers of the nonlinear programming problem to
the costate of the optimal control problem. Furthermore, it is shown that the costate estimate satisfies the
Weierstrass-Erdmann optimality conditions. Finally, the method developed in this paper is demonstrated
on an example whose solution is nonsmooth.
1 Introduction
Over the past two decades, direct collocation methods have become increasingly popular for computing
the numerical solution of constrained optimal control problems. A direct collocation method is an implicit
simulationmethodwhere the state and control are both parameterized and the constraints in the continuous
optimal control problem are enforced at a specially chosen set of collocation points. This approximation
of the continuous optimal control problem leads to a finite-dimensional nonlinear programming problem
(NLP)[1], and the NLP is solved using well known software [2, 3]. Originally, direct collocation methods
were developed as h methods (for example, Euler or Runge-Kutta methods) where the time interval is
divided into a mesh and the state is approximated using the same fixed-degree polynomial in each mesh
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interval. Convergence in an hmethod is then achieved by increasing the number and placement of the mesh
points [1, 4, 5]. More recently, a great deal of research as been done in the class of direct Gaussian quadrature
orthogonal collocation methods [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. In a Gaussian quadrature collocation
method, the state is typically approximated using a Lagrange polynomial where the support points of the
Lagrange polynomial are chosen to be points associated with a Gaussian quadrature. Originally, Gaussian
quadrature collocation methods were implemented as p methods using a single interval. Convergence of
the p method was then achieved by increasing the degree of the polynomial approximation. For problems
whose solutions are smooth and well-behaved, a Gaussian quadrature collocation method has a simple
structure and converges at an exponential rate [18, 19, 20]. The most well developed Gaussian quadrature
methods are those that employ either Legendre-Gauss (LG) points [10, 21], Legendre-Gauss-Radau (LGR)
points [11, 12, 13, 22], or Legendre-Gauss-Lobatto (LGL) points [6]. In addition, a convergence theory has
recently been developed using Gaussian quadrature collocation. Research on this theory had demonstrated
that, under certain assumptions of the smoothness and coercivity, an hp Gaussian quadrature method that
employs either LG or LGR collocation points converges to a local minimizer of the optimal control problem
[23, 24, 25, 26, 27]
While Gaussian quadrature orthogonal collocation methods are well suited to solving optimal control
problems whose solutions are smooth, it is often the case that the solution of an optimal control problem
has a nonsmooth optimal control [28]. The difficulty in solving problems with nonsmooth control lies in
determining when the nonsmoothness occurs. For example, dynamical systems where the control appears
linearly or problems that have state inequality path constraints often have solutions where the control
and state may be nonsmooth. One approach to handling nonsmoothness is to employ a mesh refinement
method where the optimal control problem is partitioned into a mesh and a mesh that meets a specified
solution accuracy tolerance is obtained iteratively. In the context of Gaussian quadrature collocation, hp-
adaptive mesh refinement methods [14, 17, 29, 30, 31] have been developed in order to improve accuracy
in a wide variety of optimal control problems including those whose solutions are nonsmooth. It is noted,
however, that mesh refinement methods often place an unnecessarily large number of collocation points
andmesh intervals near points of nonsmoothness in the solution. Thus, it is beneficial to develop techniques
that take advantage of the rapid convergence of a Gaussian quadrature collocation methods in segments
where the solution is smooth and only increase the size of the mesh when necessary (thus, maintaining a
smaller mesh than might be possible with a standard mesh refinement approach).
For optimal control problems where the solution is nonsmooth the convergence theory developed in
Refs. [23, 24, 25, 26, 27] is not applicable. Consequently, when the solution of an optimal control problem is
nonsmooth, an hp method may not converge to a local minimizer of the optimal control problem. A well
studied class of problems where the smoothness and coercivity conditions found in Ref. [24] are not met
are those where the control appears linearly in the problem formulation [28, 32, 33, 34]. One approach for
estimating the location of nonsmoothness is to introduce a variable called a break point [35] that defines
the location of nonsmoothness and to include this variable in the NLP. The key problem that arises by
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introducing a break point is that the NLP has an extra degree of freedom. As a result, the NLPmay converge
to a solution where this additional variable does not correspond to the location of the nonsmoothness.
Ref. [36] also developed the concept of a knot using Legendre-Gauss-Lobatto collocation by introducing a
variable that defines the switch time and collocating the dynamics at both the end of a mesh interval and the
start of the subsequent mesh interval. However, the LGL method used in in Ref. [36] employs a square and
singular differentiation matrix. Therefore, unlike the approach of Ref. [35], which used Legendre-Gauss
collocation, the scheme used in Ref. [36] is not a Gauss quadrature integrator.
The objective of this research is to develop a new method that employs Gaussian quadrature colloca-
tion and accurately approximates the solution of an optimal control problem whose solution is nonsmooth
by letting the location of the nonsmoothness be a free variable in the problem. In this paper, an approach
is developed to improve upon the approach originally developed in Ref. [35] by gaining a better under-
standing why an incorrect location of the nonsmoothness in the optimal control is obtained when solving
an optimal control problem using Legendre-Gauss-Radau collocation. Specifically, it is shown in this pa-
per that the incorrect nonsmoothness location is obtained due to Lavrentiev phenomenon [37]. Lavrentiev
phenomenon occurs in a practical situation when it is desired to minimize a numerical approximation of a
continuous (functional) optimization problem. Whenever a numerical approximation of a functional leads
to a minimizer that is strictly greater than or less than the true minimizer of the functional, the contin-
uous optimization problem may be subject to Lavrentiev phenomenon [38, 39, 40, 41]. Simple examples
of optimization problems that possess Lavrentiev phenomenon are given in Ref. [42], and the concept of
Lavrentiev phenomenon has been extended to optimal control through the Lavrentiev gap [32]. The rea-
son that the approximation of the continuous optimization problem has a higher or lower optimal objective
arises from the possibility that the space over which the numerical optimization is performedmay be differ-
ent from the space over which the optimization needs to be performed in order to converge to the optimal
solution. Therefore, the existence and the behavior of Lavrentiev phenomenon depends upon the choice
of the approximation method. Moreover, any numerical scheme that gives rise to Lavrentiev phenomenon
must somehow be augmented to compensate for any errors caused by the Lavrentiev phenomenon itself.
Initial explorations of Lavrentiev phenomenon using Gaussian quadrature collocation methods have been
provided in Refs. [39, 40, 41]. In order to properly account for Lavrentiev phenomenon it is first necessary
to understand the circumstances in which it occurs for any given numerical scheme.
It is important to note that the approach developed in this paper is fundamentally different from the
approaches developed in Refs. [35] and [36]. The key difference between the approach of this paper and
that of Ref. [35] is that the search space is modified to include collocation constraints on the differential
equations that are a function of control whereas the approach of Ref. [35] introduces no such additional
collocation constraints. Moreover, the key difference between the approach of this paper and the work of
Ref. [36] is that the work of Ref. [36] collocates all of the differential equations at the end of a mesh interval
where a solution may be nonsmooth whereas in this work collocation constraints are included at the end
of a mesh interval on only those differential equations that are a function of control. Second, the method
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of Ref. [36] uses Legendre-Gauss-Lobatto which employs a square and singular differentiation matrix. The
approach developed in this paper employs Legendre-Gauss-Radau collocation where the differentiation
matrix is rectangular and has been shown previously to be a Gaussian quadrature integrator [22].
This paper presents a new method for Gaussian quadrature collocation. In this new method, the stan-
dard LGR method is modified to include additional variables and additional constraints at the end of a
mesh interval when compared with a previously developed standard Legendre-Gauss-Radau collocation
method. The additional variables are the time associated with mesh interval intersections and the value
of the control at the end of every mesh interval. The additional constraints are a collocation conditions on
those differential equations that are a function of the control and inequality constraints on the control at
the endpoint of each mesh interval. It is important to note that the additional constraints are added to only
those collocation constraints associated with the differential equations that are functions of the control and
are not added to all differential equations. The modified method results in a different control variable at
the end of each mesh interval from the control variable at the start of the next mesh interval. A costate esti-
mation method is then developed that transforms the Lagrange multipliers of the NLP to the costate of the
optimal control problem [12, 13, 22]. Using this costate estimation method, the transformed adjoint system
[12, 13, 22, 43] of the modified LGR collocation method is developed. It is also shown that the state and
control obtained from the modified LGR method along with the new costate estimation scheme satisfies
one of the necessary Weierstrass-Erdmann conditions when the solution of the optimal control problem is
nonsmooth.
This paper is organized as follows: Section 2 provides a brief introduction to solving optimal control
problems using an LGR collocation method. Section 3 examines a motivating example to demonstrate the
difficulties of solving optimal control problems with nonsmooth solutions using LGR methods. Section 3.2
provides a brief introduction to Lavrentiev phenomenon and examines the polynomial search space of the
LGR discretization scheme for an example problem. Section 5 introduces the modified LGR method. The
motivating example studied in Section 3 is revisited using the newly developed method to show the im-
provement in locating the nonsmoothness in the numerical approximation using themodified LGRmethod.
Section 7 introduces amethod to transform the Lagrangemultipliers of the NLP to the costates of the contin-
uous optimal control problem. Section 8 provides an analysis of the Weierstrass-Erdmann conditions using
the method of this paper. Section 9 provides an example that demonstrates the accuracy of the method.
Section 10 provides a comparison with other work that focuses on solving optimal control problems with
nonsmooth solutions using collocation at Gaussian quadrature points. Finally, Section 11 provides conclu-
sions on this work.
2 Legendre-Gauss-Radau Collocation
This paper focuses on second-order controlled dynamical systems of the form x¨(τ) = f(x(τ), x˙(τ),u(τ)).
Such a form is quite broad in applicability in that it arises frequently in mechanical systems (Newton-Euler
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or Lagrangian mechanics). With such a class of dynamical systems as the focus, consider the following
optimal control problem defined on τ ∈ [−1,+1]. Minimize the objective functional
J =M(x(−1),v(−1),x(+1),v(+1), t0, tf ) + tf − t0
2
∫ +1
−1
L(x(τ),v(τ),u(τ))dτ, (1)
subject to the dynamic constraints
x˙(τ) =
tf−t0
2 v(τ),
v˙(τ) =
tf−t0
2 f(x(τ),v(τ),u(τ)),
(2)
inequality path constraints
c(x(τ),v(τ),u(τ)) ≤ 0, (3)
and boundary conditions
b(x(−1),v(−1),x(+1),v(+1), t0, tf ) = 0, (4)
where (x(τ),v(τ)) ∈ R2n is the state (such that x(τ) ∈ Rn and v(τ) ∈ Rn), u(τ) ∈ Rm is the control,
f : Rn×Rn×Rm → Rn, c : Rn×Rn×Rm → Rc, b : Rn×Rn×Rn×Rn → Rb,M : Rn×Rn×Rn×Rn → R,
and L : Rn × Rn × Rm → R. For convenience with the mathematical development that follows, all vector
quantities are treated as row vectors. For example, x(τ) and u(τ) are defined as row vectors, respectively,
as
x(τ) =
[
x1(τ) · · · xn(τ)
]
∈ Rn,
u(τ) =
[
u1(τ) · · · um(τ)
]
∈ Rm.
(5)
All other vector quantities are defined in a similar manner to that shown for x(τ) and u(τ) given in Eq. (5).
Suppose now that the state (x(τ),v(τ)) is approximated by a polynomial of degree at most N . Let
ℓi (i = 1, . . . , N + 1) be a basis of Lagrange polynomials given by
ℓi(τ) =
N+1∏
j=1
j 6=i
τ − τj
τi − τj , (i = 1, . . . , N + 1) .
The jth component of x(τ) and v(τ) are then approximated in terms of the Lagrange polynomial basis as
xj(τ) ≈ Xj(τ) =
∑N+1
i=1 Xijℓi(τ),
vj(τ) ≈ Vj(τ) =
∑N+1
i=1 Vijℓi(τ),
(6)
Differentiating xj(τ) and vj(τ) in Eq. (6) and evaluating the result at τ = τk gives
x˙j(τk) ≈ X˙j(τk) =
∑N+1
i=1 Xij ℓ˙i(τk) =
∑N+1
i=1 DikXij ,
v˙j(τk) ≈ V˙j(τk) =
∑N+1
i=1 Vij ℓ˙i(τk) =
∑N+1
i=1 DikVij .
(7)
The coefficients Dik, (i = 1, . . . , N ; k = 1, . . . , N + 1) form the N × (N + 1) matrix D called the LGR
differentiation matrix. For convenienceD is partitioned as
D =
[
D1 D2 · · · DN+1
]
=
[
D1:N DN+1
]
, (8)
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whereDi denotes the i
th column ofD,D1:N ∈ RN×N is an N ×N matrix formed from the firstN columns
of D, and DN+1 is the last column of D [22, 12, 13]. Thus, unlike the state and control, which are treated
as row vectors at an instant of time, in this exposition the differentiation matrix is dealt with column-wise.
Using the row vector convention for the state and control, the matrices X ∈ R(N+1)×n and V ∈ R(N+1)×n
correspond row-wise to the state approximations at times (τ1, . . . , τN+1), while the matrix U ∈ RN×m
corresponds row-wise to the approximations of the control at times (τ1, . . . , τN ). The matricesX,V, andU
are then given, respectively, as
X =


X1
...
XN+1

 ≡ X1:N+1,
V =


V1
...
VN+1

 ≡ V1:N+1,
U =


U1
...
UN

 ≡ U1:N ,
(9)
where the notationYi:j denotes generically rows i through j of the matrixY. Also, the derivative approxi-
mations X˙(τ) and V˙(τ) at the kth LGR point τk are then given as row vectors, respectively, as
X˙(τk) = [DX]k , V˙(τk) = [DV]k . (10)
It is noted that the state approximation is exact if the state is a polynomial of degree at most N . The LGR
approximation of the state leads to the following nonlinear programming problem (NLP) that approximates
the optimal control problem given in Eqs. (1)–(4):
minimize J =M(X1,V1,XN+1,VN+1, t0, tf ) + tf − t0
2
N∑
i=1
wiL(Xi,Vi,Ui), (11)
subject to
DX− tf − t0
2
V1:N = 0,
DV − tf − t0
2
f(X1:N ,V1:N ,U1:N ) = 0,
c(X1:N ,V1:N ,U1:N ) ≤ 0,
b(X1,V1,XN+1,VN+1, t0, tf ) ≤ 0,
(12)
where wi, (i = 1, . . . , N) are the LGR quadrature weights (and produce an exact integral if the integrand
is a polynomial of degree at most 2N − 2). Equations (11) and (12) will be referred to as the Legendre-Gauss-
Radau collocation method.
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3 Standard LGR Collocation When Solution is Nonsmooth
The convergence theory developed for the LGR collocation method described in Section 2, developed in
Ref. [44], is applicable only to optimal control problems whose solutions are smooth. It is noted, however,
that the convergence theory of Ref. [44] is not applicable to optimal control problems whose solutions are
nonsmooth. In this section, LGR collocation will be applied to an example whose solution has a single
point of nonsmoothness. The nonsmoothness will be accounted for by dividing the problem into two mesh
intervals and including an additional decision variable that defines the mesh interval intersection and ad-
ditional control at the end of each mesh interval. This example will demonstrate the key issue of Lavrentiev
phenomenon [38, 42] that arises from using the LGR collocation method on a problem whose solution is
nonsmooth, thus motivating the need to develop a modified LGR collocation method for optimal control
problems whose solutions are nonsmooth. In particular, it will be shown how Lavrentiev phenomenon
manifests itself when solving an optimal control problem with a nonsmooth solution using LGR colloca-
tion.
3.1 Lavrentiev Phenomenon
Lavrentiev phenomenon has been described using the following example [38, 42]: Let
J (u) =
∫ 1
0
(u3 − x)2
(
du
dt
)
dx (13)
be an objective functional to be minimized. Let u ∈ A where A is the space of all absolutely continuous
functions on the interval [0, 1] and (u(0), u(1)) = (0, 1). It has been shown by Mania´ [42] that
inf
u∈A∩W
J (u) > inf
u∈A
J (u) = 0, (14)
where W is the space of all Lipschitz continuous functions on the interval [0, 1]. Equation (14) states that
a function u from the space of absolutely continuous results in an objective that is strictly less than than
any minimizer u that is from the space of Lipschitz continuous functions. Such an occurrence is known as
Lavrentiev phenomenon [37]. Lavrentiev phenomenon is a concern when amethod to numerically solve an
optimization problem does not search over the correct space. Over the years, the definition of Lavrentiev
phenomenon has expanded to include problems that do not only involve the space of absolutely contin-
uous and Lipschitz continuous functions [45]. For instance, Guerra [32] examined the space of a singular
arc optimal control problem against the space of the optimal control problem created when the singular
problem is regularized.
In this paper, the search space of the standard LGR method is compared against the search space of the
continuous time problem. In the next section, the search space of the standard LGRmethod will be defined.
Then the search space will be constructed for the example problem presented in Section 3.
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Up
U
Up − U
Figure 1: Venn diagram of sets Up and U where the Lavrentiev gap, Up − U , is the shaded region.
3.2 Lavrentiev Gap
In order to examine how Lavrentiev phenomenon manifests in the standard LGR collocation method the
search space of the NLP and the search space of the continuous time optimal control problem must be
analyzed. Let PN be the space of all polynomials of degree N on the interval τ ∈ [−1,+1]. Furthermore,
let A ⊂ PN be the set of all polynomials of degree N that satisfies the collocation constraints of (12)
at each LGR point (τ1, . . . , τN ). Next, let U
p be the set of all control functions such that produce a state
approximation that lies in A. Note that any state approximation that arises from a control in Up satisfies
the collocation constraints of Eq. (12) at only the LGR points. Let Y ⊂ PN be the set of polynomials such
that any polynomialY lies in a neighborhood of a solution to the continuous optimal control problem given
in Eqs. (1)–(4). Finally, let U be the set of controls such that any element in U produces a state that lies in Y .
BecauseY is a set of polynomials that lie in a neighborhood of an optimal solution, any state inY must also
reside inA (that is, Y ⊂ A), while any control that lies in U must also lie in Up (that is, U ⊂ Up). Suppose
now that u∗ ∈ U andU∗ ∈ Up are the optimal controls obtained when solving the LGRNLPwith allowable
search spaces U and Up, respectively. Furthermore, let Ju∗ and JU∗ be the values of the objective obtained
with u∗ and U∗, respectively. If JU∗ < Ju∗ , then, because U ⊂ Up, the solution obtained solving the LGR
NLP with the allowable search space Up exhibits Lavrentiev phenomenon [37, 38] and the optimal control
problem possess a Lavrentiev gap [32] defined by Up − U . Figure 1 illustrates the Lavrentiev gap.
It has been shown in Refs. [23, 24, 25, 26, 27] that under conditions of smoothness and coercivity, a Gaus-
sian quadrature direct LGR collocation will converge to a local minimizer of the continuous optimal control
problem. A locally minimizing solution may not, however, be obtained when the problem does not satisfy
such coercivity conditions (for example, a problem with a nonsmooth optimal control). In such a situa-
tion, the solution of the LGR NLP may have a lower objective from the optimal objective of the continuous
optimal control problem. Now an example is introduced to demonstrate how Lavrentiev gap manifests
when solving an optimal control problem using the standard LGR collocation method and allowing the
NLP solver to determine the location where the nonsmoothness occurs.
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3.3 Motivating Example
Consider the following optimal control problem [14]. Minimize the objective functional
J = tf (15)
subject to the dynamic constraints
x˙(τ) =
tf
2
v(τ) , v˙(τ) =
tf
2
u(τ), (16)
the inequality path constraints
(0,−10,−1) ≤ (x(τ), v(τ), u(τ)) ≤ (∞, 10,+1), (17)
and the boundary conditions
(x(−1), x(+1), v(−1), v(+1)) = (10, 0, 0, 0). (18)
The optimal solution to the optimal control problem given in Eqs. (15)–(18) is
x∗(τ) =
tf
2


x0 − x0
2
(τ + 1)2 , −1 ≤ τ ≤ τ∗s ,
x0
2
(τ − 1)2 , τ∗s ≤ τ ≤ +1,
v∗(τ) =
tf
2


−√x0(τ + 1) , −1 ≤ τ ≤ τ∗s ,
+
√
x0(τ − 1) , τ∗s ≤ τ ≤ +1,
u∗(τ) =


− 1 , −1 ≤ τ ≤ τ∗s ,
+ 1 , τ∗s ≤ τ ≤ +1,
(19)
where τ∗s = 0 and t
∗
f = 2
√
x0 ≈ 6.32456. It is seen that the x∗(τ) trajectory given in Eq. (19) is piecewise
quadratic with a single switch in the optimal control. Thus, it should be possible to obtain the exact solu-
tion to the problem given in Eqs. (15)–(18) by dividing the time interval into two subintervals as follows:
Minimize the objective functional
J = tf , (20)
subject to the dynamic constraints in each interval k ∈ [1, 2],
x˙(k)(τ) = α(k)
tf
2 v
(k)(τ) , v˙(k)(τ) = α(k)
tf
2 u
(k)(τ), (21)
the inequality path constraints in each interval k ∈ [1, 2],
(0,−10,−1) ≤ (x(k)(τ), v(k)(τ), u(k)(τ)) ≤ (∞, 10,+1), (22)
and the boundary conditions
(x(1)(−1), x(2)(+1), v(1)(−1), v(2)(+1)) = (10, 0, 0, 0), (23)
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where α(1) = (ts− t0)/(tf − t0) and α(2) = (tf − ts)/(tf − t0). Suppose now that the LGR collocation method
is used to approximate the two-interval optimal control problem of Eqs. (20)–(23). Because the optimal
trajectory is piecewise quadratic and the LGR quadrature is exact for polynomials of degree at most 2N−2,
it should be possible to obtain an exact solution using two collocation points in each subinterval (that is,
N (1) = N (2) = 2) with ts included as a variable in the optimization. Furthermore, the control function,
known as the approximate control, can be obtained using v˙(τ) as
u(τ) = v˙(τ). (24)
Figure 2 shows the NLP control and the approximate control obtained by solving the two-interval standard
LGR NLP. First, it is seen that the NLP solver returns a switch time in the control that differs significantly
from the optimal switch time. In addition, the optimal objective returned by the NLP solver is approxi-
mately 6.0which is less than the known optimal objective 2
√
x0 ≈ 6.32456. Finally, the approximate control
given by Eq. (24) exceeds the upper limit, umax, given in Eq. (22) and, as a result, the NLP returns an ap-
proximate optimal control solution that is not a member of the admissible set of solutions for the original
continuous optimal control problem described in Eqs. (15)–(18). Consequently, adding the switch time of
the control as a variable results in a solution with a lower objective and an incorrect switch time, thus
making it the case that the allowable search space in the two-interval problem is larger than what should
be permissible under the continuous time constraints. Such a disparity of the search space and objective
between the discretized problem and the continuous time problem is an example of Lavrentiev phenomenon
[45].
τ
-1 -0.5 0 0.5 1
u
(τ
)
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Approximate Control
NLP Control
Optimal Switch Time
Figure 2: Optimal control for example given in Eqs. 20–23 by including a variable corresponding to the
location of the switch time, ts, in the control.
As previously stated by Ferriero [45], the way in which Lavrentiev phenomenon manifests itself is de-
pendent on the numerical method utilized to solve the problem. Therefore, the search space of any par-
ticular numerical method must be understood in order to effectively close the Lavrentiev gap. In the next
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section the search space of the standard LGR method for the example problem solved in the previous sub-
section will be analyzed.
4 Search Space Using Standard LGR Collocation
The search space of the continuous time optimal control problem from Section 2 is a collection of functions
that satisfy the constraints from Eqs. (2)–(4). The search space of the NLP described in Section 2 is a col-
lection of discrete points that satisfy the constraints of Eq. (12). However, for this research it is necessary
to compare this discrete space with the continuous functions that constitute the search space of the con-
tinuous time optimal control problem. A continuous search space is constructed from the discrete space
of the NLP by using the Lagrange polynomial state approximation to determine a continuous time control
approximation. In this section, the two interval, two collocation point discretization from Section 3.3 is used
to demonstrate how a continuous time representation of a discrete solution can be constructed, and how
some of the possible solutions violate constraints of the continuous time problem.
The differentiation matrix D of the optimal control problem of Section 3 using the chosen two-interval
two-collocation-point LGR approximation is given as
D =


D
(1)
11 D
(1)
12 D
(1)
13 0 0
D
(1)
21 D
(1)
22 D
(1)
23 0 0
0 0 D
(2)
11 D
(2)
12 D
(2)
13
0 0 D
(2)
21 D
(2)
22 D
(2)
23


. (25)
Furthermore, the collocation constraints for the two-interval approximation of the dynamics given in Eq. (16)
are given as 
D 0
0 D



X
V

− tf
2

V1:4
U

 = 0, (26)
where V1:4 is the column vector formed using the first four rows of the column vector V. Now, solving
Eq. (16) gives x(tf ) =
∫ tf
t0
v(t) + x0. Suppose now that v(τ) is approximated as a Lagrange polynomial
of degree two [as given in Eq. (6)] in each mesh interval. Given that the boundary conditions are fixed
values, suppose now that V2, V3, and V4 are defined to be the coefficients of the Lagrange polynomial
approximation of v(τ) at the following points, respectively: (1) the second LGR point in the first mesh
interval (that is, the first interior LGR point in the first mesh interval); (2) the non-collocated point at the
end of the first mesh interval (which is the same coefficient as that at the first point of the second interval);
and (3) the second LGR point in the second mesh interval (that is, the first interior LGR point in the second
mesh interval). Because v(τ) is approximated as a piecewise quadratic, varying these three coefficients
results in polynomial approximations for the integral of v(τ) [that is, x(τ)], and the derivative of v(τ) [that
is v˙(τ)] along with a value for tf . A feasible solution of the two-interval LGR NLP that approximates the
optimal control problem defined in Eqs. 15–18 for any given values of V2, V3, V4 is calculated by solving the
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following linear system of four equations for the unknowns X2, X3 X4, and tf .

D
(1)
12 D
(1)
13 0
D
(1)
22 D
(1)
23 0
0 D
(2)
11 D
(2)
12
0 D
(2)
21 D
(2)
22




X2
X3
X4
tf


=


−D(1)11 x1 − 0.5V1
−D(1)12 x1 − 0.5V2
−D(2)11 x5 − 0.5V3
−D(2)12 x5 − 0.5V4


. (27)
To understand how the allowable values of the polynomial approximations of the state compare to
feasible solutions of the corresponding continuous optimal control problem, it is necessary to analyze the
associated polynomial approximation of the state. Let (X(k)(τ), V (k)(τ)) be Lagrange polynomial approxi-
mations of the state in mesh interval k that satisfy the constraints of Eqs. (16)–(18) at the points defined by
the LGR approximation (that is, the state bounds in Eqs. (17)–(18) are satisfied at the collocation points and
any non-collocated points while the control bounds in Eqs. (17)–(18) are satisfied at all collocation points).
Figure 3 shows all possible control functions, that is, all functions (which in this case are polynomials be-
cause the state approximation is a polynomial and the dynamics of the example in Section 3 are linear in
the control) of the form
U (k)(τ) = V˙ (k)(τ), (28)
that arise from state approximations (X(k)(τ), V (k)(τ)) that satisfy the constraints of the LGRNLP. It is seen
from Fig. 3 that the possible control function that satisfy the LGR NLP constraints violate the bounds on
the control as given in Eq. (18). Consequently, the set of possible solutions of the LGR discrete approxi-
mation produce control approximations that are infeasible with respect to the continuous constraints given
in Eqs. (17)–(18). The goal of the next section is to modify the search space for the standard LGR method
by introducing constraints into the NLP that allow the admissible solutions of the NLP to more closely
represent the feasible solutions of the continuous time problem.
τ
-1 -0.5 0 0.5 1
u
(τ
)
-1.5
-1
-0.5
0
0.5
1
1.5
2
Figure 3: Possible approximate control functions for the example given in Eqs. (20)–(23).
In order to modify the search space in the LGR collocation method, suppose now that the functions
(X(k)(τ), V (k)(τ)) defined previously are restricted such that the only possible control functions U (k)(τ)
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are those such that the state and control approximations, (X(k)(τ), V (k)(τ), and U (k)(τ)), are feasible with
respect to the control bounds (umin, umax) given in Eq. (22). In other words, the only possible state ap-
proximations are those that are feasible with respect to the control bounds and simultaneously satisfy all
other constraints in the LGR NLP. Using Eq. (28), a search space different from that of the standard LGR
collocation method can now be constructed that provides those control function approximations that lead
to state approximations (X(k)(τ), V (k)(τ)) that are feasible with respect to the constraints of the continuous
time optimal control problem.
5 Modification of Standard LGRMethod
Using the results of Section 4, additional constraints are now augmented to the standard collocation method
presented in Section 2 in order to improve the approximation of the location of the nonsmoothness in the
solution to the optimal control problem (thereby improving the accuracy of the solution itself). In particular
collocation constraints are added at the end of each mesh interval, but such constraints are added to only
those differential equations that are a function of control. In this manner, and as stated in Section 1, the
approach developed in this research differ fundamentally from the approaches developed in Refs. [35] and
[36].
5.1 New Decision Variables
The modified LGR method introduces the following two new decision variables in mesh interval k. The
first new variable is the independent variable (in this case, time) associated with the intersection of the
mesh intervals. This value of time is denoted T (k), (k = 1, . . . ,K − 1). The second new variable is the
approximation of the control at the end of each mesh interval. The value of this control approximation
is denoted U
(k)
Nk+1
, (k = 1, . . . ,K). The portion of the decision vector associated with the control in the
modified LGR collocation method is then defined as
U˜(k) =

 U(k)
U
(k)
Nk+1

 .
It is important to note that U
(k)
Nk+1
and U
(k+1)
1 are both associated with Tk. In other words, the time must be
continuous across mesh intervals but the control need not be continuous. Now, as opposed to formulating
the modified LGR collocation method in terms of the variable Tk, it is convenient to use the quantity α
(k)
where α(k) is defined as
α(k) =
Tk+1 − Tk
2
, (k = 1, . . . ,K − 1) .
Finally, note that while Tk, (k = 1, . . . ,K − 1), is a variable in the modified LGR collocation method but is
not a variable in the standard LGRmethod. More specifically, in the standard LGRmethod each mesh point
is static and is not determined when solving the NLP given in Eqs. (11) and (12). On the other hand, U
(k)
Nk+1
is not defined in the standard LGR method.
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5.2 New Constraints
Given that additional variables are included in the modified LGR collocation method, constraints must
be added in order to properly modify the search space. In particular, in the modified LGR collocation
method collocation constraints are added at the end of each mesh interval using only those differential
equations that are a function of the control. In order to gain insight as to why collocation constraints are
added to only those differential equations that are a function of the control, consider the first differential
equation in the example of Section 3, that is, consider the dynamics x˙(τ) = v(τ), where x(τ) and v(τ) are
the two components of the state. Next, let PN be the space of all polynomials of degree N on the domain
τ ∈ [−1,+1]. Let x(τ) ∈ PN and v(τ) ∈ PN . Finally, let (τ1, . . . , τN ) be the LGR points and let τN+1 = +1.
Suppose now that both X(τ) and V (τ) are Lagrange polynomial approximations of degree N as given in
Eq. (6). Then, the function X˙(τ) − V (τ) is a polynomial of degree N and, thus, has N roots. Consequently,
the only possible way that the constraint X˙(τ) − V (τ) will be satisfied at the N + 1 points (τ1, . . . , τN+1)
is if a polynomial of degree N has N + 1 zeros. Any N degree polynomial that has N + 1 zeros requires
the polynomial to be zero everywhere. Thus, enforcing the constraint X˙(τ) − V (τ) = 0 at N + 1 points
will lead to an over-determined system which is why collocation constraints are not added at τ = +1 for a
differential equation that is not a function of control.
Next, consider the second differential equation in the example of Section 3, that is, consider the dynamics
v˙(τ) = u(τ), where v(τ) is the second component of the state and u(τ) is the control. Suppose again that the
state approximation V (τ) of v(τ) is a polynomial of degree N in each of the two mesh intervals of a two-
interval formulation of the optimal control problem given in Section 3. Finally, suppose that the constraint
v˙(τ) = u(τ) is enforced at the N LGR points plus the final point of the first mesh interval. Because V (τ) is
a polynomial of degree N and the differential equation is a function of control, it is possible to satisfy all
N + 1 conditions
V˙ (τi)− Ui = 0, (i = 1, . . . , N + 1) (29)
in the first mesh interval because the control is a variable in Eq. (29). In other words, UN+1 can be varied
in order to satisfy Eq. (29) at the endpoint of the first interval. Moreover, when adding this collocation
condition, it is also necessary to add the constraint that umin ≤ UN+1 ≤ umax in order to ensure that the
control at the end of the first mesh interval satisfies the limits on the control.
The preceding argument leads to a modification of the LGR collocation method for the case where the
solution may be nonsmooth. A collocation condition similar to that given in Eq. (29) is included along with
a constraint that enforces all control bounds at the end of the mesh interval. This modification leads to
formation of the modified LGR differentiation matrix
D˜(k) =

D(k)1:Nk D(k)Nk+1
E(k) E
(k)
0

 , (30)
in the mesh intervals where the additional collocation constraints are included for those differential equa-
tions that are a function of the control. It is noted in Eq. (30) that [D1:N DN+1] ∈ RN×(N+1) is the standard
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N×(N+1) LGR differentiationmatrix [12, 13, 22]. Finally, the last row of the D˜matrix consists ofE ∈ R1×N
and E0 ∈ R, where this last row corresponds to the fact that a collocation point has been added in the mod-
ified LGR method. With the inclusion of the new collocation constraint, the collocation equations given
Eq. (12) are modified as
D(k)X(k) − α(k) tf−t02 V
(k)
1:Nk
= 0,
D˜(k)V(k) − α(k) tf−t02 f(X(k),V(k), U˜(k)) = 0.
(31)
Observe that, consistent with the explanation provided earlier in this section, the first constraint in Eq. (31)
is not a function of control and, as a result, is identical to the first constraint given in Eq. (12).
Additional constraints are added for the new α(k) decision variable. These additional constraints are
α(k) > 0, (k = 1, . . . ,K) , (32)
K∑
i=1
α(i) − 1 = 0. (33)
These two constraints ensure that each element α(k), (k = 1, . . . ,K) , is always positive and that the sum
is equal to unity. The objective function given in Eq. (11), together with the constraints in Eq. (31)–(33), is
referred to as the modified Legendre-Gauss-Radau collocation method.
6 Search Space of Modified LGRMethod
The example of Section 3 is now revisited using the modified LGR collocation method. Figure 4 exhibits
the impact of the additional collocation constraint from Eq. (31) has on the search space of the example
problem. Fig. 4a demonstrates that each admissible set for control now falls between the allowable control
limits (umin, umax) = (−1,+1). Next, to examine the effect that the modified LGR method has on the
solution of the NLP for the example in Section 3, Fig. 4b shows the objective of the modified LGR NLP as a
function of the switch time, τs, where it is assumed that the switch time is fixed. At the optimal switch time
τ∗s , the objective of both the original and modified LGR methods is identical. Note, however, that when for
τs < τ
∗
s , the optimal objective of the standard LGR method is smaller than the modified LGR method. In
fact, Fig. 4b shows that the optimal objective for the modified LGR method occurs when τs = τ
∗
s . This last
result indicates that the modified LGR method reduces the allowable search space such that the solution
of the NLP leads to a state approximation that is closer to the solution of the continuous optimal control
problem. Figure 5 shows the control solution obtained by solving for the control as a function of time using
the Lagrange polynomial approximation of the state obtained using the modified LGR collocation method.
It is seen that, not only does the control function lie within its allowable limits (umin, umax) = (−1,+1),
but the switch time obtained using the modified LGR collocation method matches the switch time of the
solution of the continuous optimal control problem.
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(a) Admissible controls for example defined by Eqs. (20)–(23) Us-
ing Modified LGR Collocation Method.
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(b) Optimal cost, J∗, for example defined by Eqs. (20)–(23) as a
function of switch time, τs (assuming a fixed switch time).
Figure 4: Admissible controls for modified LGR collocation method, comparison of optimal objective for
both standard and modified LGR collocation methods as a function of switch time, τs, and optimal control
obtained using modified LGR collocation method.
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Figure 5: Optimal control for the example defined by Eqs. (15)–(18) using the modified LGR method.
7 Transformed Adjoint System of Modified LGRMethod
This section derives the adjoint system of the modified LGR collocation method based on the optimal con-
trol problem given in Eqs. (1)–(4) as described in Section 2. The first-order optimality conditions for the
continuous time problem described in Eqs. (1)–(4) are given as
λ˙ = −∂L
∂x
− λ˜
[
∂f
∂x
]T
, (34)
˙˜
λ = −∂L
∂v
− λ− λ˜
[
∂f
∂v
]T
, (35)
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0 =
∂L
∂u
+ λ˜
∂f
∂u
, (36)
λ(−1) = − ∂M
∂x(−1) +ψ
[
∂b
∂x(−1)
]T
, (37)
λ˜(−1) = − ∂M
∂v(−1) +ψ
[
∂b
∂v(−1)
]T
, (38)
λ(+1) =
∂M
∂x(+1)
−ψ
[
∂b
∂x(+1)
]T
, (39)
λ˜(+1) =
∂M
∂v(+1)
−ψ
[
∂b
∂v(+1)
]T
, (40)
where the gradient of a scalar function f : Rn → R and the Jacobian of a vector function of a vector
g : Rn → Rm are defined, respectively, as
∂f
∂x
=
[
∂f
∂x1
· · · ∂f
∂xn
]
,
∂g
∂x
=


∂g
∂x1
...
∂g
∂xn

 ,
where it is noted again that x is a row vector (that is, x = [ x1 · · · xn ]) and that the function g(x) is
also a row vector (that is, g(x) = [ g1(x) · · · gm(x) ]). The goal of this section is to derive the first-
order optimality conditions, also known as the Karush-Kuhn-Tucker (KKT) conditions, of the modified
LGR collocation method. Then, using these first-order optimality conditions, a transformation is derived
that relates the dual variables of the modified LGR collocation method to the costates of the continuous
optimal control problem.
First the NLP associated with the LGR collocation method as described in Section 2 will be re-written in
a multiple-interval formulation [29] with the additional constraints and variables from Section 5. The time
domain τ ∈ [−1,+1] is now partitioned into K mesh intervals [Tk−1, Tk], k = 1, . . . ,K such that T0 = −1
and TK = +1. Let τ
(k)
i ∈ [Tk−1, Tk], i = 1, . . . , Nk be theNk LGR quadrature points on the interval [Tk−1, Tk].
Additionally, state continuity is enforced across mesh interval such thatXk−1Nk+1 = X
(k)
1 andV
k−1
Nk+1
= V
(k)
1 .
Now the multiple-interval NLP formulation of the modified LGR collocation method can be written as
minimize J =M(X(1)1 ,V(1)1 ,X(K)Nk+1,V
(K)
Nk+1
, t0, tf ) +
K∑
k=1
α(k)
tf − t0
2
Nk∑
i=1
w
(k)
i L(X(k)i ,V(k)i ,U(k)i ) (41)
subject to
D(k)X(k) − α(k) tf − t0
2
V
(k)
1:Nk
= 0 (42)
D˜(k)V(k) − α(k) tf − t0
2
f(X(k),V(k), U˜(k)) = 0, (43)
b(X
(1)
1 ,V
(1)
1 ,X
(K)
NK+1
,V
(K)
NK+1
, t0, tf ) = 0, (44)
K∑
k=1
α(k) − 1 = 0, (45)
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where D˜(k) is the modified LGR differentiation matrix as given in Eq. (30) and alpha is ratio of the change
in time of the kth mesh interval to the change in time across the entire problem and is expressed as
α(k) =
Tk − Tk−1
2
. (46)
Now the first-order optimality conditions of the discrete system described in Eqs. (41)–(44) are derived.
First the augmented objective function is written as
Ja =M(X(1)1 ,V(1)1 ,X(K)NK+1,V
(K)
NK+1
t0, tf ) +
K∑
k=1
α
tf − t0
2
Nk∑
i=1
w
(k)
i L(X(k)i ,V(k)i ,U(k)i )
−
K∑
k=1
Nk∑
i=1
〈
Λ
(k)
i ,D
(k)
i,1:Nk
X(k) − α(k) tf − t0
2
V
(k)
i
〉
−
K∑
k=1
Nk+1∑
i=1
〈
Λ˜
(k)
i , D˜
(k)
i,1:Nk+1
V
(k)
i − α(k)
tf − t0
2
f(X
(k)
i ,V
(k)
i ,U
(k)
i )
〉
−ΨbT(X(1)1 ,V(1)1 ,X(K)NK+1,V
(K)
NK+1
, t0, tf )− β
(
K∑
k=1
α(k) − 1
)
,
(47)
where Λ(k) ∈ RNk×n, Λ˜(k) ∈ R(Nk+1)×n, Ψ ∈ Rb, β ∈ R and 〈·, ·〉 denotes the standard inner product
between two vectors. Rewriting Eq. (47) so that the final row of the state matrix is separated from the first
Nk rows gives
Ja =M(X(1)1 ,V(1)1 ,X(K)NK+1,V
(K)
NK+1
, t0, tf ) +
K∑
k=1
α(k)
tf − t0
2
Nk∑
i=1
w
(k)
i L(X(k)i ,V(k)i ,U(k)i )
−
K∑
k=1
Nk∑
i=1
〈
Λ
(k)
i ,D
(k)
i,1:Nk
X
(k)
1:Nk
+D
(k)
i,Nk+1
X
(k)
Nk+1
− α(k) tf − t0
2
V
(k)
i
〉
−
K∑
k=1
Nk∑
i=1
〈
Λ˜
(k)
i ,D
(k)
i,1:Nk
V
(k)
1:Nk
+D
(k)
i,Nk+1
V
(k)
Nk+1
− α(k) tf − t0
2
f(X
(k)
i ,V
(k)
i ,U
(k)
i )
〉
−
K∑
k=1
〈
Λ˜
(k)
Nk+1,E
(k)V
(k)
1:Nk
+ E
(k)
0 V
(k)
Nk+1
〉
+
K∑
k=1
〈
Λ˜
(k)
Nk+1, α
(k) tf − t0
2
f(X
(k)
Nk+1
,V
(k)
Nk+1
,U
(k)
Nk+1
)
〉
−ΨbT(X(1)1 ,V(1)1 ,X(K)NK+1,V
(K)
NK+1
, t0, tf )
− β
(
K∑
k=1
α(k) − 1
)
,
(48)
Next, the following theorem is introduced that will allow the terms involving f(X
(k)
Nk+1
, V
(k)
Nk+1
, U
(k)
Nk+1
),
and E(k) in Eq. (48) to be written as functions ofX
(k)
1:Nk
,V
(k)
1:Nk
,X
(k)
1:Nk
, andD
(k)
Nk+1
.
Theorem 1. Consider a polynomial f(τ) on the interval τ ∈ [−1, 1] that is of degree at mostN − 1. Let τ ∈ R(N+1)
such that (τ1, . . . , τN ) are the Legendre-Gauss-Radau points on τ ∈ [−1, 1) and τN+1 = +1. If the Lagrange basis
polynomial associated with τN+1 = +1 is given as
ℓN+1(τ) =
∏
1≤j≤N
τ − τj
τN+1 − τj , (49)
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then ∫ +1
−1
f(τ)ℓ˙N+1(τ)dτ = f(+1). (50)
Proof. Integrating the left-hand side of Eq. (50) by parts yields
f(τ)ℓN+1(τ)
∣∣∣+1
−1
−
∫ +1
−1
f˙(τ)ℓN+1. (51)
Because f˙(τ) is a polynomial of degree at mostN−2 and ℓN+1(τ) is a polynomial of at most degreeN , then
the integrand in Eq. (51) is at most degree 2N − 2 and the integral can be evaluated using LGR quadrature
as ∫ +1
−1
f˙(τ)ℓ(τ)N+1dτ =
N∑
i=1
wif˙(τi)ℓN+1(τi), (52)
where wi is the i
th LGR quadrature weight. Recall that ℓi(τi) = 1 and ℓi(τj) = 0when i 6= j, then Eq. (52) is
zero and Eq. (51) reduces to
f(τ)ℓN+1(τ)
∣∣∣+1
−1
= f(+1)ℓN+1(+1)
− f(−1)ℓN+1(−1)
= f(+1),
(53)
which completes the proof.
Equation (50) allows the vectorE(k) of D˜(k) to be related toD
(k)
Nk+1
of D˜(k). The elements ofE(k) are defined
as
E
(k)
j = ℓ˙j(+1), (j = 1, . . . , Nk) . (54)
Letting ℓ˙j(τ) = f(τ) from Equation (50), E
(k)
j can then be expressed as
E
(k)
j =
∫ +1
−1
ℓ˙j(τ)ℓ˙Nk+1(τ)dτ (j = 1, . . . , Nk) . (55)
Because ℓ˙j(τ)ℓ˙Nk+1(τ) is a polynomial of degree most 2Nk−2, Eq. (55) can be replaced exactly with an LGR
quadrature as
E
(k)
j =
Nk∑
i=1
w
(k)
i ℓ˙j(τ
(k)
i )ℓ˙Nk+1(τ
(k)
i ), (j = 1, . . . , Nk) . (56)
Note that ℓ˙Nk+1(τ
(k)
i ) is the i
th element of D
(k)
Nk+1
. Using the definition of the D˜(k) matrix and the relation-
ship from Eq. (50) gives
D
(k)T
Nk+1
W(k)D
(k)
1:Nk
= E(k), (57)
D
(k)T
Nk+1
W(k)f
(k)
1:Nk
= f
(k)
Nk+1
, (58)
whereW(k) ∈ RNk×Nk is defined as
W(k) =


w
(k)
1 0 . . . 0
0 w
(k)
2 . . . 0
...
. . .
. . .
...
0 . . . 0 w
(k)
Nk


, (59)
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and w
(k)
i , i = 1, . . . , Nk are the LGR quadrature weights. Equations (57)–(58) allows Eq. (48) to be rewritten
as
Ja =M(X(1)1 ,V(1)1 ,X(K)Nk+1,V
(K)
Nk+1
, t0, tf ) +
K∑
k=1
α(k)
tf − t0
2
Nk∑
i=1
w
(k)
i L(X(k)i ,V(k)i ,U(k)i )
−
K∑
k=1
Nk∑
i=1
〈
Λ
(k)
i ,
(
D
(k)
i,1:Nk
X
(k)
1:Nk
+D
(k)
i,Nk+1
X
(k)
Nk+1
− α(k)i
tf − t0
2
V
(k)
i
)〉
−
K∑
k=1
Nk∑
i=1
〈
Λ˜
(k)
i ,
(
D
(k)
i,1:Nk
V
(k)
1:Nk
− α(k) tf − t0
2
f(X
(k)
i ,V
(k)
i ,U
(k)
i )
)〉
−
K∑
k=1
Nk∑
i=1
〈
Λ˜
(k)
i , D
(k)
i,Nk+1
V
(k)
Nk+1
〉
−
K∑
k=1
〈
Λ˜
(k)
Nk+1
,D
(k)T
Nk+1
W(k)D
(k)
1:Nk
V
(k)
1:Nk
+ E
(k)
0 V
(k)
Nk+1
〉
+
K∑
k=1
〈
Λ˜Nk+1, α
(k)
i
tf − t0
2
(
D
(k)T
Nk+1
W(k)f(X
(k)
1:Nk
,V
(k)
1:Nk
,U
(k)
1:Nk
)
)〉
−ΨbT(X(1)1 ,V(1)1 ,X(K)NK+1,V
(K)
NK+1
, t0, tf )
− β
(
K∑
k=1
α(k) − 1
)
.
(60)
To simplify the following derivation, the function arguments will be removed from the equations. For
instance, L(X(k),V(k),U(k))will be expressed asL(k). The KKT conditions are derived by taking the partial
derivatives Ja with respect toX
(k),V(k),U(k),Λ(k),Λ˜
(k)
,Ψ(k), t0, tf and α
(k) and setting them equal to zero.
Note that Eqs. (42)–(44) arise from setting ∂Ja/∂Λ
(k), ∂Ja/∂Λ˜
(k)
, and ∂Ja/∂Ψ respectively to zero and the
remaining derivatives are written as
D
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i Λ
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(k)
i
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(1)
1
M+∇
X
(1)
1
ΨbT),
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(K)
T
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Λ = ∇
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(K)
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M−∇
X
(K)
NK+1
ΨbT, (62)
D
(k)T
i
(
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(k)
1:Nk
+ Λ˜
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Nk+1
D
(k)
i,Nk+1
w
(k)
i
)
= α(k)
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∇
V
(k)
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(
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(k)
i L(k)i +
〈
Λ˜
(k)
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(k)
Nk+1
D
(k)
i,Nk+1
w
(k)
i , f
(k)
i
〉)
+Λ
(k)
i − δ1i(−∇V(1)1 M+∇V(1)1 Ψb
T),
(63)
D
(K)
T
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(K)
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(K)
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(K)
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(k)
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D
(k)
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w
(k)
i , f
(k)
1:Nk
〉)
,
(k = 1, . . . ,K; i = 1, . . . , Nk),
(65)
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0 =
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2
Nk∑
i=1
w
(k)
i L(k)i +
Nk∑
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Λ
(k)
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2
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(k)
i
〉
+
〈
Λ˜
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− β (k = 1, . . . ,K),
(68)
where δij is the Kronecker delta function defined as
δij =


1, i = j
0, i 6= j.
(69)
The KKT conditions given in equation (68) are unique to the modified LGR method and is not required for
an extremal solution of the standard LGR NLP transcription. Now propose the change of variables
λ
(k)
i =
Λ
(k)
i
w
(k)
i
, (70)
λ
(K)
NK+1
= D
(K)T
NK+1
Λ
(K)
1:NK
, (71)
ψi = Ψi, (72)
λ˜
(k)
i =
Λ˜
(k)
i
w
(k)
i
+ Λ˜
(k)
Nk+1
D
(k)
i,Nk+1
, (73)
λ˜
(K)
NK+1 = D
(K)T
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(K)
1:NK + Λ˜
(K)
NK+1E
(K)
0 . (74)
Note that Eqs. (70)–(72) are the same transformations used for the standard LGR method. Finally, define
D(k)† ∈ RNk×Nk such that
D
(k)†
11 = −D(k)11 −
1
w
(k)
1
(75)
D
(k)†
ij = −
w
(k)
j
w
(k)
i
D
(k)
ji otherwise, (76)
for i = j = 1, 2, . . . , Nk. Note that D
(k)†
is the same matrix derived by Refs. [12, 13] where it was shown
thatD(k)† is the differentiation matrix for the space of polynomials of degree at most Nk − 1. Now the KKT
conditions can be rewritten as
D
(k)†
i λ
(k)
1:Nk
= −α(k) tf − t0
2
∇
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)
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δ1i
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(
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(M−ψbT)− λ(1)1 ) , (77)
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−∇tf
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where H
(k)
i = L(k)i + λ(k)i V(k)
T
i + λ˜
(k)
i f
(k)T
i is the approximation the Hamiltonian, H in interval k. Equa-
tions (37)-(38) allow the terms in the second lines of Eqs. (77)–(78) to vanish which results in Eqs. (77)–(83)
becoming discrete representations of the continuous time first-order optimality conditions from Eqs. (34)–
(40).
8 Weierstrass-Erdmann Conditions
If the optimal control is discontinuous, additional optimality conditions called theWeierstrass-Erdmann con-
ditions [28] must be satisfied. One of the Weierstrass-Erdmann conditions states that the Hamiltonian must
be continuous at the location of a control discontinuity. The Hamiltonian for the optimal control problem
defined in Eqs. (20)–(23) can be approximated as
H(k)(τ (k)i ) ≈ H(k)i = L(k)i + λ(k)i V(k)
T
i + λ˜
(k)
i f
(k)T
i , (84)
where τ
(k)
i ∈ [Tk−1, Tk], i = 1, . . . , Nk and k = 1, . . . ,K are the N LGR points in the kth mesh interval. The
Weierstrass-Erdmann condition on the Hamiltonian can be written as [28]
H(τ−s ) = H(τ+s ), (85)
where τ+s is the switch time approached by the right side and τ
−
s is the switch time approached by the left
side.
The analysis that follows will demonstrate that the transformed adjoint system of the modified LGR col-
location method satisfies a discrete representation of the Weierstrass-Erdmann condition given in Eq. (85).
First, the transformations given in Eqs. (70)–(74) together with the definition of the Hamiltonian given in
Eq. (84), Eq. (68) simplifies to
β =
tf − t0
2
Nk∑
i=1
w
(k)
j H
(k)
i , (k = 1, . . . ,K) , (86)
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where β is the Lagrangemultiplier defined in Eq. (47) associated with the constraint given in Eq. (33). Next,
multiplying Eq. (86) by α(k) gives
α(k)β =
tf − t0
2
α(k)
Nk∑
i=1
w
(k)
j H
(k)
i , (k = 1, . . . ,K) . (87)
Then, because H is not an explicit function of time it follows that H
(k)
i is constant in each mesh interval.
Moreover, the right-hand side of Eq. (87) is LGR quadrature approximation of the integral of the Hamilto-
nian over the interval [Tk−1, Tk]. Consequently, using the definition of α
(k) from Eq. (46), Eq. (87) can be
rewritten as
∆Tk
tf − t0β = H
(k)∆Tk, (k = 1, . . . ,K) , (88)
where∆Tk = Tk − Tk−1. Equation (88) then reduces to
β
tf − t0 = H
(k), (k = 1, . . . ,K) . (89)
The implication of Eq. (89) is that the Hamiltonian must be the same value in each mesh interval. Therefore,
Eq. (88) can only be satisfied if the Hamiltonian is constant on the time interval [−1,+1]. The transformed
adjoint system of the standard LGR collocation method adjoint mapping scheme requires only that the
Hamiltonian is constant within a mesh interval, but does not require that the Hamiltonian be constant
across the entire time interval. On the other hand, the modified LGR collocation mesh ensures that the
Hamiltonian is constant across the entire time interval. The following section provides an example that
demonstrates the accuracy of the costate estimationmethod developed in Section 7 and compares the results
of the modified LGR collocation method with the results obtained using the standard LGR collocation
method.
9 Example
In this section the costate estimation method for the modified LGR collocation method is demonstrated on
the example problem given in Eqs. (15)–(18) Section 3. For comparison, the exact switch point was hard
coded into the standard LGR method. The dual variables returned by the NLP solver are shown in Fig. 6a
and 6b. Figure 6a shows that the dual variables returned for the x˙ approximation are exactly the same.
Figure 6b shows a difference in the dual variables associated with the approximation V˙ of v˙, with the two
dual variables of the modified LGR method located at the switch time (τ = 0) arising from the additional
collocation conditions associated with those differential equations that are a function of the control.
Figures 7a and 7b shows the costate approximations obtained using the standard LGR method and the
modified LGR method. Both methods return the correct value for λ(t). Note, however, that the estimate for
λ˜(t) is not correct when the standard LGR method is implemented with the switch time fixed at its exact
value. The fact that the approximation of λ˜(t) is incorrect when using the exact switch time in the standard
LGR method implies that the location of the switch time computed by the standard LGR method will also
be incorrect.
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(a) Dual variable, Λ, for example problem using both the standard
and modified LGR collocation methods.
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(b) Dual variable, Λ˜, for example problem using both the standard
and modified LGR collocation methods.
Figure 6: Costate estimates for the example problem using both the standard and modified LGR collocation
methods.
Figures 8a and 8b demonstrate further the problem when using the standard LGR method when the
switch time fixed at its exact value. While the integral from −1 to +1 in Fig. 8a is correct and each interval
has a continuous and constant Hamiltonian, the integral from −1 to τs and from τs to +1 is incorrect. The
clear discontinuity in the Hamiltonian from Fig. 8a shows that the Weierstrass-Erdmann conditions from
Eq. (85) are not satisfied by the standard LGR method. Furthermore, the discontinuity in Fig. 8a is a result
of the incorrect costate that is returned from the standard LGR method as seen in Fig. 7b. Figure 7b shows
that the λ˜(τs) 6= 0 for the standard LGR method, so not only are the Weierstrass-Erdmann conditions not
satisfied, but neither are the standard necessary conditions for optimality. Figure 8b demonstrates that
the additional constraint from Eq. (89) enforces continuity throughout the Hamiltonian thus satisfying the
Weierstrass-Erdmann conditions of Eq. (85).
10 Comparison with Methods of Refs. [35] and [36]
In this section the modified LGR method developed in this paper is compared against the methods devel-
oped in Refs. [35] and [36]. In particular, the methods of Refs. [35] and [36] are used as the basis of this
comparison because these methods also use collocation at Gaussian quadrature points and were developed
for solving optimal control problems whose solutions are nonsmooth. Section 10.1 provides a comparison
of the method of this paper with the work of Ref. [35], while Section 10.2 provides a comparison of the
method of this paper with the work of Ref. [36].
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(a) Costate Estimate, λ(t), for example problem using both the
standard and modified LGR collocation methods.
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(b) Costate Estimate, λ˜(t), for example problem using both the stan-
dard and modified LGR collocation methods.
Figure 7: Costate estimates for the example problem using both the standard and modified LGR collocation
methods.
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(a) Hamiltonian,H, for the standard LGRmethodwhen the correct
switch time, τs = 0, is provided to the NLP solver.
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(b) Hamiltonian,H, for themodified LGRmethodwhen the switch
time, τs = 0, is determined by the NLP solver.
Figure 8: Hamiltonian for both the standard and modified LGR collocation method.
10.1 Comparison with Method of Ref. [35]
Reference [35] presents a method that employs collocation at Legendre-Gauss (LG) points, where the LG
points include neither the initial point nor the terminal point of a mesh interval. Specifically, the method
of Ref. [35] divides the time interval into multiple domains called super-elements where each super-element
is a collocation of mesh intervals. Then, a variable that defines the time point at the junction between
two adjacent super-elements is introduced. The new variable is then treated as an additional optimization
parameter and is determined in the process of solving the NLP on the given super-element mesh. The idea
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behind this approach is that the new variable provides an estimate of the location of any nonsmoothness in
the solution. Similar to the method of Ref. [35], the method presented in this paper also introduces a new
variable that is designed to identify the location of nonsmoothness in the solution. It is noted, however,
that the method of this paper is fundamentally different from that of Ref. [35] in that the method of this
paper also introduces a new control variable at the end of a mesh interval whereas the method of Ref. [35]
does not include a new control variable. In particular, Section 5 shows that adding a variable that defines
the control at the end of a mesh interval closes the Lavrentiev gap and produces a solution such that the
continuous control approximation lies within the control limits.
10.2 Comparison with Method of Ref. [36]
Reference [36] presents a method that employs collocation at Legendre-Gauss-Lobatto (LGL) points, where
the LGL points include both the initial and terminal point of a mesh interval. Then, in a manner similar
to that of Ref. [35], the method of Ref. [36] divides the time interval into segments, performs LGL collo-
cation within each segment, and introduces a variable that defines the location of a possible discontinuity
in the control. Similar to the method of Ref. [36], the modified LGR method of this paper also collocates
the dynamics at both the initial and terminal points of a mesh interval. The approach of this paper, how-
ever, differs fundamentally in several aspects from the method of Ref. [36]. In particular, in the method of
Ref. [36] the collocation point at the end of a mesh interval is one of the LGL quadrature points. On the
other hand, in the method of this paper the collocation point at the end of a mesh interval is not a quadra-
ture point. Next, in the method of Ref. [36] collocation is performed on all of the differential equations. In
the method of this paper, however, collocation is performed at the end of a mesh interval only on those
differential equations that depend upon the control. Next, because the method of Ref. [36] employs colloca-
tion at LGL points using a square and singular differentiation matrix, the method of Ref. [36] is not a Gauss
quadrature integrator. In the method of this paper, however, the matrix formed from the first Nk rows and
columns 2, . . . , Nk + 1 of the matrix D˜ [see Eq. (31)] can be inverted to produce the Legendre-Gauss-Radau
integration matrix [12]. As a result, similar to the standard LGR method [12], the method of this paper is
also a Gauss quadrature integrator [22]. Second, the singular differentiation matrix employed in Ref. [36]
leads to a transformed adjoint system that contains a nonzero null space with an oscillatory behavior [22],
and it was shown that this nonzero null space leads to a costate estimate itself that may be inaccurate (see
the example at the end of Ref. [22]). On the other hand, as derived in Section 7, the method of this paper
leads to a transformed adjoint system that does not have a null space and produces an accurate costate
estimate when the solution is nonsmooth. Finally, it was shown in Section 8 that the method of this paper
satisfies the Weierstrass-Erdmann conditions.
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11 Conclusions
A new method has been developed for solving optimal control problems whose solutions are nonsmooth.
The standard LGR collocation method has been modified to include two variables and two constraints
at the end of a mesh interval. These new variables are the time associated with the intersection of mesh
intervals and the value of the control at the end of the each mesh interval. The two additional constraints
are a collocation condition on each differential equation that is a function of control and an inequality
constraint on the control at the endpoint of each mesh interval. These additional constraints modify the
search space of the nonlinear programming problem such that an accurate approximation to the location of
the nonsmoothness is obtained. A transformation of the Lagrange multipliers of the NLP to the costate of
the optimal control problem has then been developed and the resulting transformed adjoint system of the
modified Legendre-Gauss-Radau method has then been derived. Furthermore, it has been shown that the
costate estimate satisfies the Weierstrass-Erdmann optimality conditions. Finally, the method developed in
this paper has been demonstrated on an example whose solution is nonsmooth.
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