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EXTENDABILITY OF AUTOMORPHISMS OF K3
SURFACES
YUYA MATSUMOTO
Abstract. A K3 surface X over a p-adic field K is said to have good
reduction if it admits a proper smooth model over the integer ring of K.
Assuming this, we say that a subgroup G of Aut(X) is extendable if X
admits a proper smooth model equipped with G-action (compatible with
the action on X). We show that G is extendable if it is of finite order
prime to p and acts symplectically (that is, preserves the global 2-form
on X). The proof relies on birational geometry of models of K3 surfaces,
and equivariant simultaneous resolutions of certain singularities. We
also give some examples of non-extendable actions.
1. Introduction
Throughout this article, K is a complete discrete valuation field of charac-
teristic 0, OK is its valuation ring, and k is its residue field of characteristic
p ≥ 0 which we assume to be perfect.
Let X be a K3 surface over K with good reduction. In this paper we
consider relations between the automorphism groups of X and of its proper
smooth models over OK .
If X is an abelian variety, the theory of Ne´ron models shows that the
proper smooth model X is unique and that any automorphism of X extend
to that of the model X . To the contrary, a proper smooth model of a K3
surface is in general not unique, as there may exist flops, and this makes
automorphisms of X not extendable in general to proper smooth models X
of X.
Our main result are the following two theorems. One gives a sufficient
condition for an action to be extendable, and the other gives examples that
are not extendable. Here we say that G is extendable if X admits a proper
smooth model equipped with a G-action extending that on X. For precise
definitions see Section 2.
Theorem 1.1. Let G ⊂ Aut(X) be a symplectic finite subgroup of order
prime to p. Then G is extendable.
This fails without the assumptions, as the next theorem shows.
Theorem 1.2. Let p ≥ 2 be a prime.
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(1) Let G be either Z/pZ (in which case we assume p ≤ 7) or Z. Then
there exists a K3 surface X defined and having good reduction over a finite
extension K of Qp, equipped with a faithful symplectic action of G that is
not extendable.
(2) Let G be either Z/pZ (in which case we assume p ≤ 19), Z/lZ (l a
prime ≤ 11 and l 6= p), or Z. Then the same conclusion hold, this time with
a non-symplectic action.
Here a group of automorphisms of a K3 surface is symplectic if it acts on
the 1-dimensional space H0(X,Ω2X/K) trivially. It is known that if a sym-
plectic resp. non-symplectic automorphism of a K3 surface in characteristic
0 has a finite prime order l then l ≤ 7 resp. l ≤ 19. So this theorem give
examples in most of the cases where Theorem 1.1 does not apply. For orders
13, 17, 19 see Proposition 6.6.
The origin of this study is a question of Keiji Oguiso asking whether the
existence of a projective smooth model implies extendability of automor-
phism groups. Some of our examples admit projective smooth models, thus
answer his question negatively.
To prove Theorem 1.1 and a part of Theorem 1.2, we use results of
Liedtke–Matsumoto [LM15] on birational geometry of models of K3 surfaces
and their equivariant versions (Section 4) to reduce it to the following local
result on simultaneous equivariant resolution, which may be of independent
interest.
Theorem 1.3. Let (B,m) be a flat local OK-algebra of relative dimension
2 obtained as the localization of a finite type OK-algebra at a maximal ideal,
with B/m ∼= k, B ⊗K smooth, and B ⊗ k an RDP (rational double point).
Let G be a nontrivial finite group of order prime to p acting on B faithfully.
Then B admits a simultaneous G-equivariant resolution in the category of
algebraic spaces after replacing K by a finite extension if and only if the
G-action is symplectic (in the sense of Definition 3.2).
Here a simultaneous resolution is a proper morphism X → SpecB which
is an isomorphism on the generic fiber and the minimal resolution on the
special fiber. This will be proved in Section 3.
Currently we do not have any explanation why symplecticness arise as a
key condition. It may be related to the fact that the RDPs in characteristic
0 are precisely the quotient singularities by “symplectic” group actions (cf.
Remark 3.8).
To prove other cases of Theorem 1.2 we define in Section 2 the special-
ization map sp: Aut(X)→ Aut(X0) (X0 is the special fiber of X ) and show
that, if g is extendable then the characteristic polynomials of g∗ and sp(g)∗
on H2e´t should coincide (Proposition 2.3). In Section 5 we give examples in
which these polynomials differ.
As an side trip, we study this specialization map sp: Aut(X)→ Aut(X0).
As will be seen in Section 6, Ker(sp) may have nontrivial members, both of
finite and infinite orders. We show that if a finite order automorphism is in
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Ker(sp) then its order is a power of the residue characteristic p (Proposition
6.1). In Section 7 we also give an example where the characteristic polyno-
mial of the action of sp(g)∗ on H2 is irreducible (which never happens on
H2 of a K3 surface in characteristic 0).
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2. Specialization of automorphisms of K3 surfaces
Definition 2.1. Let X be a proper surface over K.
(1) A model of X over OK is a proper flat algebraic space X over OK
equipped with an isomorphism X ×OK K ∼→ X. A projective smooth model
is a model that is projective and smooth over OK , and so on. Note that a
projective model is automatically a scheme.
(2) We say that X has good reduction if X admits a proper smooth model.
We say that X has potential good reduction if XK ′ has good reduction for
some finite extension K ′/K.
(3) Let G be a subgroup of Aut(X). A G-model is a model of X equipped
with a G-action compatible with that of X. If G is generated by a single
element g, we also call it a g-model.
(4) We say that G ⊂ Aut(X) (resp. g ∈ Aut(X)) is extendable if, after
replacing K by a finite extension, X admits a proper smooth G- (resp. g-)
model.
We also introduce a related notion of specialization of automorphisms.
Proposition 2.2. Let X be a K3 surface over K having good reduction.
(1) For any proper smooth model X of X, an automorphism g of X extend
to a unique birational (rational) self-map of X and its indeterminacy is a
closed subspace of codimension at least 2. The induced birational self-map
on the special fiber X0 is in fact an automorphism (a morphism), which we
write sp(g) and call the specialization of g.
(2) Both the special fiber X0 and the specialization morphism sp: Aut(X)→
Aut(X0) are independent of the choice of the model X . This morphism sp
(of sets) is a group homomorphism.
Proof. (1) Take g ∈ Aut(X). Let g∗X be the normalization of X in the
pullback g : X → X. Then g∗X is another proper smooth model and it is
connected to X by a finite number of flopping contractions ([LM15, Propo-
sition 3.3]). It follows that g induces a birational self-map on X with inde-
terminacy of codimension at least 2.
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Restricting to the special fiber X0, we have a birational self-map on a
minimal surface X0, which are automatically a morphism.
(2) This again follows from the fact that two proper smooth models of X
are isomorphic outside subspaces of codimension ≥ 2. 
Proposition 2.3. Let X be a K3 surface over K having good reduction.
Let g ∈ Aut(X) and let sp(g) ∈ Aut(X0) be its specialization. Assume
that the characteristic polynomials of g∗ and sp(g)∗ on H2e´t(XK ,Ql) and
H2e´t((X0)k,Ql) do not coincide. Then g is not extendable.
Proof. The proper smooth base change theorem induces, for each proper
smooth model X , an isomorphism between H2e´t(XK ,Ql) and H2e´t((X0)k,Ql).
In general this isomorphism depends on the choice of the model. If X
admits a g-action then this isomorphism is g-equivariant, and then the
characteristic polynomials of (g|XK)∗ and (g|X0)∗ coincide. (By definition
g|X0 = sp(g|XK).) 
Remark 2.4. This proposition cannot give a counterexample to Theorem
1.1 since, under the assumption of the theorem, the characteristic polyno-
mials always coincide by Lemma 2.13 and Proposition 6.1.
We do not know whether the coincidence of characteristic polynomials
implies extendability.
Corollary 2.5. (1) Let X and g as above. Assume one of the following
holds. Then g does not extend to any proper smooth model of X.
(a) g 6= id and sp(g) = id.
(b) The number of eigenvalues of sp(g)∗ that are roots of 1 is < 22 − ρ,
where ρ is the geometric Picard number of X.
(c) The above number is ≤ 22− ρ, and g is of finite order.
(2) Let X0 be a K3 surface over k and let g0 ∈ Aut(X0). Assume that
the characteristic polynomial of g∗0 on H
2 is irreducible. Then g0 is not the
restriction of any automorphism of any proper smooth model X of any K3
surface X over any K (of characteristic 0).
Proof. (1) By the Torelli theorem, nontrivial g acts nontrivially on H2. This
proves (a). NS(X) and T (X) = NS(X)⊥ give Aut(X)-stable subspace of
H2e´t. By [Huy16, Corollary 3.3.4], the eigenvalues of g on T (X) are all roots
of 1. If g is of finite order, NS(X) has a nontrivial g-invariant element
(e.g. the sum of images under the powers of g of an ample line bundle).
This proves (b) and (c).
(2) In characteristic 0 the characteristic polynomial cannot be trivial since
both NS and T are nontrivial subspaces. 
Remark 2.6. If the condition of (2) is satisfied then X0 is supersingular
and the characteristic polynomial is a Salem polynomial (Lemma 7.3). We
will see in Section 7 that such g0 still may be the specialization of an auto-
morphism in characteristic 0.
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In practice it is easier to compute the specialization map if we use more
general models.
Definition 2.7. (1) An RDP surface over a field F is a surface X such that
XF has only RDP (rational double point) singularities.
(2) An RDP K3 surface over a field is a proper RDP surface whose min-
imal resolution is a K3 surface. (In particular, a smooth K3 surface is an
RDP K3 surface.)
(3) A proper RDP model of an RDP K3 surface is a proper model whose
special fiber is an RDP surface. (The special fiber is then an RDP K3 surface.
This follows from the next lemma and the classification of degeneration of
K3 surfaces.)
(4) A simultaneous resolution of an proper RDP model X of an RDP K3
surface is a proper morphism f : Y → X from an algebraic space that is the
minimal resolution on each fiber.
Note that for an RDP K3 surfaceX there is a canonical injection Aut(X)→
Aut(X˜), where X˜ is the minimal resolution.
Lemma 2.8. If an RDP K3 surface X admits a proper RDP model, then
the minimal resolution X˜ of X has potential good reduction.
More precisely, if X is a proper RDP model of X over OK , then after
extending K there exists a simultaneous resolution Y → X and then Y is a
proper smooth model of X˜.
Proof. By extending K, we may assume that all singular points of X are
K-rational. If X is not smooth, take an RDP x ∈ X, and let π : X ′ → X
be the blow-up at the Zariski closure Z of {x}. Then Z ∩ X0 consists of
an RDP x0 and the restriction of π on the generic resp. special fiber is the
blow-up at x resp. x0. Hence X ′ is again a proper RDP model of an RDP
K3 surface. Repeating this, we may assume the generic fiber X is smooth.
If the generic fiber is smooth, then [Art74, Theorem 2] gives a (non-
canonical) simultaneous resolution. 
Proposition 2.9. Let X1,X2 be proper RDP models of RDP K3 surfaces
X1,X2 and Zi ⊂ Xi closed subspaces that do not contain the special fiber
(Xi)0. Let g : X1 \Z1 → X2 \Z2 be a birational morphism. Then the special-
ization of the induced automorphism X˜1
∼→ X˜2 is the automorphism induced
by g|(X1\Z1)0 : (X1 \ Z1)0 → (X2 \ Z2)0.
Proof. Proper RDP models Xi have simultaneous resolutions Yi → Xi. By
adding the exceptional loci of these morphisms into Zi, we may assume that
Xi themselves are smooth. Since X1 and X2 are isomorphic outside closed
subspaces of codimension ≥ 2 ([LM15, Proposition 3.3]), we may assume
X1 = X2. Then the birational self-map of X1 in Proposition 2.2 is the one
induced by g. 
We also need the relation between Ω2 of the fibers of proper RDP models.
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Lemma 2.10. Let (C, n) an m-dimensional local ring of the (complete inter-
section) form C = k[x1, . . . , xn+m]0/(F1, . . . , Fn) where 0 is the localization
at the origin, and assume U = SpecC \ {n} is smooth. Then there exists
a unique element ω ∈ ΩmC/k|U such that for any σ ∈ Sn+m the equality
sgn(σ) det((Fj)xσ(i))
n
i,j=1ω = dxσ(n+1) ∧ · · · ∧ dxσ(n+m) holds, and such ω
generates ΩmC/k|U .
The same holds if we replace k[. . .]0 with its Henselization k[. . .]
h or com-
pletion k[[. . .]].
Here Fxi is defined by the equality dF =
∑
i Fxidxi in Ω
1
k[...]0/k
(or in
...). This coincides with the termwise partial differentiation of formal power
series.
Proof. Straightforward. Note that at every point on U , we have det((Fj)xσ(i)) 6=
0 for some σ ∈ Sn+m. 
Lemma 2.11. Let (C, n) be a 2-dimensional local ring over a field k and
assume it is an RDP. Define U as above.
(1) Ω2C/k|U is trivial, and hence H0(U,Ω2C/k) ∼= H0(U,O) = C.
(2) Let π : X → SpecC be the minimal resolution. Then H0(X,Ω2X/k)→
H0(π−1(U),Ω2X/k)
∼→ H0(U,Ω2C/k) is an isomorphism.
Proof. It suffices to the assertion after taking e´tale local base change C →
C ′; Hence we may assume C is of the form C = k[x1, x2, x3]
h/(F ), F ∈
(x1, x2, x3)
2, F 6∈ (x1, x2, x3)3 ([Lip69, Lemma 23.4]).
(1) Indeed Ω2C/k|U is generated by ω defined above.
(2) Let C1 = k[x1, x2/x1, x3/x1]
h/(F/x21) be the first affine piece of Bl(x1,x2,x3) C,
and define C2, C3 similarly. Define ω and ωi as in the previous lemma. Then
we have ωi = ω. If all Ci are smooth (hence X =
⋃
SpecCi) then we have
H0(X,Ω2X/k) = C1ω1 ∩C2ω2∩C3ω3 = Cω. General case follows inductively
from this. 
Lemma 2.12. Let X be a proper RDP scheme model over OK of an RDP
K3 surface X and Σ ⊂ X the closed subset of RDPs. Then H0(X\Σ,Ω2X/OK )
is free OK-module of rank 1, with generator say ω, and H0(X0 \ Σ0,Ω2X0/k)
and H0(X˜0,Ω2X˜0/k) is generated by (the restriction of) ω, where X˜0 is the
minimal resolution. If X admits an automorphism g, then this is compatible
with the action of the automorphisms g|X and g|X0 = sp(g|X ).
Proof. We have dimH0(X \ΣK ,Ω2X/K) = dimH0(X0 \Σ0,Ω2X0/k) = 1 from
the previous lemma. The former assertion follows from this and upper semi-
continuity and the previous lemma. The latter is clear. 
We recall a result on the trace of finite order symplectic automorphisms.
Lemma 2.13. Let X be a K3 surface over a field F of characteristic p ≥ 0
and g ∈ Aut(X) a nontrivial symplectic automorphism of finite order prime
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to p. Then ord(g) ≤ 8, the fixed points of g are isolated, and |Fix(g)| =
ε(ord(g)), where ε(n) := 24(n
∏
q:prime,q|n(1 + 1/q))
−1. Moreover the trace
of g∗ on H2e´t(XF ,Ql) (and on H
2(X,Q) if F = C) depends only on ord(g)
and is equal to ε(ord(g))− 2. (In other words, the characteristic polynomial
of g∗ on H2 depends only on ord(g).)
We have ε(n) = 24, 8, 6, 4, 4, 2, 3, 2 for n = 1, 2, 3, 4, 5, 6, 7, 8 respectively.
The equality tr(g) = ε(ord(g)) − 2 holds also if ord(g) = 1.
Proof. Characteristic 0: [Nik79, Section 5 and Theorem 4.7] proves every-
thing except the value of the trace. [Muk88, Propositions 1.2, 3.6, 4.1] proves
everything.
Characteristic p > 0: [DK09a, Theorem 3.3 and Proposition 4.1]. 
Corollary 2.14. Let X is a K3 surface over a field F of characteristic
0 and G ⊂ Aut(X) a finite group of symplectic automorphisms. Define
µ(G) = |G|−1∑g∈G ε(ord(g)), Then the (geometric) Picard number of X is
at least 25− µ(G).
Proof. Wemay assume F = C. Write V := H2(X,Q) (as aG-representation).
By the previous lemma tr(V, g) = ε(ord(g)) − 2. Let {ρ} be the set of irre-
ducible representations of G and write V =
∑
aρρ, aρ ∈ Z≥0. Then we have
a1 = (1 ·V ) = |G|−1
∑
g∈G tr(V, g) = |G|−1
∑
g∈G(ε(ord(g))− 2) = µ(G)− 2
(here 1 denotes the trivial representation). Since G acts trivially on the tran-
scendental lattice T (X) and G has nontrivial invariant subspace in NS(X),
we have rank(T (X)) ≤ a1 − 1. 
3. Local equivariant simultaneous resolutions
In this section we prove Theorem 1.3.
We often apply the following approximation lemma to the Henselization
A = R[x1, . . . , xn]
h of R[x1, . . . , xn] at the origin, where R = k or R = OK ,
and I = (x1, . . . , xn).
Lemma 3.1 ([Art69, Theorem 1.10]). Let R be a field or an excellent dis-
crete valuation ring. Let A be the Henselization of a finite type R-algebra at
a prime ideal and I ⊂ A a proper ideal (not necessarily the maximal ideal).
Given a system fj(Y ) = 0 (Y = (Y1, . . . , YN )) of polynomial equations with
coefficients in A, a solution y in the I-adic completion Aˆ of A, and an
integer c, there exists a solution y in A with yi ≡ yi (mod Ic).
We begin with the definition of symplecticness of automorphism of local
rings (which will be seen later to be compatible with that of K3 surfaces).
Definition 3.2. (1) Let (C, n) be a 2-dimensional normal local ring over
a field k with isolated Gorenstein singularity (e.g. RDP) with C/n ∼= k.
Let U = SpecC \ {n}. Then Ω2C/k|U is trivial, and hence H0(U,Ω2C/k) ∼=
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H0(U,O) = C. We say that an automorphism or a group of automor-
phisms of C is symplectic if it acts on the 1-dimensional k-vector space
H0(U,Ω2C/k)⊗C C/n trivially.
(2) Let B be as in Theorem 1.3. We say that an automorphism of B is
symplectic if the induced automorphism of B ⊗ k is so.
In some cases we can compute Ω2C/k|U and the action on it explicitly: If
C is as in Lemma 2.10, and g is an automorphism of C with g(xi) = aixi
and g(Fj) = ejFj for some ai, ej ∈ k∗, then g(ω) = (
∏
ai/
∏
ej)ω, and in
particular g is symplectic if and only if
∏
ai =
∏
ej.
Lemma 3.3. Let C,U be as above, X → SpecC the minimal resolution,
and let g ∈ Aut(C) a nontrivial symplectic automorphism of finite order
prime to p = char k. Then g acts on X and Fix(g) ⊂ X is 0-dimensional
(if nonempty).
Proof. Let x ∈ X be a fixed closed point. Since g is of finite order prime
to p, the action of g on T ∗X,x is semisimple (diagonalizable). By Lemma
2.11, this action has determinant 1 (since Ω2X,x
∼= detT ∗X,x) and hence its
eigenvalues are λ, λ−1. Since g 6= 1 we have λ, λ−1 6= 1. This implies x is
isolated in Fix(g). 
Lemma 3.4. (1) Let X0 be an RDP K3 surface over a field k, x ∈ X0(k)
an RDP (or a smooth point), and G ⊂ Aut(X0) a subgroup fixing x. Let X˜0
be the minimal resolution of X0 (then we have natural injection Aut(X0)→
Aut(X˜0)). Then G is symplectic as a subgroup of Aut(X˜0) if and only if it
is symplectic as a subgroup of OX0,x in the above sense.
(2) Let OK be as above. Let X be a proper RDP model of an RDP
K3 surface X over K, x ∈ X (k) an RDP (or a smooth point) of X0, and
G ⊂ Aut(X ) a subgroup fixing x. Assume that G is finite and of order prime
to p = char k. Then G is symplectic as a subgroup of Aut(X˜) if and only if
it is symplectic as a subgroup of OX0,x in the above sense.
Proof. (1) Let C = OX0,x and define n, U as above. Let ω be a nonzero
element (hence a generator) of H0(X˜0,Ω
2). Then ω restricts to a generator
of H0(U,Ω2C/k)⊗C C/n, hence the action of G on the two spaces coincide.
(2) Take a generator ω of H0(X \ Σ,Ω2) (Lemma 2.12). The action of
G ⊂ Aut(X ) on ω|X˜ factors through µN (K) for some N prime to p. On
the other hand ω|X0 restricts to a generator of H0(U,Ω2C/k)⊗C C/n, where
C = SpecOX0,x. The action of G on the two spaces are compatible under
the reduction map µN (K)→ µN (k). This map is injective since N is prime
to p. 
First we consider the symplectic case of Theorem 1.3 and we prove the
following detailed version. We say that two pairs (Gi, Bi) (i = 1, 2) of a
finite group Gi and a local OK -algebra Bi equipped with a Gi-action are
e´tale-locally isomorphic if there exists a pair (G3, B3), group isomorphisms
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Gi
∼→ G3, and equivariant e´tale local morphisms Bi → B3 of local OK -
algebras.
We define a partial (simultaneous) resolution of a local ring B as in The-
orem 1.3 to be a proper morphism f : X → SpecB from an algebraic space
X such that, f is an isomorphism on the generic fiber, f is not an isomor-
phism on the special fiber, all singularity of X0 are RDPs (if any), and the
minimal resolution of X0 is the minimal resolution of SpecB0 (B0 = B⊗k).
It follows that X0 has less RDPs than SpecB0 (An,Dn, En counted with
weight n).
Proposition 3.5. Let B and G be as in Theorem 1.3, and assume G is
symplectic. Then,
(1) the type of the singularity and the group G is one of the pairs listed
below;
(2) except for the case (A1), (G,B) is e´tale-locally isomorphic to the nor-
mal form (G′, B′) described below after replacing K by a finite extension;
and
(3) B admits a G-equivariant simultaneous resolution after replacing K
by a finite extension.
In each case below B′ is OK [x, y, z]h/(F ) (unless stated otherwise), and
ql are some elements of the maximal ideal p of OK .
(E6,S2) F is one of the following, and the nontrivial element of G
′ = S2
acts by (x, y, z) 7→ (−x, y,−z).
(E6) (p 6= 3): F = x2 + y3 + z4 + q00 + q10y + q02z2 + q12yz2.
(E06) (p = 3): F = x
2+ y3+ z4+ q00+ q10y+ q20y
2+ q02z
2+ q12yz
2+
q22y
2z2.
(E16) (p = 3): F = x
2 + y3 + y2z2 + z4 + q00 + q10y + q20y
2 + q02z
2.
(Dm,S2) m ≥ 4, F = x2+yz2+ym−1+
∑m−2
l=0 qly
l, and the nontrivial element
of G′ = S2 acts by (x, y, z) 7→ (−x, y,−z).
(D4,S3), (D4,A3) F is one of the following, G
′ is either S3 or A3, and G
′ ⊂ S3 acts
by (123)(x, y, z) = (x, ζ3y, ζ
−1
3 z), (12)(x, y, z) = (−x, z, y).
(D4) (p 6= 2): F = x2 + y3 + z3 + q000 + q011xyz.
(D04) (p = 2): F = x
2 + y3 + z3 + q000 + q100x+ q011yz + q111xyz.
(D14) (p = 2): F = x
2 + y3 + z3 + xyz + q000 + q100x.
We also have an alternative form: B′ = SpecOK [x, y1, y2, y3]h/(F1, F2),
F1 = y1y2y3 +Q(x), F2 = y1 + y2 + y3 − R(x), where Q(x), R(x) ∈
OK [x] are polynomials of the following form with q′l, r′l ∈ p, and
G′ ⊂ S3 acts by ρ(x) = sgn(ρ)x, ρ(yi) = yρ(i).
(D4) (p 6= 2): Q(x) = x2 + q′0, R(x) = r′0.
(D04) (p = 2): Q(x) = x
2 +
∑3
l=0 q
′
lx
l, R(x) =
∑1
l=0 r
′
lx
l.
(D14) (p = 2): Q(x) = x
3 + x2 +
∑3
l=0 q
′
lx
l, R(x) = x+
∑1
l=0 r
′
lx
l.
(Am,Dihn) m ≥ 3 odd, n any integer, F = xy + zm+1 +
∑m
l=0 qlz
l, ql = 0 if l
odd, G′ = Dihn acting by σ(x, y, z) = (ζnx, ζ
−1
n y, z) and τ(x, y, z) =
(y, x,−z).
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(Am,Dicn) m ≥ 2 even, n an even integer, F = xy+zm+1+
∑m
l=0 qlz
l, ql = 0 if l
even, G′ = Dicn acting by σ(x, y, z) = (ζnx, ζ
−1
n y, z) and τ(x, y, z) =
(y,−x,−z).
(Am, Cn) m ≥ 2, n any integer, F = xy + zm+1 +
∑m
l=0 qlz
l, qm = 0 if p
does not divide m + 1, G′ = Cn is the cyclic group of order n with
generator σ acting by σ(x, y, z) = (ζnx, ζ
−1
n y, z).
(A1) The singularity is of type A1.
Here ζn is a primitive n-th root of unity and
Dihn = 〈σ, τ | σn = τ2 = τστ−1σ = 1〉,
Dicn = 〈σ, τ | σn = σn/2τ2 = τστ−1σ = 1〉
are respectively the dihedral and dicyclic groups (of order 2n).
Remark 3.6. E06 , E
1
6 (in p = 3) and D
0
4 ,D
1
4 (in p = 2) are analytically
non-isomorphic RDPs having the same Dynkin diagrams. See [Art77] for
the classification and notation.
The only non-routine part of the proof of this proposition is finding the
suitable formula for equivariant resolution.
We do not give a description of G and F in the case (A1) since our proof
of Theorem 1.3 does not need one. Any finite subgroup of SO(3) of order
prime to p can occur as G.
Except for the case (A1), the number of parameters ql in each case (ex-
cluding those indicated to be 0) is exactly the relative dimension of the
deformation space of the singularity equipped with the action.
Shepherd-Barron has recently announced that the set of (not necessarily
equivariant) simultaneous resolution of a deformation of an RDP is a torsor
of the Weyl group and in particular they have the same cardinality (this was
known in complex case by Brieskorn [Bri68],[Bri71]). Using this, we might
be able to prove this proposition by computing the G-action on this set and
finding a fixed element.
It is likely that, under the assumption of good reduction (i.e. existence of
simultaneous resolution that is not necessarily G-equivariant), there exists
a simultaneous G-equivariant resolution without extending K. We do not
pursue this.
In this paper the completeness of OK is used only in the proof of (2),
where we make coordinate change to simplify the equation. Maybe we can
prove it in a more clever way assuming OK to be only Henselian.
Before proving Proposition 3.5 we prove the following version (which is
completely routine).
Proposition 3.7. Let k be a perfect field of characteristic p ≥ 0. Let C be
a flat local k-algebra of relative dimension 2 obtained as the localization of
a finite type k-algebra at a maximal ideal, with RDP singularity. Let G be
a nontrivial finite group of order prime to p acting on C symplectically and
faithfully. Then,
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(1) the type of the singularity and the group G is one of the pairs in the
list of Proposition 3.5; and
(2) except for the case (A1), (G,C) is e´tale-locally isomorphic to (G
′, B′⊗
k) (so all of ql, q
′
l, r
′
l are 0) for one of (G
′, B′) in the list, after replacing k
by a finite extension.
Remark 3.8. If p = 0, the list in (1) can be obtained without any com-
putation. For simplicity replace C with its Henselization. It is known that
C admits a unique finite connected covering Spec C˜ → SpecC that is e´tale
outside the closed point, and that this covering is Galois (Spec C˜ can be ob-
tained as the normalization of SpecC in the universal cover of SpecC \{n}).
Since G is symplectic, the quotient (SpecC)/G = Spec(CG) is also an RDP
and admits a covering of the same type, which by uniqueness coincides with
Spec C˜. It follows that N = Gal(C˜/C) and G fits into an exact sequence
1 → N → H → G → 1 of groups where H is a finite subgroup of SL(2,C).
Using the well-known description of the group corresponding to each RDP,
we obtain the following list, which of course is equivalent to that in the
proposition.
N H G C CG
T˜ O˜ S2 E6 E7
D˜ihm−2 D˜ih2m−4 S2 Dm D2m−2
D˜ih2 O˜ S3 D4 E7
D˜ih2 T˜ A3 D4 E6
Cm+1 D˜ihn(m+1)/2 (*) Am Dn(m+1)/2+2
Cm+1 Cn(m+1) Cn Am An(m+1)−1
{±1} H H/{±1} A1 (A2/H)
(*) is Dihn or Dicn respectively if m is odd or even.
Here Cn, D˜ihn (= Dic2n), T˜ , O˜, I˜ are respectively the cyclic group, the
binary dihedral group (of order 4n), the binary tetrahedral, the binary oc-
tahedral, and the binary icosahedral group, corresponding to RDPs of type
An−1, Dn+2, E6, E7, E8. In the last line H is any finite subgroup of SL(2,C)
containing {±1}.
If p does not divide the order of N then the same argument applies.
Proof. We first show the following claim: the type of the singularity cannot
be E7 or E8; if it is E6 or Dm (m ≥ 5), then G is isomorphic to S2 (and
hence p 6= 2); if it is D4, then G injects to S3. To see this, assume that the
type is one of these, take g ∈ G and consider the induced automorphism
g|E on the exceptional divisor E of the minimal resolution X → SpecC. If
g is nontrivial then g|E is also nontrivial and its fixed points are isolated
by Lemma 3.3. Let Γ be the unique component of E intersecting with
three other components. Since no nontrivial automorphism of P1 fixes three
points, this gives an injection G →֒ S3. Furthermore, the symmetry of E
(or of the Dynkin diagram) tells us that if the type is E7 or E8 (resp. E6 or
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Dm (m ≥ 5)) then G injects to S1 (resp. S2). Since we assume G 6= 1 the
claim follows.
We may replace C by Henselization and we may assume it is of the form
k[x, y, z]h/(F ), F ∈ (x1, x2, x3)2, F 6∈ (x1, x2, x3)3 ([Lip69, Lemma 23.4]),
and we may assume k is algebraically closed.
(Case E6): By above we have p 6= 2. Consider a nontrivial element
g ∈ G. Since the order n of g is prime to p, the action of g on m/m2 is
diagonalizable. We may assume F ≡ x2 (mod m3). Since we assume G is
prime to p, we can linearize the action of g on x so that we may assume
g(x) = ax for some a ∈ k∗ (indeed, we may assume g(x) ≡ ax (mod m2)
for some n-th root of 1 and we replace x with (
∏n−1
i=0 g
i(x)/ai)1/n). We have
that F mod (m4 + (x)) is a cube, and we may assume F ≡ x2 + xf2 + y3
(mod m4) for some f2 ∈ m2. We can linearize g on y (g(y) = by). By
computing g(F ) mod m4 we conclude g(f2) ≡ af2 (mod m3). Replacing x
by x + f2/2 and then linearizing x again we may assume F ≡ x2 + y3
(mod m4). We have that F mod (m5+(x, y)) is nonzero, and we may assume
F ≡ x2+y3+xf3+yf ′3+z4 (mod m5) for some f3, f ′3 ∈ m3. We can linearize z
(g(z) = cz). We have g(F ) = eF for some e ∈ k∗. We have a2 = b3 = c4 = e.
Since g is symplectic we also have abc/e = 1. The only nontrivial solution
of this equation is (a, b, c, e) = (−1, 1,−1, 1). We conclude that the only
possible (nontrivial) G is S2 acting this way.
Next we simplify F . We first show that we may assume F −x2 ∈ k[y, z]h.
The morphism k[y, z]h → k[x, y, z]h/(Fx) is e´tale since Fx ≡ 2x (mod m)
(and p 6= 2), and hence is an isomorphism. Let x0 ∈ k[y, z]h be the inverse
image of x. Then Fx|x=x0 = 0. This implies Fx′ |x′=0 = 0 with respect to the
coordinate x′, y, z, where x′ = x−x0. So we can write F = ux′2+J(y, z) with
u ∈ (k[x, y, z]h)∗ and J ∈ k[y, z]h. Letting x′′ = u1/2x′ we have F = x′′2 + J
as desired. Since F is g-invariant we still have g(x′′) = −x′′, and we have
J ∈ k[y, z2]h. By the same argument we obtain J = v′(z2 − g(y))2 − h(y)
for some g, h ∈ k[y]h and v′ ∈ (k[y, z]h)∗. So we have J = uy3 + vz4 +∑
i=0,1,2
∑
j=0,2 rijy
izj for some u, v ∈ (k[y, z]h)∗ and rij ∈ k. Since the
singularity is E6 we have rij = 0 except for (i, j) = (2, 2). We may assume
the constant terms of u and v are 1.
Assume p 6= 3. Then by replacing y with y + (r22/3)z2 we may assume
r22 = 0, and then by replacing y, z by u
1/3y, v1/4z we have the desired form.
Assume p = 3. If r22 = 0 then we have u
−1J = y3 + ((u−1v)1/4z)4 as
desired (this is the E06 case). The other case of r22 6= 0 (this is the E16 case)
is more complicated. We may assume r22 = 1. We will find s, t ∈ (k[y, z2]h)∗
such that s−1J = y3+(tz)4+ y2(tz)2. By Lemma 3.1 it suffices to find such
s, t in k[[y, z2]]∗. Start from J = y3 + z4 + y2z2 +
∑
(j,k)∈S rjky
jzk, where
S = Z≥0×2Z≥0\{(0, 0), (1, 0), (2, 0), (3, 0), (0, 2), (1, 2), (2, 2), (0, 4)}. Define
a total order ≤ on S by (j, k) ≤ (j′, k′) if and only if either j + k < j′ + k′
or (j+ k = j′+ k′ and j ≤ j′). Then this ordered set is well-ordered (in fact
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isomorphic to Z≥0). For each λ = (j, k) ∈ S, if we have rµ = 0 for all µ < λ,
then by either
• replacing J by a unit multiple (if j ≥ 3), or
• replacing z by a unit multiple (k ≥ 4),
we can assume rµ = 0 for all µ ≤ λ. Repeating this and taking the limit we
obtain units s, t ∈ k[[y, z2]]∗ with the desired formula.
(Case Dm, m ≥ 5): Again p 6= 2. Again consider a nontrivial element
g ∈ G. As above, we may assume F ≡ x2+yz2 (mod m4) and that g acts on
x, y, z linearly. As above, we obtain (a, b, c, e) = (a, 1, a, a2). If a2 6= 1, then
F ∈ (x, z)2, which means that (x = z = 0) is a 1-dimensional singularity,
which is absurd. So we have a2 = 1, hence a = −1. In particular we have
G = S2. As above, we may assume F = x
2+J(y, z) with J(y, z) ∈ k[y, z2]h
and that J(y, z2) ≡ yz2 (mod m4). There exists a non-unit L(z) ∈ k[[z2]]
such that y′ := y − L(z) divides J . Then replacing z we have F = x2 +
y′(u1z
2 + u2y
′m−2) for some u1, u2 ∈ (k[[y, z2]])∗. Letting x′ := u−1/22 x and
z′ := (u1u
−1
2 )
1/2z, we have u−12 F = x
′2 + y′(z′2 + y′m−2). Applying Lemma
3.1 (to k[y, z2]h), we may assume y′, z′, u2 ∈ k[y, z2]h with the desired action.
(Case D4, p 6= 2): As above, we may assume F = x2 + J(y, z) with
J ∈ OK [y, z]h, J ≡
∏3
i=1(siy + tiz) (mod m
4), si, ti ∈ k, g(x) = ax, and g
permutes the set {(siy+ tiz)k}i of 1-dimensional subspaces in m/m2. Write
{g(siy+ tiz)} = {bi(siy+ tiz)}. We may assume
∑
si =
∑
ti = 0, and then
we have b1 = b2 = b3 =: b. Solving a
2 = b3 = εab2, where ε is the signature
of the permutation, we obtain (a, b) = (ε, 1) and that G injects to S3. If G is
of order 2, we can argue as in the previous case. Otherwise G is isomorphic
to S3 or A3. Then by assumption we have p 6= 3. By diagonalizing and
linearizing the action of A3 ⊂ G we may assume F = x2+u1y3+u2z3+q4y2z2
with (123)y = ζ3y and (123)z = ζ
−1
3 z for u1, u2 ∈ (k[y, z]h)∗ and q4 ∈ k. If
G = S3, then we may assume (12)y = z, and that u1 = (12)u2. We may
assume u1 + u2 is a unit. We may assume q4 = 0 by replacing y, z by y1, z1
with y = y1+bz
2
1 and z = z1+by
2
1 , where b ∈ k satisfies q4−3b(u1+u2)0 = 0,
where (u1+u2)0 is the constant term. Then letting y
′ = u
1/3
1 y and z
′ = u
1/3
2 z
we have F = x2 + y′3 + z′3 as desired. Letting yi = ζ
i
3y + ζ
−i
3 z (i = 1, 2, 3)
we have y1+ y2+ y3 = 0, F = x
2+ y1y2y3, and ρ(yi) = yρ(i), the alternative
form.
(Case D4, p = 2): Take a nontrivial g ∈ G. We may assume g(x, y, z) =
(ax, by, cz) and g(F ) = eF . We may assume F ≡ x2 (mod m3). We may
assume F ≡ x2 + xf2 + f3 (mod m4) where fd are homogeneous degree
d polynomials of y, z. We have f3 6= 0, since otherwise the blow-up at
the origin has 1-dimensional singularity, which contradicts the property of
RDPs. If f2 = y
2 there exists no nontrivial (a, b, c). Hence we may assume
either (D04) f2 = 0 or (D
1
4) f2 = yz. Write f3 =
∑
sjky
jzk.
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Case (D04): If f3 has a square factor, then the blow-up at the origin has
singularity that is not an RDP of type Am, which contradicts the property of
D4. So f3 is the product of three distinct linear factors. Hence at least two
of sjk are nonzero. A nontrivial solution (a, b, c) exists only if s12 = s21 =
0, s03 6= 0, s30 6= 0, and then (a, b, c) = (1, b, b2) with b3 = 1. Replacing
J, y, z by unit multiples we may assume J = x2 + y3 + z3. The alternative
form can be obtained in the same way.
Case (D14): If s12 6= 0, then we have a2 = abc = bc2, hence (a, b, c, e) =
(a, 1, a, a2), a 6= 1, but then a2 6= 1, and then we have contradiction as in
the case of Dm (m ≥ 5). Hence s12 = 0 and similarly s21 = 0. If s03 = 0,
then the blow-up at the origin has singularity that is not an RDP of type
Am, which contradicts the property of D4. Hence s03 6= 0 and similarly
s30 6= 0. Then by solving a2 = abc = b3 = c3 we have (a, b, c) = (1, b, b2)
with b3 = 1. Hence G is isomorphic to A3, with the desired action. We may
assume F ≡ x2 + xyz + y3 + z3 (mod m4). We use an argument similar
to the E16 case to reduce to the form F = x
2 + xyz + y3 + z3. Start from
J = x2+xyz+y3+z3+
∑
(i,j,k)∈S rijkx
iyjzk, where S = {(i, j, k) ∈ Z3≥0 | j−
k ∈ 3Z}\{(0, 0, 0), (1, 0, 0), (2, 0, 0), (0, 1, 1), (1, 1, 1), (0, 3, 0), (0, 0, 3)}. Take
a total order ≤ on S such that (i, j, k) < (i′, j′, k′) when i+j+k < i′+j′+k′
or (i+ j + k = i′ + j′ + k′ and i < i′). At each step we either
• replace F by a unit multiple (i ≥ 2),
• replace y by y + (ri22/3)xiz2 (j = k = 2),
• replace y by a unit multiple (j ≥ 3), or
• replace z by a unit multiple (k ≥ 3),
to assume rλ = 0 without violating rµ = 0 (µ < λ). Repeating this and tak-
ing the limit we obtain a unit t ∈ k[[x, y, z]]∗ and elements Y,Z ∈ k[[x, y, z]],
with g(t) = t and g(Y,Z) = (bY, b2Z), such that t−1F = x2+xY Z+Y 3+Z3.
Applying Lemma 3.1 directly, we obtain a solution (t,X, Y ) in k[x, y, z]h
but possibly with a wrong g-action. Instead, we write Y = Ay + Bz2 and
Z = Cz + Dy2 with A,B,C,D ∈ k[[x, y3, yz, z3]], then apply the lemma
to k[x, y3, yz, z3]h and obtain t, A,B,C,D ∈ k[x, y3, yz, z3]h = (k[x, y, z]h)G.
Then Y,Z defined by the formula above and t have the desired g-action. For
the alternative form we set yi = ζ
i
3y + ζ
−i
3 z − 13x.
(Case Am, m ≥ 2) We may assume F ≡ xy (mod m3). Each element
of G either fixes the 1-dimensional subspaces kx and ky of m/m2 or swap
them. Let G0 ⊂ G be the subgroup of the elements of the former type. We
may also assume G fixes kz. Let g ∈ G0 act by g(x, y, z) = (ax, by, cz) and
g(F ) = eF . Solving ab = e = abc we obtain c = 1. Let g ∈ G \ G0 act by
g(x, y, z) = (a′y, b′x, c′z) and g(F ) = e′F . Solving a′b′ = e′ = −a′b′c′ we
obtain c′ = −1.
Write F = xy +
∑
i,j aij(z)x
iyj, where aij(z) ∈ OK [z]h. Let x0, y0 be the
inverse images of x, y by the e´tale (iso)morphism k[z]h → k[x, y, z]h/(Fx, Fy).
letting x′ = x − x0 and y′ = y − y0, we have Fx′ |x′=y′=0 = Fy′ |x′=y′=0 = 0,
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that is, a10 = a01 = 0. This coordinate change is G-equivariant since the
morphism k[z]h → k[x, y, z]h/(Fx, Fy) is so. Then the coefficient of zm+1
of a00 is nonzero and it follows that e = 1, e
′ = (−1)m+1, and G is one of
Cn,Dihn,Dicn with the desired action. Next replace x and y with x+ b02y
and y + b20x for appropriate b02, b20 ∈ k[z]h to obtain a20 = a02 = 0. This
coordinate change is G-equivariant.
We see that there exists X,Y ∈ k[[x, y, z]] such that F = a00 + XY .
Indeed, by replacing X = x and Y = y by X + a0iY
i−1 and Y + ai0X
i−1
we may assume a0i = ai0 = 0 inductively, so we obtain X,Y ∈ k[[x, y, z]]
such that F = a00 + uXY with a G-invariant u ∈ k[[x, y, z]]∗, and then
we replace X,Y by u1/2X,u1/2Y (if p 6= 2) or by uX, Y (if G = Cn). By
Lemma 3.1 we can take X,Y ∈ k[x, y, z]h. The action of G on X,Y may
not be the desired one, but we still have that g(X) differs by a unit from X
or Y for each g ∈ G, since g(X)g(Y ) = XY and k[x, y, z]h is a UFD. So by
taking a suitable geometric mean we may assume that the G-action is the
desired one. Finally we write a00 = vz
m+1, v ∈ k[z]h, and replace X,Y by
v1/2X, v1/2Y or by vX, Y so we have v−1F = zm+1 +XY .
(Case A1) We have nothing to prove. 
Proof of Proposition 3.5. (1) This is immediate from Proposition 3.7(1),
since a nontrivial automorphism of B of finite order prime to p induces
a nontrivial automorphism on B ⊗ k (indeed, if the induced automorphism
is trivial, then applying Maschke’s theorem to B → B ⊗ k we obtain G-
invariant elements generating m, and then G acts trivially on the completion
Bˆ at m and hence on B itself, a contradiction).
(2) Using Proposition 3.7(2), we can assume that B = OK [x, y, z]h/(F )
and that the action on x, y, z and the mod p reduction F of F are of the
desired form. It remains to simplify F . In the case of Am we can argue as in
Proposition 3.7, use at the final step the Weierstrass preparation theorem,
and then if p does not divide m + 1 replace z with z + qm/(m + 1). The
other cases are more complicated.
(Case (Dm,S2), m ≥ 4) As in the previous proposition, we can write
F = x2 + J(y, z), J ∈ k[y, z2]h. We can find q0 ∈ p and a non-unit L(z) ∈
OK [[z2]] such that y′ = y−L(z) divides J−q0. Then we have F = x2+q0+
y′(u1z
2 +M(y′)) with u1 ∈ OK [[y′, z2]]∗, M(y′) ∈ OK [[y′]], and M(y′) ≡
y′m−2 (mod (p + (y′m−1))). We can write q0 + y
′M(y′) = u2N(y
′) with a
monic polynomial N(y′) ∈ OK [y′] of degree m−1 and a unit u2 ∈ OK [[y′]]∗.
So we have F = x2 + u1y
′z2 + u2N(y
′). Using Lemma 3.1 we may assume
u1, u2, y
′ ∈ OK [y, z2]h. Letting x′ = u−1/22 x and z′ = u1/21 u−1/22 z we have
u−12 F = x
′2 + y′z′2 +N(y′).
(Case (D4,S3) and (D4,A3), p 6= 2) As in the previous case we can
write F = x2 + J(y, z) with a G-invariant J ∈ OK [y, z]h with J ≡ y3 + z3
(mod (p + m4)) and (123)(y, z) = (ζy, ζ−1z), (12)(y, z) = (z, y). We will
find a coordinate for which J = y3 + z3 + r00 + r11yz. To achieve this,
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we argue as in the case E16 and D
1
4 of the proof of Proposition 3.7. Write
J = y3 + z3 +
∑
(j,k)∈S rjky
jzk, rjk ∈ OK and r00, r11, r30, r03 ∈ p, where
S = {(j, k) ∈ Z2≥0 | j − k ∈ 3Z}. Let S˜ = Z≥0 × (S \ {(0, 0), (1, 1)}), and
for each λ = (h, j, k) ∈ S˜ define the statement T (λ) to be “|rjk| ≤ |r11|h”.
Assume for a moment that G = A3. Take a total order ≤ on S˜ such that
(h, j, k) < (h′, j′, k′) when h+ j+ k < h′+ j′+ k′ or (h+ j+ k = h′+ j′+ k′
and h < h′). For each λ = (h, j, k) ∈ S˜, if we have T (µ) for all µ < λ, then
we either
• replace y by y + (r22/3)z2 (if j = k = 2),
• replace y by a unit multiple (j ≥ 3), or
• replace z by a unit multiple (k ≥ 3),
to assume T (µ) for all µ ≤ λ. Note that this does not change r11. As in the
D14 case of Proposition 3.7 we obtain coordinates with the desired formula
and G-action. Now consider the case G = S3 (we have rjk = rkj). This
time we take a total order ≤ on the set S˜/S2 (the nontrivial element of S2
acting by (h, j, k) 7→ (h, k, j)) with the same conditions. At the [λ]-th step
(λ ∈ S˜), i.e. if we have T (µ) for all µ ∈ S˜ with [µ] < [λ], we either
• replace y, z by y + (r22/6)z2, z + (r22/6)y2 (if j = k = 2), or
• replace y, z by uy, ((12)u)z (otherwise),
to assume T (µ) for all µ with [µ] ≤ [λ]. By the same argument we have
y′, z′ ∈ OK [[y, z]], with the desired formula. Writing y′ = (A + B(y3 −
z3))y + (C +D(y3 − z3))z2, z′ = (A −B(y3 − z3))z + (C −D(y3 − z3))y2,
with A,B,C,D ∈ OK [[y3 + z3, yz]] = OK [[y, z]]G, and applying Lemma
3.1 we obtain A,B,C,D ∈ (OK [y, z]h)G, hence y′, z′ ∈ OK [y, z]h, with the
desired formula and action.
Letting yi = ζ
iy+ ζ−iz− 13r11, q0 := r00+ 127r311, and q2 := −r11, we have
J = y1y2y3+ q0, y1+ y2+ y3− q2 = 0 and ρ(yi) = yρ(i), the alternative form.
(Case (D4,A3), p = 2): We start from F = x
2 + exyz + y3 + z3 +∑
(i,j,k)∈S rijkx
iyjzk (e = 0, 1). Let S = {(i, j, k) ∈ Z3≥0 | j − k ∈ 3Z}. Take
a total order ≤ on S˜ = Z≥0 × (S \ S0),
S0 = {(0, 0, 0), (1, 0, 0), (2, 0, 0), (0, 1, 1), (1, 1, 1), (0, 3, 0), (0, 0, 3)}.
Let r∗ ∈ p be an element with max{|r000|1/2, |r100|, |r011|} ≤ |r∗| < 1, and
for each λ = (h, i, j, k) ∈ S˜ define the statement T (λ) to be “|rijk| ≤ |r∗|h”.
Take a total order ≤ on S˜ such that (h, i, j, k) < (h′, i′, j′, k′) when h + i +
j + k < h′ + i′ + j′ + k′ or (h + i + j + k = h′ + i′ + j′ + k′ and h < h′)
or (h + i + j + k = h′ + i′ + j′ + k′ and h = h′ and i < i′). We use same
coordinate change as in the D14 in Proposition 3.7 (this does not change
max{|r000|1/2, |r100|, |r011|}). The alternative form can be obtained in the
same way.
(Case (E6,S2)): As above, we may assume F = x
2+J(y, z) and we write
J = uy3 + vz4 + q00 + q10y + q20y
2 + q02z
2 + q12yz
2 + q22y
2z2 with units
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u, v ∈ (OK [y, z]h)∗, and coefficients qij in p except possibly for q22. We may
assume the constant terms of u and v are 1 (if p = 3, this involves multiplying
F and x by units in O∗K). First assume p 6= 3. We let y = y1 + b + cz21
and z = z1 for b = −q20/3 and c = −q22/3, and then let y2 = u1/31 y1 and
z2 = v
1/4
1 z1, and repeat this procedure. Then by taking the limit we obtain
y′, z′ ∈ OK [[y, z]], congruent to y, z modulo (p +m2), and q′ij ∈ p satisfying
J = y′3+ z′4+ q′00+ q
′
10y
′+ q′02z
′2+ q′12y
′z′2. By Lemma 3.1 we may assume
y′, z′ ∈ OK [y, z]h with the desired action.
Next assume p = 3. First assume q22 ∈ p (so the singularity is E06).
We replace J, z by u−1J, u−1/4v1/4z, and repeat. Next assume q22 6∈ p (so
the singularity is E16). We let y = ay1 and z = bz1 where a = uvq
−2
22 and
b = u2vq−322 , then we have uy
3 + vz4 + q22y
2z2 = u4v3q−622 (y
3
1 + z
4
1 + y
2
1z
2
1).
Hence (u4v3q622)
−1J = u1y
3
1+v1z
4
1+q
′
22y
2
1z
2
1+
∑
q′ijy
i
1z
j
1. Next let y1 = y2+b
and z1 = z2 with b = −q12/2. Repeat this and argue as in the p > 3 case.
(3) We first show that it suffices to give a simultaneous G-resolution af-
ter an e´tale base change. Indeed, assume that B → B1 is a local e´tale
G-equivariant homomorphism and f : X → SpecB1 is a simultaneous G-
resolution. By extending K we may assume that B/m → B1/m1 is an iso-
morphism. Let V = SpecB, o ∈ V the closed point, and V ∗ = V \ {o}. De-
fine V1, o1, V
∗
1 similarly. Write R = V1 ×V V1, which is the e´tale equivalence
relation on V1 inducing V = V1/R. Then we have R = ∆(V1)⊔R∗, where ∆ is
the diagonal, and R∗ ⊂ V ∗1 ×V ∗ V ∗1 . Now let R′ = ∆(X)⊔f∗(R∗) ⊂ X×V X.
Here f∗(R∗) is isomorphic to R∗ since f is an isomorphism over V ∗1 . Then R
′
is a e´tale equivalence relation onX andX/R′ → V1/R = V is a simultaneous
G-resolution.
It remains to give a partial simultaneous G′-resolution of B′ (except case
(A1)). For cases of Am (m ≥ 1), we moreover construct a (not partial)
simultaneous G-resolution.
(Case (Am, Cn) (m ≥ 2)): By replacing K by a finite extension, we obtain
F = xy +
∏m+1
i=1 (z − αi) for some αi ∈ p. (Since the generic fiber is smooth
it follows that αi’s are distinct.) Let Ij = (x, (z − α1)(z − α2) · · · (z − αj))
(j = 1, . . . ,m). Then these ideals are G-invariant and the blow-up at the
ideal I = I1I2 · · · Im is a simultaneous G-resolution.
(Cases (Am,Dihn) (m ≥ 3 odd) and (Am,Dicn) (m ≥ 2 even)): By
replacing K by a finite extension, we obtain F = xy +
∏m+1
i=1 (z − αi) for
some αi ∈ p satisfying αm+2−i = −αi (hence αm/2+1 = 0 if m even). Define
Ij as in the previous case. Then, because of the identity xy =
∏
(z−αi), the
blow-up at τ(Ij) = (y, (z − αm+2−j) · · · (z − αm)(z − αm+1)) coincides with
the blow-up at Im+1−j = (x, (z − α1)(z − α2) · · · (z − αm+1−j)). This shows
that the blow-up at IjIm+1−j is τ -equivariant (even if the ideal itself is not
τ -stable). Likewise, the blow-up at I =
∏
Ij is τ -equivariant and hence is a
simultaneous G-resolution.
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(Case A1): It suffices to give a simultaneous G-resolution of the Henseliza-
tion Bh of B. The local Picard group Cl(Bh) of Bh is isomorphic to Z. Let
I+ and I− be ideals of Weil divisors that are the two generators of Cl(B
h).
We will show that the blow-ups at I± are G-resolutions. To show this it
suffices to check that it is a g-resolution for each nontrivial g ∈ G. Write
Bh = OK [x, y, z]h/(F ). We may assume g(x, y, z) = (ax, by, cz). We may
assume ab = c = 1. As in the case of Am (m ≥ 2), we may assume
F = xy + (z − α1)(z − α2) with αi ∈ p. Let Ji = (x, z − αi). Then [J1], [J2]
are the two generators of Cl(Bh). Also, J1, J2 are g-invariant, and the blow-
ups at Ji are simultaneous g-resolutions. Since this is true for all g ∈ G, the
blow-ups at Ji are G-resolutions.
(Applying Shepherd-Barron’s result (see Remark 3.6) to the case of A1, it
follows that there are no other resolution, so we have that any simultaneous
resolution is G-equivariant.)
(Case (Dm,S2) (m ≥ 4)): Write ym−1+
∑m−2
l=0 qly
l = −(A(y)2+ yB(y)2)
with polynomials A,B ∈ OK [y]. (To find such A,B, we write ym−1 +∑
qly
l =
∏
(y + β2i ), and write
∏
(βi +
√−y) = √−1(A + B√−y) with
A,B ∈ OK [y]). Then we have F = (x+ A)(x − A) + y(z + B)(z − B) and
the ideal I = (x+A, z +B)(x−A, z −B) is G-invariant. The blow-up at I
is a partial G-resolution, whose special fiber having a single singularity, of
type Am−2.
(Cases (D4,S3) and (D4,A3)) (p may be = 2): We use the alternative
form.
Write R(x) = r1x+ r0. Write Q(x) = (h1x+h0)(a1x+a0)(b1x+ b0) with
a1, b1, h0 ∈ O∗K , a0, b0 ∈ p, and h1 ∈ OK . We have a1b0 − a0b1 6= 0, since
otherwise the generic fiber has singularity. Write H(x) = h1x + h0. Take
nonzero γ, δ ∈ p satisfying γbj + δaj + γδrj + (γδ)2hj = 0 for j = 0, 1: by
the conditions on the coefficients we straightforwardly observe that such a
solution exists. If p 6= 2 we have r1 = 0 and assume H(x) = 1, a1 = b1 = 1,
a0 = −b0, and then we have γ = −δ. Then we have
F1 = H(x)(a1x+ a0 + γyi)(b1x+ b0 + δyi)
+ yi(yi+1 + γδH(x))(yi+2 + γδH(x)) + ε
in OK [x, y1, y2, y3]h, where
ε = −H(x)yi(((b1x+ b0)γ + (a1x+ a0)δ + γδR(x) + (γδ)2H(x)) + γδF2)
= −γδH(x)yiF2 ∈ (F2).
Let Ii = (a1x+a0+γyi−1, yi+γδH(x)) ⊂ B. Then we have ρ(Ii) = Iρ(i) for
each ρ ∈ G ⊂ S3. Indeed, clearly (123)Ii = Ii+1 and, if G = S3 (in which
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case p 6= 2), (i, i + 1)Ii = Ii+1 follows from the equality
−a1x+ a0 + γyi−1 = −(a1x+ a0 + γyi)− γ(yi+1 + γδH)
+ γF2 + (2a0 + γ
2δH + γR)
≡ −(a1x+ a0 + γyi)− γ(yi+1 + γδH) (mod (F2))
inOK [x, y1, y2, y3]h, where (2a0+γ2δH+γR) = 0 follows from the conditions
on ai, bi, hi, ri and γ, δ. Hence the ideal J = I1I2I3 is G-invariant. The
blow-up at J is a partial G-resolution, whose special fiber having a single
singularity, of type A1.
(Case (E6,S2)) (p may be = 3): We can write F = x
2 − (z2 −H(y))2 +
4T (y) with H =
∑2
i=0 hiy
i and T =
∑4
i=0 tiy
i with h0, h1, t0, t1, t2 ∈ p,
t3 ∈ O∗K , h2, t4 ∈ OK . Take a decomposition T = RS with R,S ∈ OK [y]
with degR = degS = 2, ordy(R mod p) = 1 and ordy(S mod p) = 2. Write
R =
∑2
i=0 riy
i and S =
∑2
i=0 siy
i. We find A ∈ OK [y] (of degree ≤ 2),
b, c0 ∈ p and c1 ∈ O∗K satisfying, letting C(y) = c1y + c0,
H = −A+ 2b2R
−H2 + 4T = −A2 − 4RC2
so that F = (x + z2 + A)(x − z2 − A) + 4R(bz + C)(bz − C). Then the
blowup at the (G-invariant) ideal (x+ z2+A, bz+C)(x− z2−A, bz−C) is
a partial simultaneous G-resolution (with one remaining singularity, of type
(D4,S2)). By eliminating A, we need b
4R − b2H + S = −C2. For the left
hand side to be a square we need
(r1b
4 − h1b2 + s1)2 − (r0b4 − h0b2 + s0)(r2b4 − h2b2 + s2) = 0,
which indeed has solution b in p since h0, h1, r0, s0, s1 ∈ p and r1 ∈ O∗K . 
Proof of Theorem 1.3. If G is symplectic then this follows from Proposition
3.5(3) inductively (unless G = 1, in which case we use [Art74, Theorem 2]).
Now assume G is non-symplectic. We may assume that G is cyclic with
generator g.
First we reduce to the special case of A1 or A2 and G acting on the excep-
tional curves transitively. Assume we have a G-resolution π : X → X ′ and
let E be the exceptional divisor. Then, by the shape of the Dynkin diagram,
the set of components of E has a G-orbit O consisting of one or two ele-
ments. Then π factors through a G-equivariant morphism π′′ : X → X ′′ that
contracts exactly components in O (as in the proof of [LM15, Proposition
3.1]). Such π′′, which gives a G-equivariant simultaneous resolution of X ′′,
cannot exist according to the special case.
Consider the special case. Assume π : X → SpecB is a G-resolution.
Let E1, . . . , Em be the exceptional curves (m = 1, 2). Then π induces a G-
equivariant homomorphism (R1π∗O∗X )x¯ → Cl(Bh) where x¯ is the geometric
point of SpecB above the maximal ideal, and Cl(Bh) is the local Picard
group. This map is surjective since, for each e´tale neighborhood V of x¯, the
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group Cl(O(V )) is generated by classes of Weil divisors D on V and we can
take O(π−1(D)) ∈ Pic(π−1(V )) as their inverse images. Since the source is
generated by the classes of E1, . . . , Em, the G-action on it factors through
a group of order m!, and if m = 2 its eigenvalue −1 has multiplicity 1. It
suffices to check that the G-action on Cl(Bh) is not a quotient of this type.
Case A1: By some calculation as in the symplectic case, it follows that,
after extending K, we have Bh ∼= OK [x, y, z]h/(F ), F = xy + z2 − q2, with
q ∈ p and g(x, y, z) = (ax, a−1y,−z). Since Cl(Bh) is an infinite cyclic
group generated by [D+] = −[D−], where D± = (x = z ± q = 0), g acts on
Cl(Bh) by −1 (cf. [LM15, Section 6]). Hence Cl(Bh) cannot be the image
of (R1π∗O∗X )x¯.
Case A2: Likewise, after extending K we have B
h ∼= OK [x, y, z]h/(F ),
F = xy + z3 + q2z
2 + q1z + q0, ql ∈ p, and that one of the following holds.
• g(x, y, z) = (ax,−a−1y,−z), q2 = q0 = 0.
• g(x, y, z) = (ax, a−1y, ζ3z), q2 = q1 = 0.
• g(x, y, z) = (y, x, z).
• g(x, y, z) = (y, x, ζ3z), q2 = q1 = 0.
Only in the third and the fourth cases g swaps E1 and E2. To compute
the action on Cl(Bh), we can use the generators Xi, Yi (i = 1, 2, 3), subject
to relations Xi + Yi =
∑
Xi =
∑
Yi = 0, defined by Xi = [(x, z − αi)],
Yi = [(y, z−αi)] where
∏
(z−αi) = z3+q2z2+q1z+q0 is the decomposition.
In the the fourth case the action of g on Cl(Bh) is of order 6. In the third
case, the action of g on Cl(Bh) is of order 2 but its eigenvalue −1 has
multiplicity 2. Hence Cl(Bh) cannot be the image of (R1π∗O∗X )x¯. 
4. G-equivariant flops
In this section we prove the existence and termination of G-equivariant
flops for G-models of K3 surfaces (more generally surfaces with numerically
trivial canonical divisor), relying on the results in our previous paper [LM15,
Section 3].
4.1. A complement to Liedtke–Matsumoto. In this subsection we re-
call the result of [LM15, Section 3] on the existence and termination of flops
between proper smooth models of a fixed K3 surface.
The following definitions, taken from [LM15, Section 3]1, are adjustments
of those in [KM98, Definitions 3.33 and 6.10] to our situation of models of
surfaces.
Definition 4.1. Let X be a smooth and proper surface over K with numer-
ically trivial ωX/K that has a proper smooth model X → SpecOK . Then,
(1) A proper and birational morphism f : X → Y over OK is called a
flopping contraction if Y is normal, ωX/OK is numerically f -trivial,
and the exceptional locus of f is of codimension at least 2.
1 These definitions do not explicitly appear in the present version (arXiv:1411.4797v2).
They do only in the upcoming version.
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(2) If D is a Cartier divisor on X , then a birational map X 99K X+
over OK is called a D-flop if it decomposes into a flopping contrac-
tion f : X → Y followed by (the inverse of) a flopping contraction
f+ : X+ → Y such that −D is f -ample and D+ is f+-ample, where
D+ denotes the strict transform of D on X+.
(3) A morphism f+ as in (2) is also called a flop of f .
A flop of f , if exists, does not depend on the choice of D by [KM98,
Corollary 6.4, Definition 6.10]. This justifies talking about flops without
referring to D.
In [LM15, Section 3] we proved that:
Proposition 4.2 (Existence & Termination of Flops, [LM15, Propositions
3.1, 3.2]). Let X be a surface over K with numerically trivial canonical
divisor, and Y a proper smooth model of X over OK . Let L be an ample
line bundle on X, and denote by L0 the restriction to Y0 of the extension to
Y of L. Then we have the following.
(a) Let Z =
⋃
Ci be a union of finitely many L0-negative integral curves
Ci. Then we have a flopping contraction f : Y → Y ′ contracting Ci’s and
no other curves, and we have its flop Y 99K Y+ over OK . Y+ is again a
proper smooth model of X over OK .
(b) After applying finitely many flops as in (a), we arrive at a proper
smooth model Y† of X such that L†0 is nef.
Remark 4.3. (1) As showed in the proof of [LM15, Proposition 3.1], there
are only finitely many L0-negative curves, and over k those curves are
smooth rational curves forming finitely many ADE configurations. In par-
ticular the irreducible components of Zk are again smooth rational curves
again forming finitely many ADE configurations.
(2) In [LM15, Proposition 3.1], part (a) is stated only for a single integral
(not necessarily geometrically integral) curve Z. But the same proof applies
to the case of connected Z, and we can reduce the general case to the
connected case (since the flop at one connected component of Z does not
affect the L0-degrees of the curves on the other components).
In the present version of [LM15] this proposition is proved only under the
assumption p 6= 2 (the assumption is removed in the upcoming version). For
the reader’s convenience we explain how to remove the assumption.
Proof. (a) We follow the proof of [LM15, Proposition 3.1]. As in that proof
we obtain, without using the assumption p 6= 2, the contraction f : Y →
Y ′ contracting Ci’s to a point w and contracting no other curves. Let wˆ
be the formal completion of Y ′ along w and let Zˆ → wˆ be the formal
fiber over fˆ . Then ŵ is a formal affine scheme, say Spf R, and we may
assume the residue field of R is k. The special fiber of Spf R is a rational
singularity of multiplicity 2. By [Lip69, Lemma 23.4], the completion of
the local ring of the special fiber is of the form k[[x, y, z]]/(h′(x, y, z)), with
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h′ ∈ (x, y, z)2 and h′ 6∈ (x, y, z)3. Under the assumption p = char k 6= 2, we
may assume after a change of coordinate that the power series h′(x, y, z) is
of the form z2−h(x, y) for some polynomial h(x, y). If p may be equal to 2,
we may still assume that h′ is of the form z2− h1(x, y)z − h0(x, y) for some
power series hi(x, y). The completion of R is of the form OˆK [[x, y, z]]/(H ′),
H ′ = z2 − H1(x, y)z − H0(x, y), where Hi(x, y) is congruent to hi(x, y)
modulo the maximal ideal of OˆK . We denote by t : Spf R → Spf R the
involution induced by z 7→ H1(x, y) − z. Then t induces −id on the local
Picard group since, for a divisor D of Spf R we have D + t(D) = π∗π∗(D)
where π is the double covering π : Spf OˆK [[x, y, z]]/(H ′) → Spf OˆK [[x, y]]
(cf. [Kol89, Example 2.3]). We denote by Zˆ+ → wˆ the composition t ◦ fˆ .
By [Kol89, Proposition 2.2], this gives the desired flop formally. Then we
can show, without using the assumption p 6= 2, that this is induced from a
morphism of algebraic spaces.
(b) The proof of [LM15, Proposition 3.2] applies. 
We recall another result (also OK for p = 2).
Proposition 4.4 ([LM15, Section 3]2). Let X be a K3 surface over K
with good reduction. Let L an ample line bundle of X. Then there exists
a projective RDP model X of X, the extension of L to which is relatively
ample. Such X is unique up to isomorphism.
Proof (sketch). Start from a proper smooth model Y of X. Applying Propo-
sition 4.2, we may assume the restriction L0 to Y0 of the extension to Y of
L is nef and big. Then we can show that, for suitable m, the image of
|L⊗m| : Y → PNOK is a projective RDP model of the desired type. Unique-
ness follows from a Matsusaka–Mumford type result. 
4.2. G-equivariant flops. We prove the following G-equivariant version.
Proposition 4.5. Let X, Y, L as in Proposition 4.2. Assume X is equipped
with an action of a finite group G, Y is a G-model, and L is G-invariant.
(a) Let Z as in part (a) of Proposition 4.2, and assume Z is G-stable.
Then G acts canonically on the resulting model Y+ and the flop is a G-
equivariant rational map.
(b) After applying finitely many flops as in (a), we arrive at a proper
smooth G-model Y† of X such that L†0 is nef.
Proof. (a) This essentially follows from the uniqueness of the flop, as follows.
Giving a G-action on Y+ compatible with that on X is equivalent to
giving, for each g ∈ G, an isomorphism Y+ ∼→ g∗Y+ extending the identity
X
∼→ X, where g∗Y+ is the normalization of Y+ in the pullback g : X → X.
(It is required that the isomorphisms be compatible with the group structure,
but once we have morphisms this is automatic since it is trivially true on a
dense open subspace X.)
2Explicitly stated only in the upcoming version.
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Now consider the diagram Y → Y ′ ← Y+, the flop at Z. By taking the
normalization under the pullback g : X → X, we obtain g∗Y → g∗Y ′ ←
g∗Y+. By taking composite with the isomorphism Y ∼→ g∗Y induced from
the G-action on Y, this diagram becomes Y → g∗Y ′ ← g∗Y+, the flop at
g∗(Z). Since g∗(Z) = Z, the two flopping contractions are the same and
the two flops are the same, hence there are isomorphisms Y ′ ∼→ g∗Y ′ and
Y+ ∼→ g∗Y+ extending the identity on the generic fiber.
(b) Assume L0 is not nef, and take an L0-negative curve C on Y. Since
L is G-invariant, images of C under G are all L0-negative. We can apply
part (a) to the union Z of those images. Therefore we can conclude from
part (b) of Proposition 4.2. 
Proposition 4.6. Let X,L be as in Proposition 4.4, G ⊂ Aut(X) a sub-
group, and assume L is invariant under G. Then X is naturally a G-model.
Proof. The uniqueness induces a G-action, as in the previous proposition.

Remark 4.7. This can be applied only to finite G, since for an ample line
bundle L on a K3 surface Aut(X,L) is finite [Huy16, Proposition 5.3.3].
5. Proof of main theorems
Using the results of previous two sections, we can prove Theorem 1.1.
Proof of Theorem 1.1. Take a proper RDP G-model X ′ which is a scheme
(this can be achieved by taking a G-invariant ample line bundle of X and
then applying Proposition 4.6). It remains to show that X ′ admits a si-
multaneous G-resolution. By Theorem 1.3, for each x ∈ X nonsm there is a
simultaneous Gx-equivariant resolution of SpecOX ,x, where Gx = Stab(x).
We choose a family (Y(x) → SpecOX ,x)x∈Xnonsm of local simultaneous Gx-
equivariant resolution satisfying g∗Y(x) = Y(g−1(x)). To show that this is
possible, we consider a G-orbit O of X nonsm, take one x ∈ O and choose one
simultaneous Gx-resolution Y(x), and then for each other x′ = g−1(x) ∈ O
we take Y(x′) to be g∗Y(x), which does not depend on the choice of g since
Y(x) is a Gx-resolution. Gluing Y(x) we obtain a (global) G-equivariant
simultaneous resolution of X ′. 
This also proves part (1) of Theorem 5.1 below.
Next we consider Theorem 1.2.
As explained in the introduction, we have two methods to prove non-
extendability of automorphisms. We introduce the first one, relying on
birational geometry of G-models developed in the previous section, to prove
the case of non-symplectic automorphisms of finite order prime to p.
Theorem 5.1. Let X be a (smooth) K3 surface over K, G a finite subgroup
of Aut(X) of order prime to p, and X a projective RDP G-model of X.
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(1) If Gx = Stab(x) is symplectic for any x ∈ X nonsm, then X admits a
G-equivariant simultaneous resolution, in particular G is extendable.
(2) If Gx is non-symplectic for some x ∈ X nonsm, then G is not extendable.
Proof. (1) This follows as in the proof of Theorem 1.1 above (in this case
we need only properness of X instead of projectiveness).
(2) Assume there exists, after extending K, a proper smooth G-model Y
of X. Note that then ωY/OK is numerically trivial, as it is trivial on the
generic fiber.
Take a relative ample line bundle on X , which we may assume to be
G-invariant. Then by Proposition 4.6 we obtain a proper smooth G-model
Y† equipped with a G-equivariant morphism Y† → X . In other words it
is a simultaneous G-resolution of X . But since Gx is non-symplectic this
contradicts Theorem 1.3. 
We give examples satisfying assumptions of Theorem 5.1 for p arbitrary,
G = Z/lZ, 2 ≤ l ≤ 11 prime, l 6= p.
We fix the notation on elliptic surfaces. If we say that we define X by
the Weierstrass form F (x, y, t) = y2 + a1(t)xy + a3(t)y + x
3 + a2(t)x
2 +
a4(t)x+ a6(t) = 0 over a field k, with ai ∈ k[t] with deg ai ≤ 2i, we actually
mean that X is the projective variety Proj k[Xi, Y, Zj ]0≤i≤2,0≤j≤6/I where
I is the inverse image of (F ) ⊂ k[x, y, t] under the ring homomorphism
k[Xi, Y, Zj ]→ k[x, y, t] defined by Xi 7→ xti, Y 7→ y, Zj 7→ tj. In particular,
X has Speck[x, y, t]/(F ) and Speck[x′, y′, s]/(F ′) as open subschemes, where
F ′ = y′2+a′1(s)x
′y′+a′3(s)y
′+x′3+a′2(s)x
′2+a′4(s)x
′+a′6(s), where a
′
i(s) =
s2iai(1/s) ∈ k[s], with gluing given by x′ = xt−4, y′ = yt−6, s = t−1. (To
cover X by affine schemes we need two more pieces corresponding to x = y =
∞ and x′ = y′ = ∞, but usually they are not important and are omitted.)
If these two affine subschemes has only RDP singularity, then the projective
variety is an RDP K3 surface. We also define projective OK-schemes in the
same way, and have a similar criterion for the projective scheme to be an
RDP model.
For two primes p, l with 2 ≤ l ≤ 11, we define Xl,p and its automorphism
σl,p by
X11,p : y
2 + yx+ x3 − (t11 − p) = 0, y′2 + s2y′x′ + x′3 − s(1− ps11) = 0
X7,p : y
2 + yx+ x3 − (t7 − p) = 0, y′2 + s2y′x′ + x′3 − s5(1− ps7) = 0
X5,p : y
2 + yx+ x3 − (t5 − p)(t5 − 1) = 0, y′2 + s2y′x′ + x′3 − s2(1− ps5)(1− s5) = 0
X3,p : y
2 + yx+ x3 − (t3 − p)(t9 − 1) = 0, y′2 + s2y′x′ + x′3 − (1− ps3)(1− s9) = 0
X2,p : y
2 + yx+ x3 − (t2 − p)(t8 − 1) = 0, y′2 + s2y′x′ + x′3 − s2(1− ps2)(1− s8) = 0
and σl,p : Xl,p → Xl,p : (x, y, t) 7→ (x, y, ζlt), (x′, y′, s) 7→ (ζ−4l x′, ζ−6l y′, ζ−1l s).
Non-symplecticness is checked by using global 2-form ω = (2y+x)−1dx∧dt =
−(2y′ + s2x′)−1dx′ ∧ ds. Then the singular points of Xl,p in characteristics
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0 and p are as follows (here, and in the next section, we do not distinguish
analytically non-isomorphic RDPs of the same Dynkin diagram):
l char. 0 char. p
each l (x, y, t) = (0, 0, 0) — Al−1
5, 3, 2 (x, y, t) = (0, 0, 1) — Ale−1 if p = l (*)
7 (x′, y′, s) = (0, 0, 0) E8 E8
5 (x′, y′, s) = (0, 0, 0) A2 A2 if p 6= 2, E7 if p = 2
3 (x′, y′, s) = (0, 1, 0) — D4 if p = 2
2 (x′, y′, s) = (0, 0, 0) A2 A2 if p 6= 2 E7 if p = 2
(*) le = 5, 9, 8 for l = 5, 3, 2 respectively (this appears in the factor tl
e − 1
in the formula).
Thus these formula define projective RDP σ-models X . Let X˜ the RDP
model obtained as in the first paragraph of the proof of Lemma 2.8. This
is a projective RDP model. Moreover, since at each step each RDP on the
generic fiber is σ-fixed, X˜ admits a natural σ-action. Now assume l 6= p.
Since the singularity of X˜ at (x, y, t) = (0, 0, 0) on the special fiber is fixed
by σ (hence has a non-symplectic stabilizer) we can apply Theorem 5.1 to
obtain examples for Theorem 1.2 for G = Z/lZ, 2 ≤ l ≤ 11, l 6= p.
We will also give examples which have projective smooth models for the
case G = Z/2Z, p 6= 2, 3.
Take an integer a satisfying a ≡ 0 (mod p) and a 6= 0. Let F = a2z6 +
(x3 − xz2)2 + (y3 − yz2)2. Let X be the double covering of P2OK defined by
w2 = F (x, y, z). It is clear that the points defined by (p = w = x3 − xz2 =
y3 − yz2 = 0) are singular and hence S = X nonsm contains these points.
A straightforward computation shows that X has no other singular points,
and that all the points of S are k-rational and are RDPs of type A1.
Let ι be the deck transformation (x, y, z, w) 7→ (x, y, z,−w). This defines
an involution on X , and all points of S are fixed by ι. Non-symplecticness
of (the restriction ι|X to the generic fiber X of) ι can be showed either by
directly computing (ι|X)∗(ω) for a global 2-form ω = w−1xyzd log(y/x) ∧
d log(z/x), or by checking that Fix(ι|X ) = (w = 0) is 1-dimensional (use
Lemma 2.13). By Theorem 5.1 ι is not extendable.
The Weil divisors C+ and C− defined by C± = (w± az3 = x3−xz2+ y3−
yz2 = 0) are non-Cartier exactly at S, and it can be easily seen that BlC+ X
and BlC− X are projective smooth models of X . (Since ι interchanges C+
and C− and the two blow-ups are not isomorphic, these smooth models are
not ι-models.)
The second method of proving non-extendability is to use Proposition 2.3
and Corollary 2.5.
In Sections 6.2 and 6.4 we give examples, for 2 ≤ p ≤ 19 resp. 2 ≤ p ≤ 7,
of non-symplectic resp. symplectic automorphisms of order p specializing to
the identity on the characteristic p fiber. In Section 6.5 we give examples,
for p ≥ 2, of (symplectic and non-symplectic) infinite order automorphisms
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specializing to the identity. Together with Corollary 2.5(a) these examples
prove the remaining cases of Theorem 1.2.
6. Automorphisms specializing to identity
6.1. Restriction on the residue characteristic for finite order case.
Proposition 6.1. Let g be an automorphism of finite order of a K3 surface
X over K in characteristic 0. If sp(g) = 1, then the order of g is a power
of the residue characteristic p.
Proof. By replacing g with a power, we may assume g is of prime order l.
We have g∗ω = ζω with ζ an l-th root of 1, where ω is as in Lemma 2.12.
Since sp(g) = 1, we have |ζ − 1|p < 1. If g is non-symplectic (ζ 6= 1), this
implies l = p.
Assume now g is symplectic. Any symplectic automorphism on a K3
surface of finite prime-to-characteristic order has at least one fixed point
(Lemma 2.13), so take x ∈ Fix(g). We may assume x is K-rational. Let x0
be the specialization of x with respect to some proper RDP scheme g-model
X of X (use Proposition 4.6 to find such X ). Clearly g acts non-trivially on
OX ,x0 . Therefore, as in the proof of Proposition 3.5(1), sp(g) cannot be = 1
if l 6= p. 
Corollary 6.2. If p ≥ 23, then no nontrivial automorphism of finite order
of a K3 surface over K specializes to the identity.
Proof. A K3 surface in characteristic 0 does not admit an automorphism of
prime order ≥ 23 ([Nik79, Sections 3,5]). 
Remark 6.3. The converse of Proposition 6.1 does not hold in general,
that is, there exists automorphisms of order p specializing to a nontrivial
automorphism, as will be seen for the case p = 11 in Example 6.7. However,
if p ∈ {13, 17, 19}, then the converse is true, as there is only one K3 surface
with automorphism of order p, and in that case the automorphism specializes
to identity, as we see in Section 6.3.
In the next two subsections we give examples of a K3 surface over Qp(ζp)
equipped with a non-symplectic resp. symplectic automorphism of order p
(2 ≤ p ≤ 19 resp. 2 ≤ p ≤ 7) which specializes to identity. The strategy of
the construction is simple: We give (an open subscheme of) a proper RDP
model on which the automorphism g acts as g : (xi) 7→ (aixi) with some p-th
roots ai of 1. Since p-th roots of 1 are congruent to 1 modulo the maximal
ideal of Zp[ζp], sp(g) is clearly trivial. We only need to check that the model
is indeed an RDP model (i.e. that there are no worse singularities) and that
g is not trivial on the generic fiber.
6.2. Non-symplectic examples of finite order. For 3 ≤ p ≤ 19, let Xp
the example of [Kon92, Section 7] of a K3 surface in characteristic 0 with
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a non-symplectic automorphism σ of order p. Explicitly, Xp and σ = σp is
given by the Weierstrass form
X3 : y
2 = x3 − t5(t− 1)5(t+ 1)2, σ(x, y, t) = (ζ3x, y, t),
X5 : y
2 = x3 + t3x+ t7, σ(x, y, t) = (ζ35x, ζ
2
5y, ζ
2
5 t),
X7 : y
2 = x3 + t3x+ t8, σ(x, y, t) = (ζ37x, ζ7y, ζ
2
7 t),
X11 : y
2 = x3 + t5x+ t2, σ(x, y, t) = (ζ511x, ζ
2
11y, ζ
2
11t),
X13 : y
2 = x3 + t5x+ t, σ(x, y, t) = (ζ513x, ζ13y, ζ
2
13t),
X17 : y
2 = x3 + t7x+ t2, σ(x, y, t) = (ζ717x, ζ
2
17y, ζ
2
17t),
X19 : y
2 = x3 + t7x+ t, σ(x, y, t) = (ζ719x, ζ19y, ζ
2
19t),
where ζp is a primitive p-th root of unity. Non-symplecticness can be checked
by computing the action on a global 2-form ω = y−1dx ∧ dt.
Proposition 6.4. Let 2 ≤ p ≤ 19 be a prime. Let X be either Xp,p in
Section 5 (2 ≤ p ≤ 11) or Xp above (3 ≤ p ≤ 19) over K = Qp(ζp), and
σ the corresponding automorphism of order p. Then X˜ has potential good
reduction, and we have sp(σ) = id. Hence σ ∈ Aut(X˜) is not extendable.
Proof. We will see that X is an RDP model. So we can apply Lemma 2.8
to prove potential good reduction at p, and then since ζp = 1 in Fp we have
sp(g) = id, and σ is not extendable by Proposition 2.5(a). Since we have
already checked Xp,p in Section 5, it remains to check Xp is an RDP model.
On both fiber of X3, there are two E8 at (x, y, t) = (0, 0, 0), (0, 0, 1) and
one A2 at (0, 0,−1). The generic fiber has no other singularities. The special
fiber has one more A2 at (x
′, y′, s) = (1, 0, 0) and no other singularities.
For 5 ≤ p ≤ 19, the singularities of fibers of Xp are as follows, where
cp = −4/27 if p = 5, 7 and cp = −27/4 if p = 11, 13, 17, 19 and bp =
(−3/2)(a6/a4), where a2i is the coefficient of x3−i.
p 5 7 11 13 17 19
(x, y, t) = (0, 0, 0) (both fibers) E7 E7 A2 — A2 —
(x′, y′, s) = (0, 0, 0) (both fibers) E8 E6 E7 E7 A1 A1
(x, y, t) = (bp, 0, c
1/p
p ) (special fiber) A4 A6 A10 A12 A16 A18

Remark 6.5. For p ∈ {13, 17, 19}, sp(σp) = id also follows from Dolgachev–
Keum’s result [DK09a, Theorem 2.1] that K3 surfaces in characteristic p do
not admit automorphisms of order p if p ≥ 13.
For p ≥ 5, potential good reduction of Xp can be shown by the following
argument. Since σ is a non-symplectic automorphism the field Q(ζp) acts
on T (Xp)Q, where T denotes the transcendental lattice and Q denotes ⊗Q.
By using the formula (cf. [Kon92])
ρ ≥ 2 +
∑
F : fiber
((the number of irreducible components in F )− 1),
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where
∑
is taken over (non-smooth) fibers F of Xp → P1, we can easily
check that rankQ(ζp) T (Xp)Q = 1, i.e. Xp has complex multiplication by
Q(ζp). Then by [Mat15b, Theorem 6.3] Xp has potential good reduction.
(The cited theorem has an assumption on the residue characteristic, but in
presence of elliptic fibration it can be weakened to p ≥ 5 using argument for
case (c) after Lemma 3.1 of [Mat15b].)
6.3. Non-symplectic automorphisms of order 13, 17, 19.
Proposition 6.6. Let l ∈ {13, 17, 19}.
(1) There exists a unique K3 surface in characteristic 0 (up to isomor-
phism) equipped with an automorphism group of order l, and is isomorphic
to (Xl, 〈σ〉) defined in Section 6.2.
(2) Xl has potential good reduction over Qp for any p including l, and σ
is extendable if and only if p 6= l.
Proof. (1) This is (announced in [Vor83, Theorem 7] and) proved by Oguiso–
Zhang [OZ00, Corollary 3].
(2) The case p = l is done in the previous proposition. Assume p 6= l.
If p 6= 2 (and p 6= l), we easily observe that the singularity of Xl in
characteristic p is the same to that in characteristic 0. If p = 2 and l = 17,
we use another coordinate x1 = 2
−14/17x, y1 = 2
−21/17(y + t), t1 = 2
−4/17t.
Then the equation is −y1(y1 − t1) + x31 + t71x1 = 0, and the singularity in
characteristic 2 is the same to that in characteristic 0 (an A2 at (x1, y1, t1) =
(0, 0, 0) and an A1 at (x
′
1, y
′
1, s
′
1) = (0, 0, 0)). In both cases, we have a
canonical simultaneous resolution as in the first part of the proof of Lemma
2.8, and σ extends to that proper smooth model.
If p = 2 and l = 13 resp. l = 19, in addition to (x′, y′, s) = (0, 0, 0)
of the same type (E7 resp. A1) to that in characteristic 0, there are ex-
tra singularities in characteristic 2: for each 13-th resp. 19-th root a of 1,
(x, y, t) = (a5, a, a2) resp. (a7, a, a2) is an A1, and σ acts on these points
cyclically. The stabilizer of each point is trivial, in particular symplectic.
First we resolve (x′, y′, s) = (0, 0, 0) as in the previous case, and then apply
Theorem 5.1(1) to obtain a proper smooth σ-model. 
Example 6.7. For l ≤ 11 the situation is different. The following is a
1-dimensional example over K of residue characteristic 11 in which extend-
ability depends on the parameter.
For each q ∈ K, consider the RDP K3 surface and the (non-symplectic)
automorphism defined by the equation
y2 = x3 + x+ (t11 − q)
and g : (x, y, t) 7→ (x, y, ζt), ζ = ζ11. This is one of the four 1-dimensional
families in the classification of Oguiso–Zhang [OZ11] of K3 surfaces equipped
with automorphisms of order 11.
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Letting b =
√
−1/3, r = (q + 2b3)1/11, x′ = x − b, w = t − r, and
ai = (ζ
i − 1)/(ζ − 1), we have
y2 = x′3 + 3bx′2 +
10∏
i=0
(w − air(ζ − 1)),
g : (x′, y, w)→ (x′, y, ζw + r(ζ − 1)).
If |q2 + 4/27| < |11|−22/10, equivalently |r(ζ − 1)| < 1, (where |·| = |·|11 is
the 11-adic norm,) then this equation defines a proper RDP model and we
have sp(g) = id, hence g is not extendable.
If |q2 + 4/27| ≥ |11|−22/10, equivalently |r(ζ − 1)| ≥ 1, then letting α =
((r(ζ − 1))11)−1/6, X = α2x′, Y = α3y, u = w/(r(ζ − 1)), we have a proper
smooth model
Y 2 = X3 + 3bα2X2 +
∏
(u− ai),
g : (X,Y, u) 7→ (X,Y, ζu+ 1). Thus g is extendable.
(Dolgachev–Keum [DK09b] gave a classification of a K3 surface in char-
acteristic 11 equipped with an automorphism of order 11: it is either of the
form
Xε : y
2 + x3 + εx2 + (u11 − u) = 0, (x, y, u) 7→ (x, y, u+ 1),
which is the case in this example, or a nontrivial torsor (of order 11) of such
an elliptic surface.)
6.4. Symplectic examples of finite order. In this section we give, for
each prime 2 ≤ p ≤ 7, an example of a K3 surface X = Xp defined over
K = Qp(ζp) and equipped with a symplectic automorphism σ of order p
which specializes to identity. Moreover our Xp admits a projective smooth
model (over some finite extension) for p = 5, 7.
We denote by µm the group of m-th roots of 1 and ζm a primitive m-th
root of 1 (in the algebraic closure of a field of characteristic 0).
Case p = 7. Let X be the double sextic K3 surface defined by
w2 + x51x2 + x
5
2x3 + x
5
3x1 = 0.
We have f : µ126/µ3 →֒ Aut(X) by f(t) : (w, xi) 7→ (w, t(−5)ixi) for t ∈ µ126.
Since f(t)∗ acts on H0(X,Ω2X) by t
21, we have f : µ21/µ3 →֒ Autsymp(X).
The existence of a symplectic automorphism of order 7 implies ρ ≥ 19
(Corollary 2.14) where ρ is the geometric Picard number ofX. The existence
of an automorphism acting on H0(Ω2X) by order 3 implies 22−ρ even (since
Q(µ3) acts on T (X)⊗Q). Hence ρ = 20. It is proved in [Mat15a, Corollary
0.5] that a K3 surface with ρ = 20 admits a projective smooth model after
extending K (projectivity is not explicitly mentioned but follows from the
proof).
We observe that the above equation defines a proper RDP model of X
(the special fiber has 3 RDPs of type A6 at (w, x1, x2, x3) = (0, 1, 1, 4),
(0, 1, 4, 1), (0, 4, 1, 1)). So we can compute sp(f(ζ7)) on this model, and it is
trivial.
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Case p = 5. Let X be the quartic K3 surface defined by
x31x2 + x
3
2x3 + x
3
3x4 + x
3
4x1 = 0.
We have f : µ80/µ4 →֒ Aut(X) by f(t) : (xi) 7→ (t(−3)ixi) for t ∈ µ80. Since
f(t)∗ acts on H0(X,Ω2X) by t
−20, we have f : µ20/µ4 →֒ Autsymp(X). The
above equation again defines a proper RDP model (the special fiber has 4
RDPs of type A4 at (x1, x2, x3, x4) = (1,−2a3, 2a2, a) for each primitive 8-th
root a of 1).
It remains to show ρ = 20. 3 We have another symplectic automorphism
τ : (xi) → (ζ i40xi+1). Applying Corollary 2.14 to the group generated by
f(µ20/µ4) and τ (which has 1, 5, 10, 4 elements of order 1, 2, 4, 5 respectively)
we obtain ρ ≥ 19. The existence of an automorphism acting on H0(Ω2X) by
order 4 (e.g. f(ζ80)) implies 22− ρ even (since Q(µ4) acts on T (X)⊗Q).
Case p = 3. Let X be the double sextic K3 surface over K defined by
w2 + x60 + x
6
1 + x
6
2 + x
2
0x
2
1x
2
2 = 0.
Define g ∈ Autsymp(X) by g : (w, x0, x1, x2) 7→ (w, x0, ζ3x1, ζ23x2). The
above equation defines a proper RDP model (the special fiber has 6 RDPs
of type A2 at (w = x0x1x2 = x
2
0 + x
2
1 + x
2
2 = 0)).
Case p = 2. Let X be the quartic K3 surface over K defined by
w3x+ wx3 + y3z + yz3 + wxyz = 0.
Define g ∈ Autsymp(X) by g : (w, x, y, z) 7→ (w, x,−y,−z). The above equa-
tion defines a proper RDP model (the special fiber has 4 RDPs of type A3
at (w, x, y, z) = (0, 1, 1, 1), (1, 0, 1, 1), (1, 1, 0, 1), (1, 1, 1, 0)).
6.5. Examples of infinite order. In this section we give examples, in
all residue characteristic p ≥ 2, of automorphisms of infinite orders that
specializes to the identity,
Consider a K3 surface X equipped with an elliptic fibration X → P1, and
a non-torsion section Z ⊂ X of the fibration. Assume X admits a projective
RDP model with an elliptic fibration X → P1OK and that the specialization
of Z is the zero section plus some fibral components. Then the transla-
tion φ : X → X by Z specializes to the identity on X0. It is known that
translation on an elliptic K3 surface is symplectic [Huy16, Lemma 16.4.4].
Now we give an explicit example. Let X be the elliptic K3 surface defined
by the equation −y2−xy+x3− p12x+ t6(t6+ p6) = 0. Let Z be the section
defined by (x, y) = (t6(t6+ p6)p−12, t12(t6+ p6)p−18). The singularity of the
special fiber of X is as follows. An A11 at (x = y = t = 0) for any p. If p = 3,
an E6 at (x
′, y′, s) = (−1, 0, 0). If p = 2, an D7 at (x′, y′, s) = (0,−1, 0).
φ has infinite order since its restriction to the fiber (t = 1), which is a
smooth elliptic curve over Q, has infinite order by a Lutz-Nagell type result
([Sil86, Theorem VII.3.4]). Then, for any m ≥ 1, φm is not extendable since
φm 6= id and sp(φm) = id.
3Another proof: find 20 independent lines among the 52 lines given in Section 7.
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Next let σ be the automorphism (x, y, t) 7→ (x, y, ζ6t). Then the composite
φσ is not extendable since its power (φσ)6 = φ6 is not extendable, and φσ
is non-symplectic since φ is symplectic and σ is not.
Similar example would exist also in equal characteristic 0. Also, Oguiso
[Ogu03, Theorem 1.5(2)] gave an example of 1-dimensional family {Xt}t∈∆
of complex K3 surfaces with Aut(Xt) are infinite for t outside a countable
subset of ∆, but Aut(X0) is finite.
7. An example in characteristic 3
In this section we give an example of a K3 surface XK over K = Q34 =
Q3(ζ80) equipped with an automorphism gK defined over K such that the
characteristic polynomial of sp(gK) is irreducible. By Corollary 2.5(2) this
gives another example of Theorem 1.2 for G = Z, p = 3. Apart from the
theorem, the existence of gK with the characteristic polynomial of sp(gK)
∗
being irreducible would be itself interesting.
Let Xk be the Fermat quartic (F = w
4+x4+ y4+ z4 = 0) in P3k over k =
F34 . (This is the (unique) supersingular K3 surface with Artin invariant 1 in
characteristic 3, but we do not need this fact.) Kondo–Shimada determined
the lines on Xk and their explicit equations and showed that NS(Xk) =
NS(Xk) is generated by those lines. We use their notation l1, . . . , l112 of
[KS14]4.
Another coordinate (u1, u4, u2, u3) = (w, x, y, z)M
−1, where M is the
matrix
M =


ζ2 − ζ3 −1− ζ2 −1 + ζ − ζ2 ζ − ζ4
−ζ2 + ζ3 −1− ζ3 −1− ζ3 + ζ4 −ζ + ζ4
ζ2 − ζ4 ζ + ζ2 −ζ2 − ζ3 + ζ4 −1 + ζ + ζ3
−ζ + ζ3 ζ3 + ζ4 ζ − ζ2 − ζ3 1− ζ − ζ3

 ,
gives the formula u31u2 + u
3
2u4 + u
3
4u3 + u
3
3u1 = 0. Here ζ = ζ5 ∈ F34 is a
primitive 5-th root of 1 satisfying i = −1 + ζ + ζ−1. Let XK be the quartic
K3 surface over K = Q34 defined by this equation.
There are the following 52 lines l1(d,e), l
2
a, l
3, l4 on XK , all defined over
K = Q34 :
l1(d,e) : u1 + edu2 + d
3u3 = u4 − e3d3u2 − du3 = 0
for each of the 40 solutions (d, e) of e5 = 1 and d8 − 3e3d4 + e = 0,
l2a : u1 − au4 = u2 + a7u3 = 0
for each of the 10 solutions a of a10 = 1, and l3 : u2 = u3 = 0 and l
4 : u1 =
u4 = 0. We observe that there are no more. We can calculate their special-
ization toXk. For example, the line u1−d′9u2+d′3u3 = u4+d′27u2−d′u3 = 0
on Xk, where d
′ ∈ k is an 80-th root of 1, is the specialization of some l1(d,e)
4 Table 2 in the published version has errors (e.g. the formulas for l3 and l5 are the
same). Instead we refer to Table 3.1 in arXiv version (arXiv:1205.6520v2).
32 YUYA MATSUMOTO
if and only if d′40 = −1. By explicit calculation (omitted) we observe that
li comes from a line on XK if and only if i ∈ I, where
I = {1, 2, 3, 4, 5, 9, 10, 13, 15, 18, 20, 21, 22, 23, 24, 25, 26, 30, 33, 36,
37, 40, 41, 44, 45, 48, 51, 52, 57, 63, 65, 66, 67, 68, 70, 72, 74, 75, 78, 82,
86, 93, 98, 101, 102, 103, 104, 106, 109, 110, 111, 112}.
Define divisor classes D1 and D2 on Xk by
D1 = 3h− (l21 + l22 + l63 + l65 + l50 + l88),
D2 = 2h− (l65 + l66 + l70),
where h denotes the hyperplane class (with respect to the embedding in P3).
Since l50+ l88 = h− l5− l112 (since the hyperplane section (w+(−1− i)x+
iy + (1 − i)z = 0) is equal to the sum of these 4 lines), the classes Di come
from the classes Di,K of XK .
We note that D1 is the class m1 in [KS14].
We easily verify that Di are nef and that D
2
i = 2, and hence Di,K have the
same property. Hence we obtain generically 2-to-1 morphisms πi : Xk → P2k
and πi,K : XK → P2K .
Claim 7.1. (1) The exceptional divisors of π1 are
(l10, l18), (l16, l99), (l29, l49), (l60, l73), (l23), (l37), (l62), (l68), (l102), (l112),
and those of π2 are
(l67, l68), (l90, l94), (l49), (l54), (l60), (l63), (l69), (l97), (l102), (l107), (l112),
where the parentheses denote connected components.
(2) The exceptional divisors of π1,K are
(l˜10, l˜18), (C16,99), (l˜23), (l˜37), (l˜68), (l˜102), (l˜112),
and those of π2,K are
(l˜67, l˜68), (C90,94), (l˜63), (l˜102), (l˜112),
where l˜i is the (unique) line on XK specializing to li and Ci,j is the (unique)
rational curve on XK specializing to li + lj.
We prove this later (in a brutal way). For π1 this is already showed in
[KS14] but we give another proof.
Let τi be the involutions on Xk induced by the deck transformations of
πi. Note that τi are specializations of the involutions τi,K on XK defined
by the classes Di,K . Using the previous claim we can compute the +1-parts
of τ∗i,K and τ
∗
i on H
2: the +1-part is freely generated by the pull-back of
OP2(1) and the classes of connected components of the exceptional divisor
(provided these components are all A1 or A2). By Proposition 2.3, τi,K are
not extendable to proper smooth models.
We need one more automorphism. Let σ and σK be the diagonal linear
transformations (u1, u4, u2, u3) 7→ (u1,−u4, iu2,−iu3) on Xk and XK . (We
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also have a more symmetric formula (u1, u4, u2, u3) 7→ (ζ16u1, ζ916u4, ζ−316 u2, ζ−2716 u3),
where ζ16 = −1 + ζ + ζ3 is a 4-th root of −i.) (A linear automorphism di-
agonalized by this kind of basis also appears in [KS14, Example 3.4].)
Now let g = στ2τ1τ2. Clearly g is the specialization of gK = σKτ2,Kτ1,Kτ2,K .
Claim 7.2. The characteristic polynomial of g∗ on H2e´t(Xk,Ql) is equal to
F (x) =
x22 − 4x21 + 2x20 − 3x18 + 4x17 − 5x16 + x15 + x14 − 2x13 + 2x12 − 3x11
+2x10 − 2x9 + x8 + x7 − 5x6 + 4x5 − 3x4 + 2x2 − 4x+ 1
and is irreducible.
Proof. We first prove irreducibility of this polynomial F . We have several
ways. (1) We can ask a mathematical software (e.g. SageMath). (2) The
irreducible decompositions of F mod 2 and F mod 3 imply irreducibility (we
omit the details). (3) Assuming that F is the characteristic polynomial of
g∗, it has at most one non-cyclotomic irreducible factor by the following
lemma. So it suffices to check F is prime to any cyclotomic polynomial of
degree ≤ 22 (we omit the verification).
Lemma 7.3 ([McM02, Corollary 3.3],[Ogu10, Section 2.2]). Let f be an
isometry of a lattice L (over Z) of signature (+1,−(r − 1)) and assume f
preserves a connected component of {x ∈ L | x2 > 0}. Then the charac-
teristic polynomial of f has at most one non-cyclotomic irreducible factor.
Moreover that factor (if exists) is a Salem polynomial, that is, an irreducible
monic integral polynomial that has exactly two real roots, λ > 1 and λ−1,
and the other roots (if any) lie on the unit circle.
Since H2e´t(Xk,Ql) is generated by algebraic cycles (defined over k), it
suffices to compute the action on NS(Xk)⊗Q.
The transformation matrix of τ1 with respect to the basis β1 =
{l23, l37, l62, l68, l102, l112, l10 + l18, l16 + l99, l29 + l49, l60 + l73,D1,
l10 − l18, l16 − l99, l29 − l49, l60 − l73, l2 − l33, l4 − l11, l5 − l24, l7 − l85,
l13 − l67, l30 − l87, 2l3 + l112 − (l10 + l18 + l16 + l99 + l90 + l94)}
is T ′1 = diag(1, . . . , 1︸ ︷︷ ︸
11
,−1, . . . ,−1︸ ︷︷ ︸
11
).
The transformation matrix of τ2 with respect to the basis β2 =
{l67 + l68, l90 + l94, l49, l54, l60, l63, l69, l97, l102, l107, l112,D2,
l67 − l68, l90 − l94, l45 − l82, l24 − l75, l36 − l79, l30 − l81,
l39 − l76, l25 − l86, l42 − l85, l10 − l18}
is T ′2 = diag(1, . . . , 1︸ ︷︷ ︸
12
,−1, . . . ,−1︸ ︷︷ ︸
10
).
The transformation matrix of σ with respect to the basis β3 =
{l7, l107, l95, l14, l83, l92, l43, l69, l34, l56, l11, l59, l80, l16, l50, l85, l100, l61, l27, l29, l15, l20}
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is the 5-th power of the matrix
R =


1
1
. . .
1
1
1


.
(More precisely, σ is the 5-th power of the linear automorphism ρ : (u1, u4, u2, u3) 7→
(ζ80u1, ζ
9
80u4, ζ
−3
80 u2, ζ
−27
80 u3), where ζ80 = ζ − ζ3 satisfies ζ580 = ζ16, and ρ
acts on β3 by R.)
From these information we can compute the action and the characteristic
polynomial. Define ψ : NS(Xk) ⊗ Q ∼→ Q22 to be the isomorphism defined
by ψ(v) = (v · l)l∈β3 . Let Bi be the matrices consisting of column vectors
ψ(v) (v ∈ βi). Then Ti = (B−1i B3)−1T ′i (B−1i B3) (for i = 1, 2) are the
transformation matrices of τi with respect to the basis β3. It remains to
check that the characteristic polynomial of R5T2T1T2 is equal to F (omitted).
We write down the Bi for convenience.
B1 =


0 1 1 0 0 0 0 0 0 1 1 0 0 0 1 0 −1 1 −2 0 1 1
1 0 1 0 0 0 0 1 0 0 1 0 −1 0 0 1 0 0 0 0 1 −1
0 0 0 0 0 0 0 0 1 1 1 0 0 −1 1 1 0 1 0 −1 0 −1
1 0 1 0 0 1 1 1 1 2 3 1 1 −1 0 0 0 0 0 0 1 −2
1 0 0 0 1 0 0 0 0 1 1 0 0 0 1 0 0 0 0 −1 −1 −1
0 0 0 1 0 0 0 1 1 1 2 0 −1 −1 1 0 0 0 −1 0 1 −2
0 0 0 0 0 0 1 0 0 1 1 −1 0 0 −1 0 0 0 0 −1 0 −1
0 0 0 0 0 0 0 1 0 1 1 0 −1 0 −1 1 0 1 0 0 −1 −1
0 0 1 0 0 0 1 1 0 1 2 1 −1 0 1 −1 1 1 0 −1 −1 −2
0 1 0 0 0 1 1 1 1 1 2 1 −1 1 1 0 0 0 0 0 0 −1
1 0 0 1 0 0 1 1 1 1 2 1 −1 −1 −1 −1 2 0 1 0 0 0
0 0 0 1 0 1 0 0 0 1 1 0 0 0 1 −1 0 0 0 0 −1 0
0 0 1 1 0 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 −1 0 0 0 0 −3 0 0 0 1 0 0 1 0 0
0 1 1 1 1 1 1 1 1 1 3 1 −1 −1 −1 0 1 1 0 0 1 −2
0 1 1 0 0 0 0 0 0 1 1 0 0 0 −1 0 1 −1 2 0 −1 −1
1 1 1 1 0 1 1 1 1 1 3 −1 −1 −1 1 1 0 0 0 0 −1 −2
0 0 1 0 0 1 0 0 1 0 1 0 0 −1 0 −1 1 0 0 −1 0 0
1 1 0 0 0 0 0 0 1 0 1 0 0 −1 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 −1 0 0 0 0 −3 0 0 1 0 0 0 1 0
0 0 0 0 1 0 1 1 1 0 2 −1 1 1 0 0 −1 −1 0 1 0 0
0 0 1 0 1 0 1 1 1 1 2 −1 −1 −1 1 0 0 −1 0 1 0 0


,
B2 =


0 1 0 0 1 0 0 0 0 0 0 1 0 1 0 −1 0 1 0 −1 0 0
0 0 0 0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 0 0 0 0 0 2 1 −1 1 −1 1 −1 1 −1 1 0
1 1 1 0 1 0 0 1 0 0 1 2 1 −1 0 0 −1 1 1 −1 0 1
1 1 0 0 1 1 0 1 1 0 0 2 1 1 −1 −1 −1 −1 0 0 0 0
1 1 1 1 1 1 0 0 0 0 0 2 −1 1 −1 1 −1 1 −1 1 −1 0
1 0 0 1 0 0 0 0 0 0 0 1 1 0 −1 0 −1 0 1 0 1 −1
0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0 0 0 1 1 0 −1 0 1 0 −1 0 1 1
0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0 −1 −1 −1 −1 1 1
1 0 1 0 0 0 0 0 0 0 0 1 −1 0 −1 0 −1 0 1 0 1 1
1 1 0 0 1 1 0 0 0 1 1 2 −1 −1 0 0 0 0 1 1 1 0
1 0 0 0 0 0 0 1 0 0 0 1 −1 0 1 0 −1 0 −1 0 0 1
0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 −1 0 −1 0 1 0 0
1 1 1 1 0 0 0 0 1 0 1 2 −1 −1 0 0 1 1 0 0 1 1
0 1 0 0 0 0 0 1 0 0 0 1 0 −1 0 1 0 −1 0 −1 3 0
1 1 1 0 1 0 0 1 0 0 1 2 −1 1 0 0 1 −1 −1 1 0 −1
1 1 1 0 0 1 1 0 0 0 1 2 1 1 0 0 −1 −1 −1 −1 1 0
0 1 1 0 0 0 0 0 0 0 0 1 0 −1 0 −1 0 −1 0 1 0 0
0 0 1 0 0 1 0 1 0 0 0 1 0 0 −1 −1 1 1 1 1 0 0
0 0 0 0 0 0 1 0 1 1 0 1 0 0 1 1 0 0 0 0 −1 −1
0 0 1 0 1 0 0 0 1 0 0 1 0 0 1 1 −1 −1 0 0 1 −1


,
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B3 =


−2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0
0 −2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0
0 0 −2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0
0 0 0 −2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0
0 0 0 0 −2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0
0 0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 1 0 0 1 0
0 0 0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 1 1 0
1 0 0 0 0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0 0 0 −2 0 0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 0 0 0 0 −2 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 −2 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 −2 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 −2 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 −2 0 0 1 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 −2 0 1 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 −2 1 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 −2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −2


.

Proof of Claim 7.1. We first prove (2) assuming (1). Let C ⊂ XK be an
(irreducible) exceptional curve for πi,K . Then the specialization C0 of C
to Xk is the sum of exceptional curves and is connected, hence is either an
exceptional curve for πi or the sum of two exceptional curves forming an
A2 component. Since C
2 ≥ −2, we observe that all components of C0 have
multiplicity 1. By checking liftability of the classes, we obtain the stated
list. (The class l16 + l99 is liftable to a class C16,99 of XK since it is equal
to h − l57 − l75 and the lines l57 and l75 are liftable. It is irreducible since
the lines l16 and l99 are not liftable. The class l29+ l49 is not liftable since it
is equal to h− l41 − l77 and the line l41 is liftable and l77 is not. The other
cases are similar or simpler.)
We now prove (1). By computing the intersection numbers we see that
the above curves are indeed exceptional. We need to show there are no
more. First we consider π2. We identify H
0(Xk,O(mD2)) with the space of
homogeneous polynomials of degree 2m modulo F with vanishing order at
least m at l65, l66, and l70. Define linear polynomials f65, g65, f70, g70 by
f65 = w + (1 + i)y ∈ H0(Xk,O(h − (l65 + l66))),
g65 = x+ (1 + i)z ∈ H0(Xk,O(h − (l65))),
f70 = x+ (1− i)z ∈ H0(Xk,O(h − (l70 + l66))),
g70 = w + (1− i)y ∈ H0(Xk,O(h − (l70))),
so that they vanish on the indicated lines. Let A = f65g70, B = g65f70,
C = f65f70. Then A,B,C form a basis of H
0(Xk,O(D2)). Let Y1 = (1 +
i)f65f70(f
3
65g70 + g
3
65f70) and Y2 = (−1 + i)f65f70(f65g370 + g65f370). Then
we see Y1 − Y2 = FC ≡ 0 (mod F ), and Y1 (= Y2) together with the ten
cubic monomials of A,B,C form a basis of H0(Xk,O(3D2)). We obtain the
formula Y 21 (= Y1Y2) = A
3B3 + (A4 + B4)C2 + ABC4 and conclude that
it has 13 exceptional curves (forming two A2 and nine A1). Hence the list
above gives all exceptional curves.
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Now we consider π1. We identify H
0(Xk,O(mD1)) with the space of
homogeneous polynomials of degree 3m modulo F with vanishing order at
least m at each of l21, l22, l50, l63, l65, and l88. Define linear polynomials
a, b1, c1, d1, c2, d2 and a quadratic polynomial φ2 by
c1 = w + iy + (−i)z ∈ H0(Xk,O(h− (l21 + l22))),
c2 = w + (−i)x+ (−1 + i)y + (−1− i)z ∈ H0(Xk,O(h− (l22 + l88))),
d1 = w + (1 + i)x+ (−1− i)y + (−1)z ∈ H0(Xk,O(h− (l21 + l50))),
d2 = w + (−1− i)x+ (i)y + (1− i)z ∈ H0(Xk,O(h− (l50 + l88))),
b1 = w + (−i)x+ (1 + i)y + (1− i)z ∈ H0(Xk,O(h− (l21 + l65))),
a = w + ix+ (1 + i)y + (−1 + i)z ∈ H0(Xk,O(h− (l63 + l65))),
and
φ2 = c2d1 + (1 + i)c1d2 + c2d2 ∈ H0(Xk,O(2h − (l22 + l50 + l63 + l88))),
so that they vanish on the indicated lines. Let P = ac1d2, Q = ac2d1, and
R = b1φ2.
Then P,Q,R form a basis of H0(Xk,O(D1)), and π1 is given by [P : Q :
R]. We compute the images of the above curves and obtain
l10, l18 → S10,18 = (0 : 0 : 1),
l16, l99 → S16,99 = (1 : 0 : 1 + i),
l29, l49 → S29,49 = (1 : 1− i : 1− i),
l60, l73 → S60,73 = (1 : −1− i : 0),
l23 → T23 = (0 : 1 : −1),
l37 → T37 = (1 : −1 + i : 0),
l62 → T62 = (1 : 1 + i : 0),
l68 → T68 = (1 : 1 + i : −i),
l102 → T102 = (1 : −1 + i : i),
l112 → T112 = (0 : 1 : −1− i),
for each component. We look for sextic curve that have these 10 points as
singular points. By a straightforward calculation (computer-aided, omitted)
we observe that there is only one such sextic curve and its equation is
G = (−1)Q2R4 + (−1 + i)Q3R3 +Q4R2 +Q5R+ (i)Q6 + (−i)PQR4
+(−i)PQ2R3 + (−1− i)PQ4R+ (−1− i)PQ5 + P 2R4 + (−1)P 2QR3
+(i)P 2Q3R+ (−1)P 3R3 + (1 + i)P 3Q2R+ (−1 + i)P 3Q3 + (−1)P 4R2
+P 5R+ (1 + i)P 5Q+ P 6.
Hence Y 2 = G(P,Q,R) is the equation of Xk relative to π1. By a calcu-
lation (omitted) we observe that the points Sj,j′ resp. Tj are exactly cusps
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resp. nodes, hence their fibers are exactly lj ∪ lj′ resp. lj . It remains to
check there are no other singular points on this sextic. First we see that
such singular point is necessarily F9 (= k)-rational since, if not, the fibers
give classes of NS(Xk) that are not Gal(F9/F9)-invariant, which is absurd
because NS(Xk) is generated by lines defined over F9. So we only need to
check F9-rational points on Xk, and as there are only 91 F9-rational points
in P2, this can be done in a finite amount of calculation (omitted). 
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