Abstract
Introduction and Related Work
Modern embedded systems are often implemented as distributed systems consisting of several processing elements (PEs), like programmable microprocessors, ASIPs, FPGAs, and ASICs. In reality, such embedded systems have to concurrently perform a multitude of complex tasks under a strict timing behaviour, given in the system specification. However, due to the various degrees of application parallelism, the PEs experience non-uniform workloads, resulting in idle intervals. Furthermore, the performance of the allocated architecture can often not be adapted perfectly to the application needs, turning out as slack between deadline and the real finishing time.
Dynamic voltage scaling (DVS) exploits such idle and slack times to reduce the power consumption [12, 14, 21] . This is done by conjointly changing the supply voltage and the operational frequency during run-time, with respect to temporal performance requirements. Recent implementations of DVS processors have shown that voltage scaling can reduce the power consumption by up to 10 times when running real-life applications [5] . Nevertheless, modern microprocessors make often use of gated clocks to switch off unused circuit parts during idle times. Hence, the power consumption depends on the function carried out, resulting in non-uniform PE power profiles; this holds also for DVS-PEs [5] . It was shown in [14, 19, 23] that the consideration of the PE power profile during the voltage selection leads to further energy savings.
System level co-design is a methodology aiming to aid the system designers/architects to solve the difficult problem of finding the "best" suitable implementation for a system specification. Three important co-synthesis steps are: a) Mapping: Determining the assignment of computational tasks to PEs and data transfers to communication links (CLs), b) Scheduling: Determining the execution order (sequencing) of tasks mapped to PEs and communications to CLs, and c) Evaluation: Determining the quality of the implementation candidate (timing feasibility, cost, power, area, etc.). Previous research in cosynthesis is extensive but has mainly focused on traditional architectures excluding issues related to power [15, 20, 26] or considered energy optimisation with components that are not DVS enabled [8, 16, 22] . This research will provide a valuable basis for the presented work. However, three recently proposed synthesis approaches for distributed systems have a close relationship to the problems we address in this paper. In [11] , a DVS optimised schedule is derived using a constructive list scheduling technique with a dynamic re-calculation of task priorities based on average energy dissipation. If the found schedule does not meet the specified deadline, priorities of tasks on the critical path are increased and all tasks are re-scheduled. In [18] , a mobility based list schedule is modified towards DVS utilisation by distributing slack time more evenly among the tasks of the system. A method for the identification of scaled supply voltages for distributed system was introduced in [3] . However, it focuses mainly on the voltage selection and its iterative nature results in undesirable high execution times, which can not be tolerated in the inner most loop of an iterative schedule and mapping optimisation. All these approaches are based on constructive scheduling heuristics and neglect the power profile information during the supply voltage selection. This paper presents an iterative list scheduling heuristic to simultaneously optimise the schedule towards feasible timing behaviour and utilisation of DVS-PEs, and hence the minimisation of the dissipated energy. Due to the potentially larger search space of iterative optimisation methods, compared to constructive techniques, schedules with reduced energy dissipation are likely be found. Furthermore, the optimisation process is guided by a generalised DVS algorithm [23] . This voltage scaling technique takes into account the PE power profiles during a refined voltage selection, leading to further energy reductions. In addition to the schedule optimisation, we employ a task mapping based on GA to push the distribution of tasks among the architecture towards energy-efficiency by abetting the exploitation of DVS. Overall, we concentrate here on the task mapping and scheduling aspects rather than on the voltage selction, which is explained in [23] .
The presented work makes the following contributions: a) It is shown how iterative improvement mapping and scheduling algorithms can be effectively adapted to optimise system implementations towards an efficient utilisation of the DVSPEs while meeting, at the same time, hard deadlines. This is done using a new two-step approach for scheduling and mapping based on genetic algorithms (GAs). b) The outlined schedule optimisation is based on a DVS algorithm, which takes into account the PE power profiles, hence, leading to further energy savings. c) To illustrate the efficiency of the proposed approach, a comparative study is presented, comparing our results with two recently published synthesis approaches [11, 18] , which are based on constructive list scheduling heuristics and neglect the PE power profiles. This further includes a quantitative comparison between a variable-voltage system and a multi-voltage system, which demonstrates the efficiency of the proposed technique also for multi-voltage processors.
The remainder of this paper is organised as follows: Preliminary aspects are introduced in Section 2. Section 3 describes our synthesis approach in detail which then, in Section 4, is extended to multi-voltage systems. In Section 5 we present extensive experiments and comparisons with the results produced by other approaches. We conclude in Section 6.
Preliminaries

Specification and Architectural Model
In this work, we consider that a multi-rate application is specified as a set of communicating tasks, represented by a task graph G S (T , C ). This (hyper) task graph might be the combination of several smaller task graphs, capturing all task activations for the hyper-period (LCM of all graph periods). Fig. 1(a) shows a task graph example. Each node τ ∈ T in these graphs represents a task, an atomic unit of functionality to be executed without preemption. A node might inherit a hard deadline θ, which must be met at run-time in order to ensure correct functionality. Edges γ ∈ C in the task graph denote precedence constraints and data dependencies between tasks. If two tasks, τ i and τ j , are connected by an edge, then the execution of task τ i must be finished before task τ j can be started. Data dependencies inherit a data value, reflecting the quantity of information to be exchanged by two tasks. Further, each task graph has a specific period p, representing the time limit between two successive invocations. An implementation is only feasible when all timing and precedence constraints are fulfilled. The architectures we consider here consist of heterogeneous PEs, like general purpose processors, ASIPs, FPGAs, and ASICs. These components include state-of-the-art DVS-PEs. Furthermore, the PEs might employ lower level power management techniques, like gated clocks. An infrastructure of communication links, like buses and point-to-point connections, connects these PEs through communication interfaces (CIs), able to adapt to the different operational frequencies caused by scaling the DVS-PEs. An example architecture is shown in Fig. 1(b) . The architecture is captured using a directed graph G A (P , L) where nodes π ∈ P represent PEs and edges λ ∈ L denote CLs.
Each task of the system specification might have multiple implementation alternatives, therefore, it can be potentially mapped to several PEs able to execute this task. If two communicating tasks are accommodated on different PEs, π n and π m with n = m, then the communication takes place over a CL, involving a communication time and power overhead. For each possible task mapping certain implementation properties, like e.g. execution time, dynamic power dissipation, memory, and area requirements, are given in a technology library. These values are either based on previous design experience or on estimation techniques such as those presented in [4, 17, 25] . This is not a trivial task and influenced by various parameters, e.g. the input data of the application. However, such techniques are essential to enable an effective co-synthesis, including the presented approach.
Task Execution Order and DVS
The relation between dynamic power dissipation P dyn , operational frequency f , and supply voltage V dd is expressed by,
where C L denotes the load capacitance of the digital circuit, N 0→1 represents the zero-to-one switching activity, k is a circuit dependent constant, and V t is the threshold voltage. It can be observed from Equation (2) that the operational frequency f decreases with decreasing supply voltage V dd , and hence the task execution time increases. Thereby, DVS is applicable in schedules where idle and slack times can be found, allowing to slow down certain tasks while meeting hard deadlines. Since the execution order of tasks influences the idle and slack times in a schedule it should be optimised for the utilisation by DVS. To clarify this, consider the following illustrative example. The nominal supply voltage V max and the threshold voltage V t of PE0 and PE2 are V max = 3.3V and V t = 0.8V , respectively, while PE1 runs all tasks at V max . For the sack of simplicity, the communications are neglected when discussing this particular example. The task execution times t min and power dissipations P max at nominal supply voltage are given in Table 1 , which also shows the task mapping. According to these values, the energy Table 1 . Execution times, power dissipations, and mappings for the example task graph dissipation corresponding to the given schedule can be calcu-
. Considering the deadlines given in Fig. 1(a) , it can be observed from Fig. 2 (a) that the tasks τ 3 and τ 6 are eligible for scaling, since τ 6 finishes at 1ms and it has a deadline θ 6 = 1.4ms, resulting in a slack of 0.4ms. An extension of any other task can not be tolerated, since task τ 5 has a finishing time equal to its deadline. By scaling the schedule, using our implementation of the generalised DVS technique (taking the PE power profile into account) presented in [23] , the voltage schedule shown in Fig. 2 (b) can be produced, with tasks τ 3 and τ 6 executing at 2.08V and 2.34V , respectively. Thereby, the energy is reduced to 65.6µJ (using Equations (1) and (2)), a 7.6% reduction. Now, consider a second feasible schedule at nominal supply voltage, as shown in Fig. 3(a) , where the order of τ 1 and τ 2 has been exchanged. Since the mapping of the tasks has not been modified the dissipated energy remains E = 71µJ. Observing this schedule shows that only tasks τ 4 and τ 5 can be extended. This is due to the slack time of task τ 5 , which finishes execution at 1.3ms while its deadline is θ 5 = 1.6ms. Generating a voltage schedule for this execution order of tasks results in the supply voltages V dd4 = 2.74V and V dd5 = 2.41V , using the same generalised DVS technique as for the previous alternative. Hence, the energy is reduced to E = 53.9µJ, an improvement of 24.1% compared to the 7.6% of the first schedule. Although the schedule in Fig. 3 (a) shows less slack than the one in Fig. 2 (a), its energy reduction is significantly higher (with 16.5%). This is due to the particular power consumptions when executing the different tasks. The example demonstrates how important it is to take into consideration the power profiles during scheduling, in order to produce energy-efficient implementations with DVS-PEs.
Genetic List Scheduling Algorithm
List scheduling algorithms (LS) make scheduling decisions based on task priorities. They maintain one or more ready list, which contain tasks ready to be scheduled. A static schedule is constructed by scheduling the ready task with the highest priority as soon as the eligible PE becomes available. Thereby, the assignment of priorities defines the task execution order. Most traditional list scheduling approaches use various sophisticated algorithms to calculate these task priorities statically (before list scheduling) or dynamically (re-calculation after each scheduling step).
In contrast, genetic list scheduling algorithms (GLSA) construct and evaluate many different schedules during an iterative optimisation process. Task priorities are encoded into priority strings, hence, a manipulation through genetic operators (e.g. crossover, mutation, etc.) is possible. As common for genetic algorithms (GAs), the optimisation is guided by a objective, called fitness, which needs to be minimised or maximised. More details on our GLSA are given in Section 3.1. The three main advantages of GLSA over traditional LS are: a) The objective can be based on an arbitrary complex function which needs to be optimised. b) The enlarge search space provides the opportunity to find solutions with a potentially higher qual-ity. c) There is a large freedom to trade-off between acceptable synthesis time and solution quality, as opposed to constructive techniques.
Problem Formulation
Using the common triplet notation for scheduling problems, our problem is described by Q m |prec|θ j , f A , ∑ E s j , where Q m specifies a multiprocessor environment, prec refers to a task model with precedence constraints, θ j and f A are objectives capturing the deadline and area constraints, respectively. ∑ E s j denotes the additional objective to minimise the energy dissipation based on DVS. Therefore, the scheduling problem for DVS is to find an arrangement of the task execution order and mapping, such that the energy reduction through DVS-PEs is maximised and all specification constraints (timing, precedence, area, etc.) are met. A more detailed description of the synthesis problem, including the DVS problem, can be found in [24] .
We make the assumption that the specified tasks are of sufficiently coarse granularity and that the PEs can continue operation during the voltage scaling (as the case for the DVS processor in [5] ), which allows to neglect of the scaling overhead in terms of power and time.
Energy-Efficient Synthesis Approach
In contrast to the GLSA based synthesis approach presented in [6, 10] , our synthesis approach separates task mapping and scheduling into two nested optimisation steps; see Fig. 4(a) .
• The GLSA for energy-efficiency, which produces an optimised sequencing of task executions (Section 3.1).
• A mapping optimisation based on GA, which distributes the tasks among the PEs of the architecture and, by this, decides on the execution time and power dissipation of each task (Section 3.2). We have split these two steps due to the following reasons: a) The combination of list scheduling and mapping algorithms decide upon task priorities which task is to be scheduled next, but at this point it is not known where to execute the chosen task. Therefore, the execution time and power dissipation of the task are unknown as well. In this context, it is the duty of the scheduler to make a "greedy" mapping decision based on the power and time values with respect to the design objectives. However, DVS influences the execution times and power dissipations, hence, the mapping decision made upon the static values might proof to be wrong, especially from the energy reduction point of view. Separating the scheduling and mapping into two nested iterative optimisations overcomes this problem since the mapping is given before a schedule is constructed. b) Due to the constructive nature of list scheduling and mapping algorithms a solution is constructed one by one. This results in a greedy approach, which is likely to get trapped at low quality or infeasible solutions in the presence of tight area and timing constraints. A solution to overcome this problem was presented in [15] . However, this approach neglects issues related to power. By splitting the problem into two steps, we avoid this greediness problem and can leverage the advantage of an increased search space, which is explored iteratively. Clearly, increasing 
Low-Energy Genetic List Scheduling Algorithm
In this section, we give an overview of our DVS optimised GLSA for energy-efficiency, called EE-GLSA. The algorithm generates an energy-efficient schedule of tasks and communications for a given mapping. By imitating and applying the principles of natural selection and "survival of the fittest" on a population pool of individuals, GAs are able to evolve (optimise) solutions over several generations. In each generation a new population is evolved by mating (through crossover) the fittest individuals of the current population. Mutation provides an additional opportunity to enter unexplored regions of the search space by applying randomly changes to an individual. In our case, each individual is represented by a priority string (solution candidate) and each solution represents a schedule. Fig. 4(b) shows the encoding and the relations between priority string and tasks. A description of the EE-GLSA is given in Fig. 5 . The distinguishing features of this GA can be found in steps 02, 03, and 04, which are explained next. The remaining steps vary only slightly from common GAs, and more details on the functionality of GAs can be found elsewhere [9] . In step 02, for each priority string of the population a schedule is generated by going through the following two steps: a) The priorities of each individual are assigned from the corresponding priority string. b) Based on this priority assignment, the execution order of tasks is determined by a list scheduling algorithm. In addition, our implementation of the list scheduler relies solely on the priorities to make scheduling decisions, i.e., no other optimisation technique (e.g. hole filling) is applied. Although such techniques can improve the timing behaviour by eliminating idle periods, we dissociate from them since DVS exploits exactly these idle times.
In step 03, the produced schedules are passed to our generalised DVS algorithm [23] , which identifies the supply voltage for each task executed on a DVS-PE to minimise the energy dissipation. These voltage schedules are generated taking into account the PE power profiles, leading to a further energy reduction. Based on the steps 02 and 03, the fitness for each priority string is calculated in step 04. It is this fitness function which guides the optimisation process, and therefore, it should lead the search towards low energy and feasible implementa- tions. Our EE-GLSA relies on the following fitness function F S to achieve these goals,
where A = T ∪ C defines the set of all activities and T d represents all hard deadline tasks. The first part of the equation is used to calculate the total dynamic energy dissipation of all activities ε ∈ A. Based upon the type of activity, the energy dissipation can be calculate in the following way,
where P max and t min refer to the power dissipation and execution time at nominal supply voltage, respectively, V dd is the scaled supply voltage, T DVS is the set of all tasks mapped to DVSPEs, and P C and t C denote the power and execution time of communication activities. The second part of the fitness function (3) introduces a penalty factor due to deadline violations of deadline tasks which are given by DV τ = max 0,t F (τ) −t d (τ) , where t F (τ) and t d (τ) denote the finishing time and deadline of task τ, respectively. T HP is the hyper task graph period, used to relate the deadline violations. Squaring has been applied in order to assign a higher penalty to larger violations of imposed deadlines. The parameters of the GA where set as follows: The population pool consists of 25 individuals, the dynamic mutation probability is calculated as M P = max(0.15, 1/exp(N S · 0.05)) (N S is the current generation), and the generational overlap is 50%.
Low-Energy Task Mapping Algorithm
The mapping step determines which PE carries out which task. Thereby, it determines the execution time and power dissipation at nominal supply voltage. The mapping also specifies the area requirements of tasks in terms of bytes or gates, whether implemented as software or hardware. Obviously, due to the interrelation between scheduling and mapping, the distribution of tasks among the PEs has an influence on how well the allocated DVS-PEs can exploit their energy reduction possibilities. We have extended a GA based task mapping algorithm similar to the one given in [8] such that it solves our specific problem. The extension is based on the presented EE-GLSA algorithm (see Section 3.1), which is called from inside the mapping optimisation loop and is used to calculate parts of the mapping fitness function F M . In our GA based mapping approach, called EE-GMA, solution candidates are encoded into mapping strings. Each gene of these strings captures a mapping of a task to a PE. The GA we use to evolve the solutions is similar to the previously presented one (Fig. 5) . In order to guide the optimisation not only towards low energy and timing feasible solutions, using the scheduling fitness, but also towards feasibility in term of area, the fitness function F M uses an additional objective, namely area. The fitness we assign to individuals is expressed by,
where F S denotes the schedule fitness (including the DVS reduced energy and the timing penalty, as given by Equation (3)) and AP π represents an area penalty for each PE π ∈ P with exceeded area constraints. The exact equation for the calculation of AP π is given by,
where the used area is denoted as SA π and the maximal available area is represented by AA π . If the available area AA π is not exceeded we do not need to assign an area penalty, hence, F S is multiplied by one. Otherwise, the used area SA π and the available area AA π are related and multiplied by a constant k, which allows to adjust the aggressiveness of the penalty. During our experiments we have set k = 0.02. This was found to be low enough to keep a high population diversity while avoiding, at the same time, infeasible results. The parameters of the GA where set as follows: The population pool consists of 50 individuals, the dynamic mutation probability is calculated as M P = max(0.05, 1/exp(N M · 0.05)) (N M represents the current generation), and the generational overlap is 20%.
Variable-Voltage vs. Multi-Voltage
This section clarifies the differences between variable-voltage and multi-voltage DVS-PEs and introduces necessary equations, later used in the experimental results. The generalised DVS technique [23] , as used in our synthesis approach, produces supply voltages under the assumption that a continuous voltage range is available. However, real DVS processors [1, 2, 5] show a limited number of supply voltages at which tasks can be executed. For example, the DVS processor given in [5] uses a 7 bit frequency register, allowing to operate at 15 different discrete voltage-frequency (5 bit VCO) settings. Therefore, the continuous selected supply voltages are not directly applicable, however, they can be used as a base for mutli-voltage selection.
It has been shown in [14] that the two neighbouring discrete voltages V d1 and V d2 , V d1 < V dd < V d2 , around the continuous selected voltage V dd are the ones which minimise energy, under the assumption that the time overhead for switching between voltages can be neglected. The corresponding execution times t d1 and t d2 for task execution at V d1 and V d2 , can be calculated as, (6) where t exe denotes the execution time of the task at the continuous selected voltage V dd .
Experimental Results
The proposed synthesis approach was tested on several benchmark examples to demonstrate its capability to produce high quality solutions in terms of energy, timing, and area requirements. It was implemented using C++ on a Pentium-III/750Mhz/128MB Linux PC. The benchmarks consist of four sets: 1) We have used TGFF [7] to generate 25 hypothetical examples (tgff1 -tgff25) 1 . These specifications include power managed DVS-PEs and non-DVS-PEs. Accordingly, the power dissipation varies among the executed tasks (with maximal variations of 2.6 times).
2) The Hou examples are taken from [13] . The PEs of these benchmarks are characterised by non uniform power profiles. Since the initial PEs, considered in [13] , are not DVS enabled, we extended the same PEs with DVS capabilities, such that V t = 0.8V and V max = 3.3V .
3) The benchmark sets TG1 and TG2 where taken from [11] and consist of 30 graphs, each. These specifications include DVS-PEs with constant power dissipation (uniform power profile) and the given time constraints represent tight deadlines. 4) The final benchmark meas was taken from [3] and represents a measurement application with 12 tasks and 12 communications. The To give insight into the energy efficiency of the proposed synthesis approach, we compare it first with the approach presented in [18] , which neglects the PE power profiles (in the following we call this approach EVEN-DVS). Table 2 shows this comparison for the benchmark sets tgff and Hou. Each benchmark is characterised by its complexity in terms of nodes and edges. Column 3 shows the achieved energy reductions (with respect to a task execution at nominal supply voltage) of the EVEN-DVS approach using a mobility based schedule. This represents the approach presented in [18] . Column 4 shows the energy reduction for the same DVS technique, however, the mobility based scheduling was replaced by a GLSA. More exactly, the scheduling is performed using our GA based approach but without the generalised DVS technique which is part of the EE-GLSA. In Column 5 the energy reductions of the proposed EE-GLSA approach, based on a generalised DVS technique and a GLSA, are presented. Comparing Column 3 and 5, it can be observed that our approach is able to reduce the energy dissipation of all examples further. The achieved reductions are up to 43.2% percent higher. However, to avoid the misleading argument that these higher energy reductions are solely introduced by the GLSA, we have combined the EVEN-DVS approach with exactly the same scheduling technique (GLSA) as used in our approach, Column 4 shows the results. It can be observed that the proposed EE-GLSA technique results in higher energy savings for all examples, with reductions of up to 24.78% com- Table 3 presents the results obtained by both algorithms for the benchmarks TG1 and TG2. LEneS was able to reduce the power consumption of both benchmark sets on average by 28% and 13%. The optimisation took between 10s and 120s for each of the 60 task graphs in the benchmark sets. The presented EE-GLSA was able to reduce these values further. The average energy reductions resulted in 41.16% and 18.82%. However, since our approach produces continuous selected scaling voltages, we have adopted the same discrete voltages (0.9V , 1.7V , 2.5V , and 3.3V ) as given in [11] to ensure a fair and accurate comparison. Using Equations (5) and (6) the energy reductions of the multi-voltage system are calculated as 37.61% and 15.81%. Note that, since the benchmark sets TG1 and TG2 show constant power dissipation among the executed tasks, our approach is not able to leverage its additional energy reduction feature to consider these power variations. However, the achieved savings are 9.61% and 2.81% higher, showing that our approach performs well even when applied to systems with uniform power profiles. Comparing the computational times indicates a performance advantage of the proposed method, which produced results in 0.3s to 16s. Another interesting observation is that the multi-voltage setting (using just 4 discrete voltages) consumes only less than 4% more power than the variable-voltage approach.
We have further conducted a set of mapping optimisation experiments and achieved similar results and observations as for the GLSA and EE-GLSA based schedule optimisation. The results are given in Table 4 , which compares EVEN-DVS and the proposed EE-GLSA when included into the same mapping algorithm (EE-GMA, Section 3.2). The proposed technique was able to further reduce the energy dissipation when compared to the results of the EVEN-DVS approach, with improvements of up to 42.26%. The optimisation times for EVEN-DVS varied between 1.91s and 172.38s for task graphs with up to 100 nodes. Our approach optimised the same examples in 2.27s to 87657s. These increased execution times are due to two reasons: a) The search space for EVEN-DVS is smaller, since it is based on a constructive list scheduling, and b) The generalised The next experiment is concerned with the benchmark example meas. We had to re-calculate the throughput constraints at nominal supply voltage V dd = 5V for the same scheduling and mapping as given in [3] , since we employ a different communication model (contention, requests for the bus, etc.). Unfortunately this makes a direct comparison to the results given in [3] impossible. Nevertheless, due to the highly serialised structure of this example, we could calculate the theoretically optimal supply voltages settings, which resulted in an energy reduction of 13%, with respect to a task execution at nominal supply voltage. Our synthesis approach found a near optimal solution, with an energy dissipation only 4% higher than the theoretical bound, in 8.3s.
The final experiment demonstrates that our scheduling optimisation (EE-GLSA) does not only reduce significantly the dissipated energy, but simultaneously improves the timing behaviour compared to constructive techniques. This is of great importance since high quality solutions could be found in design space regions where infeasible and feasible solutions are spatially placed closely together. Making a wrong decision might involve a more costly implementation of the system. To clarify this, consider the mapping and scheduling results shown in Table 5 . The ten examples are taken from Gruian's benchmarks set TG1 and use an architecture of 10 identical DVSPEs. Column 2 shows the reduction results obtained by EVEN-DVS, which is based on a constructive list scheduling heuristic (mobility based). Observe that for 6 out of 10 task graphs the scheduling and mapping attempt failed (unsolved), making it necessary to increase the performance of the allocated system. On the other hand, our EE-GLSA is able to improve infeasible schedules by providing feedback to the optimisation process. In this way, it was possible to find feasible mappings and schedules for all examples by using our EE-GLSA approach. This effect is likely to appear in the presence of tight deadline specifications, as e.g., the benchmark set TG1 of Gruian et al. [11] . Of course, these higher quality results require longer optimisation times.
Conclusions
We have presented a new approach for the energy-efficient scheduling and mapping of distributed embedded systems. The energy-efficiency is achieved not only through the schedule and mapping optimisation towards DVS, but under the additional consideration of the PE power profiles during these optimisation steps. Furthermore, it was shown that genetic list scheduling and mapping algorithm can be extended to solve the specific problems introduced through voltage scaling. We have also validated the quality of the proposed approach through extensive benchmark examples and a comparison with two recently proposed synthesis techniques for DVS enable distributed systems. This has shown that with the usage of a GA based synthesis approach for DVS enabled architectures it is possible to find better solutions in reasonable amounts of time.
