MVP is meant to be:
(0. 1) u(x) = j u(x + ly)dp(y) Jk for all xED, i>0 and sufficiently small, K being the support of p.
In the case of two dimensions it is known [2; 7; 10] that if p is a homogeneous distribution on the vertices, sides or area of a regular n-gon then the functions having the MVP (0.1) are precisely the harmonic polynomials of degree ^n having zero nth derivatives in each of the directions of the radii of the polygons. There is also a similar characterization in 3-dimensions with a homogeneous distribution on the vertices of the regular solids [3] .
In §1 we prove (Theorem 1) that the MVP (0.1) is equivalent to the sys- In §2 we consider the case of discrete measures, i.e., "(Çi)="î>0 on a finite set of points Oj (l^i^N), and " = 0 elsewhere. The solution-space of (0.1) is proved to be finite dimensional and, in case all the "¿ are equal, it consists of polynomials of degrees ^C2. In the even more specialized case that the Ç, lie in the centers of the 2n faces of the unit cube, the degrees arê n2 and this inequality is sharp. Most of these results depend on some algebraic lemma which is also proved in §2.
In §3 we consider general measures and establish sufficient conditions for the finite dimensionality of the solution-space by a method of projection into 2-dimensional planes. These conditions are rather sharp, but not easy to verify.
1. The differential equations. Let " be a non-negative Borel measure in w-dimensional Euclidean space Rn having compact support K lying in the unit sphere which is not contained in any (n-l)-dimensional hyperplane. Let u(x) be a real, bounded and measurable function defined in a domain 7) in 7?". We are interested in characterizing functions which satisfy the mean value Conversely, if u is infinitely differentiable in D and satisfies the differential equations (1.2), and if " satisfies the foregoing assumptions, then u is analytic and satisfies the MVP (1.1).
Remark. If the support of " is contained in some (n -l)-dimensional hyperplane, then by a proper transformation we can reduce the problem to that of n -1 dimensions.
Proof. We first assume that (1.1) holds and proceed to establish the analyticity of u and (1.2). Clearly it is enough to consider x varying only in a ball B whose closure B is contained in D. Let dist.(73, S) = 2e and let B' be a ball concentric with 73 such that dist.(JB', S) = e. We define a function u '(x) as follows:
where CX denotes the complement of X. Clearly u' is bounded and measurable in Rn and its support is compact. Let v(x) be any C" function in Rn with support in B. Then, for xEB, 0<£<e, u(x+ty) =u'(x+ty).
Hence
J u'(x + ty)dp(y). Since also sup | SFm'(£)| < » in 7?", the conditions for differentiability under the integral sign are satisfied.
Differentiating both sides of (1.7) with respect to t j times, we obtain, upon comparing for t = 0, Hence, using Parseval's formula,
•/ß» L n-y J Since these relations hold for all vQC with support in 73, we conclude, from (1.9) with 7 = 2, that m is a weak solution of (Note that the equations (1.2) for/ even are all of elliptic type.) It remains to prove the second part of the theorem, namely, that every G00 solution of (1.2) is analytic and satisfies the MVP (1.1). Since (1.2) for / = 2 is an elliptic equation, u is analytic. We can then develop u(x+ty) into a power series in ty for every fixed *, y varying in K and t sufficiently small (depending on x). The right side of (1.1) becomes
Using the equations (1.2) with the definitions (1.3) of the coefficients A" the last series is found to be u(x), which proves (1.1).
Remark. Using a different method, Flatto [6] derived a result similar to Theorem 1. His system of equations is different from ours and the coefficients of the equations are of more complicated nature; they involve the whole sequence of harmonic polynomials. For the problems to be discussed in §2, our system is much more suitable.
There is a very simple connection between the study of the solutionspace of the system (1.2) and the existence of nontrivial complex roots for the system of algebraic equations
where zr = zH • • • z,¡, l^Vi^n, the zk being complex numbers. This connection was first pointed out by Aronszajn and P. Lax [l] and very recently by Flatto [6] . Since this connection will be used in the sequel we describe it here in detail.
Theorem 2. A necessary and sufficient condition that the system of differential equations (1.2) have at most a finite number of linearly independent solutions is that the system of algebraic equations (1.11) has z = 0 as its only common root.
Proof. The proof given below is that of Flatto. Suppose first that z^O is a common root of (1.11). Then the solution-space of (1.2) is not finite dimensional since for any integer m^O, Re{ (z-x)m\ is a solution of (1.2).
Conversely, let us assume that the equations (1.11) have no common root Zt¿0. It will suffice to show that every solution of (1.2) is a polynomial of degree ^k, for some k. Now, by [9, p. 18 ] the set of polynomials 2~lA,z, is finitely generated. Hence there exists a finite number of them which have no common root zt^O. We then can apply to xi (with respect to the above set of polynomials) the Hilbert's Nullstellensatz [9, p. 6] and conclude that for some q, x' is a linear combination with polynomial coefficients of the set [January of the generating polynomials. Substituting in the polynomial identity thus obtained D,, for xv" we conclude that if m is a solution of (1.2), then dqu/dx\ = 0. Proceeding similarly for the other variables x2, • • ■ , xn, we conclude that there exists p such that dpu/dXf=0 for t = l, 2, • • • , n. Hence, u is necessarily a polynomial of degree <np. Remark 1. From Theorem 2 it follows that if there exists a nonpolynomial solution u of (1.2) then there exist infinitely many linearly independent solutions of (1.2). This result can also be established directly by developing u locally into a series of harmonic polynomials 77m and observing then that the 77m must also satisfy the MVP in the open set where we have developed u; hence the 77m satisfy (1.2) throughout 7?". The converse of the above italicized statement is also true, as is easily seen. Hence:
The solutions of (1.2) (or (1.1)) form a finite dimensional space if and only if the solution-space consists only of polynomials.
Remark 2. It will be useful later on to use the equations (1.11) written in the form
2. The case of discrete measures. In this section we shall study the solution-space of (1.1) or (1.2) in the special case that " is a discrete measure. We shall prove that the solutions must be polynomials of degree tik, and for homogeneous measures we shall give a sharp bound on k. We first need an auxiliary result, of intrinsic interest, from algebra of polynomials. The proof is by induction on k. The case k = 1 is meant to be Writing the left side of (2.2)i as
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and noting that x2x3x^ ■ • • xn is one term in crn~i(x) and that all the other terms contain xi as a factor, the proof of (2.1)i follows (recall that all the o~i are =0 (mod a)). Assuming now that (2.1),-has already been established for all j^k, we proceed to prove (2.1)i4i-The left side of (2.1)*+i can be written as
The second factor is one term in ffn-k-i(x), and each of the remaining terms contains at least one x¡ with l£j£k+l. We are now ready to establish identities which imply that every monomial of degree >Cf belongs to a. The identities are:
The sign + means: either + or -. (2.3)* for k= 1 follows from (2.2)p with p = n -1. Hence we can proceed by induction on k. Assuming (2.3),-for all j^k we shall prove (2.3)t+i, i.e., we shall prove that n-1 n-2 n-k n-k-1
Xi x2 ■ ■ ■ Xk Xk+i Indeed, from the formulas (2.2),, with Xi replaced by xk+x and with p = n -k +1 we see that each term, with the exception of xk+2xk+z ■ • ■ xn contains at least one Xj with l^j^fe + 1. But each such term, upon multiplication by the right side of (2.3)* gives zero (mod a) in view of (2.1)y_i. Now multiplying each side of (2.4) by the corresponding side of (2.3)*, we obtain (2.3)*+i.
Having established (2.3)*, we multiply both sides by xk and obtain n-l n-2 n-*+l n-*+l .
(2.5)* Xx x2 ■ ■ • xk-x xk =0 (modo-).
since the right side of (2.3)* multiplied by xk gives zero in view of (2.1)*_i. Suppose now that M(x) is any monomial which does not belong to a. We want to prove that its degree is ^ Cl. Without loss of generality we can take then it is necessarily a polynomial of degree < CJ. We are going to derive a contradiction by exhibiting a polynomial of degree CJ which is a solution of (2.6), and thus completing the proof the lemma.
The polynomial is (whose number of inversions is denoted by 7') gives the same term as before, except for sign: ( -l)7 is replaced by ( -l)7'. Since 7' -7 is odd, the two terms cancel each other. Thus, taking summation over all even permutations and joining to each term the term corresponding to it (as above) which belongs to an odd permutation we get 2*= 0-This completes the proof of the lemma. We shall use the lemma in characterizing the solution-space of (1.2) (or (1.1)), in case p is a discrete measure. We first consider the case where we have 2w points Qj situated at the centers of the 2n hyper-faces of the cube - Indeed, not all the d can be odd since otherwise we get that 2p+n = n2 + l for some integer p, which is clearly false. Hence, we can write dcu d2bu
where c -2b^n -l and D' means a certain/th derivative. Since 2b ^ n2 + 1 -(n -1) è 21 ( -J + 1 |, it follows that the right side vanishes. Hence every (w2 + l)th derivative of u vanishes. Consequently, m is a polynomial of degree n2. On the other hand there exist polynomials of degree n2 which are solutions of (2.9). One such polynomial is
The proof that this polynomial satisfies the equations (2.9) is similar to an analogous proof at the end of the proof of the algebraic lemma; details are therefore omitted.
We have thus proved :
Theorem 3. If u satisfies the MVP (1.1) with respect to the discrete measure p defined in (2.7) then u is a harmonic polynomial of degree ^n2. There exist polynomials of degree n2 satisfying the MVP (1.1).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Solving, from (2.12), Zx, • ■ • , z» in terms of the ¿'s, and using the equality rj>(£) = Ppiz) we conclude that every monomial of degree > C2 in the z's is a finite linear combination of the Tp(z). Substituting in each such identity d/dxi for Zi and recalling the connection between the coefficients of the algebraic equations and the differential equations, we conclude that every solution of the differential system is a polynomial of degree ^ C2.
We shall now consider the case of a general discrete measure on the points Qi, that is, (2.13) ß(Qi) = ", > 0 for 1 á i á ff, £",• =1, and " = 0 elsewhere.
We shall prove:
Theorem 5. There exists a k depending on the ",• such that every function satisfying the MVP (1.1) with respect to the measure defined in (2.13) is a polynomial of degree g k.
Proof. Using Theorem 2 and the transformation (2.12) it follows that it is sufficient to prove that the equations 3. The case of arbitrary measures. In this section we shall give some sufficient conditions on a general measure p which imply that the solution-space of (1.2) (or (1.1)) is finite dimensional. These conditions are rather directly We call it a regular 2-affine rotation if the transformation is regular. 2?,-y maps K onto a set Ky. We denote by 7T,y the orthogonal projection of Kq on the (xi, Xj)-plane and by p<y the integral of p along sets of points in K having the same projection in the (xit Xy)-plane.
Given a measure p* with compact support K* and with fdu* = 1, we say that p* is a normal distribution (with respect to the origin) if for any harmonic polynomial v, î>(0) = j v(ty)dp*(y) for all 0 < / < «.
This definition is essentially the one introduced by Choquet and Deny [5] in the case of two dimensions.
In [8] we gave some simple conditions on "* which guarantee that if K* is not a sphere or a ball, then "* is not a normal distribution. We shall need the assumption:
(A) For any regular 2-affine rotation 7?<y, the resulting (projection) measure ßn is a non-normal distribution.
We shall prove: Theorem 6 . If " satisfies the assumption (A) and the assumptions of Theorem 1, then there exists at most a finite number of linearly independent functions satisfying the MVP (1.1).
All the functions are polynomials by Remark 1 at the end of §1. Proof. In view of Theorems 1, 2 and (1.12), it is sufficient to prove that there exists no complex root Zt^O of the system of algebraic equations:
(3.1) | (ziyi + z2y2 -\-h z"y")'d"(y) = 0 (1 £ j < «).
J K
Assuming that there exists a root z^0, we shall derive a contradiction. Since the left side of (3.1) for j = 2 is a positive form in the z,-, considered as variables, z cannot be a constant multiple of a real vector. Hence the linear functions Since the monomials f* =• (yí +(-l)1'2y/)'1 generate the family of polynomials in the complex variable f which vanish at f = 0, and since fdßij-1, we conclude that for any polynomial /(f), f f(t)dß« = 0.
¿Ka Hence the same is true for all harmonic polynomials, thus contradicting the assumption (A).
