This paper studies the partial estimation of Gaussian graphical models from high-dimensional empirical observations. We derive a convex formulation for this problem using 1 -regularized maximum-likelihood estimation, which can be solved via a smoothing approximation algorithm. Statistical estimation performance can be established for our method. The proposed approach has competitive empirical performance compared with existing methods, as demonstrated by various experiments on synthetic and real data sets.
I. INTRODUCTION
G IVEN n independent copies {Z (i) } n i=1 of a random vector Z ∈ R d with an unknown covariance matrix , the problem of precision matrix estimation is to estimate the inverse of covariance matrix = −1 . In particular, for multivariate normal data, i.e., Z ∼ N (0, ), its density is parameterized by the precision matrix as follows:
In this case, it is well known that the marginal independence between the components Z i and Z j after marginalizing over all the other variables {Z k , k = i, j } is equivalent to i j = 0; whereas the conditional independence between the variables Z i and Z j given {Z k , k = i, j } is equivalent to i j = 0 [13] . Let G = (V, E) be a graph representing conditional independence relations in pairs of components of Z . The vertex set V has d elements corresponding to Z 1 , ..., Z d , and the edge set E consists of edges between node pairs {(Z i , Z j )}. The edge between Z i and Z j is excluded from E if and only if Z i and Z j are conditionally independent given {Z k , k = i, j }. For normally distributed Z , such a class of graphical models are known as Gaussian graphical models (GGMs) [13] , [33] . For GGMs, it is usually assumed that a given variable can be predicted by a small number of other variables. This Manuscript Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TIT. 2013.2296784 assumption implies that the structure of graph is sparse, and thus the precision matrix is sparse. Therefore estimating a Gaussian graphical model can be reduced to the problem of estimating a sparse precision matrix. GGMs are most popular graphical models for modeling real-valued data in a wide range of scientific and engineering domains, including statistical physics, computer vision, natural language processing, and computational biology [16] , [31] , [35] , [36] .
A. Problem and Motivation
In this paper, we investigate the problem of estimating blockwise partial precision matrix. Suppose that two random vectors Y ∈ R p and X ∈ R q are jointly normally distributed with zero-mean, i.e., Z = (Y, X) ∼ N (0, ). Let the unknown precision matrix be partitioned into blocks Our goal is to simultaneously estimate the blocks yy and yx , without attempting to estimate the block x x . The motivation of estimating these two blocks is that yy has an interpretation of conditional precision matrix of Y conditioned on X, and yx induces the mutual conditional dependency between these two groups of variants. Indeed, since Y and X are jointly normal, the conditional distribution of Y given X, given as follows, remains normal [12] :
yy yx X, −1 yy . This conditional distribution was first exploited by Witten and Tibshirani [37] for sparse univariate-output regression in their Scout procedure. Sohn and Kim [32] further showed that this distribution becomes significantly more valuable in the case of multiple-output regression. In machine learning applications where Y is the multivariate response (e.g., image annotation vector) and X is the input feature (e.g., bag-ofwords visual feature), the above conditional distribution shows that estimating yy and yx can be useful for constructing graphical models for the response conditioned on the input, as well as establishing a linear regression model between response and input.
Since we are mainly interested in the structures of yy and yx , it is natural to ignore x x . Consequently, we should not have to impose any assumption on the structure of x x for parameter estimation. Indeed, although the existing algorithms for GGMs can be used to estimate the full precision matrix and consequently its blocks yy and yx , it requires an accurate estimation of x x ; in order to estimate x x in high dimension, we have to impose the assumption that x x is sparse; and the degree of its sparsity affects the estimation accuracy of yy and yx . Moreover, 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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when q is much larger than p, computational procedures for the full GGMs formulation do not scale well with respect to x x . For example, the computational complexity of graphical Lasso [15] , a representative GGMs solver, for estimating is O(( p + q) 3 ). When q p, this complexity is dominated by q and thus can be quite inefficient. Unfortunately, it is not uncommon for the feature dimensionality of modern datasets to be of magnitude 10 4 ∼ 10 7 . Taking document analysis as an example, the typical size of bag-of-word features is of scale 10 4 . In web data mining, the feature dimensionality of a webpage is typically millions or even billions. In contrast, the dimensionality of the response Y , e.g., the number of document categories, is usually of a much smaller order 10 2 ∼ 10 3 . The purpose of this paper is to develop a formulation that directly estimates the precision matrix blocks yy and yx without explicit estimation of the block x x . To estimate the underlying graphical model of Y , one might consider applying existing GGMs to the marginal precision matrix˜ yy = −1 yy . However, this approach ignores the contribution of X in predicting Y , and from a graphical model point of view, the marginal precision matrix˜ yy may be dense [8] . Taking the expression quantitative trait loci (eQTL) data [17] as an example, if two genes in Y can be both predicted by a number of genetic variants in X at the gene expression level, then these two genes should be conditionally independent. However, without considering the genetic effects of X, a link between these two genes is expected in the graph. Therefore, it is desirable to simultaneously estimate yy and yx to recovery the underlying sparse graphical model.
B. Our Contribution
We introduce in this paper a sparse partial precision matrix estimation model that simultaneously estimates the p × p conditional precision matrix yy and the p × q block matrix yx under the assumption that there are many zeros in both matrices and p q. The key idea is to drop the 1 regularization for the x x part in the full GGMs formulation; as we will show, this leads to a convex formulation that does not depend on x x , and consequently, we do not have to estimate x x . Numerically this idea allows us to solve the reformulated problem more efficiently. We propose a smoothing approximation numerical procedure to find the global minimum. The computational complexity is O( p 3 + p 2 q + pq min{n, q}), where n is the sample size.
A significant contribution of this paper is the statistical efficiency analysis of the proposed estimator in high dimensional setting. We prove that under proper conditions the joint parameter estimation error of yy and yx has convergence rate O( √ |S| ln( p + q)/n) where |S| is the total number of edges among the nodes associated with Y and the edges linking the nodes associated with Y and those associated with X. This convergence result is obtained even though we do not impose sparsity assumption on x x . We note that an identical model to ours has been investigated by Sohn and Kim in the setting of multivariate regression [32] . However, there were no statistical efficiency guarantees provided in [32] .
Although derived in the context of GGMs, our method is immediately applicable to the problem of multivariate regression with unknown noise covariance. This observation establishes the connection between our method and the conditional GGM [39] (an identical model is named as MRCE in [30] ) which estimates conditional precision matrix yy via multivariate regression. However, the conditional graphical model formulation derived there is quite different from the partial graphical model formulation of this paper. First, our formulation is convex with a single global optimum; whereas conditional GGM is only bi-convex. Second, we impose the sparsity assumptions on yy and yx which have explicit graphical model interpretation, whereas conditional GGM (or MRCE) imposes the sparsity assumption on −1 yy yx which does not provide any mechanism for enforcing sparse graph structure.
C. Related Work
Numerous methods have been proposed for sparse precision matrix estimation in recent years. For GGMs estimation, a popular formulation is maximum likelihood estimation with 1 -penalty on the entries of the precision matrix [1] , [29] , [41] . The 1 -penalty leads to sparsity, and the resultant problem is convex. Theoretical guarantees of this type of methods have been investigated in [28] and [29] , and its computation has been extensively studied in the literature [10] , [15] , [24] , [42] . Non-convex formulations have also been considered because it is known that 1 -penalty suffers from a so-called bias problem that can be remedied using non-convex penalties [14] , [18] . As an alternative approach to the maximum likelihood formulation, one may directly estimate the support (that is, nonzero entries) of the sparse precision matrix using separate neighborhood estimations for each variable followed by a proper aggregation rule [5] , [25] , [40] . The Nonparanormal [23] is a semi-parametric extension of GMMs which assumes that variables are Gaussian after component-wise monotone transformation. The network structure of such a model can be recovered by fitting GGMs over the transformed variables. More recently, rank-based estimators were proposed to first estimate a correlation matrix and then feed it into GGMs estimators [22] , [38] .
The conditional precision matrix yy is related to the latent Gaussian Graphical model of [8] , where Y is observed and X are unobserved hidden variables. If we further assume that X is low-dimensional (which is different from the situation of observed high dimensional X in this paper), then the we may write the marginal precision matrix˜ yy using the Schur complement as˜ yy = yy − yx −1 x x yx . This exhibits a sparse low-rank structure because yy is sparse and the dimensionality of X is low. Chandrasekaran et al. [8] explored such a sparse low-rank structure and proposed a convex minimization method to recover yy as well as the low-rank component. Although the model is more accurate than standard GGMs, the formulation does not take advantage of the additional information provided by X when it is observed. Another issue is that this latent Gaussian graphical model assumes that the hidden variable X is of low dimension, which may not be realistic for many applications.
Our approach is closely related to the conditional Gaussian graphical model (cGGM) [39] studied in the context of eQTL data analysis. The cGGM assumes a sparse multivariate regression model between Y and X with (unknown) sparse error precision matrix. However, the log-likelihood objective function associated with the model is not convex but biconvex. Their theoretical analysis applies for a local minimum solution which may not be the solution found by the algorithm. The cGGM is known as MRCE [30] in the context of sparse multivariate regression with covariance estimation. The cGGM model has also been considered in [4] where the authors proposed to first estimate the linear regression parameters by multivariate Dantzig-selector and then estimate the conditional precision matrix by the CLIME estimator [5] . The rate of convergence for such a two-stage estimator was analyzed. Different from cGGM, our partial precision matrix estimation approach directly estimates the blocks of the full precision matrix via a convex formulation. This significantly simplifies the computational procedure and statistical analysis. Particularly, when Y is univariate, our model reduces to the 1 -penalized maximum likelihood estimation studied by Städler et al. [34] in the case of sparse linear regression. For multivariate random vector Y , our method can be regarded as a multivariate generalization of [34] for sparse linear regression with unknown noise covariance. A similar generalization was investigated in [32] which established the connection between sparse precision matrix estimation and sparse multiple output regression. As a significantly contribution of our work, we analyzed the statistical efficiency of this type of estimator in high dimensional setting which was not addressed in [32] .
In summary, our method has the following merits compared to the closely related methods in [30] , [32] , and [39] and the standard GGMs:
• Statistical efficiency guarantees: We estimate partial precision matrix via solving a convex optimization problem. Statistical efficiency of our estimator can be established without the sparsity assumption on x x . In contrast, the formulations proposed in [39] and [30] for a similar purpose are not convex and thus the global solutions cannot be guaranteed. The formulation in [32] is identical to ours, but no statistical guarantees of the model were provided there. • Interpretability: For normal data, the sparsity constraint on yx in our formulation has a natural interpretation in terms of the conditional dependency between the variables in X and Y . This differs from the assumption in [39] that essentially assumes the sparsity of −1 yy yx which does not have natural graphical model interpretation.
• Scalability: The proposed approach directly estimates the blocks yy and yx by optimizing out the block of x x . This leads to improved scalability with respect to the dimensionality of X in comparison to the standard GGMs formulation that estimates the full precision matrix.
D. Notation and Organization
Notation. In the following, 0 is a positive definite matrix; x ∈ R p is a vector; A ∈ R p×q is a matrix. The following notations will be used in the text.
• λ min ( ): the smallest eigenvalue of . • λ max ( ): the largest eigenvalue of .
• − : the off-diagonals of .
the number of nonzero entries in x. • A i j : the element on the i th row and j th column of A.
Organization. The remaining of this paper is organized as follows: §II introduces the partial Gaussian graphical model formulation; its statistical efficiency in the high dimensional setting is analyzed in §III. The extension of the proposed method to multivariate regression with unknown covariance is discussed in §IV. Numerical procedures and experimental results are presented in §V. Finally, we conclude this paper in §VI.
II. SPARSE PARTIAL PRECISION MATRIX ESTIMATION

A. Gaussian Graphical Model
Suppose we have n independent observations
. The negative of the log-likelihood function corresponding to the GGMs is written as follows:
It is well-known that L( ) is convex when 0, which implies that it is jointly convex with respect to the blocks yy , yx and x x . The goal of GGMs learning can be reduced to the problem of estimating the true precision matrix * with extra sparsity constraints. In particular, the following 1 -regularized maximum-likelihood method is the most popular formulation to learn sparse precision matrix [1] :
where λ n is the strength parameter of the penalty.
B. Partial Gaussian Graphical Model
We now present a new maximum-likelihood formulation for the partial GGM (pGGM) that only aims at estimating the blocks * yy and * yx instead of estimating the full precision matrix * . Without causing confusion, we can write L( ) as L( yy , yx , x x ). The basic idea of pGGM is to eliminate x x by optimizing L( yy , yx , x x ) with respect to x x , and this can be achieved if we do not impose any sparsity constraint on x x . As we will show in the following, this idea allows us to decouple the estimation of x x from the estimation of { yy , yx }. This not only allows faster computation, but also allows us to develop a theoretical convergence analysis for { yy , yx } without assuming the sparsity of x x .
We introduce a reparameterization˜
The following proposition indicates that with such a reparameterization, L can be decomposed as the sum of a component only dependent on { yy , yx } and a component only dependent
where
The decomposition formulation (2) is key to our new formulation which decouples the optimization of { yy , yx } and˜ x x . In the high dimensional setting, we consider the following penalized problem using the reparameterized :
where R( yy , yx ) and P(˜ x x ) are decoupled regularization terms that can guarantee the problem to be well-defined. Based on (2), problem (4) can be decomposed into the following two separate problems:
and˜
We call the first problem specified in (5) as partial Gaussian Graphical Model or pGGM, which is the main formulation proposed in this paper. If we assume that both * yy and * yx are sparse, then we may use sparsity-inducing penalty R( yy , yx ) in (5) . For example, the following two penalties enforce element-wise and column-wise sparsity respectively:
If we use the element-wise sparsity-inducing penalty, then the resulting formula is similar to 1 -penalized full Gaussian graphical model formulation of (1). The main difference is that the pGGM formulation (5) does not depend on x x because the optimization has been decoupled, and consequently it does not require any sparsity assumption on x x . Indeed, our model is an instance of Conditional Random Fields (CRFs) [19] in the sense that we model the conditional distribution of Y given X directly, and thus a good model of the distribution of X is unnecessary or ancillary for discriminative analysis. As we will demonstrate in §V-B that pGGM performs equally well when * x x is sparse or dense or even when X is non-Gaussian. Another advantage of pGGM is the significantly reduced computational complexity when X is high dimensional.
III. THEORETICAL ANALYSIS
We now analyze the estimation error between the estimated precision matrix blocks {ˆ yy ,ˆ yx } in (5) and the true blocks
.., p} andS yy be its complement. Similarly we define S yx andS yx . To simplify notation, we denote = ( yy , yx ), S = S yy ∪ S yx andS =S yy ∪S yx . The error of the first-order Taylor expansion of L pa at in direction is
We introduce the concept of local restricted strong convexity to bound δL pa ( , ). Definition 1 (Local Restricted Strong Convexity) We define the following quantity which we refer to as local restricted strong convexity (LRSC) constant at :
Intuitively, LRSC characterizes the local curvature of L pa at in the cone | S | 1 ≤ α| S | 1 . This condition is a specification of the concept restricted strong convexity [43] to our problem setup.
As will be described in our main result, the Theorem 1, that the LRSC condition of L pa is required to guarantee the statistical efficiency of pGGM. Before presenting the theorem, we will first show that when n is sufficiently large, LRSC condition holds with high probability under proper conditions. The following assumption is required in our analysis.
Assumption 1: Assume that the following conditions hold for some integerss:
This assumption is similar to the RIP condition in compressed sensing. The following result is known from the compressed sensing literature (see [2] , [6] , and [27] , for example). Proposition 2: There exists absolute constants c 1 and c 2 such that Assumption 1 holds with probability no less than 1 − exp(−c 2 n) when n ≥ c 1 ( p +s log( p + q)). This proposition indicates that we need n = O( p + ln( p + q)) samples to guarantee Assumption 1 with overwhelming probability. The next result shows that Assumption 1 can be used to obtain a bound on β( * , r, α).
Proposition 3: Let
.
A proof of this result is given in Appendix B.
The following defined γ n is also needed in our analysis:
As we will see shortly that γ n actually controls the vanishing rate of ∇ L pa , with respect to n, at the true point * = ( * yy , * yx ). The following proposition indicates that under proper conditions, with overwhelming probability, γ n approaches zero at the rate of O( √ ln( p + q)/n). A proof of this proposition can be found in Appendix C.
Proposition 4: For any η ∈ (0, 1), and given the sample size n ≥ log(10( p + q) 2 /η), we have with probability 1 − η:
The following is our main result on the estimation error bound in Frobenius norm.
Theorem 1: Letˆ = (ˆ yy ,ˆ yx ) be the global minimizer of (5) with element-wise 1 -penalty R e . Assume that λ n , ρ n ∈ [2γ n , c 0 γ n ] for some c 0 ≥ 2. We further assume that L pa has LRSC at * = ( * yy , * yx ) with constant β( * ; r, α) > 0. Consider r 0 , β 0 > 0 so that β( * ; r 0 , α) ≥ β 0 . Define
The following corollary is easier to interpret than Theorem 1.
Corollary 1: Letˆ = (ˆ yy ,ˆ yx ) be the global minimizer of (5) with element-wise 1 
,
Let c 1 and c 2 be absolute constants in Proposition 2. If n is sufficiently large so that
we have that with probability no less than 1 − exp(−c 2 n) − η, both Assumption 1 and Proposition 4 are valid. Since Assumption 1 holds, Proposition 3 implies β( * , r 0 , α) ≥ β 0 . Proposition 4 implies that γ n ≤ γ 0 log(10( p + q) 2 
Using Theorem 1 we obtain the desired bound ˆ − * F ≤ n . We may assume that β 0 , r 0 , and γ 0 to be O(1) constants that depend on * and * . The corollary implies that when n is at least the order of p + |S| log(( p + q)/η), then
Such a convergence rate is desirable in high dimensional setting as it only requires the sample size of the order O(log( p + q)) to achieve fast vanishing of estimation error.
IV. PGGM FOR MULTIVARIATE REGRESSION WITH UNKNOWN COVARIANCE
In this section, we show that pGGM provides a convex formulation for solving the following model of multivariate regression with unknown noise covariance:
where Y ∈ R p , X ∈ R q , * yx is a p × q regression coefficient matrix and the random noise vectorε y ∼ N (0, (¯ * yy ) −1 ) is independent of X. Our interest is in the simultaneous estimation of * yx and¯ * yy from observations
in the high-dimensional setting. We emphasize that for this regression problem we do not have to assume the joint normality of (Y ; X), but rather that the noise term is normal (or more generally sub-Gaussian). Our discussion in this section is based on the fact that pGGM is a regularized maximum likelihood estimator for multivariate regression with Gaussian noise.
A. pGGM as a Conditional Maximum Likelihood Estimator
We will start our discussion in joint Gaussian setup, which provides the connection of the pGGM formulation and multivariate regression. Assume that Y and X are jointly Gaussian with zero-mean and precision matrix * . As we aforementioned in §I-A that Y and X obey the following multivariate regression model:
where ε y ∼ N (0, ( * yy ) −1 ) is independent of X. Note that this model can be regarded as a reparameterization of the standard multivariate regression model in (6) . It is easy to verify that given the observations {Y (i) ; X (i) } n i=1 , the negative of the conditional log-likelihood function for ε y is exactly L pa ( * yy , * yx ) defined in (3) . Therefore, pGGM is essentially a regularized conditional maximum likelihood estimator for the regression model (7) . This implies that we can use pGGM to solve multivariate regression problem with unknown noise covariance matrix yy .
B. General Case: A Convex Reparameterization
We now consider the general multivariate regression model (6) with Gaussian noise. A more straightforward way for estimating the model parameters {¯ * yy , * yx } was considered in [39] using the following 1 -regularized log-likelihood function associated withε y :
{ˆ yy ,ˆ yx } = arg min yy 0, yx − log det¯ yy + tr( n yx¯ yy )
where n yx = n yy − n yx yx − yx n yx + yx n x x yx . However, with this formulation, the objective function in (8) is not jointly convex in yx and¯ yy , although it is convex with respect to yx for any fixed¯ yy , and it is also convex respective to¯ yy for any fixed yx .
In contrast, the log-likelihood function of model (7), L pa ( yy , yx ), is jointly convex in { yy , yx }, which may be regarded as a convex reparameterization of (6) under the following transformation: yy = yy , yx = − −1 yy yx . This transformation yields a one-to-one mapping from {¯ yy , yx } to { yy , yx }. The convexity of (7) is desirable both for optimization and for theoretical analysis which we considered in §III. Moreover, comparing to the standard multiple output regression model (6) , such a reparameterized model provides a more explicit representation to borrow statistical strength across multiple outputs for structured-output prediction. Indeed, yy directly parameterizes the conditional independence relationship among outputs Y ; while yx represents the direct influence of inputs X on outputs Y that propagates through the output network yy to influence other outputs indirectly [32] .
It is worth mentioning that for high dimensional problems, regularization has to be imposed on the model parameters. With regularization, the pGGM estimation of (7) becomes (5), which is different from the cGGM formulation (8) . This is because for pGGM, the 1 -norm penalties are imposed on { yy , yx }, and for cGGM, the 1 -norm penalties have to be directly imposed on {¯ yy , yx }. The former has a natural interpretation in terms of the conditional dependency between the variables in X and Y , while the latter does not have such an intuitive interpretation.
C. Univariate Case
As a special case, when the output Y is univariate, pGGM reduces to a regularized maximum likelihood estimator for high-dimensional linear regression with unknown variance. In this case, by replacing the scalar yy and the row vector yx with ω and θ respectively in the pGGM formulation (5), with element-wise 1 -penalty R e , we arrive at the following estimator:
where L pa (ω, θ ) := − log(ω) + n yy ω + 2θ n xy + θ n x x θ/ω. This is identical to a regularized maximum likelihood estimator for the following linear regression model with unknown variance:
where ε ∼ N (0, ω −1 ) is independent of X. The specific 1 -penalized maximum likelihood estimator (9) has also been studied by Städler et al. [34] for sparse linear regression with unknown noise covariance. In general, pGGM can be regarded as a multivariate generalization of this method.
For graphical model estimation, pGGM with univariate Y can also be regarded as a variant of the neighborhood selection method [25] . Let us write j j the entry of at the j th row and the j th column, and denote by j,− j or − j, j the j th row of with its j th entry removed or the j th column with its j th entry removed respectively. In order to recover the nonzero entries in , Meinshausen and Bühlmann proposed to solve for each row j a Lasso problem [25] :
If we fix ω = 1 in (9), then the resultant estimator is identical to (11) . For precision matrix estimation, our formulation (9) is different from neighborhood selection (11) due to the inclusion of ω as an unknown parameter. More precisely, the quantity ω −1 is the noise variance for the corresponding Lasso regression, and the estimator (9) may be regarded as an extension of neighborhood selection without knowing the noise variance. For multivariate random vector Y , pGGM is essentially a blockwise generalization of neighborhood selection for graphical model estimation.
For precision matrix estimation, the regression model (10) has also been considered by Yuan [40] who suggested a procedure to estimate θ via the Dantzig-selector [7] followed by a mean squared error estimator for the variance ω −1 . In contrast, the pGGM based estimator (9) simultaneously estimates the two parameters under a joint convex optimization framework.
V. EXPERIMENTS
In this section, we assess the empirical performance of pGGM on both synthetic and real datasets and compare it to several representative approaches for sparse precision matrix estimation. Before presenting the experimental results, we briefly describe the numerical procedure we used for optimizing pGGM.
A. Numerical Algorithm
We optimize the pGGM problem (5) via a smoothing approximation procedure which is standard in composite convex optimization [9] , [26] . As a first-order algorithm, the per-iteration cost of smoothing approximation is dominated by evaluating the gradient of the smooth term. Specifically, in our problem setup, the smooth term is L pa and its gradient ∇ L pa is calculated by
The computational complexity of this gradient term is O( p 3 + p 2 q + pq min{n, q}) due to the inverse of yy and the matrix product. This can be compared to the O(( p + q) 3 ) or higher per iteration complexity required by well known representative algorithms for full precision matrix estimation [10] , [15] , [24] , [29] . In high dimensional setting where q n, the computational advantage of pGGM over standard GGMs can be significant.
B. Monte Carlo Simulations
In the Monte Carlo simulation study, we investigate parameter estimation and support recovery accuracy as well as algorithm efficiency using synthetic data for which we know the ground truth. 1) Data: Our simulation study employs three data models. The first two models are GGMs with sparse blocks { * yy , * yx } and sparse versus dense block * x x . The third one obeys a multivariate regression model in which X is non-Gaussian. The details of these synthetic data are described below:
• Model 1 (GGMs). We define * = M + σ I , where each off-diagonal entry in M is generated independently and equals 1 with probability P = 0.1 or 0 with probability 1 − P = 0.9. M has zeros on the diagonal, and σ is chosen so that the condition number of * is p + q. • Model 2 (GGMs). The model is identical to Model 1 except that we add the q × q all-one matrix to * x x to make this block dense. • Model 3 (multivariate regression with non-Gaussian X).
We first sample X from a Gamma distribution with shape parameter 1 and scale parameter 3. Then we generate Y according to the multivariate regression model (7) using the same * yy and * yx as in Model 1. For each model, we generate n = s ln( p + q) i.i.d. samples where s is the total number of non-zero elements in * yy and * yx . The goal is to estimate the sparse blocks { * yy , * yx }. We fix p = 50 and compare the performance under increasing values of q = 50, 100, 200, 500, replicated 50 times each.
To select regularization parameters (λ n , μ n ), we generate a training sample of size n and an independent validation sample of size n. Using the training data, we compute a series of estimators with different values of (λ n , μ n ) as multiplication of √ ln( p + q)/n, and use the one with the smallest conditional log-likelihood loss, L pa (ˆ yy ,ˆ yx | val n ), evaluated on the validation sample.
2) Comparing Methods and Evaluation Metrics: We compare the performance of pGGM to the following three representative approaches for sparse precision matrix estimation:
• GLasso for 1 -penalized precision matrix estimation [15] . We conventionally apply GLasso to estimate the full precision matrix. • cGGM for conditional Gaussian graphical model estimation [39] . After recovering the regression parametersˆ yx and the conditional precision matrixˆ yy , we estimate the blockˆ yx asˆ yx = −ˆ yyˆ yx . • NSLasso [25] . We use a modified version to recover the supports in the blocks * yy and * yx by regressing each Y i on Y −i and X via the Lasso. Such a modified neighborhood selection method has also been adopted by the authors of [39] for their empirical study. For all these considered methods, we use the training and validation sets to select the optimal values of the involved regularization parameters.
We measure the parameter estimation quality ofˆ = (ˆ yy ,ˆ yx ) by its Frobenius norm distance to * = ( * yy , * yx ). To evaluate the support recovery performance, we use the following defined F-score from the information retrieval literature: where TP stands for true positives (for nonzero entries), and FP and FN stand for false positives and false negatives. Since one can generally trade-off precision and recall by increasing one and decreasing the other, a common practice is to use the F-score as a single metric to evaluate different methods. The larger the F-score, the better the support recovery performance.
3) Results: Fig. 1 plots the mean and standard deviations of the used metrics as a function of dimensionality q. The results show the following:
• Parameter estimation accuracy (see the left column of Fig. 1 ): pGGM and NSLasso perform favorably in most cases. GLasso is inferior to the other methods especially on the non-Gaussian data model 3. This is as expected because GLasso tries to fit data with GGMs and thus is sensitive to the distribution of X. Moreover, cGGM is inferior to pGGM and NSLasso when q is relatively large, in which case cGGM tends to converge to local solutions. • Support recovery (see the middle column of Fig. 1): pGGM and NSLasso perform favorably in most cases. All the considered methods perform comparably on data model 1. On data model 2&3, cGGM is inferior to pGGM and NSLasso. Again, GLasso performs unsatisfactorily on data model 3 when q is large.
• Computational efficiency (see the right column of Fig. 1 ): pGGM and NSLasso are the top two most efficient among all the considered methods. pGGM can achieve ×10 speedup over GLasso when q = 500.
Overall, this group of simulation study demonstrates that pGGM and NSLasso perform favorably on synthetic data for estimating blocks of GMMs as well as multivariate regression models with unknown noise covariance. However, as a nodewise estimator NSLasso can be sensitive to the estimation quality of each node. Moreover, NSLasso cannot guarantee the estimated blockˆ yy to be positive semidefinite. As we will see shortly from the following real experiments that NSLasso is inferior to pGGM on some real datasets.
C. Real Data
We further investigate the performance of pGGM on real data.
1) Data: We use four datasets S&P500, Corel5k, MIRFlickr25k and RCV1-v2 for this study. For each dataset, we generate a training sample for parameter estimation and an independent testing sample for performance evaluation. Table I summarizes some statistics of these datasets. We next describe the data in details. S&P500. This data contains the historical prices of S&P500 stocks over 5 years, from January 1, 2007 to January 1, 2012. By eliminating the stocks with less than 5 years of history, we end up with 464 stocks, each having daily closing prices over 1,260 trading days. The prices are first adjusted for dividends and splits and then used to calculate daily log returns. Each day's return can be represented as a point in R 464 . For each day's return, we chose the first 164 as Y and the rest 300 as X. We split the data into a training set of size 840 and a testing set of size 420. Corel5k. This dataset is a standard benchmark for keyword based image retrieval and image annotation [11] . It contains around 5,000 images manually annotated with 1 to 5 keywords. The vocabulary contains 260 visual words. Each image is described by a GIST feature of dimension 512. The dataset along with the extracted visual features are publicly available at lear.inrialpes.fr/people/guillaumin/data.php. In our experiment, we use the annotation vector as Y and the GIST feature as X. We down sample the dataset to size 900 and split it into a training set of size 600 and a testing set of size 300. MIRFlickr25k. This dataset consists of 25,000 images collected from Flickr over a period of 15 months. The database is available at press.liacs.nl/mirflickr/. The vocabulary, which is chosen as the response Y , contains 457 tags. Each image is described by a GIST feature of dimension 512, which forms the X in our model. The dataset along with the extracted visual features are publicly available at lear.inrialpes.fr/people/guillaumin/data.php. In our experiment, we down sample the dataset to size 2,500 and split it into a training set of size 1,666 and a testing set of size 834. RCV1-v2. This dataset contains newswire stories from Reuters Ltd [21] . Several schemes were utilized to process the documents including removing stopping words, stemming, and transforming each document into a bag-ofwords numerical vector. There are three sets of categories: Topics, Industries and Regions. In this paper, we consider the Topics category set, and make use of a subset collection (sample size 3,000, feature dimension 47,236) of this data from www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets. We further down sample the dataset to a size of 1,500, and select the top 1,000 words with highest TF-IDF frequencies to form the input X. The vocabulary contains 103 keywords which form the output Y . We split the data into a training set of size 1,000 and a testing set of size 500.
2) Methods and Evaluation Metrics: We compare pGGM to cGGM, GLasso and NSLasso. Since there is no ground truth precision matrix, we measure the quality of the estimated blocks (ˆ yy ,ˆ yx ) by evaluating the following two metrics on the testing data:
• The L pa objective value: Recall from §IV-A that L pa is essentially the negative conditional log-likelihood of the observed data. Therefore this quantity reflects how well the testing data fits the learned conditional graphical model. • Prediction error: Recall the multivariate regression model (7) . Given the testing vector X, we calculate the predicted responseŶ = −ˆ −1 yyˆ yx X and measure the discrepancy betweenŶ and the true responseȲ using the mean squared root error (MSRE) Ŷ −Ȳ / √ p. The prediction error used in our experiment is defined as the average MSRE on the testing data. We report the testing results with models estimated using {20%, 40%, 60%, 80%, 100%} of the training data. For all the considered methods, we use 10-fold cross-validation to select the regularization parameters.
3) Results: Fig. 2 plots the L pa objective value, prediction error (in average MSRE) and training time (in Second) curves on the four datasets. From the L pa value and prediction error curves (see the left two columns) we can see that in most cases pGGM is superior or comparable to the other considered methods in testing accuracy and stability. pGGM significantly outperforms cGGM on all the datasets. We contribute this advantage of pGGM to its convex formulation. From the CPU running time curves (see the right column) we can observe that in most cases GLasso is the slowest one. This is as expected because GLasso estimates the full precision matrix while the other three methods only need to estimate blocks of the precision matrix.
VI. CONCLUSION
This paper presented pGGM as a new formulation for estimating sparse partial precision matrix. The advantages of pGGM over full GGMs and existing conditional GGMs include: (i) theoretical guarantees on the global solution can be established without sparsity assumptions on the precision matrix of X; (ii) the model has a natural interpretation in terms of the conditional dependency of Y given X as well as the mutual conditional dependency between Y and X; and (iii) the optimization procedure scales well with respect to the component X. We showed that the rate of convergence of pGGM depends on how sparse the underlying true partial precision matrix is. Numerical experiments on several synthetic and real datasets demonstrated the competitive performance of pGGM compared to the existing approaches.
In the current paper, the pGGM is derived under the assumption that (Y ; X) is jointly normally distributed. As discussed in §IV that pGGM is still valid in the setting where the joint normality is relaxed to the conditional normality. We would like to point out that by assuming the Gaussian copular structure of the random vector, pGGM can be easily extended to the setting of nonparanormal [23] which is a useful tool for estimating semi-parametric undirected graphical models. We believe that such an extension will improve the robustness and broaden the application range of pGGM in practice.
APPENDIX
A. Proof of Proposition 1
Using the well known fact of block matrix determinant
) and simple algebra, we obtain that
where L pa is defined by (3). The claim (2) follows immediately from the re-parametrization of˜ x x = x x − yx −1 yy yx . We next show that L pa ( yy , yx ) is convex. Note that when n x x 0, by minimizing both sides of (A.1) over x x , which is achieved at
yy yx , we know that up to an additive constant, L pa is the pointwise minimum of L over x x . Since the pointwise minimization of a convex objective function with a part of the parameters is convex with respect to the other parameters (see [3] ), we immediately obtain the convexity of L pa . In the high-dimensional case where n < q, we only have n x x 0 and thus the minimization over x x is not well-defined. To show the convexity in general case, we may replace x x by x x + λI for some λ > 0, and the resulting partial GMM formula:
yy yx ) is convex in ( yy , yx ) by the previous argument. Now, let λ → 0 + , we have L λ pa ( yy , yx ) → L pa ( yy , yx ), which immediately implies the convexity of L pa (·, ·).
B. Proof of Proposition 3
We first introduce the following two technical lemmas which are the building blocks of the proof of Proposition 3. The proofs of these two lemmas are deferred to Appendix E.
Lemma 1: Assume the conditions of the proposition hold. Then for any matrix V = (V yy , V yx ) ∈ R p× p × R p×q such that |VS| 1 ≤ α|V S | 1 , we have 
where the second inequality uses tr(AB) ≥ λ min (A)tr(B) for symmetric positive semidefinite matrices A and B; the third inequality follows from Lemma 1; and the last inequality
. We complete the proof by noticing 5(2 + ϑ) ≤ 40/3.
C. Proof of Proposition 4
We will employ the following tail-bound for χ 2 random variable, due to [20] .
Lemma 3: Consider independent Gaussian random variables z 1 , . . . , z n ∼ N (0, σ 2 ). We have for all t > 0:
The following lemma is a consequence of Lemma 3 when applied to the covariance of multivariate Gaussian distribution.
Lemma 4:
Consider the covariance matrix * of a d-dimensional Gaussian random vector and its sample covariance n from n i.i.d. Gaussian random vectors from N (0, * ). For any η ∈ (0, 1) and any deterministic d × d matrix A. Let
then with probability at least 1 − η for any η ∈ (0, 1), we have |A( n − * )| ∞ ≤ 2σ 2 ln(4dd /η)/n, provided that n ≥ ln(4dd /η).
A proof of this lemma is given in Appendix E. Note that in Lemma 4, we have σ 2 ≤ 2 max i (A * A ) ii + 2 max i ( * ) ii . It implies that with probability 1 − η:
when n ≥ ln(4dd /η). Proof of Proposition 4: 4 For any η ∈ (0, 1) such that n ≥ ln(10( p + q) 2 /η), we obtain from (C.1) with A = I that with probability 1 − 0.4η:
We may also apply (C.1) to the Gaussian covariance matrixÃ *
x xÃ and A = I to obtain that with probability 1 − 0.4η, :
Similarly, we may also apply (C.1) to the Gaussian covariance matrix * with A =Ã to obtain that with probability 1−0.2η:
Taking union bound with the previous three inequalities, we have with probability 1 − η:
This completes the proof.
D. Proof of Theorem 1
For convenience, we will introduce the following notations:
and =ˆ − * = ( yy , yx ). We first introduce the following lemma which shows that under proper conditions the error falls in the cone of | S | 1 ≤ α| S | 1 . Lemma 5: Assume that min{λ n , ρ n } ≥ 2γ n . Then the error satisfies | S | 1 ≤ α| S | 1 . A proof of this lemma can be found in Appendix E.
Proof of Theorem 1: Since λ n , ρ n ∈ [2γ n , c 0 γ n ], by Lemma 5 we have |(
where we pick t = 1 if F < r 0 and t ∈ (0, 1) with ˜ F = r 0 otherwise. By definition, we have ˜ F ≤ r 0 and |( ˜ )S| 1 ≤ α|( ˜ ) S | 1 . Due to the optimality ofˆ and the convexity of L pa , it holds that
Following the similar arguments in the proof of Lemma 5 and the LRSC condition of L pa we obtain
Since n < r 0 , we claim that t = 1 and thus ˜ = . Indeed, if otherwise t < 1, then ˜ F = r 0 > n which contradicts the above inequality. This completes the proof.
E. Proofs of Technical Lemmas
Proof of Lemma 1: In the following, we let s = |S| and s =s − s ≥ 4(ρ + /ρ − )α 2 s. Since r ≤ λ max ( * yy ), we know that λ max ( yy ) −1 ≥ ρ − . Indeed, since yy = * yy + yy and yy F ≤ r , we have that λ max ( yy ) ≤ λ max ( * yy ) + λ max ( yy ) ≤ λ max ( * yy ) + r ≤ 2λ max ( * yy ), which from the definition of ρ − implies that λ min ( −1 yy ) = λ max ( yy ) −1 ≥ ρ − . Therefore for any U ∈ R p×( p+q) such that |U | 0 ≤ s + s , by using the above arguments and the first inequality of Assumption 1 we get that tr(U˜ U ) ≥ ρ − U 2 F . We order the elements of VS in descending order of absolute values. Let V (0) = V S which contains s nonzero values, and V (k) contains (at most) s nonzero values of VS with (ks − s + 1)-th to (ks )-th largest absolute values. It follows that
Note that tr(V˜ V ) ≥ a 0 − 2a 1 + a 2 , where
The semi-positive-definiteness of˜ implies that min μ [a 0 + 2μa 1 + μ 2 a 2 ] ≥ 0, which implies that a 2 1 ≤ a 0 a 2 . Therefore
, where the last inequality is due to the definition of s that implies that α (ρ + /ρ − )(s/s ) ≤ 0.5.
Moreover we have
F . By combining the previous two displayed inequalities, we obtain the first desired bound.
To prove the second bound, we definẽ = 0 p× p 0 0 n x x . Therefore for any U ∈ R p×( p+q) such that |U | 0 ≤ s + s , the conditions of Assumption 1 imply that tr(U˜ U ) ≤ ρ + U 2 F . Therefore we have a 0 = tr((V (0) + V (1) )˜ (V (0) + V (1) Also, the assumption of r ≤ λ min ( * yy )/2 implies that λ min ( yy ) ≥ λ min ( * yy ) − λ min ( yy ) ≥ λ min ( * yy ) − r ≥ λ min ( * yy )/2. Therefore we have
where the first inequality follows from the fact that λ max (AB) = λ max (A)λ max (B) for two positive semidefinite matrix A and B. This leads to the desired bound in Lemma 2.
Proof of Lemma 4: Consider the multivariate Gaussian random vector X (1) , . . . , X (n) ∼ N (0, * ). Given any index pair (i, j ), let z ( ) = (AX ( ) ) i + X ( ) j . We have z ( ) ∼ N (0, (A * A ) ii + 2(A * ) i j + ( * ) j j ). We thus obtain from Lemma 3 that for t ≤ n: with probability at least 1 − 2e −t , n −1 n =1 (AX ( ) ) i + X ( ) j ) 2 −[(A * A ) ii + 2(A * ) i j + ( * ) j j ] ≤ 4σ 2 t/n. Similarly, we have for t ≤ n: with probability at least 1−2e −t ,
Taking union bound, and adding the previous two inequalities, we obtain that with probability at least 1 − 4e −t :
This simplifies to |A( n − * ) i j | ≤ 2σ 2 √ t/n. Now by taking union bound over i = 1, . . . , d and j = 1, . . . , d, and set η = 4dd e −t , we obtain the desired bound.
Proof of Lemma 5: Since ( * yy )S yy = 0, we have |( * yy + yy ) − | 1 − |( * yy ) − | 1 = |( * yy + yy ) − S yy | 1 + |( * yy + yy ) − S yy
We define the function f (s) as in the proof of Proposition 3. From the convexity of the loss L pa we have where we have used the assumption min{λ n , ρ n } ≥ 2γ n . Therefore
By combing (E.1), (E.2), and (E.3), we obtain
