Abstract-This note provides a comprehensive treatment on the design of functional observers for linear systems having a time-varying delay in the state variables. The designed observers possess attractive features of being low-order and delay-free and hence they are cost effective and easy to implement. Existence conditions are derived and a design procedure for finding low-order observers is given.
I. INTRODUCTION
Time delays often appear in many control systems either in the state, the control input or the output. The design of state observers for linear time-delay systems has been a subject of extensive studies (see, for example, a survey paper [1] ). Early observer design methods ( [2] - [4] ) were based on the Hale's spectral decomposition and the finite spectrum assignment theory. The order of the observers derived from [2] - [4] is normally high as it depends on the number of eigenvalues lying to the right-half plane defined by <(s) 0, where is a positive number. Thus, if a faster rate of observer error decaying is required (i.e., a larger ), a higher order observer is needed. Structurally, these observers ( [2] - [4] ) have an integro-differential equation form and they also contain internal delays (here, derivatives of the observer state vector are dependent on the time-delayed observer state vector). Therefore from the view point of practical implementation, these observers ( [2] - [4] ) require memory units (due to internal delays) and integration of past values. To address this shortcoming, delay-free state observers for linear systems having a constant time delay have been proposed in [5] , [6] . Here, their observers are completely delay-free, Luenberger-type structure which therefore are easy to implement. Nonetheless, as in [2] - [4] , the order of the observers [5] , [6] is still depending on the number of eigenvalues relative to some right-half plane. Also, as pointed out in [7] , the proposed delay-free observers [5] do not provide asymptotic tracking for input signals which do not converge to zero. Note that all the above mentioned observer design methods ( [2] - [7] ) can deal only with linear systems having constant time delays in the state variables. To the authors' knowledge, when the delay is a time-varying delay, finite spectrum assignment techniques ( [2] - [7] ) break down since in such cases one can not determine the spectrum (eigenvalues) of the system. Another interesting observer design method [8] is based on output injection. The novel idea of their observer design method is to find a coordinate transformation such that in the new coordinates all the time-delay terms in the system description are associated with the output only and therefore designing an observer is a trivial task. Note that [8] did not specifically address the problem of designing delay-free observers and thus the resulting observers can still contain delayed measurements and hence there is a need for memory units. Other observer design methods that dealt with a constant time delay can be found in [9] , [10] . Their observers are not completely delay-free as they contain delayed values of the output measurement.
On the other hand, there are applications where estimation of the entire state vector is not necessary. Instead, only a linear combination of the states or a partial set of the states are required for system control and/or monitoring. Darouach [11] reported necessary and sufficient conditions for the existence and design of linear functional observers for finite dimensional systems. For time-delay systems, design of linear functional observers has been presented in [12] . Here, the observer design method [12] dealt with a constant time delay and the proposed observers are not completely delay-free as they still contain delayed of the output measurements. A design method that can deal with linear systems having a time-varying delay, (t), in the state variables has been presented in [13] . An attractive feature of the proposed design method [13] is that the designed observers have low order which equals to the dimension of the functions to be estimated. Still, the proposed observers [13] are not completely delay-free as they contain internal delays and/or delayed of the output measurements. While the design method [13] allows for the time delay to be time-varying, its rate of change is restricted to be in the range [0; 1). Due to the fact that the observers may contain internal delays, exact real-time knowledge of the time-varying delay is required for implementation. In practice, real-time knowledge of the time-varying delay is not always available and therefore this has hindered the practical implementation of the designed observers [13] . Recently, Darouach [14] extended his work [13] to include unknown inputs in both the state and measurement equations.
This note is devoted to the design of completely delay-free observers, if they exist. We present a comprehensive treatment on the design of delay-free observers to estimate m linear functions of the state vector. The time-delay systems considered in this note have a time-varying delay in the state variables. No restriction is imposed on the rate of change of the time-varying delay nor its exact real-time knowledge and upper bound are required. The proposed observers are completely delay-free, low-order and thus are easy to implement and cost effective. Our approach to tackle the problem combines ideas from the design of reduced-order observers and functional unknown input observers. First, we present necessary and sufficient conditions for the existence of delay-free observers. We then start with a discussion on the design of delay-free observers of order equals to only m. For this, we present both necessary and sufficient conditions for the existence of m-th order functional observers and a design procedure. When a m-th order observer does not exist, we then ask a question whether that there exists a higher order delay-free observer and, if so, how can we find it?. For this, we provide conditions for the existence and design of an observer of order p, m < p (n 0 r), where n and r denote the number of the states and outputs of the system, respectively. In Section II, we present the problem statement. Section III presents the main results and design procedures. A conclusion is drawn in Section IV.
II. SYSTEM DESCRIPTION AND PROBLEM STATEMENT
Consider the following class of time-delay systems: 
(t).
The problem to be addressed in this note is the design of a delay-free reduced-order observer to asymptotically estimate z(t). Let us propose the following delay-free, Luenberger-type observer:
where !(t) 2 p is the observer state vector andẑ(t) denotes the estimate of z(t). The design objective is to determine matrices E 2 p2p , G 2 p2r , H 2 p2l , K 2 m2p and M 2 m2r such thatẑ(t) converges, with any prescribed asymptotic convergence rate, to z(t).
Clearly, delay-free and reduced-order observers of the above proposed structure (2a)-(2b) are very easy to implement and cost effective.
III. MAIN RESULTS
Let L 2 p2n be a full-row rank matrix and let us define the error vectors "(t) 2 p and e(t) 2 m to be "(t) = !(t) 0 Lx(t) e(t) =ẑ(t) 0 z(t):
The following theorem provides necessary and sufficient conditions for ensuring thatẑ(t) converges asymptotically to z(t), i.e.,ẑ(t) ! z(t) as t ! 1.
Theorem 1:
For the proposed delay-free observer (2a)-(2b), the estimateẑ(t) will converge asymptotically to z(t) for any initial condition (t), !(0) and any u(t) if and only if E is Hurwitz
Proof (Sufficiency): From (3a), the following error dynamics equation is obtained:
(5b) From (3b), the error vector e(t) can be expressed as e(t) = K"(t) + (KL + MC 0 F )x(t): (6) From (5a)-(5b), "(t) ! 0 as t ! 1 if (4a)-(4b) of Theorem 1 are satisfied. Now, if condition (4e) of Theorem 1 is satisfied, then from (6), one has e(t) = K"(t). Since "(t) ! 0 as t ! 1, it follows that e(t) ! 0 as t ! 1 and henceẑ(t) ! z(t) as t ! 1.
1) Necessity:
If E is not Hurwitz, then there exists an initial function (t) such that "(t) 6 = 0, t 2 [0 u ; 0), which makes "(t) 0 and also e(t) 0 as t ! 1. If (4d) is not satisfied, we can find a u(t) such that "(t) 0 and also e(t) 0 as t ! 1. If any of the conditions (4b), (4c) and (4e) is not satisfied, then we can find a u(t) to generate a x(t) to make e(t) 0 as t ! 1. This completes the proof of Theorem 1.
Let q be an integer number such that q = rank(A d ), q n. By using the singular value decomposition (SVD), there always exist a fullcolumn rank matrix W 2 n2q and a full-row rank matrix D 2 q2n such that
Substituting (7) into (4c) gives LW D = 0. Since D is a full-row rank matrix, it follows that LW D = 0 if and only if LW = 0: (8) Note that H is obtained from (4d) once L is found. Thus, the design of an observer now rests with the determination of matrices L, E, G, K and M such that (4b), (4e) and (8) 
and
Remark 1: When F 2 = 0, it is clear from (11a)-(11c) that an observer with no dynamics (i.e., p = 0) can be obtained. This means that F is a linear combination of the output matrix C and it is not necessary to estimate z(t) since it can be found by linearly combining the outputs. Hence to avoid the trivial solution of (11a)-(11c), we assume that F2 6 = 0 and rank(F2) = m.
A. m-th Order Delay-Free Observers (p = m)
We start our discussion on the solution to (11a)-(11c) with a m-th order observer (i.e., p = m). This gives the lowest possible order observer and hence the most simple structure observer. Since p = m, without loss of generality, we can let K = I m . Accordingly, from (11c), we have L 2 = F 2 and hence (11a)-(11b) can be expressed as 
The proof for Lemma 1 is trivial and thus omitted. Remark 2-A Necessary Condition: Note that (13) is a necessary condition for the existence of a delay-free, m-th order observer. Since F 2 , W1 and W2 are known matrices, (13) can be tested easily. If (13) is not satisfied, we can declare that there does not exist any delay-free observer (2a)-(2b). It should be noted that that there exist a wide class of time-delay systems and a wide range of linear functions (i.e., F2) that can satisfy (13) . Clearly, when W 1 is a full-column rank matrix (i.e., rank(W 1 ) = q), condition (13) 
Here, the equivalency of (15a) and (20a) can be shown by noting that the right-hand side of (20a) is the same as 
We can also show that the left-hand side of (20b) Given that the necessary condition (13) is satisfied, the task of finding a m-th order, delay-free observer can be performed as follows. First, condition (15a) of Theorem 2 is tested. As this condition involves only known, well-defined matrices, it can be easily tested. Once (15a) is satisfied, the next step is to check the detectability of the pair (Q; N). 
Remark 4:
In practical applications, due to some performance requirement, the rate of asymptotic convergence of the observer error is normally specified a priori, i.e., the eigenvalues of matrix E are given in advance. For the case where matrix E is specified a priori, the existence and design of such an observer can be determined according to the following condition. Thus for the case where E is specified, the existence and design of a m-th order, delay-free observer amounts to just testing the condition (26). Once (26) is found to be satisfied, matrix L 1 can be obtained from solving (27) and the rest of the observer's parameters can be obtained as detailed in
Step 4 of the Algorithm.
B. Higher-Order Delay-Free Observers (p > m)
When the above Algorithm fails, this means that there does not exist a m-th order, delay-free observer of the structure (2a)-(2b). Now, a question that arises here is whether that there still exists an observer of order higher than m, i.e., a p-th order (m < p (n 0 r)) observer for the system? If so, under what conditions? and how can it be derived?. By intuition, a higher-order observer would exist since high order would add more degree-of-freedom into (11a)-(11c). Though, we will show that this is only true when q < r and that W 1 has full-column rank.
Now, for a p-th order observer, let us define V 2 (p0m)2(n0r)
to be any arbitrary full-row rank matrix. Also, let K = [ Im 0 m2(p0m) ], then from (11c), we can choose L2 to be L2 = F 2 V :
Here, L 2 2 p2(n0r) and since V is any arbitrary full-row rank matrix, we can make L2 to have full-row rank, i.e., rank(L2) = p. Let us now substitute (28) into (11a) and (11b) to get
where E 2 p2p and L1 2 p2r . The introduction of an arbitrary full-row rank matrix, V , seems to provide additional degree of freedom into (29a). Now, by replacing F 2 with L 2 in (20a) and (20b), necessary and sufficient conditions for the solvability of (29a) and (29b) are obtained. They are expressed in the following theorem.
Theorem 3: Let V be any arbitrary full-row rank matrix of dimension (p0m)2(n0r). Also, let L2 be a full-row rank matrix as defined in (28). The two coupled (29a) and (29b) are solvable if and only if (31) and 2L, 2R and 9(s) are as defined in (21).
Theorem 3 tells us that a higher-order observer may still exist if there exists a full-row rank matrix V such that both (30a) and (30b) hold. This suggests a search for V . Here, we will show that the search only proceeds when W 1 is a full-column rank matrix. However, for other cases, we will show that there is no need to look for any higher-order observer beyond m as there won't be any. Lemma 2: For the case where q r and rank(W 1 ) = r, if (20b) is not satisfied, then (30b) won't be satisfied for any p > m.
Proof: Let us first prove for the case where q = r and rank(W 1 ) = r. Now, when a stable m-th order observer does not exist, this would mean that the pair (Q; N) is not detectable. Or equivalently, condition (20b) does not satisfy. This implies that the left-hand side of (20b) is less than the right-hand side of (20b), i.e. The left-hand side of (32) To prove the case where q > r and rank(W1) = r we only need to prove that if (20b) does not hold for p = m then (30b) won't hold for any p within the range m < p < (n 0 r). The proof for this can be constructed by following similar lines as above and therefore is omitted here. Finally note that for any p (n 0 r), the necessary condition (13) does not hold since the left-hand side of (13) is
T ] = rank(W ) = q, and the right-hand side of (13) is rank(W 1 ) = r. As q > r, condition (13) is not satisfied.
This completes the proof of Lemma 2.
Remark 5: The result presented in Lemma 2 is intriguing and useful which has partly answered the question we posed earlier regarding if there is a need to look for a higher-order observer. Now, we have settled this question for the case where q r and rank(W 1 ) = r. We have established that there is no need to look for a higher-order observer because if there does not exist a m-th order observer, then there won't be any beyond m. The case where q > r and rank(W 1 ) r can be deduced by following similar lines as shown in the proof of Lemma 2.
Finally, note that for the case where W1 = 0, we can show that there only exists a finite number of linear functions F 2 such that condition (13) holds. This is discussed below.
When W1 = 0 and since W has full-column rank, we have rank(W 2 ) = q. Now, condition (13) only holds for any F 2 X, where X 2 (n0r0q)2(n0r) is an orthogonal basis for the null space of W2 (i.e., XW2 = 0). Here, there can only be a maximum of (n 0 r 0 q) linear functions that can satisfy the necessary condition (13) . Thus, for any given F 2 X, we can easily check both conditions (15a)-(15b) (or (20a)-(20b)). Now, if (20a) does not satisfy, then we can show that (30a) will not hold as well for any additional row matrix V , V X. Alternatively, we can pick out all the rows of X that would satisfy the existence conditions (15a)-(15b). For this, let these rows be stacked together to form a matrix X 1 . Then for any F 2 X 1 , a delay-free observer exists and can be designed.
We now come to the case where q < r, rank(W 1 ) = q. Since The proof for Corollary 2 can be derived. Due to page limitation, it is omitted here. Note that the only unknown matrix in the above two conditions (40a)-(40b) is V . A close inspection reveals that a higher order observer beyond m may still exist. In the following, we discuss two cases: (i) p = (n 0 r); and (ii) p < (n 0 r).
Clearly, when p = (n 0 r), condition (40a) is satisfied since both matrices in both sides of (40a) have full-column rank. 0r). Since the right-hand side of (40a) now reaches the maximum of (n 0 r), the left-hand side of (40a) also reaches the maximum of (n 0r). Condition (40a) is therefore satisfied. Note that p = (n 0 r + m 0 v) which is less than (n 0 r). Now, an observer of order (n 0 r + m 0 v) can be found if the left-hand side of (40b) equals to (n 0r). This can be easily checked since L 2 , L 2 and S 2 are known matrices.
IV. CONCLUSION
This note has provided a comprehensive treatment on the design of functional observers for linear systems having a time-varying delay in the state variables. The key features of the designed observers are delay-free and reduced-order which therefore make them attractive in terms of cost and practicality of implementation. Existence conditions and a detailed discussion for finding delay-free, low-order observers have been given.
