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ABSTRACT
An Optimization Model for Minimization of Systemic Risk in Financial Portfolios
Zachary Alexander Gelber

In this thesis, we study how sovereign credit default swaps are able to measure systemic risk as well as how they can be used to construct optimal portfolios to minimize
risk. We define the clustering coefficient as a proxy for systemic risk and design an
optimization problem with the goal of minimizing the mean absolute deviation of the
clustering coefficient on a group of nine European countries. Additionally, we define
a metric we call the diversity score that measures the diversification of any given
portfolio. We solve this problem for a baseline set of parameters, then spend the
remainder of the thesis modifying these parameters to investigate how the optimal
solution and diversity score are impacted.
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Chapter 1
INTRODUCTION

In mathematical finance, a financial derivative is a contract between two parties
whose value is based on some underlying asset. Examples of financial derivatives
include futures, options, swaps, and many more that can be based on anything from
commodities to currencies to even other derivatives. A credit default swap (CDS) is
a financial derivative that is used to protect lenders in the case of a loan default. The
holder of the CDS pays premiums to the seller of the CDS. In the case of a default on
the loan, the seller of the CDS pays the holder of the CDS. In essence, the holder of
the CDS has “swapped” the risk of default of the loan with the seller. The “spread”
of a CDS, measured in basis points (1 basis point = 0.01%), is the annual amount
the holder of the CDS must pay to the seller of the CDS expressed as a percentage
of the loan amount.
As an example, suppose that Company A has made a loan of $100,000 to Company
B that is supposed to be paid back in 2 years. Suppose Company A feels this is a
risky investment, so they offset this risk by purchasing a 2-year CDS for the loan from
Company C. Company A will pay $100 a month to Company C until the two-year
period expires or Company B defaults, whichever occurs first. In this case, the spread
of this CDS is 120 basis points or 1.2%, since Company A pays $1,200 a year to Company C. If Company B does default, then Company C will owe Company A $100,000.
If Company B does not default, then Company A will receive the $100,000 from Company B, but will have paid $2,400 to Company C. This example is summarized in
Figure 1.1.
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Figure 1.1: An example of a CDS.
One type of CDS is a sovereign CDS, in which the debt under consideration is the
debt of a country. In times of economic downturn, such as the 2008 financial crisis
or the more recent COVID-19 pandemic, the CDS market becomes hotly traded as
fears of economic decline, slowing trade, and risks of loan defaults grip the market. In
general, we typically observe a rise in CDS prices as a result of economic downturn.
Due to fears of financial instability, demand for financial derivatives that protect
against risk (such as CDSs) increases. Consequently, CDS prices rise in response to
this increased demand.
For example, in 2020 many countries across the world began to feel the strain from the
global outbreak of COVID-19. In addition to the disruption caused by the outbreak
itself, the lockdown measures many countries implemented in response further stoked
economic contractions across the global economy [6]. In Figure 1.2, we illustrate
the monthly CDS spreads for five different European countries in 2020. We see an
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uptick in the CDS spreads of all countries beginning in February as a response to the
outbreak.

Figure 1.2: CDS spreads for five European countries during 2020. Note
the uptick in CDS spreads for all countries beginning in February, corresponding to the economic slowdown that occurred as a result of the global
outbreak of COVID-19.

In today’s world, financial systems and economies are deeply connected, meaning that
risk can easily spread throughout the entire system. The breakdown of one part of this
system can lead to the collapse of a majority or even the entirety of the system. This
possibility of collapse is called systemic risk. Because CDS spreads generally increase
during times of economic decline, when such a possibility is likely, CDS spreads can
thus be seen as a measure of government credit riskiness and, consequently, systemic
risk [1, 2].
Now, let us define a portfolio. A portfolio is simply a collection of financial objects
such as stocks, options, bonds, or derivatives. In this thesis, we will consider portfolios
consisting entirely of sovereign CDSs. If a portfolio consists of N sovereign CDSs,
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then we associate each CDS with a weight xi such that
N
X

xi = 1.

i=1

The weight represents the amount invested into the i-th CDS relative to the amount
invested in the entire portfolio. As an example, suppose an investor has chosen to
invest $1,000 into a portfolio of sovereign CDSs for two countries: Canada and Mexico.
If the investor invested $700 in the CDS for Canada and $300 in the CDS for Mexico,
then the weights of the portfolio would be xCanada = 0.7 and xMexico = 0.3.
In particular, we will focus on determining the optimal weights for a portfolio of
sovereign CDSs consisting of N countries to minimize systemic risk for a given time
period. This question is of interest for a few reasons. First, there is the obvious
application of using this knowledge to determine sound investments in governmentbased options and derivatives. The second, and perhaps more important, reason is
to use this knowledge for policy implementation. As an example, an official of the
European Union would likely be concerned with which countries were considered safe
and which countries were considered risky when making financial-related decisions.
In order to find the weights that best minimize systemic risk, we define and solve an
optimization problem that minimizes some measure of risk. We will follow the method
described in [5]. In this paper, the authors use the mean absolute deviation (MAD)
as a measurement of risk. They define different optimization problems representing
different time scales and modify various parameters to explore how these modifications
affect the optimal solution. We will follow this procedure as well as add our own
modifications to the optimization problems.
The details of this optimization problem as well as the decision to use MAD are
described in the following sections. This approach is comparable to the widely-used
4

systemic risk measure developed by the European Central Bank (ECB), the Composite Indicator of Systemic Stress (CISS) [11]. CISS is calculated from a weighted
combination of quotes from five specific financial sectors; the higher the weight, the
more impact that sector has in determining systemic risk. These weights are fixed a
priori and are periodically calibrated by the ECB.
We will examine a specific group of European countries from 2017 to 2021 with the
goal of determining how to minimize systemic risk in a portfolio of these countries.
In particular, we look at France, Germany, Ireland, Italy, Portugal, Spain, Poland,
Turkey, and Greece. The weight of each country determines how important that
country is in minimizing systemic risk. However, rather than determining the weights
a priori like the CISS, we instead try and determine the weights via an optimization
problem.
This paper is organized as follows. In Section 2, we formally describe the network
of countries and their relationship amongst each other. Then, we formally define
how we will measure systemic risk, before presenting the optimization problem used
to minimize systemic risk. In Section 3, we solve our optimization problem for a
baseline set of parameters. Then we spend the remainder of the section modifying the
parameters in various ways to investigate how changes to the optimization problem
impacts the optimal portfolio. Finally, in Section 4, we summarize our results and
discuss areas of future research for this topic.
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Chapter 2
MINIMIZATION OF SYSTEMIC RISK

2.1

The Network

In graph theory, a network is simply a collection of connected nodes. Any connection
between two nodes is known as an edge. A network is called complete if every node
in the network is connected to every other node with a unique edge. Furthermore, a
network is considered weighted if each edge has a weight assigned to it. For notation’s
sake, we represent the collection of nodes as a set V = {1, . . . , N }. To represent the
weighted edge between node i and node j at a particular time t, we use the notation
wij (t). In the context of our optimization problem, we will represent our N countries
as a complete weighted network, with each node representing a country.
Because financial systems are so interconnected, we will consider the weights between
our countries as the influence one country has on another. However, before we define
how we will calculate these weights, we must first take care of some preliminary
definitions. First, we denote the CDS spread of a country i ∈ V at some time t as
si (t). Using si (t), we can calculate the implied probability of a default of country i
at time t, which we will denote Pi (t). To calculate Pi (t), we will also need a recovery
rate Rec, which is the percentage amount of the loan able to be recovered in the case
of a default. The formula to calculate Pi (t) is as follows:
Pi (t) = 1 − e−pi (t) ,

where pi (t) =

6

si (t)
.
1 − Rec

(2.1)

In most financial literature, it is typically assumed that Rec = 0.4. These formulas
and this Rec value are consistent with industry standard assumptions [9, 12].
Now, to define wij (t), we assume that the defaults of two countries are independent.
This assumption is in line with the procedure described in [5]. Typically, in times
of financial distress we see positive correlation between countries. In other words, if
one country is experiencing economic downturn, then other countries are also likely
experiencing economic decline as well. We saw an example of this in Figure 1.2,
where each country experienced financial distress from the COVID-19 outbreak. By
assuming independence, we no longer have to worry about accounting for this amplification effect. We acknowledge that making such as assumption will underestimate
the risk. For the sake of simplicity in the calculations and upcoming optimization,
we will proceed anyway. In future work, it may be worth investigating the removal
of this independence assumption.
Moving on, we define wij (t) for country i and country j at time t to be

wij (t) =




Pi (t)Pj (t) i ̸= j,


0

(2.2)

i = j.

This value represents the mutual influence of the sovereign risks between country i
and country j at time t. As either of the default probabilities of these countries grow,
this influence increases.

2.2

Definition of Systemic Risk

As stated earlier, systemic risk is the possibility of a collapse of a majority or even
the entirety of an industry or economic system. Because we are concerned with
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determining the weights of a portfolio of a group of countries to minimize systemic
risk, we require some form of measure relating systemic risk to any given country at
a specific point in time.
The level of systemic risk in a system is strongly dependent on the interconnectedness
of that system. If a system is highly connected, then some form of shock or instability
in one part of the system can easily propagate to another, which can possibly trigger
another shock to the system, which again may propagate throughout the system and
so on. Thus, any measure of systemic risk that we use must take into account this
importance of interconnectedness. As discussed in [7, 18], the clustering coefficient is
exceptional at providing a measure of connectedness in a system.
In graph theory, the clustering coefficient is a measure of the degree to which nodes
in a graph tend to cluster together. The higher the clustering coefficient, the more
connected a graph is around a particular node. Although there are different ways to
calculate a clustering coefficient, one common method involves looking for 3-cycles.
A 3-cycle is formed by nodes i, j, and k if there exist edges connecting all pairs of
vertices.
In our case, we define the clustering coefficient for country i at time t as
1/3

C̃i (t) =

X
j,k∈V
j<k

1/3

1/3

wij (t)wik (t)wjk (t)
(N − 1)(N − 2)

!
.

(2.3)

This definition is consistent with [8, 10, 16, 17]. Other possible measurements for
systemic risk include looking at the standard deviation (known as volatility in financial
literature) or the correlation of CDS spreads. However, there are flaws to using these
approaches. The standard deviation looks only at a single country, so the effect of
mutual influence between different countries is lost. Although the correlation does
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capture this effect of mutual influence between two countries, it loses the effect of
the surrounding countries that may exude influence as well. Using the clustering
coefficient overcomes both these limitations.
In Figure 2.1, we plot the default probabilities calculated from Equation (2.1), while
in Figure 2.2 we plot the clustering coefficient calculated from Equations (2.2) and
(2.3) for nine European countries. We can see that the clustering coefficients follow
the same general path as the default probabilities over time. In particular, we can
see a sharp spike in the clustering coefficient plot around May 2020, which is around
the time the effect of the quarantines for the COVID-19 pandemic began to be felt by
the world economy. This supports the use of the clustering coefficient as a measure
of systemic risk.
At time t, we will define a portfolio by

x(t) = (x1 (t), . . . xN (t))

such that 0 ≤ xi (t) ≤ 1 for each i ∈ V and

PN

i=1

xi (t) = 1. In the context of

our optimization problem, xi (t) represents the relative contribution of country i as a
systemic risk minimizer at time t.
Now, we introduce the key quantity of our upcoming optimization problem. Given
some time t and a portfolio x(t), we define the systemic clustering coefficient as

C̃(t) =

N
X

xi (t)C̃i (t).

(2.4)

i=1

We will use the systemic clustering coefficient in both the objective function in our
optimization problem and our constraint equation. We will also introduce the notation C̃ = (C̃(1), . . . , C̃(T )) and x = (x(1), . . . , x(T )). We define the mean of C̃
9

Figure 2.1: Default probabilities for nine European countries calculated
using Equation (2.1) from April 2017 to April 2021.

Figure 2.2: Clustering coefficients for nine European countries calculated
using Equations (2.2) and (2.3) from April 2017 to April 2021.
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associated with some portfolio x as
!
T
T
N
1X
1X X
E[C̃] =
C̃(t) =
xi (t)C̃i (t) .
T t=1
T t=1 i=1

(2.5)

Similarly, we define the MAD of C̃ associated with some portfolio x as
T
1X
V[C̃] =
T s=1

"

T
X

"

1
=
T

s=1

N
X
i=1
N
X
i=1

#
xi (s)C̃i (s) − E[C̃]
! #
T
N
1X X
.
xi (s)C̃i (s) −
xi (t)C̃i (t)
T t=1 i=1

(2.6)

With these quantities defined, we lay out our optimization problem in the following
section.

2.3

Sovereign Systemic Risk-Minimization Problems

In our optimization problem, our goal is to select the portfolio x to minimize the MAD
defined in Equation (2.6) of the related clustering coefficient C̃ under the constraint
that the mean of the clustering coefficient E[C̃] defined in Equation (2.5) is below some
predetermined threshold µ̄. The optimization problem can be formally expressed as
follows:
T
1X
min
(x(1),...,x(T )) T
s=1

"

N
X
i=1

! #
T
N
1X X
xi (s)C̃i (s) −
xi (t)C̃i (t)
T t=1 i=1

11

(2.7)

with constraints:



PT PN

1

E[C̃] = T t=1

i=1 xi (t)C̃i (t) ≤ µ̄,



PN
for each t = 1, . . . , T ;
i=1 xi (t) = 1,






xi (t) ≥ 0,
for each i = 1, . . . , N and t = 1, . . . , T.
(2.8)
Note that we force xi (t) ≥ 0 to prevent the possibility of short selling, which would
complicate our optimization. We denote the optimal portfolio as (x∗ (1), . . . , x∗ (T )).
In this context, the weight of a country i at time t in the optimal portfolio x∗i (t) represents how relevant it is in minimizing systemic risk relative to the other countries of
the system. We typically expect less risky countries to have higher weights compared
to riskier countries, since they contribute less to systemic risk. However, it will not
always be the case that the portfolio will only be composed of the least risky country;
as stated in [15], having a diversified portfolio is usually less risky than a portfolio
consisting of only a single country.
The upper bound µ̄ on E[C̃] as defined in Equation (2.8) can be thought of as the
highest level of expected systemic risk tolerated by the portfolio. The lower µ̄ is, the
lower the expected systemic risk will be tolerated. This means the portfolio weights
must be balanced in such a way as to reduce systemic risk (i.e. more weight would
be given to less risky countries in order to reduce overall systemic risk).
Now, to numerically solve this optimization problem, we use the MOSEK1 software
package for MATLAB (Version 9.2.49), specifically the msklpopt function for solving linear optimization problems. However, our current optimization problem is not
technically a linear problem, due to the absolute value expression in Equation (2.7).
Thus, we must “linearize“ our problem so that our linear optimizer can handle it. To
1

https://docs.mosek.com/9.2/toolbox/index.html
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do so, we introduce new parameters to the problem, y1 , . . . , yT . These variables are
simply arbitrary values used to address the absolute value expression and lack any
other meaningful significance. For notation’s sake, we will let y = (y1 , . . . , yT ). Our
linearized optimization problem can be expressed as follows:

T
1X
yt
(y,x(1),...,x(T )) T
t=1

min

(2.9)

with constraints:


PN


y
+

t
i=1 xi (t)C̃i (t) − E[C̃] ≥ 0 for each t = 1, . . . , T ;





PN


y
−

t
i=1 xi (t)C̃i (t) + E[C̃] ≥ 0 for each t = 1, . . . , T ;



E[C̃] ≤ µ̄,




PN



i=1 xi (t) = 1,






xi (t) ≥ 0,

(2.10)

for each t = 1, . . . , T ;
for each i = 1, . . . , N and t = 1, . . . , T.

As discussed in [4], the error due to linearization is highly dependent on the specific
nature of the data under consideration and the optimization technique. For a more
detailed analysis of the error of the MAD optimal portfolio problem, see [14].
One way we can modify this optimization problem is breaking up the time interval
into various periods and then solving the optimization problem on each period independently, rather than solving the optimization problem once on the entire time
interval. In [5], the former scenario is called the “short-term multi-period setting”,
while the latter scenario is called the “long-term time-independent setting”.
Let us formally describe the short-term setting based on the optimization problem
describe in Equations (2.7) and (2.8). For a time interval [0, T ], let us consider an
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increasing sequence of times

{T0 , T1 , . . . , TK : 0 = T0 < T1 < · · · < TK = T }.

For each k = 1, . . . , K, we will solve the optimization problem described in Equations
(2.7) and (2.8) for the time interval (Tk−1 +1, Tk−1 +2, . . . , Tk−1 +ℓ), where Tk−1 +ℓ =
Tk . For notation’s sake, we denote a portfolio for this sub-interval as x(k) .
Splitting up the time interval into separate periods and considering them independently can have significant impact on the optimal portfolio. For example, suppose we
are considering the time interval [0, 3] with countries i, j, and k. For the entire time
interval, suppose that countries j and k were experiencing an economic boom, while
for t = 0, suppose that country i was experiencing a large recession, and thus was
very systemically risky. For t = 1, 2, 3, we will assume that country i turned their
economy around and experienced a similar economic boom as that of countries j and
k.
In the long-term setting, this recession would affect how much weight country i would
receive in the optimal portfolio for the entire time interval; they would receive less
weight overall in order to reduce the amount of systemic risk. However, in the shortterm setting, while the sub-period containing t = 0 would be affected, the remaining
sub-periods would ignore the recession in t = 0, and thus country i would receive
more weight in the optimal portfolio for these other sub-periods.
In the forthcoming analysis, we will study the effect of the short-term and long-term
setting on the optimal portfolio, as well as the number and length of different subperiods can impact the optimal portfolio.

14

Chapter 3
EMPIRICAL ANALYSIS

In this section, we solve the optimization problem for the long-term setting for a group
of nine European countries. Specifically, we look at the CDS spreads of France, Germany, Ireland, Italy, Portugal, Spain, Poland, Turkey, and Greece from April 2017 to
April 2021. This data was scrapped from the World Government Bonds1 , a site that
collects information on different kinds of government bonds for countries across the
globe. This is to serve as our baseline result. We then modify the various parameters of the problem to study how these modifications affect our optimal solution in
comparison to our baseline solution. The modifications we make are varying µ̄ (our
proxy for systemic risk tolerance), varying the length and size of the time intervals
considered, and removing and modifying the countries under consideration.
Before we discuss the results, we must first explain our method of comparing different groups of optimal portfolios from using different parameters. Although we can
certainly compare them qualitatively, we desire a quantitative method of comparing
portfolios. To do so, we define the following metric, the diversity score. For a group
p of optimal portfolios of N countries from t = 1 to T , the diversity score dp of this
group of portfolios is defined by:
PT PN
dp = 1 +

t=1

i=1

min(xi (t) −
T

1
, 0)
N

.

(3.1)

This metric determines how diversified a collection of portfolios are over some time
period. By definition, the diversity score ranges from 0 (indicating the least diverse)
1

http://www.worldgovernmentbonds.com/sovereign-cds/
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to 1 (indicating the most diverse). A collection of portfolios over some time period
would receive a score of 1 if every country had an equal weight in the portfolio for
every step of time. On the other hand, a collection of portfolios would have a score
of 0 if in every time step only one country had any non-zero weight.
In [5], the authors used data from April 2003 to July 2017 for the nine countries listed
above plus the United Kingdom, Croatia, the Czech Republic, and Romania. In total,
they had 40,898 CDS spread observations, excluding missing values. Unfortunately,
this data is not publicly available. Although we were able to gather some CDS data
from World Government Bonds, it was much more limited. In contrast to the 40,898
spread observations from [5], we only had data from April 2017 to April 2021 for the
nine listed countries above for a total of 441 spread observations. To address this lack
of sufficient data, we generated filler data as follows.
Between any two sequential points, we calculated the mean m and the standard
deviation s. Then, we generated 10 data points from a normal distribution with
mean m and standard deviation

s
2

and placed these newly-generated points between

the two sequential points. Thus, even though they would be randomly generated,
they would still possess a similar behavior to the real data points. From this process,
we go from 441 spread observations to 4,761 spread observations. Figure 3.1 shows a
comparison of clustering coefficients calculated using no filler data and filler data.
The following results all make use of this filler data. There was some concern that
introducing this filler data may create behavior not seen in the original data. However,
in all of following analyses, we used both the filler and non-filler data and found no
significant difference in behavior between the two. With all that said, we can now
begin discussing the optimal portfolios for various scenarios.
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Figure 3.1: Comparison of clustering coefficients for three European countries calculated using no filler data (top) and filler data (bottom).
3.1

Baseline Result

Recall that for our baseline, we solve the optimization problem for the long-term
setting for a group of nine European countries. For the baseline, we arbitrarily set
our µ̄ equal to the 20th percentile of our clustering coefficients. Recall that the
clustering coefficient serves as our measure of systemic risk. Thus, setting µ̄ to a
percentile of the clustering coefficients allows us to specify how much systemic risk
we allow in the system. For notation purposes, we will refer to the percentile used
to determine µ̄ as q. Therefore, for our baseline result, we have q = 0.20. In Section
3.2, we explore the effects of using different values of q to determine µ̄.
In Figure 3.2 we can see the optimal portfolios for minimizing systemic risk for this
time interval and group of countries. The darker bars indicate a larger weight in the
optimal portfolio. Using Equation (3.1), the diversity score of this group of portfolios
is 0.1252. This score indicates the group of portfolios is not very diverse. This makes
sense, considering a majority of the weight is in Germany.
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When observing the trends in Figures 2.1 and 2.2, we see that during moments of
lower volatility (specifically around July 2018, January 2020, and January 2021), there
is larger diversification of countries in the optimal portfolio. However, the portfolio
is still primarily concentrated in less risky countries, such as Germany, France, and
Ireland. Riskier countries like Greece, Turkey, and Italy are absent for a majority of
the optimal portfolios.
In moments of higher volatility (specifically January 2019 and July 2020), this diversification drops off, and in extreme cases is entirely concentrated in Germany,
which has the lowest default probability for the entire time interval. In economics
this phenomenon is known as flight-to-safety, in which investors sell off higher-risk
investments and purchase safer investments [3].

Figure 3.2: Optimal portfolios for minimizing systemic risk for long-term
setting for q = 0.20. Dark bars are associated with higher values of x∗i (t).
The diversity score for this group of portfolios is 0.1252. Table 3.1 shows
the value of the weights of the optimal portfolios for the area of the figure
in red.
From this baseline result we will now modify different parameters of the optimization
problem and investigate how these modifications affect the ultimate solution. For our
baseline, we chose q = 0.20 in order to determine our µ̄ bound. Relatively speaking,
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Table 3.1: A selection of weights from five European countries from the
optimal portfolios seen in Figure 3.2. Notice how Germany has the most
weight, corresponding to the fact that Germany has the lowest CDS
spreads.
Country Weight xi (t)
Date
France Germany Ireland Italy Portugal
30-Apr-2018 0.0506
0.8713
0.0267 0.0054
0.0096
01-May-2018 0.0195
0.9053
0.0126 0.0084
0.0134
03-May-2018 0.0436
0.8733
0.0280 0.0057
0.0091
04-May-2018 0.0288
0.8907
0.0170 0.0074
0.0140
05-May-2018 0.0338
0.8871
0.0215 0.0076
0.0105
07-May-2018 0.0882
0.8370
0.0392 0.0054
0.0058
09-May-2018 0.0883
0.8368
0.0393 0.0054
0.0058
12-May-2018 0.0888
0.8366
0.0391 0.0054
0.0057
14-May-2018 0.0866
0.8381
0.0393 0.0054
0.0059
17-May-2018 0.0853
0.8396
0.0390 0.0053
0.0058
19-May-2018 0.0846
0.8394
0.0394 0.0055
0.0060
this is quite a strict tolerance for risk. In the following section we will explore how
relaxing this tolerance impacts the optimal solution.

3.2

Varying µ̄

In this section, we will explore how varying the µ̄ bound in the optimization problem
impacts the optimal solution. Recall that µ̄ can be thought of as the highest level
of expected systemic risk tolerated by the portfolio. The lower µ̄ is, the lower the
expected systemic risk will be tolerated. The reason different individuals may have
different levels of tolerance for systemic risk is because higher risk portfolios are
generally compensated with higher returns. If a risky portfolio did not offer higher
returns, there would be no reason to choose it over a less risky portfolio.
Recall that q is the percentile of the clustering coefficients used to determine µ̄. By
increasing q, we increase the value for µ̄ and vice versa. We again find the optimal
portfolios for minimizing systemic risk, only this time we use q = 0.05, q = 0.15,
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q = 0.35, and q = 0.65 when determining µ̄. The results of these optimization
problems can be seen in Figures 3.3, 3.4, 3.5, and 3.6. The diversity scores are
summarized in Table 3.2.
Table 3.2: Comparison of the diversity scores from different groups of
optimal portfolios found using different percentiles of the clustering coefficients to calculate µ̄.
Percentile q to determine µ̄
0.05
0.15
0.20
0.35
0.65
Diversity Score dp
0.2891 0.0319 0.1252 0.4871 0.9984

From these results, we noticed something peculiar. When we increase the value of
µ̄ by increasing q, we are essentially increasing the tolerance of systemic risk in the
optimization problem. Thus, we generally expect the diversity score to increase, since
riskier countries will be allowed by the system due to the increased tolerance. While
we observed this behavior for most of the percentiles relative to the baseline result,
the 5th percentile instead exhibited different behavior. Despite being the lowest
percentile (meaning it has the strictest tolerance for systemic risk), it had a larger
diversity score when compared to our baseline result (0.2891 versus 0.1252). Not only
that, but the 15th percentile demonstrated the expected behavior, having a diversity
score of 0.0319.
To better understand what was happening, we solved the optimization problem for a
range of values for q and plotted their diversity scores. We began at the 5th percentile
and moved in steps of 2.5 until we reached the 100th percentile. The diversity scores
for each percentile can be seen in Figure 3.7.
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Figure 3.3: Optimal portfolios for minimizing systemic risk for long-term
setting for q = 0.05. Dark bars are associated with higher values of x∗i (t).
The diversity score for this group of portfolios is 0.2891. Note that even
though the value of µ̄ is smaller than that of the baseline result in Figure
3.2 (which had q = 0.20, compared to q = 0.05 here), the diversity score is
higher.

Figure 3.4: Optimal portfolios for minimizing systemic risk for long-term
setting for q = 0.15. Dark bars are associated with higher values of x∗i (t).
The diversity score for this group of portfolios is 0.0319. For this value of µ̄,
the weights of the portfolios are almost entirely concentrated in Germany.
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Figure 3.5: Optimal portfolios for minimizing systemic risk for long-term
setting for q = 0.35. Dark bars are associated with higher values of x∗i (t).
The diversity score for this group of portfolios is 0.4871. With a higher
value for µ̄ as compared to Figure 3.2, we see a greater amount of diversification in the optimal portfolios.

Figure 3.6: Optimal portfolios for minimizing systemic risk for long-term
setting for q = 0.65. Dark bars are associated with higher values of x∗i (t).
The diversity score for this group of portfolios is 0.9984. For this value
of µ̄, the weights of the optimal portfolios are almost perfectly distributed
amongst the nine European countries.
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Figure 3.7: Diversity score as a function of the percentile used to determine
µ̄. Note the peculiar behavior from the 5th to the 15th percentile.
While we did see the expected increasing behavior of the diversity score from the 15th
to the 70th percentile, different behavior appeared from the 5th to the 15th percentile
as well as from the 70th to the 100th percentile.
From the 70th to the 100th percentile, the diversity score plateaus at 1, the highest
diversity score possible. Thus, even if we increase the tolerance for systemic risk by
increasing the value for µ̄, we cannot increase the diversity score any further.
However, the behavior from the 5th to the 15th percentile was more puzzling. Although the acceptable level of systemic risk (which is controlled by µ̄) was increasing,
our diversity score decreased on this interval, as seen in Figure 3.7. At first, we were
unable to physically explain this behavior, since permitting more systemic risk in
the optimal portfolio should not lead to less diversification. It was not until we also
plotted MAD (the value we minimize in the optimization) that we were able more
fully understand what was going on. The plot of the diversity score and the MAD
for each percentile can be seen in Figure 3.8.
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Figure 3.8: Diversity score (left axis, blue) and MAD (right axis, red)
for different collections of optimal portfolios, determined using different
values of percentiles of the clustering coefficient to determine µ̄. The
peculiar behavior from the 5th to the 15th percentile of the blue matches
with the spike seen in the red.
Recall from Section 2.3 that we attempt to minimize the MAD in order to determine
our optimal portfolios. In Figure 3.8, starting from the 15th percentile, we can see that
the MAD (in red) becomes incredibly small, with order of magnitude approximately
10−11 . However, between the 5th and 15th percentile, the MAD is incredibly large,
with order of magnitude approximately 109 . We believe that the reason for this large
values of this interval is because the value of µ̄ (determined by the percentile) is too
small for the optimization procedure to satisfy.
One of the constraints for the optimization is that the mean clustering coefficient
E[C̃] must be less than µ̄. However, if µ̄ is set too low, then this constraint can
never be satisfied, depending on the values of the CDS spread of the different countries. Because the optimization does ultimately terminate without throwing an error
message, we believe that the optimization is getting trapped in some sort of local
minimum because it is unable to satisfy this constraint. However, starting from the
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15th percentile, the MAD drops to virtually 0. It is at this point that the constraint
determined by µ̄ is now able to be satisfied, so the optimization is able to achieve the
global minimum.
At the moment, we are unable to explain the shape of the plot of the MAD from the
5th to the 15th percentile, particularly the large spike at the 10th percentile. It is
unknown if that spike is some sort of meaningful behavior or a numerical artifact of
failing to meet the optimization constraints. It is worth future research to investigate
this problematic interval. Aside from this anomaly, the behavior of the diversity score
from the 15th to the 100th percentile is consistent with the results from [5]: as the
value of µ̄ decreases, the system converges more towards less risky countries in order
to minimize systemic risk.
In the following section we will explore how varying the time interval of the optimization in addition to varying the µ̄ bound impacts the optimal solution.

3.3

Varying the Time Interval

In this section, we will explore how varying the time intervals in the optimization
problem affects the optimal solution as well as how factoring in our modification to
µ̄ further impacts our solution. In the baseline result, we solved the optimization
problem for the “long-term time-independent setting”, in which every time step is
considered in a single optimization problem. However, recall that we can also solve the
“short-term multi-period setting”, in which we break the time intervals into smaller
pieces and solve the optimization problem on each portion independently. By doing
so, we can “isolate” periods in which certain countries had very high CDS spreads,
which will affect the optimal portfolios for the remaining time periods.
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In the following figures, we show the optimal portfolios from solving the short-term
setting for different number of sub-intervals of approximately equal length. In Figure 3.9, we see the optimal portfolios for minimizing systemic risk from solving the
short-term setting. We broke our time interval into 5 sub-intervals (of roughly a year
in length each). As with the baseline result, we used the 20th percentile of the clustering coefficients to determine our µ̄. However, since we are solving the optimization
problem on each sub-interval independently, we set our µ̄ bound for each sub-interval
to the 20th percentile of the clustering coefficients of those sub-intervals. Thus, µ̄
may vary between each sub-interval.
When comparing to the baseline result in Figure 3.2, we see that our overall optimal
portfolio is noticeably more diverse, with a diversity score of 0.22 as compared to
the baseline’s score of 0.1252. Interestingly, we can see in the fourth sub-interval
(centered around January 2020) a very high concentration of portfolio weights in
Germany. This sub-interval corresponds to the initial global outbreak of COVID-19,
when markets across the globe saw a very sharp drop [13]. Of course, because we are
solving the short-term problem, this event was isolated to only a single sub-interval,
meaning the remaining sub-intervals saw a rise in diversity.
In Figure 3.10, we again solved the short-term setting, only this time we broke our
time interval into 23 sub-intervals (roughly 2.5 months in length each). Like with
Figure 3.9, our optimal portfolios are noticeably more diverse when compared to
Figure 3.2. When comparing the diversity scores, we can see the optimal portfolios
of Figure 3.10 (diversity score of 0.2702) are more diverse than those of Figure 3.9
(diversity score of 0.22). However, as we will see in Figure 3.11, adding more periods
does not always increase the diversity score.
In Figure 3.11, we investigate how varying the number of sub-intervals of the shortterm setting influences the diversity score. Again, we use the 20th percentile of the
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Figure 3.9: Optimal portfolios for minimizing systemic risk for short-term
setting (5 sub-intervals) for q = 0.20. Red lines have been added to show
the different sub-intervals. Dark bars are associated with higher values
of x∗i (t). The diversity score for this group of portfolios is 0.22. Notice
the high concentration in Germany in the fourth sub-interval (centered
around January 2020). This time interval corresponds to the initial global
outbreak of COVID-19.
clustering coefficients of each sub-period to determine µ̄. Note that the sub-interval
of 1 (the furthest left point of the line plot) corresponds to the long-term setting.
We can see that the diversity scores of the optimal portfolios for all of the shortterm settings (where the number of sub-intervals is greater than 1) is higher than
the diversity score of the long-term setting. However, we also see that increasing the
number of periods in the sub-intervals does not always lead to an increase in diversity
score. In fact, past 15 sub-intervals, the diversity score begins to decrease slightly.
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Figure 3.10: Optimal portfolios for minimizing systemic risk for short-term
setting (23 sub-intervals). Red lines have been added to show the different
sub-intervals the optimization is solved on. Dark bars are associated with
higher values of x∗i (t). The diversity score for this group of portfolios is
0.2702.

Figure 3.11: Diversity score as a function of the number of sub-intervals
used to determine the optimal portfolio. One sub-interval corresponds to
the long-term setting (red dot), while the rest correspond to the shortterm settings. The 20th percentile of the clustering coefficients of each
sub-interval was used to determine µ̄. Note that while the diversity of
the optimal portfolios of the short-term setting is higher than the longterm setting, adding more periods does not always lead to an increase in
diversity.
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This makes intuitive sense. As stated, solving the short-term setting rather than the
long-term setting allows us to “isolate” periods of high volatility and systemic risk,
such as around January 2020 (the initial global outbreak of COVID-19). Adding more
periods essentially allows us to isolate more of these bad periods, thus improving the
diversity score. Of course, in any given time period, there are only so many bad time
points, so after a certain point adding more sub-intervals does not further increase
the diversity score. We will revisit this discussion regarding the decrease in diversity
score later on in the section.
To conclude this section, we will investigate how varying both the number of subintervals and the percentile used to determine µ̄ influences the diversity score. The
result of this analysis can be seen in the surface plot of Figure 3.12. There are
some very interesting behaviors that we can see as we vary both the number of
sub-intervals and the percentiles to determine µ̄. For example, up until the 25th
percentile, the long-term setting was always less diverse than any of the short-term
settings. However, starting after the 25th percentile, we begin to see some instances
of the short-term setting being more diverse than some of the long-term settings, with
this effect becoming more pronounced as we increase the percentile.
Starting after the 70th percentile, we see that the diversity score for the short-term
setting becomes essentially maxed out. However, at this point increasing the number
of sub-intervals seems to show a decrease in diversity. A line plot similar to the one
in Figure 3.11 can be seen in Figure 3.13, only this time using the 100th percentile
of clustering coefficients to determine µ̄. We can clearly see a slight but nonetheless
noticeable decrease in diversity as the number of sub-intervals increases.
One hypothesis we have regarding the decrease in diversity score as the number of
periods increases (as seen in Figures 3.11, 3.12, and 3.13) is as follows. As we discussed
earlier, solving the short-term setting as opposed to the long-term setting allows us
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to isolate periods in which a country has high CDS spreads. This causes the diversity
of the portfolios of the other periods to increase, which increases the diversity score
overall.
However, with too many periods, the optimization procedure begins to lose both information about the system and methods for balancing it. By shrinking the length
of the intervals being considered, the optimization procedure has less data to analyze
and has fewer ways to balance the weights to maximize diversity. Additionally, differences in CDS spreads that may seem small in the context of the entire data may
seem magnified when the periods are zoomed in. For example, when looking at the
clustering coefficients in Figure 2.2, the difference between Germany and Greece is
drastic around July 2017, but much less so in January 2021. However, by breaking the
data up into smaller intervals, the optimization cannot see these relative differences.
Thus, the difference between Germany and Greece in January 2021 may seem larger
without information from July 2017.
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Figure 3.12: Different views of the diversity score as a function of the number of sub-intervals and percentile used to determine the optimal portfolio.
One sub-interval corresponds to the long-term setting, while the rest correspond to the short-term settings. Blue indicates a low diversity score,
while yellow indicates a high diversity score, with green falling somewhere
in the middle.
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In our final section we will explore how removing and modifying different countries
affects the optimal solution. In particular, many of the optimal portfolios highly
weight Germany, as the CDS data shows it is the “safest” in terms of systemic risk
relative to the other countries of the data set. We will see how removing Germany
(in addition to other safe countries like France and Ireland) changes the makeup of
the optimal solution. We will also explore how artificially tweaking Germany’s CDS
spreads impacts its own performance in the optimal portfolio.

Figure 3.13: Diversity scores as a function of the number of sub-intervals
used to determine the optimal portfolio. One sub-interval corresponds to
the long-term setting (red dot), while the rest correspond to the shortterm settings. The 100th percentile of the clustering coefficients of each
sub-interval was used to determine µ̄. Unlike in Figure 3.11, the diversity
score consistently decreases as the number of sub-intervals increases.

3.4

Removing and Modifying Countries

In our previous sections, we saw that Germany would often receive a majority of
the weight in the optimal portfolio. As illustrated in Figure 2.1, Germany has the
lowest CDS spread of the nine considered countries (and thus the lowest probability
of default according to Equation (2.1)). This makes intuitive sense; Germany is the
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“safest” country in terms of systemic risk, so it receives most of the weight if our goal
is to minimize systemic risk in the portfolio.
It becomes of interest then to consider what happens if Germany is absent from our
list of considered countries. From Figure 2.1, we can see that France is the next
“safest” country, with Ireland following close behind. Moreover, in Figure 3.2, we
can see that while Germany received the majority of weight, France still had a small
but significant amount of weight in the optimal portfolio as well. In this section, we
will explore how removing Germany (as well as some other “safe” countries such as
France and Ireland) impacts the optimal portfolio.
In Figure 3.14, we show the optimal portfolios from solving the long-term setting using
the 20th percentile of the clustering coefficients to determine our µ̄, only this time
we remove Germany from the list of considered countries. We can see that France
received the majority of weight in the optimal portfolios, with Ireland receiving a
small but still significant amount of weight. This corresponds to Figure 2.1, as from
there we can see that France and Ireland are the second and third “safest” countries,
respectively, in terms of systemic risk.
Additionally, this result is very similar to Figure 3.2, in which Germany, our “safest”
country, received a majority of the portfolio weight while France, our second safest
country, received a smaller but still noticeable amount. The weight of every other
country in both Figure 3.2 and Figure 3.14 are virtually zero. Furthermore, the
diversity score of this group of portfolios is 0.1095, which is very close the diversity
score from the baseline group of portfolios (0.1252).
However, there is an important fact to take note of when considering these plots.
In Figure 3.2, the MAD from our optimization was of magnitude 10−11 , while in
Figure 3.14 the MAD from our optimization was of magnitude 107 , a very stark
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Figure 3.14: Optimal portfolios for minimizing systemic risk for long-term
setting. Dark bars are associated with higher values of x∗i (t), with Germany
removed from the list of considered countries. The diversity score for this
group of portfolios is 0.1095. Notice that France, our second “safest”
country in terms of CDS spreads, received the lion’s share of weight while
Ireland, our third “safest” country, received a smaller but still significant
amount of weight. This is comparable to Figure 3.2, in which Germany
received the majority of the weight with France receiving a small but
noticeable amount. However, due to the high MAD value (around 107 ),
these results should be considered with caution.
difference. As we saw in Section 3.2, a MAD that high may lead to strange results,
as evidenced in Figure 3.8. Thus, even though our results in Figure 3.14 may seem to
make sense intuitively, we should be cautious because of this high MAD value, which
may confound the results. To gain a better understanding of how our MAD may be
impacting our results when we remove countries, we remove one country at a time
(starting with Germany, and removing the next ”safest” country as we go along) and
plot the diversity score versus the percentile used to determine µ̄ in Figure 3.15.
Note that for each line, the diversity score decreases up until a certain point. Afterwards, the diversity score increases as expected. This is identical in behavior as seen
in Figure 3.7, with the only difference being where this trough occurs. As we remove
the safest countries, the trough moves further to the right. In Figure 3.8, we saw that
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Figure 3.15: Diversity score as a function of the percentile to determine
µ̄ when removing different countries. The blue line (labelled “All Countries”) is the same as the line from Figure 3.7. For each line we see a
similar pattern: the diversity score seems to decrease up until a certain
point, after which the diversity score increases until maxing out at 1. The
intervals at which these lines decrease correspond to high MAD values
(around 107 or higher), similar to Figure 3.7. After the lines hit their
trough, the MAD becomes very small (around 10−11 ).
the interval in which the diversity score decreased corresponded to a very high MAD
value. In Figure 3.16, we plot the diversity score and MAD of our optimal portfolios
when Germany is removed from our optimization.
The behavior seen in Figure 3.16 is the same as Figure 3.8, with the only difference being the exact interval of the decreasing diversity score and high MAD value.
Recalling our explanation from Section 3.2, the reason we believe we see these high
MAD values and strange behavior of the diversity score is that the optimization is
unable to meet the tolerance determined by µ̄. When the percentile is set too low,
the tolerance set by µ̄ is too strict for the optimization to satisfy, meaning that it is
unable to achieve a global minimum. Thus, we become trapped in a local minimum
that corresponds to a high MAD value. Once the percentile is set high enough, the
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Figure 3.16: Diversity score (left axis, blue) and MAD (right axis, red) for
different collections of optimal portfolios with Germany removed. These
portfolios were determined using different values of percentiles of the clustering coefficient to determine µ̄. The interval of the decreasing behavior
for the blue line matches large MAD values seen in the red line.
constraint determined by µ̄ is able to be satisfied, and we achieve our global minimum.
At this point, our MAD drops to virtually 0.
What is of interest here is why the point at which the constraint is able to be satisfied
seems to move to the right as we remove our safest countries. With all countries in
the portfolio, the optimization is able to satisfy the constraint set by µ̄ when the
percentile is set to the 15th percentile or higher. However, when we remove Germany,
our safest country, the optimization is only able to satisfy the constraint set by µ̄
when the percentile is set to the 22.5th percentile or higher. This percentile increases
as we remove our safest countries.
The reason we believe we see this shift is because our safest countries act as “risk
absorbers” and by removing them, the optimization is unable to handle certain tolerances of risk. As we saw in Figure 3.8, the optimization is able to meet the constraint
set by µ̄ when the 15th percentile is used to calculate it, as evidenced by the small
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value of the MAD at this point. However, as we saw in Figure 3.16, the optimization
cannot satisfy the constraint set by µ̄ when the 15th percentile is used to calculate
it when Germany is no longer in our list of considered countries, as evidenced by the
large value of the MAD at this point. Even though µ̄ increases when Germany is
removed, the optimization still cannot satisfy it.
The reason this occurs is because Germany was able to absorb enough systemic risk for
the optimization to meet this constraint. When it is removed, however, the remaining
countries are not able to absorb as much risk as Germany did, even as the tolerance
for risk increases with Germany’s removal. This behavior repeats as we continue to
remove our next safest countries, like France and Ireland. We hypothesize that given
a portfolio of risky countries, you will only be able to handle so much systemic risk,
regardless of how much the portfolio is optimized. Only by introducing safer countries
does it become possible to further reduce systemic risk.
To further investigate how removing countries may impact the optimal portfolio, we
will also vary the time period being considered. In Figure 3.17, we plot the diversity
score as a function of both the number of sub-intervals and the percentile used to
determine µ̄ after removing Germany, France, and Ireland, similar to Figure 3.12.
In Figure 3.17, the shape is mostly similar to that of Figure 3.12, only this time there
is a trough on the let side of the plot. This trough matches with the one in Figure
3.15 (purple line). This trough is occurring because the optimization procedure is
unable to meet the constraints for the parameters of this region, leading to a high
MAD value. In Figure 3.18, we create a binary color grid showing the high MAD
regions in Figure 3.17. We consider the MAD “high” if it is greater than 1. The
choice of 1 was arbitrary; if the constraint was satisfied, the MAD was virtually 0
(around 10−11 , whereas if the constraint was not satisfied, the MAD was very large
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(anywhere from 107 to 109 ). We chose 1 as a simple number for this cutoff, since it
is incredibly unlikely the two cases would ever come remotely close to each other.
The regions of orange correspond to the locations of the trough present in Figure 3.17.
This matches with the behavior seen in Figure 3.15, in which a trough developed
in regions of high MAD. As before, more research is needed to study the meaning
and behaviors of these troughs. There does seem to be some patterns present, but
it is difficult to determine if these are merely numerical artifacts of the optimization
procedure or something more meaningful. Still, it is interesting to see how the location
of these troughs move as countries are removed and that they correspond to regions
of high MAD.
To conclude this section, we will investigate how modifying the CDS spreads of a
country, rather than removing it, impacts the optimal portfolio. To do so, we will
add a flat value to the entirety of a country’s CDS spreads. We will focus on modifying
Germany, as it is our safest country and has received the most weight in all of our
portfolios. We will study how the average weight of Germany in the optimal portfolio
changes as we increase Germany’s CDS spreads.
In Figure 3.19, we perturb the CDS spreads of Germany starting from 0 (no perturbation) to 0.01 with steps of 0.0001. For each perturbation value, we solve the
optimization problem with q = 0.20, calculating the percentile to determine µ̄ with
the new values for Germany. In the top plot, we show the perturbation to Germany
versus the average difference in CDS spreads between Germany and France (blue) and
Germany and Ireland (yellow). The point at which the lines cross the dotted line is
the point in which the CDS spreads of Germany exceed that of the specified country.
Vertical lines (blue for France and yellow for Ireland) have been added at the points
in which the CDS spreads for Germany exceed that of the specified country.

38

Figure 3.17: Different views of the diversity scores as a function of the
number of sub-intervals and percentile used to determine the optimal
portfolios after removing Germany, France, and Ireland. One sub-interval
corresponds to the long-term setting, while the rest correspond to the
short-term settings. Blue indicates a low diversity score, while yellow indicates a high diversity score, with green falling somewhere in the middle.
Notice the trough on the left part of the surface plot, a feature not seen
in Figure 3.12.
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Figure 3.18: Binary color grid showing the high MAD regions from Figure
3.17. Cyan indicates low MAD (around 10−11 ) while orange indicates high
MAD (around 107 to 109 ). A value for the MAD is considered “high” if it
is greater than 1.
The bottom plot shows the perturbation to Germany versus the average weight in
the optimal portfolios for Germany (red), France (blue), and Ireland (yellow). The
vertical lines from the top plot have also been added to this bottom plot for clarity.
Interestingly, while we expected the point in which the CDS spreads of Germany
exceeded that of France to correspond when the average optimal weight of Germany
was lower than France, there was instead a slight delay before this occurred. This
can be seen by looking at the blue vertical line in the bottom plot and noting that
the point in which the average weight of France exceeded that of Germany occurs
slightly after the line. In other words, for a brief moment, Germany had an average
higher CDS spread than France but still maintained a higher weight in the optimal
portfolio. A similar phenomenon occurs with Ireland as well.
One possible reason for this behavior is perhaps due to the shape of the CDS spreads
over time. Although the average CDS spread of Germany may be greater than that
of France, it is possible the shape of the CDS spreads over time for Germany may be
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more beneficial than that of France (for example, less volatile). Alternatively, it may
simply be an artifact of the optimization procedure from flatly adding a value to one
of the countries.

Figure 3.19: The top plot shows the perturbation to Germany by some
fixed amount versus the average difference in CDS spreads against France
(blue) and Ireland (yellow). The bottom plot shows the perturbation
to Germany by some fixed amount versus the average optimal weight of
Germany (red), France (blue), and Ireland (yellow). The blue vertical line
of both plots is the moment the average CDS spread of Germany exceeds
that of France, while the yellow vertical line of both plots is the moment
the average CDS spread of Germany exceeds that of Ireland.
In Figure 3.20, we investigate the average optimal weight of Germany as a function of
the perturbation to Germany and percentile used to determine the optimal portfolios
after perturbing Germany. We notice that with a low percentile and low perturbation,
Germany has a high weight in the optimal portfolio. As both increase, this weight
decreases. More interestingly, by increasing only one and not the other, the average
optimal weight of Germany approaches different values. If only the perturbation
is increased, the weight of Germany approaches 0. On the other hand, if only the
percentile used for µ̄ increases, the weight of Germany approaches 91 , which is the
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weight each country would have if the group of portfolios were perfectly diverse (since
there are nine countries in consideration).
As both increase, the effect of increasing the percentile dominates over the effect of
increasing the perturbation. This matches with our earlier results in Figures 3.6 and
3.7: with a very high value for µ̄ every country, even the one with the highest CDS
value, will have a virtually equivalent weight.
Due to the interconnectedness of today’s financial systems, it is unlikely an economic
event would occur that would drastically impact one country and no others. Thus, we
would never likely see the effect of very high perturbations as seen in Figures 3.19 and
3.20. However, events causing smaller perturbations in one or even a few countries
are still possible, meaning it is still worth investigating such perturbation effects.
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Figure 3.20: Different views of the average optimal weight of Germany as
a function of the perturbation to Germany and percentile used to determine the optimal portfolios after perturbing Germany. One sub-interval
corresponds to the long-term setting, while the rest correspond to the
short-term settings. Blue indicates a low diversity score, while yellow indicates a high diversity score, with green falling somewhere in the middle.
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Chapter 4
CONCLUSIONS

In this thesis, we defined and solved an optimization problem for a group of nine
European countries with the goal of minimizing systemic risk. After solving a base
line problem in Section 3.1, we modified different parameters of the optimization
problem to see how the optimal portfolio was affected. In Section 3.2, we explored
how varying µ̄ (our proxy for tolerance for systemic risk) in our optimization problem
impacted the optimal solution. We saw how increasing the percentile used to calculate
µ̄ increased the overall diversity of the portfolios until maximal diversity was achieved.
More interestingly, we saw that if the percentile was set too low, then the constraint
for the optimization problem becomes unachievable. This led to an incredibly high
value for the MAD, the quantity we sought to minimize in our optimization. This
caused some strange behavior in the diversity of the resulting portfolios that we have
yet to fully explain.
In Section 3.3, we explored how varying the time interval of the optimization problem
impacted the optimal solution. When solving the short-term setting, we saw how
diversity tended to increase when compared to the long-term setting as moments of
high CDS spreads were able to be isolated to only a single period, rather than the
entire time interval. However, we also noted that adding more periods does not always
lead to an increase in diversity and in some cases may actually lead to less diversity
in the optimal portfolios.
Lastly, in Section 3.4, we explored how removing countries affected the optimal solution. Predictably, removing the least risky country (Germany in our case) leads to
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the next safest country (France in our case) to have the most weight in the optimal
portfolio. However, we also found that removing the least risky country also reduces
the system’s ability to handle systemic risk. Removing more safe countries further
reduces this ability. We also investigated how modifying a country’s CDS spread values affected its concentration of weight in the optimal portfolio. Although increasing
the CDS spreads of a country predictably led to a lower concentration of weight in
the optimal portfolio, it was interesting to see that the moment a country became
riskier than another did not exactly correspond to when that country had less weight
than the other.
One area for future research would be investigating the “high MAD regions” observed
in Section 3. From the results we have seen, there does seem to be some interesting
patterns, but whether this is an artifact of the optimization procedure or something
meaningful is unclear. Further study into when the optimization is unable to meet
the constraints would provide more insight to this question.
Additionally, it would be worthwhile to re-attempt these analyses with a larger
amount of data. In [5], their data source had 40,898 spread observations of thirteen European countries, while our data source had only 441 spread observations
across nine European countries. As discussed earlier, we made use of filler data to
help address this disparity, but using real data would be better. Not only would a
larger data set help validate our results, but it would also allow investigation into additional interesting financial events. For example, if we had access to the CDS spread
data for the United Kingdom, we could study the impact of “Brexit” (the departure
of United Kingdom from the European Union) on the United Kingdom’s ability to
minimize systemic risk. Furthermore, having data further back in time would allow
us to study more widespread economic events like the Great Recession in 2008.
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One of the key benefits of this thesis is the ability to measure a country’s systemic
riskiness relative to another country. By analyzing the weights in the optimal portfolio, one can determine how risky a country is compared to another. This is relevant to
both financial investors and policymakers who may use this information to make informed decisions. For policymakers, understanding which countries function as “risk
absorbers” and “risk spreaders” will allow them to take actions to avoid financial
collapse.
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[11] D. Holló, M. Kremer, and M. Lo Duca. CISS - a composite indicator of
systemic stress in the financial system. European Central Bank Working
Paper, 2012.
[12] J. Hull and A. White. Valuation of a CDO and an n-th to default cds without
Monte Carlo simulation. J. Deriv., 12(2):8–23, 2004.
[13] J. Jackson et al. Global economic effects of covid-19 (crs report no. r46270).
Congressional Research Service, 2021.
[14] H. Konno and H. Yamazaki. Mean-absolute portfolio optimization model and
its application to Tokyo Stock Market. Manag. Sci., 37(5):519–531, 1991.
[15] R. McDonald. Derivatives Markets 3rd. Ed. Pearson, 2013.
[16] J. Onnela, A. Chakraborti, K. Kaski, J. Kertesz, and A. Kanto. Dynamics of
market correlations: Taxonomy and portfolio analysis. Phys. Rev. E,
68(5):056110, 2003.
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