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ABSTRACT

This study investigated whether different instructional approaches affected adult
English-as-a-Second-Language (ESL) learners’ production and recognition of target
formulaic sequences, as measured by oral and written responses on pretest and posttest
and a psycholinguistic experiment. Specifically, the goal of the study was to replicate and
extend prior research that examines the ways non-native speakers of English acquire and
process various types of formulaic sequences in their oral and written production and the
validity of holistic storage and processing of those sequences in the learner’s mind (Jiang
& Nekrasova, 2007). Eighteen adult ESL students were randomly assigned to the
following conditions: (a) Implicit instructional approach, where the target formulaic
sequences were not identified for the learners in any way; (b) Analytic instructional
approach, where the target formulaic sequences were presented with a key word or
vii

another important content word identified in bold type; and (c) Holistic instructional
approach, where learners were presented with formulaic sequences identified as whole
multi-word sequences. Production and recognition studies were used to investigate the
main research questions. During the production study, participants were engaged in 6
instructional sessions that employed various instructional approaches. The pretest and
posttest data were collected and compared. The outcome of this study failed to yield any
quantitative results. During the recognition study, participants performed a
grammaticality judgment task during which they had to determine grammatical
correctness of various multi-word sequences, including the target formulaic sequences.
The design of the study was a split-plot factorial with instructional approach as the
between-subjects factor, and type of sequence—grammatical vs. ungrammatical,
formulaic vs. nonformulaic, and semantically transparent vs. semantically opaque—as the
within-subjects variable. Reaction times and error rate proportions were used as
dependent measures in twelve repeated-measures ANOVAs. The results of the statistical
analyses revealed that learners who received the Holistic and Analytic instructional
approaches demonstrated significantly shorter latencies and greater accuracy responding
to various types of formulaic sequences than the learners who were involved in implicit
instructional approach, thus establishing a strong formulaicity effect in all three
experimental conditions. Findings of the studies were interpreted in terms of theoretical
and educational implications.
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Chapter 1
Introduction
1.1

Overview
Formulaic sequences have received increasing attention within the last three

decades, leading to a general understanding of their pervasiveness and importance in
native speakers’ discourse. They have also been found to be important in Second
Language Acquisition (SLA), and especially in the development of second language
learners’ fluency (Rossiter, Derwing, Manimtim, & Thomson, 2010; Wood, 2005, 2009,
2010).
One of the main advantages of formulaic sequences is in their presumed holistic
nature, which allows both the speaker and the listener to save cognitive resources during
real-time conversations. The use of formulaic sequences in second language discourse
also makes it possible for non-native speakers to sound more natural and more nativelike.
Much previous research has explored the issue of holistic storage and processing
of formulaic sequences of various types (Conklin & Schmitt, 2008; Jiang & Nekrasova,
2007; Nekrasova, 2009; Schmitt, Grandage, & Adolphs, 2004; Schmitt & Underwood,
2004; Underwood, Schmitt, & Galpin, 2004; Valsecchi et al., 2013). However, little if
any work has been done to investigate instructional approaches that promote successful
acquisition of formulaic sequences by non-native speakers of English. Though formulaic
sequences are believed to be stored and processed holistically in the mind of a language
learner, they are not necessarily taught or learned that way. The present study examines
the effects of two instructional approaches on the acquisition of various types of
1

formulaic sequences by adult learners of English as a second language.
This dissertation is composed of five chapters. Chapter 1 provides motivation and
need for the study and a brief overview of formulaic sequences and their importance for
Second Language Acquisition. This chapter also sets the research questions and
hypotheses. A synopsis of the following chapters is given below in Section 1.6.
1.2

Background and Motivation for the Study
My interest in doing this dissertation came from my personal experiences as an

ESL learner and an ESL teacher. I started learning English at the age of 10 in a secondary
school in Russia in a program that was a mixture of whole-language and phonics
approaches. It was impossible for me and my classmates to learn the language in a natural
way as we could not dream of meeting any native-speakers and engaging in authentic
conversations. Nevertheless, our first steps in English were relatively easy due to a large
amount of prefabricated chunks of language in various dialogues that we had to
memorize at home and reconstruct in class. Later in college I learned that was the
Audiolingual method of learning/teaching a foreign language. Disappointingly, as we
moved to higher grades there was less emphasis on communicative language and more on
reading, writing and studying grammar rules. As a result, many of my classmates were
able to recite the rules of the Present Perfect in Passive Voice and Future Perfect
Continuous but were not able to hold a two-minute conversation in English, even with
our English teacher. When I started college, the emphasis returned to communicative
learning, and many of our instructional materials included a variation of sentence starters
and sentence frames, conversational phrases, collocations, phrasal verbs, numerous
idiomatic expressions and even proverbs. All those multi-word units are considered
2

formulaic sequences in the linguistic literature. The complete immersion into a wholelanguage approach, with many types of formulaic sequences included, made it possible
for me to acquire the English language at a level that allowed me ten years later to start
my new life in the United States and be able to communicate in English literally from day
one.
But no one can ever claim that they have finished learning a language. Thus, I can
admit that I had and certainly still have my own struggles with some linguistic forms in
English. For example, the expressions do me a favor and make me a favor were
stumbling blocks for many years. Evidently, the semantic similarity between the verbs do
and make caused the confusion and I seemed to never know which one I was supposed to
use, so I simply avoided asking people for any favors. It took me a very long time to
acquire the correct word in this collocation.
My own experience of learning English as a second language helps me understand
the challenges that many ESL students face on a daily basis. First, as an EFL and ESL
teacher with more than 25 years of experience, I am convinced that explicit teaching of
vocabulary provides more benefits to ESL learners than learning words from simply
reading literature and nonfiction texts. Secondly, I see many advantages in expanding
learners’ lexical repertoire not just through the acquisition of single lexical items but
through formulaic sequences (i.e. multi-word units). Therefore, the question for me is not
what kind of linguistic input to provide for my ESL students, but through what
instructional approaches and specific tasks and activities to provide them. Do we need to
teach our students to analyze every element in a multi-word sequence? Would it be better
if we teach students to embrace those sequences as whole chunks of language? How
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about sequences that differ in semantic transparency, such as expressions with literal or
figurative meanings and idiomatic expressions? These enquiries took me on a long but
very rewarding journey to this dissertation work.
1.3

What is a Formulaic Sequence?
Formulaic sequence is a term frequently used in the linguistic literature to

indicate any multiword string that “is, or appears to be, prefabricated; that is, stored and
retrieved whole from memory at the time of use” (Wray, 2002a, p. 9). In his seminal
work, Sinclair (1991) put forward two main structuring principles of organizing language
as a whole: an open-choice principle that assumes free choice of individual lexical items,
and an idiom principle which involves extensive use of formulaic stretches of words, or
“semi-preconstructed phrases”. Sinclair considered the idiom principle to be dominant in
our language; that is, most of our language is built on the idiom principle and we employ
the open-choice principle only when a need arises.
Many linguists have found formulaic sequences to be ubiquitous in language use
and to make up a large proportion of any discourse (Erman & Warren, 2000; Nattinger &
DeCarrico, 1992; Sinclair, 2004; Wray, 2002a; Yorio, 1980). Empirical analysis has
proven the dominance of formulaic sequences in the language. Jackendoff (1995)
conducted corpus-based research, which suggested that formulaic sequences are as
significant as single lexical items or sometimes even more. Erman and Warren (2000)
claim that 58.6% of the spoken English and 52.3% of the written discourse they analyzed
are comprised of various kinds of what they call prefabricated word combinations that
are constructed on the idiom principle (Sinclair, 1991).
Later, studies of computerized corpora revealed additional patterning in language
4

use (Jones & Haywood, 2004). Thus, Biber, Johansson, Leech, Conrad, and Finnegan
(1999) researched lexical bundles, which they defined as “bundles of words that show a
statistical tendency to co-occur” and also as “recurring sequences of three or more
words” (Biber, et al., 1999, pp. 989-990). The authors reported that sequences of this
length were at least ten times more common than longer sequences. It should be noted
here that lexical bundles do not always have clear syntactic and semantic boundaries and
for that reason should not be confused with formulaic sequences (see the definition of
formulaic sequences below in Section 2.3). Schmitt and Carter (2004) and Wray (2002b)
have also demonstrated in recent corpus analytic research that the prevalence of recurrent
multi-word and clausal sequences is enormous.
1.4

Need for the Study
One of the areas in SLA that has not been fully explored is the manner of

acquisition of vocabulary knowledge in general and multi-word units, including
formulaic sequences, in particular. Successful acquisition of multi-word units may
depend on learners’ cognitive learning styles. Holistic and analytic learning styles present
an important contrast at this level. Between these two poles there is a rich variation that
individual learners may possess. Different teaching methodologies create another kind of
diversity with the analytic approach to teaching being reported as traditional and
dominant in instructional settings (Sternberg, 2002; Wray & Grace, 2007).
Several models have been proposed as to how formulaic sequences are acquired
by both first and second language learners (discussed in Chapter 2) (Wray, 2008a, 2008b;
Wray & Perkins, 2000). However, fundamental questions about the successful ways to
acquire formulaic sequences by non-native speakers are still largely controversial and
5

unanswered: what are the linguistic, psychological and instructional pathways and factors
within and outside of the learners’ domain that lead and contribute to the successful
acquisition of formulaic sequences?
In other words, the question is, if the desired outcome for the acquisition of
formulaic sequences is their holistic storage and processing during language
comprehension and production, do learners need to be engaged in an analytic approach
for their acquisition, or should they be presented and trained to use formulaic sequences
as whole units, i.e. as unanalyzed units of information? In addition, taking into account
the vast diversity of formulaic sequences, it is crucial to investigate how the variation in
the semantic transparency of formulaic sequences might influence the desired outcomes.
A systematic understanding of psychological processes involved in the acquisition
of formulaic sequences by ESL learners and the influence of the internal variation of
formulaic sequences on this process is a fertile area for research, and largely underexplored in comparison to the analogous research on the prevalence and variability of
formulaic sequences in a native-speakers’ linguistic database (Conrad & Biber, 2004; N.
C. Ellis & Simpson-Vlach, 2009).
The present study intends to provide some important insights into the
effectiveness of various instructional approaches to teaching formulaic sequences in ESL
classrooms. This work can benefit ESL teachers and their students by providing them
with effective language-learning strategies that can help learners improve their language
skills.
The present study first investigates the effects that holistic and analytic
approaches to teaching of various types of formulaic sequences have on their retention

6

and use by adult ESL learners, as demonstrated in their oral and written language
production, compared to the learners who did not receive such types of instruction. It was
hoped that detailed documentation of the learners’ linguistic output would expand our
knowledge of ESL adult learners’ interlanguage. The second goal was to investigate
whether the two instructional approaches would contribute to the holistic storage and
processing of the target formulaic sequences as determined by reaction times and error
rates during a grammaticality judgment task. Finally, the question of holistic storage and
processing of the target semantically transparent and semantically opaque formulaic
sequences was put to the test during a psycholinguistic experiment.
A substantial amount of empirical data for this dissertation was gathered at the
Center for English Language and American Culture (CELAC) at the University of New
Mexico, Albuquerque, during a three-month period (one semester). The data were
collected from non-native adult learners of English from various first language
backgrounds. Most of the students were motivated to learn English quickly so that they
could improve their TOEFL scores, which would allow them to continue their education
in the United States. For some of them, if they did not receive a required score on the test,
the results could mean having to go back to their home country, as well as repaying their
government the money spent on their initial education in the U.S.
These students were the target population in this study since their need to acquire
English as quickly as possible motivated them to seek additional and more successful
strategies for improvement of their English language skills, both oral and written. There
are many students in the U.S. who come here from all over the world with similar goals.
A report made by the Institute of International Education asserts that more than 886,000
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foreign students were enrolled at U.S. universities during the 2013-2014 school year
(Institute of International Education, 2014). The results of the present study can provide
some valuable insights in how to accommodate their English educational goals.
In addition, the results of this dissertation can be relevant to those students who
study English (or other languages additional to their native tongues) in foreign language
contexts, that is, in countries where those additional languages are not used for everyday
communication by the majority of the countries’ populations.
The main aspiration is that the results of this dissertation will further the
understanding of effective instructional approaches to formulaic sequences as they relate
to teaching and learning English as a second language. It is hoped that the work here will
help further our understanding of whether holistic or analytic instructional approaches
will result in ESL learners’ holistic storage and subsequent production of various types of
formulaic sequences.
To summarize, the present study aims to enrich both the empirical basis of such
questions within Second Language Acquisition and teaching ESL, as well as to cast new
empirical light on foundational theoretical issues of language processing. It is built upon
the previous work in both theoretical and empirical directions that are discussed in detail
in Chapter 2 of this dissertation.
1.5

Research Questions and Hypotheses
The main goal of this dissertation is to compare the effects of two instructional

approaches on the production and holistic storage and processing of various types of
formulaic sequences by adult ESL learners.
The central research question guiding the present study is whether (a) retention
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and use, and (b) holistic storage and processing, of various types of formulaic sequences
are sensitive to the manner in which they are encountered in the learner’s input; that is,
whether the target formulaic sequences presented to the learner through holistic or
analytic approaches to teaching of formulaic sequences can lead to their successful
acquisition and subsequent use in oral and written language production by the study
participants, and whether the two approaches will lead to the target formulaic sequences’
holistic storage in the mind of the learner.
Besides the effects of different instructional approaches, this study also aims to
investigate whether and to what extent the acquisition of semantically transparent and
semantically opaque formulaic sequences is sensitive to the semantic compositionality
and the manner in which the two types of sequences are encountered in the learner’s
input.
To investigate these questions, the research was divided into two parts: a
production study and a recognition study. The research questions for the production and
recognition studies and their hypotheses, respectively, are explained below.
1.5.1

Research Questions for the Production study
The research question of the production study is: How do various instructional

approaches to teaching formulaic sequences affect oral and written production of the
target formulaic sequences by adult ESL learners? That is, are there differences in the
quantity and quality of the target formulaic sequences produced by ESL learners who
received the Analytic, Holistic or Implicit instructional approaches? Although ESL
learners are found to benefit from the use of formulaic language in their oral and written
speech, they do not necessarily acquire them successfully through mere exposure to
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native-speakers’ oral and written discourse (Cortes, 2004; Regan, 1998). In other words,
they don’t necessarily acquire them in the same manner as native speakers. However,
since the issues of analytic and holistic instruction have not been addressed in research to
date, the focus of this study is to investigate whether and to what extent Analytic and
Holistic approaches to the teaching of formulaic sequences will lead to a higher number
of the target formulaic sequences in the oral and written responses by participants in two
experimental groups. In addition, this study seeks to explore if the two explicit
instructional approaches will produce an effect on participants’ use of semantically
transparent and semantically opaque target sequences.
To address this research question, two distinct instructional approaches were
developed and used during the treatment phase of the production study (see Chapter 3 for
a detailed description of the instructional approaches). The outcomes were then compared
between the two experimental groups and the control group. The results of the production
study are presented in Chapter 4, and answers to this research question are discussed in
Chapter 5.
1.5.2

Hypotheses for the Production study
It is hypothesized that participants in two experimental groups who received

explicit instruction that employed holistic and analytic instructional approaches to
teaching target formulaic sequences (Holistic and Analytic groups, respectively) will
show a higher score of retention and use of the target formulaic sequences in oral and
written language production than participants in the Control group who did not receive
such instruction and who were involved in implicit learning of formulaic sequences. This
hypothesis is based on literature that demonstrates the advantages of explicit teaching of
10

vocabulary, including word sequences, over implicit or incidental learning (Schmitt,
Dornyei, Adolphs, & Durow, 2004).
Furthermore, the group that received the Holistic instructional approach (Holistic
group) is expected to produce the target formulaic sequences in oral and written
responses in a more intact way than participants in the Analytic or Control groups
because the former will acquire such sequences holistically, that is without analyzing the
constituent elements of the sequences, which will facilitate reproduction of the target
formulaic sequences as whole unanalyzed chunks.
It is anticipated that participants in the Holistic group will demonstrate similar
scores of retention and use of the semantically opaque and semantically transparent
formulaic sequences due to the holistic method of their acquisition, which will allow
participants to bypass generation of those sequences word by word using the grammatical
rules of the language and produce those sequences as whole unanalyzed units. By
contrast, participants in the Analytic and Control groups are expected to show the
absence of such an advantage.
1.5.3

Research Questions for the Recognition Study
In the recognition study, questions regarding holistic storage and processing of the

target formulaic sequences by three groups of participants are examined. The first main
research question in this study is to investigate whether the instructional approach that
participants in three distinct groups receive during the treatment phase affects the speed
and accuracy with which those participants respond to the target formulaic sequences.
This question is addressed by examining reaction time and error rate data produced by
participants in the Control, Analytic and Holistic groups during a grammaticality
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judgment task. This task allows the researcher to determine if differences in the
instructional approaches have an effect on participants’ speed and accuracy in
recognizing various types of sequences, including the target formulaic sequences (both
semantically transparent and semantically opaque) and their nonformulaic counterparts,
as well as their ability to detect and reject grammatically incorrect sequences as not being
permissible in the language. For example, does explicit teaching of formulaic sequences
allow ESL learners to distinguish grammatical and ungrammatical sequences more
quickly and accurately? Moreover, does it lead to shorter latencies and fewer errors in
participants’ responses to the target formulaic sequences compared to nonformulaic
sequences, and does this difference exist for both groups that received explicit
instruction? If so, are there differences in those measures between the two groups?
Previous studies reported inconclusive results on the holistic storage and
processing of formulaic sequences of various types (see discussion in Section 2.8.1). This
study seeks to provide additional data for this rather controversial issue. Importantly, as
has been proposed before, participants’ holistic storage of the target formulaic sequence
might improve if such sequences are acquired in a holistic manner; that is, through the
Holistic instructional approach.
The second research question for the recognition study is: Does semantic
transparency of the target formulaic sequences influence the speed and accuracy of the
participants’ responses? In other words, do mean reaction time and error rate change
across the groups for semantically transparent sequences compared to semantically
opaque sequences? Specifically, do participants in the Holistic group respond with
comparable speed and accuracy to semantically opaque and semantically transparent
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sequences due to the holistic nature of their acquisition?
The results of the recognition study are given in Chapter 4, and answers to these
research questions are discussed in Chapter 5.
1.5.4

Hypotheses for the Recognition Study

1.5.4.1 Grammaticality Effect
It is hypothesized that participants in the Analytic and Holistic groups will
perform at a higher level on grammatical sequences compared to ungrammatical
sequences, due to the former containing most of the target formulaic sequences. An
absence of reaction time and error rate differences is hypothesized for the three groups
responding to ungrammatical sequences, as participants in all three groups will not have
had any exposure to the ungrammatical sequences during the treatment phase.
1.5.4.2 Formulaicity Effect
It is hypothesized that explicit teaching of formulaic sequences will lead
participants in the Analytic and Holistic groups to respond to target formulaic sequences
on the grammaticality judgment task faster and more accurately than to nonformulaic
sequences. Furthermore, participants in the Analytic and Holistic groups will show
shorter latencies and make fewer errors judging grammatical correctness of the target
formulaic sequences than participants in the Control group, due to the latter not having
received explicit instruction on those sequences. This hypothesis is based on the literature
which has shown that familiarity with formulaic sequences leads to ESL learners’ faster
reaction times and higher accuracy in responding to the target formulaic sequences (Jiang
& Nekrasova, 2007; Sosa & MacFarlane, 2002; Underwood, et al., 2004).
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1.5.4.3 Semantic Transparency Effect
It is hypothesized that participants in the Holistic group will not show significant
differences in terms of speed and accuracy in responding to semantically opaque and
semantically transparent sequences due to the holistic nature of the acquisition of both
types of sequences by this group and consequently due to them bypassing the syntactic
decomposition of both semantically opaque and semantically transparent sequences. In
addition, participants in the Analytic and Holistic groups will show faster reaction times
and make fewer errors responding to both types of sequences than participants in the
Control group because those will be the target sequences the two experimental groups
will be exposed to explicitly during the treatment phase of the study. Also, participants in
the Analytic group and especially the Control group are hypothesized to show shorter
latencies and fewer errors responding to semantically transparent sequences than
semantically opaque phrases. This latter hypothesis addresses a claim made by several
scholars (Cieślicka, 2010; Levelt & Meyer, 2000; Sprenger, 2003; Sprenger, Levelt, &
Kempen, 2006) that superlemmas cause slower reaction time for processing of idiomatic
expressions due to the competition between superlemmas and simple lemmas during
lexical access.
1.6

Organization of the Dissertation
The first chapter has given an overview of this dissertation and has established the

practical importance of the work as it relates to learning English as a second language. It
is hoped that the results from this study can be implemented in language classrooms and
in designing course materials that would emphasize the most effective instructional
approaches to teaching formulaic language to ESL students.
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Chapter 2 reviews relevant literature, focusing on numerous theoretical issues in
the areas of linguistics and psycholinguistics, such as criteria for identifying formulaic
sequences, holistic storage and processing and lexical access of formulaic sequences, and
a model of language acquisition with regard to analytic and holistic processes. In
addition, Chapter 2 presents previous studies on acquisition of formulaic language,
benefits of explicit and implicit teaching, and work in the area of lexical access and
holistic storage and processing of various types of formulaic sequences.
Chapter 3 provides the methodology for the production and recognition studies,
giving details about the participants, selection of the stimuli, creation of the experimental
instructional materials, the pretest, treatment and posttest procedures, as well as the
inspiration for the psycholinguistic experiment with specifics on the experimental design,
description of the grammaticality task, and the methods of statistical tests utilized to
analyze the data from the two studies.
Chapter 4 provides the results of the statistical analyses of the data from the
production and recognition studies.
Chapter 5 starts with a discussion of the findings for both studies in terms of their
research questions and hypotheses. It continues with suggestions on how the findings of
this research can be implemented in ESL classrooms, and what directions can be taken in
the future to continue and enhance the work started in this dissertation. For that purpose
the strengths and limitations of the present work are acknowledged. The dissertation ends
with some closing remarks.
In the next chapter, academic research and literature as they relate to this
dissertation and the questions posed herein are reviewed.
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Chapter 2
Review of Relevant Literature
2.1

Overview of Formulaic Sequences
In the past three decades, extensive research has been done in the area of language

patterning. Scholars in different fields studied the issue of formulaic sequences
(traditionally called phraseology and multi-word units), particularly in general linguistics
(Butler, 2005; Jackendoff, 1995; Wray, 2000, 2002b, 2008a), corpus linguistics and
phraseology (Carter, 2004; Cowie, 1998), lexical production (Cieślicka, 2010; Cutting &
Bock, 1997; Kuiper, Egmod van, Kempen, & Sprenger, 2007; Sprenger, 2003; Sprenger,
et al., 2006), psycholinguistics and neurolinguistics (Schmitt, Grandage, et al., 2004;
Wray, 2000, 2002a, 2004, 2008a), in native language acquisition (Bishop, 2004; Kuiper,
2004; Spottl & McCarthy, 2004; Wray, 2002a, 2004), and in second language acquisition
(Biber & Barbieri, 2007; Bishop, 2005; Boers, Eyckmans, & Stengers, 2006; R. Ellis,
1984; Erman, 2009; Fitzpatrick & Wray, 2006; Girard & Sionis, 2003; Jiang &
Nekrasova, 2007; Nekrasova, 2009; Weinert, 1995; Wood, 2006; Wray, 2000).
Scholars working in these areas looked at formulaic sequences through their own
theoretical perspectives using different criteria. Formulaic sequences were found to be of
different frequencies, lengths, syntactic structures and semantic transparency. This
diversity of formulaic sequences made it difficult to develop a comprehensive definition
of the phenomenon (Schmitt & Carter, 2004). The lack of consensus on the single
definition of formulaic sequences made it difficult to compare the results of different
studies and draw any definitive conclusions. In this chapter of the dissertation, theoretical
viewpoints of various disciplines that are studying languages (linguistics, language
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acquisition, SLA, and psycholinguistics) concerning the phenomenon of formulaic
sequences are discussed. In addition, previous research in those areas is presented.
2.2

Criteria for Identifying Formulaic Sequences
Scholars in different fields of the study of language (corpus linguistics,

psycholinguistics, first and second language acquisition) have used various criteria for
identifying formulaic sequences, namely, frequency of occurrence, length of utterance,
fixedness of form vs. flexibility, and semantic compositionality (transparency) vs. noncompositionality (opaqueness). Each of these criteria and some others are presented in
the discussion below.
2.2.1

Frequency of Occurrence
Corpus linguistics has used the most common criteria: institutionalization,

fixedness, non-compositionality and frequency of occurrence (Schmitt & Carter, 2004).
Frequency of occurrence of formulaic sequences continues to be one of the most often
used criteria to obtain reliable insights into actual language use.
In two picture-naming experiments, Alario, Costa and Caramazza (2002)
investigated how the frequency of items that compose “adjectival noun phrases”
(adjectival NP), such as the blue kite, affect the speed with which the adjectival NP is
retrieved from the mental lexicon. For example, they tested whether participants’
performance was affected by the low frequency nouns (e.g., kite), high frequency nouns
(e.g., car), low frequency adjectives (e.g., pink), and high frequency adjectives (e.g.,
blue). Not only did they find consistent frequency effects (that is, adjectival NPs with
high frequency nouns were produced faster than adjectival NPs with low frequency
nouns), but they discovered additive effects of the frequency of the adjective and the
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frequency of the noun. The authors claimed that the results of this study provide a better
understanding of the dynamics and the representations that are involved in the speech
production process.
However, there are some problems regarding the procedures used in frequency
counts: some collocations can be under- or overrepresented in various genres of discourse
due to variability of the selected input material (Wray, 2002a).
2.2.2

Length
Formulaic sequences were found to have different lengths: they can be long (You

can lead a horse to water, but you can't make him drink), short (Oh no!), or anything in
between. Schmitt and Underwood (2004) found in their study that shorter sequences have
a higher frequency of occurrence than the longer sequences.
2.2.3

Fixedness
Linguists distinguish between fixedness and non-compositionality in formulaic

sequences (the latter is discussed in Section 2.2.4). Fixedness refers to the extent to which
the order of the words in the sequence can be changed, individual words can be replaced
by others, items can be inserted, or items can be inflected. Some formulaic sequences are
totally fixed strings of words (e.g., Ladies and Gentlemen), while others can have a
number of slots in their fixed elements which allows them to be used flexibly (e.g., to +
V + someone into something: to force/talk/convince/pressure someone into something).
These slots, however, often have semantic constraints, which means that only
semantically appropriate words or strings of words can be used in the slots.
Flexible formulaic sequences are considered to be more prevalent in discourse
than fixed ones, because they are adaptable to a wide range of situations (Schmitt &
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Carter, 2004). However, it is difficult to confirm these estimations, because, as these
authors observed, current concordance software does not have capabilities that permit
researchers to identify flexible formulaic sequences. For the purpose of the present study,
only fixed formulaic sequences were used, that is, none of the target formulaic sequences
allowed grammatical or lexical transformations.
As can be seen from the discussion above, fixedness concerns the form of the
formulaic sequence; compositionality (or semantic transparency), on the other hand,
concerns its meaning.
2.2.4

Semantic Transparency
A sequence is considered to be non-compositional when it cannot be interpreted

as a literal statement and/or “it may contain individual words that never occur except as
part of that expression”, for example, spick and span (Read & Nation, 2004, p. 32). In
this regard, these sequences are semantically opaque.
Semantic transparency (transparency of meaning), that is, whether the meaning of
the phrase can be understood from the meaning of its constituent parts, has been used as
one of the criteria for identifying formulaic sequences. Wray (2002a) describes three
positions that linguists have taken in regard to this criterion:
1) On the one end are opaque idioms that are easy to identify because they cannot
be constructed or decoded using the grammar of the language (e.g., to beat a dead horse).
Schmitt et al. (2004) identify them as “self-contained”. Grant’s (2003) extensive study of
semantically non-compositional and non-figurative word strings that she called ‘core
idioms’ showed that there are about 104 idioms in the English language. Only 10 of those
have a literal equivalent in the British National Corpus. This evidence suggests that there
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are very few, if any, instances of truly formulaic sequences in the language (cited in Read
& Nation, 2004). Even in those “extremely formulaic” sequences there is considerable
variation (e.g., pull his leg, pulling my leg, etc.). Read and Nation (2004) state that this
variability does not mean that those idioms are not formulaic. They observe that
deliberate variation can be used for humorous effect, for example, in don’t bite the hand
that … looks dirty, (Wray, 2002a, p. 71).
2) Other linguists and researchers suggest being more inclusive and also allowing
word strings that are semantically transparent and grammatically irregular to be
considered formulaic (Wray, 2002a). This permits such expressions as have a nice day
and it’s been great talking to you to be included.
3) Yet, other linguists, Wray (2002a) continues to argue, assert that any frequently
occurring word string should be treated as formulaic despite the absence of an additional
layer of meaning or application of grammar rule patterns. This category of word strings is
semantically transparent, i.e. these sequences are made up of words with literal use of
lexical form, such as first of all, it is hypothesized that, the purpose of this study, and
many others.
In this dissertation, one of the primary goals was to investigate whether different
instructional approaches affect the production and holistic storage and processing of
semantically opaque (i.e., idiomatic) and semantically transparent (i.e., with literal
meaning) formulaic sequences.
2.3

Definition of Formulaic Sequences
It is obvious that formulaic sequences are not uniform, and there is no real

dichotomy between formulaic and nonformulaic sequences, but rather each linguistic
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criterion forms a continuum of a variety of features. Read and Nation (2004) see this fact
as evidence for the complexity of defining the phenomenon of formulaic sequences.
Since there is so much diversity, it is difficult to identify absolute criteria that distinguish
formulaic sequences.
Literature on multi-word sequences shows a variety of terms used by different
researchers for different types of formulaic sequences. Wray (2002a) found over fifty
terms, including chunks, formulaic speech, multiword units, collocations, formulas,
prefabricated routines, conventionalized forms, holophrases, and ready-made utterances.
This diversity of formulaic sequences makes it particularly difficult to determine a
reasonable approach for collecting data. That is why, taking into consideration the
variability of formulaic language and the way different researchers see the construct, it
was important to have a clear operational definition of formulaic sequences, basing it on
the criteria used for the purpose of the present study.
In 2000, Wray proposed a definition of the phenomenon which has been quite
dominant, though some scholars suggest that it has to be taken cautiously (Read &
Nation, 2004). Wray’s definition of the formulaic sequence is:
A sequence, continuous or discontinuous, of words or other meaning elements,
which is, or appears to be, prefabricated: that is stored and retrieved whole from
the memory at the time of use, rather than being subject to generation or analysis
by the language grammar. (Wray, 2000, p. 465)
In this dissertation, Wray’s definition of a formulaic sequence is used as the
operational definition.
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2.4

Holistic Storage of Formulaic Sequences
Formulaic sequences serve an important role in language comprehension and

production. One of the main values of formulaic sequences is in conserving cognitive
resources in real-time spontaneous situations. It benefits both the speaker and the hearer
by allowing them to bypass the analytical processes and thus reduce cognitive processing
demand, and to focus on the interaction and not on the content (R. Ellis, 1994; Wood,
2001, 2005, 2009; Wray, 2000, 2002a). In this regard formulaic sequences are seen as a
production strategy, not a linguistic form (Girard & Sionis, 2003).
In her definition of a formulaic sequence, Wray (2000) sees holistic storage and
retrieval as its main characteristic, which is similar to the way we store and retrieve single
lexical units (Wood, 2010). This holistic processing does not allow generation of word
strings from scratch using grammatical rules of the language. Wray’s definition includes
both continuous and discontinuous sequences. That is, there may be insertions in a
sequence (the point of … is that…). The definition, however, excludes substitution of
items within a sequence (pull his leg/pull his sister’s leg/yank her leg, etc.), and
transformations of a sequence (chew the fat/fat chewing/fat chewer), because they would
involve “generation or analysis by the language grammar” (Wray, 2002a, p. 9).
Read and Nation (2004) suggest that if the storage is verbatim, where the
sequences are stored without possibility of substitution or transformation, then the
number of formulaic sequences is rather infrequent in language use. However, Wray’s
definition does not specify the form of the items in storage, their length and frequency, or
their semantic transparency, which can lead to the assumption that it can include
sequences that can be put anywhere on the continuum described above. Thus, the number
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of formulaic sequences in the language can be quite large.
2.5

Formulaic Sequences and Second Language Acquisition
It is generally accepted that since formulaic sequences are part of the lexicon, they

contribute to the increase of L2 learners’ vocabulary knowledge (Boers, Eyckmans, &
Stengers, 2006; R. Ellis, 1994; Howarth, 1998; Nattinger & DeCarrico, 1992; Weinert,
1995; Wood, 2006; Wray, 2000). Formulaic sequences are considered necessary for the
native-like command of a language by L2 learners (R. Ellis, 1994; Hakuta, 1976; Pawley
& Syder, 1993; Wray, 2000). Wray (2000) claims that “successful language learning is
the mastery of idiomatic forms of expression, including idioms, collocations, and
sentence frames”, which she collectively refers to as formulaic sequences (p. 463). The
mastery of “memorized sentences” and “lexicalized sentence stems” is necessary for the
achievement of native-like fluency in language production and comprehension (Pawley &
Syder, 1993). Some researchers see benefits in achieving native-like fluency. For
instance, being fluent in a language allows non-native speakers to be accepted by the
native-speakers’ community (Adolphs & Durow, 2004; Dornyei, Durow, & Zahran,
2004; Wong Fillmore, 1976). Formulaic sequences “help one cope with the complexity of
many social situations, help structure orderly and unambiguous communication, and help
with a sense of group identity” (Wood, 2010, p. 52).
Knowledge of formulaic sequences at the early stages of SLA can help learners
achieve communicative competence (Girard & Sionis, 2003). Communicative
competence is seen as a combination of grammatical, discourse and pragmatic
competence that allows language users to perform appropriately a variety of
communicative functions (Bachman, 1990). This is important for L2 learners and
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formulaic sequences can be used to achieve this. Hakuta (1974, 1976) observed that the
use of formulaic sequences can empower beginning L2 learners, help them overcome
motivational difficulties and can serve as a “temporary prop which temporarily gives
support until a firmer foundation is built” (Hakuta, 1974, p. 288).
However, mastery of formulaic sequences for communicative and academic
purposes is a true challenge for L2 learners (Hüttner, 2005; Pawley & Syder, 1993;
Yorio, 1980). One of the reasons why it is such a challenge is their pragmatic difficulty;
in other words, the variability of possible grammatically correct phrases for expressing
the same idea creates a problem for L2 learners. Idiomatic expressions can have nonidiomatic counterparts which are grammatically correct but which are not normally used
by native speakers (Pawley & Syder, 1993; Wray, 2000). For instance, native speakers
are more likely to say, “What are you doing now?” than “What activity are you engaged
in right now?”, though both utterances are grammatically correct. It seems to be
important to provide L2 learners with input (inside or outside the classroom) that is rich
with formulaic sequences that would allow them to approach native-like communicative
competence.
Another reason for formulaic sequences being such a challenge for L2 learners
might be the manner in which formulaic sequences are taught. However, this question has
not been investigated extensively. The present study attempts to fill this gap.
2.6

Model of Acquisition of Formulaic Sequences
According to Wray and Perkins (2000), formulaic sequences play various roles

during different stages of language acquisition. They based their model on Locke’s
(1993, 1995) theory of early language acquisition.
24

Figure 2.1
Relative proportions of holistic and analytic involvement in language processing from
birth to adulthood (schematic representation) (Wray & Perkins, 2000)

Children employ both the gestalt (holistic) and analytical strategies in processing
language. During the first years of their lives, children identify and store units of
language of various sizes, including unanalyzed chunks of words, which enable them to
socially interact with others (phase 1). At the age of two or three, children’s cognitive
development leads to the development of the grammatical analysis mechanism which
allows children to identify the constituent parts of the previously learned holistic phrases
(phase 2). This grammatical analysis begins to dominate linguistic development of
children until the age of 8, at which point the analytical approach in language production
becomes ineffective under the demands of their fast growing communicative needs, and
frequently occurring word utterances become automatic for the individual speaker and
start being used habitually in communicative situations, especially for the purpose of
reducing cognitive demands on the part of the speaker (phase 3). The two modes
(analytical and holistic) continue being employed throughout the person’s life with
presumably a different dominance for different individuals (phase 4). Wray and Perkins
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claim that eventually the language develops into a formulaically-dominant system with
the grammatical analysis mechanism being activated only when the need arises.
The model presented above concerns first (native) language (L1) development,
but Wray and Perkins (2000) consider it to be applicable for second language acquisition.
They claim that similarly to children learning their L1, beginning adult L2 learners (both
naturalistic and classroom-based) “accumulate a small set of survival phrases that achieve
basic socio-interactional functions” (p. 23), and then proceed to an analytical mode of
language acquisition (again, similarly to L1 learners). They explain the widelyacknowledged scarcity of formulaic sequences in L2 speakers’ linguistic repertoire
(Durrant & Schmitt, 2010; Pawley & Syder, 1993; Wray, 2002a) by the learners’
extensive use of the grammatical analysis mechanism throughout their language
acquisition experience, that is, the majority of L2 learners do not seem to progress
beyond phase 2 of the schematic for L1 learners.
There seems to be no empirical evidence in the literature to support these claims,
and consequently the model seems unlikely to explain the nuances of SLA. Partly this
can be explained by the fact that L2 learners are not as homogenous a group as L1
learners. They differ in various factors responsible for learning the second language:
manner of acquisition (naturalistic vs. classroom-based), age of acquisition, general
cognitive development, etc. Thus, processes involved in the acquisition of formulaic
sequences by L2 learners require further exploration.
2.7

Psycholinguistic Theories and Formulaic Sequences
Different models of language production (Caramazza, 1997; Dell, 1986;

Dell, Burger, & Svec, 1997; Levelt, 1989; Levelt, Roelofs, & Meyer, 1999)
26

recognize at least three different levels of representations of the world knowledge and the
lexicon in the language user’s mind: lexical-conceptual (or semantic), lexical-syntactic
(mental lexicon), and phonological. At each level, the speaker is involved in the
processes of activation and selection of corresponding representations: concepts, lexical
concept nodes (lemmas), and phonemes (phonological segments).
A conceptual system at the lexical-conceptual level contains all the world
knowledge in the form of nonverbal representations (concepts), while the corresponding
lexical representations (lemmas) of those concepts are stored in the mental lexicon at the
lexical-syntactic level.
Lexical access is the process that makes a connection between the conceptual
system and the mental lexicon (that is, when the selection of a word’s lemma occurs).
According to La Heij (2005), lexical access “bridges the gap between two worlds: the
world of nonverbal thought and the world of language” (p. 289).
Language production models usually include two selection processes: ‘concept
selection’ followed by ‘lexical selection’. At the lexical-conceptual (semantic) level, the
speaker has to make a decision as to which conceptual information to convey (concept
selection). Presumably, during this step, not only the target concept but also other related
concepts get activated to a certain degree. This activation spreads to the corresponding
lemmas in the mental lexicon. Only after the target lemma is selected, does the
phonological word form become available for articulation.
Traditionally, models of language production have been concerned with single
lexical items. However, language production involves not only individual words, but also
a large number of multi-word sequences, including formulaic sequences. Therefore,
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models of lexical production have to find a way to explain how formulaic sequences are
stored, accessed, and processed in the mental lexicon. Levelt and Meyer (2000) rightfully
assert that “a theory of lexical access is not complete till we understand the mental
storage and generation of fixed expressions” (p. 442), because in that way we will be
better able to account for the wide variability of lexical items in the mental lexicon.
There has not been much research done that addresses these issues, especially as
far as bilingual speakers are concerned. However, recently there have been attempts to
extend the theoretical and empirical debate of monolingual and bilingual language
production to include multi-word units. For instance, two much-debated theories in the
psycholinguistic literature attempted to account for the lexical access and production of
multi-word units: the hybrid model (Cutting & Bock, 1997) and the superlemma theory
(Levelt & Meyer, 2000; Sprenger, 2003; Sprenger, et al., 2006).
Cutting and Bock (1997) conducted a series of experiments that addressed the
issues of storage of idiomatic expressions in the mental lexicon and their retrieval during
speech production. As a result of that work, they proposed the hybrid model of idiom
production, which captures both the non-compositional (holistic) and compositional
nature of idioms. According to this model, at the lexical-conceptual level idioms are
stored as whole units, i.e. each idiom is represented by its own lexical concept node. A
single concept can activate multiple lexical representations (lemmas) of that concept. For
example, the concept DIE can activate the idioms kick the bucket, meet your maker, go to
a better place, and others. Furthermore, at the lexical-syntactic level, individual lemmas
that constitute the idiom activate syntactic information in the form of ‘phrasal frames’
with open slots. Cutting and Bock (1997) experimentally showed that syntactic and
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semantic similarity in the shared phrasal frames leads to blending errors in speech
production (e.g., meet the bucket for meet the maker and kick the bucket, Sprenger, et al.,
2006), and the increase in production latencies of competing idioms with identical
figurative meaning. The results were interpreted as evidence for the hybrid model of
idiom processing: idioms are stored as wholes at the lexical-conceptual level, and, at the
same time, they are subjected to analysis of their internal semantic and syntactic structure
at the lexical-syntactic level.
Sprenger and her colleagues (Sprenger, 2003; Sprenger, et al., 2006) proposed a
modification of Cutting and Bock’s (1997) hybrid model. Specifically, they offered an
alternative to ‘phrasal frames’ that represent the syntactic format of idioms. To account
for distinctive syntactic inflexibility of some idioms, they included ‘a superlemma’ in the
hybrid model. A superlemma is a separate holistic representation of an idiom at the
lexical-syntactic processing level. It contains syntactic properties of the idiom and is
connected to the simple lemmas that make up the idiomatic phrase. Sprenger, et al.
(2006) assert that “[b]y representing idioms with their own lemma, idiom production
follows the same rules of lexical competition and lexical selection as single words do” (p.
176). During lexical production, a concept representing an idiom activates its
superlemma (e.g., kick the bucket). The target superlemma is always in competition for
selection with other semantically related superlemmas and simple lemmas (e.g., bite the
dust, go to a better place, meet the maker, or die). The selection of the target superlemma
activates the set of simple lemmas of which it is composed (e.g., kick, the, and bucket). It
is proposed that from this point on, grammatical and phonological encoding proceed in a
standard fashion, i.e. such as in single-word production (Levelt & Meyer, 2000). The
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notion of ‘phrasal frames with open slots’ (Cutting & Bock, 1997) is unnecessary because
all the syntactic constraints on the idiom and the grammatical relations between its
constituents are stored in the superlemma at the lexical-syntactic level.
The superlemma theory provided additional insights into the specifics of the
lexical production of idioms. Several predictions have been made and tested with regard
to this theory. First, taking into account that lexical selection of an idiom includes an
additional step of superlemma selection, a prediction was made that it should take more
time (longer latencies) to activate expressions with idiomatic meaning than expressions
with literal meaning. This prediction was confirmed by Sprenger (2003) and Levelt and
Meyer (2000): idioms were slower to be initiated than non-idioms.
Another prediction was tested and confirmed by Levelt and Meyer (2000):
identity primes were more effective for idioms than for non-idioms due to the joint
dependency of the composing lemmas on the selection of a superlemma (for example,
RISK is the identity prime for skate on thin ice, and WINTER for skate on smooth ice).
Sprenger et al. (2006) made an additional claim in favor of the hybrid model of
idiom production: an idiom has its own unitary representation in the mental lexicon that
spreads activation to lemmas of its constituent parts, and that those constituents are the
same lemmas that get activated in the production of a literal phrase. Through another set
of experiments, these scholars explored the extent to which literal meanings become
active during idiom production. The authors concluded that constituent words of an idiom
are accessed separately during idiom production and that they are bound together by a
common representation in the mental lexicon. For example, while producing kick the
bucket, the literal meaning of bucket will be activated, even though it is not related to the
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meaning of the idiom itself. The results of these experiments suggested that literal word
meanings that comprise an idiom become active during idiom production, which also
explains blending errors in idioms (Cutting & Bock, 1997). Thus, the results of these
experiments supported the hybrid model of idiom processing, i.e. idioms are both unitary
and compositional at the same time. At the lexical-conceptual level, an idiom has a
unitary idiomatic concept that points to simple lemmas of its constituent words, which
can still retain their literal meanings. Sprenger, et al. (2006) admitted that though the
hybrid model and the superlemma theory are highly attractive as an explanation of how
idioms are processed in the mental lexicon, more research should be done to test their
validity with other types of formulaic sequences.
Regrettably, little work has been done in the area of production of formulaic
sequences in bilinguals. One example of such an attempt is the work by Cieślicka (2010)
who tested the assumptions of the superlemma theory with regard to idiom production by
L2 learners. More specifically, she explored the degree of activation of literal meanings
of idiom constituents in the course of L2 learners’ language production, and the
difference in patterns of semantic and phonological priming between decomposable and
nondecomposable idioms. The priming effect obtained in this study was interpreted as
evidence in favor of the superlemma theory (Sprenger, et al., 2006), and the claim that
lemmas of individual words of an idiom become activated in the course of idiom
production in L2.
Due to the uneven proportion of decomposable and nondecomposable idioms
used in the study, no definitive conclusions could be made with regard to the influence of
compositionality on idiom production. However, the priming effect for semantically
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related targets displayed with non-decomposable idioms was interpreted as calling
holistic storage of non-decomposable idioms in question. Moreover, Cieslicka argued that
since both idiom types primed either a word related semantically or phonologically to the
idiom’s last lemma, L2 learners undertake a full literal analysis in the course of
production of idiomatic expressions. The question arises whether the full literal analysis
of idiomatic expressions by L2 learners is due to the analytical manner of their
acquisition. The psycholinguistic experiment conducted during the recognition study
aimed to provide additional evidence for this issue.
Kuiper et al. (2007) also tested the hybrid model and the superlemma theory.
Their datasets of naturally observed slips-of-the-tongue (SOTs) in English and in Dutch
included various kinds of formulaic sequences (named ‘phrasal lexical items’ [PLIs] in
their study): idiomatic expressions (e.g., kick the bucket), restricted collocations (e.g., get
on the bus), lexicalized items (e.g., let alone), and phrases with slots (e.g., take NP to
task). Both datasets used in the study (the Tuggy corpus in English, and the Kempen
corpus in Dutch) contained SOTs that occurred as a consequence of activation of more
than one lexical concept node, i.e. due to the competition between superlemmas and
simple lemmas. Examples of such slips included: (a) activation of both a superlemma and
an individual word lemma by related concept nodes (e.g., green behind the ears, instead
of wet behind the ears), (b) activation of two superlemmas by their related lexical
concepts which resulted in blending (e.g., tell the whole picture, a blend of give the whole
picture and tell the whole story), (c) activation of one of the constituent lemmas of a
superlemma of another semantically related lemma (e.g., at each other’s necks instead of
at each other’s throats), (d) activation of a constituent lemma of a superlemma will
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activate other superlemmas of which it is also a constituent lemma (e.g., go out for a bite
of fresh air for go out for a breath of fresh air because of the influence of go out for a
bite, i.e. to eat), and (e) activation of a superlemma on the basis of a compositionally
produced structure sharing semantic/pragmatic properties with a multi-word lexical item
(MLI) (e.g., be within eyesight for be within earshot).
Analyzing their data, Kuiper et al. (2007) drew a series of important conclusions:
(a) slips occur in considerable numbers; (b) PLIs are unitary at the point where a single
lexical concept activates a superlemma, and they are compositional at the point where a
superlemma activates its constituent lemmas; (c) targets from closely related lexical
concepts are preferred for slips; (d) the hybrid theory and the superlemma theory can
account both for idioms and for restricted collocations; and (e) speech production is
sensitive to the compositionality of PLIs, including idioms and restricted collocations. It
is important to stress that in this study restricted collocations were proposed to have their
own lexical concept nodes that are associated with superlemmas as they were
demonstrated to have the same kinds of SOTs as idioms. Restricted collocations are, for
example, such expressions as get on the bus, not get in the bus (Kuiper, et al., 2007) or
blow a fuse (Howarth, 1993).
To summarize, it is possible to assume that storage and production of formulaic
sequences involve different representations and processes and that formulaic sequences
are stored holistically at the lexical-conceptual level but processed compositionally at the
lexical-syntactic level. In addition, the assumption that L2 learners undertake a full literal
analysis in the course of production of formulaic sequences (Cieślicka, 2010) is worth
examining further, employing different experimental paradigms and involving different

33

categories of bilingual speakers. Both the hybrid model of idiom production and the
superlemma theory constitute an apt starting point in exploring the bilingual mental
lexicon with all its complexity and diversity.
Many issues concerning lexical access remain controversial and thus unresolved,
but investigation of these issues might lead to better understanding of cognitive processes
in language production in monolingual and bilingual language users. Most of the studies
presented above focused on idioms as one variant of formulaic sequences, because
meanings of idioms are partly or completely non-compositional (Sprenger, et al., 2006),
that is, an idiom’s meaning is not composed of the literal meanings of its constituents, but
instead represents a unique meaning, and because idioms do not allow variations,
substitutions of words, or syntactic modifications (use of passive construction, for
example). In this respect, idioms are very similar to single lexical items: “despite their
special linguistic features, idioms are not exceptional from the point of view of the
speaker and […] they can be incorporated into standard models of language production”
(Sprenger, et al., 2006, p. 162).
The present study aims to provide additional evidence and test the proposed
theories and models in a more informed way.
2.8

Overview of Existing Research
In this part of the dissertation current research that examines the role of formulaic

sequences for second language acquisition is presented. Specifically, the following issues
are discussed: (a) the evidence for the holistic storage of formulaic sequences in native
and non-native speakers, (b) the role of formulaic sequences in the development of L2
learners’ fluency and native-like proficiency, (c) factors contributing to the acquisition of
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formulaic sequences by L2 speakers, including the impact of social interaction and
sociolinguistic competence, and finally, (d) a much-debated issue of the importance of
explicit instruction versus implicit learning, and some instructional strategies that can
lead to the increase of formulaic sequences in spoken and written language production of
L2 learners.
2.8.1

Previous Research on Holistic Storage
There is a strong belief among different scholars that formulaic sequences are

normally stored and processed as whole units. Thus, Wray’s (2000) definition of a
formulaic sequence requires it to be prefabricated, that is, stored in the mind and retrieved
holistically. It does not permit “generation or analysis by the language grammar” (p. 10).
This claim has been tested by researchers in numerous psycholinguistic studies that are
concerned with the issues of holistic representation of multi-word units, including
formulaic sequences, in the mental lexicon of language users.
Although a number of studies report positive evidence supporting the view on
holistic storage and processing of formulaic sequences (Jiang & Nekrasova, 2007; Sosa
& MacFarlane, 2002; Underwood, et al., 2004), some researchers report inconclusive
results from their experimental work (Nekrasova, 2009; Schmitt, Grandage, et al., 2004),
while yet others suggest that each individual word in a formulaic sequence has its own
representation in the mind of a speaker (Cieślicka, 2010).
One piece of evidence that provides support for the holistic storage and
processing of formulaic sequences comes from the study conducted by Underwood and
his colleagues (2004) who examined the efficiency of reading the terminal words in
formulaic sequences vs. the same words embedded in nonformulaic contexts. The results
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they obtained were in favor of the terminal words in formulaic sequences, which the
authors interpreted as evidence for holistic storage and processing of formulaic
sequences.
Another important discovery was reported by Schmitt, Grandage and Adolphs
(2004) who tested the psycholinguistic validity of recurrent clusters derived from
informal and academic discourse corpora in both native and non-native English speakers.
They investigated whether 25 corpus-derived ‘recurrent clusters’ (e.g., night and day,
from the point of view, etc.) were stored holistically in the mind. The authors defined
‘recurrent’ clusters in a way that was very similar to that of Wray (2002a). They
described them on a continuum from multi-word strings that operate as single units
(idioms, proverbs, and sayings), through strings that are used to fulfill a certain function
in the language (requesting, etc.), and those that, as the authors state, do not intuitively
seem to be ‘whole units’ (for instance, lexical bundles, such as in addition to, the number
of) (Biber, et al., 1999).
In their study, researchers asked native and non-native speakers to repeat a burst
of 20-24 words as an oral-response dictation task. In order to avoid repetition of those
sequences from memory, native speakers also had to perform a basic addition task to put
some pressure on their cognitive resources. Both native and non-native speakers were
unable to reproduce all 25 clusters intact, which was interpreted as an indication that
either those clusters that were not recalled intact were not being stored holistically or
were not available as single units at the time of the dictation task. Schmitt, et al.
suggested that those sequences might have been blocked for some reason. This implies
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that lexical storage and lexical production are two different phenomena, which is in line
with the hybrid theory of idiom production discussed above.
In addition, some blending errors were observed in this study. For instance, as a
consequence was substituted for as a result, and in the number of for in the amount of,
which suggested a semantic interference of the string’s meaning, possibly due to their
compositional processing at the lexical-syntactic level. Some of the 25 clusters, however,
were reproduced intact by almost all participants (e.g., go away, I don’t know what to do)
indicating that they may well be stored holistically in the mind. Non-compositional
idioms, in which meaning cannot be obtained from their components, are assumed to
serve as a piece of evidence for holistic storage. Thus, the authors did find in their study
that semantic/functional transparency played a role in whether recurrent clusters were
stored holistically in the mind. The best results were obtained with short, self-contained
or semantically transparent units (e.g., you know, to make a long story short), even with
non-native speakers. Schmitt, et al. (2004) concluded that formulaic sequences were not a
homogeneous set, since not all recurrent clusters that were derived from the corpus were
processed holistically by native speakers and especially by non-native speakers.
Moreover, the authors proposed that individual speakers have their own unique idiolect
made up of their personal repertoire of formulaic sequences, the same way as they have a
unique inventory of words stored in their mental lexicon.
An important finding was reported by Spottl and McCarthy (2004), who observed
that saliency and opaqueness in meaning affected the performance of their multilingual
participants. The participants in their study were engaged in analysis of most of the
expressions, and only some well-known and frequently used formulaic sequences were
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translated without hesitation, that is, holistically. This finding raises an important
question that the present study attempts to answer: what are the effects of a holistic
approach to teaching of formulaic sequences that differ in semantic transparency as
compared to the analytic approach? This finding also leads to the prediction that
sequences that are semantically opaque will benefit (will be more likely to be stored and
retrieved holistically) from a holistic approach to teaching, while semantically transparent
sequences will produce better results if acquired through the analytic approach.
2.8.2

Acquisition of Formulaic Sequences by ESL Learners
It is generally known that extensive exposure to the target-language environment

through social and cultural adaptation and on-going contact with local native speakers
can lead to ESL students increasing the use of formulaic sequences in their speech
production, and subsequently, to increasing their overall language proficiency (Adolphs
& Durow, 2004; Dornyei, et al., 2004; Wong Fillmore, 1976). In this section of the
dissertation, different factors that affect the extent of exposure to a language are
examined, including classroom focus, the time spent in a country where the language is
spoken as native, and the amount of reading in the language.
The role of input in the use of formulaic sequences is difficult to estimate. Girard
and Sionis (2003) state that the use of formulaic sequences by L2 learners is highly
dependent on the formulaic input; however, this issue has not been fully investigated.
Some studies investigated the impact of social interaction on the acquisition of
formulaic sequences by L2 learners and the importance of formulaic sequences for
increasing L2 speakers’ fluency. For example, Adolphs and Durow (2004) reported two
studies, the purpose of which was to investigate how and to what extent the exposure to a
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language and social-cultural integration influence the acquisition of formulaic sequences
by L2 learners over an extended period of time.
Two female Chinese participants studying at a university in the UK were selected
for the study on the basis of high vs. low levels of integration with native speakers. The
first participant, Beth, had some contact with native speakers prior to her arrival in the
U.K. After she arrived, she made many friends and appeared to have a more varied social
life than Ann, the second participant, who communicated more with co-nationals than
with native speakers. As a result, Beth managed to achieve more social integration with
native speakers than Ann.
In the first study, the two participants were interviewed five times at different
periods of their stay in the U.K. The interviews were transcribed and analyzed in terms of
frequently-used sequences. The researchers chose 10 three-word sequences that they
included in the analysis of all five interviews. In addition to semantically tangible multiword sequences (e.g., I don’t know, it’s very nice, etc.), the researchers also included in
their analysis sequences that serve a specific function in discourse (e.g., a hesitation
marker yeah just er). The sequences derived from the non-native speakers’ output were
compared with CANCODE, a 5 million word corpus of spoken English. The purpose of
such comparison was to determine whether the overall percentage of the recurrent
phrases would increase or decrease over time, showing which formulaic sequences the
participants relied on the most. Besides the comparison of the use of formulaic sequences
by each of the participants separately, the results were compared between the participants
to see if the differences in socio-cultural integration would mark differences in the
quantity and quality of the formulaic sequences used by the two participants.
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The results of this study clearly showed that Beth increased the use of formulaic
sequences over time, while Ann failed to show any significant increase in her use of
formulaic sequences. The researchers also reported a change in the type of formulaic
sequences between the first and the last interviews: frequent hesitation markers in
Interview 1 were substituted in subsequent interviews with formulaic sequences that had
meaningful lexical items (e.g., a lot of, it’s very nice, etc. were used instead of er just er, I
think er). When formulaic sequences were compared in the five interviews, it was noticed
that Beth’s formulaic sequences were more diverse and more resembled a native
speaker’s repertoire than Ann’s. Ann, on the other hand, tended to use the same formulaic
sequences recurrently. Thus, the authors suggested that lack of interaction with native
speakers was one of the problems that L2 learners encountered while studying in their
native countries and even in the country of the target language.
The main focus of the second study conducted by these authors was on the most
frequent lexical items used by the two participants and the formulaic sequences that were
formed around those items. A sequence analysis of these items was carried out with the
help of Wordsmith Tools. There was little overlap between the type of formulaic
sequences in the output of the two participants and the type of formulaic sequences found
in the native-speaker corpus (CANCODE). Since little data were obtained from the
interviews, Adolphs and Durow were not able to make any reasonable generalizations
about the quantity and quality of formulaic sequences in the speech production of the
participants. The authors of the article concluded that there is a relationship between
social integration and the acquisition and usage of formulaic sequences. However, they
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admitted that the small dataset did not allow them to draw any stronger conclusions, and
called for more research on this question.
In another study, Regan (1998) focused on acquisition of sociolinguistic
competence by L2 learners during a period of study abroad. She discussed various
aspects of sociolinguistic competence, and described some principle factors that affect
sociolinguistic competence; namely, context of acquisition, level of proficiency, degree
of contact with native speakers, role of input, individual differences and native speaker
norms. Her major purpose was to investigate if there were any benefits of studying
abroad for the acquisition of sociolinguistic and sociocultural competence by L2 learners.
She compared such learners with those who had not studied abroad and concluded that
“despite the very considerable improvements, stay abroad alone does not seem to produce
complete native speaker competence” (pp. 84-85).
In conclusion, it is important to consider factors that influence acquisition of
formulaic sequences by L2 learners: naturalistic vs. classroom environment, level of
language proficiency, social interaction, frequency of occurrence of formulaic sequences
in the input and others. In the present study, an effort was made to control for these
factors to make sure that they were not responsible for the outcomes of the production
and recognition studies. The focus factor in this study, however, was the manner of
acquisition of the target formulaic sequence. Specifically, the study aimed to investigate
whether and how two explicit instructional approaches—the analytic and holistic
instructional approaches—affect the acquisition of the target formulaic sequences by nonnative speakers of English in a study-abroad program. The next section introduces a
discussion of the benefits of implicit learning and explicit instruction.
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2.8.3

Implicit Learning vs. Explicit Teaching
Arguments continue about the roles of implicit learning and explicit teaching of

formulaic sequences. One of the important questions discussed in literature is whether
formulaic sequences have to be taught in naturalistic environments (implicitly) or there
needs to be a systematic way of presenting them to L2 learners (explicit teaching of
formulaic sequences). In some studies (Schmidt, 1983; Wong Fillmore, 1979), it was
observed that naturalistic learners typically use more formulaic sequences in their speech
production than taught-language learners who were found to use the least formulaic
sequences due to assumed analytic approaches to learning/teaching the language (De
Cock, Granger, Leech, & McEnery, 1998; House, 1996; Myles, Mitchell, & Hopper,
1999; Wiktorsson, 2003).
Writing is one of the language domains that was the focus of some studies
investigating the effectiveness of explicit teaching. Proficiency in writing is especially
important for L2 learners’ success in academic settings. Wray (2002a) claims that
knowledge of formulaic sequences can help L2 learners to establish and maintain proper
styles of spoken or written genres: “[a] writer can use structures and turns of phrase to
suggest a relaxed or a formal style, and there are sets of formulaic sequences which
belong together in achieving such effects” (p. 83). Discourse signals (e.g., in other words,
to put it another way, as I was saying) play an important role in written academic
discourse, and English language learners need to learn to identify them and use them
correctly in their own writing. Knowledge of such discourse signals can affect L2
readers’ comprehension of various texts and ease retention of information from them
(Schmitt & Carter, 2004).
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In their study, Schmitt, Dornyei, Adolphs and Durow (2004) investigated if
exposure to the target formulaic sequences as part of the normal English-for-AcademicPurposes (EAP) instruction would raise L2 learners’ awareness of the importance of
formulaic sequences and increase their accurate and appropriate use of such phrases in
their own writing. First, participants in their study, who were attending an EAP program
at a university, were exposed to each target formulaic sequence in the instructional
materials at least once. In addition, their teachers explicitly drew their attention to each
sequence at least once during the course of the study. However, Schmitt and his
colleagues were not able to conclude that this explicit method of teaching was the sole
contributing factor for the increase of formulaic sequences in L2 learners’ production,
due to the fact that the participants were also extensively exposed to the language in the
intensive EAP program.
The purpose of another study, reported by Cortes (2004), was to investigate
whether university students studying biology and history were using ‘lexical bundles’,
which students were assumed to learn implicitly through reading academic journals in
those fields, in their own academic papers. ‘Lexical bundles’ were interchangeably called
‘formulaic sequences’ and defined as “sequence[s] of three or more words that co-occur
frequently in a particular register” (p. 397). The results of the study revealed that not only
was the use of the target lexical bundles scarce in students own writing, but their use did
not match the uses of those bundles by published authors. Cortes concluded that students
were not acquiring the lexical bundles through incidental learning and she called for the
necessity of teaching that type of lexicon explicitly in a systematic and well-developed
course.
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The two studies presented above indicate that it is an overestimation to expect
non-native speakers to learn academic-style formulaic sequences incidentally, that is,
while reading academic style papers (Bishop, 2004). Thus, it is reasonable to suggest that
L2 learners have to be taught such sequences explicitly. Unfortunately, there have not
been many studies reported that examined teaching of academic-style formulaic
sequences to L2 learners.
One such attempt was made by Cortes (2006) who continued her search for
successful strategies that would allow college students to increase the use of academicstyle formulaic sequences (labeled ‘lexical bundles’ in this study) in their own writing.
This time frequent four-word sequences were identified in the corpus of journals of
American history and taught explicitly to a group of students enrolled in a history class at
a university. In spite of this effort, students failed to utilize the targeted lexical bundles in
their own writing. Only 12 out 35 lexical bundles included in the instruction were used by
the students. As Cortes stated, “there was no major improvement in the frequency and
variety of bundle use after instruction” (p. 396). Moreover, students demonstrated
preference for the use of structurally more simple expressions that were characteristic of
spoken registers (e.g., but, also, and, so, etc.).
Cortes admitted that there were some problems with the design of the study that
contributed to the failure of the students to acquire the formulaic sequences of academic
writing: the period of exposure to the targeted language was not long enough (five 20minute long micro-lessons), the instructional activities did not prompt the acquisition of
the new lexical items, or the targeted lexical bundles were too difficult for students to
learn in the first place.
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Another effort was made by Boers, Eyckmans, Kappel, Stengers, and
Demecheleer (2006) who addressed two broad issues in their study: (a) the linguistic
issue of standardized multiword expressions (such as collocations and idiomatic
expressions), and (b) the instructional issue of different methods and techniques that can
contribute to the increase of L2 learners’ oral proficiency.
The researchers tested two general hypotheses in the reported study: (a) the extent
to which the use of formulaic sequences can help learners come across as generally
proficient L2 speakers, and (b) the extent to which an instructional method that
emphasizes ‘noticing’ of L2 formulaic sequences in written texts (phrase-noticing
technique) can help language learners add such phrases to their linguistic repertoire and
thus indirectly contribute to their perceived oral proficiency.
The following specific hypotheses were put to the test in this experiment: (a)
mastery of formulaic sequences can help learners come across as fluent L2 speakers, (b)
mastery of formulaic sequences can help learners come across as having acquired a good
range of expression (which includes lexical richness and syntactic complexity) in their
L2, and (c) mastery of formulaic sequences can help learners come across as accurate L2
speakers.
The counts of formulaic sequences on the participants’ oral production test
correlated positively with their general proficiency, including such parameters as fluency
and range of expression. Also, the instructional approach (phrase-noticing technique)
increased the experimental group’s awareness and usage of formulaic sequences in their
conversation. The researchers themselves admitted that measuring oral proficiency and
defining formulaic sequences were extremely complicated tasks. They were based
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on/measured by the perception of non-native ESL teachers, and a measure of inter-raters’
subjectivity was used to obtain reliable results.
There was a positive effect of ‘phrase-noticing’ instruction on the experimental
students’ perceived oral proficiency. The overall oral proficiency scores (including
fluency and range of expression) were higher for the experimental group than for the
control group. Only the effect of the independent variable on students’ perceived
accuracy failed to be statistically significant. In general, the participants in the
experimental group used more formulaic sequences than in the control group. The use of
formulaic sequences in the oral production test allowed the researchers to conclude that
formulaic sequences can indeed play a part in students appearing to be proficient
speakers. The researchers noted that the evidence that experimental students might have
increased their repertoire of formulaic sequences for active use is not as convincing as the
evidence that they became more aware of formulaic sequences and were able to
recognize them in a new text and use them in their own speech production. In general, the
results of this study corroborate the general hypothesis: the use of formulaic sequences
was shown to be especially beneficial to perceptions of learners’ fluency and range of
expression. The evidence for its positive influence on learners’ perceived accuracy was
found to be less convincing.
2.9

Summary
There is little argument about the importance of the role of formulaic sequences in

the language development of L2 learners. On the one hand, the use of formulaic
sequences contributes to the increase of L2 speakers’ fluency, which in turn allows them
to appear as more proficient language users and establish contact with native speakers.
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On the other hand, sociolinguistic competence and social interaction with native speakers
was found to be a contributing factor for the acquisition of various types of formulaic
sequences in spoken and written registers.
Given the above evidence, we can conclude that formulaic sequences posit a
difficult task for ESL learners. Therefore, it is important to develop new methodologies
that would focus on effective approaches to teaching formulaic sequences in ESL
classrooms. This dissertation seeks to serve as a resource for those who want to create a
program that would teach students how to use discourse of different registers and genres
for successful acquisition and use of formulaic sequences in their own oral and written
language production.
In the discussion above, questions were raised on how to improve instructional
methods that would promote L2 learners’ acquisition of formulaic language. Work in this
area is still nascent, and this dissertation attempts to provide a better understanding of
whether or not explicit instruction in general and different approaches to teaching of
formulaic sequences in particular can contribute to L2 learners’ production and holistic
storage and processing of formulaic language.
The present study attempts to investigate the effects of written and oral input and
the holistic vs. analytic approaches to teaching as a factor contributing to the acquisition
of formulaic sequences. The study will directly contribute to the teaching methodology as
it will look at the imperative issues of effective instructional approaches that promote L2
learners’ retention and use of formulaic sequences, and ensure the holistic storage and
processing of the acquired formulaic sequences in the minds of the learners.
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Chapter 3
Methodology
3.1

Overview
The methodology developed for this dissertation consisted of two studies: (a) the

production study, and (b) the recognition study. Detailed descriptions of each study are
provided below.
3.2

Production Study
The production study consisted of three phases: pretest, instructional treatment

and posttest.
3.2.1

Participants
Originally, 24 participants were recruited for the study. Later, over several weeks,

six participants withdrew from the study for various reasons (exactly two participants
dropped from each group, maintaining the balance of random assignment to groups).
Eighteen participants were involved in the study from the beginning to the end. They
were 11 males and 7 females with ages ranging from 19 to 27 years old (M = 21.9, SD =
2.21), who came from Brazil (10 participants), Japan (3 participants), China (2
participants), and one participant each from Mexico, Saudi Arabia and South Korea. All
participants were studying English as a Second Language at the Center for English
Language and American Culture (CELAC), which is an Intensive English as a Second
Language Program at the University of New Mexico, Albuquerque, New Mexico. The
participants were enrolled in Low-Intermediate (n=12), Intermediate (n=3), and HighIntermediate (n=3) courses at the CELAC. Complete participant demographics are shown
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in Appendix A.
All participants completed a personal and language background questionnaire
either prior to or right after participating in the pretest phase of the production study. The
questionnaire primarily requested their demographic information and experience
studying and using English before and during their stay in the U.S. The questionnaire
also asked if the participant had a known speech or hearing impairment, which none of
the participants reported having. See Appendix B for the Personal Background and
Language Questionnaire.
Table 3.1 presents quantitative information on participants’ English-learning
experience before their arrival in the United States, and while they were studying
English at CELAC.
Table 3.1
Study Participants’ English-Learning Background (n = 18)
M

SD

27

21.9

2.21

1

18

11.11

4.17

0.5

13

4.6

3.94

0.08

1.92

0.24

0.44

Minimum

Maximum

19

Age
Age when first exposed to English
Length of formal English instruction
Length of residence in the United States
Note. Data is presented in years.

Additional information on participants’ English learning experience is provided
in Appendix C. Thus, through their responses, participants revealed their experience with
various methods of learning English, with writing, reading and listening to music and
movies being dominant. This piece of information is of great importance as it
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demonstrates that participants’ experience of learning English prior to the study involved
traditional methods of language learning.
3.2.2

Materials
The primary material used for the treatment phase of the production study

consisted of a set of constructed instructional texts with target formulaic sequences
embedded in them. See Appendices K and L for the pretest and posttest texts used in the
study. There were also 6 texts created for the treatment phase. Similar to the pretest and
posttest texts, the treatment texts had target formulaic sequences embedded in them.
Target formulaic sequences and each text are discussed below.
3.2.2.1 Description of Target Formulaic Sequences
The following steps were taken to create a list of the target formulaic sequences
for the production study.
First, the researcher created a list of potential target formulaic sequences from
various resources that are traditionally used in teaching phraseology in ESL classrooms
(for example, Soars, 1996; Spears, 1998). The goal was to select formulaic sequences that
ESL participants were most likely to encounter while learning English. However, since
the goal of the study was to examine how many of the target formulaic sequences would
be acquired by the participants while being exposed to various instructional approaches,
an effort was made to make sure that the target formulaic sequences would not be
everyday phrases that the participants would already be familiar with. Therefore, such
frequently used phrases as, for example, nice meeting you and you know were not
considered for this study from the very beginning.
In total, 609 formulaic sequences were identified from the mentioned resources
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for further analysis. Each of those formulaic sequences was checked for frequency of
occurrence in the COCA corpus (Davies, 2008). To avoid the problem of participants’
prior familiarity with target formulaic sequences, any sequence that occurred in the
corpus more than 1,000 times was eliminated. Also, a decision was made not to include
phrases that turned out to be very infrequent in the corpus, as it could be difficult to
incorporate those phrases in a wide variety of texts. That decision led to the exclusion of
any formulaic sequences that occurred in the corpus fewer than 100 times. Thus, the cutoff point for the target formulaic sequences was 1,000 instances of occurrence in the
corpus at the high point and 100 instances of occurrence at the low point.
In addition to controlling for the frequency of occurrence of the target formulaic
sequences, the length of each sequence was taken into account. It was decided that both
three- and four-word sequences would be selected for the study, since it turned out to be
challenging to have a reasonable number of sequences with variation in semantic
transparency that would be only either three-word sequences or four-word sequences. In
total, 133 three- and four-word sequences with frequencies of occurrence ranging from
986 to 102 instances of occurrence were considered for further evaluation.
Once the list of potential formulaic sequences was created, the researcher
formulated instructions for independent raters for the evaluation of the formulaic
sequences’ semantic transparency. A group of 5 language professionals were asked to
decide independently which of the 133 sequences had literal meaning (were semantically
transparent), metaphorical meaning (were semantically semi-transparent/semi-opaque) or
idiomatic meaning (were semantically opaque). Examples for the three categories of
semantically different formulaic sequences were provided for the raters. See Appendix D
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for the instructions and examples of the formulaic sequences that were presented to the
raters.
Once the raters completed their task, the researcher analyzed the results, and only
those sequences that received similar scores (literal, metaphorical, or idiomatic meaning)
from four or more of the five raters were selected for subsequent use in the study.
Finally, the lists of semantically transparent and semantically opaque formulaic
sequences were matched in terms of their frequency of occurrence per million and total
frequency of occurrence in the COCA corpus, and the number of words and syllables per
sequence. In addition, the possibility of using the same target formulaic sequence at least
five times in a variety of texts was taken into account. Thus, such sequences as, for
example, hole in the ground and love at first sight were eliminated from the list.
The final lists of the target formulaic sequences included in the present study
consisted of twelve three-word (n=5) and four-word (n= 7) semantically transparent
formulaic sequences, ranging from 3 to 6 syllables in length and from 948 to 126 (M =
496) instances of total occurrence in the COCA corpus, and twelve three-word (n=7) and
four-word (n=5) semantically opaque formulaic sequences, ranging from 3 to 8 syllables
in length and from 826 to 127 (M = 411) instances of total occurrence in the COCA
corpus. The two lists, arranged by the frequency of occurrence per million and then per
total frequency of occurrence in the COCA corpus, are presented in Tables 3.2 and 3.3.
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Table 3.2
Semantically transparent formulaic sequences and their frequencies of occurrence
(FO) in the COCA corpus
Formulaic

Frequency

Total

Sequence

per

FO

Spoken

Written

Number

Number

of words

of

million

per

syllables

words

sequence

per
sequence

1.

without a doubt

2.04

948

313

635

3

4

2.

in no time

1.77

821

63

758

3

3

3.

to a certain

1.72

800

387

413

4

6

extent
4.

what is more

1.43

662

67

595

3

3

5.

due to the fact

1.42

658

98

560

4

4

6.

a number of

1.01

467

54

413

4

6

factors
7.

bear in mind that

0.77

358

76

282

4

4

8.

to sum up

0.75

346

72

274

3

3

9.

last but not

0.58

268

28

240

4

4

0.57

266

36

230

4

6

11. in spite of this

0.50

232

20

212

4

4

12. as an illustration

0.27

126

6

120

3

6

1.07

496

102

394

3.6

4.4

least
10. it goes without
saying

MEANS
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Table 3.3
Semantically opaque formulaic sequences and their frequencies of occurrence (FO) in
the COCA corpus
Formulaic

Frequency

Total

Sequence

per

FO

Spoken

Written

Number

Number

of words

of

million

per

syllables

words

sequence

per
sequence

1.

rule of thumb

1.78

826

140

686

3

3

2.

at all costs

1.47

683

103

580

3

3

3.

by the same

1.43

664

145

519

4

4

1.21

561

156

405

3

8

token
4.

window of
opportunity

5.

on the fence

0.91

422

132

290

3

3

6.

tip of the

0.91

422

128

294

4

5

iceberg
7.

next to nothing

0.82

380

46

334

3

4

8.

a piece of cake

0.56

261

69

192

4

4

9.

for crying out

0.50

232

92

140

4

5

0.47

219

42

177

3

3

0.30

137

37

100

3

7

0.27

127

42

85

3

5

0.89

411

94

317

3.3

4.5

loud
10. food for
thought
11. recipe for
disaster
12. no laughing
matter
MEANS
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As the tables above demonstrate, semantically transparent formulaic sequences
had a slightly higher frequency of occurrence per million in the COCA corpus compared
to semantically opaque formulaic sequences (M = 1.07 and M = 0.89, respectively).
However, the percentages of the total frequency of occurrence of semantically transparent
and semantically opaque formulaic sequence in spoken discourse (20.6% and 22.9%,
respectively), and in written discourse (79.4% and 77.1%, respectively) were very close.
Also, the two lists matched in terms of the average number of words and syllables
per sequence, with semantically transparent formulaic sequences having on average 3.6
words and 4.4 syllables per sequence and semantically opaque formulaic sequences
having on average 3.3 words and 4.5 syllables per sequence. Interestingly, the two lists
are in disagreement with Schmitt and Underwood’s (2004) claim that shorter sequences
tend to occur more frequently in the discourse than the longer ones. Though the
difference is not very significant, it is obvious that while semantically opaque formulaic
sequences were slightly shorter (3.3 words per sequence) than semantically transparent
sequences (3.6 words per sequence), they occurred in the COCA corpus less frequently
than semantically transparent sequences (M = 411 for semantically opaque formulaic
sequences vs. M = 496 for semantically transparent).
3.2.2.2 Description of Texts
There were eight texts used in the production study (a pretest text, a posttest text
and six treatment texts). The texts contained the target formulaic sequences discussed in
the previous section.
The texts were on topics of high interest to ensure participants’ engagement and
to aid their general comprehension of the texts. Tables 3.5 and 3.6 demonstrate the titles
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of the texts used in the production study.
While creating the texts, the researcher made an attempt to make the target
formulaic sequences fit in the texts as naturally as possible. Additionally, two native
speakers of English were asked to read the texts for coherence and naturalness of the
embedded formulaic sequences. Only minor changes were suggested to improve the
texts.
Since it was not possible to include all 24 target formulaic sequences in each text
every time, it was necessary to distribute them throughout the materials in such a way
that would allow each target formulaic sequence to be presented at least four times. As a
result of their study of adult ESL learners’ retention of collocations from exposure,
Durrant and Schmitt (2010) suggested that learners should encounter target collocations
“several times within a relatively short period of time” (p. 181) in order to establish
collocation knowledge. Therefore, in the present study, three sequences appeared in the
texts (including pretest and posttest texts) 4 times (window of opportunity, on the fence,
and tip of the iceberg); fifteen sequences appeared 5 times; five sequences appeared 6
times; and one sequence (what is more) appeared in texts 7 times. On average,
semantically transparent formulaic sequences were used in texts 5.5 times, while
semantically opaque sequences were used 5.2 times. It should be noted that using
semantically opaque sequences in texts more frequently was a challenge. Tables 3.4 and
3.5 below illustrate the distribution of the semantically transparent and semantically
opaque target formulaic sequences, respectively, in the texts they were used in. The total
number of the target formulaic sequences per text is given at the end of Table 3.5.

56

Table 3.4

Text

Text

Text

Text

Post-

test

1

2

3

4

5

6

test

Telecommuting

Sleeping

words per text

359

368

367

without a doubt

1

1

in no time

1

1

to a certain extent

1

1

what is more

1

1

due to the fact

1

1

a number of factors

1

1

bear in mind that

1

to sum up

1

it goes without

1

1

last but not least

1

1

in spite of this
as an illustration

355

372

1

1

1

371

1

1

364

379

369

1

1

6

1

5

1

5

1

7

1

6

1
1
1

1

1
1

1

1

1

1

1
1
1

1
1

1
1

Cell Phones

Protecting the
Environment

Facebook
Addiction

Title of the Text

Average w/t and
Total # of FS

Text

How to Be Healthy

Text

English as a Global
Language

Pre-

Studying Abroad

Distribution of semantically transparent target formulaic sequences in instructional
texts

1

1

5
1

5

1

5

1

5

saying

TOTAL transparent

1

1

1

1

1

1

1

1

1

8

7

9

12

7
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1

6

1

6

1

1

5

1

1

6

8

9

5.5

Table 3.5

Text

Text

Text

Text

Post-

test

1

2

3

4

5

6

test

Telecommuting

Sleeping

words per text
a rule of thumb

359

368

1

1

at all costs
by the same token

367

window of

1
1

372

1
1

1

355

1

1

1
1

371

364

1

1

Cell Phones

Protecting the
Environment

Facebook
Addiction

Title of the Text

Average w/t and
Total # of FS

Text

How to Be Healthy

Text

English as a Global
Language

Pre-

Studying Abroad

Distribution of semantically opaque target formulaic sequences in instructional
texts

379

369
5

1

1

5

1

1

5

1

1

4

opportunity
on the fence

1

1

1

1

4

tip of the iceberg

1

1

1

1

4

1

1

next to nothing

1

a piece of cake
for crying out loud

1
1

1

1

food for thought

1

recipe for disaster

1

no laughing matter

1

1

1
1

1

5

1

5

1

1

1

6

1

1

1

5

1

1

5

1

1

5

1
1

1

1

1
1

TOTAL Opaque

5

8

7

8

6

9

7

8

5.2

TOTAL Formulaic

17

15

15

15

15

15

15

17

5.35

Sequences
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After the first treatment session, when it became evident that the instructional
texts prepared by the researcher prior to the start of the study were above the level of the
participants’ language proficiency, the researcher modified the texts by replacing some
advanced vocabulary with everyday words, simplifying the structure of some sentences
and shortening the length of the texts.
The presentation of the texts differed depending on the instructional approach.
Thus, Control group was always presented with texts that did not have any formulaic
sequences identified in them. See an example of the treatment text for the Control group
in Appendix E.
Treatment texts used for the Analytic approach group had all target formulaic
sequences in them underlined and one of the content words (usually a key word) put in a
bold type font (for example, on the fence). Thus, participants’ attention in this group was
drawn to the sequence as a whole, but since one of the words in the underlined phrase
was put in bold type, the participants were also forced to focus on that word and therefore
analyze the meaning of the phrase through the meaning of that word (analytic approach).
See an example of the treatment text for the Analytic approach group in Appendix F.
Similar to the Analytic approach group, participants in the Holistic approach
group had formulaic sequences underlined in the treatment texts; however, all words in
the target formulaic sequences were put in bold type (for example, on the fence), thus
emphasizing for this group the presentation of the phrases as whole sequences. See an
example of the treatment text for the Holistic approach group in Appendix G. It is
important to note that the glossary for this group also had formulaic sequences presented
and defined as whole units (see more about glossaries in Section 3.2.4.2).
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3.2.2.3 Description of Gap-Filling Activity
The purpose of the gap-filling activity was to provide the participants an
additional opportunity to encounter the target formulaic sequences and to reinforce
different instructional approaches. Exactly the same texts as the treatment texts were used
for the gap-filling activity. However, different groups had to perform a slightly different
task during this activity.
The Control group had to fill in the gaps with words that were not part of any of
the target formulaic sequences. That is, there was no explicit focus on the target
formulaic sequences for this group at all. The number of the missing words was always
the same (15) and they were always content words. See an example of the gap-filling
activity for the Control group in Appendix H.
The missing words for the Analytic approach group (Group B) were the same key
words that were identified in their treatment texts in bold type font. Consequently,
participants’ attention was drawn to one of the words in the sequence and they were
forced to think which word from the phrase was missing. Since each treatment text
always had 15 target formulaic sequences embedded in them, there were always 15
missing words in each gap-filling activity for this group. An example of the gap-filling
activity for the Analytic approach group is presented in Appendix I.
Finally, the Holistic approach group continued working with the target formulaic
sequences as whole units. Their gap-filling activity always included 15 target formulaic
sequences that needed to be put into the blank lines. An illustration of the gap-filling
activity for the Holistic approach group is given in Appendix J.
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3.2.3

Pretest Data Collection
Pretest and posttest procedures took place either in one of the classrooms at the

CELAC or in the language laboratory in the Linguistics Department at UNM. Each
pretest and posttest session was conducted individually and lasted approximately 30
minutes. Both pretest and posttest procedures included reading of the test material by the
researcher while the participant followed in his or her copy of the text, and the
participant’s oral and written retellings of the test material.
Before beginning the pretest session, the participants completed the Informed
Consent Form that had been approved by the university’s Institutional Review Board.
This consent form gave background information about the study and explained possible
risks of participation. Prior to signing the form, the researcher ensured that participants
understood the contents of the form and knew about their right to withdraw from the
study at any time.
Once the consent form was signed, the researcher assigned each participant a
number. That number was used to identify the participant during the data collection and
the treatment sessions.
The researcher explained the procedure of the pretest to the participant. All
instructions were given in English. First, the researcher read the text entitled Facebook
Addiction (see Appendix K) to the participant, while the participant was listening to and
reading the text at the same time from a separate copy provided to the participant. The
researcher read the text with normal pace while making sure that the participant was able
to follow comfortably. Once the researcher finished reading the text, the participant had 5
minutes to prepare for the retelling of the text. Each participant was instructed to practice
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retelling the text as close to the original as possible. Note-taking was not allowed at any
time. When the time was over, the researcher immediately proceeded with the recording
of the participant’s oral response. The recording of each participant’s oral response lasted
3 minutes. Participants were not allowed to use the test material either during the oral
retelling of the text or during the written retelling.
For the recordings, a clip-on microphone was attached to the participant’s top
clothing in close proximity to his or her mouth to ensure good quality sound. The
recordings were made with the help of the Garage Band program installed on the
researcher’s Mac computer, and later saved as .wav files for subsequent transcription and
analysis.
Once the recording of the oral response was completed, the participant was given
10 minutes to retell the same text in writing. Since writing is a slower process than
speaking, more time was allocated for the written retelling than for the oral retelling.
All 24 participants who were initially enrolled in the study participated in the
pretest data collection. Thus, 24 audio recordings and 24 samples of written responses
were obtained during this phase of the production study.
3.2.4

Treatment Phase
The treatment phase started a week after the completion of the pretest data

collection. This section of the dissertation describes the procedures of the random
assignment of participants to three groups and the instructional sessions.
3.2.4.1 Random Assignment
Random assignment of participants to three groups was crucial for the purpose of
this dissertation. In this section, the procedure of random assignment is explained.
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During the first instructional session, all participants were asked to write their
participant numbers on a piece of paper and to turn them in to the researcher. Three
columns with groups identified as Group A, B, and C were written on the board. After
each number was drawn from a box, the researcher showed the number to the audience of
participants, and then it was immediately put under the group name in the order from A
to C until all the numbers were drawn. Thus, random assignment of the participants to the
Control group (Group A) and two experimental groups, Analytic approach group (Group
B), and Holistic approach group (Group C), was assured.
It is important to note that the researcher always identified the groups by their
letters (A, B, or C), making sure that the participants did not know about the differences
in the instructional approaches used for different groups.
To determine whether the randomization process had inadvertently created
disparities across the three groups, the groups were evaluated with respect to L1
background and L2 proficiency. Although study participants’ L1 backgrounds were quite
diverse—Portuguese, Arabic, Chinese, Japanese, Korean and Spanish—participants with
different L1 were almost equally distributed across the three groups; that is, there were no
L1 clusters in any of the three groups. One group had 4 Portuguese speakers, one speaker
of Arabic and one speaker of Chinese; the second group was comprised of 3 Portuguese
speakers, and one speaker each of Japanese, Korean, and Chinese; and the third group
had 3 Portuguese speakers, two speakers of Japanese, and one Spanish speaker).
Similarly, language proficiency of the participants—low-intermediate,
intermediate, and high-intermediate—was almost equally spread across the three groups.
In order to demonstrate the similarity of the three groups in terms of their language
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proficiency, the self-reported levels and levels at CELAC were substituted with
numerical values. For self-reported levels, a score of 1 was given to Beginning level, 2 to
Intermediate, and 3 to High-Intermediate. For CELAC levels, a score of 1 represented
Low-Intermediate level, a score of 2 Intermediate level, and a score of 3 HighIntermediate level. After averaging the scores across the six participants in each group,
the mean score for the Control group was 1.7 and 1.5 (self-reported and CELAC levels,
respectively), for the Analytic group, it was 1.2 and 1.2 (self-reported and CELAC levels,
respectively), and for the Holistic group, the mean score was 1.7 and 1.8 (self-reported
and CELAC levels, respectively). Although participants in the Holistic and Control
groups were slightly more proficient than participants in the Analytic group in terms of
self-reported and CELAC levels of language proficiency, the numerical conversion
indicates that all groups were at the Beginning/Low to Intermediate level of proficiency.
3.2.4.2 Instructional Sessions
Six instructional sessions were conducted during a six-week period (one session
per week). The sessions occurred immediately after regular-class hours (at 5 p.m.) in the
same classroom at the CELAC. Participants from all three groups met together, but were
placed in different parts of the classroom (rotating their seating arrangement every time
the groups met) and were asked not to interact with participants from other groups during
the instructional sessions and not to discuss the texts and the activities outside the
classroom.
At the beginning of each instructional session, the participants were given
individual folders that contained a treatment text, a gap-filling activity, and a glossary.
The glossary was added to the folders after the first instructional session as it became
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evident that some words in Text 1 were difficult for some participants. Thus, the purpose
of the glossary was to provide additional support for students and to increase their general
understanding of the texts. The words in the glossary were presented differently for
different groups.
Every instructional session (except for the first one) started with the researcher
going over the words in the glossary and explaining the meaning of the words through
easy definitions and some illustrations. In order to avoid contamination of the
experiment, the researcher never focused on words that were part of formulaic sequences.
However, those words and sequence were presented in the glossaries differently for
different groups: as regular content words (without underlining or using bold type) font
for the Control group; as regular content words but underlined and in bold type font for
the Analytic Approach group, and as an underlined and in bold type sequence of words
for the Holistic Approach group. See Appendix O for the examples of the presentation of
words in Glossaries for each group.
Once the words from the text were explained, the researcher read the treatment
text while the participants listened to and followed in their copies of the text
(approximately 10 minutes). Each text was read only once. After reading the text, the
researcher initiated a short (10-15 minute) discussion, the purpose of which was to check
for general understanding of the text by the participants and to provide additional
interaction with the text. There was no focus on any of the target sequences during the
discussion.
Following the discussion, the participants were asked to complete the gap-filling
activity for the text of the day. (See the description of the gap-filling activities in Section
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3.2.2.3). It is noteworthy that the researcher observed that participants in the Control
group usually required more time to finish their task than participants in the two
experimental groups.
As soon as the participants completed the gap-filling activity, they returned their
folders to the researcher. The folders were kept by the researcher in a safe location until
the next treatment session.
3.2.5

Posttest Data Collection
The posttest data collection phase occurred a week after the last instructional

session. The researcher met with participants individually either in the language lab in the
Linguistics Department or in the same classroom where all the instructional sessions took
place. Posttest procedures were identical to the ones that were used in the pretest (see
Section 3.2.3 for the detailed description of the pretest data collection steps). The test
material used in the posttest was titled Cell phones (see Appendix L).
Due to attrition of participants during the production study, only 18 participants
took part in the posttest data collection. In total, 18 audio recordings and 18 written
responses were collected from participants during the posttest phase of the production
study.
For the convenience of the participants, the psycholinguistic experiment for the
recognition study took place immediately after the posttest data collection was
completed. See more details on the psycholinguistic experiment in Section 3.3.5.
3.2.6

Analysis of the Audio Recordings
In total, 36 audio recordings (18 participants x 2 tests—pretest and posttest)

were transcribed by the researcher and then analyzed in terms of the presence of the
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target formulaic sequences.
Regrettably, it turned out that the participants failed to use the target formulaic
sequences in their oral responses. This fact made the quantitative analysis of the pretest
and posttest data impossible. Therefore, a decision was made to conduct a word count
analysis of the obtained results. An in-depth discussion of this analysis is given in
Chapter 4.
3.2.7

Analysis of the Written Responses
Thirty-six written samples that were collected from the eighteen participants

during pretest and posttest were transcribed by the researcher and used later for the
analysis. Similarly to the oral responses, written responses lacked any evidence of the use
of the target formulaic sequences, thus making quantitative analysis of the results not
viable. However, a word count analysis (presented in Chapter 4) revealed some important
findings in terms of participants’ written language proficiency.
3.3

Recognition Study

3.3.1

Overview
In the recognition study, a psycholinguistic experiment was carried out to

investigate the second research question of the dissertation, that is, whether different
instructional approaches to teaching different types of formulaic sequences will result in
differences among the groups in terms of their speed and accuracy in responding to the
target formulaic sequences.
Another purpose of the psycholinguistic experiment was to provide additional
evidence for the holistic storage and processing of the target formulaic sequences. It
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allowed eliciting objective data in controlled conditions, that is, conditions that were
identical for all participants. The data from the psycholinguistic experiment contributed
to the main findings of this dissertation by providing online measures of the lexical
access of the target formulaic sequences.
3.3.2

Inspiration for the Experiment
The inspiration for the psycholinguistic experiment came from Jiang and

Nekrasova’s (2007) study, in which both native and non-native speakers, in two
grammaticality judgment tasks demonstrated evidence that supported the holistic
representation and processing of formulaic sequences in learners’ mental lexicon. Jiang
and Nekrasova defined formulaic sequences (also called formulas in their study) as
“multiword expressions that occur as phrases and as coherent semantic units at a
relatively high frequency” (Jiang & Nekrasova, 2007, p. 433). The authors distinguished
such sequences from idioms, the meaning of which (unlike the sequences used in their
study), cannot be deduced from the constituent elements of the phrase. Thus, the authors’
focus was only on formulaic sequences that were semantically transparent. The
experiment conducted in the present study included formulaic sequences that were both
semantically transparent and semantically opaque, which allowed the comparison of the
holistic storage of the two types of formulaic sequences.
Jiang and Nekrasova predicted that since syntactic analysis is not required for the
processing of formulas (if they are stored and processed holistically), the participants
would make fewer errors and would respond faster to formulas than non-formulas, and
therefore such outcomes could be interpreted as evidence for holistic storage of formulas.
Responses to the grammatical nonformulaic word strings were predicted to be slower,
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due to the syntactic analysis involved, and participants were anticipated to make more
errors in evaluating the well-formedness of nonformulaic strings.
In addition to this issue, the authors explored whether the visual shape of words
could be a contributing factor to their faster recognition by presenting the stimuli in
lowercase letters in Experiment 1, and in uppercase letters in Experiment 2. The visual
shape of words did not affect participants’ response time and the error rates in Jiang and
Nekrasova’s experiments, and thus this factor was not included in the present study.
However, the authors’ predictions with respect to formulaic sequences were
upheld. The demonstrated faster reaction time and fewer errors for formulas than for their
nonformulaic counterparts in both Experiment 1 and Experiment 2 suggested that
formulas are stored and processed as single lexicalized items, i.e. holistically, by both
native and non-native speakers of English.
Jiang and Nekrasova also referred to several idiom-processing studies (Gibbs &
Gonzales, 1985; Gibbs, Nayak, & Cutting, 1989; Swinney & Cutler, 1979) in which
participants had to judge whether the word strings were semantically appropriate. The
faster reaction times for idioms (e.g., spill the beans) than control phrases (e.g., cook the
beans) demonstrated in these studies were interpreted as evidence for the holistic storage
of idioms.
From the presented information, we see that Jiang and Nekrasova’s study
provided evidence for holistic processing of semantically transparent formulaic
sequences, while the three studies on idiom-processing provided evidence for
semantically opaque formulaic sequences. The major purpose of conducting the
recognition study for this dissertation was to collect data for the two types of formulaic
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sequences (semantically transparent and semantically opaque) in one experiment and
compare the outcomes for their holistic storage and processing or the lack of it.
3.3.3

Participants
Due to attrition of participants in the production study, only the remaining 18

participants took part in the recognition study.
3.3.4

Materials
Jiang and Nekrasova’s (2007) procedures for creating stimuli were used as a

model for creating the stimuli for the psycholinguistic experiment in the recognition
study.
The principal stimuli for the psycholinguistic experiment were 20 (10
semantically transparent and 10 semantically opaque) out of 24 target formulaic
sequences that were used in the production study (see the target words for the production
study discussed in Section 3.2.2.1), 20 nonformulaic sequences, and 20 ungrammatical
sequences. In total, there were 60 multi-word units utilized in the experiment.
For each target formulaic sequence a nonformulaic counterpart was created by
replacing one word in the target formulaic sequence (a keyword or another content word)
with a different word that had approximately the same length (in terms of number of
letters) and the closest frequency of occurrence in the COCA corpus to the keyword as
possible. For example, in the formulaic sequence a number of factors the word factors
(consists of 7 letters and has a frequency of occurrence of 37811 words per million) was
replaced with the word countries (consists of 9 letters and has frequency of occurrence of
64888 words per million). It is obvious that the match was not exact, but an effort was
made for the nonformulaic sequence to be semantically valid. For that purpose, each
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nonformulaic sequence was checked in the COCA corpus to confirm that such a sequence
was possible in discourse. Tables 3.6 and 3.7 on the next two pages illustrate the
comparison of the formulaic sequences and their nonformulaic counterparts for
semantically transparent and semantically opaque sequences, respectively.
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Table 3.6
Semantically Transparent Formulaic Sequences and their Nonformulaic Counterparts
Formulaic

Key word

Key word

Sequence

Nonformulaic

Key word

Key word

Sequence

Sequence

length (in

frequency

frequency

Sequence

length (in

frequency

frequency

letters)

(per

(per

letters)

(per

(per

thousands)

thousands)

thousands)

thousands)

38

445

9

65

201

a number of factors 7

a number of
countries

72

as an illustration

12

9

121

as an advocate

8

8

181

bear in mind that

4

27

340

vision in mind that

6

33

3

due to the fact

3

40

630

respond to the fact

7

23

11

in no time

4

733

790

in no place

5

219

12

in spite of this

5

8

226

in charge of this

6

35

161

to a certain extent

7

76

774

to a significant

11

68

54

extent
to sum up

3

7

332

to mess up

4

12

171

what is more

4

1356

648

work is more

4

360

65

without a doubt

5

32

890

without a card

4

30

6

Mean

5.4

233

520

6.4

85
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Table 3.7
Semantically Opaque Formulaic Sequences and their Nonformulaic Counterparts
Formulaic

Key word

Key word

Sequence

Nonformulaic

Key word

Key word

Sequence

Sequence

length (in

frequency

frequency

Sequence

length (in

frequency

frequency

letters)

(per

(per

letters)

(per

(per

thousands)

thousands)

thousands)

thousands)
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a piece of cake

5

249

48

a plate of cake

5

5

19

by the same token

5

645

2

by the same builder

7

3

3

food for thought

7

208

207

food for everyone

8

11

87

next to nothing

7

358

144

next to London

6

19

30

at all costs

5

657

51

at all sides

5

14

32

on the fence

5

397

11

on the carpet

6

640

7

a recipe for disaster 6

122

10

a formula for

7

26

8

disaster
a rule of thumb

4

784

34

an angle of thumb

5

4

15

tip of the iceberg

3

392

15

peak of the iceberg

4

3

13

window of

6

538

52

waste of opportunity

5

13

25

5.3

435

57

5.8

74

24

opportunity
Mean

The ungrammatical sequences were created from various content and function
words using a word order that is ungrammatical in English. There were 5 four-word and
15 three-word sequences (for example, house in little, than difficult me, water tree the,
small paint on she). The average number of words per sequences was 3.3, and the
average number of characters was 13.5.
In this study, an effort was made to control for the frequency and length of all test
items, so that any differences in reaction times and error rates could not be due to these
factors. Similarly to Jiang and Nekrasova’s (2007) study, finding words of the same
frequency and length (in terms of numbers) was a real challenge. Thus a special effort
was made to make the two lists match in those criteria.
Two counterbalanced test lists were created using the 60 sequences described
above. Each list included 10 formulaic (5 semantically transparent and 5 semantically
opaque), 10 nonformulaic, and 20 ungrammatical sequences. In order to avoid repetition
and priming effects, each list included either the target formulaic sequence or its
nonformulaic counterpart. Ungrammatical word strings were the same for both lists,
similar to Jiang and Nekrasova’s study. See Appendices M and N for Lists A and B,
respectively, for the actual sequences used in the grammaticality judgment task.
3.3.5

Grammaticality Judgment Task
Similarly to Jiang and Nekrasova’s (2007) study, the online grammaticality task

was adopted for testing the holistic storage and processing of the target formulaic
sequences. Jiang and Nekrasova assert that the grammaticality judgment task is a “direct
and sensitive task for detecting processing differences between formulaic and
nonformulaic sequences” (Jiang & Nekrasova, 2007, p. 441). In some versions of the
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task, only accuracy data are collected. By collecting reaction time data as well, it served
the goals of this study by providing a measure of participants’ language processing
efficiency as it allows the researcher “to examine language processing as it is unfolding,
thus revealing the mental processes such as the time course of the activation of different
types of information or the processing strategies involved in processing a particular
linguistic structure” (Jiang, 2012, p. 10).
The DMDX computer program, designed specifically for language-processing
experiments, was used to present the stimuli and to collect data (J. C. Forster & Forster,
2003; K. I. Forster & Forster)
Participants were randomly assigned to one of the two counterbalanced lists and
were tested individually. The participants were given oral and written instructions and 10
practice items to ensure that they understood the instructions and the test procedures. On
completion of the practice test, the participants moved directly to the testing phase of the
experiment. The researcher was present during the practice test, but as soon as it was
completed, the participants continued with the main experiment independently.
The participants were presented with a formulaic sequence (either semantically
transparent or semantically opaque), a nonformulaic sequence, or an ungrammatical word
string. The test items appeared on the computer screen one at a time in random order.
The task was to determine as quickly and accurately as possible whether the word
sequence was grammatical or not and respond by pressing YES or NO keys on the
keyboard. The experiment lasted approximately 10 minutes.
3.3.6

Analysis
Statistical analyses of the recognition study data were carried out in SPSS Version
75

21.00 (IBM, 2012). The General Linear Model (GLM) with repeated measures procedure
was used to analyze the data. Analyses of both reaction times and error rates were
completed by averaging over subjects (F1, participant analysis) and items (F2). If there
was a main effect or interaction, post hoc comparisons with corrections for multiple tests
were performed to determine whether the differences found between conditions for each
participant group were significant. The results of the statistical analyses are provided in
Chapter 4.
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Chapter 4
Results
4.1

Overview
In this chapter, the results of the production and recognition studies are analyzed

and reported. A discussion of the results of the two studies is presented in Chapter 5.
The results address two main questions: First, how does the oral and written
production of the target formulaic sequences on the posttest compare between three
groups of participants; specifically, two experimental groups that received either
Holistic or Analytic instruction, and the Control group? This question was investigated
by analyzing oral and written responses produced by the participants during pretest and
posttest data collection phases of the production study. Secondly, does the instructional
approach that participants received during the treatment phase affect the speed and
accuracy with which participants responded to the various types of word sequences?
This question was addressed by examining reaction time and error rate data produced
by participants in the Control, Analytic and Holistic groups during a grammaticality
judgment task in the recognition study.
4.2

Organization of this Chapter
The chapter is divided into two main sections: 1) Results for the production study

are reported, and the decision to eliminate the outcomes of the participants’ oral and
written responses from further statistical analysis is explained. Instead, word count
analyses of participants’ oral and written responses on the pretest and posttest are
presented in order to provide a quantitative piece of evidence for the groups’ equivalence
in terms of participants’ oral and written language proficiency; and 2) Results for the
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recognition study are reported in terms of participants’ speed and accuracy in responding
to different types of sequences and presented in the following order: a) grammaticality
effect, b) formulaicity effect, and c) effect of semantic transparency. Subject and item
analyses of participants’ reaction times (RT) and error rates (ER) for each of the
conditions are reported. A short synopsis of each statistical outcome is presented after its
descriptive statistics and figure. Finally, a brief summary of the results for the recognition
study concludes this chapter.
4.3

Results for the Production Study

4.3.1

Overview
In this section, results for the production study are reported. First, procedures for

analyzing participants’ oral and written responses during pretest and posttest data
collection phases are explained, followed by quantitative analyses of the obtained data. A
discussion of the results for the production study is provided in Chapter 5.
4.3.2

Procedures
As described in the Methodology Chapter of this dissertation (Sections 3.2.6

and 3.1.7), the researcher transcribed 36 audio recordings of participants’ oral pretest
and posttest responses and 36 written pretest and posttest responses. Then, the data
were analyzed for the production of the target formulaic sequences by the study
participants. Regrettably, the obtained data failed to reveal production of any of the
target formulaic sequences by the participants, and as a result the focus shifted to
quantitative analyses of the word count in participants’ oral and written responses for
both pretest and posttest datasets.
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A word count was performed for each of the oral and written responses. In oral
responses, only participants’ actual words were counted, and such discourse particles as
um, uh, and er were excluded from the count. In written responses, the incorrect
spelling of words was ignored and misspelled words were included in the count;
however, words that participants eliminated from their responses themselves were not
included. The word counts for each participant’s oral and written pretest and posttest
responses were compiled in an Excel spreadsheet and then submitted for statistical
analyses in SPSS 22 (SPSS, 2013).
The original design of the study did not include an evaluation of the
participants' English proficiency. However, in an effort to explain the results after
concluding the experiment and data analysis, the researcher conducted word count
analyses to obtain an objective measure of the study participants’ language proficiency
levels in addition to the TOEFL score that was used to place those students in lowintermediate, intermediate or high-intermediate level classes at CELAC.
Word count is often used as a measure of language proficiency in general, and
in particular language fluency (Duperron & Overstreet, 2009). Study participants’ oral
and written responses provided the straightforward data that made this kind of
quantitative analysis possible. In the time allotted for the study and with the resources
available, this was deemed to be the best possible measure available.
It has to be acknowledged that language proficiency entails many qualitative
aspects as well, and therefore the results of the two word count analyses presented in
the next two sections of this chapter should be taken as an approximate indicator of the
study participants’ general language proficiency.
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4.3.3

Word Count Analyses
This section provides quantitative analyses of the participants’ oral and written

pretest and posttest responses. The purpose of these analyses was to investigate whether
any differences in terms of participants’ language proficiency existed among the
participants in the three groups. These results of the analyses served as an objective
measure of the groups’ equivalence in terms of participants’ language proficiency in
order to eliminate that issue as a possible confounding factor for the results of the
recognition study. The Spearman’s rho correlation analysis presented in the next section
provides support for using the word count analyses to determine the comparability of
the groups.
There was no intention to compare the word counts in participants’ oral
responses with the word counts in their written responses; therefore two separate
analyses were performed: one for oral and one for written responses. Analysis of
participants’ oral responses on the pretest and posttest is presented first, followed by the
analysis of participants’ written responses. Finally, a brief summary concludes the
presentation of the word count analyses.
4.3.3.1 Spearman’s Rho Correlation Analysis
In order to determine if there was a relationship between the word counts
(continuous variable) and CELAC levels of language proficiency (ordinal variable), and
the word counts and self-reported levels of language proficiency (ordinal variable)
Spearman’s rho correlation analysis was performed in SPSS 22 (SPSS, 2013). The
statistical output for this analysis is presented in Table 4.1.
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Table 4.1
Statistical output from SPSS for Spearman’s rho correlation analysis

Spearman's
rho

SelfReported
1.000

Self-Reported
Level of
Language
Proficiency
CELAC
Proficiency
Level

CELAC

Correlation
Coefficient
Sig. (2-tailed)
.
N
18
Correlation
.802**
Coefficient
Sig. (2-tailed)
.000
N
18
Word Count
Correlation
.520*
Coefficient
Sig. (2-tailed)
.027
N
18
**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

.802**

Word
Count
.520*

.000
18
1.000

.027
18
.582*

.
18
.582*

.011
18
1.000

.011
18

.
18

This test revealed a very strong positive relationship between self-reported levels
of language proficiency and the levels of proficiency determined by CELAC, rs (16) =
+.802, p < .001. Also, there were strong positive correlations between the word count and
the CELAC levels of proficiency, rs (16) = +.582, p = .011; and between the word count
and the self-reported levels of proficiency, rs (16) = +.520, p = .027.
These results suggest that word counts reported in the production study
correspond to the CELAC levels of language proficiency and the self-reported levels of
language proficiency. In other words, participants who had higher levels of language
proficiency tended to produce more words in oral and written responses in the production
study.
4.3.3.2 Analysis of Oral Responses
Table 4.2 presents means (M) of the word counts for each group of participants
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for oral pretest and posttest responses. Standard deviations (SD) are also shown in the
table in parentheses. Figure 4.1 provides graphical representation of the data presented
in Table 4.2.
Table 4.2
Means (M) and standard deviations (SD) of the word counts for each group of
participants for oral pretest and posttest responses
Oral Pretest

Oral Posttest

M (SD)

M (SD)

Control Group

231.67 (82.06)

298.50 (71.66)

Analytic Group

157.00 (54.67)

232.67 (70.92)

Holistic Group

254.17 (101.65)

291.33 (119.94)

Figure 4.1
Means of the word counts for each group of participants for oral pretest and posttest
responses
350

Word Count

300
250
200

Control Group

150

Analytic Group

100

Holistic Group

50
0
Oral Pretest

Oral Posttest

In order to investigate the differences in participants’ oral language proficiency
between the three groups, a mixed ANOVA was conducted using the General Linear
Model (GLM) with repeated measures procedure in SPSS 22 (SPSS, 2013). Type of test
82

(pretest and posttest) was used as the within-subjects factor and group (Control, Analytic
and Holistic) as the between-subjects factor. Word count of participants’ oral responses
was the dependent variable. The source tables for the analysis can be found in Appendix
P.
Prior to the analysis, assumptions of a mixed ANOVA were tested. Box’s test was
nonsignificant, therefore the assumption of homogeneity of covariance matrices was met:
Box’s M = 7.171, F(6, 5607.692) = .964, p = .448. Levene’s test was also nonsignificant
on the pretest, F(2, 15) = .743, p = .492, and the posttest data, F(2, 15) = 1.091, p = .361,
indicating that the variance of the word counts of oral responses was equal across groups.
The results of the ANOVA revealed a statistically significant main effect of type
of test, F(1, 15) = 22.674, p < .001, partial η2 = .602, η2 = .58. However, there was no
statistically significant main effect of group, F(2, 15) = 1.646, p = .226, or interaction
between the two factors, F(2, 15) = .857, p = .444.
The results of this analysis imply that there was no difference between the three
groups of participants in terms of their oral language proficiency before the treatment
phase and that participants in all three groups improved their oral language proficiency
significantly during the time of the study but with no significant difference between the
three groups as demonstrated by the results of this analysis.
4.3.3.3 Analysis of Written Responses
First, Table 4.3 presents means (M) of the word counts for each group of
participants for written pretest and posttest responses. Standard deviations (SD) are also
shown in the table in parentheses. Figure 4.2 provides graphical representation of the
data presented in Table 4.3.
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Table 4.3
Means (M) and standard deviations (SD) of the word counts for each group of
participants for written pretest and posttest responses
Written Pretest

Written Posttest

M (SD)

M (SD)

Control Group

109.33 (18.00)

120.67 (31.30)

Analytic Group

113.33 (49.28)

152.33 (59.07)

Holistic Group

121.00 (38.91)

141.50 (40.24)

Figure 4.2
Means of the word counts for each group of participants for written pretest and posttest
responses
350.00

Word Count

300.00
250.00
200.00

Control Group

150.00

Analytic Group

100.00

Holistic Group

50.00
0.00
Written Pretest

Written Posttest

In order to investigate differences between the three groups in terms of
participants’ written language proficiency, a mixed ANOVA was conducted using the
GLM with repeated measures procedure in SPSS 22 (SPSS, 2013). Type of test (pretest
and posttest) was used as the within-subjects factor and group (Control, Analytic and
Holistic) as the between-subjects factor. Word count of participants’ written responses

84

was the dependent variable. Output for the statistical calculations of this analysis is
presented in Appendix Q.
First, the output was checked for the assumptions of homogeneity of covariance
matrices and homogeneity of variances. Box’s test was nonsignificant, therefore the
assumption of homogeneity of covariance matrices was met: Box’s M = 7.037, F(6,
5607.692) = .946, p = .461. Levene’s test was also nonsignificant on the pretest, F(2, 15)
= 3.333, p = .063, and the posttest data, F(2, 15) = .716, p = .505, indicating that the
variance of the word counts of written responses was equal across groups.
The results of the ANOVA revealed a statistically significant main effect of type
of test, F(1, 15) = 7.628, p = .015, partial η2 = .337, η2 = .58. However, there was no
statistically significant main effect of group, F(2, 15) = .418, p = .666, or significant
interaction between the two factors, F(2, 15) = .906, p = .425.
The results of this analysis demonstrate that, similarly to the results of the analysis
of participants’ oral responses, there was no difference between the three groups of
participants in terms of their written language proficiency before the treatment phase and
that participants in all three groups improved their written language proficiency
significantly over the duration of the study but with no significant differences between
the groups as demonstrated by the word counts of the participants’ written responses on
the posttest.
4.3.4 Summary of the Production Study
The data obtained from the participants’ oral and written responses on the pretest
and posttest were not sufficient to allow a comparison of the study participants’
production of formulaic sequences, therefore the data collected were used to conduct two
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word count analyses. The findings of the word count analyses suggest that participants in
all three groups were comparable in terms of their language proficiency at the beginning
of the production study and, more importantly, their language proficiency improved
equally and was similar at the end of the production study, which signifies that
participants’ oral and written language proficiency was not a confounding factor for the
outcomes of the recognition study.
4.4

Results for the Recognition Study

4.4.1

Overview
The purpose of the recognition study was to investigate whether a difference

between the two experimental groups and the Control group existed in terms of holistic
storage and processing of the target formulaic sequences. In addition, the
psycholinguistic experiment provided objective data that were obtained in controlled
conditions. The main focus was on the differences in reaction times and error rates
between the Analytic group that received the Analytic instructional approach and the
Holistic group that received the Holistic instructional approach.
The method for investigating this question was a psycholinguistic experiment
with a grammaticality judgment task. As described previously in Chapter 3, the
methodology used to explore this question involved creating two counterbalanced lists
with different types of sequences presented to participants in a random order. Participants
were asked to determine as quickly and as accurately as possible whether the word
sequences presented to them on the computer screen were grammatically correct word
sequences in English. Reaction times and error rates were the measures in this
experiment.
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The next section of this chapter presents the procedures that were followed prior
to performing the statistical analyses, which are described subsequently in this chapter.
4.4.2

Procedures
The participants’ reaction times were compiled in an Excel spreadsheet, sorted by

the type of sequence (grammatical, ungrammatical, formulaic, nonformulaic,
semantically transparent and semantically opaque) and the type of group (Control,
Analytic, and Holistic). There were 720 reaction times produced by the participants (18
participants x 40 sequences). All incorrect responses and reaction times that were 4000
ms or slower (n = 206 responses summed across all participants) were excluded from the
dataset. A mean score for each type of sequence for each participant was calculated, and
any reaction times that were 2 SD above or below the mean score for that participant
were also removed. This resulted in eliminating an additional 8 responses. In total, only
506 reaction times (70% of the total number) were considered for further statistical
analyses.
Two dependent variables were used to evaluate the outcomes of the
psycholinguistic experiment: (a) the reaction time, measured from the onset of stimulus
presentation to computer keyboard response; and (b) the error rate, calculated as the ratio
between incorrect responses and the total number of test items. Prior to performing the
statistical analyses, the error rate proportions were arcsine transformed to alleviate the
potential floor effect.
The mean scores for each type of sequence and each group were submitted to
statistical analysis in SPSS 22 (SPSS, 2013). In order to address the study hypotheses,
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twelve separate mixed analyses of variance (ANOVA) with repeated measures on one
factor were performed.
Prior to conducting each analysis, assumptions associated with a mixed ANOVA
were tested. These tests included testing for normality, sphericity, homogeneity of
variance and homogeneity of covariance matrices. It should be noted that since the
assumption of sphericity is always met for two levels of a repeated measure factor
(Hinton, Brownlow, McMurray, & Cozens, 2004), it is reported only in item analyses,
both for reaction time and error rate measures. The assumption of independence was
always met since the scores were drawn from three distinct groups that were independent
of each other. Q-Q plots indicated that the scores within each group were normally
distributed. The results of the evaluation of other assumptions are presented in the
corresponding sections below.
In order to achieve normality and homogeneity of variance, in some analyses the
error rate proportions were arcsine-square-root transformed, but the obtained means were
back-transformed to the original units (percentages) for presentation of the results.
For every statistically significant interaction and main effect, two measures of
effect size, partial eta-squared (partial η2) and eta-squared (η2), are reported. As noted by
Levine and Hullett (2002), partial eta squared is a less known estimate of the effect size
than eta squared, and therefore the authors recommend reporting eta squared along with
partial eta squared, which was done in the analyses presented in this section. Cohen’s
(1988) guidelines on the effect size were used in the interpretation of the results of the
effect size, which suggest that an eta squared value of .01 is small, .06 is moderate, and
.14 is a large effect size.
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In addition, significant interaction and main effects were examined further
through post hoc tests using Fisher’s LSD correction. Fisher’s LSD correction is
considered to be appropriate when only three groups are involved in the design of the
study (Levin, Serlin, & Seaman, 1994).
A significance level of α = .05 was adopted for all statistical analyses, unless
stated otherwise.
The next sections of this chapter provide detailed information on each of the
analyses. A discussion of the results is provided in Chapter 5.
4.4.3

Grammaticality Variable
In this section, the scores for three groups of participants are compared in terms

of the grammaticality effect (that is, grammatical sequences are compared to
ungrammatical). Results for the subject analyses are given first, followed by the results
for the item analyses. Each of the analyses was conducted using reaction times and
error rates as dependent measures.
4.4.3.1 Subject Analyses
4.4.3.1.1 Reaction Time Measure
The mean reaction times for grammatical and ungrammatical sequences for each
group are shown in Table 4.4 and in Figure 4.3. Standard deviations are also shown in
Table 4.4 in parentheses. The bar height for each group in Figure 4.3 indicates the mean
score for that group for each sequence type. That is, each bar represents the average of
the six participants’ reaction times for grammatical and ungrammatical sequences (in
milliseconds).
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Table 4.4
Mean reaction times (in ms) for grammatical and ungrammatical sequences for each
group (SD is shown in parentheses)
Control Group

Analytic Group

Holistic Group

M (SD)

M (SD)

M (SD)

2413.561 (297)

1930.483 (497)

1524.289 (351)

2581.544 (276)

2387.095 (565)

2186.478 (605)

Grammatical
Sequences
Ungrammatical
Sequences
Figure 4.3
Mean reaction times (in ms) for grammatical and ungrammatical sequences for each
group.
3000
2500
2000
Grammatical

1500

Ungrammatical

1000
500
0
Control Group

Analytical Group

Holistic Group

In order to determine if significant differences existed between the three groups in
terms of participants’ reaction times responding to grammatical and ungrammatical
sequences, the General Linear Model (GLM) with repeated measures procedure was used
with group as the between-subjects variable and type of sequence as the within-subjects
variable. The group factor had three levels: Control, Analytic and Holistic. Type of
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sequence factor had two levels: grammatical and ungrammatical sequences. The reaction
time scores were the dependent variable. Output for the statistical calculations of this
analysis is presented in Appendix R.
Prior to conducting the analysis, mixed ANOVA assumptions were checked.
Box’s test of homogeneity of covariance matrices was significant: Box’s M = 19.347,
F(6, 5607.692) = 2.600, p = .016. Nevertheless, since the group sizes were equal and the
test was significant at p > 0.001, this violation was ignored (Tabachnick & Fidell, 2001).
Levene’s test was nonsignificant for grammatical and ungrammatical sequences, F(2, 15)
= 1.050, p = .374 and F(2, 15) = 1.945, p = .177 respectively, which meant that the
assumption of homogeneity of variances was met.
A two-factor ANOVA indicated a statistically significant main effect of type of
sequence, F(1, 15) = 37.251, p < .001, partial η2 = .713, η2 = .62, and a significant
interaction between the two factors, F(2, 15) = 4.160, p = .037, partial η2 = .357, η2 = .14.
The eta squared value (η2) indicated large effect sizes for the sequence factor and
interaction. The main effect of the group factor was not statistically significant, F(2, 15)
= 3.420, p = .060.
Pairwise comparisons demonstrated that participants in both the Holistic and
Analytic groups responded significantly faster to grammatical (M = 1524.289 and M =
1930.483, respectively) sequences than to ungrammatical (M = 2186.478 and M =
2387.095, respectively) sequences, p < .001 for the Holistic group, and p = .002 for the
Analytic group. However, no statistically significant effect of grammaticality was found
for the Control group (M = 2413.561 vs. M = 2581.544, p = .188).
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The results demonstrate that, as it was hypothesized, participants both in the
Holistic and Analytic groups responded to grammatical sequences significantly faster
than participants in the Control group. As was predicted, there were no statistically
significant differences between the three groups of participants responding to
ungrammatical sequences.
4.4.3.1.2 Error Rate Measure
The mean error rates (in percentages) for grammatical and ungrammatical
sequences for each group are shown in Table 4.5 and in Figure 4.4. Standard deviations
are also shown in Table 4.5 in parentheses. The bar height for each group in Figure 4.4
indicates the mean score for that group for each type of sequence. That is, each bar
represents the average of the six participants’ error rates for grammatical and
ungrammatical sequences.
Table 4.5
Mean error rates (in percentages) for grammatical and ungrammatical sequences for
each group (SD is shown in parentheses).
Control Group

Analytic Group

Holistic Group

M (SD)

M (SD)

M (SD)

27.1 (14)

10.2 (9)

10.7 (9)

32.8 (16)

23.4 (14)

26.2 (14)

Grammatical
Sequences
Ungrammatical
Sequences
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Figure 4.4
Mean error rates (in percentages) for grammatical and ungrammatical sequences for
each group.
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In order to test the differences between the three groups in terms of participants’
accuracy responding to grammatical and ungrammatical sequences, the GLM with
repeated measures procedure was run on arcsine transformations of the error rate
proportions. Output for the statistical calculations of this analysis is presented in
Appendix S.
Prior to the analysis, mixed ANOVA assumptions were tested and the following
results were obtained: Box’s test of homogeneity of covariance matrices was
nonsignificant: Box’s M = 4.513, F(6, 5607.692) = .607, p = .725. Levene’s test of
homogeneity of variances was nonsignificant both for grammatical, F(2, 15) = .815, p =
.461, and ungrammatical sequences F(2, 15) = .036, p = .965.
There were statistically significant main effects of group, F(2, 15) = 3.938, p =
.042, partial η2 = .344, η2 = .35, and type of sequence, F(1, 15) = 6.921, p = .019, partial
η2 = .316, η2 = .30, but there was no statistically significant interaction between the two
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factors, F(2, 15) = .434, p = .656. The eta squared value (η2) indicated very large effect
sizes for the two factors.
Participants in all three groups were more likely to accept an ungrammatical
sequence (27.9%) than to reject a correct grammatical sequence (16.1%).
The post hoc comparisons of instructional groups indicated a significant
difference between the Control (M = 29.5 %) and Analytic (M = 16.7 %) groups, p =
.021, and the Control (M = 29.5 %) and Holistic (M = 18.4 %) groups, p = .042, but there
was no significance difference in error rate between the Analytic and Holistic groups, p =
.748.
Thus, participants in the Analytic (M = 16.7 %) and Holistic (M = 18.4%) groups
responded to grammatical and ungrammatical sequences with fewer errors than
participants in the Control (M = 29.5%) group.
4.4.3.2 Item Analyses
There were three reasons for conducting the item analyses in this study: (a) to
reinforce findings obtained in the subject analyses, as in psycholinguistics it is commonly
expected that both the subject and item analyses must produce significant results for a
finding to be convincing; (b) to provide external validity for the experiment by testing if
the obtained results could be generalized beyond the test items used in the study; that is,
to demonstrate that if the experiment was run again with the same subjects but a new set
of items from the same item pool, it would be likely that the same pattern of results
would occur; and (c) to see if the items selected for the experiment were not too difficult
or too easy for the participants.
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4.4.3.2.1 Reaction Time Measure
The mean reaction times for the Control, Analytic and Holistic groups for
grammatical and ungrammatical sequences are demonstrated in Table 4.6 and in Figure
4.5. Standard deviations are also shown in Table 4.6 in parentheses. The bar height for
each type of sequence in Figure 4.5 indicates the mean score for that sequence type for
each group (in milliseconds).
Table 4.6
Mean reaction times (in ms) for the Control, Analytic and Holistic groups for each type
sequence (SD is shown in parentheses)
Grammatical Sequences

Ungrammatical Sequences

M (SD)

M (SD)

Control Group

2378.6599 (429)

2588.0540 (330)

Analytic Group

1932.8202 (415)

2354.9574 (384)

Holistic Group

1502.7891 (259)

2037.9858 (389)

Figure 4.5
Mean reaction times (in ms) for each type of sequence for the Control, Analytic and
Holistic groups
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The GLM with repeated measures on one factor was used to determine if
significant differences existed among the three groups in terms of reaction times for
grammatical and ungrammatical sequences. Type of sequence was used as the betweensubjects variable and group as the within-subjects variable. The reaction time scores were
the dependent variable. Output for the statistical calculations of this analysis is presented
in Appendix T.
First, the outcome of the analysis was checked for assumptions of mixed
ANOVA. Box’s test of homogeneity of covariance matrices was nonsignificant: Box’s M
= 11.809, F(6, 10462.189) = 1.799, p = .095. Mauchly’s test indicated that the
assumption of sphericity had been met, Mauchly’s W = .933, X2 = 2.577, df = 2, p = .278.
Levene’s test was nonsignificant for the Control, F(1, 38) = .711, p = .404, Analytic, F(1,
38) = .006, p = .940, and Holistic, F(1, 38) = 2.063, p = .159, groups, which indicated
that the assumption of homogeneity of variance was also met.
A two-factor ANOVA indicated a statistically significant main effect of group,
F(2, 76) = 44.980, p < .001, partial η2 = .542, η2 = .53, and type of sequence, F(1, 38) =
23.922, p < .001, partial η2 = .386, η2 = .39. However, there was no statistically
significant interaction between the two variables, F(2, 76) = 2.420, p = .096. The eta
squared value (η2) indicated very large effect sizes for the type of sequence and group
factors.
The results of the pairwise comparisons revealed that both grammatical and
ungrammatical items were judged significantly faster by participants in the Holistic group
(M = 1770.387) than the Analytic (M = 2143.889) or Control (M = 2483.357) groups,

96

both ps < .001. There was also a statistically significant difference between the Analytic
(M = 2143.889) and Control (M = 2483.357) groups, p < .001.
The main effect of type of sequence also indicated that grammatical sequences
were judged significantly faster than ungrammatical sequences (389 ms) by three groups
of participants. Contrary to the hypothesis that there would be no differences between the
three groups of participants when responding to ungrammatical sequences, participants in
the Holistic group responded to those sequences faster than participants in the Analytic
(317 ms) or the Control (550 ms) groups.
These findings indicate that participants in the Holistic group responded
significantly faster to grammatical and ungrammatical sequences than participants in the
Analytic group, who in turn responded significantly more quickly to those sequences than
the Control group.
4.4.3.2.2 Error Rate Measure
The mean error rates (in percentages) for formulaic and nonformulaic sequences
for each group are shown in Table 4.7 and in Figure 4.6. Standard deviations are also
shown in Table 4.7 in parentheses. The bar height for each type of sequence in Figure 4.6
indicates the mean score for that sequence type for each group.
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Table 4.7
Mean error rates (in percentages) for grammatical and ungrammatical sequences for
each group (SD is shown in parentheses)
Grammatical Sequences

Ungrammatical Sequences

M (SD)

M (SD)

Control Group

25.7 (3.7)

30.7 (2.5)

Analytic Group

4.1 (8.9)

18.1 (11.7)

Holistic Group

5.4 (5.9)

18.2 (15.7)

Figure 4.6
Mean error rates (in percentages) for grammatical and ungrammatical sequences for
each group
35.0%
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In order to test the differences between the three groups in terms of participants’
accuracy responding to grammatical and ungrammatical sequences, the GLM with
repeated measures procedure was run for the item analysis on arcsine-square-root
transformations of the error rate percentages. Type of sequence (grammatical and
ungrammatical) was used as the between-subjects variable and group (Control, Analytic
and Holistic) as the within-subjects variable. The arcsine-square-root transformations of
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error rate percentages was the dependent variable. Output for the statistical calculations
of this analysis is presented in Appendix U.
Prior to the analysis, assumptions of mixed ANOVA were checked. Box’s test
was nonsignificant: Box’s M = 6.557, F (6, 10462.189) = .999, p = .424. Mauchly’s test
indicated that the assumption of sphericity had been met, Mauchly’s W = .898, X2 =
3.993, df = 2, p = .136. Levene’s test revealed that equality of variances was not met on
one out of three dependent variables: Control group, F(1, 38) = .139, p = .712, Analytic
group, F(1, 38) = .015, p = .902 and Holistic group, F(1, 38) = 9.095, p = .005. Despite
the violation of the assumption of equality of variances, the results of this analysis were
utilized in the study, as Glass, Peckham and Sanders (1972) noted that many parametric
tests are not affected by the violation of assumptions. Most research studies still accept
results, as there is only a slight reduction of strength when assumptions are not met
(Weinfurt, 1995). In addition, a conservative alpha level (.01) was used in this analysis.
There was a statistically significant main effect of group, F(2, 76) = 9.890, p <
.001, partial η2 = .207, η2 = .20, and type of sequence, F(1, 38) = 7.686, p = .009, partial
η2 = .168, η2 = .17, but the interaction between the two factors was not significant, F(2,
76) = 1.300, p = .279. The eta squared value (η2) showed large effect sizes for the two
factors.
Examining the pairwise comparisons, a significant effect of group on the error
rate for the item analysis was found between the Control (M = 28.2%) and Analytic
groups (M = 10%), p < .001, and the Control (M = 28.2%) and Holistic groups (M =
10.9%), p < .001, but there was no significant difference between the Analytic (M = 10%)
and Holistic (M = 10.9%) groups (p = .811). These findings suggest that participants in
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both the Analytic and Holistic groups responded to grammatical and ungrammatical
sequences with fewer errors than participants in the Control group.
4.4.4

Formulaicity Variable
In this section, the scores for three groups of participants are compared in terms of

the formulaicity effect (in other word, formulaic sequences are compared to nonformulaic
sequences). Results for the subject analyses are presented first, followed by the results for
the item analyses. Each of the analyses was conducted using reaction times and error
rates as dependent measures.
4.4.4.1 Subject Analyses
4.4.4.1.1 Reaction Time Measure
The mean reaction times for formulaic and nonformulaic sequences for each
group are shown in Table 4.8 and in Figure 4.7. Standard deviations are also shown in
Table 4.8 in parentheses. The bar height for each group in Figure 4.7 indicates the mean
score for that group for each sequence type. That is, each bar represents the average of
the six participants’ reaction times for formulaic and nonformulaic sequences (in
milliseconds).
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Table 4.8
Mean (M) reaction times (in ms) for formulaic and nonformulaic sequences for each
group (Standard deviations [SD] are shown in parentheses)
Control Group

Analytic Group

Holistic Group

M (SD)

M (SD)

M (SD)

2440.548 (379)

1592.175 (437)

1382.835 (365)

2410.977 (378)

2232.205 (570)

1693.478 (415)

Formulaic
Sequences
Nonformulaic
Sequences
Figure 4.7
Mean reaction times (in ms) for formulaic and nonformulaic sequences for each group
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The GLM with repeated measures on one factor was used to determine if
significant differences existed among the three groups in terms of reaction times for each
type of sequence. Group was used as the between-subjects variable and type of sequence
as the within-subjects variable. The group factor had three levels: Control, Analytic and
Holistic; and the type of sequence factor had two levels: formulaic and nonformulaic
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sequences. The reaction time was the dependent variable. Output for the statistical
calculations of this analysis is presented in Appendix V.
Prior to conducting the analysis, mixed model ANOVA assumptions were tested.
Box’s test of homogeneity of covariance matrices was not significant: Box’s M = 4.169,
F(6, 5607.692) = .560, p = .762. Levene’s test was nonsignificant as well, F(2, 15) =
.025, p = .975 and F(2, 15) = 1.469, p = .261 for formulaic and nonformulaic sequences
respectively, which indicated that the assumption of homogeneity of variances was met;
that is the groups came from different populations.
A two-factor ANOVA indicated that there was a statistically significant main
effect of type of sequence, F(1, 15) = 13.596, p = .002, partial η2 = .475, η2 = .35, and of
group, F(2, 15) = 7.760, p = .005, partial η2 = .509, η2 = .51. The results of the test also
revealed that there was a significant interaction between the two variables (group and
type of sequence), F(2, 15) = 5.389, p = .017, partial η2 = .418, η2 = .27.
In addition to the statistically significant p values, the results of the analysis
indicated a very large effect size, as demonstrated in the eta squared (η2) and partial eta
squared (partial η2), meaning that a great deal of the variance seen in the reaction times
can be explained by the manipulation conditions in the instructional approaches during
the treatment phase.
The results of the post hoc test revealed a statistically significant difference
between the Control (M = 2425.76) and Analytic (M = 1912.19) groups, p = .038, and
between the Control (M = 2425.76) and Holistic (M = 1538.16) groups, p = .001.
However, the difference between the Analytic and Holistic groups was not statistically
significant (p = .119).
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To further examine the effect of the formulaicity, Fisher’s LSD pairwise
comparisons were performed. A significant difference was found for formulaic sequences
between the Control (M = 2440.548) and Analytic (M = 1592.175) groups, p = .002, and
between the Control (M = 2440.548) and Holistic (M = 1382.835) groups, p < .001.
However, the difference between Analytic and Holistic groups was not statistically
significant (p = .373). A significant difference was also observed between the Holistic (M
= 1693.478) and Control (M = 2410.977) groups responding to nonformulaic sequences,
p = .017. There was no such difference found between the Holistic and Analytic groups
(p = .062), and between the Control and Analytic groups (p = .513). Furthermore,
participants in the Holistic group also responded significantly faster to formulaic (M =
1382.835) than to nonformulaic (M = 1693.478) sequences.
As hypothesized, the results of the analysis indicate that participants in both the
Analytic and Holistic groups responded significantly faster to formulaic sequences than
participants in the Control group. In addition, only participants in the Holistic group
demonstrated shorter latencies responding to formulaic than to nonformulaic sequences.
4.4.4.1.2 Error Rate Measure
The mean error rates (in percentages) for formulaic and nonformulaic sequences
for each group are shown in Table 4.9 and in Figure 4.8. Standard deviations are also
shown in Table 4.9 in parentheses. The bar height for each group in Figure 4.8 indicates
the mean score for that group for each sequence type. That is, each bar represents the
average of the six participants’ error rates for formulaic and nonformulaic sequences.
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Table 4.9
Mean error rates (in %) for formulaic and nonformulaic sequences for each group (SD is
shown in parentheses)
Control Group

Analytic Group

Holistic Group

M (SD)

M (SD)

M (SD)

20.6 (6.6)

6.7 (4.4)

2.6 (3.1)

24.4 (8.2)

6.8 (4.5)

11.6 (8.3)

Formulaic
Sequences
Nonformulaic
Sequences
Figure 4.8
Mean error rates (in percentages) for formulaic and nonformulaic sequences for each
group
25.0%
20.0%
15.0%
Formulaic
10.0%

Nonformulaic

5.0%
0.0%
Control

Analytic

Holistic

In order to test the differences between the three groups in terms of participants’
accuracy in responding to formulaic and nonformulaic sequences, the GLM with repeated
measures procedure was performed with group (Control, Analytic and Holistic) as the
between-subjects variable and type of sequence (formulaic and nonformulaic) as the
within-subjects variable. The proportions of incorrect responses to the total number of
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possible responses were the dependent variable. To make the data distributions more
normal, the error rate proportions were arcsine-square-root transformed in this analysis.
Output for the statistical calculations of this analysis is presented in Appendix W.
Prior to the analysis, mixed ANOVA assumptions were tested and the following
results were returned: Box’s test of homogeneity of covariance matrices was
nonsignificant: Box’s M = 9.458, F(6, 5607.692) = 1.271, p = .267. Levene’s test of
homogeneity of variances was also nonsignificant both for formulaic, F(2, 15) = .280, p =
.760, and nonformulaic, F(2, 15) = .402, p = .676, sequences.
There was no significant main effect of group, F(2, 15) = 2.499, p = .116, type of
sequence, F(1, 15) = 1.804, p = .199, or statistically significant interaction between the
two factors, F(2, 15) = .903, p = .426. Regardless of the group or type of sequence,
participants made statistically comparable number of errors responding to formulaic and
nonformulaic sequences.
It is noteworthy to point out though that participants in the Holistic and Analytic
groups made fewer errors (M = 2.6% and M = 6.7% respectively) responding to
formulaic sequences than participants in the Control group (M = 20.6%). Moreover,
participants in the Holistic group made fewer errors responding to formulaic (M = 2.6%)
than to nonformulaic (M = 11.6%) sequences. Although these differences were not
statistically significant, they were in the predicted direction, and thus allow us to rule out
the possibility of speed-accuracy tradeoff as an explanation of the significant reaction
time differences (see Section 4.4.4.1.1).
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4.4.4.2 Item Analyses
4.4.4.2.1 Reaction Time Measure
The mean reaction times averaged across items for the Control, Analytic and
Holistic groups for formulaic and nonformulaic sequences are shown in Table 4.10 and in
Figure 4.9. Standard deviations are also shown in Table 4.10 in parentheses. The bar
height for each type of sequence in Figure 4.9 indicates the mean score for that sequence
type for each group (in milliseconds).
Table 4.10
Mean reaction times (in ms) for the Control, Analytic and Holistic groups for each type
sequence (SD is shown in parentheses)
Formulaic Sequence

Nonformulaic Sequences

M (SD)

M (SD)

Control Group

2405.7494 (475)

2351.5705 (402)

Analytic Group

1613.4031 (278)

2252.2374 (245)

Holistic Group

1374.7112 (240)

1630.867 (217)
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Figure 4.9
Mean reaction times (in ms) for each type of sequence for the Control, Analytic and
Holistic groups
2500
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The GLM with repeated measures on one factor was used to determine if
significant differences existed among the three groups in terms of reaction times for each
type of sequence. Type of sequence was used as the between-subjects variable and group
as the within-subjects variable. The type of sequence factor had two levels: formulaic and
nonformulaic sequences; and the group factor had three levels: Control, Analytic and
Holistic. The reaction time scores were the dependent variable. Output for the statistical
calculations of this analysis is presented in Appendix X.
First, the outcome of the analysis was checked for assumptions of mixed
ANOVA. Box’s test of homogeneity of covariance matrices was not significant: Box’s M
= 1.355, F(6, 2347.472) = .184, p = .981. Mauchly’s test indicated that the assumption of
sphericity had been met, Mauchly’s W = .811, X2 = 3.561, df = 2, p = .169. Levene’s test
was nonsignificant for the Control, F(1, 18) = .001, p = .980, Analytic, F(1, 18) = .118, p
= .735, and Holistic, F(1, 18) = .018, p = .896, groups, which indicated that the
assumption of homogeneity of variance was also met.
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A two-factor ANOVA indicated that there was a statistically significant main
effect of group, F(2, 36) = 57.640, p < .001, partial η2 = .762, η2 = .68, and a significant
main effect of type of sequence, F(1, 18) = 6.480, p = .020, partial η2 = .265, η2 = .11.
The results of the test also revealed that there was a significant interaction between the
two variables, F(2, 36) = 9.053, p = .001, partial η2 = .335, η2 = .27. Note that the effect
sizes were very large for the group factor and interaction, and there was a moderate effect
size for the type of sequence variable, as demonstrated by the eta squared value (η2).
The results of the post hoc test revealed a statistically significant difference in the
mean reaction times of all three groups: the Control (M = 2378.660), Analytic (M =
1932.820), and Holistic (M = 1502.789) groups, all ps < .001.
Most importantly, the results of the pairwise comparisons revealed that
participants in the Holistic group responded significantly faster to formulaic (M =
1374.711) than to nonformulaic (M = 1630.867) sequences, F(1,18) = 6.243, p = .022,
partial η2 = .258, η2 = .26. Similarly, participants in the Analytic group responded
significantly faster to formulaic (M = 1613.403) than to nonformulaic (M = 2252.237)
sequences, F(1,18) = 29.697, p < .001, partial η2 = .623, η2 = .62. In contrast, participants
in the Control group responded slightly slower to formulaic (M = 2405.749) than to
nonformulaic (M = 2351.570) sequences, but this difference was not statistically
significant, p = .786.
Additionally, the pairwise comparisons of participants’ means for formulaic
condition revealed that there was a statistically significant difference between the Control
(M = 2405.749) and Analytic (M = 1613.403) groups, p < .001; Control (M = 2405.749)
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and Holistic (M = 1374.711) groups, p < .001; and Analytic (M = 1613.403) and Holistic
(M = 1374.711) groups, p = .013.
The pairwise comparisons of participants’ means for the nonformulaic condition
demonstrated a statistically significant difference between the Holistic (M = 1630.867)
and Control (M = 2351.570) groups, p < .001, and the Holistic (M = 1630.867) and
Analytic (M = 2252.237) groups, p < .001. However, there was no statistically significant
difference between the Control (M = 2351.570) and Analytic (M = 2252.237) groups, p =
.455.
The findings of this item analysis provide additional evidence to support the
hypothesis that participants in both the Analytic and Holistic groups would perform
significantly better than participants in the Control group. At the same time, participants
in the Holistic group demonstrated significantly shorter latencies responding to formulaic
and nonformulaic sequences than participants in the Analytic group.
4.4.4.2.2 Error Rate Measure
The mean error rates (in percentages) for formulaic and nonformulaic sequences
for each group are shown in Table 4.11 and in Figure 4.10. Standard deviations are also
shown in Table 4.11 in parentheses. The bar height for each type of sequence in Figure
4.10 indicates the mean score for that sequence type for each group.
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Table 4.11
Mean error rates (in percentages) for grammatical and ungrammatical sequences for
each group (SD is shown in parentheses)
Formulaic Sequences

Nonformulaic Sequences

M (SD)

M (SD)

Control Group

25.9 (20)

29.9 (13)

Analytic Group

10.6 (19)

11.8 (20)

Holistic Group

5.0 (8)

15.8 (13)

Figure 4.10
Mean error rates (in percentages) for formulaic and nonformulaic sequences for each
group
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The GLM with repeated measures on one factor was used to determine if
significant differences existed among the three groups in terms of error rate for formulaic
and nonformulaic sequences. Type of sequence was used as the between-subjects variable
and group as the within-subjects variable. The type of sequence factor had two levels:
formulaic and nonformulaic sequences; and the group factor had three levels: Control,
Analytic and Holistic. The arcsine transformation of the error rate percentages was the
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dependent variable. Output for the statistical calculations of this analysis is presented in
Appendix Y.
All assumptions of a mixed ANOVA were met. Box’s test of homogeneity of
covariance matrices was nonsignificant: Box’s M = 12.155, F(6, 2347.472) = 1.655, p =
.128. Mauchly’s test was nonsignificant, Mauchly’s W = .853, X2 = 2.709, df = 2, p =
.258. Levene’s test was nonsignificant for the Control, F(1, 18) = .491, p = .492,
Analytic, F(1, 18) = .018, p = .894, and Holistic, F(1, 18) = .856, p = .367 groups, which
indicated that the assumption of homogeneity of variance was met as well.
There was a statistically significant main effect of group, F(2, 36) = 8.100, p =
.001, partial η2 = .310, η2 = .30, but there was no main effect of type of sequence, F(1,
18) = 1.617, p = .082, and no statistically significant interaction between the two factors,
F(2, 36) = .487, p = .619. The eta squared value (η2) for the group factor indicated a large
effect size.
Examining pairwise comparisons, a significant effect of group on the error rate
was found between the Control (M = 27.9%) and Analytic (M = 11.2%) groups, p = .007,
and the Control (M = 27.9%) and Holistic (M = 10.4%) groups, p < .001, but there was no
significant difference in the error rate between the Analytic and Holistic groups (p =
.883).
The outcome of this analysis reinforces the results of the previous analyses in
which both the Analytic and Holistic groups continuously demonstrated superior
performance on formulaic sequences to that of the Control group.
4.4.5

Semantic Transparency Variable
In this section, the scores for three groups of participants are compared to
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ascertain whether semantic transparency of sequences affected the performance of
participants in the three groups. In other words, participants’ reaction times responding
to semantically transparent sequences are compared to their responses to semantically
opaque sequences. As in the previous sections, results for the subject analyses are
given first, followed by results for the item analyses. Each of the analyses was
conducted using reaction times and error rates as dependent measures.
4.4.5.1 Subject Analyses
4.4.5.1.1 Reaction Time Measure
The mean reaction times for semantically transparent and semantically opaque
sequences and each group are shown in Table 4.12 and in Figure 4.11. Standard
deviations are also shown in Table 4.12 in parentheses. The bar height for each group in
Figure 4.11 indicates the mean score for that group for each sequence type. That is, each
bar represents the average of the six participants’ reaction times for semantically
transparent and semantically opaque sequences (in milliseconds).
Table 4.12
Mean reaction times (in ms) for semantically transparent and semantically opaque
sequences for each group (SD is shown in parentheses)
Control Group

Analytic Group

Holistic Group

M (SD)

M (SD)

M (SD)

2316.211 (568)

1656.243 (410)

1319.1974 (357)

2615.787 (604)

1588.602 (446)

1451.3514 (468)

Semantically
Transparent
Semantically
Opaque
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Figure 4.11
Mean reaction times (in ms) for semantically transparent and semantically opaque
sequences for each group
3000
2500
2000

Semantically
Transparent
Semantically
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0
Control Group

Analytic Group

Holistic Group

The GLM with repeated measures on one factor was used to determine if
significant differences existed among the three groups in terms of reaction times for each
type of sequence. Group was the between-subjects variable and type of sequence was the
within-subjects variable. The group factor had three levels: Control, Analytic and
Holistic; and the type of sequence factor had two levels: semantically transparent and
semantically opaque sequences. Reaction time was the dependent variable. Output for the
statistical calculations of this analysis is presented in Appendix Z.
Prior to conducting the analysis, mixed model ANOVA assumptions were tested.
Box’s test of homogeneity of covariance matrices was nonsignificant: Box’s M = 2.594,
F(6, 5607.692) = .349, p = .911. Levene’s test was nonsignificant for semantically
transparent and semantically opaque sequences, F(2, 15) = .377, p = .692 and F(2, 15) =
.015, p = .985 respectively, which indicated that the assumption of homogeneity of
variances was met.
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A two-factor ANOVA indicated there was a statistically significant main effect of
group, F(2,15) = 11.049, p = .001, partial η2 = .596, η2 = .60. The eta squared value (η2)
showed a very large effect size for this factor. There was no statistically significant main
effect of type of sequence, F(1,15) = 1.139, p = .303, nor a significant interaction
between the two factors, F(2,15) = .872, p = .438.
The results of the post hoc test revealed a statistically significant difference
between the Control (M = 2465.999) and Analytic (M = 1622.423) groups, p = .003, and
the Control (M = 2465.999) and Holistic (M = 1385.274) groups, p < .001. The difference
between the Analytic and Holistic groups was not significant (p = .342).
Thus, these findings point yet again toward the Holistic and Analytic groups
responding significantly faster to formulaic sequences than the Control group, as was
predicted by the hypothesis.
4.4.5.1.2 Error Rate Measure
The mean error rates (in percentages) for semantically transparent and
semantically opaque sequences for each group are shown in Table 4.13 and in Figure
4.12. Standard deviations are also shown in Table 4.13 in parentheses. The bar height for
each group in Figure 4.12 indicates the mean score for that group for each sequence type.
That is, each bar represents the average of the six participants’ error rates for
semantically transparent and semantically opaque sequences.
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Table 4.13
Mean error rates (in percentages) for semantically transparent and semantically opaque
sequences for each group (SD is shown in parentheses)
Control Group

Analytic Group

Holistic Group

M (SD)

M (SD)

M (SD)

25.6 (9)

0.0 (0)

0.6 (3.5)

12.8 (8.3)

14.0 (9.5)

2.4 (5.6)

Semantically
Transparent
Semantically
Opaque
Figure 4.12
Mean error rates (in percentages) for semantically transparent and semantically opaque
sequences for each group
30.0%
25.0%
20.0%
Semantically
Transparent

15.0%
10.0%

Semantically
Opaque

5.0%
0.0%
Control

Analytic

Holistic

In order to test the differences between the three groups in terms of participants’
accuracy responding to semantically transparent and semantically opaque sequences, the
GLM with repeated measures procedure was run on arcsine-square-root transformations
of the error rate proportions. Group (Control, Analytic and Holistic) was used as the
between-subjects variable and type of sequence (semantically transparent and
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semantically opaque) as the within-subjects variable. The arcsine-square-root
transformation of the error rate percentages was the dependent variable. Output for the
statistical calculations of this analysis is presented in Appendix AA.
Prior to the analysis, assumptions of mixed ANOVA were checked. Box’s test
was nonsignificant: Box’s M = 3.343, F (3, 18000.000) = .873, p = .454. Mauchly’s test
of sphericity was nonsignificant, Mauchly’s W = .898, X2 = 3.993, df = 2, p = .136.
Levene’s test was nonsignificant for the semantically opaque dependent variable, F(2,
15) = .296, p = .748, but not for the semantically transparent, F(2, 15) = 4.450, p = .030;
nonetheless, the results of this analysis were considered for evaluation. As it was pointed
out before, violations of assumptions in parametric tests can reduce the strength but do
not affect the entire outcome (Glass, et al., 1972; Weinfurt, 1995). In addition, a
conservative alpha level (.01) was set for this analysis.
There were no statistically significant main effect of group, F(2, 15) = 4.822, p =
.024, or type of sequence, F(1, 15) = 1.833, p = .196; and no statistically significant
interaction was found between the group and type of sequence factors, F(2, 15) = 4.737,
p = .025, at the significance level of .01. No conclusions can be drawn from this analysis.
4.4.5.2 Item Analyses
4.4.5.2.1 Reaction Time Measure
The mean reaction times for the Control, Analytic and Holistic groups for
semantically transparent and semantically opaque sequences are shown in Table 4.14 and
in Figure 4.13. Standard deviations are also shown in Table 4.14 in parentheses. The bar
height for each type of sequence in Figure 4.13 indicates the mean score for that sequence
type for each group (in milliseconds).
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Table 4.14
Mean reaction times (in ms) for the Control, Analytic and Holistic groups for each type
sequence (SD is shown in parentheses)
Semantically Transparent

Semantically Opaque

M (SD)

M (SD)

Control Group

2196.3882 (352)

2615.1106 (524)

Analytic Group

1595.1772 (260)

1631.629 (326)

Holistic Group

1326.3334 (98)

1423.089 (339)

Figure 4.13
Mean reaction times (in ms) for each type of sequence for the Control, Analytic and
Holistic groups
3000
2500
2000
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500
0
Semantically Transparent

Semantically Opaque

The GLM with repeated measures on one factor was used to determine if
significant differences existed among the three groups in terms of reaction times for each
type of sequence. Type of sequence was used as the between-subjects variable and group
as the within-subjects variable. The type of sequence factor had two levels: semantically
transparent and semantically opaque sequences. The group factor had three levels:
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Control, Analytic and Holistic. The reaction time scores were the dependent variable.
Output for the statistical calculations of this analysis is presented in Appendix AB.
First, the outcome of the analysis was checked for assumptions of mixed
ANOVA. Box’s test of homogeneity of covariance matrices was not significant: Box’s M
= 9.304, F(6, 463.698) = .901, p = .494. Mauchly’s test indicated that the assumption of
sphericity had been met, Mauchly’s W = .805, X2 = 1.520, df = 2, p = .468. Levene’s test
was not significant for the Control, F(1, 8) = .381, p = .554, and Analytic groups, F(1, 8)
= .008, p = .930, which indicated the assumption of normality was met for those groups.
However, Levene’s test was significant for the Holistic group, F(1, 8) = 7.084, p = .029,
and therefore a more conservative alpha level (.01) was used for the analysis.
A two-factor ANOVA indicated that there was a statistically significant main
effect of group, F(2, 16) = 44.890, p < .001, partial η2 = .849, η2 = .82, but not of type of
sequence, F(1, 8) = 1.162, p = .31, and no significant interaction between the two
variables, F(2, 16) = 1.627, p = .227.
Besides the statistically significant p value for the group factor, the eta squared
(η2) indicated a very large effect size, which implies that a great deal of the variance seen
in the reaction times can be explained by the differences in the instructional approaches
during the treatment phase.
The results of the pairwise comparisons of participants’ means for the group
factor revealed that participants in the Analytic (M = 1613.403) and Holistic (M =
1374.711) groups responded significantly more rapidly to the semantically transparent
and semantically opaque sequences than the Control group (M = 2405.749), both ps <
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.001; however, there was no statistically significant difference between the Analytic and
Holistic groups, p = .028.
These findings provide further evidence for the Analytic and Holistic groups’
reaction time advantage over the Control group responding to formulaic sequences.
4.4.5.2.2 Error Rate Measure
The mean error rates (in percentages) for semantically transparent and
semantically opaque sequences for each group are shown in Table 4.15 and in Figure
4.14. Standard deviations are also shown in Table 4.15 in parentheses. The bar height for
each type of sequence in Figure 4.14 indicates the mean score for that sequence type for
each group.
Table 4.15
Mean error rates (in percentages) for semantically transparent and semantically opaque
sequences for each group (SD is shown in parentheses)
Control Group

Analytic Group

Holistic Group

M (SD)

M (SD)

M (SD)

28.8 (5.3)

0.0 (0.0)

0.7 (3.5)

16.9 (6.2)

13.3 (12.3)

2.8 (5.2)

Semantically
Transparent
Semantically
Opaque
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Figure 4.14
Mean error rates (in percentages) for semantically transparent and semantically opaque
sequences for each group
30.0%
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0.0%
Semantically Transparent

Semantically Opaque

In order to test the differences between the three groups in terms of participants’
accuracy responding to semantically transparent and semantically opaque sequences, the
GLM with repeated measures procedure was run on arcsine-square-root transformations
of the error rate proportions. Type of sequence was used as the between-subjects variable
and group as the within-subjects variable. The arcsine-square-root transformation of error
rate percentages was the dependent variable. Output for the statistical calculations of this
analysis is presented in Appendix AC.
Prior to the analysis, assumptions of mixed ANOVA were checked. Box’s test
was not computed because there were fewer than two nonsingular cell covariance
matrices. Mauchly’s test indicated that the assumption of sphericity had been met,
Mauchly’s W = .971, X2 = .210, df = 2, p = .901. Levene’s test revealed that equality of
variances was nonsignificant for the Control, F(1, 8) = .003, p = .959, and Holistic, F(1,
8) = 1.524, p = .252, groups; and though the assumption of the equality of variances was
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violated for the Analytic group, F(1, 8) = 25.290, p = .001, the results of this analysis
were still utilized in the study at the alpha level of .01.
There was a statistically significant main effect of group, F(2, 16) = 8.831, p =
.003, partial η2 = .525, η2 = .43, but there was no main effect of type of sequence, F(1, 8)
= 1.034, p = .339, and no statistically significant interaction between the two factors, F(2,
16) = 3.785, p = .045.
Examining pairwise comparisons, a significant effect was found between the
Control (M = 22.6%) and Holistic (M = 1.6%) groups, p = .006, but there was no
significant difference in error rates between the Control (M = 22.6%) and Analytic (M =
3.4%) groups, p = .013, and the Analytic (M = 3.4%) and Holistic (M = 1.6%) groups, p =
.503.
The findings of this analysis suggest that participants in the Holistic group were
more accurate responding to semantically transparent and semantically opaque sequences
than participants in the Control group. And though participants in the Analytic group
made fewer errors responding to semantically transparent and semantically opaque
sequences than the Control group, this difference failed to be significant at the alpha level
of .01.
The next section of this chapter presents a summary of the results for the
recognition study. A discussion of the results of the twelve analyses follows in the next
chapter.
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4.4.6

Summary of the Recognition Study
In this summary, the results of the twelve analyses of the reaction times and error

rates include both subject means (F1, subject analysis) and item means (F2, item
analysis).
4.4.6.1 Grammaticality Effect
Comparison of the participants’ performance on grammatical and ungrammatical
sequences revealed main effects favoring grammaticality for both reaction time and error
rate data. Participants responded 429 milliseconds faster to grammatical than to
ungrammatical sequences. This difference was significant for both subject and item
analyses, F1(1, 15) = 37.251, p < .001; F2(1, 38) = 23.922, p < .001.
The participants also made fewer errors on grammatical sequences (12.1%) than
on ungrammatical sequences (26%). This difference was statistically significant both in
subject and item analyses, F1(1, 15) = 6.921, p = .019; F2(1, 38) = 7.686, p = .009.
The analysis of error rate also revealed a main effect of group in both subject and
item analyses, F1(2, 15) = 3.938, p = .042; F2(2, 76) = 9.890, p < .001. Both the Holistic
and Analytic groups made fewer errors (15% and 13.6% respectively) responding to
grammatical and ungrammatical sequences than the Control group (28.2%).
A main effect of group in the reaction time data emerged in the item analysis,
F2(2, 76) = 44.980, p < .001, but only approached significance in the subject analysis,
F1(2, 15) = 3.420, p = .060, with the Holistic and Analytic groups responding 642 and
339 milliseconds faster than the Control group. This result parallels the main effect of
group for error rate, and is an additional indication that the treatment groups
outperformed the Control group on the grammaticality judgment task.
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A significant interaction between the two factors in the reaction time data in the
subject analysis, F1(2, 15) = 4.160, p = .037, but not in the item analysis, F2(2, 76) =
2.420, p = .096, provides additional insight into the nature of the differences between the
three groups. Participants in the Holistic and Analytic groups responded to grammatical
sequences much faster than to ungrammatical sequences (662 ms for the Holistic and 457
ms for the Analytic group) whereas the Control group showed a much smaller difference
across conditions (168 ms).
There was no interaction in the error rate data, F1(2, 15) = .434, p = .656; F2(2,
76) = 1.300, p = .279.
The findings suggest that both the Analytic and Holistic groups performed
significantly faster and more accurately in responding to grammatical than
ungrammatical sequences, compared to the Control group.
4.4.6.2 Formulaicity Effect
A main effect of the formulaicity effect emerged in the reaction time data, with
participants responding to formulaic sequences 307 milliseconds faster than to
nonformulaic sequences. This difference was significant in both subject and item
analyses, F1(1, 15) = 13.596, p = .002; F2(1, 18) = 6.480, p = .020.
There was no main effect of formulaicity in regard to error rate. Though
participants responded to formulaic sequences with a lower error rate (8.6%) than to
nonformulaic sequences (13.5%), this difference was not statistically significant either in
subject or item analysis, F1(1, 15) = 1.804, p = .199; F2(1, 18) = 1.617, p = .082.
A main effect of group for reaction time emerged in both subject and item
analyses, F1(2, 15) = 7.760, p = .005; F2(2, 36) = 57.640, p < .001, with the Holistic and
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Analytic groups responding to the two types of sequences 887 and 514 milliseconds
faster than the Control group.
The analysis of error rate revealed a main effect of group in the item analysis,
F2(2, 36) = 8.100, p =.001, but not in subject analysis, F1(2, 15) = 2.499, p = .116. Both
the Holistic and Analytic groups made fewer errors (5.4% and 4.1% respectively)
responding to formulaic and nonformulaic sequences than the Control group (25.7%).
There was a significant interaction between formulaicity and group in the reaction
time data showing that the formulaicity effect was much larger for the Holistic (311 ms)
and Analytic (640 ms) groups than for the Control group (30 ms). However, the
interaction was significant for the reaction time data only, F1(2, 15) = 5.389, p = .017;
F2(2, 36) = 9.053, p = .001. There was no interaction in the error rate data, F1(2, 15) =
.903, p = .426; F2(2, 36) = .487, p = .619.
The results of these analyses are similar to the results for the grammaticality
effect. However, while the evidence for an interaction of sequence type and group was
restricted to the subject analysis of the reaction time data for the grammaticality effect,
there was much stronger evidence for a significant advantage of the Analytic and Holistic
groups over the Control group in terms of both speed and accuracy responding to
formulaic vs. nonformulaic sequences.
Therefore, the results of the analysis imply that the use of any noticing technique
(no matter whether the keyword is identified, as in the analytic approach, or not, as in the
holistic approach) will increase participants’ speed in judging formulaic sequences
compared to only being exposed to texts in which such sequences are not identified at all,
as was done in the instructional approach for the Control group.
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4.4.6.3 Semantic Transparency Effect
There was no main effect for the semantic transparency factor in the reaction
time, F1(1,15) = 1.139, p = .303; F2(1, 8) = 1.162, p = .313, or error rate, F1(1,15) =
1.833, p = .196; F2(1, 8) = 1.034, p = .339, data. Though participants responded to the
semantically transparent sequences 121 milliseconds faster and with a lower error rate
(4.1% vs. 8.8%) than to the semantically opaque sequences, such differences were not
statistically significant.
A main effect of group in the reaction time data emerged in both subject and item
analyses, F1(2,15) = 11.049, p = .001; F2(2, 16) = 44.890, p < .001, with the Holistic and
Analytic groups responding 1081 and 844 milliseconds faster than the Control group.
The analysis of error rate revealed a main effect of group in the item analysis,
F2(2, 16) = 8.831, p = .003, but not in the subject analysis, F1(2, 15) = 4.822, p = .024.
Participants in both the Holistic and Analytic groups made fewer errors (1.6% and 3.4%
respectively) responding to semantically transparent and semantically opaque sequences
than the Control group (22.6%), but the difference was significant only between the
Holistic and Control groups, p = .006.
There was no interaction between semantic transparency and group in the reaction
time, F1(2, 15) = .872, p = .438; F2(2, 16) = 1.627, p = .227, or error rate data, F1(2, 15) =
4.737, p = .025; F2(2, 16) = 3.785, p = .045.
Participants in the Holistic and Analytic groups responded to the semantically
transparent sequences with a lower error rate (0.7% and 0% respectively) than the
Control group (28.8%). This difference was statistically significant for the Analytic and
Control groups, p = .003, and for the Holistic and Control groups, p = .006. And though
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participants in the Holistic group (2.8%) were more accurate in their responses to the
semantically opaque sequences than the Analytic (13.3%) or Control (16.9%) groups, the
difference was not statistically significant.
The findings for the semantic transparency variable suggest that the semantic
transparency effect was predominantly comparable between the three groups of
participants. Participants in the Holistic and Analytic groups continued performing faster
and more accurately responding to the two types of sequences than the Control group.
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Chapter 5
Discussion and Conclusions
5.1

Overview
In this chapter, the results of the data analyses are interpreted in terms of how

they do or do not confirm the hypotheses of the production and recognition studies as
well as how the results inform the research questions about whether and in what way
Analytic and Holistic instructional approaches to teaching of various types of formulaic
sequences affect adult English-as-a-Second-Language learners’ production and holistic
storage and processing of formulaic sequences.
5.2

Organization of this Chapter
A discussion of the results for the production study is given first, followed by a

discussion of the results for the recognition study. A general discussion of the patterns
that were observed in the findings across different conditions and a summary connecting
the two studies conclude the discussion. This chapter also considers a number of
strengths and limitations of the study presented in this dissertation, and offers some ideas
for classroom implementation of the findings and for future experimental work in the
area of formulaic language.
5.3

Discussion of the Production Study
It was hypothesized that participants in two experimental groups who received

explicit instruction that employed analytic and holistic instructional approaches to
teaching formulaic sequences (Analytic and Holistic groups, respectively) would show a
greater number of the target formulaic sequences in oral and written language production
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on the posttest than participants in the Control group who did not receive such instruction
and who were involved in implicit learning of formulaic sequences. The Analytic and
Holistic groups were hypothesized to produce more of the target formulaic sequences in
oral and written responses on the posttest than participants in the Control group. In
addition, participants in the Holistic group were hypothesized to produce those sequences
in a more intact way than participants in the Analytic or Control groups due to the
holistic nature of acquisition of those sequences by participants in the Holistic group.
As was stated in the Results Chapter (see Section 4.3), the outcomes of the
posttest failed to reveal production of any of the target formulaic sequences in oral or
written responses on the posttest by participants in any group. Thus, we can conclude that
this hypothesis was not supported by the outcomes of the present study.
Although this outcome was contrary to the expectations, there can be several
plausible explanations for the obtained results. First and foremost, low language
proficiency of the study participants is a likely contributing factor. As Table 3.1
(repeated below for readers’ convenience) illustrates, some study participants’ did not
have sufficient formal language-learning experience.
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Table 3.1
Study Participants’ English-Learning Background (n = 18)
M

SD

27

21.9

2.21

1

18

11.11

4.17

0.5

13

4.6

3.94

0.08

1.92

0.24

0.44

Minimum

Maximum

19

Age
Age when first exposed to English
Length of formal English instruction
Length of residence in the United States
Note. Data is presented in years.

Thus, one of the participants reported the length of formal English instruction as
half a year, which indicates very little classroom instruction that would have provided
some explicit learning experience of the target language for that participant. The average
length of studying English in a formal setting for the study sample was 4.6 years (SD
3.96), which signifies a wide range of experience among the learners involved in the
study. In addition, it should be noted that most of this experience was in a foreign
language context—in a home country where English is not normally spoken outside the
classroom. This is also evident from Table 3.1: most of the participants reported being in
the U.S. only for one month prior to the start of the present study. Furthermore, in
responding to the language background questionnaire, participants acknowledged that
they were spending most of their time outside the classroom speaking to co-nationals and
not seeking contact with local native-speakers on a regular basis. Some of them shared
with the researcher that they lived in dormitories on campus, did not have transportation
of their own and therefore had limited interaction with the general public outside campus.
All these factors likely contributed to the low level of language proficiency demonstrated
by the participants during the study. This in turn was likely a contributing factor to the
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absence of the target formulaic sequences in participants’ oral and written responses on
the posttest.
Another possible contributing factor is the difficulty of the items selected as the
target formulaic sequences for this study. It was the intention to select items that
occurred with moderate frequency in the corpus to ensure that participants would not
have encountered them prior to the study and would not have a chance of encountering
them anywhere outside the study. However, that might have created a problem, as those
sequences might have had moderate frequency in the corpus due to their low
functionality in discourse in general.
Some other issues that might have caused lack of evidence in the production
study are the frequency with which the target formulaic sequences occurred in the
instructional texts, the length and frequency of the instructional sessions, and perhaps
even the length of the study itself. As was mentioned earlier (see Section 2.8.3), the study
reported by Cortes (2006) on strategies for successful acquisition of lexical bundles
(academic-style phrases that were semantically transparent) had very similar outcomes,
and similar weaknesses in the design of the study were claimed to be contributing factors
for inadequate improvements in the frequency and variety of the lexical bundles used by
the participants at the end of the study.
An alternative explanation to this view could be that the participants’ proficiency
was sufficient to master the target formulaic sequences, and the absence of those
sequences in the posttest data might be an indication that the participants have now
mastered the formulaic sequences to the extent that they processed the formulaic
sequences for meaning and were no longer aware of the specific formulation used to
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express the meaning of the target formulaic sequences. For this reason, the participants
might have expressed the meaning of the target formulaic sequences but without using
the precise formulation in the target text.
In their study, Schmitt, et al. (2004) reported cases when in an oral-response task
participants produced semantically-similar strings (for example, as a consequence was
substituted with as a result). The authors suggested that participants might have retrieved
a string that was semantically similar to the target string because it was more frequent in
the language or in the participants’ idiolect. In the Cortes’s study (2006), participants
also preferred to use structurally more simple expressions that were characteristic of
spoken registers—such as, but, also, so—than the academic-style formulaic sequences.
Participants in the present study might have produced other formulaic sequences on the
posttest. This provides an avenue for further investigation.
Due to the failure of the participants in the current study to produce any of the
target formulaic sequences, it cannot be determined if any of the sequences would have
been produced intact by the study participants, thus the second hypothesis cannot be
confirmed by the findings either.
Although the outcomes of the production study did not turn out as anticipated,
they still provide some essential insights into the challenges that adult ESL learners face
acquiring such important and valuable linguistic forms as formulaic sequences. They also
call for the continuation of the search for successful instructional approaches and
improvements in the study design, which will be explored later in this chapter.
5.4

Discussion of the Recognition Study
The conditions involving grammaticality, formulaicity and semantic
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transparency effects will be discussed here in turn. Discussion of significance,
reported in p values (p1 for subject analysis and p2 for item analysis), for differences
between groups refers to results returned from the post-hoc Fisher’s LSD-corrected
comparisons of the two-way repeated measures ANOVA explained in Chapter 4.
5.4.1

Grammaticality Condition
In this section, the results of the grammaticality condition and how they relate

to the hypotheses and research questions are discussed.
It was hypothesized that participants in the Holistic and Analytic groups would
respond to grammatical sequences more rapidly and more accurately than to
ungrammatical sequences compared to participants in the Control group due to the
instructional context which emphasized processing units of language larger than
individual words. An absence of reaction time and error rate differences was
hypothesized between the three groups responding to ungrammatical sequences, as
participants in all three groups would not have had any exposure to the ungrammatical
sequences during the treatment phase and would not have different mental
representations for them during the psycholinguistic experiment.
These hypotheses were supported by the findings of the production study.
First, participants in both the Holistic and Analytic groups responded to
grammatically correct sequences with significantly shorter latencies than to
ungrammatical sequences (662 ms and 457 ms for two groups, respectively), in both
subject and item analyses, all ps < .05. Secondly, the two experimental groups also
made fewer errors (18.4% for the Holistic and 16.7% for the Analytic groups)
responding to grammatical and ungrammatical sequences than the Control group
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(29.5%). Finally, there were no significant differences between the three groups in
responding to ungrammatical sequences. Therefore, as was predicted, the two
experimental groups were quicker and more accurate in responding to the
grammatical sequences compared to the Control group, and the three groups did not
differ in their response time and accuracy to ungrammatical phrases, which was likely
due to the absence of exposure to any of those sequences by the participants of the
three groups.
Participants in the Holistic group were also predicted to show shorter latencies
and make fewer errors than participants in the Analytic group due to the holistic
nature of acquisition of the target sequences. This hypothesis was not supported in
this study. Though participants in the Holistic group responded to grammatical
sequences 406 ms faster than participants in the Analytic group, the difference was
not statistically significant, p = .092.
These findings indicate that there was a strong grammaticality effect present
in this condition, and that the two experimental groups demonstrated reduced reaction
times in responding to grammatical sequences probably due to the fact that the target
formulaic sequences comprised half of the grammatical sequences used in the
experiment. Thus, it is possible that participants in the Holistic and Analytic groups
demonstrated the formulaicity effect in the grammaticality condition. Similar results
were reported in Jiang and Nekrasova’s (2007) study, in which native and non-native
speakers of English responded faster and more accurately to grammatical than to
ungrammatical items, which the authors interpreted as the evidence for holistic
storage of grammatical items since they required less processing time for judging
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their grammatical correctness.
5.4.2

Formulaicity Condition
It was hypothesized that participants who received Holistic and Analytic

instructional treatments would respond faster and with fewer errors to formulaic
sequences than to nonformulaic sequences, compared to participants in the Control
group whose instructional treatment did not include emphases on any word
sequences. In addition, it was predicted that participants in the Holistic group would
perform better in that regard compared to participants in the Analytic group.
The results of the study demonstrate that participants in the Holistic group
responded 311 milliseconds (ms) faster to the target formulaic sequences (M =
1382.835) than to nonformulaic phrases (M = 1693.478). This difference is
statistically significant, p1 = .048, p2 < .001. Likewise, participants in the Analytic
group responded 640 ms faster to formulaic sequences (M = 1592.175) than to
nonformulaic sequences (M = 2232.205), p1 < .001, p2 < .001. It is important to point
out that there was no significant difference between the two experimental groups in
terms of speed in responding separately to formulaic and nonformulaic sequences in
the subject analysis (p1 = .373 for formulaic, and p1 = .062 for nonformulaic
sequences), but it was significant in the item analysis (p2 < .013 for formulaic, and p2
< .001 for nonformulaic sequences). In comparison, participants in the Control group
did not show the formulaicity effect in the reaction time data. In fact, they responded
slightly slower (30 ms) to formulaic sequences (M = 2440.548) than to nonformulaic
sequences (M = 2410.977).
The hypotheses that participants in the Holistic and Analytic groups would
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demonstrate shorter latencies responding to formulaic sequences than to nonformulaic
sequences and that they would perform better in that regard than participants in the
Control group were strongly supported by the results. However, the findings did not
provide sufficient support for the hypothesis that the Holistic group would process
formulaic sequences more efficiently than the Analytic group. Evidently for learners
who received either Holistic or Analytic instruction, formulaic sequences required
less cognitive demands and thus less processing time than nonformulaic sequences,
which suggests that formulaic sequences were stored holistically, in other words as
whole lexicalized units, in the minds of those learners. At the same time, participants
in the Control group who did not have target sequences identified in their linguistic
input during the instructional treatment phase, did not have holistic mental
representations of those sequences and thus required considerable cognitive effort for
processing both formulaic and nonformulaic sequences. Unlike native speakers, who
develop sensitivity to formulaic sequences through mere exposure, second language
learners clearly benefit from explicit instruction of these multi-word units
In terms of accuracy, participants in the Holistic group made fewer errors
responding to formulaic sequences (2.6%) than to their nonformulaic counterparts
(11.6%). In comparison, participants in the Analytic and Control groups did not show
such a difference (6.7% for formulaic versus 6.8% for nonformulaic sequences for the
Analytic group, and 20.6% for formulaic versus 24.4% for nonformulaic sequences
for the Control group). These differences were not statistically significant in the
subject analysis, p1 > .05, therefore the hypothesis that participants in both the
Holistic and Analytic groups would be more accurate responding to formulaic
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sequences than to the nonformulaic phrases cannot be confirmed in this study. These
findings suggest that participants in the Holistic group found formulaic sequences
easier to respond to than nonformulaic sequences, while participants in the Analytic
and Control groups did not exhibit such effortlessness.
Interestingly, the differences between the Holistic and Control groups, and the
Analytic and Control groups with regard to accuracy in responding to both formulaic
and nonformulaic sequences were significant in the item analysis, p2 < .001 and p2 =
.007 for the two sets of groups, respectively. This finding suggests that participants in
both the Holistic and Analytic groups were able to respond to formulaic and
nonformulaic differences more accurately than the Control group. Therefore, it is
possible that the Analytic and Holistic instructional approaches provided a more
general benefit for the proficiency of the participants in the two experimental groups.
The outcomes of the current study for the formulaicity condition are consistent
with previous studies with non-native speakers of English (Conklin & Schmitt, 2008;
Jiang & Nekrasova, 2007; Underwood, et al., 2004) in which similar results were
obtained and the formulaicity effect was reported. It is worth noting though, that
unlike studies conducted by those researchers, the current study did not seek to find
the formulaicity effect in non-native speakers as such, but to compare two
instructional approaches in order to determine whether holistic or analytic
presentation of the target formulaic sequences in learners’ linguistic input would
create an additional facilitative effect for the holistic storage and processing of such
sequences. As was explained before, a marginal effect of the holistic instructional
approach was observed only in the error rate data in the item analysis. Possible
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explanations for the lack of significant differences between the two experimental
groups with regard to their performance on the grammaticality judgment task will be
offered in the general discussion of this chapter (Section 5.5).
5.4.3

Semantic Transparency Condition
The most puzzling result in the grammaticality judgment task comes from the

semantic transparency condition. It was hypothesized that participants in the Holistic
group would not show significant differences in terms of speed and accuracy in
responding to semantically opaque and semantically transparent sequences due to the
holistic nature of the acquisition of both types of sequences by this group of participants.
Participants in the Analytic and Control groups, on the other hand, were hypothesized to
show shorter latencies and fewer errors responding to semantically transparent sequences
than to semantically opaque items due to the activation of the superlemma as well as
simple lemmas during the lexical access of the semantically opaque phrases (Cieślicka,
2010; Sprenger, et al., 2006).
In numerical terms, the results of the statistical analyses demonstrated that,
contrary to the hypothesis, participants in the Holistic group responded to semantically
transparent sequences 132 ms faster and more accurately than they did to semantically
opaque phrases (0.6% vs. 2.4%). Participants in the Control group, as was predicted,
responded faster to semantically transparent sequences than to semantically opaque
sequences (300 ms) but with a higher error rate (25.6% versus 12.8%), which indicates
that there was a speed-accuracy tradeoff issue. A similar problem was discovered with
the Analytic group’s results: participants responded 68 ms faster to semantically opaque
sequences than semantically transparent sequences while also making more errors in
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judging the grammaticality of semantically opaque sequences (14% vs. 0%). In terms of
statistical significance, however, these outcomes were not significant, all ps > .05.
This result is interesting because, according to the superlemma hypothesis (see
Section 2.7 for the detailed discussion), semantically transparent sequences should
require less processing time than semantically opaque items. Participants in the Control
group, as was anticipated, did respond more slowly to semantically opaque sequences
than to semantically transparent sequences; however, contrary to the hypothesis,
participants in the Analytic group had faster reaction times in responding to semantically
opaque sequences, while participants in the Holistic group were faster responding to
semantically transparent items. Hence, participants in the Holistic and Control groups
seemed to spend more time accessing the mental representations of semantically opaque
sequences due to the hypothesized co-activation process of the superlemma and simple
lemmas (Cieślicka, 2010; Sprenger, et al., 2006), or the full literal analysis (Kuiper, et
al., 2007) of the semantically opaque (in other words, idiomatic) sequences, whereas
participants in the Analytic group did not show an indication of either the co-activation
or literal analysis processes.
These findings do not support the hypotheses for the semantic transparency
condition, as they indicate comparable reaction times and error rates between three
groups of participants responding to semantically transparent or semantically opaque
sequences, regardless of the type of instructional approach. Similar findings have been
reported by Conklin and Schmitt (2008), who observed a strong formulaicity effect in a
participant-paced reading task for both native and nonnative speakers of English, but no
significant advantage in reading times for phrases that were used idiomatically or
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literally (for example, take the bull by the horns with the idiomatic meaning of ‘attack a
problem’ versus the literal meaning of ‘wrestle an animal’). Although the study by these
authors and the present study point to the interpretation that sequences with idiomatic
and literal meanings are processed in a similar way, additional research is needed to
make final conclusions.
In spite of the lack of support for the study hypotheses for the semantic
transparency effect, the outcomes of this condition provided additional support for the
formulaicity effect for the two experimental groups. Thus, participants in both the
Holistic and Analytic groups responded significantly faster (1081 ms and 844 ms,
respectively) to both semantically transparent and semantically opaque sequences than
participants in the Control group. These results were statistically significant in the
subject and item analyses, p1 < .001 and p2 < .001 for the Holistic vs. Control groups,
and p1 = .003 and p2 < .001 for the Analytic vs. Control groups. Similar to the previous
conditions described in this chapter, there was no significant difference between the
Holistic and Analytic groups, all ps > .05. Taking into account that all semantically
transparent and semantically opaque sequences were the target formulaic sequences that
the two experimental groups were explicitly exposed to in their instructional materials,
the observed short latencies point to the probability of holistic storage and processing of
the target formulaic sequences for the Holistic and Analytic group participants.
5.5

General Discussion
In this section some final remarks are made regarding the connections between

the production and recognition study and the similarities observed across different
conditions in the recognition study.
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Although the production study did not return the anticipated outcomes in
participants’ oral and written responses on the posttest, the study in general and the
treatment phase in particular were very important steps for the findings of the recognition
study. Thus, the two instructional approaches that were implemented during the treatment
phase of the production study allowed the study participants to encounter the target
formulaic sequences in their linguistic input through either analytic, holistic or control
conditions. This variation in the exposure to the patterns of the language produced the
effects that were later observed during the grammaticality judgment task in the
recognition study. Thus, though the two studies differed in the hypotheses that were
tested, they were connected by the main research question as to whether and to what
extent different instructional approaches to teaching of formulaic sequences affect adult
ESL learners’ production and holistic storage and processing of various types of
formulaic sequences.
The most important finding of the present study emerged through the patterns that
were observed in the grammaticality, formulaicity and semantic transparency conditions.
Specifically, strong formulaicity and grammaticality effects demonstrated by participants
in the Holistic and Analytic groups signified the holistic storage and processing of the
target formulaic sequences, which allowed the learners in those groups to respond to
them significantly faster and with fewer errors compared to the participants in the Control
group.
Although participants in the Holistic group responded to some types of sequences
faster and with fewer errors than participants in the Analytic group, the only significant
differences between those groups were observed in the reaction time data in the item
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analyses for the formulaicity and grammaticality effects. Therefore, the study results do
not provide a sufficient basis for recommending the Holistic instructional approach as a
more beneficial way to guide mastery of formulaic sequences by adult ESL learners than
an Analytic instructional approach.
This absence of significant differences between the two instructional approaches
can be attributed to several probable factors. First, it is possible that both experimental
groups benefited from explicit presentation of the target formulaic sequences in their
linguistic input during the instructional sessions. As was explained in Chapter 3, the
target phrases were underlined in the texts that were presented to participants in both
groups. The differences included the use of a bold type font for the whole sequence in the
Holistic approach and for the key word or another content word in the Analytic approach.
Thus, attention of learners in both groups was drawn to the sequences as whole units, and
it is likely that the key-word strategy did not create a strong enough effect to force
learners to break each sequence into its constituent parts. Perhaps even the gap-filling
activity that followed the reading of the text, did not add to that effect. It seems that
participants in the experimental groups were taking advantage of the “phrase noticing”
effect that was observed and reported by Boers, Eyckmans, Kappel, et al. (2006). The
researchers used an instructional method that emphasized “noticing” of formulaic
sequences by making them typographically salient in ESL learners’ instructional
materials, and found that besides receiving higher ratings from judges on the participants’
oral proficiency improvements, the learners also became more aware of the patterning
phenomenon in their linguistic input which contributed to their overall

advanced

performance than the group that was involved in a traditional grammar-vocabulary
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instruction. The technique of making multi-word sequences typographically salient has
also been found to increase learners’ willingness to seek glosses, which in turn has led to
participants’ overall increase in comprehension of the text (Bishop, 2004). In the present
study, the findings suggest that the two experimental instructional approaches provided a
more general benefit for the proficiency of the participants in the Analytic and Holistic
groups, as those participants were able to determine faster and more accurately the
grammatical correctness of both formulaic and nonformulaic sequences compared to
participants in the Control group.
At the same time, there can be a quite contrary explanation to the absence of
differences between the two experimental groups in regard to their performance on the
grammaticality judgment task. It has been suggested by a number of scholars that adult
learners who are literate in their native language and who received formal instruction that
relies heavily on learning language through grammar rules cannot avoid analyzing the
linguistic input (Fitzpatrick & Wray, 2006; Wray, 2002a; Wray & Grace, 2007; Wray &
Perkins, 2000). Consequently, the formal language-learning experience that participants
in the Holistic group received prior to the present study (see evidence in Section 3.2.1),
no matter how limited (see discussion in Section 5.3), might have caused them to employ
the grammatical analysis mechanism (Wray & Perkins, 2000) when encountering the
target formulaic sequences.
Similarly, the broader instructional context that participants were participating in
at the time of the study was the traditional, i.e. analytic approach of language learning.
CELAC is an Intensive English Program for adult learners of English as a second
language who are either at Low-Intermediate, Intermediate, High-Intermediate,
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Advanced, or Academic-Bridge English language proficiency level. Monday through
Friday, learners attend four one-hour classes: (a) conversation and listening, (b) reading
and vocabulary, (c) writing, and (d) study of grammar. It is evident that CELAC learners
receive numerous opportunities to learn English through explicit instruction, including
learning of grammar and vocabulary, and therefore it can be assumed that the study
participants’ English learning experience involved traditional (i.e. analytical—see
discussion in Section 1.4) methods of language learning, which as was stated above,
contributed to the participants’ employment of the grammatical analysis mechanism.
In addition, as was proposed by the model of language acquisition (Wray &
Perkins, 2000) that was presented in Section 2.6 of this dissertation, adult ESL learners
may follow the patterns of children learning their native language and, after acquiring a
basic set of survival phrases holistically, appear to engage the grammatical analysis
mechanism for the rest of their language-learning experience.
Finally, one should not discard a wide range of individual differences that adult
ESL learners might possess. Such differences may include variations in individual
cognitive styles (analytic vs. holistic preferences of processing information), associative
memory, foreign language aptitude, and motivation, just to name a few (Skehan, 1991).
And most importantly, as Wray and Perkins (2000) stated, “in both production and
comprehension [...] there is considerable scope for variation in the balance between
holistic and analytic processing as a result of individual sociocognitive and sociocultural
differences” (p. 21). Therefore, it can be assumed that the adult early intermediate
learners of English as a second language in this study were analysing the target formulaic
sequences regardless of the mode of their presentation.
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5.6

Summary of the Discussion
For the production study, outcomes of the posttest failed to reveal production of

any of the target formulaic sequences in oral or written responses on the posttest by
participants in any group. The hypotheses were not supported by the outcomes of the
present study. Low language proficiency of the study participants was a likely
contributing factor. Some positive insights into the challenges that adult ESL learners
face call for the continuation of the search for successful instructional approaches and
improvements in the study design.
The recognition study findings indicate that there was a grammaticality effect in
the grammaticality condition, and most importantly, a strong formulaicity effect present
in all three conditions, and that participants in both the Holistic and Analytic
experimental groups demonstrated shorter reaction time and a higher level of accuracy in
responding to formulaic sequences (both semantically opaque and semantically
transparent) compared to the Control group. As other researchers have reported, this
outcome can indicate evidence for the holistic storage of formulaic items in learners’
minds, since the test subjects required less processing time for judging their grammatical
correctness.
The most interesting result in the grammaticality judgment task comes from the
semantic transparency condition. In spite of the lack of support for the study hypotheses
for the semantic transparency effect, the outcomes of this condition provided additional
support for the formulaicity effect for the two experimental groups.
The absence of significant differences between the two instructional approaches
can be attributed to several probable factors. It is possible that both experimental groups
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benefited from explicit presentation of the target formulaic sequences in their linguistic
input during the instructional treatment phase. Another explanation might be that adult
learners who are literate in their native language and who received formal instruction that
relies heavily on learning language through grammar rules cannot avoid analyzing the
linguistic input. Finally, adult ESL learners might possess a wide range of individual
differences, such as variations in individual cognitive styles (analytic vs. holistic
preferences of processing information), associative memory, foreign language aptitude,
and motivation. All of these areas provide fertile ground for further research into teaching
strategies that promote successful acquisition of formulaic language in second language
learners.
5.7

Implications of the Research Findings
In this section, a number of implications of the present study for ESL classrooms

and for current developments in Second Language Acquisition are provided.
The findings of this dissertation research have clear implications for second
language teaching specialists and their students. First, the results from this study highlight
the importance of explicit instruction in second language classrooms, particularly in
teaching formulaic sequences of different kinds. The study suggests that the use of
explicit instruction can lead participants to storing formulaic sequences as whole
lexicalized units in their minds, which in turn, can allow them to access whole chunks of
language in a fast and efficient manner.
A specific pedagogical implication that ESL learners will likely benefit from is
the use of the ‘noticing technique’ that seemed to be the driving force of the superior
performance on the grammaticality judgment task by the participants in the two
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experimental groups who had the target formulaic sequences identified in their linguistic
input through underlining and bold type, regardless of whether it was a key word or a
whole sequence. In this regard, the study confirmed the results of some previous studies
(Bishop, 2005; Boers, Eyckmans, Kappel, et al., 2006), thus adding strength to the claim
that in order for a language learner to acquire a form it has to be noticed (Schmidt, 1990).
In the present study, the use of analytic and holistic approaches in teaching
formulaic language was of great importance. Although the results of the study failed to
reveal which of the instructional approaches would create significant additional
facilitative effects in that regard, some marginal evidence was observed that compels the
researcher to suggest that if the ultimate goal of ESL learners is to achieve native-like
language competence and fluency, then they need to strive to acquire certain chunks of
language holistically, without attempting to analyze them.
A starting point for this type of work can be developing materials in which
learners are provided with formulaic sequences identified in them, similar to the
techniques used in the present study (see Appendices F and G for examples of such
materials).
Learners of all proficiency levels are likely to benefit from explicit instruction on
formulaic sequences. Thus, learners at a low level of English proficiency can be taught
basic communicative phrases, such as how are you, nice to meet you, can you do me a
favor. For more advanced learners, such types of formulaic sequences as idiomatic
expressions (hit the nail on the head, costs an arm and a leg, etc.), discourse organizers
(in my opinion, according to, etc.), and sentence frames (as far as + NP + Verb to be +
concerned, etc.) can be included in language-learning courses. The main criteria for
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selecting formulaic sequences appropriate for a certain level of proficiency can be their
length and frequency of occurrence in the discourse.
Alternatively, language teachers can utilize explicit strategies in general and
noticing techniques in particular to draw the attention of their students to multi-word
sequences in the existing instructional materials and to the benefits that acquisition of
such linguistic forms offers for successful language learning outcomes. Yet another route
in that direction would be for learners themselves to develop awareness of formulaic
language in their linguistic input and take advantage of the holistic nature of such
language forms in order to improve their own language competence and fluency.
Besides pedagogical implications, this study contributes to general linguistic
knowledge of formulaic sequences in the English language, theories of second language
acquisition, and theories of lexical access. Certainly, the contributions of this study are
very modest but nonetheless they provide confirmation to some of the theories described
in Chapter 2, and raise new questions that can be addressed in future work.
5.8

Strength and Limitations
The primary strength of the present study resides in the methodology that it

employed. The research design included a true experiment (through random assignment
of participants to one of three groups), which increases the credibility of the inferences
made from the results regarding cause-and-effect relationships between the independent
and dependent variables.
Another strong point of the study is in the generalizability of its findings as the
data are based on random sampling and the participant group is representative of adult
learners studying English as a second language in intensive English programs in U.S.
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universities. It also provides high credibility with many people who are in charge of
developing, administering and funding of various educational programs that involve ESL
learners.
It is also hoped that the present study makes some valuable contributions to
linguistic and pedagogical disciplines by testing and validating the theory of holistic
storage and processing of formulaic sequences through hypotheses that were constructed
before the data collection phase. A new contribution of the present study is that the
formulaicity effect that was observed in the two experimental groups brings explicit
approaches of teaching formulaic language into the domain of evidence-based practice.
Many precautions were taken to eliminate the confounding influence of many
variables in the selection of stimuli, in the research design and in the participant groups of
the study. Although study participants’ backgrounds were quite diverse with respect to
both L1 and to proficiency in the L2, random assignment of participants to groups
resulted in groups that did not differ substantially on any specific background
characteristic.
Finally, the study used quantitative research methods which provided precise,
numerical data. And the research results are relatively independent of the researcher’s
assumptions and bias. This is evident, for example, in the statistical significance of the
results, and the fact that not all hypothesized relationships received support from the data.
Though many steps were taken to control the outcomes of the study for many
extraneous factors, a number of issues might still have affected its results.
First, the study had a very small number of participants (six subjects per group),
and the level of their language proficiency might have been inadequate to the goals of the
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present study. As a result, participants did not demonstrate the production of any of the
target formulaic sequences in their oral and written responses. Likewise, the target
formulaic sequences might have been too difficult for the study participants to learn, or
the instructional sessions might not have been long or frequent enough to allow for such
learning to occur. Even unfamiliarity with the experimental procedure might have been a
contributing factor.
Another limitation of the study is the duration of the instructional phase (about
two months). An earlier start of data collection would have increased the time devoted to
instructional sessions.
In conclusion, the claims of the study would be greatly enhanced if it could be
replicated with a larger number of participants of different levels of language proficiency,
ages, and different language backgrounds.
5.9

Future Research
Because some of the hypotheses in the present research were not supported, future

research projects can investigate the reasons for the unexpected outcomes. For example,
in order to address the limitations of the present research, it could be replicated as a
longitudinal study with language learners of various levels of language proficiency, ages
and native-language background, and with different sets of stimuli.
Clearly, the research discussed in this dissertation indicates that it is important to
investigate in detail the instructional approaches that will lead to successful acquisition of
formulaic sequences in ESL learners. This, in turn, requires careful classroom research
and focusing on the subtle nuances of each of the instructional approaches, as well as on
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specific techniques, tasks and activities that promote holistic acquisition of the target
linguistic forms.
The findings of the recognition study also lead to an understanding of the
importance of developing specific instructional techniques that would steer learners away
from analyzing every element of their linguistic input. Testing and validating the
effectiveness of such techniques should be examined through further investigative work.
Finally, some of the data collected in this study could be examined further to
address additional research questions. For instance, the datasets created from participants’
oral and written responses may provide additional insights into the learners’ language
development, including the acquisition of various other formulaic sequences that were
not part of the list of the target sequences used in the present study but that frequently
appear in academic-style texts and ESL instructional materials. This investigation could
provide answers to such questions as (a) whether various instructional approaches
(especially the ones that used explicit teaching of formulaic sequences) made participants
more aware of the patterns in the target language and thus contributed to the acquisition
of other formulaic sequences, and (b) whether those formulaic sequences exhibit
evidence of holistic storage and processing.
5.10

Conclusion
The main purpose of the present empirical study was to explore whether and to

what extent different instructional approaches to teaching formulaic sequences will
influence the acquisition of various types of sequences by adult ESL learners. After the
instructional phase, the participants of the study did not demonstrate the target sequences
in their oral and written productions. Nevertheless, the two experimental groups (the
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Holistic approach and Analytic approach groups) were able to recognize the target
sequences in the grammaticality judgment task faster and more accurately than the
Control group, which was interpreted as indicative of the holistic storage and processing
of the target sequences in the minds of the experimental groups’ learners, and
subsequently the formulaicity effect was professed in the three different conditions of the
experiment. Overall these findings are very consistent and contribute to mounting
evidence of holistic storage and processing of formulaic sequences (Jiang & Nekrasova,
2007; Tremblay, Derwing, Libben, & Westbury, 2011). Therefore, it is hoped that
findings of this study will be useful for those scholars who work in the areas of Second
Language Acquisition and second language teaching, and subsequently benefit many
learners who strive to become proficient and successful users of English as a second
language.

151

Appendices
Appendix A: Participant Demographics ......................................................................... 155
Appendix B: Personal Background and Language Questionnaire .................................. 156
Appendix C: Participants’ English Language Learning Experience ............................. 157
Appendix D: Instructions for Evaluation of Semantic Transparency ............................. 159
Appendix E: Example of a Treatment Text for the Control Group ................................ 161
Appendix F: Example of a Treatment Text for the Analytic Approach Group .............. 162
Appendix G: Example of a Treatment Text for the Holistic Approach Group .............. 163
Appendix H: Example of a Gap-Filling Activity for the Control Group ........................ 164
Appendix I: Example of a Gap-Filling Activity for the Analytic Approach Group ....... 165
Appendix J: Example of a Gap-Filling Activity for the Holistic Approach Group ........ 166
Appendix K: Test Material for Pretest ............................................................................ 167
Appendix L: Test Material for Posttest ........................................................................... 168
Appendix M: List A of Experimental Sequences .......................................................... 170
Appendix N: List B of Experimental Sequences ........................................................... 171
Appendix O: Examples of the Presentation of Words in Glossaries .............................. 172
Appendix P: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Word Count Analysis for Oral Responses of the
Production Study................................................................................................. 173
Appendix Q: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Word Count Analysis for Written Responses of the
Production Study................................................................................................. 175
Appendix R: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Grammaticality, RT Measure ..... 177
152

Appendix S: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Grammaticality, ER Measure ..... 183
Appendix T: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Grammaticality, RT Measure.......... 188
Appendix U: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Grammaticality, ER Measure.......... 194
Appendix V: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Formulaicity, RT Measure ......... 200
Appendix W: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Formulaicity, ER Measure ......... 205
Appendix X: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Formulaicity, RT Measure .............. 209
Appendix Y: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Formulaicity, ER Measure .............. 215
Appendix Z: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Semantic Transparency, RT
Measure ............................................................................................................... 220
Appendix AA: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Semantic Transparency, ER
Measure ............................................................................................................... 225
Appendix AB: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Semantic Transparency, RT
Measure ............................................................................................................... 231
Appendix AC: Statistical output from SPSS for Two-Factor ANOVA with repeated
153

measures on one factor, Item Analysis for Semantic Transparency, ER
Measure ............................................................................................................... 235

154

Appendix A: Participant Demographics
Key: M = Male participant; F = Female participant
Participant
Number
A
B
C
D
E
F
G
H
I
J
K
L
M
N
O
P
Q
R

Gender
M
F
F
M
M
F
M
F
M
M
M
M
F
M
M
M
F
F

Age Country of
Origin
19 Brazil
21 Brazil
19 Brazil
22 South Korea
19 China
20 Brazil
24 Saudi Arabia
21 Brazil
21 China
21 Brazil
21 Brazil
27 Japan
20 Brazil
24 Brazil
25 Brazil
22 Japan
23 Japan
23 Mexico
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Native
Language
Portuguese
Portuguese
Portuguese
Korean
Chinese
Portuguese
Arabic
Portuguese
Chinese
Portuguese
Portuguese
Japanese
Portuguese
Portuguese
Portuguese
Japanese
Japanese
Spanish

Other Spoken
Languages
No
No
No
No
No
No
No
No
No
No
No
No
German (some)
No
Spanish (some)
No
No
No

Appendix B: Personal and Language Background Questionnaire
Personal and Language Background Questionnaire
1. Participant Number _____________________________________________________
2. Age __________________________________________________________________
3. What country are you from? ______________________________________________
4. What is (are) your native language(s)? ______________________________________
5. Besides English, what other language(s) do you speak? _________________________
6. How old were you when you were first exposed to English? _____________________
7. Where did you learn it? (e.g., at school/at home) ______________________________
8. What country (countries) did you learn English in? ____________________________
9. Did you speak English with anyone in that country or countries? If so, with whom and
how frequently? _________________________________________________________
10. How long did you study English before coming to the US? __ year(s) __month(s)
11. How did you learn it? (e.g., through reading, writing, speaking, listening, or other
methods)________________________________________________________________
12. Do other people in your family (in your home country or in the US) speak English?
Who?___________________________________________________________________
13. When did you first come to the US? (e.g., July 2013) __________________________
14. How long have you lived in the US? ___________ year(s) ______ month(s)
15. How long have you studied English in the US? ________year(s) _____ month(s)
16. What language do you predominantly use during the day? Provide detailed
information.______________________________________________________________
________________________________________________________________________
17. Do you use English outside CELAC? How often? With whom? Explain.
________________________________________________________________________
________________________________________________________________________
18. How proficient are you in English? (e.g., beginning, intermediate, fluent)
________________________________________________________________________
19. Which class level at CELAC at UNM are you currently enrolled in? (Lowintermediate, Intermediate, High-intermediate, Advanced, or Academic Bridge)________
20. What is your highest level of education? (e.g., high school, some college, completed
undergraduate/graduate program at a university) ________________________________
21. How many years did you attend school and university in your country? ______year(s)
22. Are you aware of any language or speech impairment you might have? (Yes or No) _
23. Are you aware of any hearing impairment you might have? (Yes or No) __________
Thank you for providing this information!
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Appendix C: Participants’ English Language Learning Experience
Participant
Number
A

Age when
first
exposed to
English
(years)
8

Years of
formal
English
Instruction
8.5

Method of
learning
English

Time
spent in
the U.S.
(months)

Selfreported
level of
proficiency

Level
enrolled at
CELAC

1

Dominant
language
outside
CELAC
L1

writing

Beginning

LowIntermediate

B

18

1.5

reading,
writing,
speaking,
listening
reading,
writing,
speaking,
listening
reading,
listening
listening
to music
and
learning
words
reading,
writing,
speaking,
listening
grammar

1

L1

Beginning

LowIntermediate

C

8

1

1

L1

Beginning

LowIntermediate

D

13

9

1

L1

Beginning

LowIntermediate

E

6

13

1

L2

Beginning

LowIntermediate

F

7

1

1

L1

Intermediate

HighIntermediate

G

13

11

23

L1

Intermediate

Intermediate

H

13

4

reading,
writing
reading,
writing,
speaking,
listening
reading,
writing,
speaking,
listening
and
games

1

L1

Intermediate

Intermediate

I

12

9

1

L2

Beginning

LowIntermediate

J

13

2

1

L1

Intermediate

LowIntermediate
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Participant
Number
K

Age when
first
exposed to
English
(years)
8

Years of
formal
English
Instruction
3

L

1

0.5

M

14

2

N

16

1.2

O

16

0.5

P

12

5

Q

12

5

R

10

6

Method of
learning
English

Time
spent in
the U.S.
(months)

Selfreported
level of
proficiency

Level
enrolled at
CELAC

1

Dominant
language
outside
CELAC
L1

reading,
writing,
speaking,
listening
(movies,
music),
research
reading,
writing,
speaking,
listening
reading,
writing,
listening
reading,
writing
speaking,
listening
listening
to others
reading,
writing,
grammar
writing

HighIntermediate

HighIntermediate

4

L1

Intermediate

HighIntermediate

1

L1

Beginning

LowIntermediate

1

L1

Beginning

LowIntermediate

11

L2

Intermediate

LowIntermediate

2

L1

Beginning

LowIntermediate

1

L1

Beginning

LowIntermediate

4

L1

Intermediate

Intermediate
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Appendix D: Instructions for Evaluation of Semantic Transparency
Note: This is page one from the Instructions.
Evaluation of Semantic Transparency of Formulaic Sequences
Instructions
Formulaic sequences form a continuum as far as semantic transparency is concerned,
from totally transparent to totally opaque. For each phrase decide whether the phrase has
LITERAL, METAPHORICAL, or IDIOMATIC meaning/reading.
1. LITERAL (L) = semantically transparent
2. METAPHORS (M)= semantically semi-transparent/semi-opaque
3. IDIOMS (I) = semantically opaque
(L) Literal meaning – the overall meaning of the phrase bears the actual meaning of its
constituent words, e.g. to write a letter, as soon as possible.
(M) Metaphors – can be interpreted metaphorically, some elements of the phrase are
figurative in nature, e.g. time flies, life is a journey.
(I) Idioms – when the overall meaning of the phrase cannot be deduced/guessed from its
constituent elements, i.e. metaphorical link is broken, e.g. kick the bucket, tit for tat.
Formulaic Sequences
1.

Out of the question

2.

After the fact

3.

For all that

4.

For the use of

5.

Without a doubt

6.

In comparison with

7.

Out of the blue

8.

In a flash

9.

In good shape

10.

Type (L, M, I)

In no time
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Formulaic Sequences
11.
12.
13.
14.
15.

Type (L, M, I)

Rule of thumb
Off the air
To a certain extent
Bits and pieces
In the spotlight
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Appendix E: Example of a Treatment Text for the Control Group

Studying Abroad
It goes without saying that studying abroad is a great way to learn new languages and
make new friends. Here is some food for thought on educational and personal benefits for those
who are still on the fence about studying abroad.
First, you can meet a large number of people from different countries, which can make
you more open-minded toward new cultures and ideas. What is more, getting a better job in the
future will be a piece of cake because many companies hire people who have experience
travelling abroad and can speak a foreign language. Last but not least, it will make you more selfconfident and raise your self-esteem. And these benefits are just the tip of the iceberg. Studying
abroad will change your life.
Many people go abroad to study English. When you first arrive, it can be difficult, to a
certain extent, to hear only English and do your own shopping and get around the city, but this is
the best way to improve your language skills in no time.
Some students studying abroad miss their window of opportunity to learn to speak
English well because they make friends with other students from their country, so they spend too
much time speaking their native language instead of learning English. That is just a recipe for
disaster. A good rule of thumb is to make friends with other English-speaking people, and interact
with them as much as possible.
By the same token, some people are afraid to make mistakes when they speak English, so
they don’t try to speak it too often. You shouldn’t worry about that. People around you will not
laugh if you say something wrong. They are usually very friendly and pleased that you are trying
to learn their language and will help you improve it. Bear in mind that the best way to learn a
language is to practice speaking it.
Besides academic studies, your school will probably offer many extra-curricular
activities, such as trips to museums, theaters and concerts, sporting events and dances. So, don’t
study too hard. Give yourself some fun time, but try to have fun their way, and studying abroad
will be, without a doubt, a wonderful experience! [368 words]
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Appendix F: Example of a Treatment Text for the Analytic Approach Group

Studying Abroad
It goes without saying that studying abroad is a great way to learn new languages and
make new friends. Here is some food for thought on educational and personal benefits for those
who are still on the fence about studying abroad.
First, you can meet a large number of people from different countries, which can make
you more open-minded toward new cultures and ideas. What is more, getting a better job in the
future will be a piece of cake because many companies hire people who have experience
travelling abroad and can speak a foreign language. Last but not least, it will make you more
self-confident and raise your self-esteem. And these benefits are just the tip of the iceberg.
Studying abroad will change your life.
Many people go abroad to study English. When you first arrive, it can be difficult, to a
certain extent, to hear only English and do your own shopping and get around the city, but this is
the best way to improve your language skills in no time.
Some students studying abroad miss their window of opportunity to learn to speak
English well because they make friends with other students from their country, so they spend too
much time speaking their native language instead of learning English. That is just a recipe for
disaster. A good rule of thumb is to make friends with other English-speaking people, and
interact with them as much as possible.
By the same token, some people are afraid to make mistakes when they speak English,
so they don’t try to speak it too often. You shouldn’t worry about that. People around you will
not laugh if you say something wrong. They are usually very friendly and pleased that you are
trying to learn their language and will help you improve it. Bear in mind that the best way to
learn a language is to practice speaking it.
Besides academic studies, your school will probably offer many extra-curricular
activities, such as trips to museums, theaters and concerts, sporting events and dances. So, don’t
study too hard. Give yourself some fun time, but try to have fun their way, and studying abroad
will be, without a doubt, a wonderful experience! [368 words]
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Appendix G: Example of a Treatment Text for the Holistic Approach Group

Studying Abroad
It goes without saying that studying abroad is a great way to learn new languages and
make new friends. Here is some food for thought on educational and personal benefits for those
who are still on the fence about studying abroad.
First, you can meet a large number of people from different countries, which can make
you more open-minded toward new cultures and ideas. What is more, getting a better job in the
future will be a piece of cake because many companies hire people who have experience
travelling abroad and can speak a foreign language. Last but not least, it will make you more
self-confident and raise your self-esteem. And these benefits are just the tip of the iceberg.
Studying abroad will change your life.
Many people go abroad to study English. When you first arrive, it can be difficult, to a
certain extent, to hear only English and do your own shopping and get around the city, but this
is the best way to improve your language skills in no time.
Some students studying abroad miss their window of opportunity to learn to speak
English well because they make friends with other students from their country, so they spend too
much time speaking their native language instead of learning English. That is just a recipe for
disaster. A good rule of thumb is to make friends with other English-speaking people, and
interact with them as much as possible.
By the same token, some people are afraid to make mistakes when they speak English,
so they don’t try to speak it too often. You shouldn’t worry about that. People around you will
not laugh if you say something wrong. They are usually very friendly and pleased that you are
trying to learn their language and will help you improve it. Bear in mind that the best way to
learn a language is to practice speaking it.
Besides academic studies, your school will probably offer many extra-curricular
activities, such as trips to museums, theaters and concerts, sporting events and dances. So, don’t
study too hard. Give yourself some fun time, but try to have fun their way, and studying abroad
will be, without a doubt, a wonderful experience! [365 words]
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Appendix H: Example of a Gap-Filling Activity for the Control Group
Studying Abroad
Fill in the blanks with missing words:
native

benefits
interact

mistakes

country

improve

students

companies

around

sporting

experience

wonderful

laugh

difficult

change abroad learning

people

It goes without saying that studying abroad is a great way to learn new languages and
make new friends. Here is some food for thought on educational and personal _______________
for those who are still on the fence about studying ______________.
First, you can meet a large number of _______________ from different countries, which
can make you more open-minded toward new cultures and ideas. What is more, getting a better
job in the future will be a piece of cake because many _______________ hire people who have
_______________ travelling abroad and can speak a foreign language. Last but not least, it will
make you more self-confident and raise your self-esteem. And these benefits are just the tip of
the iceberg. Studying abroad will _______________ your life.
Many people go abroad to study English. When you first arrive, it can be
_______________, to a certain extent, to hear only English and do your own shopping and get
_______________ the city, but this is the best way to improve your language skills in no time.
Some ________________ studying abroad miss their window of opportunity to learn to
speak English well because they make friends with other students from their_______________,
so they spend too much time speaking their _______________ language instead of
_______________ English. That is just a recipe for disaster. A good rule of thumb is to make
friends with other English-speaking people, and _______________ with them as much as
possible.
By the same token, some people are afraid to make _______________ when they speak
English, so they don’t try to speak it too often. You shouldn’t worry about that. People around
you will not ______________ if you say something wrong. They are usually very friendly and
pleased that you are trying to learn their language and will help you _______________ it. Bear in
mind that the best way to learn a language is to practice speaking it.
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Appendix I: Example of a Gap-Filling Activity for the Analytic Approach Group
Studying Abroad
Fill in the blanks with missing words:
fence

recipe

extent

doubt

token

piece

more

goes

window

bear

food

tip

time

rule

last

It

without saying that studying abroad is a great way to learn new languages

and make new friends. Here is some

for thought on educational and personal

benefits for those who are still on the

about studying abroad.

First, you can meet a large number of people from different countries, which can make
you more open-minded toward new cultures and ideas. What is
job in the future will be a

, getting a better

of cake because many companies hire people who have

experience travelling abroad and can speak a foreign language.

but not least, it

will make you more self-confident and raise your self-esteem. And these benefits are just the
of the iceberg. Studying abroad will change your life.
Many people go abroad to study English. When you first arrive, it can be difficult, to a
certain

, to hear only English and do your own shopping and get around the

city, but this is the best way to improve your language skills in no
Some students studying abroad miss their

.
of opportunity to learn

to speak English well because they make friends with other students from their country, so they
spend too much time speaking their native language instead of learning English. That is just a
for disaster. A good

of thumb is to make friends with

other English-speaking people, and interact with them as much as possible.
By the same

, some people are afraid to make mistakes when they

speak English, so they don’t try to speak it too often. You shouldn’t worry about that. People
around you will not laugh if you say something wrong. They are usually very friendly and
pleased that you are trying to learn their language and will help you improve it.
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Appendix J: Example of a Gap-Filling Activity for the Holistic Approach Group
Studying Abroad
Fill in the blanks with missing phrases:
what is more

to a certain extent

it goes without saying

a piece of cake

rule of thumb

bear in mind that

window of opportunity

on the fence

tip of the iceberg

food for thought

in no time

without a doubt

last but not least

a recipe for disaster

by the same token

_________________________________that studying abroad is a great way to learn new
languages and make new friends. Here is some __________________________ on educational
and personal benefits for those who are still ______________________ about studying abroad.
First, you can meet a large number of people from different countries, which can make
you more open-minded toward new cultures and ideas. __________________________, getting
a better job in the future will be ______________________________ because many companies
hire people who have experience travelling abroad and can speak a foreign language.
____________________________, it will make you more self-confident and raise your selfesteem. And these benefits are just the _________________________________. Studying
abroad will change your life.
Many people go abroad to study English. When you first arrive, it can be difficult,
__________________________, to hear only English and do your own shopping and get around
the city, but this is the best way to improve your language skills _________________________.
Some students studying abroad miss their ____________________________________
to learn to speak English well because they make friends with other students from their country,
so they spend too much time speaking their native language instead of learning English. That is
just____________________________. A good _________________________ is to make friends
with other English-speaking people, and interact with them as much as possible.
________________________________, some people are afraid to make mistakes when
they speak English, so they don’t try to speak it too often. You shouldn’t worry about that.
People around you will not laugh if you say something wrong.
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Appendix K: Test Material for Pretest
Note: In the text presented to the participants, the target formulaic sequences were not
identified. Here the target formulaic sequences are shown for the demonstration purpose.
Facebook Addiction
It goes without saying that Facebook has become a big part of everyday life, and many
people see it as a common daily activity, like eating or sleeping. In no time, it has changed the
idea of social networking and communication in the modern world.
There are a number of factors that contribute to Facebook’s extreme popularity. First of
all, it is based on such traits of human character as interest in other people and self-obsession.
Second, it has become a trusted place for sharing your “everything” with friends and even the
world. Last but not least, with over a billion users it’s hard to find people who are not on
Facebook.
There is even a term, for crying out loud, for those who have a chronic and
uncontrollable dependence on Facebook. It’s called Facebook Addiction Disorder (FAD).
Due to the fact that FAD is a fairly new concept and published research on it is limited,
many health professionals reject the idea of FAD altogether, but some experts say it’s no
laughing matter because as many as 10 percent of Facebook users can be considered addicted.
As an illustration, if you can’t live a day without checking Facebook at least several
times, if you go online planning to spend 15-20 minutes, but keep spending several hours, then,
without a doubt, you are a Facebook addict. By the same token, if your social and fun activities
are next to nothing because you spend most of your time on Facebook, you have FAD.
In spite of this, many parents are not sure about limiting their children’s time on social
networking sites, such as Facebook. If teenagers struggle socially, some parents believe any
human interaction, even on Facebook, is better than none.
What is more, some people argue that Facebook can also provide opportunities for fun
and social interaction that are, to a certain extent, important to overall health of a person. Bear
in mind that the key to healthy Facebook usage is, of course, moderation.
To sum up, Facebook users should be aware of its addictive nature. The rule of thumb
is that Facebook should be used with care and infrequently. [359 words]
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Appendix L: Test Material for Posttest
Note: In the text presented to the participants, the target formulaic sequences were not
identified. Here the target formulaic sequences are shown for the demonstration purpose.
Cell Phones
Mobile technology has changed our lives in no time. As an illustration, cell phones
offer us an easy access to information, entertainment and communication. Due to the fact that
they are inexpensive, to a certain extent, almost everyone carries a cell phone, including young
children.
Their ease of use makes using cell phones a piece of cake. Cell phones are not just used
for communications anymore. Even the most inexpensive models of cell phones have many
different features. You can send e-mails and text messages, take pictures and share them with the
rest of the world.
What is more, modern cell phones, also called smartphones, are multimedia devices.
They have been transformed into entertainment devices. You can play games, watch TV and
movies, listen to music and search the internet. You can never be bored. Without a doubt, cell
phones can be very useful if you are late to work, or when you have an emergency.
In spite of this, for many people cell phones and their users are no laughing matter.
Here is some food for thought.
Forty per cent of young adults admit using their cell phones for more than four hours a
day. That is a recipe for disaster! Since cell phone addicts, unlike smokers or drug addicts, don’t
show any serious physical symptoms of their addictive use of cell phones, this problem goes
unnoticed by others. However, bear in mind that cell phone addicts are seriously affected at the
psychological level. Turning their cell phones off causes them anxiety, irritability, sleep disorders
and even sleeplessness.
By the same token, using a cell phone while driving a car can be very dangerous, not
just for those who use the phone, but also for other people on the road. People should avoid using
cell phones while driving at all costs.
Last but not least, some people can be very rude, talking loudly on their cell phones
when in public. Cell phones in movie theatres and restaurants should be banned, for crying out
loud!
The usefulness of the cell phone will continue to grow. But with all the fun that cell
phones offer for us, we should not reduce real conversations with people to next to nothing.
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Remember to turn off your phone sometimes! You can live without it. At least for a little while.
[386 words]
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Appendix M: List A of Experimental Sequences
1. a number of factors

21. in charge of this

2. children easy more

22. it have always my

3. as an illustration

23. to a significant extent

4. than difficult me

24. try corner on

5. bear in mind that

25. to mess up

6. smile doctor because

26. at make all picture

7. due to the fact

27. work is more

8. read behind exactly

28. seven eat book

9. in no time

29. without a card

10. car he take

30. of student boring

11. a piece of cake

31. on the carpet

12. morning the in stop

32. house in little

13. by the same token

33. formula for disaster

14. watch green a mine

34. by need promise

15. food for thought

35. angle of thumb

16. in wake real

36. water tree the

17. next to nothing

37. peak of the iceberg

18. box over ten

38. small paint on she

19. at all costs

39. waste of opportunity

20. up teacher never

40. the try head
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Appendix N: List B of Experimental Sequences
1. in spite of this

21. a number of countries

2. children easy more

22. it have always my

3. to a certain extent

23. as an advocate

4. than difficult me

24. try corner on

5. to sum up

25. vision in mind that

6. smile doctor because

26. at make all picture

7. what is more

27. respond to the fact

8. read behind exactly

28. seven eat book

9. without a doubt

29. in no place

10. car he take

30. of student boring

11. on the fence

31. a plate of cake

12. morning the in stop

32. house in little

13. recipe for disaster

33. by the same builder

14. watch green a mine

34. by need promise

15. rule of thumb

35. food for everyone

16. in wake real

36. water tree the

17. tip of the iceberg

37. next to London

18. box over ten

38. small paint on she

19. window of opportunity

39. at all sides

20. up teacher never

40. the try head
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Appendix O: Examples of the Presentation of Words in Glossaries
Glossary for Group A (Control Group)
piece – part, small portion
cake – baked treat
to balance – to make equal, the same
laugh – to show amusement, good humour
matter – thing
to allow – to give permission
to take care – to give time and attention to somebody
elderly – people of old age

Glossary for Group B (Analytic Approach Group)
piece – part, small portion
cake – baked treat
to balance – to make equal, the same
laugh – to show amusement, good humour
matter – thing
to allow – to give permission
to take care – to give time and attention to somebody
elderly – people of old age

Glossary for Group C (Holistic Approach Group)
a piece of cake – easy
to balance – to make equal, the same
no laughing matter – something serious
to allow – to give permission
to take care – to give time and attention to somebody
elderly – people of old age
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Appendix P: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Word Count Analysis for Oral Responses of the Production
Study
General Linear Model
Descriptive Statistics

Oral Pretest

Oral Posttest

Group

Mean

Std. Deviation

N

Control

231.67

82.063

6

Analytic

157.00

54.674

6

Holistic

254.17

101.649

6

Total

214.28

87.892

18

Control

298.50

71.657

6

Analytic

232.67

70.922

6

Holistic

291.33

119.944

6

Total

274.17

90.232

18

Box's Test of Equality of Covariance Matricesa
Box's M

7.171

F

.964

df1

6

df2

5607.692

Sig.

.448

Tests of Within-Subjects Effects
Measure: MEASURE_1
Obser
Type III

Partial

Sum of
Source

Mean

Squares

Type of

Sphericity

Test

Assumed

df

32280.11
1

Square

1 32280.111

173

Eta
F

Sig. Squared

22.67 .00
4

0

.602

Noncent.

ved

Paramete Power
r
22.674

a

.993

Lower-

32280.11 1.00

bound
Type of

Sphericity

Test *

Assumed

Group

Lower-

Sphericity

(Type of

Assumed

Test)

Lower-

0

2440.389

2

2440.389

bound
Error

1

32280.111

2.00
0

21354.50

15

0

0

4

1220.194

.857

1220.194

.857

0
.44
4
.44
4

.602

22.674

.993

.103

1.714

.170

.103

1.714

.170

1423.633

21354.50 15.0

bound

22.67 .00

1423.633

00

a. Computed using alpha = .05
Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Oral Pretest

.743

2

15

.492

Oral Posttest

1.091

2

15

.361

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III

Partial

Sum of
Source

Squares

Mean
df

Eta

Square

F

Sig.

Noncent. Observed

Squared Parameter

Powera

Intercept 2147201.778

1 2147201.778 159.697

.000

.914

159.697

1.000

Group

44259.389

2

22129.694

.226

.180

3.292

.293

Error

201681.833

15

13445.456

1.646

a. Computed using alpha = .05
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Appendix Q: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Word Count Analysis for Written Responses of the
Production Study
General Linear Model
Descriptive Statistics
Group
Written Pretest

Written Posttest

Mean

Std. Deviation

N

Control

109.33

17.996

6

Analytic

113.33

49.286

6

Holistic

121.00

38.915

6

Total

114.56

35.776

18

Control

120.67

31.303

6

Analytic

152.33

59.068

6

Holistic

141.50

40.238

6

Total

138.17

44.423

18

Box's Test of Equality of Covariance Matricesa
Box's M

7.037

F

.946

df1

6

df2

5607.692

Sig.

.461

Tests of Within-Subjects Effects
Measure: MEASURE_1
Type III

Partial

Sum of
Source

Squares

Type of

Sphericity

Test

Assumed

5017.361

Mean
df

Square

Eta
F

Sig. Squared Parameter Powera

1 5017.361 7.628 .015
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Noncent. Observed

.337

7.628

.733

Lowerbound
Type of

Sphericity

Test *

Assumed

Group

Lowerbound

Error (TypeSphericity
of Test)

5017.361 1.000 5017.361 7.628 .015

.337

7.628

.733

1191.722

2 595.861 .906 .425

.108

1.812

.177

1191.722 2.000 595.861 .906 .425

.108

1.812

.177

9866.417

Assumed
Lower-

15 657.761

9866.417 15.000 657.761

bound

a. Computed using alpha = .05
Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Written Pretest

3.333

2

15

.063

Written Posttest

.716

2

15

.505

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III
Sum of
Source

Squares

Mean
df

Square

F

Sig.

Partial Eta

Noncent.

Observed

Squared

Parameter

Powera

Intercept 574816.694

1574816.694 205.730

.000

.932

205.730

1.000

Group

2338.389

2

1169.194

.666

.053

.837

.105

Error

41910.417

15

2794.028

.418

a. Computed using alpha = .05
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Appendix R: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Grammaticality, RT measure
General Linear Model
Descriptive Statistics
Group

Mean

Std. Deviation

N

Grammatical

Control

2413.5612

296.77201

6

Sequences

Analytic

1930.4826

496.82773

6

Holistic

1524.2889

351.27135

6

Total

1956.1109

524.11505

18

Ungrammatical

Control

2581.5438

275.57867

6

Sequences

Analytic

2387.0947

565.36319

6

Holistic

2186.4783

604.67229

6

Total

2385.0389

501.42777

18

Box's Test of Equality of Covariance Matricesa
Box's M

19.347

F

2.600

df1

6

df2

5607.692

Sig.

.016

Tests of Within-Subjects Effects
Measure: MEASURE_1
Partial

Source
Sequence

Type III

Eta

Sum of

Squar

Squares

df

Mean Square

F

Sig.

ed

Sphericity Assumed

1655813.218

1 1655813.218 37.251 .000

.713

Lower-bound

1655813.218

1.000 1655813.218 37.251 .000

.713

Sequence * Sphericity Assumed

369809.525

2

184904.762

4.160 .037

.357

Group

369809.525

2.000

184904.762

4.160 .037

.357

Greenhouse-Geisser

177

Huynh-Feldt

369809.525

2.000

184904.762

4.160 .037

.357

Lower-bound

369809.525

2.000

184904.762

4.160 .037

.357

Error(Sequ Sphericity Assumed

666760.561

15

44450.704

ence)

Greenhouse-Geisser

666760.561 15.000

44450.704

Huynh-Feldt

666760.561 15.000

44450.704

Lower-bound

666760.561 15.000

44450.704

Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Grammatical Sequences

1.050

2

15

.374

Ungrammatical Sequences

1.945

2

15

.177

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Partial Eta
Source
Intercept

Type III Sum of Squares df

Mean Square

F

Sig.

Squared

169610237.776

1

169610237.776

468.468

.000

.969

Group

2476785.571

2

1238392.786

3.420

.060

.313

Error

5430792.969

15

362052.865

Estimated Marginal Means
1. Group
Estimates
Measure: MEASURE_1
95% Confidence Interval
Group

Mean

Std. Error Lower Bound Upper Bound

Control

2497.552

173.698

2127.323

2867.781

Analytic

2158.789

173.698

1788.560

2529.018

Holistic

1855.384

173.698

1485.155

2225.613

Pairwise Comparisons

178

Measure: MEASURE_1
95% Confidence
Interval for Differenceb

Mean
Difference
Sig.b

Upper

Bound

Bound

(I) Group

(J) Group

(I-J)

Control

Analytic

338.764

245.646

.188

-184.819

862.347

Holistic

642.169*

245.646

.020

118.586

1165.752

Control

-338.764

245.646

.188

-862.347

184.819

Holistic

303.405

245.646

.236

-220.178

826.988

Control

-642.169*

245.646

.020

-1165.752

-118.586

Analytic

-303.405

245.646

.236

-826.988

220.178

Analytic

Holistic

Std. Error

Lower

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

2. Group * Sequence
Estimates
Measure: MEASURE_1
95% Confidence Interval
Group

Sequence

Control

1

2413.561

159.566

2073.455

2753.668

2

2581.544

205.644

2143.225

3019.863

1

1930.483

159.566

1590.376

2270.589

2

2387.095

205.644

1948.776

2825.414

1

1524.289

159.566

1184.182

1864.396

2

2186.478

205.644

1748.159

2624.797

Analytic

Holistic

Mean

Std. Error Lower Bound Upper Bound

Pairwise Comparisons
Measure: MEASURE_1
Mean

Sequence

(I) Group

(J) Group

95% Confidence

Difference

Std.

(I-J)

Error
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Interval for
Sig.b

Differenceb

Grammatical

Control

Sequences
Analytic

Holistic

Lower

Upper

Bound

Bound

Analytic

483.079* 225.660 .049

Holistic

889.272* 225.660 .001

Control

-483.079* 225.660 .049

-964.062

-2.095

Holistic

406.194 225.660 .092

-74.790

887.177

2.095

964.062

408.289 1370.256

-889.272* 225.660 .001 -1370.256 -408.289

Control
Analytic

-406.194 225.660 .092

-887.177

74.790

Ungrammatical Control

Analytic

194.449 290.824 .514

-425.428

814.326

Sequences

Holistic

395.065 290.824 .194

-224.811 1014.942

Control

-194.449 290.824 .514

-814.326

425.428

Holistic

200.616 290.824 .501

-419.260

820.493

Control

-395.065 290.824 .194 -1014.942

224.811

Analytic

-200.616 290.824 .501

419.260

Analytic

Holistic

-820.493

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

3. Group * Sequence
Estimates
Measure: MEASURE_1
95% Confidence Interval
Group

Sequence

Control

Grammatical

2413.561

159.566

2073.455

2753.668

Ungrammatical

2581.544

205.644

2143.225

3019.863

Grammatical

1930.483

159.566

1590.376

2270.589

Ungrammatical

2387.095

205.644

1948.776

2825.414

Grammatical

1524.289

159.566

1184.182

1864.396

Ungrammatical

2186.478

205.644

1748.159

2624.797

Analytic

Holistic

Mean

Std. Error Lower Bound Upper Bound
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Pairwise Comparisons
Measure: MEASURE_1
95% Confidence
Interval for
Differenceb

Mean
Differenc

Std.

Upper

Bound

Bound

(I) Sequence

(J) Sequence

e (I-J)

Control

Grammatical

Ungrammatical

-167.983 121.725 .188 -427.433

Analytic Grammatical

Ungrammatical

Ungrammatical Grammatical
Holistic

Grammatical

Ungrammatical

Ungrammatical Grammatical

Sig.

Lower

Group

Ungrammatical Grammatical

Error

b

167.983 121.725 .188

91.468

-91.468

427.433

-456.612* 121.725 .002 -716.062 -197.162
456.612* 121.725 .002

197.162

716.062

-662.189* 121.725 .000 -921.639 -402.739
662.189* 121.725 .000

402.739

921.639

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Post Hoc Tests
Group
Multiple Comparisons
Measure: MEASURE_1
LSD
95% Confidence
Interval

Mean
Difference
(I) Group

(J) Group

Control

Analytic

Analytic

Holistic

(I-J)

Lower

Upper

Bound

Bound

Std. Error

Sig.

338.7638

245.64638

.188

Holistic

642.1689*

245.64638

.020

Control

-338.7638

245.64638

.188

-862.3467

184.8190

Holistic

303.4050

245.64638

.236

-220.1778

826.9879

Control

-642.1689*

245.64638

.020 -1165.7517

-118.5860

Analytic

-303.4050

245.64638

.236

181

-184.8190

862.3467

118.5860 1165.7517

-826.9879

220.1778

Based on observed means.
The error term is Mean Square(Error) = 181026.432.
*. The mean difference is significant at the .05 level.

Profile Plots
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Appendix S: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Grammaticality, ER measure
General Linear Model
Descriptive Statistics
Group
Grammatical Sequences

Ungrammatical Sequences

Mean

Std. Deviation

N

Control

.2740

.14531

6

Analytic

.1021

.08542

6

Holistic

.1073

.09509

6

Total

.1611

.13329

18

Control

.3343

.15970

6

Analytic

.2362

.14501

6

Holistic

.2653

.13871

6

Total

.2786

.14539

18

Box's Test of Equality of Covariance Matricesa
Box's M

4.513

F

.607

df1

6

df2

5607.692

Sig.

.725

Tests of Within-Subjects Effects
Measure: MEASURE_1
Type III Sum
Source
Sequence

of Squares

Mean
df

Square

Partial Eta
F

Sig.

Squared

Sphericity Assumed

.124

1

.124 6.921

.019

.316

Lower-bound

.124

1.000

.124 6.921

.019

.316

Sequence * Sphericity Assumed

.016

2

.008

.434

.656

.055

Group

Lower-bound

.016

2.000

.008

.434

.656

.055

Error

Sphericity Assumed

.269

15

.018

.269 15.000

.018

(Sequence) Lower-bound
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Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Grammatical Sequences

.815

2

15

.461

Ungrammatical Sequences

.036

2

15

.965

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III Sum
Source
Intercept

of Squares

Partial Eta
df

Mean Square

F

Sig.

Squared

1.740

1

1.740

105.701

.000

.876

Group

.130

2

.065

3.938

.042

.344

Error

.247

15

.016

Estimated Marginal Means

1. Group
Measure: MEASURE_1
95% Confidence Interval
Group

Mean

Std. Error

Lower Bound

Upper Bound

Control

.304

.037

.225

.383

Analytic

.169

.037

.090

.248

Holistic

.186

.037

.107

.265

2. Group * Sequence
Measure: MEASURE_1
95% Confidence Interval
Lower
Group

Sequence

Mean

Control

Grammatical

.274

.046

.177

.371

Ungrammatical

.334

.060

.205

.463
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Std. Error

Bound

Upper Bound

Analytic

Holistic

Grammatical

.102

.046

.005

.199

Ungrammatical

.236

.060

.107

.365

Grammatical

.107

.046

.010

.204

Ungrammatical

.265

.060

.137

.394

Post Hoc Tests
Group
Multiple Comparisons
Measure: MEASURE_1
LSD
Mean

95% Confidence Interval

Difference

Std.

(I-J)

Error

(I) Group

(J) Group

Control

Analytic

.1350* .05239 .021

.0234

.2467

Holistic

.1179* .05239 .040

.0062

.2295

Control

-.1350* .05239 .021

-.2467

-.0234

Holistic

-.0172 .05239 .748

-.1288

.0945

Control

-.1179* .05239 .040

-.2295

-.0062

.0172 .05239 .748

-.0945

.1288

Analytic

Holistic

Analytic

Sig. Lower Bound Upper Bound

Based on observed means.
The error term is Mean Square(Error) = .008.
*. The mean difference is significant at the .05 level.

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence Interval for

Mean
Difference Std.

Differenceb

(I)

(J)

Sequence

Group

Group

Grammatical

Control Analytic

.172*

.065 .018

.034

.309

Holistic

.167*

.065 .021

.029

.304

Analytic Control

-.172*

.065 .018

-.309

-.034

Holistic

-.005

.065 .938

-.143

.132

Error Sig.b

(I-J)
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Lower Bound

Upper Bound

-.167*

.065 .021

-.304

-.029

Analytic

.005

.065 .938

-.132

.143

Ungrammatical Control Analytic

.098

.085 .269

-.084

.280

Holistic

.069

.085 .432

-.113

.251

Analytic Control

-.098

.085 .269

-.280

.084

Holistic

-.029

.085 .738

-.211

.153

Holistic Control

-.069

.085 .432

-.251

.113

.029

.085 .738

-.153

.211

Holistic Control

Analytic

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence Interval
for Differencea

Mean
Difference Std.
Group

(I) Sequence

Control Grammatical

(J) Sequence
Ungrammatical

(I-J)

Ungrammatical

Ungrammatical

Bound

Bound

.077 .448

-.225

.105

.060

.077 .448

-.105

.225

-.134

.077 .104

-.299

.031

.134

.077 .104

-.031

.299

-.158

.077 .059

-.323

.007

.158

.077 .059

-.007

.323

Ungrammatical Grammatical
Holistic Grammatical

Upper

-.060

Ungrammatical Grammatical
Analytic Grammatical

Error Sig.a

Lower

Ungrammatical Grammatical

a. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Profile Plots
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Appendix T: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Grammaticality, RT measure
General Linear Model
Descriptive Statistics
Group

Sequence

Control

Grammatical

2378.6599

429.24638

20

Ungrammatical

2588.0540

329.98441

20

Total

2483.3569

392.49889

40

Grammatical

1932.8202

415.32175

20

Ungrammatical

2354.9574

384.08128

20

Total

2143.8888

448.99314

40

Grammatical

1502.7891

258.95085

20

Ungrammatical

2037.9858

389.26961

20

Total

1770.3874

424.18841

40

Analytic

Holistic

Mean

Std. Deviation

N

Box's Test of Equality of Covariance Matricesa
Box's M

11.809

F

1.799

df1

6

df2

10462.189

Sig.

.095

Mauchly's Test of Sphericitya
Measure: MEASURE_1
Epsilonb
Within
Subjects Effect

Mauchly's

Approx. Chi-

W

Square

Group

.933

df Sig.

Greenhouse-

Huynh-

Lower-

Geisser

Feldt

bound

2.557 2 .278

Tests of Within-Subjects Effects
Measure: MEASURE_1

188

.937

1.000

.500

Partial Noncent Obser
Type III

Eta

Sum of
Source
Group

Squares
Sphericity

Lower-

61
10174231.6

bound

61

Group * Sphericity
Sequenc Assumed
Lowerbound
Error

df

10174231.6

Assumed

e

Mean

Sphericity

547298.336

Sig.

0

.00

0

0

10174231.6 44.98

.00

61

0

0
.09

2 273649.168 2.420

6
.12

547298.336 1.000 547298.336 2.420
8595325.62

(Group) Assumed
Lower-

F

5087115.83 44.98

1.000

1

1

8

ed

ra

er

.542

89.961 1.000

.542

44.980 1.000

.060

4.839

.474

.060

2.420

.329

76 113096.390

8595325.62 38.00

bound

ved

Squar Paramet Powe

Square
2

.

226192.780

0

a. Computed using alpha = .05
Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Control Group

.711

1

38

.404

Analytic Group

.006

1

38

.940

Holistic Group

2.063

1

38

.159

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Partial
Eta
Type III Sum
Source

of Squares

Noncent.

Square Paramete Observe
df

Mean Square
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F

Sig.

d

r

d Powera

Intercept

545729474.86

1

7
Sequenc
e
Error

4537513.374

545729474.86

2877.15

.00

7

5

0

4537513.374

23.922

1
3

7207717.615

.00
0

.987 2877.155

.386

23.922

1.000

.997

189676.779

8

a. Computed using alpha = .05

Estimated Marginal Means
1. Group
Estimates
Measure: MEASURE_1
95% Confidence Interval
Group

Mean

Std. Error

Lower Bound

Upper Bound

Control

2483.357

60.533

2360.814

2605.900

Analytic

2143.889

63.247

2015.853

2271.925

Holistic

1770.387

52.272

1664.569

1876.206

Pairwise Comparisons
Measure: MEASURE_1
Mean

95% Confidence Interval for

Difference (I-

Differenceb

(I) Group (J) Group

J)

Control

Analytic

339.468*

84.129

Holistic

712.969*

Control

Analytic

Holistic

Std. Error

Sig.b

Lower Bound

Upper Bound

.000

169.157

509.779

68.228

.000

574.849

851.090

-339.468*

84.129

.000

-509.779

-169.157

Holistic

373.501*

72.330

.000

227.077

519.926

Control

-712.969*

68.228

.000

-851.090

-574.849

Analytic

-373.501*

72.330

.000

-519.926

-227.077

Based on estimated marginal means
*. The mean difference is significant at the .05 level.

190

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

3. Group * Grammaticality
Estimates
Measure: MEASURE_1
95% Confidence Interval
Group

Sequence

Mean

Control

Grammatical

2378.660

85.607

2205.358

2551.962

Ungrammatical

2588.054

85.607

2414.752

2761.356

1932.820

89.444

1751.750

2113.891

Ungrammatical

2354.957

89.444

2173.887

2536.028

Grammatical

1502.789

73.923

1353.139

1652.439

Ungrammatical

2037.986

73.923

1888.336

2187.636

Analytic Grammatical

Holistic

Std. Error

Lower Bound

Upper Bound

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence Interval
for Differenceb

Mean
(I)

(J)

Difference

Std.

Sequence

Group

Group

(I-J)

Error

Grammatical

Control

Analytic

445.840* 118.977

.001

204.983

686.696

Holistic

875.871*

96.489

.000

680.539

1071.202

Analytic Control

-445.840* 118.977

.001

-686.696

-204.983

Holistic

430.031* 102.290

.000

222.955

637.107

96.489

.000

-1071.202

-680.539

Analytic

-430.031* 102.290

.000

-637.107

-222.955

Analytic

233.097 118.977

.057

-7.760

473.953

96.489

.000

354.737

745.400

Analytic Control

-233.097 118.977

.057

-473.953

7.760

Holistic

316.972* 102.290

.004

109.896

524.047

Holistic Control

Ungrammatical Control

Holistic

-875.871*

550.068*
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Sig.b

Lower

Upper

Bound

Bound

-550.068*

Holistic Control
Analytic

96.489

.000

-745.400

-354.737

-316.972* 102.290

.004

-524.047

-109.896

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence
Interval for
Differenceb

Mean

Group

(I) Sequence

(J) Sequence

Control

Grammatical

Ungrammatical

Difference

Std.

(I-J)

Error

-209.394 121.067 .092

Ungrammatical Grammatical
Analytic Grammatical

Ungrammatical

Ungrammatical Grammatical
Holistic

Grammatical

Ungrammatical

Ungrammatical Grammatical

Sig.b

209.394 121.067 .092
-422.137* 126.493 .002

Lower

Upper

Bound

Bound
-

454.480

35.692

-35.692 454.480
-

-

678.209 166.065

422.137* 126.493 .002 166.065 678.209
-535.197* 104.543 .000

-

-

746.834 323.560

535.197* 104.543 .000 323.560 746.834

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Profile Plots
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Appendix U: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Grammaticality, ER measure
General Linear Model
Descriptive Statistics
Grammaticality
Control

Analytic

Holistic

Mean

Std. Deviation

N

Grammatical

.5316

.19441

20

Ungrammatical

.5875

.15858

20

Total

.5596

.17739

40

Grammatical

.2028

.30282

20

Ungrammatical

.4390

.34853

20

Total

.3209

.34373

40

Grammatical

.2342

.24638

20

Ungrammatical

.4407

.40779

20

Total

.3374

.34861

40

Box's Test of Equality of Covariance Matricesa
Box's M

6.557

F

.999

df1

6

df2

10462.189

Sig.

.424

Mauchly's Test of Sphericitya
Measure: MEASURE_1
Epsilonb

Approx.
Within Subjects Mauchly's
Effect
Group

W
.898

ChiSquare
3.993

df

Sig.
2

Greenhouse-

Huynh-

Lower-

Geisser

Feldt

bound

.136

Tests of Within-Subjects Effects
Measure: MEASURE_1
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.907

.975

.500

Type III

Partial

Sum of
Source
Group

Mean

Squares

df

Square

Eta
F

Sig. Squared

Sphericity Assumed

1.421

2

.711 9.890 .000

.207

Lower-bound

1.421

1.000

1.421 9.890 .003

.207

Group *

Sphericity Assumed

.187

2

.093 1.300 .279

.033

Sequence

Lower-bound

.187

1.000

.187 1.300 .261

.033

Error(Group)

Sphericity Assumed

5.462

76

.072

Lower-bound

5.462 38.000

.144

Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Group A

.139

1

38

.712

Group B

.015

1

38

.902

Group C

9.095

1

38

.005

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III Sum
Source

Partial Eta

of Squares

df

Mean Square

F

Sig.

Squared

Intercept

19.777

1

19.777

183.431

.000

.828

Sequence

.829

1

.829

7.686

.009

.168

4.097

38

.108

Error

Estimated Marginal Means
1. Group
Estimates
Measure: MEASURE_1
99% Confidence Interval
Group
Control

Mean

Std. Error

Lower Bound

.560

.028

.484
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Upper Bound
.636

Analytic

.321

.052

.181

.461

Holistic

.337

.053

.193

.482

Pairwise Comparisons
Measure: MEASURE_1
(I)

(J)

Group

Group

Mean

99% Confidence Interval for Differenceb

Std.

Difference (I-J) Error Sig.b

Lower Bound

Upper Bound

Control Analytic

.239*

.055 .000

.091

.387

Holistic

.222*

.055 .000

.072

.372

Analytic Control

-.239*

.055 .000

-.387

-.091

Holistic

-.017

.069 .811

-.203

.170

Holistic Control

-.222*

.055 .000

-.372

-.072

.017

.069 .811

-.170

.203

Analytic

*. The mean difference is significant at the .01 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

2. Sequence * Group
Measure: MEASURE_1
99% Confidence Interval
Sequence

Group

Grammatical

Ungrammatical

Mean

Std. Error

Lower Bound

Upper Bound

Control

.532

.040

.424

.639

Analytic

.203

.073

.005

.401

Holistic

.234

.075

.030

.438

Control

.588

.040

.480

.695

Analytic

.439

.073

.241

.637

Holistic

.441

.075

.236

.645

3. Sequence * Group
Estimates
Measure: MEASURE_1
Sequence

Group

Mea

Std.
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99% Confidence Interval

n
Grammatical

Ungrammatical

Error

Lower Bound

Upper Bound

Control

.532

.040

.424

.639

Analytic

.203

.073

.005

.401

Holistic

.234

.075

.030

.438

Control

.588

.040

.480

.695

Analytic

.439

.073

.241

.637

Holistic

.441

.075

.236

.645

Pairwise Comparisons
Measure: MEASURE_1
99% Confidence Interval
for Differenceb

Mean
(I)

(J)
Group

Difference

Error

Sig.

b

Lower

Upper

Bound

Bound

Sequence

Group

Grammatical

Control Analytic

.329*

.077

.000

.120

.538

Holistic

.297*

.078

.001

.085

.510

Analytic Control

-.329*

.077

.000

-.538

-.120

Holistic

-.031

.097

.749

-.295

.233

Holistic Control

-.297*

.078

.001

-.510

-.085

Analytic

.031

.097

.749

-.233

.295

Ungrammatical Control Analytic

.149

.077

.062

-.061

.358

Holistic

.147

.078

.068

-.065

.359

Analytic Control

-.149

.077

.062

-.358

.061

Holistic

-.002

.097

.986

-.266

.262

Holistic Control

-.147

.078

.068

-.359

.065

.002

.097

.986

-.262

.266

Analytic

(I-J)

Std.

*. The mean difference is significant at the .01 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).
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4. Grammaticality * Group
Estimates
Measure: MEASURE_1
99% Confidence Interval
Sequence

Group

Grammatical

Ungrammatical

Mean

Std. Error

Lower Bound

Upper Bound

Control

.532

.040

.424

.639

Analytic

.203

.073

.005

.401

Holistic

.234

.075

.030

.438

Control

.588

.040

.480

.695

Analytic

.439

.073

.241

.637

Holistic

.441

.075

.236

.645

Pairwise Comparisons
Measure: MEASURE_1
99% Confidence
Interval for
Differencea

Mean

Group

(I) Sequence

Control Grammatical

(J) Sequence
Ungrammatical

Difference

Std.

(I-J)

Error

Ungrammatical

Ungrammatical

Bound

Bound

.056

.325

-.208

.096

.056

.056

.325

-.096

.208

-.236

.103

.028

-.516

.044

.236

.103

.028

-.044

.516

-.207

.107

.060

-.495

.082

.207

.107

.060

-.082

.495

Ungrammatical Grammatical
Holistic Grammatical

Upper

-.056

Ungrammatical Grammatical
Analytic Grammatical

Sig.a

Lower

Ungrammatical Grammatical

a. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).
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Appendix V: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Formulaicity, RT measure
General Linear Model
Descriptive Statistics

Formulaic Sequences

Group

Mean

Control

2440.5481

379.48305

6

Analytic

1592.1750

437.22625

6

Holistic

1382.8350

364.71312

6

Total

1805.1861

599.29287

18

2410.9766

377.94952

6

Analytic

2232.2045

570.21243

6

Holistic

1693.4782

415.01943

6

Total

2112.2198

535.51100

18

Nonformulaic Sequences Control

Std. Deviation

N

Box's Test of Equality of Covariance Matricesa
Box's M

4.169

F

.560

df1

6

df2

5607.692

Sig.

.762

Tests of Within-Subjects Effects
Measure: MEASURE_1
Type III

Partial

Sum of
Source
Sequence

Mean

Squares
Sphericity
Assumed
Lower-bound

Sequence *

Sphericity

Group

Assumed

df

Square

Eta
F

Sig.

Squared

848427.340

1 848427.340 13.596

.002

.475

848427.340

1.000 848427.340 13.596

.002

.475

.017

.418

672606.768
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2 336303.384

5.389

Lower-bound

672606.768

Error(Sequen Sphericity
ce)

936066.475

Assumed
Lower-bound

2.000 336303.384
15

62404.432

936066.475 15.000

62404.432

5.389

.017

.418

Levene's Test of Equality of Error Variancesa
F
Formulaic Sequences
Nonformulaic Sequences

df1

df2

Sig.

.025

2

15

.975

1.469

2

15

.261

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III Sum of
Source
Intercept

Squares

Partial Eta
Df

Mean Square

F

Sig.

Squared

138114616.012

1

138114616.012

449.784

.000

.968

Group

4766005.739

2

2383002.869

7.760

.005

.509

Error

4606028.594

15

307068.573

1. Group
Estimates
Measure: MEASURE_1
95% Confidence Interval
Group

Mean

Std. Error Lower Bound Upper Bound

Control

2425.762

159.966

2084.803

2766.721

Analytic

1912.190

159.966

1571.231

2253.149

Holistic

1538.157

159.966

1197.198

1879.116

2. Group * Sequence
Estimates
Measure: MEASURE_1
Group

Sequence

Mean

201

Std. Error

95% Confidence Interval

Control

Analytic

Holistic

Lower Bound

Upper Bound

Formulaic

2440.548

161.278

2096.792

2784.304

Nonformulaic

2410.977

188.596

2008.995

2812.959

Formulaic

1592.175

161.278

1248.419

1935.931

Nonformulaic

2232.204

188.596

1830.223

2634.186

Formulaic

1382.835

161.278

1039.079

1726.591

Nonformulaic

1693.478

188.596

1291.496

2095.460

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence
Interval for
Differenceb

Mean
Difference

Std.

(I-J)

Error

Sig.b

Lower

Upper

Bound

Bound

Sequence

(I) Group

(J) Group

Formulaic

Control

Analytic

848.373* 228.081 .002

362.229 1334.517

Holistic

1057.713* 228.081 .000

571.569 1543.857

Control

-848.373* 228.081 .002 -1334.517

Analytic

Holistic
Holistic

Nonformulaic Control

Analytic

Holistic

Control

209.340 228.081 .373

-362.229

-276.804

695.484

-1057.713* 228.081 .000 -1543.857

-571.569

Analytic

-209.340 228.081 .373

-695.484

276.804

Analytic

178.772 266.714 .513

-389.716

747.260

Holistic

717.498* 266.714 .017

Control

-178.772 266.714 .513

Holistic

538.726 266.714 .062

149.010 1285.987
-747.260

389.716

-29.762 1107.215

Control

-717.498* 266.714 .017 -1285.987

-149.010

Analytic

-538.726 266.714 .062 -1107.215

29.762

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).
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Pairwise Comparisons
Measure: MEASURE_1
95% Confidence
Interval for
Differenceb

Mean
Differenc
Group

(I) Sequence

(J) Sequence

Control

Formulaic

Nonformulaic

e (I-J)

Nonformulaic Formulaic
Analytic

Formulaic

Nonformulaic

Formulaic

Error

Sig.

b

Nonformulaic

Upper

Bound

Bound
336.984

-29.571 144.227 .840 -336.984

277.841

-640.029* 144.227 .000 -947.442 -332.617
332.617

947.442

-310.643* 144.227 .048 -618.056

-3.230

310.643* 144.227 .048

Nonformulaic Formulaic

Lower

29.571 144.227 .840 -277.841

640.029* 144.227 .000

Nonformulaic Formulaic
Holistic

Std.

3.230

618.056

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Post Hoc Tests
Group
Multiple Comparisons
Measure: MEASURE_1
LSD
95% Confidence
Interval

Mean
Difference

Bound

Control

Analytic

513.5726* 226.22576

.038

Holistic

887.6057* 226.22576

.001

Control

-513.5726* 226.22576

.038

-995.7614

-31.3838

Holistic

374.0331 226.22576

.119

-108.1557

856.2219

Control

-887.6057* 226.22576

.001 -1369.7945

-405.4169

Analytic

-374.0331 226.22576
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Sig.

Bound

(J) Group

Holistic

Std. Error

Upper

(I) Group

Analytic

(I-J)

Lower

.119

31.3838

995.7614

405.4169 1369.7945

-856.2219

108.1557

Based on observed means.
The error term is Mean Square(Error) = 153534.286.
*. The mean difference is significant at the .05 level.

Profile Plots
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Appendix W: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Formulaicity, ER measure
General Linear Model
Descriptive Statistics
Group
Formulaic

Nonformulaic

Mean

Std. Deviation

N

Control

.4711

.25951

6

Analytic

.2618

.21249

6

Holistic

.1609

.17623

6

Total

.2979

.24472

18

Control

.5172

.29033

6

Analytic

.2645

.21351

6

Holistic

.3482

.29236

6

Total

.3766

.27393

18

Box's Test of Equality of Covariance Matricesa
Box's M

9.458

F

1.271

df1

6

df2

5607.692

Sig.

.267

Tests of Within-Subjects Effects
Measure: MEASURE_1
Type III
Sum of
Source
Sequence

Mean

Squares
Sphericity
Assumed
Lower-bound

Sequence *

Sphericity

Group

Assumed

df

Square

Partial Eta
F

Sig.

Squared

.056

1

.056

1.804

.199

.107

.056

1.000

.056

1.804

.199

.107

.056

2

.028

.903

.426

.107
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Lower-bound
Error(Sequence) Sphericity
Assumed
Lower-bound

.056

2.000

.028

.464

15

.031

.464 15.000

.031

.903

.426

.107

Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Formulaic

.280

2

15

.760

Nonformulaic

.402

2

15

.676

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III Sum
Source

of Squares

Intercept

Partial Eta
df

Mean Square

F

Sig.

Squared

4.095

1

4.095

46.171

.000

.755

Group

.443

2

.222

2.499

.116

.250

Error

1.330

15

.089

Estimated Marginal Means
1. Group * Sequence

Estimates
Measure: MEASURE_1
95% Confidence Interval
Group

Sequence

Control

Formulaic

Analytic

Holistic

Mean

Std. Error

Lower Bound

.471

.089

.281

.661

Nonformulaic

.517

.109

.284

.750

Formulaic

.262

.089

.071

.452

Nonformulaic

.265

.109

.031

.498

Formulaic

.161

.089

-.029

.351

Nonformulaic

.348

.109

.115

.581
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Upper Bound

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence
Interval for
Differenceb

Mean
Difference

Std.

(I-J)

Error

Sig.b

Lower

Upper

Bound

Bound

Sequence (I) Group

(J) Group

1

Analytic

.209

.126

.118

-.060

.478

Holistic

.310*

.126

.027

.041

.579

Control

-.209

.126

.118

-.478

.060

Holistic

.101

.126

.437

-.168

.370

Control

-.310*

.126

.027

-.579

-.041

Analytic

-.101

.126

.437

-.370

.168

Analytic

.253

.155

.123

-.077

.582

Holistic

.169

.155

.292

-.161

.499

Control

-.253

.155

.123

-.582

.077

Holistic

-.084

.155

.596

-.413

.246

Control

-.169

.155

.292

-.499

.161

Analytic

.084

.155

.596

-.246

.413

Control

Analytic

Holistic

2

Control

Analytic

Holistic

Based on estimated marginal means
*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).
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Appendix X: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Formulaicity, RT measure
General Linear Model
Descriptive Statistics
Formulaicity
Control

Analytic

Holistic

Mean

Std. Deviation

N

Formulaic

2405.7494

475.24342

10

Nonformulaic

2351.5705

401.85860

10

Total

2378.6599

429.24638

20

Formulaic

1613.4031

278.50183

10

Nonformulaic

2252.2374

244.66201

10

Total

1932.8202

415.32175

20

Formulaic

1374.7112

240.48667

10

Nonformulaic

1630.8670

217.42734

10

Total

1502.7891

258.95085

20

Box's Test of Equality of Covariance Matricesa
Box's M

1.355

F

.184

df1

6

df2

2347.472

Sig.

.981

Mauchly's Test of Sphericitya
Measure: MEASURE_1
Epsilonb

Approx.
Within Subjects
Effect
Group

Mauchly'

Chi-

sW

Square

.811

3.561

df

Sig.
2

Greenhous

Huynh-

Lower-

e-Geisser

Feldt

bound

.169

Tests of Within-Subjects Effects
Measure: MEASURE_1

209

.841

.970

.500

Partial Noncent
Type III

Eta

Sum of
Source
Group

Squares
Sphericity

7672330

bound

.344

Sphericity

1.000

1205029

Sequence Assumed
Lower-

1205029

bound

.477

Error(Gr Sphericity

2395959

Assumed

.085

Lower-

3836165
.172
7672330
.344

1.000

F

Sig.

57.640

57.640

602514.

2

.477

Square Paramet

Square
2

.344

Lower-

oup)

df

7672330

Assumed

Group *

Mean

.

739
1205029
.477

9.053

9.053

d

.00
0
.00
0
.00
1
.00
8

er

Observe
d
Powera

.762 115.279

1.000

.762

57.640

1.000

.335

18.106

.963

.335

9.053

.812

66554.4

36

19

2395959 18.00 133108.

bound

.085

0

838

a. Computed using alpha = .05
Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Control

.001

1

18

.980

Analytic

.118

1

18

.735

Holistic

.018

1

18

.896

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average

Source
Intercept

Type III

Partial

Sum of

Eta

Squares
225371512.
743

df
1

Mean Square
225371512.74
3

F

Noncent.

Sig. Squared Parameter

1239.462 .000
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Observe

.986

1239.462

d
Powera
1.000

Sequence

1178272.17
6

Error

3272942.09
3

1

1178272.176

18

181830.116

6.480 .020

.265

6.480

.673

a. Computed using alpha = .05

Estimated Marginal Means
1. Group
Estimates
Measure: MEASURE_1
Std.

95% Confidence Interval

Error

Lower Bound Upper Bound

Group

Mean

Control

2378.660

98.406

2171.917

2585.402

Analytic

1932.820

58.614

1809.677

2055.963

Holistic

1502.789

51.261

1395.093

1610.485

Pairwise Comparisons
Measure: MEASURE_1
Mean

95% Confidence Interval for

Difference

Differenceb

(I) Group

(J) Group

(I-J)

Control

Analytic

445.840*

91.917

Holistic

875.871*

Control

Analytic

Holistic

Std. Error

Sig.b

Lower Bound

Upper Bound

.000

252.729

638.950

87.892

.000

691.216

1060.525

-445.840*

91.917

.000

-638.950

-252.729

Holistic

430.031*

61.584

.000

300.649

559.413

Control

-875.871*

87.892

.000

-1060.525

-691.216

Analytic

-430.031*

61.584

.000

-559.413

-300.649

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).
2. Group * Formulaicity
Estimates
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Measure: MEASURE_1
95% Confidence Interval
Lower
Group

Formulaicity

Mean

Control

Formulaic

2405.749

139.167

2113.371

2698.127

Nonformulaic

2351.570

139.167

2059.192

2643.949

1613.403

82.892

1439.253

1787.553

Nonformulaic

2252.237

82.892

2078.087

2426.388

Formulaic

1374.711

72.494

1222.406

1527.016

Nonformulaic

1630.867

72.494

1478.562

1783.172

Analytic Formulaic

Holistic

Std. Error

Bound

Upper Bound

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence Interval
for Differenceb

Mean
(I)

(J)

Difference (I-

Std.

J)

Error

Sig.b

Lower

Upper

Bound

Bound

Formulaicity Group

Group

Formulaic

Analytic

792.346* 129.990 .000

519.246

1065.446

Holistic

1031.038* 124.298 .000

769.897

1292.179

Analytic Control

-792.346* 129.990 .000

-1065.446

-519.246

87.092 .013

55.718

421.666

-1031.038* 124.298 .000

-1292.179

-769.897

87.092 .013

-421.666

-55.718

Analytic

99.333 129.990 .455

-173.767

372.433

Holistic

720.704* 124.298 .000

459.562

981.845

Analytic Control

-99.333 129.990 .455

-372.433

173.767

87.092 .000

438.396

804.344

-720.704* 124.298 .000

-981.845

-459.562

-621.370*

-804.344

-438.396

Control

Holistic
Holistic Control
Analytic
Nonformulaic Control

Holistic
Holistic Control
Analytic

238.692*

-238.692*

621.370*

*. The mean difference is significant at the .05 level.
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87.092 .000

b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence
Interval for
Differenceb

Mean
(I)
Group

Formulaicity

Control Formulaic

(J) Formulaicity

Nonformulaic

Nonformulaic Formulaic
Holistic Formulaic

Std.

(I-J)

Error

Nonformulaic

Nonformulaic Formulaic
Analytic Formulaic

Difference

Nonformulaic

Nonformulaic Formulaic

Sig.b

Lower

Upper

Bound

Bound

54.179 196.811 .786 -359.306

467.664

-54.179 196.811 .786 -467.664

359.306

-638.834* 117.227 .000 -885.120 -392.548
638.834* 117.227 .000

392.548

885.120

-256.156* 102.522 .022 -471.547

-40.764

256.156* 102.522 .022

40.764

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).
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471.547
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Appendix Y: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Formulaicity, ER measure
General Linear Model
Descriptive Statistics
Formulaicity
Control

Analytic

Holistic

Mean

Std. Deviation

N

Formulaic

.2621

.19580

10

Nonformulaic

.3036

.12881

10

Total

.2829

.16270

20

Formulaic

.1064

.18757

10

Nonformulaic

.1180

.20320

10

Total

.1122

.19042

20

Formulaic

.0503

.08105

10

Nonformulaic

.1585

.12685

10

Total

.1044

.11753

20

Box's Test of Equality of Covariance Matricesa
Box's M

12.155

F

1.655

df1

6

df2

2347.472

Sig.

.128

Mauchly's Test of Sphericitya
Measure: MEASURE_1
Epsilonb
Within Subjects Mauchly's Approx. ChiEffect
Group

W
.853

Square
2.709

df Sig.

Greenhouse-

Huynh-

Lower-

Geisser

Feldt

bound

2 .258

Tests of Within-Subjects Effects
Measure: MEASURE_1
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.872

1.000

.500

Partial
Type III Sum
Source
Group

of Squares

Mean
df

Eta

Square

F

Sig.

Squared

Sphericity Assumed

.407

2

.203 8.100 .001

.310

Lower-bound

.407

1.000

.407 8.100 .011

.310

Group *

Sphericity Assumed

.024

2

.012

.487 .619

.026

Sequence

Lower-bound

.024

1.000

.024

.487 .494

.026

Error(Group)

Sphericity Assumed

.904

36

.025

Lower-bound

.904 18.000

.050

Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Control

.491

1

18

.492

Analytic

.018

1

18

.894

Holistic

.856

1

18

.367

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Source

Type III Sum of Squares

df Mean Square

Intercept

1.664

1

Sequence

.043

1

.043

Error

.483 18

.027

F

Sig. Partial Eta Squared

1.664 62.057 .000
1.617 .220

Estimated Marginal Means
1. Group
Estimates
Measure: MEASURE_1
95% Confidence Interval
Group

Mean

Std. Error

Lower Bound

Upper Bound

Control

.283

.037

.205

.361

Analytic

.112

.044

.020

.204

216

.775
.082

Holistic

.104

.024

.054

.154

Pairwise Comparisons
Measure: MEASURE_1
(I)

(J)

Group

Group

Mean

Std.

Difference (I-J)

Error

95% Confidence Interval for Differenceb
Sig.b

Lower Bound

Upper Bound

Control Analytic

.171*

.057 .007

.052

.290

Holistic

.178*

.040 .000

.095

.262

Analytic Control

-.171*

.057 .007

-.290

-.052

Holistic

.008

.052 .883

-.102

.118

Holistic Control

-.178*

.040 .000

-.262

-.095

-.008

.052 .883

-.118

.102

Analytic

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

4. Formulaicity * Group
Estimates
Measure: MEASURE_1
95% Confidence Interval
Formulaicity

Group

Formulaic

Control

.262

.052

.152

.372

Analytic

.106

.062

-.023

.236

Holistic

.050

.034

-.020

.121

Control

.304

.052

.194

.414

Analytic

.118

.062

-.012

.248

Holistic

.159

.034

.088

.229

Nonformulaic

Mean

Std. Error

Lower Bound

Upper Bound

Pairwise Comparisons
Measure: MEASURE_1

Formulaicity

(I)

(J)

Group

Group

Mean

Std.

Difference

Error
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95% Confidence Interval
Sig.b

for Differenceb

(I-J)

Formulaic

Control

Upper

Bound

Bound

Analytic

.156

.080

.068

-.013

.324

Holistic

.212*

.056

.001

.093

.330

Analytic Control

-.156

.080

.068

-.324

.013

Holistic

.056

.074

.459

-.100

.212

Control

-.212*

.056

.001

-.330

-.093

Analytic

-.056

.074

.459

-.212

.100

Analytic

.186*

.080

.032

.017

.354

Holistic

.145*

.056

.019

.027

.263

Analytic Control

-.186*

.080

.032

-.354

-.017

Holistic

-.040

.074

.592

-.196

.115

Control

-.145*

.056

.019

-.263

-.027

.040

.074

.592

-.115

.196

Holistic

Nonformulaic

Lower

Control

Holistic

Analytic

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Pairwise Comparisons
Measure: MEASURE_1
Mean

Group

(I)

(J)

Formulaicity

Formulaicity

Control Formulaic

Nonformulaic

Nonformulaic Formulaic
Analyti Formulaic
c

Nonformulaic

Nonformulaic Formulaic

Holistic Formulaic

Nonformulaic

Nonformulaic Formulaic

95% Confidence Interval for

Std.

Differenceb

Differenc Erro
e (I-J)

r

Sig.b Lower Bound Upper Bound

-.042 .074 .582

-.197

.114

.042 .074 .582

-.114

.197

-.012 .087 .896

-.195

.172

.012 .087 .896

-.172

.195

-.108* .048 .036

-.208

-.008

.108* .048 .036

.008

.208

*. The mean difference is significant at the .05 level.
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b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Profile Plots
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Appendix Z: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Semantic Transparency, RT measure
General Linear Model
Descriptive Statistics
Std.
Group

Mean

Deviation

N

Semantically

Control

2316.2111

567.75115

6

Transparent

Analytic

1656.2433

603.50733

6

Sequences

Holistic

1319.1974

356.93268

6

Total

1763.8839

648.80906

18

Semantically Opaque Control

2615.7868

410.07717

6

Sequence

Analytic

1588.6019

446.49500

6

Holistic

1451.3514

467.73742

6

Total

1885.2467

676.98335

18

Box's Test of Equality of Covariance Matricesa
Box's M

2.594

F

.349

df1

6

df2

5607.692

Sig.

.911

Tests of Within-Subjects Effects
Measure: MEASURE_1
Type III

Partial

Sum of
Source
Sequence

Squares

Mean
df

Square

Eta
F

Sig. Squared

Sphericity Assumed

132560.314

1 132560.314 1.139 .303

.071

Lower-bound

132560.314

1.000 132560.314 1.139 .303

.071

Sequence * Sphericity Assumed

202796.665

2 101398.333

.872 .438

.104

Group

202796.665

2.000 101398.333

.872 .438

.104

Lower-bound
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Error

Sphericity Assumed

1745222.402

(Sequence) Lower-bound

15 116348.160

1745222.402 15.000 116348.160

Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Semantically Transparent Sequences

.377

2

15

.692

Semantically Opaque Sequences

.015

2

15

.985

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III Sum of
Source
Intercept

Partial Eta

Squares

df

Mean Square

F

Sig.

Squared

119845390.385

1

119845390.385

342.019

.000

.958

Group

7743303.565

2

3871651.783

11.049

.001

.596

Error

5256091.420

15

350406.095

Estimated Marginal Means
1. Group
Estimates
Measure: MEASURE_1
95% Confidence Interval
Group

Mean

Std. Error Lower Bound Upper Bound

Control

2465.999

170.882

2101.774

2830.224

Analytic

1622.423

170.882

1258.197

1986.648

Holistic

1385.274

170.882

1021.049

1749.500

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence Interval for

Mean

(I) Group

(J) Group

Difference

Std.

(I-J)

Error
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Differenceb
Sig.b

Lower Bound

Upper Bound

Control

Analytic

Holistic

Analytic

843.576* 241.663 .003

328.484

1358.669

Holistic

1080.725* 241.663 .000

565.632

1595.817

Control

-843.576* 241.663 .003

-1358.669

-328.484

Holistic

237.148 241.663 .342

-277.944

752.241

Control

-1080.725* 241.663 .000

-1595.817

-565.632

-237.148 241.663 .342

-752.241

277.944

Analytic

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

3. Group * Sequence
Estimates
Measure: MEASURE_1
95% Confidence Interval

Std.
Group

Sequence

Mean

Control

Semantically Transparent 2316.211 212.650

1862.958

2769.465

Semantically Opaque

2615.787 180.478

2231.108

3000.466

Analytic Semantically Transparent 1656.243 212.650

1202.990

2109.497

1588.602 180.478

1203.923

1973.281

Holistic Semantically Transparent 1319.197 212.650

865.944

1772.451

1066.672

1836.030

Semantically Opaque

Semantically Opaque

Error

Lower Bound

1451.351 180.478

Upper Bound

Pairwise Comparisons
Measure: MEASURE_1
95% Confidence Interval for

Mean

Sequence

(I)

(J)

Group

Group

Difference

Std.

(I-J)

Error

Differenceb
Sig.b Lower Bound Upper Bound

Semantically Control

Analytic

659.968* 300.733 .044

18.970

1300.965

Transparent

Holistic

997.014* 300.733 .005

356.016

1638.011

Analytic Control

-659.968* 300.733 .044

-1300.965

-18.970

Holistic

337.046 300.733 .280

-303.951

978.043
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-997.014* 300.733 .005

-1638.011

-356.016

Analytic

-337.046 300.733 .280

-978.043

303.951

Semantically Control

Analytic

1027.185* 255.234 .001

483.167

1571.203

Opaque

Holistic

1164.435* 255.234 .000

620.417

1708.454

Analytic Control

-1027.185* 255.234 .001

-1571.203

-483.167

Holistic

137.251 255.234 .599

-406.768

681.269

Holistic Control

-1164.435* 255.234 .000

-1708.454

-620.417

-137.251 255.234 .599

-681.269

406.768

Holistic Control

Analytic
Based on estimated marginal means

*. The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

4. Group * Sequence
Pairwise Comparisons
Measure: MEASURE_1
95% Confidence
Interval for Differencea

Mean
Difference
Group

(I) Sequence (J) Sequence

Control Semantically Semantically
Transparent

Opaque

Semantically Semantically
Opaque

Transparent

Analytic Semantically Semantically
Transparent

Opaque

Semantically Semantically
Opaque

Transparent

Holistic Semantically Semantically
Transparent

Opaque

Semantically Semantically
Opaque

Transparent

(I-J)

Std.
Error

Sig.

a

Lower

Upper

Bound

Bound

-299.576 196.933

.149

-719.329

120.178

299.576 196.933

.149

-120.178

719.329

67.641 196.933

.736

-352.112

487.395

-67.641 196.933

.736

-487.395

352.112

-132.154 196.933

.512

-551.907

287.599

132.154 196.933

.512

-287.599

551.907
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a. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Profile Plots
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Appendix AA: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Subject Analysis for Semantic Transparency, ER measure
General Linear Model
Descriptive Statistics
Group
Transparent

Opaque

Mean

Std. Deviation

N

Control

.5305

.30475

6

Analytic

.0000

.00000

6

Holistic

.0773

.18928

6

Total

.2026

.30956

18

Control

.3659

.29282

6

Analytic

.3828

.31256

6

Holistic

.1545

.23943

6

Total

.3011

.28676

18

Box's Test of Equality of Covariance Matricesa
Box's M

3.343

F

.873

df1

3

df2

18000.000

Sig.

.454

Tests of Within-Subjects Effects
Measure: MEASURE_1
Type III

Partial

Sum of
Source
Sequence

Squares

Mean
df

Square

Eta
F

Sig. Squared

Sphericity Assumed

.087

1

.087

1.833

.196

.109

Lower-bound

.087

1.000

.087

1.833

.196

.109

Sequence *

Sphericity Assumed

.451

2

.226

4.737

.025

.387

Group

Lower-bound

.451

2.000

.226

4.737

.025

.387

.715

15

.048

Error(Sequence) Sphericity Assumed
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Lower-bound

.715 15.000

.048

Levene's Test of Equality of Error Variancesa
F
Transparent

df1

df2

Sig.

4.450

2

15

.030

.296

2

15

.748

Opaque

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III Sum
Source

Partial Eta

of Squares

Intercept

df

Mean Square

F

Sig.

Squared

2.283

1

2.283

30.236

.000

.668

Group

.728

2

.364

4.822

.024

.391

Error

1.133

15

.076

Post Hoc Tests
1. Group
Estimates
Measure: MEASURE_1
99% Confidence Interval
Group

Mean

Std. Error

Lower Bound

Upper Bound

Control

.448

.079

.214

.682

Analytic

.191

.079

-.042

.425

Holistic

.116

.079

-.118

.350

Multiple Comparisons
Measure: MEASURE_1
LSD

(I) Group

(J) Group

Mean

Std.

Difference

Error
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99% Confidence
Sig.

Interval

(I-J)

Control

Analytic

Holistic

Lower

Upper

Bound

Bound

Analytic

.2568

.11218

.037

-.0738

.5874

Holistic

.3323*

.11218

.010

.0017

.6629

Control

-.2568

.11218

.037

-.5874

.0738

Holistic

.0755

.11218

.511

-.2551

.4061

Control

-.3323*

.11218

.010

-.6629

-.0017

Analytic

-.0755

.11218

.511

-.4061

.2551

Based on observed means.
The error term is Mean Square(Error) = .038.
*. The mean difference is significant at the .01 level.

2. Group * Sequence
Measure: MEASURE_1
Std.
Group

Sequence

Mean

Control

Semantically Transparent

.530

Semantically Opaque

Lower Bound

Upper Bound

.085

.281

.780

.366

.116

.025

.707

1.388E-17

.085

-.249

.249

Semantically Opaque

.383

.116

.042

.724

Semantically Transparent

.077

.085

-.172

.326

Semantically Opaque

.155

.116

-.186

.495

Analytic Semantically Transparent

Holistic

Error

99% Confidence Interval

Post Hoc Tests
Group
Multiple Comparisons
Measure: MEASURE_1
LSD
99% Confidence
Interval

Mean

(I) Group

(J) Group

Difference

Std.

(I-J)

Error
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Sig.

Lower

Upper

Bound

Bound

Control

Analytic

Holistic

Analytic

.2568

.11218

.037

-.0738

.5874

Holistic

.3323*

.11218

.010

.0017

.6629

Control

-.2568

.11218

.037

-.5874

.0738

Holistic

.0755

.11218

.511

-.2551

.4061

Control

-.3323*

.11218

.010

-.6629

-.0017

Analytic

-.0755

.11218

.511

-.4061

.2551

Based on observed means.
The error term is Mean Square(Error) = .038.
*. The mean difference is significant at the .01 level.

3. Group * Sequence

Estimates
Measure: MEASURE_1
99% Confidence Interval

Std.
Group

Sequence

Mean

Error

Lower Bound

Upper Bound

Control

Semantically Transparent

.530

.085

.281

.780

Semantically Opaque

.366

.116

.025

.707

1.388E-17

.085

-.249

.249

Semantically Opaque

.383

.116

.042

.724

Semantically Transparent

.077

.085

-.172

.326

Semantically Opaque

.155

.116

-.186

.495

Analytic Semantically Transparent

Holistic

Pairwise Comparisons
Measure: MEASURE_1
99% Confidence
Interval for
Differenceb

Mean
Difference

Std.

(I-J)

Error

Sig.b

Lower

Upper

Bound

Bound

Sequence (I) Group

(J) Group

1

Analytic

.530*

.120

.000

.178

.883

Holistic

.453*

.120

.002

.101

.806

Control
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Analytic

Holistic

2

Control

Analytic

Holistic

Control

-.530*

.120

.000

-.883

-.178

Holistic

-.077

.120

.528

-.430

.275

Control

-.453*

.120

.002

-.806

-.101

Analytic

.077

.120

.528

-.275

.430

Analytic

-.017

.164

.919

-.499

.465

Holistic

.211

.164

.216

-.271

.693

Control

.017

.164

.919

-.465

.499

Holistic

.228

.164

.183

-.254

.710

Control

-.211

.164

.216

-.693

.271

Analytic

-.228

.164

.183

-.710

.254

*. The mean difference is significant at the .01 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

4. Group * Sequence
Estimates
Measure: MEASURE_1
99% Confidence Interval
Group

Sequence

Control

1

Analytic

Holistic

Mean

Std. Error

Lower Bound

Upper Bound

.530

.085

.281

.780

2

.366

.116

.025

.707

1

1.388E-17

.085

-.249

.249

2

.383

.116

.042

.724

1

.077

.085

-.172

.326

2

.155

.116

-.186

.495

Pairwise Comparisons
Measure: MEASURE_1
(I)
Group

(J)

Sequence Sequence

Mean

Std.

Difference

Error
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99% Confidence
Sig.b

Interval for Differenceb

(I-J)

Control

Analytic

Holistic

Lower

Upper

Bound

Bound

1

2

.165

.126

.211

-.207

.536

2

1

-.165

.126

.211

-.536

.207

1

2

-.383*

.126

.008

-.754

-.011

2

1

.383*

.126

.008

.011

.754

1

2

-.077

.126

.549

-.449

.294

2

1

.077

.126

.549

-.294

.449

*. The mean difference is significant at the .01 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Profile Plots
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Appendix AB: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Semantic Transparency, RT measure
General Linear Model
Descriptive Statistics
Sequence
Control

Analytic

Holistic

Mean

Std. Deviation

N

Semantically Transparent

2196.3882

352.44474

5

Semantically Opaque

2615.1106

523.81213

5

Total

2405.7494

475.24342

10

Semantically Transparent

1595.1772

259.96603

5

Semantically Opaque

1631.6290

325.73695

5

Total

1613.4031

278.50183

10

Semantically Transparent

1326.3334

97.70846

5

Semantically Opaque

1423.0890

338.71546

5

Total

1374.7112

240.48667

10

Box's Test of Equality of Covariance Matricesa
Box's M

9.304

F

.901

df1

6

df2

463.698

Sig.

.494

Mauchly's Test of Sphericitya
Measure: MEASURE_1
Epsilonb

Approx.
Within Subjects Mauchly's
Effect
Group

W
.805

ChiSquare
1.520

df

Sig.
2

Greenhouse-

Huynh-

Lower-

Geisser

Feldt

bound

.468

Tests of Within-Subjects Effects
Measure: MEASURE_1
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.837

1.000

.500

Source
Group

Group *

Type III

Partial

Sum of

Eta

Squares

df

Mean Square

F

Sig. Squared

Sphericity Assumed

5826087.243

2 2913043.621 44.890 .000

.849

Lower-bound

5826087.243

1.000 5826087.243 44.890 .000

.849

Sphericity Assumed

Sequence Lower-bound

211191.636

2

105595.818

1.627 .227

.169

211191.636

1.000

211191.636

1.627 .238

.169

Error

Sphericity Assumed

1038287.474

16

64892.967

(Group)

Lower-bound

1038287.474

8.000

129785.934

Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Control

.381

1

8

.554

Analytic

.008

1

8

.930

Holistic

7.084

1

8

.029

Tests the null hypothesis that the error variance of the dependent variable is equal across groups.
a. Design: Intercept + Sequence
Within Subjects Design: Group

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III Sum
Source

of Squares

Partial Eta
df

Mean Square

Intercept

96979218.714

Sequence

253855.359

1

253855.359

1747946.306

8

218493.288

Error

1 96979218.714

Estimated Marginal Means
1. Group
Estimates
Measure: MEASURE_1
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F

Sig.

Squared

443.854

.000

.982

1.162

.313

.127

99% Confidence Interval
Group

Mean

Std. Error

Lower Bound

Upper Bound

Control

2405.749

141.173

1932.059

2879.440

Analytic

1613.403

93.190

1300.715

1926.091

Holistic

1374.711

78.827

1110.215

1639.208

Pairwise Comparisons
Measure: MEASURE_1
Mean

99% Confidence Interval for

Difference (I-

Differenceb

J)

Control

Analytic

792.346*

114.410

.000

408.455

1176.238

Holistic

1031.038*

133.748

.000

582.263

1479.813

Control

-792.346*

114.410

.000

-1176.238

-408.455

Holistic

238.692

89.205

.028

-60.626

538.010

Control

-1031.038*

133.748

.000

-1479.813

-582.263

-238.692

89.205

.028

-538.010

60.626

Analytic

Holistic

Analytic

Std. Error

Sig.b

(I) Group (J) Group

Lower Bound

Upper Bound

*. The mean difference is significant at the .01 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).
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Appendix AC: Statistical output from SPSS for Two-Factor ANOVA with repeated
measures on one factor, Item Analysis for Semantic Transparency, ER measure
General Linear Model
Descriptive Statistics
Sequence
Control

Analytic

Holistic

Mean

Std. Deviation

N

Semantically Transparent

.5667

.23310

5

Semantically Opaque

.4230

.25220

5

Total

.4949

.24116

10

Semantically Transparent

.0000

.00000

5

Semantically Opaque

.3728

.35888

5

Total

.1864

.30960

10

Semantically Transparent

.0842

.18827

5

Semantically Opaque

.1684

.23058

5

Total

.1263

.20335

10

Mauchly's Test of Sphericitya
Measure: MEASURE_1
Epsilonb

Approx.
Within Subjects Mauchly's
Effect
Group

Chi-

W

Square

.971

df

.210

Sig.
2

Greenhouse-

Huynh-

Lower-

Geisser

Feldt

bound

.901

.971

1.000

.500

Tests of Within-Subjects Effects
Measure: MEASURE_1
Type III Sum of
Source
Group

Group *

Squares

Mean
df

Square

Partial Eta
F

Sig.

Squared

Sphericity Assumed

.782

2

.391 8.831 .003

.525

Lower-bound

.782

1.000

.782 8.831 .018

.525

Sphericity Assumed

.335

2

.168 3.785 .045

.321

.335

1.000

.335 3.785 .088

.321

Sequence Lower-bound
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Error

Sphericity Assumed

.708

16

.044

(Group)

Lower-bound

.708

8.000

.089

Levene's Test of Equality of Error Variancesa
F

df1

df2

Sig.

Group A

.003

1

8

.959

Group B

25.290

1

8

.001

Group C

1.524

1

8

.252

Tests of Between-Subjects Effects
Measure: MEASURE_1
Transformed Variable: Average
Type III Sum
Source

Partial Eta

of Squares

df

Mean Square

F

Sig.

Squared

Intercept

2.174

1

2.174

27.477

.001

.775

Sequence

.082

1

.082

1.034

.339

.114

Error

.633

8

.079

Estimated Marginal Means
1. Group
Estimates
Measure: MEASURE_1
99% Confidence Interval
Group

Mean

Std. Error

Lower Bound

Upper Bound

Control

.495

.077

.237

.753

Analytic

.186

.080

-.083

.456

Holistic

.126

.067

-.097

.350

Pairwise Comparisons
Measure: MEASURE_1
Mean
(I) Group (J) Group

Difference (I-J)

99% Confidence Interval for
Std. Error
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Sig.b

Differenceb

Lower Bound
Control

Analytic

Holistic

Upper Bound

Analytic

.308

.097

.013

-.016

.633

Holistic

.369*

.099

.006

.035

.702

Control

-.308

.097

.013

-.633

.016

Holistic

.060

.086

.503

-.228

.348

Control

-.369*

.099

.006

-.702

-.035

Analytic

-.060

.086

.503

-.348

.228

*. The mean difference is significant at the .01 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

4. Sequence * Group
Estimates
Measure: MEASURE_1
99% Confidence Interval
Sequence

Group

Semantically

Control

Transparent

Mean

Std. Error

Lower Bound

Upper Bound

.567

.109

.202

.931

Analytic

.000

.113

-.381

.381

Holistic

.084

.094

-.232

.400

Semantically

Control

.423

.109

.059

.787

Opaque

Analytic

.373

.113

-.008

.754

Holistic

.168

.094

-.147

.484

Pairwise Comparisons
Measure: MEASURE_1
99% Confidence
Interval for Differenceb

Mean
(I)
Sequence

Group

Difference
(J) Group

(I-J)

Std.
Error

Sig.

b

Lower

Upper

Bound

Bound

Semantically Control

Analytic

.567*

.137

.003

.108

1.025

Transparent

Holistic

.483*

.140

.009

.011

.954
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Analytic Control

-.567*

.137

.003

-1.025

-.108

Holistic

-.084

.121

.507

-.491

.323

Holistic Control

-.483*

.140

.009

-.954

-.011

Analytic

.084

.121

.507

-.323

.491

Semantically Control

Analytic

.050

.137

.723

-.408

.509

Opaque

Holistic

.255

.140

.107

-.217

.726

Analytic Control

-.050

.137

.723

-.509

.408

Holistic

.204

.121

.131

-.203

.612

Holistic Control

-.255

.140

.107

-.726

.217

-.204

.121

.131

-.612

.203

Analytic

*. The mean difference is significant at the .01 level.
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).

Pairwise Comparisons
Measure: MEASURE_1
99% Confidence Interval for

Mean
Difference Std.
Group

(I) Sequence (J) Sequence

Control Semantically Semantically
Transparent

Opaque

Semantically Semantically
Opaque

Transparent

Analytic Semantically Semantically
Transparent

Opaque

Semantically Semantically
Opaque

Transparent

Holistic Semantically Semantically
Transparent

Opaque

Semantically Semantically
Opaque

Transparent

(I-J)

Differencea

Error Sig.a Lower Bound Upper Bound

.144

.154 .377

-.372

.659

-.144

.154 .377

-.659

.372

-.373

.160 .049

-.911

.166

.373

.160 .049

-.166

.911

-.084

.133 .545

-.531

.362

.084

.133 .545

-.362

.531

238

a. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no
adjustments).
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