Introduction
We have proposed a method based on tree structure and string alignment technique for identifying the same languages involved in two world languages trees, denoted by WLTs, which are two language classification trees provided by different linguists. We have named these two WLTs as T Y and T S 1-4 .
In our previous work, we have quantified several kinds of similarity measure, such as language name similarity, language classification similarity and language general similarity and so forth. Language name similarity is defined as string similarity between two language names. On the other hand, language classification similarity is defined as a weighted average of three kinds of similarities (family name similarity, parent name similarity and brother name similarity) that are based on language name similarity. Furthermore, language general similarity is defined as a weighted average of language name similarity and language classification similarity. At the same time, we have developed an algorithm for finding out same language pairs involved in T Y and T S by applying above defined similarity measures. In this algorithm, several unknown parameters, (e, f, g), (a, b), Δ and threshold ρ, are used and need to be set to constant values firstly.
This paper aims to determine all the values of these parameters and then get the identification results in order to confirm that our proposed similarity measures and the algorithm are useful and effective. This paper is organized as follows. First, we give the definitions of our proposed similarity measures and the algorithm for finding same language pairs. Then, we give the process for setting the parameters (e,f,g), (a,b), Δ and threshold ρ. Finally, we give the experimental results by applying the parameter values that are set. Fig. 1(1) shows an image of WLT and Fig. 1(2 Fig. 2 shows an example of the same language pair (y,s) involved in T Y and T S . The language names of y and s are "ARABIC, SUDANESE CREOLE" and "Arabic, Sudanese Creole" respectively and the same. Here, all alphabetical notations are not case-sensitive.
Preliminary

Similarity Measure
Finding out such same language pairs like (y,s) automatically is our purpose. In order to solve this problem, measure of language name similarity has been introduced and defined. In the following definition, a term WORD is used, which is a string consisting of only alphabets, such as "Arabic". Language name is a list of WORD(s), just like language names "ARABIC, SUDANESE CREOLE" and "Arabic, Sudanese Creole". If two WORDs are individually included in two language names and are most similar, for example "ARABIC" and "Arabic", they are called WORD pair.
[Definition 1] Let v and w be two WORDs. WORD similarity between v and w, denoted by sd_w (v, w) , is defined by where ed (v, w) and l A (v, w) respectively represent edit distance and length of optimal alignment between v and w, under the condition that the operations of insertions, deletions and substitutions all cost 1 4 . 
Then language name similarity of y and s, denoted by sd_ln node (y, s), is defined by □ Based on language name similarity, family name similarity denoted by sd_fn(y,s), parent name similarity denoted by sd_pn(y,s) and brother name similarity denoted by sd_bn(y,s) are defined as follows. These three similarities are designed for language classification similarity, which is intended to be a different similarity measure, from the aspect of language classification.
[ Then language classification similarity, and further language general similarity that integrates language name similarity and language classification similarity, are defined as follows. 
Finding same language pairs
Same language pairs such as (y,s) shown in Fig. 2 can be found out by applying language name similarity and language general similarity as follows. Two dummy WLTs with 3 languages in T Y and 4 in T Y are used to describe how to find them. 
Parameter Setting
In algorithm FSLV shown in Fig. 4 , parameters (e, f, g), (a,b), Δ and threshold ρ are used as input arguments, and are unknown. What should be done first is setting their values. In this section, we are going to give a solution for parameter setting.
Evaluation method and test data
Parameters (e, f, g) are used to calculate language classification similarity which is defined as a weighted average of family name similarity, parent name similarity and brother name similarity, and need to be set at first. These three parameters are individually the coefficients of the three similarities. Take (y,s) shown in Fig. 2 as the example, we consider that, if there are same language pairs such as ("NUBI", "Nubi") within the brothers, then it is most probably that y and s may also be the same language. Hence, we lay weight on g that is the coefficient of brother language similarity, and consider that e=0.25, f=0.25, g=0.5 should be appropriate.
On the other hand, parameters (a,b), Δ and threshold ρ will be determined throughout experiments. We use test data of 200 languages which were selected out of all 2,869 languages included in T Y in a random manner. In advance of setting parameters, we investigate the corresponding languages in T S for all the languages of this test data. However, it does not mean that the corresponding same languages can always be found in T S for all the languages.
For the test data, we repeat experiments according to algorithm FSLV shown in Fig. 4 by changing These measures are defined as follows.
We consider that the values of parameters (a,b), Δ and threshold ρ, with the highest values of F-measure and Precision, should be the best ones. Table 1 . Experimental results Fig. 6 (1) indicates that F-measure has a peak at Δ=0.10 and 0.13. At the two points, Fig.  6 (2) has the same highest values. We cannot differentiate the effect between the cases when Δ=0.10 and Δ=0.13, So we set Δ=0.10 or Δ=0.13.
R. Wu and H. Matsuno
Finally, we set the value of threshold ρ. Under the condition of Δ=0.10, a=0.5, b=0.5 or Δ=0.13, a=0.5, b=0.5, we repeat execution of algorithm FSLV by increasing the value of ρ from 0.50 to 0.80 by steps of 0.05, then we found that F-measure has a peak at ρ=0.55. So we repeat the execution additionally by setting ρ as 0.51, 0.52, 0.53 or 0.54 individually. F-measure shows the same value at ρ=0.54 or ρ=0.55 as well as Precision. Under the condition of the same F-measure and Precision, the threshold with lower value is better. Therefore, we set ρ=0.54.
Up to here, we have gotten the best values of parameters (a, b), Δ and threshold ρ under the condition of e=0.25, f=0.25, g=0.5 by using the test data. As the result, Δ=0.10, a=0.5, b=0.5, ρ=0.54 or Δ=0.13, a=0.5, b=0.5, ρ=0.54 are obtained.
Experimental Results
We have done experiment by applying the obtained parameters to original data T Y and T S to confirm the accuracy of parameter setting and the usefulness and effectiveness of our proposed method. By setting the parameters to (i) Δ=0.10, a=0. 5 Table 1 . in all the 2,869 languages of TY, we have gotten 2,687 same language pairs as the output of algorithm FSLV, in which 2,648 languages (92%) are the true cases.
Concluding Remarks
We have given a way of parameter setting for our previously proposed method. Using the parameter values, about 92% languages of TY have been identified, and the precision of identification is up to 98%. These results imply that our parameter setting described above is reasonably good. And at the same time, we have confirmed that our proposed method previously is useful and effective.
It should be noticed that the values of parameters (a, b), Δ and threshold ρ are set under the condition of e=0.25, f=0.25, g=0.5. As the future work, we need to do further tests to confirm the parameter setting.
