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Abstract
We will study circle actions on Cuntz–Krieger algebras trivially acting on its canon-
ical maximal abelian C∗-subalgebras from the view points of continuous orbit equiv-
alence of one-sided topological Markov shifts and flow equivalence of two-sided topo-
logical Markov shifts.
1 Introduction and Preliminaries
For an N ×N irreducible matrix A = [A(i, j)]Ni,j=1 with entries in {0, 1}, let us denote by
XA the shift space
XA = {(xn)n∈N ∈ {1, . . . , N}N | A(xn, xn+1) = 1 for all n ∈ N} (1.1)
of the one-sided topological Markov shift for A. We assume that 1 < N ∈ N and A is not
any permutation matrix. Hence A satisfies condition (I) in the sense of Cuntz–Krieger [8].
We endow XA with the relative topology of the product topology on {1, . . . , N}N, so that
XA is a compact Hausdorff space and homeomorphic to the Cantor discontinuum. Let us
denote by σA the shift map on XA which is defined by σA((xn)n∈N) = (xn+1)n∈N. It is
a continuous surjection on XA. The topological dynamical system (XA, σA) is called the
one-sided topological Markov shift for A. The topological Markov shifts are often called
shifts of finite type (cf. [10], [11]). The two-sided topological Markov shift is similarly
defined as a topological dynamical system (X¯A, σ¯A) on the set X¯A of two-sided sequences
(xn)n∈Z instead of one-sided sequences (xn)n∈N in (1.1) with the shift homeomorphism
σ¯A((xn)n∈Z) = (xn+1)n∈Z on X¯A. J. Cuntz and W. Krieger have introduced a C∗-algebra
OA associated to topological Markov shift (XA, σA) ([8]). The C∗-algebra is called the
Cuntz–Krieger algebra, which is a universal unique C∗-algebra generated by partial isome-
tries S1, . . . , SN subject to the relations:
N∑
j=1
SjS
∗
j = 1, S
∗
i Si =
N∑
j=1
A(i, j)SjS
∗
j , i = 1, . . . , N. (1.2)
For t ∈ R/Z, the correspondence Si → e2pi
√−1tSi, i = 1, . . . , N gives rise to an automor-
phism of OA denoted by ρAt . The automorphisms ρAt , t ∈ R/Z yield an action of the circle
1
group R/Z on OA called the gauge action. Let us denote by DA the C∗-subalgebra of OA
generated by the projections of the form: Si1 · · ·SinS∗in · · ·S∗i1 , i1, . . . , in = 1, . . . , N . The
subalgebraDA is canonically isomorphic to the commutative C∗-algebra C(XA) of the com-
plex valued continuous functions on XA by identifying the projection Si1 · · ·SinS∗in · · ·S∗i1
with the characteristic function χUi1···in ∈ C(XA) of the cylinder set Ui1···in for the word
i1 · · · in. Cuntz and Krieger have proved that if one-sided topological Markov shifts
(XA, σA) and (XB , σB) are topologically conjugate, then there exists an isomorphism
Φ : OA → OB such that Φ(DA) = DB and Φ◦ρAt = ρBt ◦Φ, t ∈ R/Z ([8, 2.17 Proposition]).
Continuous orbit equivalence of one-sided topological Markov shifts is a weaker equiv-
alence relation than one-sided topological conjugacy and gives rise to isomorphic Cuntz–
Krieger algebras ([14]). Let A and B be irreducible square matrices with entries in {0, 1}.
One-sided topological Markov shifts (XA, σA) and (XB , σB) are said to be continuously
orbit equivalent if there exist a homeomorphism h : XA → XB and continuous functions
k1, l1 : XA → Z+, k2, l2 : XB → Z+ such that
σ
k1(x)
B (h(σA(x))) = σ
l1(x)
B (h(x)) for x ∈ XA, (1.3)
σ
k2(y)
A (h
−1(σB(y))) = σ
l2(y)
A (h
−1(y)) for y ∈ XB . (1.4)
In [17], it has been proved that the following three assertions are equivalent (cf. [14], [15],
[19], [20]):
(i) (XA, σA) and (XB , σB) are continuously orbit equivalent.
(ii) There exists an isomorphism Φ : OA → OB such that Φ(DA) = DB .
(iii) OA and OB are isomorphic and sgn(det(id −A)) = sgn(det(id −B)).
Let g be a strictly positive continuous function on X¯A. Denote by X¯
g
A the compact
Hausdorff space obtained from
{(x¯, r) ∈ X¯A × R | x¯ ∈ X¯A, 0 ≤ r ≤ g(x)}
by identifying (x¯, g(x¯)) and (σ¯A(x¯), 0) for each x¯ ∈ X¯A. Let σ¯gA,t, t ∈ R be the flow on X¯gA
defined by
σ¯gA,t([(x¯, r)]) = [(x¯, r + t)] for [(x¯, r)] ∈ X¯gA.
The dynamical system (X¯gA, σ¯
g
A) is called the suspension flow of (X¯A, σ¯A) by ceiling func-
tion g. Two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are said to be flow
equivalent if for a strictly positive continuous function g on X¯A there exists a strictly
positive continuous function g˜ on X¯B such that (X¯
g
A, σ¯
g
A) is topologically conjugate to
(X¯ g˜B , σ¯
g˜
B). Throughout the paper, denote by K the C∗-algebra of compact operators on
the separable infinite dimensional Hilbert space ℓ2(N) and C its maximal abelian C∗-
subalgebra consisting of diagonal elements on ℓ2(N). We have seen that the following
three assertions are equivalent ([17], [9], [28] cf. [2], [8], [22]) :
(i) (X¯A, σ¯A) and (X¯B , σ¯B) are flow equivalent.
(ii) There exists an isomorphism Φ¯ : OA⊗K → OB ⊗K such that Φ¯(DA⊗C) = DB ⊗C.
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(iii) OA ⊗K and OB ⊗K are isomorphic and sgn(det(id−A)) = sgn(det(id−B)).
Hence the continuous orbit equivalence of one-sided topological Markov shifts is regarded
as a one-sided counterpart of the flow equivalence of two-sided topological Markov shifts.
Let us denote by (H¯A, H¯A+) the ordered cohomology group for the two-sided topological
Markov shift (X¯A, σ¯A), which is defined as the quotient group of the ordered abelian group
C(X¯A,Z) of all Z-valued continuous functions on X¯A by the subgroup {ξ − ξ ◦ σ¯A | ξ ∈
C(X¯A,Z)}. The classes of nonnegative functions in C(X¯A,Z) form the positive cone H¯A+
(cf. [1], [23]). The ordered cohomology group (HA,HA+) for the one-sided topological
Markov shift (XA, σA) is similarly defined ([17]). The latter ordered group (H
A,HA+)
is naturally isomorphic to the former one (H¯A, H¯A+) ([17, Lemma 3.1]). In [1], Boyle–
Handelman have proved that the ordered group (H¯A, H¯A+) is a complete invariant for flow
equivalence of two-sided topological Markov shift (X¯A, σ¯A). Suppose that (XA, σA) and
(XB , σB) are continuously orbit equivalent via a homeomorphism h : XA → XB satisfying
(1.3) and (1.4). The homomorphism Ψh : C(XB ,Z)→ C(XA,Z) defined by
Ψh(f)(x) =
l1(x)−1∑
i=0
f(σiB(h(x))) −
k1(x)−1∑
j=0
f(σjB(h(σA(x)))) (1.5)
for f ∈ C(XB ,Z), x ∈ XA and its inverse Ψh−1 : C(XA,Z) → C(XB ,Z) give rise to iso-
morphisms of abelian groups between C(XA,Z) and C(XB ,Z). They furthermore induce
isomorphisms between (HA,HA+) and (H
B ,HB+ ) as ordered groups ([18]).
In this paper, we will study actions of the circle group R/Z on the Cuntz–Krieger
algebras from the view points of continuous orbit equivalence of one-sided topological
Markov shifts and flow equivalence of two-sided topological Markov shifts. Let us denote
by ActDA(R/Z,OA) the set of actions of R/Z on OA trivially acting on the maximal
abelian C∗-subalgebra DA. For f ∈ C(XA,Z), define the one-parameter unitary group
Ut(f), t ∈ R/Z in DA by
Ut(f) = exp(2π
√−1tf), (1.6)
and an automorphism ρA,ft on OA for each t ∈ R/Z by
ρA,ft (Si) = Ut(f)Si, i = 1, . . . , N. (1.7)
We know that ρA,ft belongs to ActDA(R/Z,OA). For α ∈ ActDA(R/Z,OA), a continuous
map t ∈ R/Z → ut ∈ OA is called a unitary one-cocycle relative to α if ut, t ∈ R/Z
are unitaries and satisfy ut+s = utαt(us), t, s ∈ R/Z. For α1, α2 ∈ ActDA(R/Z,OA), we
write α1 ∼ α2 if there exists a unitary one-cocycle ut ∈ OA relative to α2 such that
α1t = Adut ◦α2t for all t ∈ R/Z. In Section 2, we show that the set ActDA(R/Z,OA) has a
natural structure of ordered group. We will then see that the map f ∈ C(XA,Z)→ ρA,f ∈
ActDA(R/Z,OA) gives rise to an isomorphism of groups and induces an isomorphism from
HA onto ActDA(R/Z,OA)/ ∼ as ordered groups (Proposition 2.4). The action ρA,1 for the
constant function 1 is the gauge action ρA which is an order unit of ActDA(R/Z,OA). In
Section 3, we will see that the map Ψh : C(XB,Z) → C(XA,Z) defined in (1.5) controls
actions of R/Z on the Cuntz–Krieger algebras trivially acting on its maximal abelian
C∗-subalgebras as in the following theorem.
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Theorem 1.1 (Theorem 3.2). Suppose that the one-sided topological Markov shifts (XA, σA)
and (XB , σB) are continuously orbit equivalent via a homeomorphism h : XA → XB. Then
there exists an isomorphism Φ : OA → OB satisfying the following conditions
(i) Φ(DA) = DB,
(ii) Φ ◦ ρA,ft = ρ
B,Ψ
h−1 (f)
t ◦ Φ for f ∈ C(XA,Z), t ∈ R/Z,
(iii) Ψh−1 : C(XA,Z) → C(XB,Z) induces an isomorphism from HA to HB as ordered
abelian groups.
If one may take l1(x) = k1(x) + 1, x ∈ XA in (1.3) and l2(y) = k2(y) + 1, y ∈ XB in
(1.4), then (XA, σA) and (XB , σB) are said to be eventually one-sided conjugate. By using
above theorem, we then obtain the following result.
Theorem 1.2 (Corollary 3.5). There exists an isomorphism Φ : OA → OB such that
Φ(DA) = DB and Φ ◦ ρAt = ρBt ◦Φ, t ∈ R/Z
if and only if (XA, σA) and (XB , σB) are eventually one-sided conjugate.
For flow equivalence of two-sided topological Markov shifts, we have the following
theorem by using Parry–Sullivan’s theorem [22] which says that the flow equivalence re-
lation is generated by topological conjugacies of two-sided topological Markov shifts and
expansions of the underlying directed graphs.
Theorem 1.3 (Theorem 5.7). Suppose that the two-sided topological Markov shifts (X¯A, σ¯A)
and (X¯B , σ¯B) are flow equivalent. Then there exist an isomorphism Φ : OA⊗K → OB⊗K,
a homomorphism ϕ : C(XA,Z)→ C(XB ,Z) of ordered abelian groups and a unitary one-
cocycle uft ∈ U(M(OA⊗K)) relative to ρA,f⊗ id for each function f ∈ C(XA,Z) satisfying
the following conditions
(i) Φ(DA ⊗ C) = DB ⊗ C,
(ii) Φ ◦ Ad(uft ) ◦ (ρA,ft ⊗ id) = (ρB,ϕ(f)t ⊗ id) ◦ Φ for f ∈ C(XA,Z), t ∈ R/Z,
(iii) ϕ : C(XA,Z) → C(XB ,Z) induces an isomorphism from HA to HB as ordered
abelian groups.
In this paper, we denote by N the set of positive integers and by Z+ the set of
nonnegative integers, respectively. For a topological Markov shift (XA, σA), a word
µ = (µ1, . . . , µk) for µi ∈ {1, . . . , N} is said to be admissible for XA if there exists
(xn)n∈N ∈ XA such that (µ1, . . . , µk) = (x1, . . . , xk). The length of µ is k, which is
denoted by |µ|. We denote by Bk(XA) the set of all admissible words of length k. The
cylinder set {(xn)n∈N ∈ XA | x1 = µ1, . . . , xk = µk} for µ = (µ1, . . . , µk) ∈ Bk(XA) is
denoted by Uµ.
This paper is a revised version of the paper entitled Continuous orbit equivalence, flow
equivalence of Markov shifts and torus actions on Cuntz–Krieger algebras, arXiv:1501.06965.
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2 Circle actions
We fix an N×N irreducible matrix A = [A(i, j)]Ni,j=1 with entries in {0, 1}. Let S1, . . . , SN
be the canonical generating partial isometries of the Cuntz-Krieger algebra OA satisfying
the relations (1.2). For a word µ = (µ1, . . . , µk) ∈ Bk(XA), denote by Sµ the partial
isometry Sµ1 · · ·Sµk . Let us denote by Act(R/Z,OA) the set of all continuous actions of
the circle group R/Z as automorphisms of OA. We set
ActDA(R/Z,OA) = {α ∈ Act(R/Z,OA) | αt(a) = a for all t ∈ R/Z, a ∈ DA}. (2.1)
We denote by Rep(R/Z,OA) (resp. Rep(R/Z,DA)) the set of unitary representations of
R/Z into the unitary group of OA (resp. of DA). We are assuming that the matrix A is
irreducible and not any permutation matrix, so that the subalgebra DA is maximal abelian
in OA ([8]). Hence if α ∈ ActDA(R/Z,OA) is of the form αt = Ad(ut), t ∈ R/Z for some
u ∈ Rep(R/Z,OA), then ut ∈ DA for all t ∈ R/Z and hence u ∈ Rep(R/Z,DA).
Recall that for a function f ∈ C(XA,Z) and t ∈ R/Z, an automorphism ρA,ft ∈
Aut(OA) is defined by ρA,ft (Si) = Ut(f)Si, i = 1, . . . , N, t ∈ R/Z for the unitary Ut(f) =
exp(2π
√−1tf) ∈ DA as in (1.6) and (1.7). It is easy to see that the automorphisms
ρA,ft , t ∈ R/Z yield an action of R/Z on OA such that ρA,ft (a) = a for all a ∈ DA so that
ρA,f ∈ ActDA(R/Z,OA).
Lemma 2.1. An action α ∈ Act(R/Z,OA) belongs to ActDA(R/Z,OA) if and only if there
exists a continuous function f ∈ C(XA,Z) such that αt = ρA,ft for all t ∈ R/Z.
Proof. It suffices to show the only if part. Suppose that α ∈ Act(R/Z,OA) belongs to
ActDA(R/Z,OA). By [12, Lemma 4.6, Corollary 4.7], there exists a unitary ut ∈ U(DA)
for each t ∈ R/Z such that αt(Si) = utSi for i = 1, . . . , N (cf. [7]). As αs(ut) = ut for
s, t ∈ R/Z, we see that for i = 1, . . . , N
utusSi = utαs(Si) = αs(utSi) = αs(αt(Si)) = αs+t(Si) = us+tSi
so that utus = us+t. The continuity of u : R/Z → U(DA) follows from that of the action
α. Hence there exists a unitary representation u ∈ Rep(R/Z,DA) satisfying αt(Si) = utSi
for i = 1, . . . , N and t ∈ R/Z. As in [16, Lemma 6.4], there exists a continuous function
f ∈ C(XA,Z) such that ut = Ut(f) and hence αt(Si) = ρA,ft (Si) for i = 1, . . . , N, t ∈
R/Z.
For α, β ∈ ActDA(R/Z,OA), take f, g ∈ C(XA,Z) such that αt(Si) = Ut(f)Si, βs(Si) =
Us(g)Si, s, t ∈ R/Z, i = 1, . . . , N. The commutativity Us(g)Ut(f) = Ut(f)Us(g) implies
αt ◦ βs = βs ◦ αt for s, t ∈ R/Z. Hence the set ActDA(R/Z,OA) has a structure of abelian
group by the product (α · β)t = αt ◦ βt for t ∈ R/Z. As the set C(XA,Z) has a structure
of abelian group by pointwise sums of functions, we get the following.
Proposition 2.2. The correspondence f ∈ C(XA,Z) → ρA,f ∈ ActDA(R/Z,OA) yields
an isomorphism of abelian groups.
Proof. Since the identities
Ut(f1 + f2) = Ut(f1)Ut(f2), Ut(−f) = Ut(f)∗, Ut(0) = 1
5
hold for f1, f2, f ∈ C(XA,Z), we have
ρA,f1+f2t = ρ
A,f1
t ◦ ρA,f2t , ρA,−ft = (ρA,ft )−1, ρA,0t = id.
Hence the correspondence f ∈ C(XA,Z) → ρA,f ∈ ActDA(R/Z,OA) yields a homomor-
phism of groups. Its surjectivity comes from the preceding lemma. It is clear to see that
ρA,ft = id for all t ∈ R/Z if and only if f is identically zero.
Under the identification between the algebras C(XA) and DA through the correspon-
dence between χUµ ∈ C(XA) and SµS∗µ ∈ DA for µ ∈ Bk(XA), we have
∑N
i=1 SifS
∗
i =
f ◦ σA for f ∈ C(XA) so that the equalities
SiUt(f) =
N∑
j=1
SjUt(f)S
∗
jSi = Ut(f ◦ σA)Si, i = 1, . . . , N (2.2)
hold. For a function f ∈ C(XA,Z), denote by [f ] the class of f in the ordered cohomology
group HA. We then have the following lemma.
Lemma 2.3. For f1, f2 ∈ C(XA,Z), the following two conditions are equivalent:
(i) [f1] = [f2] in H
A.
(ii) ρA,f2t = Ad(ut) ◦ ρA,f1t on OA for some u ∈ Rep(R/Z,DA).
Proof. (i) ⇒ (ii): Since [f1] = [f2] in HA, there exists a continuous function b ∈ C(XA,Z)
such that f2 = f1+ b− b ◦σA. Put ut = Ut(b) ∈ U(DA) for t ∈ R/Z. By the identity (2.2),
one sees that
utρ
f1
t (Si)u
∗
t = Ut(b)Ut(f1)SiUt(b)
∗ = Ut(b)Ut(f1)Ut(−b ◦ σA)Si = Ut(f2)Si
so that we have Ad(ut) ◦ ρA,f1t = ρA,f2t .
(ii) ⇒ (i): By [16, Lemma 6.4], there exists a continuous function b ∈ C(XA,Z) such
that ut = Ut(b). The equality ρ
A,f2
t (Si) = Ad(ut) ◦ ρA,f1t (Si) implies that
Ut(f2)Si = Ut(b+ f1 − b ◦ σA)Si, i = 1, . . . , N
so that f2 = f1 + b− b ◦ σA and hence [f1] = [f2].
For α1, α2 ∈ ActDA(R/Z,OA), we write α1 ∼ α2 if there exists a unitary one-cocycle
ut ∈ OA, t ∈ R/Z relative to α2 such that α1t = Adut◦α2t for t ∈ R/Z. In this case, we know
that ut belongs to DA and satisfies ut+s = utus for t, s ∈ R/Z because αit(a) = a for all
a ∈ DA and DA is maximal abelian in OA. It is easy to see that ∼ is an equivalence relation
in ActDA(R/Z,OA). We write [α] for the equivalence class of α ∈ ActDA(R/Z,OA). For
α ∈ ActDA(R/Z,OA), we put
δ(α)t =
d
dt
(
N∑
i=1
αt(Si)S
∗
i
)
(t).
Define α ≥ 0 if 1
2pi
√−1δ(α)0 is a positive operator in OA. We write [α] ≥ 0 if there exists
α′ ∈ ActDA(R/Z,OA) such that α′ ≥ 0 and α ∼ α′. As δ(ρA,f )0 = 2π
√−1f , we have
Proposition 2.4. The isomorphism f ∈ C(XA,Z) → ρA,f ∈ ActDA(R/Z,OA) of groups
induces an isomorphism [f ] ∈ HA → [ρA,f ] ∈ ActDA(R/Z,OA)/ ∼ of ordered abelian
groups.
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3 Continuous orbit equivalence and circle actions
Let h : XA → XB be a homeomorphism which gives rise to a continuous orbit equivalence
between (XA, σA) and (XB , σB). Take k1, l1 ∈ C(XA,Z+) satisfying (1.3). For f ∈
C(XB ,Z), define Ψh(f) ∈ C(XA,Z) by the formula (1.5). The map Ψh : C(XB ,Z) →
C(XA,Z) does not depend on the choice of the functions k1, l1 as long as they are satisfying
(1.3) ([18, Lemma 4.2]). Thus Ψh : C(XB ,Z)→ C(XA,Z) gives rise to a homomorphism
of abelian groups, which is actually an isomorphism ([18, Proposition 4.5]). As the equality
Ψh(f − f ◦ σB) = f ◦ h− f ◦ h ◦ σA holds, Ψh induces a homomorphism from HB to HA
which yields an isomorphism of ordered groups ([17], [18]). For f ∈ C(XA,Z) and n ∈ Z+,
let us denote by fn the function fn(x) =
∑n−1
i=0 f(σ
i
A(x)), x ∈ XA. The following identity
is useful in our further discussions.
Lemma 3.1. For a word µ = (µ1, . . . , µn) ∈ Bn(XA), we have
ρA,ft (Sµ) = Ut(f
n)Sµ, f ∈ C(XA,Z), t ∈ R/Z. (3.1)
Proof. By the identity SiUt(f) = Ut(f ◦ σA)Si as in (2.2), we have
ρA,ft (Sµ1···µn) = Ut(f)Sµ1 · · ·Ut(f)Sµn−2Ut(f)Sµn−1Ut(f)Sµn
= Ut(f)Sµ1 · · ·Ut(f)Sµn−2Ut(f + f ◦ σA)Sµn−1Sµn
= Ut(f + f ◦ σA + · · ·+ f ◦ σn−1A )Sµ1 · · ·Sµn−2Sµn−1Sµn
= Ut(f
n)Sµ.
The following result is a generalization of [8, 2.17 Proposition].
Theorem 3.2. If the one-sided topological Markov shifts (XA, σA) and (XB , σB) are con-
tinuously orbit equivalent via a homeomorphism h : XA → XB, then there exists an
isomorphism Φ : OA → OB such that
Φ(DA) = DB and Φ ◦ ρA,Ψh(f)t = ρB,ft ◦ Φ for f ∈ C(XB ,Z), t ∈ R/Z.
Proof. The first part of the proof below follows essentially the proof of [14, Proposition
5.6.] (cf. [16, Proposition 6.3]). We need the several notations used in the first part to
proceed to the second part, so that the first part overlaps [14, Proposition 5.6.] and [16,
Proposition 6.3]. Let us denote by HA (resp. HB) the Hilbert space with its complete
orthonormal system {eAx | x ∈ XA} (resp. {eBy | y ∈ XB}). Define the partial isometries
SAi , i = 1, . . . , N on HA by
SAi e
A
x =
{
eAix if ix ∈ XA,
0 otherwise,
(3.2)
which satisfy the relations (1.2). For theM×M matrix B = [B(i, j)]Mi,j=1, define the partial
isometries SBi , i = 1, . . . ,M on HB satisfying the relations (1.2) for B in a similar way. The
Cuntz–Krieger algebra OA (resp. OB) is identified with the C∗-algebra C∗(SA1 , . . . , SAN )
on HA (resp. C
∗(SB1 , . . . , S
B
M ) on HB) generated by S
A
1 , . . . , S
A
N (resp. S
B
1 , . . . , S
B
M ). For
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the continuous function k1 : XA → Z+ in (1.3), let K1 = Max{k1(x) | x ∈ XA}. By adding
K1 − k1(x) to both k1(x) and l1(x), one may assume that k1(x) = K1 for all x ∈ XA.
We will see that Φ = Ad(Uh) defined by the unitary Uhe
A
x = e
B
h(x), x ∈ XA satisfies
the desired properties. We fix i ∈ {1, . . . , N} and set X(i)B = {y ∈ XB | ih−1(y) ∈ XA}.
For y ∈ X(i)B , put z = ih−1(y) ∈ XA. As h(σA(z)) = y with (1.3), one has h(z) ∈
σ
−l1(z)
B (σ
K1
B (y)) and
h(z) = (µ1(z), . . . , µl1(z)(z), yK1+1, yK1+2, . . . ) (3.3)
for some (µ1(z), . . . , µl1(z)(z)) ∈ Bl1(z)(XB). Put L1 = Max{l1(z) | z = ih−1(y), y ∈ X(i)B }.
The set W (i) = {(µ1(z), . . . , µl1(z)(z)) ∈ Bl1(z)(XB) | z = ih−1(y), y ∈ X(i)B } of words is a
finite subset of ∪L1j=0Bj(XB). For ν = (ν1, . . . , νj) ∈W (i), put the clopen set E(i)ν in X(i)B
E(i)ν = {y ∈ X(i)B | µ1(z) = ν1, . . . , µl1(z)(z) = νj, z = ih−1(y)}
so that X
(i)
B = ∪ν∈W (i)E(i)ν . Let Q(i)ν be the characteristic function χE(i)ν on XB for the
clopen sets E
(i)
ν . For y ∈ X(i)B and ν ∈ W (i), we have y ∈ E(i)ν if and only if Q(i)ν eBy = eBy .
By (3.3), the equality
eBh(ih−1(y)) =
∑
ν∈W (i)
SBν
∑
ξ∈BK1 (XB)
SBξ
∗
Q(i)ν e
B
y for y ∈ X(i)B
holds. As UhS
A
i U
∗
he
B
y = e
B
h(ih−1(y)) if y ∈ X
(i)
B , and 0 otherwise, we have
UhS
A
i U
∗
he
B
y =
∑
ν∈W (i)
∑
ξ∈BK1(XB)
SBν S
B
ξ
∗
Q(i)ν e
B
y for y ∈ X(i)B
so that
UhS
A
i U
∗
h =
∑
ν∈W (i)
∑
ξ∈BK1 (XB)
SBν S
B
ξ
∗
Q(i)ν .
As Q
(i)
ν ∈ DB , we have Ad(Uh)(SAi ) ∈ OB so that Ad(Uh)(OA) ⊂ OB . Since U∗h = Uh−1 ,
we symmetrically have Ad(U∗h)(OB) ⊂ OA so that Ad(Uh)(OA) = OB . It is direct to see
that Ad(Uh)(f) = f ◦h−1 for f ∈ DA from the definition UheAx = eBh(x), x ∈ XA so that we
have Ad(Uh)(DA) = DB .
We will next show that Ad(Uh) ◦ ρA,Ψh(f)t = ρB,ft ◦Ad(Uh) for f ∈ C(XB ,Z), t ∈ R/Z.
It follows that
(ρB,ft ◦ Ad(Uh))(SAi ) =
∑
ν∈W (i)
∑
ξ∈BK1 (XB)
ρB,ft (S
B
ν S
B
ξ
∗
)Q(i)ν . (3.4)
Since Q
(i)
ν eBy 6= 0 if and only if Q(i)ν eBy = eBy and ν1 = µ1(z), . . . , νj = µl1(z)(z). For
y ∈ E(i)ν with (y1, . . . , yK1) = (ξ1, . . . , ξK1), we have SBν SBξ
∗
Q
(i)
ν eBy = e
B
h(z) = e
B
h(ih−1(y))
and νσK1B (y) = h(z). As
ρB,ft (S
B
ξ
∗
)eBy = exp{−2π
√−1tfK1(y)}SBξ
∗
eBy = exp{−2π
√−1tfK1(h(σA(z)))}eB
σ
K1
B
(y)
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and
ρB,ft (S
B
ν )e
B
σ
K1
B (y)
= Ut(f
l1(z))eB
νσ
K1
B (y)
= exp{2π√−1tf l1(z)(h(z))}eBh(z),
we have
ρB,ft (S
B
ν S
B
ξ
∗
Q(i)ν )e
B
y =ρ
B,f
t (S
B
ν )ρ
B,f
t (S
B
ξ
∗
)eBy
=ρB,ft (S
B
ν )exp{−2π
√−1tfK1(h(σA(z)))}eB
σ
K1
B (y)
=exp{−2π√−1tfK1(h(σA(z)))}ρB,ft (SBν )eBσK1B (y)
=exp{−2π√−1tfK1(h(σA(z)))}exp{2π
√−1tf l1(z)(h(z))}eBh(z)
=exp{2π√−1t(Ψh(f)(z))}eBh(z)
=Uhexp{2π
√−1tΨh(f)}SAi eAh−1(y)
=Uhρ
A,Ψh(f)
t (S
A
i )U
∗
he
B
y .
By (3.4), we get
(ρB,ft ◦ Ad(Uh))(SAi )eBy = UhρA,Ψh(f)t (SAi )U∗heBy
so that
ρB,ft ◦ Ad(Uh) = Ad(Uh) ◦ ρA,Ψh(f)t for t ∈ R/Z.
By setting Φ = Ad(Uh) : OA → OB , we have the desired isomorphism.
In the proof of [14, Theorem 5.7] we see that if there exists an isomorphism Φ :
OA → OB such that Φ(DA) = DB , we can take a homeomorphism h : XA → XB which
gives rise to a continuous orbit equivalence between (XA, σA) and (XB , σB) and satisfies
Φ(f) = f ◦ h−1 for f ∈ DA. We apply Theorem 3.2 to obtain the following theorem.
Theorem 3.3. Let f ∈ C(XB,Z), g ∈ C(XA,Z).
(i) There exists an isomorphism Φ : OA → OB satisfying
Φ(DA) = DB and Φ ◦ ρA,gt = ρB,ft ◦ Φ, t ∈ R/Z (3.5)
if and only if there exists a homeomorphism h : XA → XB which gives rise to a
continuous orbit equivalence between (XA, σA) and (XB , σB) such that Ψh(f) = g.
(ii) There exist an isomorphism Φ : OA → OB and a unitary one-cocycle vt, t ∈ R/Z in
OA relative to ρA,g satisfying
Φ(DA) = DB and Φ ◦ Ad(vt) ◦ ρA,gt = ρB,ft ◦ Φ, t ∈ R/Z (3.6)
if and only if there exists a homeomorphism h : XA → XB which gives rise to a
continuous orbit equivalence between (XA, σA) and (XB , σB) such that [Ψh(f)] = [g]
in HA.
Proof. (i) The if part follows from Theorem 3.2. We will show the only if part. Represent
the algebras OA on HA and OB on HB as in the proof of Theorem 3.2. Suppose that
there exists an isomorphism Φ : OA → OB satisfying (3.5). Take a homeomorphism
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h : XA → XB which gives rise to a continuous orbit equivalence between (XA, σA) and
(XB , σB) and satisfies Φ(f) = f ◦h−1 for f ∈ DA. Let Φh : OA → OB be the isomorphism
Ad(Uh) defined in the proof of Theorem 3.2 so that
Φh(DA) = DB and Φh ◦ ρA,Ψh(f)t = ρB,ft ◦ Φh, t ∈ R/Z. (3.7)
By the construction of Φh, we know that Φh(f) = f ◦ h−1 for f ∈ DA. Hence the
automorphism α = Φ−1h ◦Φ onOA satisfies α|DA = id. By [14, Theorem 6.5 (1)], there exists
a unitary one-cocycle Vα in DA relative to α such that α(Sµ) = Vα(k)Sµ for µ ∈ Bk(XA).
Hence α(Si) = Vα(1)Si, Vα(1) ∈ DA so that Φ(Si) = Φh(Vα(1)Si) for i = 1, . . . , N . By
(3.5) and (3.7), we see
Φ ◦ ρA,gt (Si) = (Φh ◦ ρA,Ψh(f)t ◦ Φ−1h ) ◦ Φ(Si), t ∈ R/Z, i = 1, . . . , N.
The left hand side above equals
Φ(ρA,gt (Si)) = Φ(Ut(g)Si) = Φ(Ut(g))Φ(Si).
The right hand side above equals
(Φh ◦ ρA,Ψh(f)t ◦ Φ−1h ) ◦ Φ(Si)
=Φh(Vα(1)ρ
A,Ψh(f)
t (Si)) = Φh(Ut(Ψh(f)))Φh(Vα(1)Si) = Φh(Ut(Ψh(f)))Φ(Si).
Hence we have Φ(Ut(g))Φ(Si) = Φh(Ut(Ψh(f)))Φ(Si). As both Ut(g), Ut(Ψh(f)) belong to
DA and Φ = Φh on DA, we obtain that Ut(g) = Ut(Ψh(f)) and hence g = Ψh(f).
(ii) We first show the if part. Suppose that [Ψh(f)] = [g]. We may take b ∈ C(XA,Z)
such that Ψh(f) = g + b− b ◦ σA. By (i), there exists an isomorphism Φ : OA → OB such
that Φ(DA) = DB and Φ ◦ ρA,g+b−b◦σAt = ρB,ft ◦ Φ. Since the unitary vt = Ut(b) satisfies
Ad(vt) ◦ ρA,gt = ρA,g+b−b◦σAt , the equality (3.6) holds.
For the proof of the only if part, assume that there exist an isomorphism Φ : OA → OB
and a unitary one-cocycle vt, t ∈ R/Z in OA relative to ρA,g satisfying the equality (3.6).
As ρA,gt |DA = id and ρB,ft |DB = id, the equality (3.6) implies that Φ(vt) commutes with
elements of Φ(DA) = DB . Since DB is maximal abelian in OB , the unitaries Φ(vt), t ∈ R/Z
belong to DB and hence vt, t ∈ R/Z belong to DA which satisfy ρA,gs (vt) = vt for s, t ∈
R/Z. The map t ∈ R/Z → vt ∈ DA then yields a unitary representation of R/Z. Take
b ∈ C(XA,Z) such that vt = Ut(b) and hence the equality Φ◦ρA,g+b−b◦σAt = ρB,ft ◦Φ follows.
By (i), there exists a homeomorphism h : XA → XB which gives rise to a continuous orbit
equivalence between (XA, σA) and (XB , σB) such that Φh(f) = g + b − b ◦ σA so that
[Ψh(f)] = [g].
Under the assumption of Theorem 3.2, let us define the functions c1 ∈ C(XA,Z) and
c2 ∈ C(XB ,Z) by c1(x) = l1(x) − k1(x), x ∈ XA and c2(y) = l2(y) − k2(y), y ∈ XB ,
respectively, They are called the cocycle functions which play a key roˆle in [16] and [18].
They do not depend on the choices of the functions k1, l1 and k2, l2 as long as they are
satisfying (1.3) and (1.4), respectively ([18, Lemma 4.1]). By the formula (1.5), we know
Ψh(1B) = c1 and similarly Ψh−1(1A) = c2, where 1A, 1B are the constant functions on
XA,XB taking its values 1, respectively. The actions ρ
A,1A
t for the constant function 1A
and ρB,1Bt for the constant function 1B are the gauge actions ρ
A
t on OA and ρBt on OB ,
respectively. Theorem 3.3 (i) implies the following corollary.
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Corollary 3.4. The one-sided topological Markov shifts (XA, σA) and (XB , σB) are con-
tinuously orbit equivalent if and only if there exist an isomorphism Φ : OA → OB and
continuous functions c1 : XA → Z, c2 : XB → Z, such that
Φ(DA) = DB and Φ ◦ ρAt = ρB,c2t ◦ Φ, Φ−1 ◦ ρBt = ρA,c1t ◦ Φ for t ∈ R/Z.
In the case f = 1B , g = 1A in Theorem 3.3, the first assertion (i) describes the com-
mutativity of the gauge actions. We say (XA, σA) and (XB , σB) to be eventually one-
sided conjugate if there exist a homeomorphism h : XA → XB and continuous functions
k1 : XA → Z and k2 : XB → Z such that
σ
k1(x)
B (h(σA(x))) = σ
k1(x)+1
B (h(x)) for x ∈ XA, (3.8)
σ
k2(y)
A (h
−1(σB(y))) = σ
k2(y)+1
A (h
−1(y)) for y ∈ XB . (3.9)
If the conditions (3.8) and (3.9) are fulfilled, one may take the functions k1, k2 to be
the constant functions taking its values K = Max{k1(x), k2(y) | x ∈ XA, y ∈ XB}. As
Ψh−1 = (Ψh)
−1, the condition Ψh(1B) = 1A is equivalent to the condition Ψh−1(1A) =
1B . The latter and hence the former conditions are equivalent to the conditions l1(x) =
k1(x) + 1 and l2(y) = k2(y) + 1 by the definition of Ψh,Ψh−1 . This means that the
eventual one-sided conjugacy is equivalent to the condition Ψh(1B) = 1A. As a more
general equivalence relation, a notion of strongly continuous orbit equivalence between
one-sided topological Markov shifts has been introduced in [16] which is stronger than
continuous orbit equivalence but weaker than eventual one-sided conjugacy. Two one-
sided topological Markov shifts (XA, σA) and (XB , σB) are said to be strongly continuous
orbit equivalent if there exists a homeomorphism h : XA → XB giving rise to a continuous
orbit equivalence such that [Ψh(1B)] = [1A] in H
A, which is equivalent to the condition
[Ψh−1(1A)] = [1B ] in H
B ([16, Lemma 4.3]). We then have the following corollary of
Theorem 3.3.
Corollary 3.5 (cf. [8, 2,17. Proposition], [16, Theorem 6.7]). Let ρA (resp. ρB) be the
gauge action on OA (resp. OB).
(i) There exists an isomorphism Φ : OA → OB such that
Φ(DA) = DB and Φ ◦ ρAt = ρBt ◦ Φ, t ∈ R/Z
if and only if (XA, σA) and (XB , σB) are eventually one-sided conjugate.
(ii) There exist an isomorphism Φ : OA → OB and a unitary representation v of R/Z
to DB such that
Φ(DA) = DB and Φ ◦ ρAt = Ad(vt) ◦ ρBt ◦Φ, t ∈ R/Z
if and only if (XA, σA) and (XB , σB) are strongly continuous orbit equivalent.
Remark 3.6. Cuntz and Krieger had proved that if (XA, σA) and (XB , σB) are one-sided
conjugate, then there exists an isomorphism Φ : OA → OB such that Φ(DA) = DB and
Φ ◦ ρAt = ρBt ◦Φ, t ∈ R/Z ([8, 2.17. Proposition]). The converse implication is seen in [29]
as an open question. By the above corollary, the open question may be rephrased such
that whether or not the eventual one-sided conjugacy implies one-sided conjugacy. This
seems to be open.
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We denote by C(XA,R) the set of real valued continuous functions on XA. Let γ
A,f
r ∈
Aut(OA), r ∈ R be the one-parameter automorphism for f ∈ C(XA,R) on OA defined by
γA,fr (Si) = exp(
√−1rf)Si, i = 1, . . . , N. (3.10)
For a homeomorphism h : XA → XB which gives rise to a continuous orbit equivalence
between (XA, σA) and (XB , σB), we define a linear map Ψh : C(XB ,R) → C(XA,R) by
the same formula as in (1.5). We may show the following proposition in a similar way to
Theorem 3.2.
Proposition 3.7. If the one-sided topological Markov shifts (XA, σA) and (XB , σB) are
continuously orbit equivalent via a homeomorphism h : XA → XB, then there exists an
isomorphism Φ : OA → OB such that
Φ(DA) = DB and Φ ◦ γA,Ψh(f)r = γB,fr ◦ Φ for f ∈ C(XB ,R), r ∈ R.
4 Strong shift equivalence and circle actions
It is well-known that a topological Markov shift defined by a square matrix A with entries
in {0, 1} is naturally identified with a shift of finite type of the edge shift defined by
the underlying directed graph. In this section, we consider edge shifts and hence square
matrices with entries in nonnegative integers (cf. [10], [11], [30], etc.). Such a matrix
is simply called a nonnegative square matrix. Our hypothesis that the shift space XA
is homeomorphic to a Cantor discontinuum forces the nonnegative square matrix to be
irreducible and not any permutation matrix. For a nonnegative square matrix A, denote
by EA the edge set of the underlying graph GA. The two-sided shift space X¯A is identified
with the two-sided sequences of concatenated edges of EA. Two square matrices A,B are
said to be elementary equivalent if there exist nonnegative rectangular matrices C,D such
that A = CD and B = DC ([30], cf. [11]). The graphs GA and GB become both bipartite
graphs. We may then take certain bijections ϕA,CD from EA to a subset of EC ×ED and
ϕB,DC from EB to a subset of ED × EC . We fix such bijections. Through the bijections,
we may identify an edge a of EA with a pair cd of edges c ∈ EC and d ∈ ED, and similarly
an edge b of EB with a pair dc of edges d ∈ ED and c ∈ EC . An equivalence relation
generated by elementary equivalences is called the strong shift equivalence. In [30], R.
Williams has proved that two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) for
irreducible matrices A and B are topologically conjugate if and only if the matrices A and
B are strong shift equivalent.
For a C∗-algebra A without unit, let M(A) stand for its multiplier C∗-algebra defined
by
M(A) = {a ∈ A∗∗ | aA ⊂ A, Aa ⊂ A}.
An action α of R/Z on A always extends to M(A) and we write the extended action
still α. For an action α of R/Z on A, a unitary one-cocycle ut, t ∈ R/Z relative to α is
a continuous map t ∈ R/Z → ut ∈ U(M(A)) to the unitary group U(M(A)) satisfying
ut+s = usαs(ut), s, t ∈ R/Z. It is known that if two matrices A and B are elementary
equivalent, there exists an isomorphism Φ : OA ⊗K → OB ⊗K and a unitary one-cocycle
ut ∈ U(M(OA ⊗K)) relative to the gauge action ρA ⊗ id such that
Φ(DA ⊗ C) = DB ⊗ C and Φ ◦ Ad(ut) ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦ Φ for t ∈ R/Z
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(cf. [8], [13], [21]). The proof given in [13] is due to a version of equivariant Morita
equivalence (cf. [4], [5], [6], [24]).
In this section, we assume that two matrices A and B are elementary equivalent such
that A = CD and B = DC. We set the square matrix Z =
[
0 C
D 0
]
so that we see
Z2 =
[
CD 0
0 DC
]
=
[
A 0
0 B
]
.
LetOZ be the Cuntz–Krieger algebra for the matrix Z. Let us denote by Sc, Sd, c ∈ EC , d ∈
ED the generating partial isometries of OZ such that
∑
c∈EC ScS
∗
c +
∑
d∈ED SdS
∗
d = 1 and
S∗cSc =
∑
d∈ED
Z(c, d)SdS
∗
d , S
∗
dSd =
∑
c∈EC
Z(d, c)ScS
∗
c
for c ∈ EC , d ∈ ED. We note that ScSd 6= 0 (resp. SdSc 6= 0) if and only if ϕA,CD(a) = cd
(resp. ϕB,DC(b) = dc) for some a ∈ EA (resp. b ∈ EB). In this case, we identify cd (resp.
dc) with a (resp. b) through the map ϕA,CD (resp. ϕB,DC). We then write Scd = Sa
(resp. Sdc = Sb) where Scd = ScSd (resp. Sdc = SdSc) belongs to OZ whereas Sa (resp.
Sb) belongs to OA (resp. OB). Put PC =
∑
c∈EC ScS
∗
c and PD =
∑
d∈ED SdS
∗
d so that
PC + PD = 1. It has been shown in [13] that
PCOZPC = OA, PDOZPD = OB , DZPC = DA, DZPD = DB (4.1)
and PCOZPD has a natural structure of OA −OB imprimitivity bimodule ([26], [27]). As
DZ is commutative, we note that PCDZPC = DZPC and PDDZPD = DZPD.
We take and fix a function f ∈ C(XA,Z). It is regarded as an element of DA and
hence of DZ by identifying it with f ⊕ 0 in DA ⊕DB = DZ . Since exp(2π
√−1t(f ⊕ 0)) =
exp(2π
√−1tf) + PD ∈ U(DZ), the automorphism ρZ,ft ∈ Aut(OZ) for t ∈ R/Z satisfies
ρZ,ft (Sc) = exp(2π
√−1tf)Sc for c ∈ EC , ρZ,ft (Sd) = Sd for d ∈ ED. (4.2)
For a ∈ EA, b ∈ EB such that ϕA,CD(a) = cd, ϕB,DC (b) = dc, we then have
ρZ,ft (ScSd) = ρ
Z,f
t (Sc)ρ
Z,f
t (Sd) = exp(2π
√−1tf)ScSd = ρA,ft (Sa),
ρZ,ft (SdSc) = ρ
Z,f
t (Sd)ρ
Z,f
t (Sc) = Sdexp(2π
√−1tf)Sc = Sdexp(2π
√−1tf)S∗dSb.
Put φ(f) =
∑
d∈ED SdfS
∗
d ∈ DZ . Since PDφ(f)PD = φ(f), we see that φ(f) ∈ DB and
hence φ(f) ∈ C(XB ,Z) such that∑
d∈ED
Sdexp(2π
√−1tf)S∗d = exp(2π
√−1tφ(f)) ∈ U(DB).
Therefore we see
ρZ,ft (SdSc) = exp(2π
√−1tφ(f))Sb = ρB,φ(f)t (Sb).
We have thus proved the following lemma.
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Lemma 4.1. Suppose that A = CD and B = DC. For f ∈ C(XA,Z), there exists
φ(f) ∈ C(XB ,Z) such that
ρZ,ft (ScSd) = ρ
A,f
t (Sa), ρ
Z,f
t (SdSc) = ρ
B,φ(f)
t (Sb), t ∈ R/Z (4.3)
where a ∈ EA, b ∈ EB and c ∈ EC , d ∈ ED are satisfying ϕA,CD(a) = cd, ϕB,DC (b) = dc.
We note that the following symmetric equations to (4.3)
ρZ,gt (SdSc) = ρ
B,g
t (Sb), ρ
Z,g
t (ScSd) = ρ
A,ψ(g)
t (Sa), t ∈ R/Z (4.4)
for g ∈ C(XB,Z) and ψ(g) =
∑
c∈EC ScgS
∗
c ∈ C(XA,Z) hold. We then have the following
lemma.
Lemma 4.2. Suppose that A = CD and B = DC. The homomorphisms φ : C(XA,Z)→
C(XB ,Z) and ψ : C(XB,Z)→ C(XA,Z) defined by
φ(f) =
∑
d∈ED
SdfS
∗
d , ψ(g) =
∑
c∈EC
ScgS
∗
c
satisfy the following equalities
(ψ ◦ φ)(f) = f ◦ σA, (φ ◦ ψ)(g) = g ◦ σB (4.5)
for f ∈ C(XA,Z) and g ∈ C(XB ,Z). Hence they induce isomorphisms φ¯ : HA → HB and
ψ¯ : HB → HA of ordered abelian groups in a natural way.
Proof. We have
(ψ ◦ φ)(f) =
∑
c∈EC
Sc(
∑
d∈ED
SdfS
∗
d)S
∗
c =
∑
a∈EA
SafS
∗
a = f ◦ σA for f ∈ C(XA,Z)
and similarly (φ ◦ ψ)(g) = g ◦ σB for g ∈ C(XB ,Z). It is easy to see that the equality
φ(f − f ◦ σA) = φ(f) − φ(f) ◦ σB holds so that φ : C(XA,Z) → C(XB ,Z) induces an
isomorphism written φ¯ : HA → HB of ordered abelian groups whose inverse is ψ¯ : HB →
HA induced by ψ : C(XB ,Z)→ C(XA,Z).
We can prove the following proposition.
Proposition 4.3. Suppose that A = CD and B = DC. Then there exists an isomorphism
Φ : OA ⊗ K → OB ⊗ K satisfying Φ(DA ⊗ C) = DB ⊗ C such that for each function
f ∈ C(XA,Z) there exists a unitary one-cocycle uft ∈ U(M(OA ⊗K)) relative to ρA,f ⊗ id
such that
Φ ◦Ad(uft ) ◦ (ρA,ft ⊗ id) = (ρB,φ(f)t ⊗ id) ◦Φ for t ∈ R/Z.
Proof. By [13, Proposition 4.1], there exist partial isometries vA, vB ∈ M(OZ ⊗ K) such
that
v∗AvA = v
∗
BvB = 1, vAv
∗
A = PC ⊗ 1, vBv∗B = PD ⊗ 1 (4.6)
and
Ad(v∗A) : OA ⊗K → OZ ⊗K and Ad(v∗B) : OB ⊗K → OZ ⊗K (4.7)
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are isomorphisms satisfying
Ad(v∗A)(DA ⊗ C) = DZ ⊗ C and Ad(v∗B)(DB ⊗ C) = DZ ⊗ C.
Put w = vBv
∗
A ∈ M(OZ ⊗ K) and Φ = Ad(w) : OA ⊗ K → OB ⊗ K which satisfies
Φ(DA ⊗ C) = DB ⊗ C. For f ∈ C(XA,Z), we define uft ∈ U(M(OA ⊗ K)) by setting
uft = w
∗(ρZ,ft ⊗ id)(w), where ρZ,ft ⊗ id is extended to an automorphism of M(OZ ⊗ K).
As (PC ⊗ 1)vA = vA, we have
uft = (PC ⊗ 1)w∗(ρZ,ft ⊗ id)(w)(PC ⊗ 1)
so that uft ∈ (PC⊗1)M(OZ⊗K)(PC⊗1). Since (PC⊗1)M(OZ⊗K)(PC⊗1) =M(OA⊗K),
we have uft ∈ M(OA ⊗ K). As ρA,ft (T ) = ρZ,ft (T ) for T ∈ OA, it then follows that for
T ⊗K ∈ OA ⊗K
[Ad(uft ) ◦ (ρA,ft ⊗ id)](T ⊗K) =uft (ρA,ft (T )⊗K)(uft )∗
=w∗(ρZ,ft ⊗ id)(w)(ρZ,ft (T )⊗K)(w∗(ρZ,ft ⊗ id)(w))∗
=w∗(ρZ,ft ⊗ id)(w(T ⊗K)w∗)w.
Since w(T ⊗K)w∗ ∈ OB ⊗K and ρZ,ft (R) = ρB,φ(f)t (R) for R ∈ OB , we have
w∗(ρZ,ft ⊗ id)(w(T ⊗K)w∗)w =w∗(ρB,φ(f)t ⊗ id)(w(T ⊗K)w∗)w
=[Φ−1 ◦ (ρB,φ(f)t ⊗ id) ◦ Φ](T ⊗K).
Hence we obtain
Ad(uft ) ◦ (ρA,ft ⊗ id) = Φ−1 ◦ (ρB,φ(f)t ⊗ id) ◦ Φ.
Corollary 4.4. Suppose that A and B are strong shift equivalent. Then there exist an
isomorphism Φ : OA⊗K → OB ⊗K satisfying Φ(DA⊗C) = DB⊗C and a homomorphism
φ : C(XA,Z) → C(XB ,Z) of ordered groups which induces an isomorphism between HA
and HB of ordered groups such that for each function f ∈ C(XA,Z) there exists a unitary
one-cocycle uft ∈ U(M(OA ⊗K)) relative to ρA,f ⊗ id satisfying
Φ ◦Ad(uft ) ◦ (ρA,ft ⊗ id) = (ρB,φ(f)t ⊗ id) ◦Φ for t ∈ R/Z.
We note that the above isomorphism from HA to HB induced by φ sends the class
[1A] of the constant 1 function on XA to the class [1B ] of the constant 1 function on XB .
5 Flow equivalence and circle actions
For an N ×N matrix A = [A(i, j)]Ni,j=1 with entries in {0, 1}, put
A˜ =


0 A(1, 1) · · · A(1, N)
1 0 · · · 0
0 A(2, 1) · · · A(2, N)
...
...
...
0 A(N, 1) · · · A(N,N)

 , (5.1)
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which is called the expansion of A at the vertex 1. Let {0, 1, . . . , N} be the set of sym-
bols for the topological Markov shifts (XA˜, σA˜) for the matrix A˜. Let us denote by
S˜0, S˜1, . . . , S˜N the canonical generating partial isometries of the Cuntz–Krieger algebra
OA˜ which satisfy
∑N
j=0 S˜jS˜
∗
j = 1, S˜
∗
i S˜i =
∑N
j=0 A˜(i, j)S˜j S˜
∗
j for i = 0, 1, . . . , N . Put
P =
∑N
i=1 S˜iS˜
∗
i . We note that the identities
S˜∗1PS˜1 = S˜
∗
1 S˜1 = S˜0S˜
∗
0 , P + S˜0S˜
∗
0 = P + S˜
∗
1PS˜1 = 1 (5.2)
hold. We decompose the set N of natural numbers such as N = ∪∞j=1Nj and Nj = ∪∞k=0Njk
as disjoint unions such that Njk is an infinite set for each k, j. We take and fix a canonical
system ei,j, i, j ∈ N of matrix units which generates the algebra K such that ei,i, i ∈ N are
projections of rank one in C. We put the projections fj =
∑
i∈Nj ei,i, fjk =
∑
i∈Njk ei,i.
Take a partial isometry sjk,j such that s
∗
jk,j
sjk,j = fj, sjk,js
∗
jk,j
= fj.
Lemma 5.1. There exists a partial isometry wn ∈M(OA˜ ⊗K), n = 1, 2, . . . such that
w∗nwn = 1A˜ ⊗ fn, wnw∗n ≤ P ⊗ fn,
w∗n(DA˜P ⊗ C)wn ⊂ DA˜ ⊗ C, wn(DA˜ ⊗ C)w∗n ⊂ DA˜P ⊗ C.
Proof. Put wn = P ⊗ sn0,n + PS˜1 ⊗ sn1,n. It then follows that
w∗nwn = P ⊗ fn + S˜∗1PS˜1 ⊗ fn = (P + S˜∗1PS˜1)⊗ fn = 1⊗ fn.
We note that PS˜1 = S˜1 and hence PS˜1P = S˜1P = 0 so that
wnw
∗
n = P ⊗ fn0 + PS˜1S˜∗1P ⊗ fn1 ≤ P ⊗ (fn0 + fn1) ≤ P ⊗ fn.
For F ⊗ L ∈ DA˜ ⊗ C with F ∈ DA˜ and L ∈ C, we have PS˜1FP = PFS˜∗1P = 0 so that
wn(F ⊗ L)w∗n =PFP ⊗ sn0,nLs∗n0,n + PS˜1FS˜∗1P ⊗ sn1,nLs∗n1,n,
w∗n(P ⊗ 1)(F ⊗ L)(P ⊗ 1)wn =PFP ⊗ s∗n0,nLsn0,n + S˜∗1PFPS˜1 ⊗ s∗n1,nLsn1,n
so that wn(DA˜ ⊗ C)w∗n ⊂ DA˜P ⊗ C and w∗n(DA˜P ⊗ C)wn ⊂ DA˜ ⊗ C.
Let us denote by fn,m a partial isometry satisfying f
∗
n,mfn,m = fm, fn,mf
∗
n,m = fn. We
set v1 = w1, v2 = (P ⊗ f1 − v1v∗1)(P ⊗ f1,2) and
v2n−1 = wn(1⊗fn−v∗2n−2v2n−2), v2n = (P⊗fn−v2n−1v∗2n−1)(P⊗fn,n+1) for 1 < n ∈ N.
We know that
∑∞
n=1 vn converges to a partial isometry v in the multiplier algebraM(OA˜ ⊗K)
under the strict topology. By using the above lemma, we then obtain the following lemma
in a similar fashion to an argument giving in the proofs of [3, Lemma 2.5] and [13, Propo-
sition 4.1].
Lemma 5.2. The partial isometry v ∈M(OA˜ ⊗K) satisfy
v∗v = 1A˜ ⊗ 1, vv∗ = P ⊗ 1,
v∗(DA˜P ⊗ C)v = DA˜ ⊗ C, v(DA˜ ⊗ C)v∗ = DA˜P ⊗ C.
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We thus have
Proposition 5.3. Let A˜ be the matrix defined in (5.1) for a matrix A. Then there exists
an isomorphism Φ˜ : OA˜ ⊗K → POA˜P ⊗ K satisfying Φ˜(DA˜ ⊗ C) = DA˜P ⊗ C such that
for each function f˜ ∈ C(XA˜,Z) there exists a unitary one-cocycle vf˜t ∈ U(M(OA˜ ⊗K))
relative to ρA˜,f˜ ⊗ id such that
Φ˜ ◦ Ad(vf˜t ) ◦ (ρA˜,f˜t ⊗ id) = (ρA˜,f˜t ⊗ id) ◦ Φ˜ for t ∈ R/Z.
Proof. Take a partial isometry v ∈ M(O
A˜
⊗K) as in the above lemma. Define Φ˜ :
O
A˜
⊗K → PO
A˜
P ⊗ K by setting Φ˜(T ⊗K) = v(T ⊗K)v∗ for T ∈ O
A˜
and K ∈ K. We
set vf˜t = v
∗(ρA˜,f˜t ⊗ id)(v) for t ∈ R/Z. It then follows that
(ρA˜,f˜t ⊗ id) ◦ Φ˜(T ⊗K) = (ρA˜,f˜t ⊗ id)(v(T ⊗K)v∗)
= (ρA˜,f˜t ⊗ id)((P ⊗ 1)v(T ⊗K)v∗(P ⊗ 1))
= (P ⊗ 1)(ρA˜,f˜t ⊗ id)(v(T ⊗K)v∗)(P ⊗ 1)
= vv∗(ρA˜,f˜t ⊗ id)(v)(ρA˜,f˜t ⊗ id)(T ⊗K)(ρA˜,f˜t ⊗ id)(v∗)vv∗
= Φ˜ ◦Ad(vf˜t ) ◦ (ρA˜,f˜t ⊗ id)(T ⊗K).
Hence we have
Φ˜ ◦ Ad(vf˜t ) ◦ (ρA˜,f˜t ⊗ id) = (ρA˜,f˜t ⊗ id) ◦ Φ˜ for t ∈ R/Z.
Let ξ : XA → XA˜ be the continuous map defined by substituting the symbol 1 by the
word (1, 0) in XA such as
(1, 2, 1, 1, 2, 1, 1, 1, 2, . . . ) ∈ XA → (1, 0, 2, 1, 0, 1, 0, 2, 1, 0, 1, 0, 1, 0, 2, . . . ) ∈ XA˜. (5.3)
We define continuous functions k1, l1 ∈ C(XA,Z+) by setting
k1(x) = 0, l1(x) =
{
2 if x1 = 1,
1 otherwise
for x = (xn)n∈N ∈ XA so that ξ : XA → XA˜ satisfies the identity
σ
k1(x)
A˜
(ξ(σA(x))) = σ
l1(x)
A˜
(ξ(x)) for x ∈ XA. (5.4)
Hence ξ : XA → XA˜ is a continuous orbit map in the sense of [16]. We define Ψξ(f˜) ∈
C(XA,Z) for f˜ ∈ C(XA˜,Z) in the same formula as (1.5) so that
Ψξ(f˜)(x) =
{
f˜(ξ(x)) + f˜(σA˜(ξ(x))) if x1 = 1,
f˜(ξ(x)) otherwise
for x = (xn)n∈N ∈ XA. As in the proof of [8, 4.1 Theorem], the partial isometries
S˜1S˜0, S˜2, . . . , S˜N satisfy the relations (1.2) so that we may regard them as the generating
partial isometries S1, S2, . . . , SN of OA and put S1 = S˜1S˜0, S2 = S˜2, . . . , SN = S˜N .
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Lemma 5.4 (cf. [8, 4.1 Theorem]). The identities
PS˜1S˜0P = S1, P S˜iP = Si for i = 2, . . . , N (5.5)
hold and the correspondence Φ0(PS˜1S˜0P ) = S1,Φ
0(PS˜iP ) = Si, i = 2, . . . , N gives rise to
an isomorphism Φ0 : POA˜P → OA such that Φ0(DA˜P ) = DA and
Φ0 ◦ ρA˜,f˜t = ρA,Ψξ(f˜)t ◦ Φ0 for f˜ ∈ C(XA˜,Z), t ∈ R/Z.
Proof. Since PS˜1 = S˜1 and S˜0P = S˜0, we have PS˜1S˜0P = S1. It is easy to see that
PS˜iP = Si for i = 2, . . . , N . As in the proof of [8, 4.1 Theorem], the correspondence
Φ0 : POA˜P → OA above is shown to be an isomorphism satisfying Φ0(DA˜P ) = DA. We
note that Ut(f˜
2)S˜1S˜0 = Ut(Ψξ(f˜))S1 which implies that Φ
0(Ut(f˜
2)S˜1S˜0) = Ut(Ψξ(f˜))S1.
It then follows that
Φ0 ◦ ρA˜,f˜t (PS˜1S˜0P ) = Φ0(ρA˜,f˜t (S˜1S˜0)) = Φ0(Ut(f˜2)S˜1S˜0)
= Ut(Ψξ(f˜))S1 = ρ
A,Ψξ(f˜)
t (Φ
0(PS˜1S˜0P )).
Similarly
Φ0 ◦ ρA˜,f˜t (PS˜iP ) = ρA,Ψξ(f˜)t (Φ0(PS˜iP )), i = 2, . . . , N.
Hence we obtain that Φ0 ◦ ρA˜,f˜t = ρA,Ψξ(f˜)t ◦Φ0.
Let η : XA˜ → XA be the continuous map defined by deleting the symbol 0 in elements
of XA˜ such as
(1, 0, 2, 1, 0, 1, 0, 2, 1, 0, 1, 0, 1, 0, 2, . . . ) ∈ XA˜ → (1, 2, 1, 1, 2, 1, 1, 1, 2, . . . ) ∈ XA,
(0, 2, 1, 0, 1, 0, 2, 1, 0, 1, 0, 1, 0, 2, 1, . . . ) ∈ XA˜ → (2, 1, 1, 2, 1, 1, 1, 2, 1, . . . ) ∈ XA.
We define continuous functions k˜1, l˜1 ∈ C(XA˜,Z+) by setting
k˜1(x˜) = 0, l˜1(x˜) =
{
0 if x˜1 = 0,
1 otherwise
for x˜ = (x˜n)n∈N ∈ XA˜ so that η : XA˜ → XA satisfies the identity
σ
k˜1(x˜)
A (η(σA˜(x˜))) = σ
l˜1(x˜)
A (η(x˜)) for x˜ ∈ XA˜. (5.6)
Hence η : XA˜ → XA is a continuous orbit map in the sense of [16]. We define Ψη(f) ∈
C(XA˜,Z) for f ∈ C(XA,Z) in the same formula as (1.5) so that
Ψη(f)(x˜) =
{
0 if x˜1 = 0,
f(η(x˜)) otherwise
for x˜ = (x˜n)n∈N ∈ XA˜. We then have
Lemma 5.5. The homomorphisms Ψη : C(XA,Z) → C(XA˜,Z) and Ψξ : C(XA˜,Z) →
C(XA,Z) induce isomorphisms of ordered abelian groups Ψ¯η : H
A → HA˜ and Ψ¯ξ : HA˜ →
HA, respectively such that they are inverses to each other.
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Proof. Both the maps η : XA˜ → XA and ξ : XA → XA˜ are continuous orbit maps so
that the homomorphisms Ψη : C(XA,Z) → C(XA˜,Z) and Ψξ : C(XA˜,Z) → C(XA,Z)
induce homomorphisms of ordered abelian groups Ψ¯η : H
A → HA˜ and Ψ¯ξ : HA˜ → HA,
respectively ([16]). It suffices to prove that they are inverses to each other. It is easy to
see that
η ◦ ξ(x) = x for x ∈ XA,
ξ ◦ η(x˜) =
{
σA˜(x˜) if x˜1 = 0,
x˜ otherwise
for x˜ = (x˜n)n∈N ∈ XA˜.
As in [16, Proposition 3.4], η → Ψη is contravariantly functorial, so that we have
(Ψξ ◦Ψη)(f) = Ψη◦ξ(f) = f for f ∈ C(XA,Z),
(Ψη ◦Ψξ)(f˜)(x˜) = Ψξ◦η(f˜)(x˜) =


0 if x˜1 = 0,
f˜(x˜) + f˜(σA˜(x˜)) if x˜1 = 1,
f˜(x˜) otherwise
for x˜ = (x˜n)n∈N ∈ XA˜. We set
f˜0(x˜) =
{
f˜(x˜) if x˜1 = 0,
0 otherwise.
It is straightforward to see that
(Ψη ◦Ψξ)(f˜)(x˜)− f˜(x˜) = f˜0(σA˜(x˜))− f˜0(x˜) for x˜ ∈ XA˜
so that (Ψη ◦ Ψξ)(f˜) − f˜ = f˜0 ◦ σA˜ − f˜0 and hence [(Ψη ◦ Ψξ)(f˜)] = [f˜ ] for all f˜ ∈
C(XA˜,Z).
By combining Proposition 5.3 with Lemma 5.4 and Lemma 5.5, we have the following
proposition.
Proposition 5.6. Let A˜ be the matrix defined by (5.1) for a matrix A. Then there exist
an isomorphism Φ : OA˜ ⊗K → OA⊗K satisfying Φ(DA˜ ⊗ C) = DA⊗C, a homomorphism
Ψξ : C(XA˜,Z) → C(XA,Z) inducing an isomorphism Ψ¯ξ : HA˜ → HA of ordered abelian
groups, and a unitary one-cocycle vf˜t ∈ U(M(OA˜ ⊗K)) relative to ρA˜,f˜ ⊗ id for each
function f˜ ∈ C(XA˜,Z) such that
Φ ◦ Ad(vf˜t ) ◦ (ρA˜,f˜t ⊗ id) = (ρA,Ψξ(f˜)t ⊗ id) ◦ Φ for t ∈ R/Z.
Proof. By Lemma 5.4 there exists an isomorphism
Φ0 : POA˜P → OA such that Φ0(DA˜P ) = DA
and for f˜ ∈ C(XA˜,Z)
Φ0 ◦ ρA˜,f˜t = ρA,Ψξ(f˜)t ◦Φ0.
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By Proposition 5.3 there exist an isomorphism
Φ˜ : OA˜ ⊗K → POA˜P ⊗K such that Φ˜(DA˜ ⊗ C) = DA˜P ⊗ C
and a unitary one-cocycle vf˜t ∈ U(M(OA˜ ⊗K)) relative to ρA˜,f˜ ⊗ id such that
Φ˜ ◦ Ad(vf˜t ) ◦ (ρA˜,f˜t ⊗ id) = (ρA˜,f˜t ⊗ id) ◦ Φ˜.
We set
Φ = (Φ0 ⊗ id) ◦ Φ˜ : OA˜ ⊗K
Φ˜−→ POA˜P ⊗K
Φ0⊗id−→ OA ⊗K
so that Φ(DA˜ ⊗ C) = DA ⊗ C and for f˜ ∈ C(XA˜,Z), we have
Φ ◦ Ad(vf˜t ) ◦ (ρA˜,f˜t ⊗ id) =(Φ0 ⊗ id) ◦ Φ˜ ◦ Ad(vf˜t ) ◦ (ρA˜,f˜t ⊗ id)
=(Φ0 ⊗ id) ◦ (ρA˜,f˜t ⊗ id) ◦ Φ˜
=[(Φ0 ◦ ρA˜,f˜t )⊗ id] ◦ Φ˜
=[(ρ
A,Ψξ(f˜)
t ◦ Φ0)⊗ id] ◦ Φ˜
=(ρ
A,Ψξ(f˜)
t ⊗ id) ◦ Φ.
In [22], Parry–Sullivan proved that the flow equivalence relation of topological Markov
shifts is generated by the expansions A → A˜ and topological conjugacies. Therefore we
arrive at the following theorem.
Theorem 5.7. If two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are flow
equivalent, then there exist an isomorphism Φ : OA ⊗ K → OB ⊗ K, a homomorphism
ϕ : C(XA,Z) → C(XB ,Z) of ordered abelian groups and a unitary one-cocycle uft ∈
U(M(OA⊗K)) relative to ρA,f⊗ id for each function f ∈ C(XA,Z) satisfying the following
conditions
(i) Φ(DA ⊗ C) = DB ⊗ C,
(ii) Φ ◦ Ad(uft ) ◦ (ρA,ft ⊗ id) = (ρB,ϕ(f)t ⊗ id) ◦ Φ for f ∈ C(XA,Z), t ∈ R/Z,
(iii) ϕ : C(XA,Z) → C(XB ,Z) induces an isomorphism from HA to HB as ordered
abelian groups.
Proof. By the Parry–Sullivan’s result, we obtain the assertion from Proposition 5.6 and
Corollary 4.4.
Recall that γA,fr ∈ Aut(OA), r ∈ R stand for the one-parameter automorphisms for
f ∈ C(XA,R) defined by (3.10). We may similarly show the following result:
Proposition 5.8. If two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are flow
equivalent, then there exists an isomorphism Φ : OA⊗K → OB⊗K such that Φ(DA⊗C) =
DB ⊗ C and for each function f ∈ C(XA,R) there exists a function f˜ ∈ C(XB ,R) and a
unitary one-cocycle ufr ∈ U(M(OA ⊗K)) relative to γA,f ⊗ id such that
Φ ◦Ad(ufr ) ◦ (γA,fr ⊗ id) = (γB,f˜r ⊗ id) ◦ Φ for r ∈ R.
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