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DIRECT SERENDIPITY AND MIXED FINITE ELEMENTS
ON CONVEX QUADRILATERALS∗
TODD ARBOGAST† AND ZHEN TAO‡
Abstract. The classical serendipity and mixed finite element spaces suffer from poor approxima-
tion on nondegenerate, convex quadrilaterals. In this paper, we develop direct serendipity and direct
mixed finite element spaces, which achieve optimal approximation properties and have minimal local
dimension. The set of local shape functions for either the serendipity or mixed elements contains the
full set of scalar or vector polynomials of degree r, respectively, defined directly on each element (i.e.,
not mapped from a reference element). Because there are not enough degrees of freedom for global
H1 or H(div) conformity, exactly two supplemental shape functions must be added to each element.
The specific choice of supplemental functions gives rise to different families of direct elements. These
new spaces are related through a de Rham complex. For index r ≥ 1, the new families of serendipity
spaces DSr+1 are the precursors under the curl operator of our direct mixed finite element spaces
Vr , which can be constructed to have full or reduced H(div) approximation properties. One choice of
direct serendipity supplements gives the precursor of the recently introduced Arbogast-Correa spaces
[SIAM J. Numer. Anal., 54 (2016), pp. 3332–3356]. Other fully direct serendipity supplements can
be defined without the use of mappings from reference elements, and these give rise in turn to fully
direct mixed spaces. Numerical results are presented to illustrate the properties of the new spaces.
Key words. serendipity, mixed, finite elements, convex quadrilaterals, optimal approximation,
finite element exterior calculus
AMS subject classifications. 65N30, 65N12, 65D05
1. Introduction. On a rectangle Eˆ, serendipity finite elements Sr(Eˆ) [39, 20, 17]
and Brezzi-Douglas-Marini mixed finite elements BDMr(Eˆ) [18] appear in the periodic
table of the finite elements as given by Arnold and Logg [11] (where they are denoted
SrΛ0 and SrΛ1, respectively). They should be studied together, since they are related
by a de Rham complex [9, 3, 10]
(1.1) R −֒→ Sr+1(Eˆ)
curl
−−−→ BDMr(Eˆ)
div
−−−→ Pr−1(Eˆ) −→ 0,
which implies that BDMr(Eˆ) = curlSr+1(Eˆ) ⊕ xPr−1(Eˆ), where Ps(Eˆ) are polyno-
mials of degree s. Over a rectangular mesh, the serendipity elements merge into H1
conforming spaces of scalar functions, and the BDM elements merge into H(div) ={
v ∈ (L2)2 : ∇ · v ∈ L2
}
conforming spaces of vector functions. In this paper, we
define new (we call them direct) serendipity and mixed finite elements on a general
nondegenerate, convex quadrilateral E. These new elements generalize the complex
(1.1), and they maintain optimal order approximation properties while possessing
minimal local dimension.
The serendipity finite elements on rectangles Sr(Eˆ), especially the 8-node bi-
quadratic (r = 1) and the 12-node bicubic (r = 2) ones, have been well studied for
many years. They appear in almost any introductory reference on finite elements,
e.g., [39, 20, 17], and they are provided by software packages both in academia [23]
and industry [29]. Compared with the full tensor product Lagrange finite elements
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Pr,r(Eˆ), serendipity finite elements use fewer degrees of freedom, and they are usu-
ally more efficient. It was not until recently, however, that a general definition of
the serendipity finite element spaces of arbitrary order on rectangles in any space
dimension was given by Arnold and Awanou [4, 5] (see also [26]).
The serendipity finite element spaces work very well on computational meshes
of rectangular elements, but it is well known that their performance is degraded on
quadrilaterals when the space is mapped from a rectangle, when r ≥ 2. This is not
the case for tensor product Lagrange finite elements [32, 30, 6]. To be more precise,
mapped serendipity elements of index r do not approximate to optimal order r+1 on
E, but the image of the full space of tensor product polynomials Pr,r(Eˆ) maintains
accuracy on E. We note that Rand, Gillette, and Bajaj [34] recently introduced a
new family of Serendipity finite elements based on generalized barycentric coordinates
of index r = 2 that is accurate to order three on any convex, planar polygon. A
generalization to any order of approximation was given by Floater and Lai [25], but
on quadrilaterals, they require dimPr + r shape functions, which is more than the
minimal required when r > 2.
There are many families of mixed finite elements on rectangles, beginning with
those of Raviart and Thomas [35] and generalized by Ne´de´lec [33]. These and the
BDMr finite elements are extended to quadrilaterals using the Piola transform [41, 35].
For most spaces, this creates a consistency error and consequent loss of approximation
of the divergence [41, 19, 7, 14, 1].
The construction of mixed finite elements on quadrilaterals that maintain optimal
order accuracy is considered in many papers. Most address only low order cases (see,
e.g., [37, 36, 15, 13, 22, 31]). The exceptions we are aware of are the families of finite
elements of Arnold, Boffi, and Falk (ABFr(E)) [7], Siqueira, Devloo, and Gomes [38],
and Arbogast and Correa (ACr(E) and AC
red
r (E)) [1]. The ABF elements are defined
for rectangles and extended to quadrilaterals in the usual way (i.e., by mapping via the
Piola transformation). They rectify the problem of poor divergence approximation
by including more degrees of freedom in the space, so that approximation properties
are maintained after Piola mapping. The spaces of [38] also involve the Piola map,
but in a unique way. They also add shape functions to their space to obtain accuracy.
The AC elements use a different strategy. These elements are defined by using vector
polynomials directly on the element (i.e., without being mapped) and supplemented
by two vector shape functions defined on a reference square and mapped via Piola.
The AC spaces have minimal local dimension.
In this paper, we introduce new families of direct serendipity and mixed finite
elements that have optimal approximation properties and maintain minimal local
dimension. They are direct in the sense that the shape functions contain a full set
of polynomials defined directly on the element, as in the AC spaces. Because there
are not enough degrees of freedom to achieve H1 or H(div) conformity over meshes
of quadrilaterals, two supplemental functions need to be added to each element, as is
done for the AC spaces.
The families of direct serendipity elements have the same number of degrees of
freedom as the corresponding classical serendipity element, and they take the form
(1.2) DSr(E) = Pr(E) ⊕ S
DS
r (E), r ≥ 2.
Each family is defined by the choice of the two supplemental functions spanning
SDSr (E). We give a very general and explicit construction for these supplements.
They can be defined directly on E, or they can be defined on Eˆ and mapped to E.
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There are two classes of families of direct mixed elements, which correspond to full
and reduced H(div)-approximation. For index r, a vector function is approximated
to order r + 1 accuracy, but the divergence of the vector is approximated to order
r or r − 1 for full and reduced H(div)-approximation, respectively. Each class of
direct mixed elements has the same optimal number of degrees of freedom as the AC
elements of that class. They take a form similar to (1.2), which is
(1.3) Vredr (E) = P
2
r(E)⊕ S
V
r (E), V
full
r (E) = V
red
r (E)⊕ xP˜r(E), r ≥ 1,
where P˜r are homogeneous polynomials of degree r. Again, each family is defined by
the choice of the two supplemental functions spanning SVr (E).
The serendipity and mixed families are related by de Rham theory:
(1.4) curlSDSr+1(E) = S
V
r (E).
We define one family of direct serendipity elements that is the precursor of the full
and reduced AC spaces. We also define many fully direct serendipity elements that
use no mappings to define SDSr (E), which in turn generate new full and reduced fully
direct mixed spaces that use no mappings whatsoever. Moreover, a second de Rham
complex involving the gradient and curl operators provides new H(curl) =
{
v ∈
(L2)2 : curlv ∈ L2
}
elements as well.
We set some basic notation in the next section. For any index r ≥ 2, we construct
new families of direct serendipity elements in Sections 3–4 for which the supplements
either do not or do involve mappings, respectively. Through the de Rham theory,
these lead to the AC and new direct mixed elements in Section 5. We discuss the
stability and convergence properties of the new elements in Section 6, and give some
numerical results illustrating their performance in Section 7. A summary of our results
and conclusions, as well as H(curl) elements, are given in the final section.
2. Some notation. Let Pr(ω) denote the space of polynomials of degree up to
r on ω ⊂ Rd, where d = 0 (a point), 1, or 2. Recall that
(2.1) dimPr(R
d) =
(
r + d
d
)
=
(r + d)!
r! d!
.
Let P˜r(ω) denote the space of homogeneous polynomials of degree r on ω. Then
(2.2) dim P˜r(R
d) =
(
r + d− 1
d− 1
)
=
(r + d− 1)!
r! (d− 1)!
.
Let the element E ⊂ R2 be a closed, nondegenerate, convex quadrilateral. By
nondegenerate, we mean that E does not degenerate to a triangle, line segment, or
point. Let the reference element Eˆ be [−1, 1]2. Define the bilinear and bijective
map FE : Eˆ → E that maps the vertices of Eˆ to those of E. We identify “vertical”
and “horizontal” pairs of opposite edges and number them consecutively as shown in
Figure 2.1. Let νi denote the unit outer normal to edge i (denoted ei), i = 1, 2, 3, 4,
and identify the vertices as xv,13 = e1 ∩ e3, xv,14 = e1 ∩ e4, xv,23 = e2 ∩ e3, and
xv,24 = e2 ∩ e4.
We define the linear polynomial λi(x) giving the distance of x ∈ R2 to edge ei in
the normal direction as
λi(x) = −(x− xi) · νi, i = 1, 2, 3, 4,(2.3)
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Fig. 2.1. A reference element Eˆ = [−1, 1]2 and quadrilateral E, with edges eˆi and ei, outer
unit normals νˆi and νi, and vertices (−1,−1) and xv,13, etc., respectively.
where xi ∈ ei is any point on the edge. If x is in the interior of E, these functions are
strictly positive, and each vanishes on the edge which defines it.
We denote by F 0E the map taking a function φˆ defined on Eˆ to a function φ defined
on E by the rule
(2.4) φ(x) = F 0E (φˆ)(x) = φˆ(xˆ),
where x = FE(xˆ). We denote by F
1
E the Piola map taking a vector function ψˆ defined
on Eˆ to a vector function ψ defined on E by the rule
(2.5) ψ(x) =
1
JE
DFE(xˆ) ψˆ(xˆ),
where DFE(xˆ) is the Jacobian matrix of FE and JE is its absolute determinant.
Recall Ciarlet’s definition [20] of a finite element.
Definition 2.1 (Ciarlet 1978). Let
1. E ⊂ Rd be a bounded closed set with nonempty interior and a Lipschitz
continuous boundary,
2. P be a finite-dimensional space of functions on E, and
3. N = {N1, N2, . . . , Nk} be a basis for P
′.
Then (E,P ,N ) is called a finite element.
Our task is to define the shape functions P and the degrees of freedom (DoFs)
N . The DoFs give a basis for P ′ provided that we have unisolvence of the shape
functions (i.e., for φ ∈ P , Nj(φ) = 0 for all j implies that φ = 0). To achieve optimal
approximation properties, we will require that P ⊃ Pr(E) for each index r. That is,
the polynomials will be directly included within the function space, and hence we call
our new finite elements direct serendipity and direct mixed elements.
Let Ω ⊂ R2 be a polygonal domain, and let Th be a conforming finite element
partition or mesh of Ω into nondegenerate, convex quadrilaterals of maximal diameter
h > 0. To obtain approximation properties globally, we need to assume that the mesh
is uniformly shape regular [27, pp. 104–105], which means the following. For any
E ∈ Th, denote by Ti, i = 1, 2, 3, 4, the subtriangle of E with vertices being three of
the four vertices of E. Define the parameters
hE = diameter of E,(2.6)
ρE = 2 min
1≤i≤4
{diameter of largest circle inscribed in Ti}.(2.7)
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Uniform shape regularity of the meshes means that there exists σ∗ > 0 such that the
ratio ρE/hE ≥ σ∗ > 0 for all E ∈ Th, where σ∗ is independent of Th.
The DoFs must be defined so that the shape functions on adjoining elements merge
together. For serendipity spaces, we want the global space to reside in H1(Ω), so the
elements must merge continuously across each edge e. For mixed spaces, the vector
variable must lie in H(div; Ω), which means that the normal components (fluxes) of
the vectors on an edge e in adjacent elements must be continuous.
3. Fully direct serendipity elements in two space dimensions. It is shown
in [6] that when d = 2, the convergence of the linear serendipity finite element space
(r = 1) does not degenerate on quadrilaterals. The parametric serendipity element
S1(E) is the tensor product space of bilinear functions P1,1(Eˆ) on Eˆ mapped to E by
F 0E , and, in fact,
S1(E) = span{F
0
E (1), F
0
E (xˆ), F
0
E (yˆ), F
0
E (xˆyˆ)}(3.1)
= span{1, x, y, F 0E (xˆyˆ)} = P1(E)⊕ span{F
0
E (xˆyˆ)}
has the form of a direct serendipity space. Therefore, we only develop our new direct
serendipity finite elements DSr(E) for indices r ≥ 2.
Our dual objectives are that Pr(E) ⊂ DSr(E) and that shape functions on adjoin-
ing elements merge continuously, i.e., so the space over Ω satisfies DSr(Ω) ⊂ H1(Ω).
These objectives require us to consider the lower dimensional geometric objects within
E (as in [4]). The minimal number of DoFs associated to each lower dimensional ob-
ject must correspond to the dimension of the polynomials that restrict to that object.
These numbers are given in Table 3.1. A quadrilateral has 4 vertices, 4 edges, and one
cell of dimension 0, 1, and 2, respectively. Each vertex requires dimP(R0) = 1 DoF,
each edge requires dimPr−2(R) = r − 1 DoFs (not counting the vertices), and each
cell requires dimPr−4(R
2) =
(
r − 2
2
)
DoFs (not counting the edges and vertices).
The total number of DoFs is then Dr, where
Dr = 4+ 4(r − 1) +
1
2
(r − 2)(r − 3) =
1
2
(r + 2)(r + 1) + 2 = dimPr(E) + 2,
and so to define DSr(E), we will supplement Pr(E) ⊂ DSr(E) with the span of two
functions. We have many choices for the supplemental functions, the span of which
is denoted SDSr (E). Each choice gives rise to a distinct family of direct serendipity
elements of index r ≥ 2; that is, the shape functions (P in Definition 2.1) are
(3.2) DSr(E) = Pr(E) ⊕ S
DS
r (E).
In this section, we develop supplemental spaces that are unmapped (i.e., these new
serendipity spaces are fully direct—even the supplements are defined directly on E).
We define the DoFs (N in Definition 2.1) as a set of nodal functionals Nj defined
at a nodal point xn,j , i.e.,
(3.3) N = {Nj : Nj(φ) = φ(xn,j) for all φ(x), j = 1, 2, . . . , Dr}.
As depicted in Figure 3.1, for vertex DoFs, the nodal points are exactly the vertices
xv,13, xv,14, xv,23, and xv,24 of E. For edge DoFs, the nodal points plus vertices
are equally distributed on each edge. There are r − 1 nodal points on the interior of
each egde, which can be denoted xei,j , j = 1, . . . , r − 1 for nodal points that lie on
edge ei, i = 1, 2, 3, 4. The interior cell DoFs can be set, for example, on points of a
triangle T strictly inside E, where the set of nodal points is the same as the nodes of
the Lagrange element of order r − 4 on the triangle T .
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Table 3.1
Geometric decomposition and degrees of freedom (DoFs) associated to each geometric object of
a quadrilateral for a serendipity element of index r ≥ 2.
Dimension Object Object DoFs per Total
Name Count Object DoFs
0 vertex 4 1 4
1 edge 4 r − 1 4(r − 1)
2 cell 1 12 (r − 2)(r − 3)
1
2 (r − 2)(r − 3)
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Fig. 3.1. The nodal points for the DoFs of the direct serendipity finite element for small r.
3.1. Vertices. For the vertices, r ≥ 2, so we can define the shape functions
(3.4)
φv,13(x) = λ2(x)λ4(x), φv,14(x) = λ2(x)λ3(x),
φv,23(x) = λ1(x)λ4(x), φv,24(x) = λ1(x)λ3(x).
These four functions are clearly linearly independent and unisolvent with respect to
the vertex DoFs. All other shape functions will be defined so as to vanish at the
vertices, so these four will be independent of the rest.
3.2. Interior cell. For the entire cell E, we need interior shape functions only
when r ≥ 4 (recall Table 3.1). We let the shape functions be defined by
(3.5)
{
φE,j(x) : j = 1, . . . ,
1
2 (r − 2)(r − 3)
}
= λ1λ2λ3λ4Pr−4.
These shape functions are linearly independent and vanish if the cell DoFs vanish.
Moreover, these functions vanish on all four edges. Therefore, if unisolvent shape
functions can be defined for the edge DoFs, then the set of all our shape functions
will be unisolvent for the entire set of DoFs.
3.3. Edges. We define distinct families of fully direct serendipity elements de-
pending on the choice of the two supplemental functions used. These will be defined
by a choice of four functions, which are oriented “horizontally” or “vertically,” in the
sense that their zero sets are horizontal or vertical (as oriented by the bilinear map
FE , see Figure 2.1). Two of the functions are linear polynomials, denoted λH and λV .
The other two functions should be bounded, and they are denoted RV and RH . The
supplemental space is then defined as
(3.6) SDSr (E) = span{λ3λ4λ
r−2
H RV , λ1λ2λ
r−2
V RH}.
The choice of the linear function λH is based on the edges e1 and e2. As shown
in Figure 3.2, let L1 and L2 be the infinite lines containing the edges e1 and e2,
respectively. When e1 and e2 are parallel, the only requirement for the choice of λH
is that its zero line intersects both L1 and L2. When e1 and e2 are not parallel, L1
and L2 intersect in a point x12. Then the only requirements for the choice of λH is
that λH(x12) 6= 0 and that its zero line intersects both L1 and L2 on the half-lines
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Fig. 3.2. Illustration of the zero lines of λH and the point x12, if it exists.
emanating from x12 and either containing e1 and e2, respectively, or not containing
e1 and e2, respectively (i.e., the zero line of λH intersects the lines containing e1 and
e2 either above or below x12). To be more precise in the case when e1 and e2 are not
parallel, we can expand λH ∈ P1(R2) in the basis defined by {1, λ1, λ2}, so there are
constants αH , βH , and γH such that
(3.7) λH(x) = αHλ1(x) + βHλ2(x) + γH = −(x− xH) · (αHν1 + βHν2), e1 ∦ e2,
where xH is any point on the zero line. The requirements are that αH , βH , and γH
are nonzero and that αH and βH have the same sign. Without loss of generality, we
may assume that αH and βH are positive. In a similar way, λV is chosen to intersect
the lines extending e3 and e4, and when they are not parallel, either strictly to the
left or right of the intersection point x34. When e3 and e4 are not parallel,
(3.8) λV (x) = αV λ1(x) + βV λ2(x) + γV See = −(x−xV ) · (αV ν1+ βV ν2), e3 ∦ e4,
where xV is any point on the zero line, αV > 0, βV > 0, and γV 6= 0. We remark that
a simple choice is to take
(3.9) λsimpleH = λ3 − λ4 and λ
simple
V = λ1 − λ2.
The functions RV and RH are defined to satisfy the properties
RV (x)|e1 = −ηV and RV (x)|e2 = ξV ,(3.10)
RH(x)|e3 = −ηH and RH(x)|e4 = ξH ,(3.11)
for some positive constants ηV , ξV , ηH , and ξH . For example, one choice is to let
RsimpleV (x) =
λ1(x) − λ2(x)
ξ−1V λ1(x) + η
−1
V λ2(x)
,(3.12)
RsimpleH (x) =
λ3(x) − λ4(x)
ξ−1H λ3(x) + η
−1
H λ4(x)
(3.13)
(note that the denominators do not vanish on E).
We now define the shape functions associated with the edge DoFs. Let
λ12 =
{
αHξV λ1 − βHηV λ2, e1 ∦ e2,
ξV λ1 − ηV λ2, e1 ‖ e2,
(3.14)
λ34 =
{
αV ξHλ3 − βV ηHλ4, e3 ∦ e4,
ξHλ3 − ηHλ4, e3 ‖ e4,
(3.15)
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which also have horizontal and vertical zero sets, respectively. There are 2(r − 1)
shape functions associated to the edges e1 and e2, and they are
φH,j(x) = λ3(x)λ4(x)λ
j
H(x), j = 0, 1, . . . , r − 2,(3.16)
φH,r−1+j(x) = λ3(x)λ4(x)λ13(x)λ
j
H (x), j = 0, 1, . . . , r − 3,(3.17)
φH,2r−3(x) = λ3(x)λ4(x)RV (x)λ
r−2
H (x).(3.18)
In a similar way, we define shape functions associated with edges e3 and e4 to be
φV,j(x) = λ1(x)λ2(x)λ
j
V (x), j = 0, 1, . . . , r − 2,(3.19)
φV,r−1+j(x) = λ1(x)λ2(x)λ24(x)λ
j
V (x), j = 0, 1, . . . , r − 3,(3.20)
φV,2r−3(x) = λ1(x)λ2(x)RH(x)λ
r−2
V (x).(3.21)
The edge shape functions are regular polynomials of degree r except the last two
functions in each direction, which may be rational functions, for example. However,
all shape functions restrict to polynomials of degree r on the edges.
3.4. Unisolvence. The space of shape functions is
DSr(E) = span
{
φv,13(x), φv,14(x), φv,23(x), φv,24(x),(3.22)
φH,j(x), φV,j(x) (j = 0, 1, . . . , 2r − 3),
φE,k(x) (k = 1, . . . ,
1
2 (r − 2)(r − 3))
}
⊂ Pr(E)⊕ S
DS
r (E).
In this subsection, we show the unisolvence of the degrees of freedom, which will then
show that DSr(E) = Pr(E) ⊕ SDSr (E) and complete the requirements of Ciarlet’s
Definition 2.1 for DSr(E) to be a well defined finite element. But first, we require a
lemma.
Lemma 3.1. Let k ≥ 1. For any ηV > 0 and ξV > 0, there exists a function R˜V ,
defined by (3.23) and (3.26), with the properties (3.10) such that the two function
spaces
A1k = span{1, λH , . . . , λ
k
H , λ12, λHλ12, . . . , λ
k−1
H λ12, λ
k
HR˜V },
A2k = span
{
{1, λH , . . . , λ
k
H} ⊗ {1, R˜V }
}
are identical. Moreover, for any ηH > 0 and ξH > 0, there exists an R˜H , defined by
(3.27), with the properties (3.11) such that the two function spaces
A3k = span{1, λV , . . . , λ
k
V , λ34, λV λ34, . . . , λ
k−1
V λ34, λ
k
V R˜H},
A4k = span
{
{1, λV , . . . , λ
k
V } ⊗ {1, R˜H}
}
are identical.
Proof. We show that A1k = A
2
k. Assume that e1 ∦ e2, so that λH has the form
(3.7) for some αH > 0, βH > 0, and γH 6= 0. We define R˜V satisfying (3.10) as
(3.23) R˜V =
αHξV λ1 − βHηV λ2
αHλ1 + βHλ2
=
λ12
λH − γH
, e1 ∦ e2.
Because αH and βH are both positive, the denominator is not zero on E. We compute
R˜V =
λ12
λH − γH
= −
1
γH
λ12 +
1
γH
λ12λH
λH − γH
= −
1
γH
λ12 +
1
γH
λHR˜V .(3.24)
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We show that for any ℓ ≥ 0,
(3.25) R˜V = −
ℓ∑
j=1
1
γjH
λ12λ
j−1
H +
1
γℓH
λℓHR˜V .
The relation holds trivially for ℓ = 0, and (3.24) shows the result for ℓ = 1. Assuming
by induction that (3.25) holds for ℓ− 1, we compute (using (3.24))
R˜V = −
ℓ−1∑
j=1
1
γjH
λ12λ
j−1
H +
1
γℓ−1H
λℓ−1H R˜V
= −
ℓ−1∑
j=1
1
γjH
λ12λ
j−1
H +
1
γℓ−1H
λℓ−1H
(
−
1
γH
λ12 +
1
γH
λH R˜V
)
= −
ℓ∑
j=1
1
γjH
λ12λ
j−1
H +
1
γℓH
λℓHR˜V ,
and (3.25) holds for all ℓ. Therefore, for any 0 ≤ m ≤ k, taking ℓ = k −m,
λmHR˜V = −
k−m∑
j=1
1
γjH
λ12λ
j−1+m
H +
1
γk−mH
λkHR˜V ∈ A
1
k,
and we conclude that A2k ⊂ A
1
k. But clearly dimA
2
k = 2(k−1) and dimA
1
k ≤ 2(k−1),
and so the spaces are in fact equal.
If e1 ‖ e2, then λ12 = ξV λ1−ηV λ2 and λ1+λ2 = δH > 0 is a constant. We define
(3.26) R˜V =
ξV λ1 − ηV λ2
λ1 + λ2
=
1
δH
λ12, e1 ‖ e2,
which satisfies (3.10). In this case, it is trivial that A2k = A
1
k.
By symmetry, A3k = A
4
k, where now
(3.27) R˜H =


λ34
λV − γV
, e3 ∦ e4,
1
δV
λ34, e3 ‖ e4,
where λ3 + λ4 = δV > 0 is a constant when e3 ‖ e4.
Theorem 3.2. Let (E,DSr(E),N ) be the r-th order direct serendipity finite
element defined by (3.22), i.e., by (3.4), (3.5), and (3.16)–(3.21)) and (3.3). If φ ∈
DSr(E) and Nk(φ) = 0, for all k = 1, 2, . . . , Dr, then φ = 0. Moreover,
(3.28) DSr(E) = Pr(E) ⊕ S
DS
r (E),
where SDSr (E) is defined in (3.6).
Proof. As noted in Subsection 3.2, by construction, the full set of DoFs are
unisolvent for DSr(E) if the edge DoFs are unisolvent for the edge shape functions
φH,j and φV,j . We temporarily replace RV by R˜V defined in (3.23) or (3.26). In that
case,
{φH,j : j = 0, 1, . . . , r − 2} = λ3λ4A
1
r−2 = λ3λ4A
2
r−2,
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by the lemma, and the representation of the space using A2r−2 clearly shows that the
DoFs on the edges e1 and e2 are unisolvent for φH,j . That is, for an edge shape
function φ(x) with vanishing DoFs, we can use A2r−2 to expand it as
φ(x) = λ3(x)λ4(x)
r−2∑
ℓ=0
(
aℓ +RV (x) bℓ
)
λℓH(x),
for some constants aℓ and bℓ. On either edge e1 or e2 , φ(x) is a polynomial of degree
r, which must vanish due to the vanishing of the DoFs. Therefore, aℓ+RV (x) bℓ must
vanish on each edge, and we conclude that both ηV aℓ−ξV bℓ = 0 and ηV aℓ+ξV bℓ = 0,
i.e., aℓ = bℓ = 0, and so φ(x) = 0. It should be clear that we can return to the original
RV and draw the same conclusion, since the DoFs of any function in the argument
are unchanged by this replacement. (Of course, we no longer have that A1r−2 = A
2
r−2,
but only that their DoFs agree.) Similarly we conclude unisolvence for φV,j .
We conclude that dimDSr(E) = Dr = dimPr(E) + 2. Since we clearly added
only two shape functions not in Pr(E), the full space of polynomials is contained in
DSr(E), and DSr(E) = Pr(E)⊕ SDSr (E).
3.5. Implementation as an H1-Conforming Space. The global direct serendip-
ity finite element space of index r ≥ 2 over Th is
(3.29) DSr = {vh ∈ C
0(Ω) : vh|E ∈ DSr(E) ∀E ∈ Th} ⊂ H
1(Ω).
To implement H1-conforming direct serendipity elements on the mesh Th over Ω, we
need to find a proper basis for the finite element space, i.e., one that is continuous. We
observe that the interior cell shape functions, after extension by zero, are in H1(Ω)
and so cause no difficulty. The vertex and edge shape functions with DoFs on the
boundaries of the elements must be merged continuously. The simplest way to do this
is to create a local nodal basis on every E ∈ Th for these 4r shape functions.
Let φ be any one of the shape functions of DSr(E) defined above in (3.4), (3.5),
and (3.16)–(3.21). To reduce rounding errors in numerical calculations, we scale it so
φ is replaced by
φ
d
nφ
E
,
where dE =
√
|E| and nφ is the degree of φ when it is a polynomial and nφH,2r−3 =
nφV,2r−3 = r.
In general, we can find the local basis {ϕ1, . . . , ϕ4r} by solving a small local linear
system. We order the shape functions with the vertex DoFs first (φ1 to φ4), the
horizontal edge DoFs on e1 and e2 next (φ5 to φ2r+2), and finally the vertical edge
DoFs on e3 and e4 (φ2r+3 to φ4r). We also order the DoFs similarly. Construct the
4r× 4r matrix A = (aij) of the DoFs, i.e., Aij = Nj(φi) for all i, j ≤ 4r. This matrix
has a simple block structure based on the DoFs on the vertices, edges e1 and e2, and
edges e3 and e4, which is
A =

A11 A12 A130 A22 0
0 0 A33

 ,(3.30)
where A11 is of size 4 × 4 and A22 and A33 are of size 2(r − 1) × 2(r − 1). From
Theorem 3.2 (unisolvence), we know that A is invertible. Let A−1 = B = (bij) and
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define
ϕi =
4r∑
j=1
bijφj =⇒ Nk(ϕi) =
4r∑
j=1
bijNk(φj) =
4r∑
j=1
bijajk = δik,
and we have our nodal basis. Graphical depiction of the basis in special cases can be
found in [40, 2]. Visually, there is nothing unusual about these basis functions.
If we take the choice outlined in Lemma 3.1, we can write down the nodal basis
explicitly, using the facts that A1r−2 = A
2
r−2 and A
3
r−2 = A
4
r−2. The edge basis
functions become, for j = 1, . . . , r − 1,
ϕe1,j(x) =
λ3(x)λ4(x)
λ3(xe1,j)λ4(xe1,j)
ξV − R˜V (x)
ξV + ηV
r−1∏
k = 1
k 6= j
λH(x)− λH(xe1,k)
λH(xe1,j)− λH(xe1,k)
,(3.31)
ϕe2,j(x) =
λ3(x)λ4(x)
λ3(xe2,j)λ4(xe2,j)
R˜V (x) + ηV
ξV + ηV
r−1∏
k = 1
k 6= j
λH(x)− λH(xe2,k)
λH(xe2,j)− λH(xe2,k)
,(3.32)
ϕe3,j(x) =
λ1(x)λ2(x)
λ1(xe3,j)λ2(xe3,j)
ξH − R˜H(x)
ξH + ηH
r−1∏
k = 1
k 6= j
λV (x) − λV (xe3,k)
λV (xe3,j)− λV (xe3,k)
,(3.33)
ϕe4,j(x) =
λ1(x)λ2(x)
λ1(xe4,j)λ2(xe4,j)
R˜H(x) + ηH
ξH + ηH
r−1∏
k = 1
k 6= j
λV (x)− λV (xe4,k)
λV (xe4,j)− λV (xe4,k)
.(3.34)
The vertex basis function ϕv,13(x) can be computed by first defining
φ˜v,13(x) =
λ2(x)λ4(x)
λ2(xv,13)λ4(xv,13)
,
and then defining
ϕv,13(x) = φ˜v,13(x) −
∑
k∈{1,3}
r−1∑
j=1
φ˜v,13(xek,j)ϕek,j(x).(3.35)
The basis functions ϕv,14(x), ϕv,23(x), and ϕv,24(x) can be defined similarly.
4. Serendipity supplements based on mapping from a reference ele-
ment. The supplemental functions SDSr (E) used in the definition of DSr(E) in (3.22)
can be defined in terms of the bilinear map FE : Eˆ → E and F 0E discussed in Section 2.
For example, since Eˆ = [−1, 1]2, one can define
RV (x) = F
0
E (xˆ1) and RH(x) = F
0
E (xˆ2),(4.1)
for which ηV = ξV = ηH = ξH = 1.
We can also use the map to define the entire supplemental functions (3.13) and
(3.12) themselves. For example, we can substitute the definitions
φH,2r−3(x) = F
0
E
(
(1 − xˆ22)xˆ1xˆ
r−2
2
)
,(4.2)
φV,2r−3(x) = F
0
E
(
(1 − xˆ21)xˆ2xˆ
r−2
1
)
,(4.3)
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giving direct serendipity elements with mapped supplements. We must show unisol-
vence with this substitution. We proceed to show this property for edges e1 and e2.
The other two edges will then have this property by symmetry.
Easily,
φH,2r−3(x) = F
0
E (1− xˆ
2
2)F
0
E (xˆ1)
(
F 0E (xˆ2)
)r−2
= F 0E (1− xˆ
2
2)RV (λ
∗
H)
r−2,
where RV is defined in (4.1) and
λ∗H = F
0
E (xˆ2)
is a nonlinear function. Because FE is a bilinear map, on the edges e1 and e2, λ
∗
H
is linear and F 0E (1 − xˆ
2
2) is quadratic. However, these may be different linear and
quadratic functions on each edge.
The function λ∗H = F
0
E (xˆ2) has the zero set being the line joining the center of e1
to the center of e2. Let xH be any point on this line and νH denote a unit normal to
the line. Define
(4.4) λH(x) = −(x− xH) · νH .
If e1 and e2 are not parallel, then there exist (up to sign, so without loss of generality)
αH > 0, βH > 0, and γH 6= 0 such that
λH(x) = αHλ1(x) + βHλ2(x) + γH .
If e1 and e2 are parallel, set αH = βH = 1 and γH = 0 to obtain the same represen-
tation of λH . In either case, we define
λ12 = αHλ1 − βHλ2 and R˜V =
αHλ1 − βHλ2
αHλ1 + βHλ2
.
These functions satisfy the requirements of Lemma 3.1.
Because λ∗H is linear on e1 and e2, there are nonzero constants a and b of the
same sign such that
(4.5) λ∗H
∣∣
e1
= aλH
∣∣
e1
and λ∗H
∣∣
e2
= bλH
∣∣
e2
.
Therefore, on the sides e1 ∪ e2,
λH(x)
r−2R˜V (x)(4.6)
=
ar−2 − br−2
ar−2 + br−2
λH(x)
r−2 +
2
ar−2 + br−2
(λH(x)
∗)r−2R˜V (x), x ∈ e1 ∪ e2.
We define the sets
A1 = span{1, λH , . . . , λ
r−2
H , λ12, λHλ12, . . . , λ
r−3
H λ12, λ
r−2
H R˜V },
A2 = span
{
{1, λH , . . . , λ
r−2
H } ⊗ {1, R˜V }
}
,
A1,∼ = span{1, λH , . . . , λ
r−2
H , λ12, λHλ12, . . . , λ
r−3
H λ12, (λ
∗
H)
r−2R˜V },
A1,∗ = span{1, λH , . . . , λ
r−2
H , λ12, λHλ12, . . . , λ
r−3
H λ12, (λ
∗
H)
r−2RV },
The later setA1,∗, times F 0E (1−xˆ
2
2), defines the shape functions for our direct serendip-
ity finite element based on the mapped supplement (4.2). However, we can replace
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RV by R˜V , since we consider only DoFs. That is, A1,∼ and A1,∗ are equivalent for
our purposes. Lemma 3.1 shows that A1 = A2, which is unisolvent. Moreover, (4.6)
shows that A1 ⊂ A1,∼, which have the same dimension and so are equal, and hence
we have unisolvence. Unisolvence is maintained after multiplication by F 0E (1 − xˆ
2
2),
since this modification concerns the fact that there are c1 > 0 and c2 > 0 so that
(4.7) F 0E (1− xˆ
2
2)
∣∣
ej
= cjλ3λ4, j = 1, 2.
We conclude that the direct serendipity element with the mapped supplements (4.2)–
(4.3), i.e.,
(4.8) DSmapr (E) = Pr(E)⊕ span{F
0
E
(
(1− xˆ22)xˆ1xˆ
r−2
2
)
, F 0E
(
(1 − xˆ21)xˆ2xˆ
r−2
1
)
},
is well defined.
5. The de Rham complex and mixed finite elements. The de Rham com-
plex of interest here is
(5.1) R −֒→ H1
curl
−−−→ H(div)
div
−−−→ L2 −→ 0,
where the curl (or rot) of a scalar function φ(x) = φ(x1, x2) is curlφ =
(
∂φ
∂x2
,−
∂φ
∂x1
)
.
From right to left, the image of one linear map is the kernel of the next. On rectangular
elements, it is known [4, 5] that the serendipity space Sr+1 is the precursor of the
Brezzi-Douglas-Marini space BDMr [18] for r ≥ 1; that is, on the reference square Eˆ,
(1.1) holds.
5.1. Full and reduced AC spaces. We have the following extension of (1.1) to
quadrilateral elements E. The direct serendipity spaces DSmapr using the mapped sup-
plements (4.2)–(4.3) is the precursor of the reduced H(div)-approximating Arbogast-
Correa space ACredr [1], r ≥ 1, defined on meshes of convex quadrilaterals:
(5.2) R −֒→ DSmapr+1 (E)
curl
−−−→ ACredr (E)
div
−−−→ Pr−1(E) −→ 0.
Moreover, the full H(div)-approximating space ACr, for r ≥ 1, satisfies
(5.3) R −֒→ DSmapr+1 (E)
curl
−−−→ ACr(E)
div
−−−→ Pr(E) −→ 0.
This observation is clear once one realizes three sets of facts. First, the direct
serendipity elements based on (4.2)–(4.3) have the structure
DSmapr+1 (E) = Pr+1(E)⊕ S
DS,map
r+1 (E),(5.4)
SDS,mapr+1 (E) = span
{
F 0E
(
(1− xˆ22)xˆ1xˆ
r−1
2
)
, F 0E
(
(1− xˆ21)xˆ2xˆ
r−1
1
)}
.(5.5)
Second, the AC elements have the structure
ACr(E) = AC
red
r (E)⊕ xP˜r(E),(5.6)
ACredr (E) = P
2
r(E) ⊕ S
AC
r+1(E),(5.7)
SACr+1(E) = span
{
F1E curl
(
(1− xˆ22)xˆ1xˆ
r−1
2
)
,F1E curl
(
(1− xˆ21)xˆ2xˆ
r−1
1
)}
,(5.8)
where F1E is the Piola mapping from E to Eˆ. Finally, we have the fairly well-known
helmholtz-like decomposition (see, e.g., [1])
(5.9) P2r(E) = curlP
2
r+1(E)⊕ xP˜r−1(E),
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the relation between the curl operator and the bilinear and Piola maps
(5.10) curlF 0E = F
1
E curl,
and the fact that the div operator takes xPk one-to-one and onto Pk for any k ≥ 0.
Now we see that
curlSDS,mapr+1 (E) = span
{
curlF 0E
(
(1− xˆ22)xˆ1xˆ
r−1
2
)
, curlF 0E
(
(1− xˆ21)xˆ2xˆ
r−1
1
)}
(5.11)
= span
{
F1E curl
(
(1 − xˆ22)xˆ1xˆ
r−1
2
)
,F1E curl
(
(1− xˆ21)xˆ2xˆ
r−1
1
)}
= SACr (E),
and so
(5.12) curlDSmapr+1 (E) = curlPr+1(E)⊕ S
AC
r (E)
is in the kernel of the operator div. Finally,
ACredr (E) = curlPr+1(E) ⊕ S
AC
r (E) ⊕ xP˜r−1(E),(5.13)
ACr(E) = curlPr+1(E) ⊕ S
AC
r (E) ⊕ xP˜r(E),(5.14)
satisfy the properties of the de Rham complex (5.2)–(5.3).
We remark that it is easy to check that S1(E) (see (3.1)) precedes the element
AC0(E) in the de Rham sequence (5.3).
5.2. Direct mixed finite elements on quadrilaterals. The de Rham theory
provides a way of constructing a mixed finite element spaceVr based on a well defined
direct serendipity space. Tangential derivatives of functions in DSr+1(E) along the
edges map by the curl operator to normal derivatives; that is, if we define the unit
tangential vector
(5.15) τi = (−νi,2, νi,1) on ei,
then for φ ∈ DSr+1(E),
(5.16) ∇φ · τi
∣∣
ei
= curlφ · νi
∣∣
ei
.
Since curlDSr+1(E) spans Pr(ei) independently of the other sides, the same is true
of the normal derivatives of Vr(E). In fact, for r ≥ 1, we have de Rham complexes
for both full and reduced direct H(div)-approximating mixed elements:
R −֒→ DSr+1(E)
curl
−−−→Vfullr (E)
div
−−−→ Pr(E) −→ 0,(5.17)
R −֒→ DSr+1(E)
curl
−−−→Vredr (E)
div
−−−→ Pr−1(E) −→ 0,(5.18)
for any variant of our new direct serendipity spaces. To see this fact, we need to
decompose Vr(E) (i.e, V
full
r (E) or V
red
r (E)).
According to [1], a reduced or full H(div)-approximating mixed finite element
space defined directly on a quadrilateral E of minimal local dimension takes the form
(P in Definition 2.1)
Vfullr (E) = P
2
r(E) ⊕ xP˜r ⊕ S
V
r (E) = curlPr+1(E)⊕ xPr ⊕ S
V
r (E),(5.19)
Vredr (E) = P
2
r(E) ⊕ S
V
r (E) = curlPr+1(E)⊕ xPr−1 ⊕ S
V
r (E),(5.20)
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where the choice of SVr (E) is given by taking (5.8). However, it is noted that other
supplemental functions could be used [1, near (3.15)]. Their normal components must
lie in Pr(ei) on each edge ei and, if they are mapped by the Piola transform, they
must contain a nontrivial component of the DoFs of curl xˆr+1yˆ and curl xˆyˆr+1.
As given in [1], the DoFs (N in Definition 2.1) for ψ ∈ Vfullr (E) (s = r) or
ψ ∈ Vredr (E) (s = r − 1) are∫
ei
ψ · νi p dx, ∀p ∈ Pr(ei), i = 1, 2, 3, 4,(5.21) ∫
E
ψ · ∇q dx, ∀q ∈ Ps(E),(5.22) ∫
E
ψ · v dx, ∀p ∈ BVr (E),(5.23)
where the H(div) bubble functions are
(5.24) BVr (E) = curl
(
λ1λ2λ3λ4Pr−3(E)
)
.
The DoFs (5.22) are determined entirely by the part of Vfullr (E) or V
red
r (E) in the
decomposition (5.19)–(5.20) that is xPr or xPr−1, respectively. The DoFs (5.23)
correspond to the interior cell direct serendipity DoFs. In fact, BVr (E) is exactly the
curl of the span of the cell shape functions (3.5) for DSr+1(E). The DoFs (5.21)
correspond to the edge and vertex DoFs of DSr+1(E).
We can use any of our direct serendipity spaces to define the supplemental space
SVr (E) needed by V
full
r (E) or V
red
r (E). The rest of the space is composed of polyno-
mials, and so need not be defined by DSr+1(E) through the curl operator, although
this strategy could be used to help construct a basis for Vr(E) respecting the DoFs.
On E when r ≥ 1, our new mixed spaces use the supplemental space
(5.25) SVr (E) = curl S
DS
r+1(E).
In particular, as we saw, curl SDS,mapr+1 (E) gives the supplements for the elements
ACr(E). If we use the fully direct serendipity supplements from (3.6), we obtain new
families of fully direct mixed elements. The computations are not difficult. Note that
(5.26) curlλj = −curl
(
(x− xj) · νj
)
= τj .
Suppose that λH is represented by (4.4) (i.e., the zero line is orthogonal to νH) and
define τH = (−νH,2, νH,1), so curlλH = τH . If we use (3.12)–(3.13) to define RV and
RH , the supplemental space is (recall (3.6))
SVr (E) = span{σr,1,σr,2},(5.27)
σr,1 = curl(R
simple
V λ
r−1
H λ3λ4) = λ
r−1
H λ3λ4
(ξ−1V + η
−1
V )(λ2τ1 − λ1τ2)
(ξ−1V λ1 + η
−1
V λ2)
2
(5.28)
+ (r − 1)RsimpleV λ
r−2
H λ3λ4τH +R
simple
V λ
r−1
H (λ4τ3 + λ3τ4),
σr,2 = curl(R
simple
H λ
r−1
V λ1λ2) = λ
r−1
V λ1λ2
(ξ−1H + η
−1
H )(λ4τ3 − λ3τ4)
(ξ−1H λ3 + η
−1
H λ4)
2
(5.29)
+ (r − 1)RsimpleH λ
r−2
V λ1λ2τV +R
simple
H λ
r−1
V (λ2τ1 + λ1τ2).
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The normal flux on each edge is easy to compute. For σr,1, we have
σr,1 · ν1
∣∣
e1
= −ηV λ
r−2
H
(
(r − 1)λ3λ4τH · ν1 + λH (λ4τ3 · ν1 + λ3τ4 · ν1)
)
,
σr,1 · ν2
∣∣
e2
= ξV λ
r−2
H
(
(r − 1)λ3λ4τH · ν2 + λH (λ4τ3 · ν2 + λ3τ4 · ν2)
)
,
σr,1 · ν3
∣∣
e3
= σr,1 · ν4
∣∣
e4
= 0.
It is readily apparent that, indeed, the normal fluxes are in Pr(ei) for each i.
5.3. Implementation as an H(div)-conforming mixed space. The mixed
space of vector functions Vr over Ω is defined by merging continuously the normal
fluxes across each edge e of the mesh Th. That is,
Vfullr =
{
v ∈ H(div; Ω) : v
∣∣
E
∈ Vfullr (E) for all E ∈ Th
}
,(5.30)
Vredr =
{
v ∈ H(div; Ω) : v
∣∣
E
∈ Vredr (E) for all E ∈ Th
}
.(5.31)
This can be done locally by constructing a local basis respecting the (edge) DoFs, in
a way similar to that described for the serendipity elements in Section 3.5. However,
in practical implementation, the hybrid form of the mixed method is often used [8].
In that case, the elements are simply concatenated and no DoF-basis is required. The
Lagrange multiplier space, used to enforce the normal flux continuity, is simply
(5.32) Λr =
{
λ ∈ L2
(
∪E∈Th ∂E
)
: λ
∣∣
e
∈ Pr(e) for each edge e of Tf
}
.
The mixed space of vector functions Vfullr or V
red
r is normally paired with a space
approximating scalar functions
(5.33) Ws =
{
w ∈ L2(Ω) : w
∣∣
E
∈ Ps(E) for all E ∈ Th
}
,
denoted W fullr = Wr or W
red
r = Wr−1, respectively. These spaces are the divergences
of the corresponding vector function spaces.
6. Stability and convergence properties. In this section, we summarize the
stability and convergence theory for our new direct finite elements. For the most part,
we work over the entire domain Ω.
6.1. Direct serendipity element properties. In Section 3.5, we discussed
creating a local nodal basis for some of the shape functions of DSr(E). By Theo-
rem 3.2, there exists a fully nodal basis; that is, one for which every basis function
vanishes at all but one nodal point. We denote it as {ϕ1, . . . , ϕdimDSr(E)}.
Definition 6.1. Given the r-th order direct serendipity element (E,DSr(E),N )
and the nodal basis of DSr(E), {ϕ1, . . . , ϕdimDSr(E)}, let the operator IE : L
2(E) ∩
C0(E) −→ DSr(E) be interpolation. That is, for φ ∈ L
2(E) ∩ C0(E),
IE φ =
dimDSr(E)∑
j=1
Nj(φ)ϕj =
dimDSr(E)∑
j=1
φ(xj)ϕj ∈ DSr(E).
Given the finite element space DSr over Ω, let the operator Ih be global interpolation.
That is, for a given function φ ∈ L2(Ω) ∩ C0(Ω), Ih v ∈ DSr and Ih φ
∣∣
E
= IE φ.
By Theorem 3.2, the local interpolation operator preserves polynomials, so we
have an important property [20, pp. 121–123] expressed in the following lemma.
Lemma 6.2. The interpolation operator IE is polynomial preserving, i.e., ∀ψ ∈
Pr(E), IE ψ = ψ. Moreover, ‖IE‖ is bounded in the L2-norm.
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With this lemma and Theorem 3.2, we have the analogue of the Bramble-Hilbert [16]
or Dupont-Scott [24] lemma for local and global error estimation, provided the mesh
is shape regular.
Lemma 6.3. There exists a constant C > 0 such that for all functions φ ∈
Hs+1(E) (H1(E) ∩ C0(E) if s = 0),
|φ− IE φ|m,E ≤ C h
s+1−m
E |φ|s+1,E , m = 0, 1 and s = 0, 1, . . . , r,(6.1)
where | · |m,E is the Hm(E) seminorm. Moreover, suppose that Th is uniformly shape
regular as h → 0. Then there exists a constant C > 0, independent of h, such that
for all functions φ ∈ Hs+1(Ω) (φ ∈ H1(Ω) ∩ C0(Ω) if s = 0),
|φ− Ih φ|m,Ω ≤ C h
s+1−m |φ|s+1,Ω, m = 0, 1 and s = 0, 1 . . . , r.(6.2)
6.2. Direct mixed finite element properties. As was done by Raviart and
Thomas [35] for their mixed spaces, we can define a projection operator, usually
denoted π, mapping H(div; Ω)∩ (L2+ǫ(Ω))2, ǫ > 0, onto Vr (full or reduced) that has
several important properties. The operator π is pieced together from locally defined
operators πE . Following [1], for v, we define πEv in terms of the DoFs (5.21)–(5.23).
The operator π satisfies the commuting diagram property [21], which is to say that
(6.3) PWs∇ · v = ∇ · πv,
where PWs is the L
2-orthogonal projection operator onto Ws = ∇ ·Vr and s = r for
full spaces and s = r− 1 for reduced. Since πE is bounded in, say, H1, we obtain the
following approximation results [16, 24, 19, 20, 14, 1].
Lemma 6.4. Suppose that Th is uniformly shape regular as h→ 0. Then there is
a constant C > 0, independent of h, such that
‖v − πv‖0,Ω ≤ C ‖v‖k,Ω h
k, k = 1, . . . , r + 1,(6.4)
‖∇ · (v − πv)‖0,Ω ≤ C ‖∇ · u‖k,Ω h
k, k = 0, 1, . . . , s+ 1,(6.5)
‖p− PWsp‖0,Ω ≤ C ‖p‖k,Ω h
k, k = 0, 1, . . . , s+ 1,(6.6)
where s = r ≥ 1 and s = r − 1 ≥ 0 for full and reduced H(div)-approximation,
respectively, and ‖·‖m,Ω is the Hm(Ω) norm. Moreover, the discrete inf-sup condition
(6.7) sup
vh∈Vr
(wh,∇ · vh)
‖vh‖H(div)
≥ γ ‖wh‖0,Ω, ∀wh ∈Ws,
holds for some γ > 0 independent of h.
6.3. Application to second order elliptic equations. Consider a uniformly
elliptic problem with a homogeneous Dirichlet boundary condition
−∇ · (a∇p) = f in Ω,(6.8)
p = 0 on ∂Ω,(6.9)
where the second order tensor a(x) is uniformly positive definite and bounded, and
f ∈ L2(Ω). The boundary value problem can be written in the weak form: Find
p ∈ H10 (Ω) such that
(a∇p,∇q) = (f, q), ∀q ∈ H10 (Ω),(6.10)
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where (·, ·) is the L2(Ω) inner product. Setting
(6.11) u = −a∇p,
we also have the mixed weak form: Find u ∈ H(div; Ω) and p ∈ L2(Ω) such that
(a−1u,v)− (p,∇ · v) = 0, ∀v ∈ H(div; Ω),(6.12)
(∇ · u, w) = (f, w), ∀w ∈ L2(Ω).(6.13)
Define the global finite element space over Th
X0,h = {vh ∈ DSr : vh = 0 on ∂Ω} ⊂ H
1
0 (Ω).
We then obtain the Galerkin approximation: Find ph ∈ X0,h such that
(a∇ph, qh) = (f, qh), ∀qh ∈ X0,h.(6.14)
Combining Ce´a’s lemma [20, 17] and the global projection estimate Lemma 6.3, we
obtain an H1-error estimate for the problem. Since Ω is a polygonal domain, ∂Ω is
a Lipschitz boundary. If we assume that Ω is also convex, we have elliptic regularity
of the solution [28, Theorem 4.3.1.4], and the Aubin-Nitsche duality principle [20, 17]
gives an L2-error estimate.
Theorem 6.5. Let Ω be a convex polygonal domain and let Th be uniformly shape
regular. There exists a constant C > 0, independent of h, such that
‖p− ph‖m,Ω ≤ C h
s+1−m |p|s+1,Ω, s = 0, 1, . . . , r, m = 0, 1,(6.15)
where ph satisfies (6.14).
We also have the mixed full (s = r) and reduced (s = r−1)H(div)-approximation:
Find (uh, ph) ∈ Vr ×Ws such that
(a−1uh,vh)− (ph,∇ · vh) = 0, ∀vh ∈ Vr,(6.16)
(∇ · uh, wh) = (f, wh), ∀wh ∈Ws.(6.17)
Theorem 6.6. Let Ω be a convex polygonal domain and let Th be uniformly shape
regular. There exists a constant C > 0, independent of h, such that
‖u− uh‖ ≤ C‖u‖kh
k, k = 1, . . . , r + 1,(6.18)
‖∇ · (u− uh)‖ + ‖p− ph‖ ≤ C‖u‖kh
k, k = 0, 1, . . . , s+ 1,(6.19)
where (uh, ph) satisfies (6.16)–(6.17).
7. Numerical results. In this section, we consider the test problem (6.8)–(6.9)
defined on the unit square Ω = [0, 1]2 with the coefficient a being the 2×2 identity ma-
trix, i.e., we solve the Poisson equation. The exact solution is u(x, y) = sin(πx) sin(πy)
and the source term is f(x, y) = 2π2 sin(πx) sin(πy).
Solutions are computed on three different sequences of meshes. The first sequence,
T 1h , is a uniform mesh of n
2 square elements (two sets of parallel edges per element).
The second sequence, T 2h , is a mesh of n
2 trapezoids of base h and one pair of parallel
edges of size 0.75h and 1.25h, as proposed in [6]. The third sequence, T 3h , is chosen
so as to have no pair of edges parallel. The first 4 × 4 meshes for each sequence are
shown in Figure 7.1. Finer meshes are constructed by repeating the same pattern
over the domain. Our computer program uses the deal.II library [12].
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T 1h T
2
h T
3
h
Fig. 7.1. The three 4×4 base meshes. Finer meshes are constructed by repeating the base mesh
pattern over the domain. The meshes have 2, 1, and 0 parallel edges per element, respectively.
7.1. Fully direct serendipity spaces. In this section we present convergence
studies for the fully direct serendipity spaces DSr using the elements defined in (3.22).
We compare the results with those of the regular serendipity spaces Sr and the spaces
of elements given by mapping the local tensor product space Pr,r(Eˆ) to the mesh
elements (hereafter simply called the Pr,r space).
As described above, one may need to consider whether opposite faces are parallel
to construct a fully direct serendipity element. We now give a simple choice of element
that avoids this difficulty. First, we can take (3.9) for λH and λV . Let RV and RH
be defined by (3.12)–(3.13), where we define νH = (ν3 − ν4)/|ν3 − ν4| and νV =
(ν1 − ν2)/|ν1 − ν2|, and set
(7.1)
ξ−1V =
√
1− (νH · ν1)2, η
−1
V =
√
1− (νH · ν3)2,
ξ−1H =
√
1− (νV · ν2)2, η
−1
H =
√
1− (νV · ν4)2.
For an n×n mesh, the total number of degrees of freedom for Pr,r is (nr+1)2 =
O(r2n2), and for Sr and DSr it is
dim(Sr) = dim(DSr) = (number of vertices) + (number of edges)(r − 1)
+ (number of cells)12 (r − 2)(r − 3)
= (n+ 1)2 + 2n(n+ 1)(r − 1) + n2 12 (r − 2)(r − 3)
= 12 (r
2 − r + 4)n2 + 2rn+ 1 = O
(
1
2 (r
2 − r + 4)n2
)
.
Therefore, the total number of degrees of freedom for a serendipity space is asymp-
totically about half the size of that for a tensor product space of the same order.
We report the L2-errors and the orders of the convergence of the spaces Pr,r, Sr
and DSr for r = 2, 3, 4, 5 on mesh sequence T 1h in Table 7.1. The errors and conver-
gence rates in the H1-seminorm are presented in Table 7.2. Since T 1h is a sequence of
square meshes, the direct serendipity space DSr and the regular serendipity space Sr
coincide on T 1h . All three families of spaces show an (r + 1)-st order convergence in
the L2-norm and an r-th order convergence in the H1-seminorm, as we should expect
from theory. The errors for Pr,r are smaller than that for DSr = Sr, but Pr,r uses
many more degrees of freedom.
Tables 7.3–7.4 show the errors (in the L2 and H1-seminorms, respectively) and
the orders of convergence for the trapezoidal mesh sequence T 2h . The tensor product
space Pr,r achieves the expected optimal convergence rates. The direct serendipity
space DSr retains an optimal (r + 1)-st order of convergence in the L2 norm and
an optimal r-th order convergence in the H1-seminorm, as Theorem 6.5 predicts.
The regular serendipity spaces Sr have worse than optimal convergence rates in both
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Table 7.1
L2-errors and convergence rates for Pr,r, DSr, and Sr spaces on square meshes.
r = 2 r = 3 r = 4 r = 5
n error rate error rate error rate error rate
Pr,r on T
1
h meshes
8 2.451e-04 2.99 5.564e-06 3.99 1.054e-07 4.99 1.688e-09 6.00
12 7.282e-05 2.99 1.101e-06 4.00 1.389e-08 5.00 1.483e-10 6.00
16 3.075e-05 3.00 3.486e-07 4.00 3.298e-09 5.00 2.640e-11 6.00
24 9.116e-06 3.00 6.890e-08 4.00 4.344e-10 5.00 2.420e-12 5.89
Sr = DSr on T 1h meshes
8 2.457e-04 2.99 1.805e-05 4.09 1.422e-06 5.01 6.440e-08 5.93
12 7.289e-05 3.00 3.497e-06 4.05 1.870e-07 5.00 5.739e-09 5.96
16 3.076e-05 3.00 1.099e-06 4.02 4.437e-08 5.00 1.027e-09 5.98
24 9.118e-06 3.00 2.161e-07 4.01 5.841e-09 5.00 9.049e-11 5.99
Table 7.2
H1-seminorm errors and convergence rates for Pr,r, DSr, and Sr spaces on square meshes.
r = 2 r = 3 r = 4 r = 5
n error rate error rate error rate error rate
Pr,r on T 1h meshes
8 1.276e-02 2.00 4.233e-04 3.00 1.047e-05 4.00 2.066e-07 5.00
12 5.673e-03 2.00 1.255e-04 3.00 2.070e-06 4.00 2.723e-08 5.00
16 3.191e-03 2.00 5.295e-05 3.00 6.549e-07 4.00 6.462e-09 5.00
24 1.418e-03 2.00 1.569e-05 3.00 1.294e-07 4.00 8.511e-10 5.00
Sr = DSr on T 1h meshes
8 1.285e-02 2.02 1.537e-03 3.05 1.141e-04 3.99 5.201e-06 4.99
12 5.690e-03 2.01 4.507e-04 3.03 2.261e-05 3.99 6.856e-07 5.00
16 3.197e-03 2.00 1.894e-04 3.01 7.164e-06 4.00 1.628e-07 5.00
24 1.420e-03 2.00 5.597e-05 3.01 1.416e-06 4.00 2.144e-08 5.00
norms (as was also observed in [6]). The errors and convergence rates for Pr,r, DSr,
and Sr on mesh sequence T 3h are similar to those on T
2
h , so we omit showing them.
We remark that the time cost for the assembly routine can be scaled nearly
perfectly in parallel, since it basically involves only local computations. Therefore,
reducing the global number of degrees of freedom in a serendipity space versus a tensor
product space, even perhaps at the expense of a slightly more expensive assembly, is
worthwhile [40, 2].
7.2. Fully direct mixed finite elements on quadrilaterals. In this section,
we verify the convergence rate for the new fully direct mixed finite elements derived
in Section 5.2. These are implemented without the use of any mapping from the
reference element. We take ξV = ξH = ηV = ηH = 1, although taking the values in
(7.1) provides similar results. We apply the hybrid form of the the mixed finite element
method [8]. The errors and the orders of convergence for the reduced and full H(div)-
approximation spaces when r = 1, 2 on mesh T 2h are presented in Table 7.5. Again,
results are similar on T 3h meshes. As the theory predicts, the scalar p, the vector
u, and the divergence ∇ · u retain r-th, (r + 1)-st, and r-th order approximation,
respectively, for the reduced H(div)-approximation spaces, and all three quantities
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Table 7.3
L2-errors and convergence rates for Pr,r, DSr, and Sr spaces on trapezoidal meshes.
r = 2 r = 3 r = 4 r = 5
n error rate error rate error rate error rate
Pr,r on T
2
h meshes
8 3.329e-04 2.99 9.740e-06 3.99 2.382e-07 4.99 5.076e-09 5.99
12 9.888e-05 2.99 1.928e-06 3.99 3.142e-08 5.00 4.462e-10 6.00
16 4.176e-05 3.00 6.107e-07 4.00 7.459e-09 5.00 7.946e-11 6.00
24 1.238e-05 3.00 1.207e-07 4.00 9.827e-10 5.00 6.979e-12 6.00
Sr on T 2h meshes
8 5.714e-04 2.92 4.844e-04 2.89 2.612e-05 3.72 2.005e-06 4.13
12 1.731e-04 2.94 1.482e-04 2.92 6.084e-06 3.59 3.884e-07 4.05
16 7.409e-05 2.95 6.383e-05 2.93 2.265e-06 3.43 1.234e-07 3.99
24 2.254e-05 2.94 1.963e-05 2.91 5.984e-07 3.28 2.516e-08 3.92
32 9.799e-06 2.90 8.635e-06 2.85 2.408e-07 3.16 8.342e-09 3.84
64 1.440e-06 2.70 1.332e-06 2.61 2.862e-08 3.05 6.644e-10 3.56
DSr on T 2h meshes
8 3.492e-04 3.00 3.897e-05 4.07 2.187e-06 5.00 8.896e-08 5.96
12 1.036e-04 3.00 7.457e-06 4.08 2.889e-07 4.99 7.870e-09 5.98
16 4.373e-05 3.00 2.313e-06 4.07 6.868e-08 4.99 1.404e-09 5.99
24 1.296e-05 3.00 4.469e-07 4.05 9.058e-09 5.00 1.235e-10 6.00
Table 7.4
H1-seminorm errors and convergence rates for Pr,r, DSr, and Sr spaces on trapezoidal meshes.
r = 2 r = 3 r = 4 r = 5
n error rate error rate error rate error rate
Pr,r on T 2h meshes
8 1.734e-02 2.00 7.206e-04 2.99 2.310e-05 3.99 6.083e-07 4.99
12 7.710e-03 2.00 2.139e-04 3.00 4.570e-06 4.00 8.021e-08 5.00
16 4.337e-03 2.00 9.027e-05 3.00 1.447e-06 4.00 1.904e-08 5.00
24 1.928e-03 2.00 2.676e-05 3.00 2.859e-07 4.00 2.509e-09 5.00
Sr on T 2h meshes
8 2.413e-02 1.94 1.834e-02 1.90 1.818e-03 2.65 1.537e-04 3.18
12 1.105e-02 1.93 8.572e-03 1.88 6.582e-04 2.51 4.483e-05 3.04
16 6.432e-03 1.88 5.091e-03 1.81 3.345e-04 2.35 1.945e-05 2.90
24 3.104e-03 1.80 2.560e-03 1.70 1.360e-04 2.22 6.370e-06 2.75
32 1.920e-03 1.67 1.643e-03 1.54 7.378e-05 2.12 3.029e-06 2.58
64 7.097e-04 1.34 6.602e-04 1.23 1.776e-05 2.03 5.953e-07 2.26
DSr on T 2h meshes
8 1.836e-02 2.01 2.517e-03 3.02 1.625e-04 3.99 7.384e-06 4.99
12 8.143e-03 2.00 7.400e-04 3.02 3.216e-05 4.00 9.757e-07 4.99
16 4.577e-03 2.00 3.109e-04 3.01 1.018e-05 4.00 2.318e-07 5.00
24 2.033e-03 2.00 9.170e-05 3.01 2.012e-06 4.00 3.056e-08 5.00
show r-th order approximation for the full H(div)-approximation spaces.
Our numerical test agrees with that taken in [1], where results for the full and
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Table 7.5
Errors and convergence rates for fully direct mixed spaces on trapezoidal meshes T 2
h
.
||p− ph|| ‖u− uh‖ ‖∇ · (u− uh)‖
n error rate error rate error rate
r = 1, reduced H(div)-approximation
4 1.670e-01 — 2.609e-01 — 3.163e-00 —
8 8.271e-02 1.01 6.803e-02 1.96 1.612e-00 0.98
16 4.117e-02 1.00 1.719e-02 1.99 8.099e-01 1.00
32 2.056e-02 1.00 4.309e-03 2.00 4.054e-01 1.00
r = 2, reduced H(div)-approximation
4 3.079e-02 — 2.319e-02 — 6.067e-01 —
8 7.847e-03 1.98 2.906e-03 3.00 1.549e-01 1.98
16 1.972e-03 2.00 3.633e-04 3.00 3.892e-02 2.00
32 4.936e-04 2.00 4.543e-05 3.00 9.742e-03 2.00
r = 1, full H(div)-approximation
4 3.079e-02 - 5.562e-02 - 6.067e-01 -
8 7.847e-03 1.98 1.350e-02 2.02 1.549e-01 1.98
16 1.972e-03 2.00 3.355e-03 2.01 3.892e-02 2.00
32 4.936e-04 2.00 8.378e-04 2.00 9.742e-03 2.00
r = 2, full H(div)-approximation
4 4.081e-03 - 7.198e-03 - 8.050e-02 -
8 5.201e-04 2.98 9.105e-04 2.99 1.026e-02 2.98
16 6.533e-05 3.00 1.141e-04 3.00 1.289e-03 3.00
32 8.176e-06 3.00 1.428e-05 3.00 1.614e-04 3.00
reduced AC spaces and the mapped BDM spaces appear. Results for our fully direct
mixed spaces agree very closely with the results for the AC spaces, and these far
exceed the performance of the mapped BDM spaces.
7.3. Serendipity space based on mapped supplements. In this section,
we present the errors and convergence rates for the serendipity spaces DSmapr using
elements defined in (4.8), which has supplements mapped from the reference element.
The results for r = 2, 3, 4 on mesh T 2h are shown in Table 7.6. As predicted by the
theory, this new family of spaces shows an (r+1)-st order convergence in the L2-norm
and an r-th order convergence in the H1-seminorm. The results compare favorably
with those for the fully direct spaces in Tables 7.3–7.4, although the latter are perhaps
slightly better.
8. Summary and Conclusions. It is possible to define a wide variety of direct
serendipity elements on a nondegenerate, convex quadrilateral E. Most or perhaps
all of these elements appear to be new, and they have the form
(8.1) DSr(E) = Pr(E) ⊕ S
DS
r (E), r ≥ 2.
The supplemental space SDSr (E) can be defined by four functions. Referring to Fig-
ure 2.1, the linear functions λH and λV are arbitrary except that the zero line of λH
must intersect the lines containing e1 and e2 above or below the intersection point x12,
if it exists, and λV must intersect the lines containing e3 and e4 to the left or right of
the intersection point x34, if it exists. The bounded, (most likely) nonlinear functions
RV and RH can be chosen arbitrarily as long as they are negative constants on e1
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Table 7.6
Errors and convergence rates for DSmapr spaces on trapezoidal meshes T
2
h
.
r = 2 r = 3 r = 4 r = 5
n error rate error rate error rate error rate
L2-errors and convergence rates
8 5.737e-04 2.92 4.128e-05 4.09 2.344e-06 5.04 9.134e-08 6.00
12 1.727e-04 2.96 7.968e-06 4.06 3.048e-07 5.03 8.023e-09 6.00
16 7.329e-05 2.98 2.493e-06 4.04 7.182e-08 5.03 1.428e-09 6.00
24 2.180e-05 2.99 4.869e-07 4.03 9.380e-09 5.02 1.252e-10 6.00
H1-seminorm errors and convergence rates
8 2.410e-02 1.99 2.851e-03 3.05 1.730e-04 4.03 7.609e-06 5.01
12 1.074e-02 1.99 8.333e-04 3.03 3.385e-05 4.02 9.979e-07 5.01
16 6.047e-03 2.00 3.491e-04 3.02 1.065e-05 4.02 2.362e-07 5.01
24 2.690e-03 2.00 1.027e-04 3.02 2.091e-06 4.02 3.102e-08 5.01
and e3, respectively, and positive constants on e2 and e4, respectively. For example,
one can take the simple choices
(8.2) λH = λ3 − λ4, RV =
λ1 − λ2
λ1 + λ2
, λV = λ1 − λ2, RH =
λ3 − λ4
λ3 + λ4
,
or the choices given in Lemma 3.1, in which case the explicit basis (3.31)–(3.35) can
be constructed easily. The fully direct supplemental space is
(8.3) SDSr (E) = span{λ3λ4λ
r−2
H RV , λ1λ2λ
r−2
V RH},
but a supplemental space can also be defined using the bilinear map between Eˆ =
[−1, 1]2 and E as
(8.4) SDS,mapr (E) = span
{
F 0E
(
(1− xˆ22)xˆ1xˆ
r−2
2
)
, F 0E
(
(1− xˆ21)xˆ2xˆ
r−2
1
)}
.
It is possible to define a wide variety of direct mixed elements on E. The de
Rham theory is useful in this regard, and the elements take the form
Vredr (E) = curlDSr+1(E)⊕ xPr−1(E) = P
2
r(E) ⊕ S
V
r (E) r ≥ 1,(8.5)
Vfullr (E) = V
red
r (E)⊕ xP˜r(E), r ≥ 1,(8.6)
for reduced and full H(div)-approximation spaces, where
(8.7) SVr (E) = curlS
DS
r (E).
If (8.4) is used, the AC spaces [1] result. Otherwise, the elements appear to be new,
and they are the first families of fully direct mixed spaces defined on quadrilaterals.
The direct serendipity and mixed elements can be merged to create H1(Ω) and
H(div; Ω) conforming spaces, respectively, on a mesh Th of nondegenerate, convex
quadrilaterals. If the meshes are shape regular as h → 0, the spaces have both
optimal approximation properties and minimal local dimension. Numerical results
were presented to illustrate their performance.
We close with a simple observation. Another well-known de Rham complex is
(8.8) R −֒→ H1
grad
−−−→ H(curl)
curl
−−−→ L2 −→ 0,
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where the curl of a vector function ψ =
(
ψ1, ψ2
)
is the scalar curlψ(x) =
∂ψ1
∂x2
−
∂ψ2
∂x1
.
This complex is essentially just a rotation of (5.1). It gives us full (s = r) and reduced
(s = r − 1) direct H(curl)-approximating elements
(8.9) Vr,curl(E) = ∇DSr+1(E)⊕ (x2,−x1)Ps.
These then satisfy the de Rham complexes
R −֒→ DSr+1(E)
grad
−−−→Vfullr,curl(E)
curl
−−−→ Pr(E) −→ 0,(8.10)
R −֒→ DSr+1(E)
grad
−−−→Vredr,curl(E)
curl
−−−→ Pr−1(E) −→ 0,(8.11)
for any variant of our new direct serendipity spaces. We can merge these elements
globally, since tangential derivatives of φ, say, map to tangential components of ∇φ,
which are both ∇φ · τ . So we have full and reduced direct H(curl)-approximating
spaces over meshes of quadrilaterals.
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