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The concept of Fermi liquid lays a solid cornerstone to the understanding of electronic correlations in
quantum matter. This ordered many-body state, entailed by the Pauli exclusion principle, rigorously organizes
electrons at zero temperature in progressively higher momentum states, up to the Fermi surface. As such,
it displays rigidity against perturbations, with consequences like Fermi-surface resonances manifesting
themselves in longitudinal and transverse collective modes, as observed in liquid helium. However, the
quest for understanding and probing Fermi-liquid collective modes in charged solid-state systems remains a
challenge. In this paper I analyze the transverse shear response of neutral and charged three-dimensional
Fermi liquids as a function of temperature, excitation frequency and momentum, for interactions expressed in
terms of the first symmetric Landau parameter. I consider the effect of momentum-conserving quasiparticle
collisions and momentum-relaxing scattering in relaxation-time approximation on the coupling between
photons and Fermi-surface collective modes, thus deriving the Fermi-liquid optical conductivity and dielectric
function. In the high-frequency, long-wavelength excitation regime the electrodynamic response entails
two coherent and frequency-degenerate polaritons, and its spatial nonlocality is encoded by a frequency-
and interaction-dependent Fermi-liquid generalized shear modulus; in the opposite high-momentum low-
frequency regime anomalous skin effect takes place. I identify observable signatures of propagating shear
collective modes in optical spectroscopy experiments, with applications to the surface impedance and the
optical transmission of thin films.
I. INTRODUCTION
The Fermi liquid represents the Rosetta Stone of
electronic correlations in weakly-interacting electron
systems. Such conception fostered profound insight into
the phenomenology of electrical and thermal conduction in
metals throughout the twentieth century, and it still reserves
unexpected surprises in the application to modern-day
materials.
The foundations of the Fermi liquid, introduced by
Landau, interpret the complexity of thermodynamics,
low-energy transport and optical properties of interacting
electrons in terms of a liquid of nearly-independent
quasiparticles.1,2 This nearly-free phenomenology actually
stems from a remarkably ordered microscopic state: at
zero temperature, long-ranged entanglement associated
with the Pauli exclusion principle arranges electrons in a
hierarchy of progressively higher momentum states, with
the uppermost states composing the Fermi surface. The
elementary excitations of such system are electron-hole
quasiparticles, created by promoting an occupied state
from below the Fermi surface to unoccupied levels above,
and in direct correspondence with the original interacting
electrons. The energy required to generate such excitations
increases going deeper below the Fermi level EF , so that the
latter energy scale essentially dictates thermal and electrical
conduction, while states at lower energies remain largely
unperturbed. The Fermi liquid thus forms a stable, cohesive
state of zero-temperature matter.
However, such order is not captured by the conventional
language of phase transitions, whereby a generalized
rigidity emerges from spontaneous symmetry breaking of
a high-energy disordered phase. In fact, the Fermi liquid
is rigorously defined only at temperature T = 0, while at
energies ħhω< kBT it is adiabatically connected to a classical
fluid, in which thermal fluctuations ‘disorder’ the system
through quasiparticle excitations across the Fermi surface
but without any thermodynamic singularity. As a matter
of fact, such classical fluid is not ideal in crystalline solids:
momentum conservation is already destroyed on the scale
of the crystal lattice periodicity, due to momentum-relaxing
scattering of quasiparticles on lattice ions, thus preventing a
perfect analogy with hydrodynamics. Remarkably, at higher
energies ħhω> kBT the Fermi-liquid order takes over again,
effectively recovering substantial remnants of the T = 0
physics. All this wisdom is conventionally parametrized
in terms of a quasiparticle collision time τc∝ ħhEF(ħhω)2+(kBT )2 ,
stemming from the phase-space restriction for collision
processes entailed by the Pauli exclusion principle.3,4
Multiple experiments confirm that the low-temperature
ground state of many metals indeed complies with the
Fermi-liquid picture: notable examples include Sr2RuO4
5–7
and electron-doped BaFe2−xCoxAs2.8
Much of the contemporary literature on transport in Fermi
liquids focused on aforementioned hydrodynamic regime
ħhω < kBT : if the collision time τc provides the smallest
timescale in the system in a given temperature and energy
window, then the establishment of local equilibrium allows
for an effective hydrodynamic description of quasiparticle
flow.9,10 Then, momentum and energy dissipation may
be encoded in the viscosity tensor,11 while dissipation-
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2less motion may be formulated in terms of ‘generalized
elasticity’9,12–14 and quantified by elastic moduli.9,15 In this
respect, quantum critical electron systems provide ideal
platforms for hydrodynamic flow: their strong interactions
imply an extremely low ‘Planckian’ collision time τc∝ ħhkBT
in an extended range of temperatures T above the T = 0
quantum critical point, thus expanding the parameter range
of the hydrodynamic regime to territories where even
the concept of quasiparticle breaks down.16,17 However,
electron viscosity has eluded experimental observation in
standard three-dimensional metals so far, due to multiple
scattering channels, like impurities, phonons, Umklapp
processes, that inevitably relax momentum and hinder
the establishment of local equilibrium.18 On the contrary,
systems with strong interactions and reduced dimensionality
provided fruitful platforms for electron hydrodynamics, as
testified by applications to graphene,19–23 delafossites,24,25
Weil semimetals,26,27 the two-dimensional electron gas
in (Al,Ga)As heterostructures,28,29 bad metals.30 Exper-
imentally, signatures of hydrodynamic behaviour have
been indeed retrieved in graphene,31–33 PdCoO2,
24,34,35
PtCoO2,
35 WP2,
36,37 PtSn4.
38
By contrast, the dynamical regime ħhω > kBT remains
hitherto unexplored in Fermi liquids,3,14 thus offering
untapped potential for conceptual insight and solid-state
applications, as the present work aspires to highlight. In
fact, it is in this dynamical regime that the T = 0 order
and its associated rigidity is partially recovered. Such
rigidity of the Fermi-liquid order against perturbations gives
rise to striking consequences like propagating collective
modes of electron density and current, i.e. coherent
vibrations of the Fermi surface in space and time, with
a classical analogue being waves on the surface of an
elastic carpet. An example of such modes is the so-called
‘zero sound’, occurring both in the longitudinal and
transverse (shear) channels: its observation in liquid 3He,
the archetype of electrically neutral Fermi liquid, stroke a
landmark of twentieth-century low-temperature physics.39,40
Nevertheless, it would be inaccurate to label Fermi-liquid
collective modes as elastic phenomena, since in the proper
sense elasticity refers to static reactive properties of solids,
which are absent in the Fermi liquid. In fact, from the collec-
tive excitation viewpoint, the dynamical shear deformation
of the Fermi surface behaves like a spin-1 object, akin to a
‘transverse phonon’, while shear rigidity resides in the static
spin-2 channel:17 dynamical reactive shear in the Fermi
liquid is disconnected from elasticity, as in the static limit
the system rather behaves as a viscous liquid. Perhaps water
offers a poignant analogy: plunging slowly into a pond pro-
duces a viscous, dissipative response typical of a fluid, while
diving at high speed from above generates much more resis-
tance at impact, whereby the liquid reacts almost like a solid.
At first sight, the analysis of charge collective modes
in electrically charged Fermi liquids bears additional
challenges with respect to neutral systems, due to the
presence of the long-ranged Coulomb interaction41,42
and of momentum relaxation imposed by the breaking of
translation invariance. The first conundrum is solved by
the Silin theory,41,42 which prescribes a proper redefinition
of the Landau quasiparticle interaction parameters to take
into account Coulomb repulsion. Still, as we will describe
later, electric charge modifies the linear dispersion of the
transverse shear collective mode, introducing a ‘quadratic
foot’ due to the photon and shear mode roots repelling
each other at low momentum;1 a primary example of
this phenomenon is found in the electrodynamics of the
‘isotropic Wigner crystal’.43 The second issue of momentum
relaxation is more serious, as it prevents hydrodynamics
to occur in standard 3D metals like previously mentioned.
However, the reactive shear response is more robust than
hydrodynamics with respect to relaxation, because the
former depends mainly on quasiparticle interactions and
does not rely on τc being the smallest timescale in the
system.
How is it possible to observe shear rigidity in solid-state
Fermi liquids? The photon is an ideal candidate probe,
as it exerts transverse perturbations on electrons and
it couples to electric charge. Then, the fingerprint of
Fermi-liquid reactive shear may be the development of a
spatially nonlocal response, due to interactions that couple
together all quasiparticles in the ensemble:44 applying a
local electromagnetic field results in a perturbation spread
out in an extended region of space surrounding the probe,
by virtue of the nonlocal character of the optical response.
Perhaps surprisingly, standard optics is formulated in
terms of the spatially local Drude model, whereby the
momentum dependence of the dielectric response is
calculated at zero-momentum. The common justification
for this approximation resides in the smallness of the
momentum transferred by radiation to the solid, due to
the high velocity of light with respect to the Fermi velocity.
This generally suffices to interpret optical phenomena
in standard metals at room temperature.1,45,46 However,
notable known exceptions like anomalous skin effect show
that, even with a perfectly local probe, the system response
becomes spatially nonlocal at low temperatures due to the
increase of the electronic mean free path.46,47 Hence, in this
paper we focus on how to observe reactive shear collective
modes in solid-state Fermi liquids using low-temperature
optical spectroscopy.
I use the Landau kinetic equation approach2 to analyze
the dynamical coupling of Fermi-surface oscillations to elec-
tromagnetic radiation, demonstrating that the leading-order
long-wavelength correction to local Drude theory reproduces
the macroscopic phenomenology of viscous charged fluids,
interpreted in terms of a generalized frequency-dependent
shear modulus ν(ω).
This leaves distinctive and potentially observable traces on
state-of-the-art optical spectroscopy experiments. In par-
3ticular, I show that the standard theory of anomalous skin
effect in the optical response is intimately related to Fermi-
liquid propagating shear: both phenomena represent optical
manifestations of spatial nonlocality in the transverse re-
sponse of the Fermi surface, acting in opposite momentum
regimes. Likewise, such nonlocality generates the amplifi-
cation of the optical transmission coefficient in Fermi-liquid
this films, accompanied by characteristic oscillations in fre-
quency due to the interference of two mutually coherent
polariton modes. The results of this analysis can be com-
pared with similar kinetic equation approaches,3,48,49 with
the general formulation in terms of the stress and viscosity
tensors,11,50 and with optical conductivities derived from
the AdS/CFT correspondence.17,51,52 Moreover, spatial non-
locality and dissipation are necessary conditions for the
occurrence of negative refraction,44,53,54 usually realized
in artificial metamaterials,55 but also possible in charged
Fermi liquids due to the dissipative component of their shear
response.54
The paper is organized as follows. Section II hosts a rec-
ollection of some fundamental milestones in the analysis of
the transverse shear response in electrically neutral Fermi
liquids, with application to transverse sound in liquid 3He.
Section III extends aforementioned analysis to charged Fermi
liquids and presents the calculation of the transverse suscep-
tibility in the kinetic equation approach. The latter result is
used in section IV to analyze the transverse dielectric func-
tion and the optical conductivity. Section VII deals with
the zero-frequency limit of the optical conductivity and its
relation to hydrodynamic effects in transport experiments.
Section VIII expands on the microscopic origin of electron
collisions and momentum relaxation in three-dimensional
Fermi liquids: using the phenomenological Matthiessen’s
rule, I consider acoustic phonons, impurities and Umklapp
processes as examples of independent scattering channels.
In section IX I propose exemplary implications of Fermi-
surface rigidity for optical spectroscopy, specifically for the
surface impedance and the thin-film transmission, and I com-
pare the results with the predictions of the Drude model. The
main messages of the paper are summarized and discussed
in section X.
II. TRANSVERSE RESPONSE OF NEUTRAL FERMI LIQUIDS
The prediction2,12,39,56 of Fermi-surface shear collective
modes and their detection in liquid 3He40 represent mile-
stones of Fermi-liquid theory, which lay the foundations
for the analysis of solid-state charged systems performed
in later sections. For these reasons, we begin by surveying
the description of transverse shear rigidity in the kinetic
approach of Abrikosov and Khalatnikov,1,2 stemming from
the lowest transverse harmonic in the angular expansion of
quasiparticle interactions.2,12 As nomenclature often differs
in the liquid-helium and solid-state communities dealing
with this subject, we describe the different terminologies
used while setting univocal definitions to be consistently
recalled throughout this paper.
A. Transverse collective mode with collisions
In this section, we review the analysis of the shear col-
lective mode in a neutral Fermi liquid.2,12 We start with the
kinetic equation for Landau quasiparticles in the presence
of collisions, the derivation of which is reported in appendix
A. In essence, this kinetic equation describes the first-order
deviation (or ‘displacement’) εk(q ,ω) of the quasiparticle
distribution function at the Fermi surface with respect to
global thermodynamic equilibrium. Such deviation is gen-
erated by quasiparticle interactions, collisions and external
driving forces. Interactions are expanded in spherical har-
monics in terms of Landau parameters FS,Al , where the label
S and A refer to the symmetric and antisymmetric channels,
which generate density and spin excitations, respectively.1,57
Momentum-conserving scattering processes are encoded by
the collision integral Icol l(q ,ω). We have 
qvk,σ cosθ −ω

εk(q ,ω)
+ qvk,σ cosθ
∫
dΩ
′
4pi
+∞∑
l=0
FS,Al ℘l(cosθ
′
)εk ′ (q ,ω)
= Icol l(q ,ω) (1)
where θ =
arccos(q ·vk,σ)|q ·vk,σ| is the angle between the wave vector
q and the quasiparticle velocity vk,σ. The interaction term∑+∞
l=0 F
S,A
l ℘l(cosθ
′
)εk ′ (q ,ω) is already expanded in terms
of Legendre polynomials ℘l(cosθ
′
) and Landau parameters
FS,Al , in accordance with their standard definitions recalled
in appendix A.
We define the normalized velocity s = ωqvk,σ , vk,σ being the
quasiparticle velocity for the state at electronic wave vector
k and spin σ on the Fermi surface: this change of variables
anticipates that sound-like collective modes of linear dis-
persion ω∝ q appear in some momentum and frequency
regime, where s becomes a constant.
In terms of s, equation (1) is
(cosθ − s)εk(q ,ω)
+ cosθ
∫
dΩ
′
4pi
+∞∑
l=0
FS,Al ℘l(cosθ
′
)εk ′ (q ,ω)
=
1
qvk,σ
Icol l(q ,ω) (2)
We now expand the Fermi surface displacement function
εk(q ,ω) similarly to what is done for the interactions. In
three dimensions, the displacement is a function of the 3D
solid angle and is expanded in spherical harmonics,
εk(q ,ω) =
+∞∑
l=0
+l∑
m=−l
εS,Al,mY ml (θ ,φ) (3)
where uˆk is the unit vector along the direction of k, and the
definition of spherical harmonics Y ml (θ ,φ) is recalled in ap-
pendix A. The label {S, A} on the harmonic component εS,Al,m
4of the Fermi-surface displacement refers to spin-symmetric
and spin-antisymmetric channels, respectively.
We consider the first transverse mode with m= 1, which
corresponds to transverse currents originating in the first
spin-symmetric interaction channel. We truncate the sum
over l in equations (2) and (3) to l = 1, so that the interac-
tion becomes
∑+∞
l=0 F
S,A
l ℘l(cosα) ≡ FS0 + FS1 cosα, and the
Fermi surface displacement can be written as εk(q ,ω) =∑+∞
l=0 ε
S
l,1Y 1l (θ ,φ)≡ εS(θ)eiφ , where εS(θ) collects the θ -
dependent portion of the displacement. The kinetic equation
becomes now
(cosθ − s)εS(θ )eiφ
+ cosθ
∫ 2pi
0
∫ pi
0
dφ′ sinθ ′dθ ′
4pi
 
FS0 + F
S
1 cosα

εS(θ ′)eiφ′
= Icol l(q ,ω) (4)
where we have defined Icol l(εS(θ))eiφ = 1qvk,σIcol l(q ,ω)
as the expansion of the collision integral in spherical har-
monics with m= 1, similarly to what we have done for the
Fermi surface displacement. By construction, the angle α
is such that cosα= cosθ cosθ ′ + sinθ sinθ ′ cos (φ −φ′).57
Inserting this into equation (4), we achieve
(cosθ − s)εS(θ )eiφ
+ cosθ
∫ 2pi
0
∫ pi
0
dφ′ sinθ ′dθ ′
4pi
 F
S
0︸︷︷︸
A
+FS1
cosθ cosθ ′︸ ︷︷ ︸
B
+ sinθ sinθ ′ cos
 
φ −φ′	εS(θ ′)eiφ′ = 1
qv∗F
Icol l(q ,ω)
(5)
The terms A and B give zero upon integration over the
angles θ ′ and φ′, so that we have
(cosθ − s)εS(θ )eiφ
+ cosθ
∫ pi
0
sinθ ′dθ ′
4pi
FS1 sinθ sinθ
′pieiφεS(θ ′)
=
1
qv∗F
Icol l(q ,ω) (6)
The conservation of particle number, energy and momentum
in collisions imposes constraints on the form of the collision
integral Icol l(q ,ω): in fact, the moments obtained by phase-
space integration of equation (6) have to yield the continuity
equation for particle density, as well as the conservation of
energy and of momentum.2 Aforementioned prescriptions
lead to the following form of the collision integral:39
1
qv∗F
Icol l(q ,ω) = Icol l

εS(θ )eiφ

= −ε
S(θ )− εS(θ )av − 3 εS(θ ) sinθav sinθ
iωτc
seiφ (7)
where the notation [·]av =
∫ pi
0
(sinθ )2dθ
4 · denotes the angular
average with respect to θ , performed as for the integra-
tion over θ ′ in equation (5). In this approach, the effec-
tive collision time τc parametrizes the integral Icol l

εS(θ )

phenomenologically: this allows one to model collisions in-
dependently from the microscopic origin of scattering,2 as
done in the application to liquid 3He. In later sections, we
will use the Fermi-liquid expression for τc stemming from
the Pauli exclusion principle – see also appendix F.
We notice that, contrarily to a longitudinal mode with m = 0,
the transverse mode with m = 1 does not generate a net
density flow, as it couples to transverse currents but not
directly to density fluctuations. As a result, in our case
εS(θ )

av = 0.
39 From here on, the solution for the displace-
ment εS(θ ) follows from equation (4) with straightforward
mathematical steps, which are detailed in appendix B. We
quote here the final result for the dispersion relation of trans-
verse sound:39,40 
ξ2 − 1ξ
2
ln

ξ+ 1
ξ− 1

− 1

=
FS1 − 6− 9β
3FS1 − 9β
(8)
where
ξ= s

1+
i
ωτc

(9a)
s =
ω
qv∗F
(9b)
β =
1
iωτc − 1 (9c)
Equation (8) determines the dispersion (9b) of the
transverse collective mode generated by the interaction
parameter FS1 , with collisions encoded by τc . This mode has
been labeled ‘transverse sound’ in the liquid-helium litera-
ture, although physically it amounts to a shear oscillation of
the Fermi surface. Apart from collisions, Landau damping
strongly attenuates transverse sound in some regions of
the q -ω plane, due to the mode exchanging energy and
momentum with incoherent electron-hole excitations:2,58
at small momentum, this happens when ω < v∗Fq, i.e.
Re {s}< 1. Therefore, observing a substantially undamped
propagation of the shear mode requires Re {s}> 1.
Figure 1(a) displays the dispersion relation of the shear
collective mode (8), showing the normalized wave vector
qv∗Fτc as a function of ωτc for FS1 = 20, with blue and red
5Re

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qv∗Fτc
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FIG. 1. Dispersion relation of the transverse shear collective
mode from equation (8). (a) Dimensionless wave vector qv∗Fτc as a
function of dimensionless frequencyωτc for first symmetric Landau
parameter FS1 = 20. The blue and red curves show the real and
imaginary part of the mode wave vector, respectively. The shaded
purple area indicates the Lindhard electron-hole continuum q >
ω/v∗F . (b) Dimensionless collective mode velocity (9b) as a function
of ωτc for F
S
1 = 20. The blue and red solid curves show the real
and imaginary part of s respectively. The purple (red) dashed curve
shows the real (imaginary) part of the leading-order expansion (10)
in the collisional regime ωτc → 0. The dashed blue horizontal line
shows the asymptotic limit sinf = limωτc→+∞ s according to equation
(14). The dashed gold horizontal line indicates the elastic-like limit
sel from equation (15). (c) Comparison between the collisionless
asymptotic limit sinf and the elastic-like expression sel as a function
of Landau parameter FS1 : sinf and sel converge in the limit of large
FS1 .
lines for Re

qv∗Fτc
	
and Im

qv∗Fτc
	
, respectively. The for-
mer represents the dissipationless, i.e. reactive, component
of the collective mode responding to an excitation of real
frequency ω, while the latter encodes dissipative processes
and is connected to the mode damping. The purple shadow
highlights the Lindhard electron-hole continuum of quasi-
particle excitations, from which transverse sound emerges
at ωτc ≈ 1, according to Re {q}<ω/v∗F . Figure 1(b) shows
the corresponding real and imaginary parts of the mode ve-
locity (9b) as a function of ωτc , as blue and red solid lines
respectively.
In the hydrodynamic/collisional regime we haveωτc  1:
this establishes local thermodynamic equilibrium, so that the
system behaves like a viscous fluid,1,54 with the collective
mode essentially being governed by quasiparticle collisions.
The relaxational mode59 velocity in the hydrodynamic case
at leading order in ωτc → 0 is
s =
√√√ i
5ωτc

1+
FS1
3

ωτc
i +ωτc
=
1
v∗F
Æ
iων(0)
1
i +ωτc
, (10)
where
ν(0) =
1
5
(vF )
2τc
1
1+ F
S
1
3
(11)
is the static viscosity coefficient of the isotropic Fermi liquid
in three dimensions.1,2,9 Equation (10) implies
Re {s}= Im {s}= 1
v∗F
p
ων(0)p
2(1+ωτc)
, (12)
that is, the mode is critically damped in hydrodynamic
regime, having equal real and imaginary parts. Figure 1(b)
shows the real and imaginary parts of equation (10) as a
function of ωτc as purple and red dashed lines, respectively.
Notice that equation (10) implies the dispersion relation
q =
ω
v∗F
p
ω
2ν(0)
(1+ωτc)(1− i), (13)
which means ω ∝ q2 in hydrodynamic regime for un-
charged transverse sound, with the proportionality coef-
ficient governed by the static shear viscosity (11). Physically,
the viscosity-driven dissipative character (13) of transverse
sound is due to the latter being submerged in the Lindhard
continuum for ωτc → 0 – see figure 1(a) – which dissipates
the collective mode into incoherent electron-hole quasiparti-
cle excitations. The quadratic dispersion (13) in hydrody-
namic regime will be further modified by the inclusion of
electric charge in section III.
At higher values of ωτc the evolution of the shear re-
sponse depends on the first Landau parameter FS1 . If the
interaction is sufficiently strong, such that the transverse
mode persists in the absence of collisions, then the mode
propagates undamped for ωτc → +∞: this is the limit
of transverse zero sound60, in which the system responds
out of equilibrium without dissipation, in a reactive way
reminiscent of solid elasticity but here occurring only at
finite frequency.3,54 Then, the transverse zero sound veloc-
ity reaches the real constant determined by the numerical
solution s = sinf of the equation56 
s2 − 1 s
2
ln

s+ 1
s− 1

− 1

=
FS1 − 6
3FS1
. (14)
Strictly speaking, only in this limit the labeling ‘sound’ for
the transverse mode is fully justified, since ω ∝ q. For
6strong interactions FS1  1, equation (14) approaches the
simpler analytical result s = sel satisfying
sel =
√√√1
5

1+
FS1
3

=
p
µs
v∗F
: FS1  1 (15)
with
µs =
1
5
(vF )2
1+ FS1 /3
(16)
reactive shear modulus of the Fermi liquid.1,9,15 We see
that, for strong interactions, the Fermi surface resonates
with transverse zero sound in a reactive way, characterized
by the shear modulus µs – see figure 1(c). Notice the
relation ν(0)/τc between the Fermi-liquid static viscosity
and reactive shear modulus.9,15 Reducing the interaction
to FS1 → 6+, the exact mode velocity (14) approaches the
renormalized Fermi velocity, i.e. s→ 1+, and it significantly
differs from the elastic-like estimation (15). This is shown
in figure 1(c) as a function of FS1 , and by the dashed blue
and gold horizontal lines in figure 1(b) for s = sinf and
s = sel, respectively. Such discrepancy is a consequence of
the mode velocity being only slightly higher than v∗F , so that
the mode significantly suffers from Landau damping,61,62 an
effect not recounted by the approximation (15). It would be
tempting to compare the reactive shear modulus entailed
by equation (16) with the response of an elastic solid.
However, as previously mentioned, the reactive character
of transverse sound only emerges in the high-frequency
regime ωτc  1 at fixed τc , while in the static limit the
system displays a dominant dissipative response (12).
Therefore, the Fermi-surface rigidity is physically different
from elasticity in classical solids, in that it is an inherently
dynamical phenomenon. Figure 2 shows the shear mode
velocity, as calculated from equation (8), as a function of
the product ωτc , for different values of the first Landau
parameter ranging from FS1 = 0 to F
S
1 = 7. Panel (a) shows
the real part of the transverse sound velocity, while panel
(b) displays the imaginary part of the velocity. For FS1 < 6,
we see that the collective mode velocity v˜s equation (8) is a
continuous curve only up to a FS1 -dependent critical value
(ωτc)cri t , marked by a dot, above which the collective
mode equation (8) has no solution anymore. For FS1 > 6,
equation (8) admits a collective mode solution for any
value of ωτc with asymptotic value limωτc→+∞ s = sinf in
accordance with equation (14). The dashed green lines in
panel (a) and (b) identify the real and imaginary part of the
transverse sound velocity for the critically Landau-damped
case FS1 = 6, for which transverse sound exists for all values
of ωτc but the limit limωτc→+∞Re {s} = 1: the transverse
mode is precisely at the edge of the electron-hole continuum.
If FS1 < 6, the interaction is not strong enough to sus-
tain transverse zero sound without collisions. The result is
that for FS1 < 6 there is an F
S
1 -dependent value of ωτc =
(ωτc)cri t above which the solution to equation (8) disap-
pears, i.e. there are no transverse waves in the Fermi liquid
F S1 = 0
F S1 = 1
F S1 = 2
F S1 = 3
F S1 = 4
F S1 = 5
F S1 = 6
F S1 = 7
0
0.2
0.4
0.6
0.8
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Re
{s}
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10−2 10−1 100 101 102
ωτc
0
0.1
0.2
0.3
Im
{s}
(b)
FIG. 2. Transverse sound velocity, calculated from equation (8),
as a function of the product ωτc , for different values of the first
Landau parameter ranging from FS1 = 0 to F
S
1 = 7. Panels (a) and
(b) show the real part and the imaginary part of the transverse
collective mode velocity, respectively. For FS1 < 6, a dot marks
the critical value (ωτc)cri t above which equation (8) has no so-
lution. The dashed gray line in panel (a) highlights the value of
the renormalized Fermi velocity v∗F , i.e. Re {s} = 1: for FS1 > 6,
the asymptotic collisionless limit limωτc→+∞ Re {s}> 1 exists and
corresponds to the solution of equation (14).
anymore due to strong Landau damping. Mathematically,
this is expressed by equation (8) not having any solution,
damped or undamped, for ωτc > (ωτc)cri t . Such a disap-
pearance of solutions above a critical value (ωτc)cri t was
pointed out by Brooker62 for longitudinal sound in a Fermi
liquid, and reported by Lea et al.39 for transverse sound:
physically, the Fermi surface stops resonating with collective
modes in these conditions, and only incoherent electron-hole
quasiparticles can be excited.
B. Interaction-dependent existence of transverse sound
The transverse response of a Fermi liquid for FS1 < 6 is de-
void of transverse collective modes above an FS1 -dependent
product (ωτc)cri t between frequency ω and collision time
τc: equation (8) has no solution, either real or complex,
for ωτc > (ωτc)cri t . In this section we detail how to find
(ωτc)cri t for transverse sound, following the analogous treat-
7ment by Brooker62 for longitudinal sound. First, we notice
that the real and imaginary parts of equation (8) are dis-
continuous when ξ is a real number between −1 and 1, be-
cause of the discontinuity inherent in the logarithmic term
ξ
2 ln

ξ+1
ξ−1

in passing from the lower half of the complex
plane to the upper half or viceversa. Such discontinuity
occurs for ξ ∈ (−1, 1): if this happens at a real value of
(ωτc)cri t , that means that the transverse wave solution ex-
isting for ωτc < (ωτc)cri t is interrupted by the discontinu-
ity. Therefore, in order to find the critical value (ωτc)cri t
at a given interaction FS1 , we first impose that ξ is real,
which means Im
¦
s

1+ iωτc
©
= 0 from equation (9). For
s ∈ C, i.e. damped solutions, we have Im¦s 1+ iωτc © =
Im {s} + Re {s} 1ωτc = 0, so Im {s} = −Re{s}ωτc . We impose
the latter condition in equation (8), which now depends
on Re {s} and ωτc . We then solve the imaginary part of
equation (8) numerically for Re {s}, and we insert the lat-
ter found value in the real part of equation (8), solving
numerically for real-valued ωτc ≡ (ωτc)cri t . The result
is shown in figure 3. The red-colored region in figure 3
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FIG. 3. Collective response ‘phase diagram’ for a neutral Fermi
liquid as a function of product between frequency and collision
time (ωτc)cri t and of interaction strength, the latter quantified by
the first Landau parameter FS1 . The regions shaded in red, blue
and gold identify the viscous, Lindhard and propagating regimes
of the shear response, respectively. The red solid line represents
the critical value (ωτc)cri t above which no shear modes exist. The
dashed orange curve marks the value of ωτc above which the
shear mode emerges from the electron-hole continuum and starts
propagating according to equation (17).
identifies the viscous regime, defined as the regime where
a transverse damped sound, or relaxational mode, exists
for an interaction comprising only the first Landau parame-
ter FS1 . The blue-colored area marks the Lindhard regime,
where no collective modes are allowed in the neutral Fermi
liquid. The red solid line separating the viscous and Lind-
hard regions is the critical value (ωτc)cri t which determines
the disappearance of transverse damped sound, as found
from equation (8) for FS1 < 6. Such line approaches zero
at FS1 = −3: there, the Fermi liquid ground state becomes
unstable against collective modes, which means a negative
effective interaction AS1 =
FS1
FS1−3 between quasiparticles.
63 The
corresponding criterion for longitudinal sound is FS0 < −1.1
Notice that any solution for the sound velocity v˜s =
ω
q will
always be complex-valued, i.e. damped, at any allowed
ωτc < (ωτc)cri t , for F
S
1 < 6. The blue arrow identifies the
Fermi gas limit, meaning truly noninteracting quasiparticles,
that is FS1 = 0: here we see that the Fermi gas sustains a
relaxational mode until ωτc < (ωτc)cri t ≈ 0.87, a mecha-
nism analogous to the disappearance of longitudinal sound
in a Fermi gas.1,62 For FS1 > 6 a smooth crossover takes place
between the hydrodynamic/collisional character of the vis-
cous regime and the propagating shear regime, denoted by
the gold-colored area: in the latter regime, the collective
mode lies at frequencies higher than the electron-hole con-
tinuum, thus becoming propagating transverse zero sound.
The dashed orange curve marks the product ωτc above
which the collective mode emerges from the electron-hole
continuum and starts propagating, that is
s =
ωc
v∗Fq
= 1. (17)
III. TRANSVERSE RESPONSE OF CHARGED FERMI LIQUIDS
Electrons in standard metals compose an electrically
charged Fermi liquid. In the kinetic equation approach
of appendix A, the inclusion of electric entails that quasi-
particles perceive finite electromagnetic potentials φσ(r , t)
and A(r , t) – see the quasiclassical force (A5) – even in
the absence of external fields.64 Therefore, the interactions
among Landau quasiparticles are modified by the long-
ranged Coulomb interaction VCoul =
e2
ε0q2
, which poses a
challenge for the Fermi-liquid picture since VCoul(q) is di-
vergent for q→ 0, while in neutral systems Landau theory
assumes short-ranged quasiparticle interactions with a well-
defined long-wavelength limit. The solution was first found
by Silin:41,42 effects due to Coulomb interactions can be sep-
arated into a long-ranged part, representing the classical
polarization field that provides dielectric screening, and a
short-ranged quantum component, driven by the virtual cre-
ation of electron hole pairs around a charged particle. The
polarization field cuts the range of Coulomb interactions to
a finite range by dielectric screening, while electron-hole
quantum fluctuations modify the short-ranged interactions
with respect to the neutral case. The consequence is that the
long-ranged and spherically symmetric polarization screens
quasiparticle interactions in the isotropic l = 0 channel,
thereby modifying the value of FS0 only. This alters Landau
parameters according to F˜Sl (q) =
e2N ∗el (0)
ε0q2
δl0+ FSl .
64 In partic-
ular, for transverse excitations in the l = 1 channel, electric
charge does not introduce any momentum dependence of
FS1 . The only consequence of Coulomb interaction is that F
S
1
differs from the corresponding value in the neutral system,
8due to the electron-hole short-ranged quantum component.
Furthermore, one can expect that the dispersion relations
of collective modes are modified by the presence of electric
charge. The transverse l = 1 channel is particularly in-
triguing: such transverse excitations can couple to photons,
which allows one to probe Fermi liquid collective modes in
solids using electromagnetic fields. With this in mind, we
approach the analysis of the transverse susceptibility, which
models the current response.
A. Interacting transverse susceptibility in the absence of
collisions
In order to study the response of the Fermi liquid to trans-
verse perturbations at any momentum and frequency, we
have to calculate the full transverse susceptibility, which is
the proportionality coefficient between the transverse cur-
rent density JT (q ,ω) and the respective Fourier component
of the applied vector potential AT (q ,ω). We first consider
the case with no short-range interactions between quasi-
particles and no collisions.57 The derivation is reported in
appendix C for the interested reader, while here we only
quote the final result. It is
X 0T (q ,ω)≡ X 0T (s) = 3nm
∗
m2
I (s)
=
3
4
nm∗
m2

−4
3
+ 2s2 + s
 
1− s2 ln s+ 1
s− 1

(18)
with the integral
I (s) = 1
4
∫ pi
0
(sinθ )3 cosθ
s− cosθ dθ
= −1
3
+
1
2
s2 +
s
4
 
1− s2 ln s+ 1
s− 1

. (19)
We see that the noninteracting transverse susceptibility (18)
only depends on the ratio ωq ∝ vs, and not on momentum
and frequency separately, in the absence of collisions.
In the static limit ω = 0, equation (18) gives X 0T (0) =
− nm

1+ F
S
1
3

. In the quasi-static nonlocal limit ω q, an
expansion of the integral I (s) around s = 0 gives I (s) =
− 13 + ipi s4 + o(s2); this gives X 0T (s) = nm
h
−

1+ F
S
1
3

+ i 34pis
i
.
In the local limit q = 0, ω > 0, we have s → +∞ and
lims→+∞I (s) = 0, so that lims→+∞ X 0T (s) = 0. Quasipar-
ticle collisions modify the result (18) as analyzed in the
following section.
B. Interacting transverse paramagnetic susceptibility with
collisions
When we include short-ranged quasiparticle interactions
and collisions, we have to employ the full kinetic equation
(6). From there, we perform the same steps as in section
II A, but now explicitly including an external vector potential
A(q ,ω). The result is
(cosθ − s)εS(θ )eiφ+cosθ
∫ 2pi
0
∫ pi
0
dφ′ sinθ ′dθ ′
4pi
 F
S
0︸︷︷︸
A
+FS1
cosθ cosθ ′︸ ︷︷ ︸
B
+ sinθ sinθ ′ cos
 
φ −φ′

εS(θ ′)eiφ
′
− e
mv∗F
cosθk · A(q ,ω) = 1
qv∗F
Icol l(q ,ω) (20)
The integration along φ′ gives zero for the terms A and
B in equation (20), and we are left with
(cosθ − s)εS(θ )eiφ
+ cosθ
∫ pi
0
sinθ ′dθ ′
4pi
FS1 sinθ sinθ
′pieiφεS(θ ′)
− e
mv∗F
k · A(q ,ω)

=
1
qv∗F
Icol l(q ,ω) (21)
We now employ the parametrization (7) for the collision
integral Icol l(q ,ω), as done for the neutral case of section
II A. Hence, we assume that the inclusion of electric charge
does not qualitatively modify the collision integral. In terms
of the variables (9), the kinetic equation becomes
(cosθ − ξ)εS(θ )+3εS(θ ) sinθav sinθ  FS13 cosθ − βξ

= cosθ
e
mv∗F
k · A(q ,ω) (22)
We now utilize the definition of the paramag-
netic current density in a Fermi liquid, Jp(q ,ω) =
1
V
∑
k,σ
k
m v
∗
Fδ(ξk)εk,σ(q ,ω) and we define the paramag-
netic susceptibility as the ratio between aforementioned
current density Jp(q ,ω) and the vector potential A(q ,ω).
The details of this calculation are reported in appendix D.
The final result for the interacting paramagnetic transverse
response function is
X PT (ξ) =
X 0T (ξ)
1− 3

FS1
3 − β

m2
3nm∗ X
0
T (ξ) + β
=
n
m
3

1+ F
S
1
3

I (ξ)
1− 3   F1S3 − βI (ξ) + β (23)
9where X 0T (ξ) is the noninteracting transverse response func-
tion (18) in terms of ξ.
Now we have the microscopic expression (23) for the
transverse paramagnetic susceptibility of a Fermi liquid in
Landau theory, for an interaction of the form FS0 + F
S
1 cosα.
Arguments similar to the ones developed so far apply to the
longitudinal susceptibility X L(q ,ω).1,57 The result (23) al-
lows us to study the electromagnetic response of the charged
system.
IV. FERMI-LIQUID OPTICAL CONDUCTIVITY AND
DIELECTRIC FUNCTION
From the paramagnetic response function (23), we can
calculate the optical properties of the charged Fermi liquid.
In particular, the transverse dielectric function is obtained
in two steps: first we calculate the optical conductivity by
the means of the Kubo formula for a translation-invariant
system:58,65,66
σT,µν(q ,ω) =
ie2
ω
h
χ
µν
J J (q , iΩn)

iΩn→ω+i0+ +δµν
n
m
i
,
(24)
where χµνJ J (q ,ω) is the current-current correlation function.
We take the diagonal component µ= ν, so that the current-
current correlation function corresponds to our transverse
susceptibility X PT (q ,ω):
σT (q ,ω) =
ie2
ω
h
X PT (q ,ω) +
n
m
i
(25)
The second term in square brackets in equation (25) is the
diamagnetic susceptibility, which is connected to the dia-
magnetic part of the current response. Then, we can write
σT (q ,ω) =
ie2
ω
h
X PT (q ,ω) +
n
m
i
=
ie2
ω
XT (q ,ω). (26)
In equation (26) we have defined the total current suscep-
tibility XT (q ,ω), which considers both the paramagnetic
term (23) and the diamagnetic term nm :
XT (q ,ω) = X
P
T (q ,ω) +
n
m
=
n
m
(1+ β) [3I (ξ) + 1]
1− 3

FS1
3 − β

I (ξ) + β
(27)
In the collisionless limit τc → +∞, from equation (27) we
retrieve the known result57
lim
τc→+∞XT (ξ)≡ XT (s) =
X 0T (s)
1− FS1

m2
3nm∗ X
0
T (ξ)

=
n
m
3I (ξ) + 1
1− FS1I (s)
(28)
Employing the general relation46
σT (q ,ω) = −iε0ω [εT (q ,ω)− 1] , (29)
we arrive at the transverse dielectric function:
εT (q ,ω) = 1− e
2
ε0ω2
h
X PT (q ,ω) +
n
m
i
(30)
Using equations (30) and (26), we have
εT (q ,ω) = 1− (ωp)
2
ω2
(1+ β) [3I (ξ) + 1]
1− 3

FS1
3 − β

I (ξ) + β
, (31)
where ωp =
p
ne2/(mε0) is the electron plasma frequency.
The pole of the dielectric function (31) corresponds exactly
to the transverse sound dispersion relation (8). Indeed,
in general the poles of εT (q ,ω) yield the collective modes
existing in the matter sector of the theory, i.e. the modes
which exist in the material in the absence of external elec-
tromagnetic fields. In the collisionless limit τc → +∞, the
transverse dielectric function (31) reduces to57
lim
τc→+∞εT (q ,ω) = 1−
(ωp)2
ω2
3I (ξ) + 1
1− FS1I (s)
(32)
The self-consistent solutions of Maxwell equations inside the
Fermi liquid give the collective modes of the system in the
charged case. The latter modes are polaritons, i.e. modes
of electromagnetic radiation coupled to the Fermi-surface
oscillations. Formally, these collective modes satisfy1
q2c2
ω2
= εT (q ,ω). (33)
We can obtain analytical solutions by expanding equations
(33) and (31) in various physically important limits:
the leading term for s → +∞ at finite τc yields the
phenomenology of a ‘dynamical viscoelastic’ charged
fluid,54 whereby the Fermi liquid responds to radiation
as a continuum characterized by a generalized shear
modulus ν(ω) in accordance with the laws of continuum
mechanics.3,9 On the other hand, in the s → 0 regime at
finite τc we retrieve the theory of anomalous skin effect,
long-known to the optics community to be a consequence
of nonlocal correlations in the optical response. Finally, in
the limit ωτc → 0 at finite s the response yields electron
hydrodynamics.9 The following sections are devoted to the
analysis of all aforementioned regimes.
A. Propagating shear regime
We first analyze the dielectric function (31) in the high-
frequency, long-wavelength regime ω v∗FRe {q}, i.e. out-
side of the electron-hole continuum. Then, we have s →
10
+∞ and ξ = s 1+ iωτc → +∞ according to equation (9).
In such limit we expand the dielectric function (31) in the
small parameter 1/s→ 0. The result at leading order is
εT (q ,ω) = 1− (ωp)
2
ω2

1+
1
5

1+
FS1
3

ωτc
(i +ωτc)s2

(34)
In such regime, since s → +∞ we can employ the Taylor
series 11+x = 1− x + o(x2) : x → 0 on the term in square
brackets in equation (34). Using the definition (9b) for s we
obtain
εT (q ,ω) = 1− (ωp)
2
ω2 + iων(ω)q2
(35)
where we have defined the generalized shear modulus of
the isotropic Fermi liquid as9,15,67
ν(ω) =

1+
FS1
3

(v∗F )2τc
5 (1− iωτc) =
ν(0)
1− iωτc (36)
Equations (35) and (36) are the fundamental result of this
section. The same conclusion can be obtained from a macro-
scopic viewpoint:54 combining the linearized Navier-Stokes
equation for transverse currents, which includes a frequency-
dependent ‘viscosity coefficient’ ν(ω), with Maxwell equa-
tions, one arrives at an expression of the form (35). However,
purely macroscopic arguments do not yield an explicit ex-
pression for the coefficient ν(ω) in terms of microscopic pa-
rameters: such an expression requires a microscopic model
like the Fermi-liquid kinetic-equation used in this paper.
Physically, equations (35) and (36) tell us that, in the limit
ω  v∗FRe {q}, the leading momentum correction to the
transverse susceptibility gives rise to a phenomenology in
which the Fermi liquid responds to shear perturbations like
a macroscopic substance: the response smoothly crosses
over from a viscous liquid/collisional regime ωτc  1 to
a reactive/collisionless regime ωτc  1. In the viscous
limit ωτc → 0 the momentum-dependent term is predomi-
nantly imaginary, i.e. dissipative and equivalent to a viscosity
coefficient2,54 ν(ω) ≈ ν(0) given by equation (11): such
regime is adiabatically connected to the classical fluid formed
by quasiparticles at high temperatures. In the opposite col-
lisionless regime ωτc → +∞ the momentum-dependent
correction is real, i.e. reactive, giving rise to a dissipation-
less nonlocal response. In such conditions the coefficient
ν˜(ω)≈ µs is equivalent to a dynamic shear modulus for the
Fermi liquid3,9,15 in accordance with equation (16). The liter-
ature refers to ν˜(ω) and its dissipative/reactive components
with different terminologies: ‘viscoelastic coefficients’,9,15
‘generalized hydrodynamics’,3 ‘generalized viscosity’.54 Ref-
erence 3 points out an intriguing connection with the phe-
nomenology of highly viscous fluids: these respond as elastic
solids on short time scales, but they behave as viscous liquids
on long time scales. In this paper ν˜(ω) is labeled ‘gener-
alized shear modulus’, to stress that it refers to the shear
response and that it has both viscous/dissipative and reac-
tive/dissipationless components, each of which dominates
in opposite frequency regimes. The polariton modes of the
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FIG. 4. Dispersion relation of the two frequency-degenerate po-
lariton branches in propagating shear regime from equation (37),
for first symmetric Landau parameter FS1 = 20, renormalized Fermi
velocity v∗F = 10
−3c, and plasma frequency fixed by ωpτc = 1.
(a) Dimensionless wave vector qv∗Fτc of the shear-polariton as a
function of dimensionless frequency ωτc . The blue and red curves
show the real and imaginary part of the mode wave vector, respec-
tively. The shaded purple area indicates the Lindhard continuum.
(b) Dimensionless wave vector qv∗Fτc of the plasmon-polariton as a
function of dimensionless frequency ωτc . The blue and red curves
show the real and imaginary part of the mode wave vector, respec-
tively. The inset zooms the same data at low frequencies, showing
the quartic dispersion (38) valid for ω→ 0.
system satisfy equation (33). Using equation (35), we obtain
two complex-valued solutions:
q2 =
1
2c2ν(ω)

ic2ω+ ν(ω)ω2
±ipω
Ç
ω [c2 + iν(ω)ω]2 − 4ic2ν(ω)(ωp)2
o
(37)
Figure 4(a) displays the dispersion relation of the polari-
tons (37), showing the normalized wave vector qv∗Fτc as
a function of ωτc for F
S
1 = 20, with blue and red lines
for Re

qv∗Fτc
	
and Im

qv∗Fτc
	
, respectively. The purple
shadow highlights the Lindhard electron-hole continuum
of quasiparticle excitations. One of the two solutions be-
comes propagating, with an entirely real dispersion, above
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the plasma frequencyωp: for this reason, here I label this so-
lution as ‘plasmon-polariton’. The other root lies much closer
to the Lindhard continuum and emerges from the latter at
a FS1 -dependent frequency, analogously to the uncharged
chase of transverse sound: in the following, I refer to this so-
lution as ‘shear-polariton’. In the hydrodynamic/collisional
regime ωτc  1, the real part of the generalized shear mod-
ulus ν(ω) ≈ ν(0) prevails over the imaginary part, giving
rise to viscous dissipation. Then, equation (37) admits the
leading-order expansions for ω→ 0
q =
√√ωp
c

ω
ν(0)
 1
4 h
sin
pi
8

− i cos
pi
8
i
+ o
 p
ω

,
(38a)
q =
√√ωp
c

ω
ν(0)
 1
4 h
cos
pi
8

+ i sin
pi
8
i
+ o
 p
ω

,
(38b)
for the plasmon-polariton and the shear-polariton, respec-
tively. Equations (38) show that the dispersion is quartic, i.e.
ω∝ q4, in the collisional/hydrodynamic limit, as shown by
panel (a) and by the inset of panel (b) in figure 4. For the
shear-polariton (38b), this is in contrast with the uncharged
case (13), where the dispersion was quadratic. Such differ-
ence is due to the combined effects of electric charge and
of Landau damping. Firstly, radiation-matter interaction
modifies the dispersion of the shear-polariton at momenta
q <ωp/c with respect to uncharged transverse sound, due to
the latter being ‘repelled’ by the nearby photon rootω = cq:1
as a result, the charged shear-polariton resulting from the
photon-matter mixing acquires quadratic dispersion and
is pushed down inside the electron-hole continuum – see
also section IV C. Such ‘quadratic bending’ of the dispersion
due to electromagnetic forces is also retrieved for reactive
shear stresses in the isotropic version of the Wigner crystal
formed by charged bosonic constituents,43 brought about by
the propagation of electromagnetic fields. A similar mecha-
nism is also at play in particular viscoelastic-like holographic
models of strange metals.68 Secondly, at vanishing frequen-
cies deep inside the continuum, Landau damping further
modifies the shear-polariton dispersion to the quartic result
(38b).
In the opposite, collisionless regime ωτc  1, the gener-
alized shear modulus ν(ω) ≈ i 15

1+ F
S
1
3

(v∗F )2
ω is predomi-
nantly imaginary, which leads to a dissipationless reactive
contribution. Then, equation (37) is expanded forω→ +∞
as
q =
ω
c
+ o
 
ω−2

, (39a)
q =
ωp
µs
, (39b)
for the plasmon-polariton and shear-polariton, respectively,
with µs Fermi-liquid shear modulus (16). Physically, equa-
tion (39a) is the standard phenomenon whereby the plasmon
dispersion asymptotically reaches the uncoupled photon root
ω= cq at very large frequencies ωωp, where radiation
does not feel the coupling to the fermionic quasiparticles.
Furthermore, equation (39b) is equivalent to the uncharged
case (15): at high momenta q  ωp/c, the Fermi-surface
oscillation is essentially uncoupled from radiation, and we
recover the dispersion of uncharged transverse zero sound,
which is analogous to a dynamical version of elasticity in
the limit ω v∗FRe {q}, that is FS1  1. In conclusion, equa-
tions (39) tell us that, in the high-frequency limit, radiation
decouples from the Fermi-surface oscillation.
B. Momentum dependence of the generalized shear
modulus
As mentioned in section IV, starting from the limit
ω/(v∗FRe {q})→ +∞, an expansion in q → 0 of equation
(31) at order q2n, n ∈ N gives 2n frequency-degenerate
charge collective modes. Such procedure corresponds to
a gradient expansion for the coordinate-dependent current
density in real space,54 of which the first term defines the
generalized shear modulus. Therefore, εT (q ,ω) entails an
increasing number of polaritons for progressively higher
momenta, up to the limit ω/(v∗FRe {q})→ 1 where the ex-
pansion breaks down. Technically, terms of order higher
than q2 may be reformulated in terms of a momentum de-
pendence of the generalized shear modulus ν(ω). Thus, the
latter becomes a scale-dependent quantity in real space, as it
occurs in 2D systems.32,69 Such an analysis for Fermi liquids
in three dimensions is left for future work, while this paper
focuses on the leading-order q2 correction to the dielectric
properties.
C. Emergence of the shear collective mode from the
Lindhard continuum
As mentioned in section IV A, the results there presented
hold whenever ω v∗FRe {q} and the system sustains two
polariton modes. The latter condition breaks down when the
slower-dispersing mode, i.e. the shear-polariton, submerges
into the Lindhard electron-hole continuum at frequencies
ω ≤ v∗Fq. Such constraint on the shear-polariton can be
deduced directly from its dispersion (37), by equating the
latter to (17). Figure 5 shows the frequencyωeh,V E obtained
from the numerical solution of the system (37), (17), as
a function of the first Landau parameter FS1 . We see that,
within the assumptions of section IV A, the shear-polariton
never exits from the continuum if FS1 < 12.
More generally, we can obtain a precise statement on
the emergence of the shear-polariton from the continuum
directly from the uncharged dispersion relation (8) for trans-
verse sound. In fact, since the upper bound on the renor-
malized Fermi velocity is v∗F/c ≈ 0.001 in standard metals,
the condition ω= v∗FRe {q} also implies ω cq. Therefore,
in this regime we can let cq/ω→ +∞ at the left-hand side
of equation (33), which means that the polariton solution
reduces to the pole of the dielectric function (31), i.e. to un-
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charged transverse sound: the collective mode is the same as
in the uncharged system.1 Furthermore, a microscopic anal-
ysis of the Fermi-liquid collision time τc(ω, T ) – see section
VIII – implies that, for first Landau parameter FS1 > 6, the
condition (17) occurs forωτc(ω, T ) 1. The latter implies
that ξ ≈ s in equation (8). Moreover, one verifies that, in
such regime, the shear collective mode is underdamped, i.e.
Re {q}  Im {q}. Therefore, to a high degree of accuracy
we can assume s =ω/(v∗Fq) ∈ R in equations (8) and (17).
Then, the latter two equations can be solved analytically for
ω, which gives
ωeh =
ωp
c
3v∗Fs
(FS1 − 6)
h
1−  v∗Fc 2i . (40)
Equation (40) produces the dashed black curve in figure 5.
It confirms the early order-of-magnitude estimate by Noz-
ières and Pines,1 that is the shear-polariton plunges into the
continuum at momenta lower than Re {q}=ω/v∗F ≈ωp/c.
Consistently with section II B, the shear-polariton never ex-
its from the continuum if FS1 < 6, since equation (40) im-
plies limFS1→6+ωeh = +∞. The discrepancy between ωeh,V E
and ωeh underlines the limits of the continuum-mechanics
picture for shear modes: for ωeh < ω < ωeh,V E the shear-
polariton still propagates in the system, however this propa-
gation cannot be described with continuum mechanics ap-
plied to the Fermi liquid as a whole. This reflects the argu-
ments of section IV B: when the shear-polariton starts ap-
proaching the continuum from above, that is ω/(v∗Fq)→ 1+,
higher-order momentum corrections with respect to the q2-
expansion (35) become non-negligible, which limits the
validity of the model (35) for the dielectric response.
D. Anomalous skin effect regime
In this section we analyze the Fermi-liquid optical con-
ductivity in the low-frequency, high-momentum regime
Re {q} v∗F  ω (quasi-static limit1) at finite ωτc . An ex-
pansion of equation (26) at leading order in s→ 0 at finite
τc gives
σT (q ,ω) = ε0(ωp)
2 3pi
4
1
vFq
: (41)
this represents dissipative processes in which radiation trans-
fers energy to electrons moving perpendicularly to q – see
equation (3.122) in reference 1. Using equation (29), we
obtain the transverse dielectric function:
εT (q ,ω) = 1+ i
(ωp)2
ω
3pi
4
1
vFq
. (42)
The collective modes of the charged system satisfy equation
(33). Using the dielectric function (42), we arrive at
q2c2
ω2
= 1+ i
(ωp)2
ω2
3pi
4
ω
vFq
. (43)
ωpτc = 1
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FIG. 5. Inferior limit on frequency ωeh = v∗Fq for the propagation
of the shear-polariton above the Lindhard continuum, as a func-
tion of first Landau parameter FS1 . The solid blue, red and gold
curves show the estimation ωeh =ωPSeh from equation (37) valid in
the propagating shear regime, for ωτc =

1,10, 103
	
. The black
dashed curve shows the exact calculation according to equation
(40) in the collisionless limit ωτc → +∞. The continuum me-
chanics description (37) of the coupling between radiation and the
Fermi liquid in terms of the generalized shear modulus ν(ω) breaks
down for FS1 ≤ 12, although the shear-polariton still propagates
for FS1 > 6.
In general, equation (43) has three polariton roots for q
in the complex plane. However, for ω/(v∗Fq)→ 0 we can
approximately write
1+ i
(ωp)2
ω2
3pi
4
ω
vFq
−1
=
ω2
q2(v∗F )2
(v∗F )2
c2
≈ 0. (44)
Employing the series expansion (1+ x)−1 = 1− x + o(x2)
in equation (44) with x = i
(ωp)2
ω2
3pi
4
ω
vFq
→ 0, we obtain
q = i
3pi
4
(ωp)2
ω
1
vF
, (45)
which is an entirely imaginary dispersion, again signaling
a dissipative coupling between radiation and Fermi-surface
quasiparticles. Physically, this happens because photons
excite only incoherent electron-hole pairs in the Lindhard
continuum for ω v∗Fq, contrarily to the regime ω v∗Fq
of section IV A where the shear mode (8) in the matter sector
of the theory strongly couples to radiation and produces the
polaritons (37).
Notice that the optical conductivity (41) is entirely real
and is independent of interactions and of frequency, but
only depends on momentum in the quasi-static limit:1,46 it
is exactly the momentum-dependent optical conductivity
used in the theory of anomalous skin effect.46,47 Hence, we
can directly use the latter formalism to analyze the optical
properties of charged Fermi liquids in the low-temperature
quasi-static limit, as we will appreciate in section IX B 2.
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V. HYDRODYNAMIC REGIME
A qualitatively distinct regime arises when τc is the small-
est timescale in the system: in such condition, the result-
ing local thermodynamic equilibrium among quasiparti-
cles allows for hydrodynamic flow.22,23 For the dielectric
function (31), this happens in the low-frequency and low-
momentum regime, so that we can expand along radial
lines in the (ω, Re {q}) plane at fixed finite s and ωτc → 0.
For a clean Fermi liquid characterized by the collision time
τc∝

(ħhω)2 + (pikBT )2
−1
– see section VIIIand appendix
F – we have ωτc → 0 in two frequency regimes: ω→ +∞
at any temperature and ω → 0 at T > 0, while at T = 0
ωτc∝ 1/ω→ +∞ if ω→ 0. This qualitative distinction
between the zero- and finite-temperature cases produces
‘viscous’ hydrodynamic behaviour only in the latter case at
vanishing frequencies. The leading-order expansion of the
O
1
τc
ω= v∗Fq
Re {q}
ω propagating
shear
T > 0
hydrodynamics
Lindhard
continuum
anomalous
skin effect
FIG. 6. Sketch of the different regimes for the dielectric response
of charged Fermi liquids at T > 0 in the (Re {q} ,ω) plane: the
condition ω  v∗FRe {q} corresponds to the propagating shear
regime (section IV A); at both vanishing momentum and frequency
and for ωτc → 0 the response becomes hydrodynamic (section
V); in the high-momentum, low-frequency regime ω v∗FRe {q}
the Lindhard continuum dominates the response and produces
anomalous skin effect (section IV D). At T = 0 the hydrodynamic
regime is absent – see discussion in section V.
dielectric function (31) in ωτc → 0 at fixed s produces
εT (q ,ω) = 1− (ωp)
2
ω2

1− i 1
5

1+
FS1
3

ωτc
s2

. (46)
As done in section IV A, we can resum equation (46) with
1
1+x = 1− x + o(x2) for x = ωτcs2 → 0, so that
εT (q ,ω) = 1− (ωp)
2
ω2 + iων(0)q2
. (47)
The dielectric function (47) describes the electromagnetic
response of viscous charged fluids,54 written in terms of
the static Fermi-liquid shear viscosity ν(0) – see equation
(11).2,9,15 It corresponds to the limit of equation (35) for
ωτc → 0, consistently. Hence, there are still two polariton
branches in hydrodynamic regime, which formally follow
the dispersion (37) upon substituting ν(ω) with ν(0). In
particular, the ‘shear-polariton’ root is critically damped in
hydrodynamic regime, i.e. its dispersion has equal real and
imaginary parts, see equation (38b) in section IV A.
For later discussions on the DC conductivity, it is convenient
to emphasize the dichotomy between the low-frequency,
low-momentum Fermi-liquid electrodynamics in the T = 0
and T > 0 cases. At zero temperature ωτc diverges, so that
the limit ω→ 0 is equivalent to s → 0, hence we retrieve
the results of section IV D: anomalous skin effect. On the
other hand, at finite temperature ωτc vanishes at vanishing
frequency, so that the latter condition gives equation (47),
i.e. hydrodynamics.
Figure 6 summarizes the different regimes for the di-
electric response analyzed so far. The situation will be
complicated by the presence of momentum relaxation, as
analyzed in the next sections.
VI. OPTICAL CONDUCTIVITY WITH MOMENTUM
RELAXATION
In crystalline solids, the presence of the ionic lattice, of de-
fects and impurities invariably breaks Galilean invariance, so
that quasiparticle momentum is not a conserved quantity70.
This induces momentum relaxation in the electron ensemble,
which is essential in preventing the divergence of conductiv-
ities in metals and implies a finite mean free path
lMFP = vFτk , (48)
renormalized by interactions as l∗MFP = v∗Fτk . Therefore,
we expect that the electrodynamic functions obtained in
section IV A, valid for Galilean-invariant Fermi liquids, will
be altered in the presence of momentum-relaxing processes.
The interplay of momentum-conserving collisions and
momentum-relaxing scattering depends on the specific
lattice symmetry and quasiparticle dispersion. Its complexity
has been carefully analyzed in two-dimensional strongly-
interacting systems.20,23,71,72 While such detailed analysis
is beyond the scope of the present paper, a qualitative
discussion is in order here, to assess whether shear stress
propagation can be observed in solid-state 3D Fermi liquids.
Essentially, broken translational symmetry implies that in
an expansion of the time and coordinate derivatives of the
current density J(r , t), with the momentum-relaxation
time τk as the expansion parameter, the leading term gives
the dissipation of the local current density proportional
to 1/τk , while higher-order terms describe dissipation
caused by gradients of the current density, the latter
enumerated in terms of the dynamical viscosity tensor η in
the hydrodynamic picture.54
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To include damping of transverse currents due to momen-
tum relaxation, we modify the kinetic equation (21) into
(cosθ − s)εS(θ )eiφ
+ cosθ
∫ pi
0
sinθ ′dθ ′
4pi
FS1 sinθ sinθ
′pieiφεS(θ ′)
− e
mv∗F
k · A(q ,ω)

=
1
qv∗F
Icol l(q ,ω) + 1qv∗F Ir(q ,ω) (49)
where Ir(q ,ω) describes momentum-relaxing scattering. In
order to relate the solution of equation (49) to the one with-
out momentum relaxation, reference 9 outlines a convenient
approach: using a single-relaxation time approximation, we
can write
1
qv∗F
Ir(q ,ω) = −ε
S(θ )− εr(θ )
iωτk
seiφ , (50)
so that momentum damping attempts to restore a ‘locally
relaxed’ equilibrium distribution function, characterized by
the displacement εr(θ),9 which would be in equilibrium
in the absence of collisions and in the presence of a vector
potential Ar(q ,ω). The scattering processes described by the
relaxation time τk conserve particle number but not current.
In this case, the transverse susceptibility in the presence of
relaxation and collisions may be written in terms of the one
without relaxation as outlined in appendix E.9 Explicitly
X rT (q ,ω) =
n
m
ω
ω+ iτk
(1+ β) [3I (ζ) + 1]
1− 3

FS1
3 − β

I (ζ) + β
, (51)
where
ζ= ξ+ s
i
ωτk
= s

1+
i
ωτc
+
i
ωτk

= s

1+
i
ωτm

, (52)
and we have defined
τm =

1
τc
+
1
τk
−1
. (53)
Physically, equation (52) tells us that the nonlocal part of
the electrodynamic response is dominated by the smallest
timescale in the system, the latter being related either to
momentum relaxation or to collisions in accordance with
the average (53). Once inserted into the Kubo formula (26),
the momentum-relaxing susceptibility (51) yields the optical
conductivity
σT (q ,ω) =
ie2
ω
X rT (q ,ω) =
=
ine2
m

ω+ iτk
 (1+ β) [3I (ζ) + 1]
1− 3

FS1
3 − β

I (ζ) + β
. (54)
The dielectric function descending from equations (54) and
(29) is
εT (q ,ω) = 1− (ωp)
2
ω

ω+ iτk
 (1+ β) [3I (ζ) + 1]
1− 3

FS1
3 − β

I (ζ) + β
. (55)
Equations (54) and (55) are the fundamental results of this
section. In the following, we will specialize them to the
regimes ω  v∗FRe {q} and ω  v∗FRe {q}, to connect the
present Fermi-liquid kinetic theory with the electrodynam-
ics of viscous charged fluids,54 with the Drude model of
metals,46 and with anomalous skin effect.47,73
A. Propagating shear regime
Momentum relaxation alters the results (35) for the di-
electric function in the regime ω  v∗FRe {q}. To see this,
we start from equation (55) and we perform an expansion
of the latter in s → +∞, analogous to the one in section
IV A. The result depends on the ratio between the quantities
ωτc , ωτk , qv
∗
Fτc and qv
∗
Fτk . Taking the limit s→ +∞ at
finite ωτk and ωτc gives at leading order
εT (q ,ω) = 1− (ωp)
2
ω

ω+ iτk

·

1+
1
5

1+
FS1
3

(v∗F )2q2τm
ω
τm
τc
i +ωτc
(i +ωτm)2

. (56)
In the present regime, we can resum the 1/s → 0+-
dependent term using the Taylor series 11+x = 1− x + o(x2),
which gives
εT (q ,ω) = 1− (ωp)
2
ω2 + i ωτk + i

ω+ iτk

ν˜(ω)q2
, (57a)
ν˜(ω) =
τm
τc
1− iωτc
(1− iωτm)2
1
5

1+
FS1
3

(v∗F )2τm. (57b)
The optical conductivity associated with the dielectric func-
tion (57a) is
εT (q ,ω) =
ine2/m
ω+ i 1τk + i

1+ iωτk

ν˜(ω)q2
, (58)
Instead, taking the limit ζ → +∞, i.e. s → +∞ and
qv∗Fτm→ 0, produces
εT (q ,ω) = 1− (ωp)
2
ω

ω+ iτk

·
1+ 1
5

1+
FS1
3

(i +ωτc)(v∗F )2q2
ω3τc

1+ iωτm
2
 . (59)
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Taking the limit s→ +∞ with τc  τk yields
εT (q ,ω) = 1− (ωp)
2
ω

ω+ iτk

·

1+
1
5

1+
FS1
3

(v∗F )2τcq2
ω(i +ωτc)

. (60)
Resumming the q-dependent term in equation (60) at finite
ωτc , as done for equation (56), we obtain
εT (q ,ω) = 1− (ωp)
2
ω2 + i ωτk + i

ω+ iτk

ν(ω)q2
, (61)
where ν(ω) is the Fermi-liquid generalized shear modulus
(36). Equation (61) is the generalization of the dielectric
function (35) to finite (weak) momentum relaxation
characterized by the time τk  τc .
Moreover, the term i/τkν(ω)∝ τc/τk → 0 for τc  τk ,
so that
εT (q ,ω)≈ 1− (ωp)
2
ω2 + i ωτk + iων(ω)q
2
, (62)
which is exactly the dielectric function stemming from the
macroscopic phenomenology of viscous charged fluids54 in
the presence of the momentum-relaxing term iω/τk . We em-
phasize that this holds in the regimeω v∗FRe {q}, τk  τc
and ωτk  1: the Fermi liquid responds akin to a viscous
charged fluid for excitations of energy far above the electron-
hole continuum, and for momentum relaxation occurring at
a rate lower than both collision rate and radiation frequency.
The optical conductivity corresponding to the dielectric func-
tion (62) is
σT (q ,ω) = iε0
(ωp)2
ω+ i [(τk)−1 + ν(ω)q2]
. (63)
Conversely, if s → +∞ and τk  τc equation (56)
becomes
εT (q ,ω) = 1− (ωp)
2
ω

ω+ iτk

·

1+
1
5

1+
FS1
3

(v∗F )2q2τk
ω
τk
τc
i +ωτc
(i +ωτk)2

≈ 1− (ωp)
2
ω

ω+ iτk
 , (64)
which demonstrates that the q-dependent nonlocal term is
negligible when relaxing processes dominate over collisions,
and we retrieve the Drude/Ohmic dielectric function46
εT (ω) = 1− (ωp)
2
ω2 + iω/τk
(65)
for
iων˜(ω)q2  ωτk – see also the discussion on the
DC conductivity in section VII. How are the collision time
τc and the relaxation time τk related in a realistic solid-
state system? Recent magnetotransport experiments on the
strongly-interacting electrons in WP2 suggest that τc ≈ τk
at high temperatures, while τk  τc in the low-temperature
regime.36 In particular, for WP2 the momentum-relaxing
time saturates to a nearly-constant value below T ≈ 10 K,
possibly due to residual impurity scattering, while τc∝ T−1
as expected for a quantum critical fluid.36 On the other
hand, reference54 assumed τc = αuτk at all temperatures:
this amounts to assuming that the lost fraction of quasipar-
ticle momentum, that is dumped into the lattice at each
collision, is constant and given by the ‘Umklapp efficiency’
αU ∈ (0, 1). We defer a more detailed discussion on the
physical nature of quasiparticle scattering in Fermi liquids to
section VIII, while here we just comment on the qualitative
impact of weak momentum relaxation on polaritons in the
regime τk  τc .
With momentum relaxation, two collective mode branches
stem from equations (33) and (61): they still correspond
to the plasmon-polariton and shear-polariton analyzed in
section VI A, however their dispersion is affected by τk . For-
mally, we have
q2 =
ω2
2c2
+
iω
2ν(ω)
(
1±
q
τk

ω (c2 + iν(ω)ω)2 − 4ic2ν(ω)(ωp)2

+ i [c2 + iν(ω)ω]2
c2
p
ωτk + i
)
, (66)
which reduces to equation (37) for τk → +∞. Furthermore,
for any ratio τc/τk the collective modes are still given by
equation (66) upon substitution of ν(ω) with ν˜(ω) given
by equation (57b).
Remarkably, the dispersion of the shear-polariton is
robust against momentum relaxation, as it is negligibly
affected by the value of τk : it still looks as in figure 4(a),
and it emerges from the continuum as in the relaxationless
case described in section IV C. Significant difference with
respect to the relaxationless case only emerge for τk  τc ,
where the calculation already converges to the Drude limit
in accordance with equation (64). Instead, τk significantly
influences the plasmon-polariton dispersion, as illustrated
in figure 7. Therefore, the shear- and plasmon-polariton
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FIG. 7. Dispersion relation of the plasmon-polariton in the pres-
ence of momentum relaxation, from equation (66), for first sym-
metric Landau parameter FS1 = 20, renormalized Fermi velocity
v∗F = 10
−3c, and plasma frequency fixed by ωpτc = 1. The purple
and orange curves show the real and imaginary part of the mode
wave vector, respectively. The dashed blue and red curves show
the corresponding relaxation-free calculations in figure 4(b) for
comparison.
dispersions are mainly governed by quasiparticle collisions
and momentum relaxation, respectively. The character of
the two modes is swapped at the bifurcation point ωτk > 1,
as already noticed in reference 54.
Two distinct refractive indexes n1(ω) and n2(ω) for ra-
diation correspond to the two polariton solutions in the
propagating shear regime, as found from the relation be-
tween the polariton dispersion (66) and the definition of the
refractive index q = ωc n(ω).
45,46 In the same way, the two
refractive indexes satisfy
[ni(ω)]
2 = εT
hω
c
ni(ω),ω
i
, i = {1, 2} (67)
where we use equation (57a) or (35) with or without mo-
mentum relaxation respectively. This is consistent with the
semiclassical phenomenology of viscous charged fluids, stem-
ming from the combination of Maxwell and Navier-Stokes
equations.54 Therefore, in the propagating shear regime we
can calculate the optical properties of the charged Fermi
liquid by utilizing the results of reference 54. Such task is
performed in section IX, while in the next section we discuss
the high-momentum regime v∗FRe {q} ω.
B. Anomalous skin effect regime
The results of section (IV D) are also sensitive to the pres-
ence of momentum relaxation. In fact, expanding equation
(54) at leading order in s→ 0+ at finite ωτk and ωτc , we
achieve
σT (q ,ω) =
i
ω+ iτk
1− iωτm
i +ωτc
τc
τm
3pi
4
ε0(ωp)
2 ω
qvF
. (68)
Through equation (29), the optical conductivity (54) corre-
sponds to the dielectric function
εT (q ,ω) =
q2c2
ω2
=
1+ i
(ωp)2
ω+ iτk
1− iωτm
1− iωτc
τc
τm
3pi
4
1
qvF
, (69)
from which the dispersion of collective modes descends. In
section VIII, we will see that τk  τc in Fermi liquids at low
temperatures. In this case, we have τm ≈ τc and equation
(68) gives
σT (q ,ω) =
1
ω+ iτk
3pi
4
ε0(ωp)
2 ω
qvF
. (70)
Conversely, in the high-temperature regime τc  τk , so that
τm ≈ τk and equation (41) becomes
σT (q ,ω) =
1
ω+ iτc
3pi
4
ε0(ωp)
2 ω
qvF
. (71)
Assuming either ωτk → +∞ in equation (70) or
ωτc → +∞ in equation (71) yields the relaxationless
optical conductivity (41), so that all results or section IV D
hold. In the opposite cases, i.e. ωτk → 0 for equation (70)
or ωτc → 0 for equation (71), the optical conductivity
σT (q ,ω)→ 0, so that radiation completely decouples from
the Fermi liquid and propagates freely as in vacuum.
Moreover, taking the limit ζ→ 0+, i.e. s→ 0+, qv∗Fτc →
+∞, qv∗Fτk → +∞ in equation (54) yields
σT (q ,ω) =
i
ω+ iτk
ωτc
1− iωτc

1+
i
ωτm

· 3pi
4
ε0(ωp)
2 ω
qvF
. (72)
The dielectric function (69) entails three polariton
branches, as in the relaxationless case of section IV D. Fol-
lowing the arguments of section VI A, such three polaritons
correspond to three frequency-degenerate refractive indexes
for radiation. However, due to the connection of the con-
ductivity (68) with anomalous skin effect, it is convenient
to adopt the alternative approach of deducing the refrac-
tive index from the surface impedance in anomalous skin
effect regime, as we will do in section IX C 2 – see also the
discussion in section IX A.
VII. DC CONDUCTIVITY AND TRANSPORT
The zero-frequency limit of the Fermi-liquid optical
conductivity (26) gives the momentum-dependent DC
conductivity σDC(q) = limω→0σT (q ,ω), measured in
transport experiments.74 As discussed in sections VI-VI B,
the result is different depending on the ratio ω/q = v∗F s
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along which the zero-frequency limit is taken.
Taking the latter at finite momentum q and finite ωτc
implies s → 0, therefore we can employ the results of
section VI B in this case: for either τc  τk or τk  τc we
obtain the frequency-independent conductivity (41), linked
to anomalous skin effect, while for both finite τc and τk
we have σT (q , 0) = 0. As discussed in section V, the above
limits are appropriate for Fermi liquids at T = 0, where the
vanishing frequency limit is equivalent to s→ 0.
When both ω and q are small, it is convenient to take
the zero-frequency limit along radial lines in the (ω, Re {q})
plane at fixed s,58 as done in section V in the relaxationless
case. As remarked in section V, this limit is appropriate for
Fermi liquids at finite temperature and vanishing frequency.
When τk  τc , the vanishing-frequency limit for the optical
conductivity is equation (63) with ω→ 0, which reads
σDC(q) = ε0
(ωp)2
(τk)−1 + ν(0)q2
. (73)
Equation (73) shows that the DC transport will be deter-
mined by the competition between the momentum-relaxing
term i(τk)−1 and the spatially nonlocal, collision-dependent
term iν(0)q2. When the former dominates, we have
σDC(q)≡ σDC = ε0(ωp)2τk
=
ne2τk
m
,
(v∗F )2τcq2 1τk , (74)
which is the standard DC Drude conductivity for an Ohmic
conductor.46 On the contrary, for negligible momentum re-
laxation we obtain
σDC(q) =
ε0(ωp)2
(v∗F )2τcq2
=
me2kF
3pi2ħh2τcq2

1+
FS1
3

,
(v∗F )2τcq2 1τk , (75)
which depends on momentum as well as on the collision time
τc: the DC conductivity (75) is limited by the Fermi-liquid
viscosity ν(0). Once Fourier-transformed into real-space
coordinates r , equation (75) governs the diffusive transport
properties in viscous electron fluids flowing through narrow
channels, with consequences like a size-dependent resistivity
controlled by viscosity.75,76
VIII. COLLISION TIME AND MOMENTUM RELAXATION
TIME FROM MATTHEISSEN’S RULE
In order to qualitatively estimate the interplay of
momentum-conserving collisions and momentum-relaxing
scattering under realistic conditions for solid-state systems,
we have to consider the microscopic nature of the different
available scattering channels. Reference 77 compares
the phenomenological Drude model with the microscopic
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FIG. 8. Total momentum-relaxation timeτk(ω, T ) (s) as a function
of frequency ω normalized to the plasma frequency ωp, according
to Mattheissen’s rule (76) and without impurities, i.e. τi → +∞.
Solid curves show the total collision time τc(ω, T ) at temperatures
T = 300K and T = 1K. Dashed curves display the individual
contributions from quasiparticle and electron-phonon collisions,
for which we use the same parameters as in figures 16 and 18
respectively.
optical conductivity descending from the Kubo formula and
a local Fermi-liquid self-energy.7 While such a microscopic
analysis transcends the scope of this paper, in the following
I take the example of acoustic phonons, impurities and
Umklapp processes as independent relaxation channels.
For the electron-electron collision time τc , here I employ
the the standard Fermi-liquid result stemming from quasi-
particle phase-spase restriction,63 the derivation of which is
recalled in appendix F. This gives rise to the quasiparticle
collision time τc∝ E∗F

(ħhω)2 + (pikBT )2
−1
.
The electron-phonon scattering time τe−ph(ω, T) is cal-
culated from the many-body self-energy in section G, and
I assume a constant impurity scattering rate τi ∈ R+ in
first Born approximation.58 For Umklapp scattering I follow
reference54 in assuming a proportionality constant between
the Fermi-liquid collision time τc and the Umklapp con-
tribution to τU , as τc = αuτU , with αu ∈ (0, 1) Umklapp
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efficiency. Physically, this means that at each collision a
relative ratio αu of momentum is dumped into the lattice,
which works satisfactorily in transition metals.78
To sum aforementioned contributions to the relaxation
rate, I adopt the empirical Mattheissen’s rule, which assumes
that the total rate 1τk (ω,T ) is the sum of the individual rates
for Umklapp, electron-phonon and impurity channels:
1
τk(ω, T )
=
1
τU(ω, T )
+
1
τe−ph(ω, T )
+
1
τi
. (76)
Equation (76) assumes that the summed collision rates are
independent from each other. We calculate the quasiparticle
contribution from equation (F8) and the electron-phonon
contribution from equation (G16). Figure 8 shows the
total momentum-relaxation time τk(ω, T) from Mattheis-
sen’s rule as a function of frequency ω normalized to the
plasma frequency ωp. The impurity scattering time is
τi → +∞. Solid curves correspond to τk(ω, T ), at tempera-
tures T = 300K and T = 1K for panels (a) and (b). Dashed
curves show the individual contributions from Umklapp and
electron-phonon scattering, using the same parameters as in
figures 16 and 18 respectively. Panel (a) illustrates that the
phonon contribution to τk at room temperature prevails at
low frequency, while the Umklapp component takes over in
the high-frequency regime. Conversely, the low-temperature
result in panel (b) shows that the Umklapp contribution
limits τk in the low- and high-frequency limits, separated by
an intermediate frequency window dominated by phonon
scattering. The addition of a finite impurity scattering time
τi further constrains the static limit of τk when τi becomes
the smallest timescale in equation (76): we will further
comment on this feature in section IX C 4.
IX. NONLOCAL OPTICAL PROPERTIES OF CHARGED FERMI
LIQUIDS
The results obtained in sections III - VIII equip us with the
necessary tools to investigate observables linked to Fermi-
surface rigidity in optical spectroscopy experiments. In the
following, we focus on two canonical experimental setups,
namely the surface impedance and the transmission through
a thin film. These configurations require to consider how
radiation is reflected, absorbed and transmitted at inter-
faces between different dielectric media. Such problem is
well-defined in the standard Drude model through Maxwell
equations alone, however it becomes underdetermined when
more than one optical mode is propagating in the material,
as in the propagating shear case of section VI A. Multiple
approaches are available to overcome this difficulty, and to
those approaches the next section is dedicated for complete-
ness.
A. Constitutive relations for electromagnetic fields at
interfaces
Physically, reflection and transmission coefficients at inter-
faces between different dielectric media depend on how elec-
trons at the boundary react to the incident electromagnetic
radiation. When the electronic response is spatially local, it
is sufficient to consider the boundary conditions stemming
directly from Maxwell equations, namely the continuity of
the electric field and of its derivative at the boundary for
normal incidence.46 However, when more than one polari-
ton mode propagates into the material, Maxwell equations
alone are insufficient to close the problem, which is under-
determined. The need for additional boundary conditions
(ABCs)79,80 originates from the fact that, rigorously, a di-
electric function ε(q ,ω) depending on a single wave vector
q , or equivalently on the difference |r − r ′| between two
coordinates r and r ′, is valid only for translational-invariant
systems.58 However, a surface or interface necessarily breaks
translation invariance, so that the nonlocal dielectric func-
tion ε(r , r ′,ω) should depend separately from r and r ′ at
the boundary. To avoid complications implied by a more
rigorous model of the surface,81,82 a common alternative is
to retain the bulk expression ε(q ,ω) even at the boundary,
at the cost of introducing ABCs deduced from the specific
properties of the electrons that react to radiation.83,84 We
retrieve notable examples of this approach in the treatment
of light-exciton coupling,83,84 longitudinal plasmons,85–87
and recently viscous charged liquids.54 The latter reference
employed constitutive relations for the current density at
boundaries stemming from fluid dynamics,88 and expressed
in terms of the slip length λs ∈ (0,+∞): λs is the ratio be-
tween the shear dynamical viscosity of the moving fluid and
the tangential friction per unit area exerted by the fluid on
the boundary of the solid.54 Since in this model the friction
force is proportional to the fluid velocity v at the boundary,
a nonzero slip length implies a finite fluid velocity at the
interface,54 with the models of Pekar89 and Ting-Frenkel-
Birman90 as limiting cases for λs = 0 and λs→ +∞ respec-
tively.
On the other hand, texbook treatments of anomalous skin
effect in metals pursue the route of a microscopic model for
the interface, in the form of specular of diffuse scattering
of electrons at the boundary,47,73 as we will see in sections
IX B 2 - IX B 3 and IX B 5: in this approach, one assumes that
a portion p ∈ [0, 1] of quasiparticles experiences specular
scattering at the sample boundaries, while a portion 1− p
undergoes diffuse scattering.
The approaches in terms of λs and p give qualitatively con-
sistent results, although non-negligible differences appear
at the quantitative level. In the following sections, we adopt
both approaches and compare their results for the surface
impedance.
A potential reconciliation of the ABC and surface-
modeling approaches is offered by reference 91, which
reports a microscopic calculation of λs in two- and three-
dimensional Fermi liquids for specular and diffusive scat-
tering. In three dimensions and in terms of the kinematic
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viscoelastic coefficient (36), we have
λss =
1
h2(h′)2(kF )4
45pi2
(kF )4ħh
nmν(0)
=
3
h2(h′)2(kF )4
v∗Fτc , (77a)
λds =
8pi2
(kF )4ħh
nmν(0) =
8
15
v∗Fτc , (77b)
where n is the 3D electron density, kF = (3pi2n)
1
3 = mvF/ħh
is the 3D Fermi wave vector, and
 
λss,λ
d
s

refer to specu-
lar and diffuse scattering, respectively. Notice that the slip
length becomes itself a a function of frequency and temper-
ature through τc∝

(ħhω)2 + (pikBT )2
−1
. Besides, notice
that the ratio between λss and λ
d
s only depends on the ratio
between the surface rugosity, parametrized by the height
h and characteristic length h′ of periodic corrugations,91
and kF :
λds
λss
= 8h
2(h′)2(kF )4
45 . Therefore, as long as the surface
corrugations occur on a length scale larger than the Fermi
wavelength (2pi)/kF , the slip length is larger in the diffusive
case. In the next section we proceed with the analysis of the
surface impedance in a charged Fermi liquid in the opposite
regimes ω v∗FRe {q} and ω v∗FRe {q}.
B. Surface impedance
An ideal probe of spatial nonlocality in the electrodynamic
response of metals is the surface impedance Z = Z(ω).
In general, it is defined as the ratio of the electric field E
normal to the surface of a metal to the total current density
J induced in the bulk of the semi-infinite sample45,46
Z(ω) =
E(z,ω)z=0+∫ +∞
0 J(z,ω)dz
. (78)
Here, we defined the orthogonal coordinate z with respect to
the metallic surface z = 0, and J(z,ω) is the current density
per unit area, which decays with increasing distance z from
the surface. Physically, were the electrodynamic response
local, the current density induced by the surface electric
field E(0+,ω) would be also located exclusively at the sur-
face J(z,ω) ≡ J(0+,ω). Conversely, any degree of spatial
nonlocality generates a current response extending at z > 0.
Hence, the surface impedance is directly sensitive to nonlocal
electrodynamic effects and measurable using state-of-the-
art optical spectroscopy equipment. For instance, there is a
useful relation between Z(ω) and the reflection coefficient
r(ω) at the boundary between vacuum and a semi-infinite
dielectric medium:45,46
r(ω) =
Z(ω)− Z0
Z(ω) + Z0
, (79)
where Z0 = µ0c is the vacuum surface impedance.
zO
δs
lMFP
~E(z,ω)
(a)
zO
~J(z,ω)
δs
lMFP
~E(z,ω)
(b)
FIG. 9. Schematic representation of the nonlocal current response
generated inside a metal by an electric field at normal incidence in
anomalous skin effect. Panel (a) sketches the exponential damping
of electric fields within a distance δs when lMFP  δs, while panel
(b) highlights the formation of nonlocal currents J(z,ω) in the
regime lMFP  δs.
Physically, to generate nonlocal currents in the bulk,
electrons must be able to travel freely on a distance larger
than the depth from z = 0 within which electric fields are
suppressed by dielectric screening. The latter is the Drude
skin depth δs
45,46
δs(ω) =
√√ 2
µ0ωσDC
∝ 1p
ω
, (80)
where σDC is the Drude DC conductivity (74). We will
recall the derivation of equation (80) in section IX B 1.
When lMFP  δs, electrons respond locally to the incident
electromagnetic field, and the latter gets exponentially
damped inside the metal within a characteristic length scale
δs, as illustrated in figure 9(a). On the other hand, for
lMFP  δs the response becomes spatially nonlocal, and
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bulk transverse currents arise in the metal, as sketched
in figure 9(b). This allows for a much larger penetration
depth of the electric field inside the metal, up to distances
of the order of lMFP , which affects the optical properties.
Hence, we can define the qualitative criterion δs  lMFP
for anomalous skin effect regime, while for δs ¦ lMFP we
retrieve the results of the Drude model, as described in
sections IX B 1 and IX B 2.
The ratio δs/lMFP ∝ (τk)− 32 is governed by momentum
relaxation. In a clean Fermi liquid with no relaxing
processes, δs/lMFP → 0 and spatial nonlocality dominates
the dielectric response at all frequencies – see appendix H.
However, in crystalline solids phonons provide strong mo-
mentum damping at room temperature, so that δs lMFP
and local electrodynamics occurs: this is why anomalous
skin effect is observed in clean samples at low temperatures,
such that the mean free path increases due to freezing of
phonon scattering channels.92,93
Textbook derivation of anomalous skin effect are usually
performed in the regime ω  v∗FRe {q}46,4794. However,
since the generalized shear modulus ν(ω) entails spatial
nonlocality, it produces a phenomenology analogous to
anomalous skin effect in the propagating shear regime
ω v∗FRe {q}, where the response would be entirely local
for ν(ω) = 0. Therefore, observing the characteristic
phenomenology of anomalous skin effect in the regime
ω v∗FRe {q} is a direct evidence for a propagating shear
mode in the solid-state Fermi liquid.
From a macroscopic standpoint, Maxwell’s equations yield
the spatial profile of the electric field and the generated
current density for given sample geometry and boundary
conditions, which in turn determines the surface impedance
(78). Here we follow Dressel and Grüner46 in sketching the
derivation of anomalous skin effect in the absence of an
external magnetic field. The electromagnetic wave equation,
for fields in the x y plane and without free charge density,
depends on the current density J(z,ω) induced inside the
metal:
∂ 2E(z,ω)
∂ z2
+
ω2
c2
∫
dz′εT (z − z′,ω)E(z,ω)
= −µ0iωJ(z,ω) +αb, (81)
where αb is a factor depending on the quality of boundary
scattering. The integral on the left-hand side of equation
(81) takes into account spatial nonlocality in the dielec-
tric function εT (z − z′,ω), which depends on the differ-
ence between the probe and reaction coordinates z − z′
in the translational-invariant case. In the following we
assume specular scattering at the metal surface, which
implies ∂ E(z,ω)∂ z

z=0+
= ∂ E(z,ω)∂ z

z=0−
and therefore αb =
2 ∂ E(z,ω)∂ z

z=0+
δ(z). Other types of boundary scattering lead
to quantitative but not qualitative modifications of the re-
sults here outlined.46 Fourier-transforming equation (81) to
reciprocal space of momenta q yields
− q2E(q,ω) + ω2
c2
εT (ω)E(q,ω)︸ ︷︷ ︸
A
= −µ0iωJ(q,ω)︸ ︷︷ ︸
B
+2
∂ E(z,ω)
∂ z

z=0+
. (82)
The term A in equation (82) stems from the displacement
current, while conduction currents generate the term B .
The general solution of equation (82) satisfies Chambers’
formula.46,95 Assuming that the collision time τc does not
depend on q, one can also utilize the Boltzmann kinetic
equation to calculate the current density J(q,ω), similarly
to what we did in section III B. In an even simpler approxi-
mation, one can utilize Ohm’s law
J(q ,ω) = σT (q ,ω)E(q ,ω) (83)
knowing the transverse conductivity σT (q ,ω). In this one-
dimensional configuration, the surface impedance then fol-
lows as
Z(ω) = iωµ0
E(0,ω)
∂ E(z,ω)
∂ z

z=0−
. (84)
We first recall the analysis of ‘normal’ skin effect for the local
Drude model, and we sketch the derivation of anomalous
skin effect in the standard regime ω  v∗Fq.46,47,73 Then,
we compare these results to the analogous phenomenon
occurring when the shear polariton propagates in the Fermi
liquid.54
1. ‘Normal’ skin effect in the Drude model
The standard derivation of the skin effect neglects the
displacement current term A in equation (82) with respect
to the conduction current B . This approximation holds
for frequencies up to ω ≈
r
σT (q ,ω)
ε0τk
, which lie in the near
ultraviolet region for most metals,73 i.e. at ω ≈ ωp where
the metal become transparent. Inserting the generalized
Ohm’s law (83) in the wave equation (82), we obtain the
momentum-dependent electric field
E(q,ω) = 2
∂ E(z,ω)
∂ z

z=0−
1
µ0iωσT (q,ω)− q2 . (85)
We now employ the spatially local Drude conductivity with
momentum relaxation,
σT (ω) = −iε0ω [εT (ω)− 1] = iε0ω (ωp)
2
ω2 + iω 1τk
, (86)
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which corresponds to the regime
iων(ω)q2 iω(τk)−1
in equation (63), i.e. the limit in which momentum relax-
ation dominates over spatial nonlocality. After inserting
equation (86) into equation (85), we transform back the
latter to real space, and at the interface z = 0 we have
E(0,ω) =
1
2pi
∫ +∞
−∞
dqE(q,ω)e−iqz

z=0
= − ∂ E(z,ω)
∂ z

z=0−
c
ωp
√√
1+
i
ωτk
. (87)
This allows us to calculate the Drude surface impedance
from equation (84):
Z(ω) = −iµ0ω c
ωp
√√
1+
i
ωτk
, ωωp (88)
Expanding equation (88) in the Hagen-Rubens regime
ωτk  1, we retrieve the well-known result for ‘normal’
skin effect:
Z(ω) =
µ0c
p
ω
ωp
p
τk
1− ip
2
= µ0ωδs(ω)
1− i
2
, (89)
where δs is the classical skin depth (80), i.e. the characteris-
tic damping length of the electromagnetic field inside the
Drude metal. In the opposite regime ωτk  1 equation
(88) gives a purely imaginary result
Z(ω) = −iµ0c ω
ωp
. (90)
Notice that one can also derive the same results above from
the relation (79) between the surface impedance and the
reflection coefficient: the reflection coefficient between vac-
uum and a metal is
r(ω) =
1− n(ω)
1+ n(ω)
(91)
where n(ω) =
p
εT (ω) is the refractive index. Using the
Drude dielectric function εT (ω) = 1− (ωp)
2
ω2+iω/τk
and equation
(79), we obtain
Z(ω) =
µ0c
n(ω)
= µ0cω
Ç
1+ iω/τkÆ
ω2 + iω/τk − (ωp)2
, (92)
which reduces to equation (88) in the Hagen-Rubens
regime.46
2. Anomalous skin effect regime
The results of section IX B 1 are modified in the high-
momentum regime ω  v∗FRe {q}, where the momentum
dependence of the transverse conductivity σT (q ,ω) leads to
an anomalous damping of the electromagnetic field inside
the metal, known as anomalous skin effect. To see this,
we revert to equation (85) and we insert the momentum-
dependent conductivity (41), which we derived from the
Fermi-liquid kinetic equation, consistently with semiclassical
Boltzmann theory.46 Fourier-transforming back to real space
implies
E(0,ω) =
1
2pi
∫ +∞
−∞
dqE(q,ω)e−iqz

z=0
=
1
pi
∂ E(z,ω)
∂ z

z=0+
∫ +∞
−∞
dq

−iω
c2
(ωp)
2 3pi
4
1
vFq
− q2
−1
=
1
pi
∂ E(z,ω)
∂ z

z=0+
∫ +∞
−∞
dq

iµ0ω
3pi
4
σDC
lMFPq
− q2
−1
=
1
pi
∂ E(z,ω)
∂ z

z=0+
∫ +∞
−∞
dq

i
1
(δans )3q
− q2
−1
, (93)
where we have defined the skin depth in anomalous regime:
δans =

4
3pi
c2
ω(ωp)2
vF
 1
3
=

4
3piµ0ω
lMFP
σDC
 1
3 ∝ω− 13 .
(94)
The q-integration in equation (93) gives
E(0,ω) =
1
pi
∂ E(z,ω)
∂ z

z=0−
2pi
3
δans

1− ip
3

. (95)
Inserting equation (95) in equation (84), we obtain the
surface impedance
Zs(ω) = iµ0ωδ
an
s
2
3

1− ip
3

=
2
3

4(µ0)2ω2
3pi
lMFP
σDC
 1
3  1p
3
+ i

. (96)
Equation (96) coincides with the asymptotic value of the
surface impedance for specular boundary scattering, found
for lMFP  δs from the more general theory by Reuter and
Sondheimer.47,73 The value for diffuse boundary scattering
is obtained by multiplying equation (96) by 98 .
46,73 Figure
10(a) shows the asymptotic specular limit (96) and its dif-
fusive counterpart as horizontal blue and red dashed lines,
respectively.
In anomalous skin effect regime, the electric field
penetrating into the metal is exponentially damped as
a function of coordinate z – see equation (95) – as for
normal skin effect – cfr. equation (87): the majority of
the field is confined within a length scale of the order of
the skin depth (94). However, the frequency dependence
δans ∝ω− 13 found in anomalous regime is different from the
Hagen-Rubens expression δs∝ω− 12 : this is a manifestation
of the nonlocal character of the optical conductivity (41)
in anomalous regime. Furthermore, although the electric
field is mostly confined within δs lMFP , electrons respond
coherently at distances up to lMFP from the sample surface.
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An accurate calculation of the surface impedance at finite
τk requires to go beyond the leading-order high-momentum
expansion (41). This task has been performed by G. E. H.
Reuter and E. H. Sondheimer, by solving the inhomogeneous
Boltzmann equation for free electrons in relaxation-time
approximation.47,73 Such solution provides a quantitatively
precise description of anomalous skin effect for any value of
τk , including the crossover to the Drude model, while it ne-
glects quasiparticle interactions and momentum-conserving
collisions. In principle, one could also calculate the surface
impedance for any ratio τc/τk from the general form of
the transverse susceptibility (51) complemented by bound-
ary conditions at the vacuum-Fermi liquid interface, and
compare the results with Reuter-Sondheimer theory in the
regime τc/τk → +∞. Such detailed comparison is left for
future work, while here we quote that in the microwave
spectral region the Reuter-Sondheimer surface impedance
can be written as47,73
Z(ω) = −i
√√8
3
Aα1/3
1
lMFP
E(0,ω)
∂ E(z,ω)
∂ z

z=0+
, (97a)
A=
p
6
2
1
3
 mvF
3ne2
 1
3
(µ0ω)
2
3 , (97b)
α=
3
2

lMFP
δs
2
=
3
4

v∗F
c
2
ωτk(τk)
2(ωp)
2, (97c)
where δs is the classical skin depth (80). Notice that the
parameter α is precisely the ratio between mean free path
and skin depth, which determines the crossover between
the Drude/local and anomalous/nonlocal regimes, as men-
tioned at the beginning of section IX B.
The solid blue (red) curve in figure 10(a) shows the in-
verse surface reactance from equations (97) in the specu-
lar (diffuse) scattering case, as a function of α
1
6 ∝ pτk
as commonly done after Pippard:92,93,96 this highlights the
transition from the Drude result (dashed gray curve) to the
asymptotic saturation (96) as the momentum-relaxation
time τk increases. Appendix H considers the ratio δs/lMFP
for a Fermi liquid, employing the total relaxation time from
section VIII.
3. Propagating shear regime at low frequencies
We now analyze the surface impedance in the presence of
the generalized shear modulus (36). In particular, we first
want to demonstrate the existence of a constant asymptotic
value of the surface resistance for τk → +∞, as it occurs
in the anomalous skin regime of section IX B 2. Our starting
point is again equation (85), assuming a Ohmic relation
p = 1
p = 0
Drude, ωτ~k ≪ 1
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FIG. 10. Inverse surface resistance [Re {Z(ω)}]−1 showing the
characteristic saturation of anomalous skin effect. Panel (a) shows
the Reuter-Sondheimer model according to equations (97) as a
function of α∝pτk , with blue and red curves for specular and dif-
fuse scattering respectively. The dashed blue and red lines indicate
the associated asymptotic limits: the specular scattering case obeys
equation (96), which is 9/8 of the diffuse scattering result. The
dashed gray curve shows the Drude result (88). Panel (b) shows
the Fermi-liquid calculation (102) in propagating shear regime as
a function of
p
ωpτk , at frequency ω= 2 · 10−3ωp, renormalized
Fermi velocity v∗F = 10
−3c, and first Landau parameter FS1 = 20.
The blue, red and gold solid curves indicate the calculation for
ωpτc =

103, 104, 105
	
respectively. The dashed horizontal curves
are the associated relaxationless limits (103). The dashed gray
curve is the Drude result (92).
(83) between current density and electric field. Using the
dielectric function (57a) and the relation (29), we achieve
E(0,ω) =
1
2pi
∫ +∞
−∞
dqE(q,ω)e−iqz

z=0
=
1
pi
∂ E(z,ω)
∂ z

z=0+
c
ωp
·
∫ +∞
−∞
dz

− 1
A+ Bz2
− z2
−1
, (98)
where
z =
qc
ωp
(99)
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and
A=

1+
i
ωτk

, (100a)
B = iA
(ωp)2
c2
ν˜(ω)
ω
. (100b)
We perform the momentum integration in equation (98) and
we write the result in terms of the variables (100):
E(0,ω) = − ∂ E(z,ω)
∂ z

z=0+
· c
ωp
p
2
 
A+
p
B
pp
A2 − 4B + A+ 2Ç Bp
A2−4B+A
, (101)
One verifies that equations (100) reduce to equation (87)
for ν(ω) = 0. The surface impedance then descends from
equation (84), giving
Z(ω)
cµ0
= −i ω
ωp
p
2
 
A+
p
B
pp
A2 − 4B + A+ 2Ç Bp
A2−4B+A
. (102)
Remarkably, the propagating-shear surface impedance (102)
displays the phenomenology typical of anomalous skin effect,
which is evident from figure 10(b) displaying [Re {Z(ω)}]−1
against
p
ωpτk . Here, I used a renormalized Fermi veloc-
ity v∗F/c = 0.001, first Landau parameter FS1 = 20 and at
frequency ω/ωp = 0.002. The blue, red and golden curves
show the result for ωpτc =

103, 104, 105
	
, respectively.
For consistency, the frequency ω/ωp = 0.002 is chosen such
that the shear-polariton mode is outside of the electron-hole
continuum for ωpτc ≥ 103, in accordance with section IV C
– see also figure 5. Indeed, in the limit τk → +∞, equation
(102) reaches the asymptotic value
lim
τk→+∞
Z(ω)
cµ0
= −i ω
ωp
p
2
 p
B′ + 1
pp
1− 4B′ + 1+ 2Ç B′p
1−4B′+1
, (103)
where
B′ = i
ωp
c
2 ν(ω)
ω
. (104)
Therefore, the asymptotic limit (103) of the inverse surface
resistance is controlled by the generalized shear modulus
ν(ω) through equation (104). Dashed horizontal blue, red
and golden lines in figure 10(b) show the limit (103) for
ωpτc =

103, 104, 105
	
, respectively. One sees that ν(ω)
governs the propagating-shear skin effect also from the skin
depth. In fact, in the τk →∞ limit equation (98) can be
written as
E(0,ω) =
1
2pi
∫ +∞
−∞
dqE(q,ω)e−iqz

z=0
=
1
pi
∂ E(z,ω)
∂ z

z=0+
·
∫ +∞
−∞
dq

− (ωp)
2
c2
1
1+ iν(ω)/ωq2
− q2
−1
=
1
pi
∂ E(z,ω)
∂ z

z=0+
·
∫ +∞
−∞
dq

− (ωp)
2
c2
1
1+ iδ˜pss q2
− q2
−1
, (105)
where we identify a complex-valued length scale δ˜pss , analo-
gous to the skin depths (94) and (80) in Drude and anoma-
lous regimes:
δ˜pss =
√√ν(ω)
ω
=
√√√
1+
FS1
3

(v∗F )2τc
5ω (1− iωτc) . (106)
In hydrodynamic regime ωτc → 0, equation (106) special-
izes to
δvls =
√√ν(0)
ω
=
√√√
1+
FS1
3

(v∗F )2τc
5ω
, (107)
that is, the skin depth is determined by the Fermi-liquid
shear viscosity ν(0). Conversely, in the collisionless regime
ωτc → +∞ equation (105) becomes
E(0,ω) =
1
pi
∂ E(z,ω)
∂ z

z=0+
·
∫ +∞
−∞
dq

− (ωp)
2
c2
1
1−δshs q2 − q
2
−1
, (108)
where the skin depth is
δshs =
√√ν(ω)
ω
=
v∗F
ω
√√√1
5

1+
FS1
3

=
p
µs
ω
, (109)
related to the reactive shear modulus (16) of the Fermi liquid.
Hence, δshs plays the role of the skin depth in the collisionless
and relaxation-free limit of the propagating shear regime.
Table I summarizes the values assumed by the skin depth in
all analyzed regimes.
Crossovers among the different regimes characterized by
the skin depths I may be envisaged on the basis of qualita-
tive criteria analogous to the normal/anomalous condition
δs(ω) = lMFP in section IX B 2. In particular, in relaxation-
less Fermi liquids at finite temperatures, a high-frequency
crossover between the normal and propagating-shear skin
effects may be qualitatively set at
δs(ω)< lc = v
∗
Fτc , (110)
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Drude/Ohmic δs(ω) =
Ç
2
µ0ωσDC
∝ 1p
ω
(80)
Anomalous δans =

4
3pi
c2
ω(ωp)2
vF
 1
3 ∝ω− 13 (94)
Hydrodynamic δvls =
s
1+
FS1
3

(v∗F )2τc
5ω ∝
Æ
τc
ω (107)
Collisionless δshs =
v∗F
ω
s
1
5

1+
FS1
3

∝ 1ω (109)
TABLE I. Skin depth in various regimes for the charged Fermi liquid.
The Drude value (80) is valid for finite τk , while all other quoted
results hold in the relaxationless regime τk → +∞.
where the skin depth assumes the shear-propagation value
(109), consistently with the saturation of the surface resis-
tance in figure 10. In the same way, at very low frequen-
cies close to the DC limit, one expects a crossover between
anomalous and hydrodynamic regimes for
δans < lc , (111)
whereby the skin depth becomes hydrodynamic, i.e. (107).97
Using the Fermi-liquid collision time (F8) in equation (111),
one realizes that such hydrodynamic regime occurs at
frequencies close to the DC limit, ω ®
 
10−19 ÷ 10−15ωp,
for FS1 = (6÷ 50) and a representative electron density
n = 1023 cm−3 for standard metals. As such, the hydro-
dynamic skin effect is practically undetectable by optical
means, its consequences being mainly visible in transport
experiments on clean samples – see section VII.
It is also interesting to see how the saturation limit (103)
for the surface impedance depends on the parameters which
influence the generalized shear modulus (36), namely fre-
quency ω and collision time τc . Figure 11 shows the asymp-
totic value limτk→+∞Re {Z(ω)} as a function of normal-
ized frequency ω/ωp, for different values of collision time.
The purely reactive/elastic limit ωτc → +∞ is depicted
by the green curve. The vertical dashed lines mark the
frequency at which the shear-polariton emerges from the
continuum, at the corresponding value of ωpτc – see also
figure 5: the calculation is valid for frequencies greater than
the threshold marked by the dashed line. We see that, in
the propagating/reactive regime for the shear polariton, the
asymptotic value (103) is a nearly universal function of
ω/ωp, at fixed renormalized Fermi velocity v
∗
F/c and first
Landau parameter FS1 . In particular, in this regime the curves
overlap with the one for purely reactive/elastic-like limit
ωτc → +∞, thus demonstrating that the saturation limit of
the surface reactance in propagating regime is determined
by the reactive/elastic-like component of the generalized
hear modulus ν(ω): the phenomenology of anomalous skin
effect for ω v∗Fq reflects the dynamical reactive character
of the Fermi-surface shear response to transverse excitations
enforced by the incident electromagnetic field.
ωpτc = 103
ωpτc = 104
ωpτc = 105
ωpτc → +∞
v∗F
c = 0.001
FS1 = 20
10−6 10−4 10−2 100
ω/ωp
103
104
105
106
107
ω ω
p
Z 0
lim
τ
~ k
→+
∞
Re
{Z
(ω
)}
FIG. 11. Relaxationless limit of the inverse surface resistance for
a 3D Fermi liquid in the propagating shear regime as a function
of normalized frequency ω/ωp, according to equation (103), for
renormalized Fermi velocity v∗F = 10
−3c and first Landau parameter
FS1 = 20. The collision times ωpτc =

103, 104, 105
	
give the blue,
red and gold curves respectively. The green dashed curve shows
the purely reactive limit ωτc → +∞. Vertical dashed lines mark
the frequency below which the shear-polariton is in the Lindhard
continuum for each value of τc .
4. High-frequency regime in the Drude model
To contrast the results in section IX B 1, it is instructive to
analyze what happens to the Drude dielectric response when
ω>
r
σT (q ,ω)
ε0τk
, that is ω>ωp: this amounts to neglecting
the conduction term B in equation (82) in favor of the
displacement current term A . In this case, we have
E(0,ω) = 2
∂ E(z,ω)
∂ z

z=0−
1
ω2
c2 ε0εT (q ,ω)− q2
, (112)
which corresponds to equation (85) if we substitute
εT (q ,ω)− 1 in the latter with εT (q ,ω). Using the Drude
dielectric function ε(ω) and Fourier-transforming back to
real space, we achieve
E(0,ω) =
1
2pi
∫ +∞
−∞
dqE(q,ω)e−iqz

z=0
= − ∂ E(z,ω)
∂ z

z=0−
c
ωp
√√√√ i +ωτk
ωτk
h
1−  ωωp 2i− i  ωωp 2 .
(113)
From equation (84), we have the surface impedance:
Z(ω) = µ0ω
c
ωp
√√√√ i +ωτk
i

ω
ωp
2 −ωτk +  ωωp 3 τk) , (114)
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which is equivalent to the expression (92) obtained from the
Drude refractive index. For ω>ωp the surface impedance
quickly drops to the constant real value limω→+∞ Z(ω) = cωp
due to the displacement current. These results are modified
by the presence of a generalized shear modulus (36).
5. Propagating shear regime at high frequencies
In principle, the spatial nonlocality of the dielectric func-
tion (57a) could affect the surface impedance even for
ω > ωp. Hence, it is worth checking whether quantita-
tive differences with respect to the Drude calculation IX B 4
emerge in such regime. In this case, equation (82) with the
displacement current term A and neglecting the conduc-
tion term B gives
E(q,ω) = 2
∂ E(z,ω)
∂ z

z=0+
·

µ0iωσT (q ,ω) +
ω2
c2
εT (q ,ω)
−1
=
2
∂ E(z,ω)
∂ z

z=0+

ω2
c2
εT (q ,ω)− q2
−1
. (115)
However, it turns out that the differences between the Drude
surface impedance and the one stemming from equation
(115) are negligible, as shown in appendix I. Therefore,
the best regime to seek signatures of Fermi-surface shear
reactance in the surface impedance is the low-frequency one
of section IX B 3.
6. Surface impedance from the refractive indexes and slip length
The derivations in sections IX B 3 and IX B 5 illustrate how
the phenomenology of anomalous skin effect emerges from
the propagation of the shear-polariton in the Fermi liquid.
However, so far we have considered the boundary conditions
of the problem in terms of specular/diffusive scattering at
the vacuum-metal interface, while other types of boundary
conditions may quantitatively modify the results.47,54,91
An alternative way to calculate the Fermi-liquid surface
impedance in propagating shear regime is to exploit the
relation between Z(ω), the reflection coefficient r(ω), and
the refractive index, similarly to equation (79) for the Drude
model. As argued in section VI A, Fermi-liquid theory gives
two polariton modes (37), hence two refractive indexes
n1(ω) and n2(ω), for each ω in the regime ω v∗FRe {q}
and τc  τk , where the dielectric function is (62). Then,
the response of the Fermi surface as a whole is equivalent
to the one of a viscous charged liquid, and the constitutive
relations at the interface with vacuum may be derived from
fluid dynamics and expressed in terms of the slip length λs.
This allows us to utilize the results of reference 54 in the
calculation of the surface impedance.
In terms of the refractive indexes, the reflection coefficient
at normal incidence for a viscous electron liquid reads
r(ω) = t1 + t2 − 1, (116a)
t j =
2(n j¯ − 1)
(n j + 1)(n j¯ − n j)
1− iω/cn j¯λs
1+ (1− n j¯ − n j)iω/cλs ,
j, j¯
	
= {1,2} . (116b)
where λs ∈ (0,+∞) is the slip length, introduced in section
IX A. With the expression (116a), can again employ the
relation (79) for the surface impedance, which yields
Z(ω)
Z0
=
n1 + n2 + i
λs
c ω

1− (n1)2 − (n2)2 − n1n2

1+ n1n2

1− i λsc ω(n1 + n2)
 (117)
One verifies that the surface impedance (117) reduces
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FIG. 12. Inverse surface resistance Re {Z(ω)}−1 in propagating
shear regime as a function ofωτk , using the slip-length constitutive
relations54 in accordance with equation (117), at frequency ω=
2 · 10−3ωp, with renormalized Fermi velocity v∗F = 10−3c, collision
time τc = 103ωp, and first Landau parameter FS1 = 20. In the
purple-shaded area τc > τk and the dielectric function (62) is no
longer accurate. Panel (a) shows the opposite cases λs = 0 and
λs → +∞ as blue and red solid curves, respectively. The dashed
gray curve is the Drude result (92). Panel (b) shows the results
for specular and diffusive boundary scattering, stemming from
equations (77), as blue and red solid curves, respectively. In the
specular case, we assume a surface roughness h= h′ = 100/kF .
to the Drude expression (91) consistently for ν(ω) → 0:
in this case, only one optical mode is propagating in the
metal, that is n1(ω) → +∞ or n2(ω) → +∞. Figure
12(a) shows the inverse surface reactance Z0/Re {Z(ω)} as
a function of momentum-relaxation time ωpτk , for renor-
malized Fermi velocity v∗F/c = 10−3, first Landau parameter
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FS1 = 20, collision time τcωp = 1000, and at frequency
ω/ωp = 2 · 10−3. Blue and red curves show the results
for λs = 0 and λs → +∞, respectively. We see that, even
for constitutive relations in terms of the slip length, we
retrieve the phenomenology of anomalous skin effect for
ω v∗FRe {q}: in particular, with increasing relaxation time
τk we progressively fall into the regime τc  τk of section
VI A, where we can use macroscopic arguments stemming
from fluid dynamics to describe the electrodynamic response
of the system and the associated constitutive relations at in-
terfaces. The slip-length parametrization may be converted
into specular or diffuse interface scattering by the means
of equations (77). Using the latter into equation (117), we
obtain the surface impedance displayed in figure 12(b). In
the specular case we assume h= h′ = 100/kF , which corre-
sponds to h ≈ 5 nm for the present parameters. Since the
slip length for diffusive scattering is larger than for specular
scattering, the associated red and blue curves in figure 12(b)
are close to the infinite- and zero-slip length results in panel
(a), respectively. Overall, quantitative differences with re-
spect to the specular-scattering results in figure 9 emerge
in the asymptotic limit τk → +∞, however the qualitative
outcome remains the same using the slip-length approach.
This leads to the following conclusion: the saturation of the
inverse surface resistance for τk → +∞ is a robust feature
of the propagating shear regime, with an asymptotic limit
governed by the generalized shear modulus ν(ω), although
the numerical value of such limit depends parametrically
on the boundary conditions assumed for the motion of the
electron fluid at the sample interface.47
C. Thin-film transmission
Another prominent spectroscopic probe of spatial nonlo-
cality in Fermi liquids is the optical transmission through
a thin film of thickness d. In fact, the nonlocal response
of the quasiparticles to the incident electromagnetic wave
modulates the transmission coefficient t f ilm(ω) as a func-
tion of frequency ω in a different way with respect to the
Drude model.54 In the following, we analyze the thin-film
transmission for the two opposite cases of section VI B, i.e.
in the anomalous skin effect regime, and of section VI A,
i.e. in the propagating-shear regime. In the latter regime,
the transmission modulus
t f ilm(ω) is significantly higher
than in Drude theory at low temperatures. Furthermore,
the interference between the two frequency-degenerate op-
tical modes (37) determines characteristic oscillations oft f ilm(ω),54 which may be detected in strongly interacting
Fermi liquids.
1. Drude regime
Whenever a single polariton mode propagates into the
system, the standard Fresnel equations are sufficient to de-
termine the optical transmission and reflection coefficients at
interfaces. This is true for the Drude regime – cfr. equations
zO
d
n(ω)~E(z,ω)
~ET (z,ω)
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n(ω)
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(b) Fermi liquid, ω≫ v∗Fq
FIG. 13. Schematic representation of the optical transmission
through a Fermi-liquid thin film of thickness d. ET (z,ω) is the
transmitted electric field at frequency ω, while E(z,ω) is the elec-
tric field at normal incidence with wave vector k. Oriented wavy
lines depict electromagnetic waves. In the Drude case of nonin-
teracting electrons, ET (z,ω) results from the superposition of two
counterpropagating rays with refractive index n(ω), as depicted in
panel (a). In the propagating shear regime of a Fermi liquid, the
two different refractive indexes n1(ω) ad n2(ω) give rise to a total
of four rays inside the slab, as illustrated in panel (b).
(64), (65) and section IX B 1 – where the only optical mode
is the plasmon-polariton. In this case, a method to obtain the
thin-film transmission coefficient tfilm(ω), including Fabry-
Perot internal reflections inside the slab, is to consider the
electric field inside the film as the superposition of two coun-
terpropagating rays with refractive index n(ω) =
p
ε(ω),
as depicted in panel (a) of figure 13. The continuity of the
electric field and of its derivative at the slab boundaries
give rise to a system of four equations, from which the slab
transmission amplitude results:
tfilm(ω) = θ1e
i ωc n(ω)d + θ2e
−i ωc n(ω)d , (118a)
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θ1 = − 2 [n(ω) + 1]
e2i
ω
c n(ω)d [n(ω)− 1]2 − [n(ω) + 1]2 , (118b)
θ2 =
2 [n(ω)− 1]
e−2i ωc n(ω)d [n(ω) + 1]2 − [n(ω)− 1]2 . (118c)
Equations (118) produce the dashed gray lines in figures 14
and 15, for the parameters there specified.
2. Anomalous skin effect regime
In anomalous skin regime, at leading order in
ω/(v∗FRe {q})→ 0 there are three polariton branches, each
associated to a frequency-degenerate refractive index, as
mentioned in sections IV D and VI B. Hence, in principle one
could adopt the approach of the previous section IX C 1 to
calculate the thin-film transmission, i.e. considering consti-
tutive relations at the slab boundaries for each of the three
refractive indexes. However, as mentioned in section IX A,
Fresnel equations leave the system underdetermined, and
one would require ABCs to form a closed problem. In section
IX C 3, we will see that suitable ABCs can be mutuated from
fluid dynamics in the regime ω v∗FRe {q}, since there the
Fermi liquid responds analogously to a viscous charged fluid.
Instead, in the regime ω/(v∗FRe {q})→ 0 an alternative con-
venient approach is to deduce an effective single refractive
index n(ω) from the surface impedance Z(ω), written in
terms of the specularity coefficient p for boundary scatter-
ing: this builds directly upon the results of section IX B 2. In
fact, one can still utilize standard optical formulae like (118)
in anomalous regime, provided that the refractive index is
deduced from Z(ω),98,99 i.e.
n(ω) = [Z(ω)]−1 , (119)
as verified by combining equations (79) and (91). In the
absence of momentum relaxation Z(ω) is given by equa-
tion (96). The latter, together with equations (119) and
(118), determines tfilm. At finite momentum relaxation and
for τc → +∞ one retrieves Reuter-Sondheimer theory of
anomalous skin effect, expressed by equations (97) in the
microwave regime.
Based on equations (97), the ratio (H1) between the mean
free path and the Drude skin depth determines the crossover
from the Drude regime lMFP ® δs to anomalous skin effect
regime lMFP  δs. τk from Umklapp and acoustic-phonons
scattering, as determined through equation (76), gives the
following standard qualitative picture, substantiated by ap-
pendix H: at room temperature, the skin depth is larger
than, or comparable to, the mean free path at all frequen-
cies, so that the results from the Drude model are expected
to hold. At cryogenic temperatures, there is an extended low-
frequency window in which δs/lMFP  1, so that anomalous
skin effect develops. The case including both finite τk and
τc as well as quasiparticle interactions requires a general-
ization of Reuter-Sondheimer theory, which in principle can
be obtained from the Fermi-liquid optical conductivity (26)
and deserves future work. The low-temperature regime in
which τc > τk is the most interesting, since a finite collision
rate may modify the optical conductivity and the surface
impedance with respect to Reuter-Sondheimer theory, as
exemplified by equation (68) for ω/(v∗Fq) → 0. The low-
frequency blue (red) solid curves in the green-shaded areas
of figure 14 show the thin-film transmission in anomalous
skin regime for specular (diffusive) boundary scattering,
for particle density n= 1023 cm−3, first Landau parameter
FS1 = 20 and τk → +∞. In this case, the optical conduc-
tivity is (41). Notice that the latter is independent from τc ,
which makes tfilm(ω) temperature-independent in the ab-
sence of relaxation: this is why panels (a) and (b) of figure
14 report identical results in anomalous skin regime.
Since equation (41) holds for ω v∗FRe {q}, a qualitative
constraint on the frequency domain where equation (41)
holds stems from the condition Re {q} = ωc Re {n(ω)} > ωv∗F ,
or
Re {n(ω)}> nmin = cv∗F . (120)
Using equations (119) and (120), we obtain the frequency
ωmax such that Re {n(ωmax)} = nmin: this frequency corre-
sponds to the blue (red) vertical dashed line in figure 14 for
specular (diffuse) boundary scattering.
Finally, it is conceptually important to mention the presence
of a hydrodynamic skin effect regime in finite-temperature
charged Fermi liquids with τk  τc , for frequencies close
to the DC limit as indicated by the criterion (111). As dis-
cussed in section IX B 3, this regime is practically beyond
the detective power of standard optical techniques, but it
influences transport experiments.
3. Propagating shear regime
In propagating shear regime, the two frequency-
degenerate polariton modes (66) give rise to the two re-
fractive indexes (67) and hence to two counterpropagat-
ing rays for each mode inside the slab – see figure 13(b).
In this case, we are able to identify appropriate ABCs
from the analogy between Fermi-liquid electrodynamics for
ω v∗FRe {q} → +∞ and the electromagnetic response of
viscous charged fluids,54 which makes the computation of
the thin-film transmission a closed problem. Such approach
follows section IIB of reference 54: in essence, the continuity
of the electric field and of its derivative, together with the
constitutive relation stemming from the linearized Navier-
Stokes equation, generates a system of six linear equations.
Here we quote the final result:
t f ilm(ω)
tv
= e−i ωc d

t1e
i ωc n1(ω)d + θ1e
−i ωc n1(ω)d
+t2e
i ωc n1(ω)d + θ2e
−i ωc n1(ω)d . (121)
The coefficients (t1,θ1, t2,θ2) in equation (121), which
describe the contributions of two counter-propagating
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FIG. 14. Modulus of the thin-film transmission coefficientt f ilm(ω) for a 3D Fermi liquid as a function of normalized fre-
quency ω/ωp, for electron density n= 1023 cm−3, Landau param-
eters FS0 = 1, F
S
1 = 20, in the absence momentum relaxation. Blue
and red curves refer to specular and diffuse boundary scattering
respectively. The curves for frequencies up to the green dashed
vertical line result from the refractive index (119) and the surface
impedance (96) in anomalous skin effect regime, in accordance
with the constraint (120). Curves for frequencies above the orange
dashed line stem from the viscous-liquid model of equation (121)
with the two polariton branches (37), consistently with the con-
straint (122). Panels (a) and (b) show the result at T = 300 K and
T = 1 K, respectively. The dashed gray curve shows the result of
the Drude model, according to equation (118).
waves inside the slab for each of the two degenerate optical
modes, are determined numerically through equation (9) of
reference 54.
In the following, we use the relations (77) between the slip
length λs and the generalized shear modulus ν(ω), as done
in section IX B 6, to convert the slip-length parametrization
into diffuse/specular boundary scattering. The blue and
red solid curves in the orange-shaded areas of figure 14
show the modulus of the thin-film transmission coefficientt f ilm(ω) as a function of frequency ω in the relaxationless
limit τk → +∞, for specular and diffuse boundary scatter-
ing respectively. Particle density is fixed to n = 1023 cm−3
and the first Landau parameter is FS1 = 20. The Drude result
for the same parameters is shown by the dashed gray line
for comparison.
The vertical dashed orange line shows the frequency ωV E
corresponding to the frequency limit ωωV E from section
IV B, for the phenomenology of equation (35) applies for
ωωV E . Such constraint translates into
Re {ni(ω)}< cv∗F (122)
for the refractive index, where ni(ω) is the refractive index
of the shear-polariton (n1(ω) and n2(ω) swap character at
ωτk = 1).
Figure 14(a) suggests a higher absolute value of the thin-
film transmission coefficient in propagating shear regime
even at T = 300 K without momentum relaxation, with
respect to the Drude model. The room-temperature wiggles
as a function of ω in panel (a) are amplified into sizable
oscillations in the low-temperature case of panel (b), and
stem from the mutual interference of the two polaritons
(66). The amplification of the oscillations with decreasing
temperature originates from the increase in τc , which brings
the system towards the collisionless regime ωτc  1. In the
latter condition, the Fermi surface resonates with a domi-
nant dissipationless reactive response, as analyzed in section
IV A, and radiation couples to such reactive resonance by
exchanging energy and momentum: the less dissipative the
Fermi-surface resonance is, the more efficient is its coupling
to photons, and the more its traces in the optical transmis-
sion are visible. However, as noted in sections VI and VI B, in
a realistic solid-state system Galilean invariance is inevitably
broken by the crystalline lattice and impurities, which cause
the relaxation of quasiparticle momentum. Hence, we have
to address the question of whether some traces of spatial
nonlocality persist in the transmission spectrum at finite τk .
The next section deals with such question, employing the
results of section VIII.
4. Role of impurity and phonon scattering
In the presence of momentum relaxation, the dielectric
function in the propagating shear regime becomes (62).
Here I assume a momentum-relaxation time given by
Mathiessen’s rule (76), with independent contributions
stemming from acoustic phonons, impurities and Umklapp
scattering as described in section VIII. As in the momentum-
conserving case, the two roots of equation (62) give the
frequency-degenerate refractive indexes to use in equation
(121).54 The resulting absolute value of the transmission
coefficient |t(ω)| is displayed in figure 15: panel (a) shows
the case at T = 300 K with acoustic phonon and Umklapp
scattering but without impurities, panel (b) illustrates
the case at T = 1 K with acoustic phonons and Umklapp
scattering but no impurities, and panel (c) displays the
calculation at T = 1 K with phonons, Umklapp scattering
and different values of impurity scattering time τi . In all
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FIG. 15. Transmission modulus
t f ilm(ω) from equation (121) in-
cluding impurity and electron-phonon scattering through equation
(76). The blue (red) curve refers to specular (diffuse) bound-
ary scattering. Panels (a) and (b) show the results with acoustic
phonons and no impurities, at T = 300 K and T = 1 K respectively.
The blue and red solid curves in panel (c) additionally include
impurity scattering using τiωp = {100,1000}, respectively, assum-
ing specular boundary scattering. Dashed curves show the Drude
calculation for the same τk . All other parameters are fixed as in
figure 14.
panels, dashed lines show the result from the standard
Drude model, using the same relaxation time τk as in
the propagating-shear calculation. An orange vertical
dashed line in panels (a) and (b) marks the frequency
below which the shear-polariton enters into the Lindhard
continuum, and the viscoelastic model is no longer valid, in
accordance with the constraint (122). The same constraint
gives the vertical dashed red and blue lines in panel (c), for
τimpωp = {100, 1000} respectively.
The calculations in figure 15(a) confirm the educated
guess that momentum relaxation conceals any traces of
shear-mode propagation at room temperature: the curves
for both specular and diffuse scattering are very close to
the Drude transmission, even for a first Landau parameter
FS1 = 20. This is because the relaxation time τk  τc is
severely limited by phonons at room temperature, such that
momentum-relaxing processes dominate over the nonlocal
term iων(ω)q2 in equation (62). A lower FS1 > 12 increases
τc , which in principle favors shear propagation; however,
it also rapidly reduces the frequency window in which the
viscoelastic model holds, because it pushes the emergence of
the shear-polariton from the continuum to higher frequency,
until the shear-polariton never exits from the continuum for
FS1 → 12 – see also discussion in section IV C. However, qual-
itative differences between the Drude and propagating-shear
models emerge in the low-temperature calculation of panel
(b), even in the presence of acoustic phonons and Umklapp
scattering. In this case, τk increases due to the progres-
sive freezing of phonon scattering, and oscillations induced
by ν(ω) emerge for ω/ωp =
 
10−4 ÷ 10−2. These are the
same oscillations of figure 14, which are seen to partially
persist at low temperatures in the presence of relaxation.
A constraint on sample purity descends from panel (c): de-
creasing the impurity scattering time τi effectively abates
nonlocal effects by decreasing τk , until the calculation from
the propagating-shear model becomes practically indistin-
guishable from the Drude result at τiωp = 100. For a typical
electron density n≈ 1023 cm−3, this means τi ≈ 5.6 · 10−15
s, while typical Drude scattering rates of metals lie in the
range τk ≈
 
10−15 ÷ 10−13 s at T = 77 K.100 Therefore, a
sufficiently low impurity concentration is essential to unveil
phenomena connected to the Fermi-surface shear rigidity in
low-temperature optical spectra.
X. CONCLUSIONS
In summary, the transverse shear response of an elec-
trically charged Fermi liquid is spatially nonlocal, due to
correlations among quasiparticles entailed by interactions
and collisions. The nature of this response depends on the
frequency ω and on the momentum q of the external probe,
as realized by calculating the transverse susceptibility in
three dimensions in the kinetic equation approach of Lan-
dau, Abrikosov and Khalatnikov (section III). The regime
ω v∗FRe {q} corresponds to incoherent dissipative electron-
hole excitations in the Lindhard continuum (section IV D).
In the regime ω v∗FRe {q} quasielectrons composing the
Fermi surface collectively respond to dynamical perturba-
tions as a macroscopic substance endowed with a frequency-
dependent generalized shear modulus ν(ω)3,9,15 (section
IV A): in the collisional/hydrodynamic regime ωτc  1
the response is predominantly dissipative, akin to that of a
highly viscous liquid,3,54 as the collision time τc provides the
smallest timescale in the system and allows for local ther-
modynamic equilibrium. More generally, the hydrodynamic
regimeωτc → 0 holds in the low-frequency, low-momentum
region of the (ω, Re {q}) plane at any finite ω/  v∗FRe {q}
ratio (section V). In the opposite collisionless/elastic-like
regime ωτc  1, with ω  v∗FRe {q} and for sufficiently
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strong interactions FS1 > 6, the Fermi surface responds with
a dominant dissipationless reactive contribution: over short
time scales, the Fermi liquid reacts similarly to an elastic
solid.
To probe such rigidity of the Fermi sea to shear defor-
mations, the photon represents an ideal instrument since
electromagnetic waves are transversely polarized and
couple to the electric charge of quasiparticles, thus inducing
a shear response. However, this requires to consider spatial
nonlocality in the Fermi-liquid dielectric function εT (q ,ω)
in the presence of collisions (section IV) and including
momentum relaxation (section VI). In particular, in the
propagating shear regimeω/
 
v∗FRe {q}
→ +∞ the leading
nonlocal correction to standard Drude electrodynamics can
be written in terms of a generalized shear modulus ν˜(ω)
(section IV A), even in the presence of weak momentum
relaxation (section VI A).
On the other hand, from the Fermi-liquid dielectric function
in the regime ω v∗FRe {q} one retrieves anomalous skin
effect, a well-known manifestation of spatial nonlocality in
the current response of metals (sections IV D and VI B).
Furthermore, in the low-frequency and low-momentum
regime at finite temperature, the charged Fermi liquid
manifests a hydrodynamic response when momentum
relaxation is negligible (section V): this occurs for very low
frequencies, close to the DC limit (section VII).
The surface impedance of semi-infinite samples (section
IX B) provides a suitable experimental test for the differ-
ent aforementioned regimes of Fermi-liquid electrodynam-
ics. In fact, the characteristic skin depth for penetration
of electromagnetic fields in the Fermi liquid is sensitive to
Fermi-surface shear stresses (see table I), and it exhibits
qualitatively distinct frequency dependences in different
regimes.
Moreover, for ω v∗FRe {q} the saturation of the surface
resistance at vanishing τk gives a phenomenology analogous
to anomalous skin effect but with a different skin depth,
which can be interpreted in terms of Fermi-liquid shear prop-
agation (section IX B 3).
Fermi-liquid shear modes can be also probed by the
optical transmission of thin films (section IX C). In propa-
gating shear regime (section IX C 3), thin-film transmission
modulus significantly increases with respect to its Drude
counterpart (section IX C 1), with pronounced oscillations
due to the interference of two mutually coherent polariton
modes. Such oscillations are amplified in the collisionless
regime ωτc  1, reflecting the coupling of radiation
to the reactive shear mode of the Fermi surface, which
resonates like an elastic membrane. Momentum relaxation,
considered in a simple model with acoustic phonons, Umk-
lapp scattering and impurities as independent relaxation
channels, suppresses the effects of shear viscoelasticity
at room temperature, while residual traces of spatial
nonlocality may persist at cryogenic temperatures in
strongly-interacting Fermi liquids, with a high effective mass
m∗ = m

1+ F
S
1
3

 1 and a low impurity concentration
(section IX C 4).
Assessing the feasibility of observing shear-propagation ef-
fects in real three-dimensional solids requires further careful
analysis of the assumptions made in this paper. For instance,
I assumed a single parabolic band, while non-parabolicity
destroys the proportionality between current density J and
quasiparticle momentum k: in the latter situation, the low-
momentum transverse response will not simply be connected
to a generalized shear modulus ν(ω), as new dissipative
and/or nondissipative transport coefficient may arise.11,26
Likewise, I considered nearly-isotropic Fermi liquids,
in which translational invariance is broken only on the
microscopic scale of the crystalline lattice. This allows
for a simplification of the viscosity tensor,11 with the bulk
and shear viscosity coefficients as the only independent
components. The number of components increases with
lower symmetry of the system,25 as in the case of graphene
which is neither Galilean-, nor Lorentz-invariant.14,20,23
Moreover, I considered the simplest parametrization of
the transverse shear response in terms of the First Landau
parameter FS1 . Considering more Landau parameters
modifies quantitatively the results: for instance, transverse
zero sound propagates even for FS1 < 6 if the second
Landau parameter is FS2 > 0.
39 The quantitative impact of
momentum relaxation on the calculations depends on the
microscopic scattering sources considered in the model. In
particular, Matthiessen’s rule for adding scattering rates can
be justified for independent relaxation channels. A more
microscopic understanding of the interplay between spatial
nonlocality and relaxation deserves future work, even for
3D Fermi liquids.
Within the assumptions of this paper, the main require-
ments which a candidate 3D material must satisfy to ob-
serve Fermi-liquid shear propagation are dictated by the
frequency-dependent coefficient ν(ω): one needs a heavy
effective mass m∗ 1, or equivalently a high first Landau
parameter FS1  1, and very clean samples at cryogenic tem-
peratures. Fermi liquids formed by heavy-fermion systems,
or the low-density doped perovskyte SrTiO3
25 might pro-
vide appropriate platforms to investigate the electrodynamic
shear response of the Fermi surface. A more detailed discus-
sion of suitable materials will be reported in a companion
paper.97
More generally, the macroscopic approach of continuum
mechanics applied to electron ensembles, together with ap-
propriate microscopic models for transport and electrody-
namic coefficients, may open new avenues in the investiga-
tion of low-temperature correlations in metals: the reactive
coefficients describing low-momentum electrodynamics per-
sist even in the presence of pairing correlations,101 while
the dissipative components disappear in the superconduct-
ing state. The evolution of the reactive shear coefficients
across a superconducting transition, experimentally probed
by optical spectroscopy, could offer valuable insight into the
finite-momentum dynamics of Cooper pairing in unconven-
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tional superconductors.101,102
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Appendix A: Derivation of the Fermi liquid kinetic equation
In this appendix we report a detailed derivation of the
kinetic equation for the nonequilibrium distribution func-
tion of a Fermi liquid. Our main references for this section
will be the works of NoziÃ´lres and Pines1 and Abrikosov
and Khalatnikov.2 The essence of the kinetic equation ap-
proach is to consider how the nonequilibrium distribution
function Np(r , t) of Fermi liquid electron-hole quasiparticles
evolves in space r and time t in response to perturbations.
As such, the kinetic equation is equivalent to a quantum
Boltzmann equation for the system distribution function,
here describing the statistical distribution of electron-hole
elementary excitations of the Fermi liquid. Following Noz-
iÃ´lres and Pines,1 given a total energy of the Fermi liquid
EF L(n, t) which is a function of electron density n, the lo-
cal excitation energy of a quasiparticle is E˜n [p(r , t),σ] =
∂ EF L(n,t)
∂ δNp′ ,σ′ (r ,t) = En [p(r , t),σ] +
∑
σ,p ′,σ′ fp,σ,p ′,σ′δNp ′,σ′(r , t).
This means that the local excitation energy is the sum of
the energy of the quasiparticle En [p(r , t),σ], with momen-
tum p and spin σ, and the local interaction energy of that
quasiparticle interacting with other quasiparticles in its sur-
roundings; the latter term is similar to an effective mean
field of the Fermi liquid, given by the reaction of all other
quasielectrons-quasiholes when we perturb the energy of a
given quasiparticle of momentum p. The short-range inter-
action matrix elements between quasiparticles of momenta
{p, p ′} and spin {σ,σ′} is fp,σ,p ′,σ′ . Landau considered the
excitation energy E˜n [p(r , t),σ] as an effective Hamiltonian
for the Fermi liquid, in order to describe the transport prop-
erties of the system. For electrically charged quasiparticles,
we write the microscopic Hamiltonian as
Hˆqp(r , p,σ) = En [p + eA(r , t),σ]
+
∑
p,σ,p ′,σ′
fp,σ,p ′,σ′δNp ′,σ′(r , t)− eφσ(r , t). (A1)
In equation (A1), we recognize the quasiparticle energy
eigenvalues En [p + eA(r , t),σ], modified by the presence
of the vector potential A(r , t), as well as by the short-
range interaction matrix elements fp,σ,p ′,σ′ . The quasipar-
ticle velocities are defined from the crystalline momentum
vp =∇pEn(p) = pm∗ . The nonequilibrium distribution func-
tion Np(r , t) = δNp,σ(r , t) + N0 (En [p + eA(r , t),σ]) con-
tains the departure of the quasiparticle statistics from local
equilibrium N0 (En [p + eA(r , t),σ]), and can be calculated
from particle number conservation and gauge invariance.2,9
We also include a scalar potential φσ(r , t).
Equation (A1) is valid in the regime kBT  EF and
ħhω  EF , with EF = ħh2(kF )22m∗ Fermi energy, with quasipar-
ticles of large lifetime τk  1EF and a well-defined Fermi
surface and relative excitation spectrum. Physically, these
conditions signify that thermal agitation and the external
perturbation are not so strong to drive quasielectrons com-
pletely out of equilibrium, thus destroying the Fermi surface.
From the Hamiltonian (A1), one derives a linearized kinetic
equation for quasiparticles of velocity vk,σ on the Fermi sur-
face, which participate to the collective mode thus changing
the Fermi-surface distribution. The response to the pertur-
bation depends on the interactions among quasiparticles,
which are parameterized by Landau parameters FS,Al , and on
the angle θ between the excitation wave vector q and the
quasiparticle wave vector k.
Starting from the Hamiltonian (A1), we linearize the
changes in the quasiparticle energies En [p + eA(r , t),σ]
and in the distribution function δNp,σ(r , t), with respect to
the vector potential A(r , t), as in
δNp,σ(r , t) = Np(r , t)− N0 (En [p + eA(r , t),σ])
≈ Np(r , t)− N0 (En [p])− dN0 (En [p])dEn (p,σ)
p · A(r , t)
m∗ . (A2)
The nonequilibrium quasiparticle distribution function
Np(r , t) descends directly from Liouville’s equation, for a
classical flow characterized by volume-conserving evolution
in phase space. Therefore, we can write a quasi-classical
mean-field kinetic equation for Np(r , t), which is
∂ Np,σ(r , t)
∂ t
+
1
ħh
∂ Hˆqp(r , p,σ)
∂ p
∂ Np,σ(r , t)
∂ r
− 1ħh
∂ Hˆqp(r , p,σ)
∂ r
∂ Np,σ(r , t)
∂ p
= Icol l(r , t). (A3)
In equation (A2), the collisional term Icol l(r , t) =
∂ Np,σ(r ,t)
∂ t

col l
describes damping by collision processes
that are not included into the mean-field Hamiltonian
Hˆqp(r , p,σ). In fact, the Fermi liquid phenomenology relies
on the existence of low-energy nearly-independent quasi-
particles, which do not collide, and additional collisions
must be introduced by an external damping term Icol l(r , t).
This collisional integral makes quasielectrons and quasiholes
acquire a finite lifetime, τqel < +∞ and τqh < +∞ respec-
tively: as common in quantum mechanics, we are treating a
time-dependent problem with the eigenstates of a stationary
configuration, in this case the one for free fermions, but
including time-dependent scattering as a finite lifetime for
the stationary states. We emphasize that collisions redis-
tribute momentum and energy among the quasiparticles,
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but the total momentum and the total energy of the en-
semble is conserved in collisions. For the true thermody-
namic equilibrium, we know that the distribution function
is the Fermi-Dirac statistics fFD [En (p,σ)]:100 since this is
the configuration for global thermodynamic equilibrium, it
is a stationary state and we must have a vanishing colli-
son term

∂ fFD[En(p,σ)]
∂ t

col l
= 0, which specifies the relation
between the lifetimes τqel and τqh. The nonequilibrium dis-
tribution function Np,σ(r , t) can be written as a deviation
with respect to the true Fermi-Dirac global equilibrium, as
Np,σ(r , t) = fFD [En (p,σ)] +Ξk,σ(r , t). Inserting the latter
into equation (A2), we arrive at
∂Ξk,σ(r , t)
∂ t
+ vk,σ · ∂Ξk,σ(r , t)
∂ r
+ vk,σ · Fσ(r , t)δ [En (p,σ)−µ] = Icol l(r , t). (A4)
In equation (A4), we have defined the total quasi-classical
force acting on the individual quasiparticles
Fσ(r , t) = −∇r [−eφσ(r , t)
+
∑
k ′,σ′
fk,σ,k ′,σ′Ξk,σ(r , t) +
ħhk
m
· eA(r , t)
 . (A5)
The linearized kinetic equation (A4) is manifestly gauge-
invariant, and it satisfies the continuity equation for the
flow of quasiparticles:2 this is the starting point for many
applications of Landau phenomenology of Fermi liquids, for
example the study of collective modes in the absence of
perturbations.
Now, we concentrate on density-density collective modes
in the Fermi liquid. Collective modes propagate even in
the absence of perturbations, so we set the electromagnetic
potentials to zero as φσ(r , t) = 0, A(r , t) = 0. Further-
more, collective modes have wave-like evolution, there-
fore the deviation of the distribution function with respect
to global equilibrium will be periodic in space and time,
i.e. Ξk,σ(r , t)∝ ei(q ·r−ωt), with q transferred wave vector
for the excitation. Inserting this wave-like form in equa-
tion (A4), without electromagnetic potentials and collisions,
leads to 
q · vk,σ −ω

Ξk,σ(r , t) + q · vk,σδ [En (k,σ)−µ]
·∑
k ′,σ′
fk,σ,k ′,σ′Ξk,σ(r , t) = Icol l(r , t). (A6)
We assume small deviations with respect to thermodynamic
equilibrium: physically, we consider changes in the
distribution function at first order in the quasiparticle
energies, with respect to the Fermi-Dirac distribution at
global equilibrium. In principle, excitations can alter the
quasiparticle energies En (k,σ) either by changing the
wave vector k or by flipping the spin σ; in the following,
having in mind sound-like collective modes, we assume that
alterations of En (k,σ) stem from variations in the quasi-
particle momentum k. Under these hypothesis, expanding
the distribution deviations to first order in the energies
En (q ,σ), we have Ξk,σ(q ,ω) = εk(q ,ω)
∂ fFD[En(k,σ)]
∂ En(k,σ) µ
,
with ∂ fFD[En(k,σ)]∂ En(k,σ) µ ≡ −δ [En (k,σ)−µ] for the Fermi-
Dirac distribution.58,100 If we had wanted to analyze
magnetic modes in the Fermi liquid, like spin waves,
we could also have assumed a distribution function
change of the kind Ξk,σ(q ,ω) = sσ(q ,ω)σ
∂ fFD[En(k,σ)]
∂ En(k,σ) µ
=
sσ(q ,ω)σδ [En (k,σ)−µ], with the quasiparticle energies
modified by spin flipping.2 Finally, let us note that a
Taylor series expansion at first order of the change in the
distribution function selects quasiparticles at the chemical
potential µ: essentially only excitations around µ contribute
to collective modes, since states at E  µ deep down into
the Fermi sea are occupied and blocked by Pauli exclusion
principle.
This way, the kinetic equation (A6) in local equilibrium,
written in reciprocal space of momenta q and frequency ω,
becomes 
q · vk,σ −ω

εk(q ,ω) + q · vk,σδ [E (k,σ)−µ]
·
(∑
k ′,σ′
fk,σ,k ′,σ′εk ′(q ,ω)δ

En(k
′,σ′)−µ)
= Icol l(q ,ω), (A7)
where Icol l(q ,ω) is the Fourier transform of the collision
term Icol l(r , t) with respect to space and time. As previ-
ously mentioned, the delta functions δ [En(k,σ)−µ] and
δ [En(k ′,σ′)−µ] fix the value of k and k′, respectively:
therefore, the character of the collective mode, including its
polarization direction, will be determined by the respective
orientation of the excitation wave vector q with respect to
k and k ′.
For long wavelengths q→ 0, we expect sound waves with
acoustic dispersion ωλ(q) = vsq, with vs sound velocity for
the Fermi liquid. Setting the latter relation into equation
(A7), we have in scalar form 
vk,σ cosθ − vs

εk(q ,ω) + vk,σ cosθδ [E (k,σ)−µ]
·
(∑
k ′,σ′
fk,σ,k ′,σ′εk ′(q ,ω)δ

En(k
′,σ′)−µ)
= Icol l(q ,ω), (A8)
where θ =
arccos(q ·vk,σ)|q ·vk,σ| is the angle between the wave vector
q and the quasiparticle velocity vk,σ.
To continue, we need to expand the angular depen-
dence of the interaction matrix elements fk,σ,k′,σ′ , which
determines the spatial polarization of the perturbation.
Being an angular distribution in 3-dimensional space, a
suitable expansion basis for fk,σ,k′,σ′ is given by spher-
ical harmonics, in terms of Legendre polynomials.2,4
We recall that Legendre polynomials are ℘n(x) =
1
2nn!
dn
dxn

(x2 − 1)n, and the associated Legendre polynomi-
als satisfy Pml (x) = (−1)m(1− x2) m2 dmdxm [℘l(x)]. The latter
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are used in the definition of spherical harmonics Yl,m(θ ,φ) =Ç
(2l+1)(l−m)!
4pi(l+m)! P
m
l (cosθ)e
imφ , −l ≤ m ≤ l. The Fermi liquid
expansion of the interaction matrix elements is usually done
in terms of Landau parameters Fαn , n ∈ N, α = {S,A},2,4
which represent the respective magnitudes of quasiparti-
cle interactions for each possible angular pattern of the
collective mode at the Fermi surface, i.e. for all spherical
harmonics. First, we observe that, having selected quasi-
particle energies at the Fermi surface at first order, the
interaction matrix elements will be at the Fermi surface
FS: fk,σ,k′,σ′ ≡ fFSσ,σ′δ [En(k,σ)−µ]δ [En(k ′,σ′)−µ]. The
Fermi liquid Landau parameters in three dimensions are
defined as
FS,Al =
N ∗0 (0)
2
∫
dΩ
4pi

fFS↑,↑(cosθ )± fFS↑,↓(cosθ )
 ℘l(cosθ )
2l + 1
.
(A9)
The superscript S or A in equation (A9) refers to the additive
or subtractive combination of fFS↑,↑(cosθ )± fFS↑,↓(cosθ ), which
distinguishes between symmetric and antisymmetric Landau
parameters. The former kind is associated to the charge
density-density perturbations, while the latter deals with
the magnetic spin-spin response. The density of states per
unit volume N ∗0 (0) includes renormalization effects due to
quasiparticle residual interactions, and therefore differs from
the free fermions one N el0 (0). We concentrate on the problem
in 3 dimensions, and write the inverse relation of (A9), which
is
fFS↑,↑(cosθ )± fFS↑,↓(cosθ ) = 2N ∗0 (0)
+∞∑
l=0
FS,Al ℘l(cosθ ). (A10)
With these definitions, we can act on the term between
curly brackets in equation (A7). The delta function
δ

En(k ′,σ
′
)−µ inside the sum over k ′ and σ′ effectively
counts how many states at the chemical potential we have,
which is the definition of the density of states N ∗0 (0). All
remains of the sum is an integration over angular variables,
which depends on the angles between the wave vectors k
and k ′. With a factor 12 to avoid double counting of interac-
tions for k with k ′ and viceversa, we have∑
k ′,σ′
fk,σ,k ′,σ′εk ′(q ,ω)δ

En(k
′,σ′)−µ
≡ 1
2
∑
k ′,σ′
δ

En(k
′,σ′)−µ∫ dΩ′
4pi
∑
σ′
fFSσ,σ′εk ′(q ,ω)
=
N ∗0 (0)
2
∫
dΩ′
4pi
∑
σ′
fFSσ,σ′εk ′(q ,ω).
Equation (A7) becomes 
q · vk,σ −ω

εk(q ,ω)
+ q · vk,σ N
∗
0 (0)
2
∫
dΩ′
4pi
∑
σ′
fFSσ,σ′εk ′(q ,ω)
= Icol l(q ,ω). (A11)
Employing the Landau parameter expansion (A10) of the
interaction matrix elements leads to equation (1) quoted in
the main text.
Appendix B: Derivation of the dispersion relation for
transverse sound with collisions
To find the dispersion relation of the first Fermi-surface
transverse mode with m = 1 in the presence of collisions, we
have to study the following kinetic equation, first obtained
by Lea et al.:39,40
(cosθ − ξ)εS(θ )
+

3εS(θ ) sinθ

av sinθ

FS1
3
cosθ − βξ

= 0, (B1)
where we have defined ξ= s

1+ iωτc

and β = 1iωτc−1 , as
in equations (9), and we have used the parametrization (7)
for the collision integral in terms of a single collision time
τc . From equation (B1), we immediately deduce the Fermi
surface displacement εS(θ) =
[3εS(θ ) sinθ]av sinθ

FS1
3 cosθ−βξ

ξ−cosθ ,
which means εS(θ )∝ sinθ

FS1
3 cosθ−βξ

ξ−cosθ . Therefore, the aver-
age

3εS(θ ) sinθ

av results

3εS(θ ) sinθ

av = 3
∫ pi
0
(sinθ )2dθ
4
FS1
3
sinθ cosθ
ξ− cosθ
− β
∫ pi
0
(sinθ )2dθ
4
ξ sinθ
ξ− cosθ . (B2)
The first term at the right-hand side of equation (B2) stems
from short-ranged quasiparticle interactions, and it is present
also in the absence of collisions; the second term at the
right-hand side of equation (B2) arises only at finite τc .
Integrating over the angle θ in equation (B2), we obtain

3εS(θ ) sinθ

av
= 3
FS1
3

−1
3
+
ξ2
2
− ξ
4
 
ξ2 − 1 lnξ+ 1
ξ− 1

− 3β

ξ2
2
− ξ
4
 
ξ2 − 1 lnξ+ 1
ξ− 1

= 3

FS1
3
− β

−1
3
+
ξ2
2
− ξ
4
 
ξ2 − 1 lnξ+ 1
ξ− 1

− β . (B3)
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Using εS(θ )∝ sinθ

FS1
3 cosθ−βξ

ξ−cosθ , the collective mode kinetic
equation becomes
(cosθ − ξ)
sinθ

FS1
3 cosθ − βξ

ξ− cosθ
+

3εS(θ ) sinθ

av sinθ

FS1
3
cosθ − βξ

= 0,
which means
− 1+ 3εS(θ ) sinθav = 0. (B4)
Inserting the explicit expression of

3εS(θ ) sinθ

av from
equation (B3), we have
3

FS1
3
− β

−1
3
+
ξ2
2
− ξ
4
 
ξ2 − 1 lnξ+ 1
ξ− 1

− β = 1. (B5)
Rearranging equation (B5), we finally achieve
− 1
3
+
ξ2
2
− ξ
4
 
ξ2 − 1 lnξ+ 1
ξ− 1

=
1+ β
FS1 − 3β
,
in other words
ξ2 − ξ
2
 
ξ2 − 1 lnξ+ 1
ξ− 1

− 1
= 2

3+ 3β
3FS1 − 9β
+
1
3

− 1
=
−FS1 + 6+ 9β
3FS1 − 9β
,
which gives equation (8) reported in the main text.
Appendix C: Derivation of the noninteracting transverse
susceptibility without collisions
We start from the kinetic equation (A4) with the total
quasiparticle force (A5). This includes the effect of the
transverse vector potential A(q ,ω) = AT (q ,ω). Linearizing
the change in the quasiparticle distribution function with
respect to global equilibrium, similarly to appendix A, we
obtain 
q · vk,σ −ω

εk(q ,ω)
+ q · vk,σδ [E (k,σ)−µ]
·
(∑
k ′,σ′
fk,σ,k ′,σ′εk ′(q ,ω)δ

En(k
′,σ′)−µ)
= Icol l(q ,ω)− emv∗F
 
q · vk,σ

[k · A(q ,ω)] . (C1)
We transform the sum over k ′ and σ′ in an integral over
angular coordinates at the Fermi wave vector kF , similarly
to the procedure in appendix A. This fixes the quasiparticle
velocity to the renormalized Fermi velocity, vk,σ ≡ v∗F . Then,
equation (C1) becomes
(cosθ − s)εk(q ,ω) + cosθ
·
∫
dΩ′
4pi
+∞∑
l=0
FS,Al ℘l(cosθ
′)εk ′(q ,ω) +
e
mv∗F
k · A(q ,ω)

=
1
qv∗F
Icol l(q ,ω), (C2)
which is just equation (2) with the addition of the driving
term that depends on the applied vector potential A(q ,ω) (
recall that s = ω/(qv∗F )). From this point, we perform the
same operations on the kinetic equation (C2) as we have
done for equation (2): we expand the Fermi surface dis-
placement function εk(q ,ω) in spherical harmonics using
equation (3), we consider the first transverse mode with
m= 1 in the density, i.e. symmetric S, interaction channel,
and we truncate the infinite sum over l to l = 1, so that the in-
teraction becomes
∑+∞
l=0 F
S,A
l ℘l(cosα)≡ FS0 + FS1 cosα, and
the Fermi surface displacement can be written as εk(q ,ω) =∑+∞
l=0 ε
S
l,1Y 1l (θ ,φ)≡ εS(θ)eiφ , where εS(θ) collects the θ -
dependent portion of the displacement. We also neglect
collisions in this section, i.e. Icol l(q ,ω) = 0. The resulting
kinetic equation is
(cosθ − s)εS(θ )eiφ+
cosθ
∫ 2pi
0
∫ pi
0
dφ′ sinθ ′dθ ′
4pi
 
FS0 + F
S
1 cosα

εS(θ ′)eiφ′
+
e
mv∗F
cosθk · A(q ,ω) = 0 (C3)
By kinetics the angle α is such that cosα = cosθ cosθ ′ +
sinθ sinθ ′ cos (φ −φ′).57 If we assume no interactions - i.e.
FS0 = 0 and F
S
1 = 0 - the Fermi surface displacement ε
S(θ )eiφ
follows immediately:
εS(θ )eiφ =
e
mv∗F
cosθk · A(q ,ω)
s− cosθ (C4)
The paramagnetic current density is2,9
J(q ,ω) =
1
V
∑
k,σ
k
m
v∗Fδ(ξk)εk(q ,ω)
=
2
V
e
m2
∑
k
δ(ξk)
cosθ
s− cosθ k · A(q ,ω) =∑
ν
X 0µν(q ,ω)eAν(q ,ω) (C5)
where the last line defines the noninteracting paramagnetic
susceptibility tensor in Landau theory:
X 0µν(q ,ω) =
2
V
1
m2
∑
k
δ(ξk)
cosθ
s− cosθ kµkν (C6)
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In the transverse case, for polarization along x we take
µ= ν= x and we obtain
X 0T (q ,ω) = X
0
x x(q ,ω) =
2
V
1
m2
∑
k
δ(ξk)
cosθ
s− cosθ (kx)
2
=
2
m2
N ∗el(EF )
∫ 2pi
0
dφ
∫ pi
0
sinθdθ
4pi
cosθ
s− cosθ

k∗F sinθ
2
2
= 2
1
m2
N ∗el(EF )(k∗F )2
1
8
∫ pi
0
(sinθ )3 cosθ
s− cosθ dθ
= 3/4
nm∗
m2

−4
3
+ 2s2 + s
 
1− s2 ln s+ 1
s− 1

= 3
nm∗
m2
I (s)
where we have defined the integral
I (s) = 1
4
∫ pi
0
(sinθ )3 cosθ
s− cosθ dθ
= −1
3
+
1
2
s2 +
s
4
 
1− s2 ln s+ 1
s− 1

. (C7)
In conclusion we have57
X 0T (q ,ω)≡ X 0T (s) = 3nm
∗
m2
I (s)
=
3
4
nm∗
m2

−4
3
+ 2s2 + s
 
1− s2 ln s+ 1
s− 1

(C8)
where the effective mass of Landau quasiparticles is m∗ =
m

1+ F
S
1
3

. Equations (C7) and (C8) coincide with equa-
tions (19) and (18) quoted in the main text.
Appendix D: Derivation of the interacting transverse
susceptibility with collisions
In this section, we detail the derivation of the interacting
transverse susceptibility of a Fermi liquid in the presence
of collisions. Starting from the kinetic equation (22), we
calculate the paramagnetic current density in a Fermi liquid
using the definition
Jp(q ,ω) =
1
V
∑
k,σ
k
m
v∗Fδ(ξk)εk,σ(q ,ω)
=
2
V
∑
k
k
m
v∗Fδ(ξk)εk(q ,ω). (D1)
The Fermi surface displacement εk(q ,ω) can be deduced
directly from equation (22) if we solve the latter equation
for εS(θ ):
εS(θ ) =

3εS(θ ) sinθ

av sinθ

FS1
3 cosθ − βξ

ξ− cosθ
+
e
mv∗F
k · A(q ,ω) cosθ
ξ− cosθ . (D2)
Inserting equation (D2) in equation (D1), we have
J P(q ,ω) =
2
V
∑
k
δ(ξk)
k
m
·

3εS(θ ) sinθ

av sinθ

FS1
3 cosθ − βξ

ξ− cosθ + J
P
0 (q ,ω)
≡∑
ν
X PT,µν(q ,ω)eAν(q ,ω) (D3)
where J P0 (q ,ω) =

e
mv∗F
k · A(q ,ω) cosθ/ (ξ− cosθ ) is the
noninteracting paramagnetic current density, in accordance
with the results of section III A. In the last step of equa-
tion (D3), we have defined the paramagnetic interacting
transverse susceptibility X PT,µν(q ,ω) as the ratio between
the total paramagnetic current density component J Pµ (q ,ω)
and the vector potential component Aν(q ,ω). We take the
transverse component µ= ν= x of the transverse current
density (D3), and we find
X PT (q ,ω) = X
P
T,x x(q ,ω) =
2
V
∑
k
δ(ξk)
kx
m
1
eAx(q ,ω)
·

3εS(θ ) sinθ

av sinθ

FS1
3 cosθ − βξ

ξ− cosθ + X
0
T (ξ), (D4)
where X 0T (q ,ω) ≡ X 0T (ξ) is the noninteracting paramag-
netic transverse susceptibility, in accordance with the result
(18) in section III A. Now, from the kinetic equation, not
counting the linear term in the vector potential which is
already included in X 0T (ξ), we expect a Fermi surface dis-
placement εS(θ )∝
h
sinθ

FS1
3 cosθ − βξ
i
/ (ξ− cosθ ) as
found previously. Therefore, we can write the term multi-
plying

3εS(θ ) sinθ

av in equation (D4) as
2
V
∑
k
δ(ξk)
kx
m
1
eAx(q ,ω)
·

3εS(θ ) sinθ

av sinθ

FS1
3 cosθ − βξ

ξ− cosθ
≡ 2V eAx(q ,ω)
∑
k
δ(ξk)
kx
m
εS(θ ) = X PT (q ,ω).
Hence, equation (D4) becomes
X PT (q ,ω) = X
P
T (q ,ω)

3εS(θ ) sinθ

av + X
0
T (q ,ω). (D5)
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We are left with the calculation of

3εS(θ ) sinθ

av , which
we perform as follows:

3εS(θ ) sinθ

av = 3
∫ pi
0
(sinθ )2dθ
4
FS1
3
sinθ cosθ
ξ− cosθ
− β
∫ pi
0
(sinθ )2dθ
4
ξ sinθ
ξ− cosθ
= 3
FS1
3

−1
3
+
ξ2
2
− ξ
4
(ξ2 − 1) ln

ξ+ 1
ξ− 1

− 3β

ξ2
2
− ξ
4
(ξ2 − 1) ln

ξ+ 1
ξ− 1

= 3

FS1
3
− β

−1
3
+
ξ2
2
− ξ
4
(ξ2 − 1) ln

ξ+ 1
ξ− 1

− β
= 3

FS1
3
− β

− m2
3nm∗ X
0
T (ξ)

− β .
Inserting the last result into equation (D5), we finally obtain
X PT (q ,ω)

1− 3

FS1
3
− β

− m2
3nm∗ X
0
T (ξ)

+ β

= X 0T (ξ). (D6)
When we solve equation (D6) for X PT (q ,ω), we obtain equa-
tion (23) quoted in the main text.
Appendix E: Derivation of the transverse susceptibility with
collisions and momentum relaxation
The transverse susceptibility with momentum relaxation
stemming from the kinetic equation (49) can be related
to the momentum-conserving solution (23) as follows.9
If we parametrize the relaxation integral Ir(q ,ω) in the
relaxation-time approximation (50), it is convenient to de-
fine a ‘dynamic correction to the displacement function’
εS(θ ):9
εD(θ ) = εS(θ )− i/τk
ω+ i/τk
εr(θ ), (E1)
where εr(θ ) is the ‘locally relaxed’ equilibrium displacement
function for the relaxing processes (50). We also define the
associated modified vector potential AD(q ,ω),
AD(q ,ω) = A(q ,ω)− i/τk
ω+ i/τk
Ar(q ,ω)
≡ ω
ω+ i/τk
A(q ,ω), (E2)
where Ar(q ,ω) ≡ A(q ,ω) for processes that do not con-
serve current.9 Inserting equations (E1) and (E2) into the
kinetic equation (49), and using the equilibrium condition
for εr(θ )9
εr(θ )−
∫ pi
0
sinθ ′dθ ′
4pi
FS1 sinθ sinθ
′piεr(θ ′)
− e
mv∗F
k · Ar(q ,ω) = 0, (E3)
we see that the momentum-relaxing kinetic equation (49) for
εS(θ ) is equivalent to the kinetic equation without relaxation
for εD(θ), in the presence of the vector potential AD(q ,ω)
and with modified frequency ξk = s

1+ iωτk

:
(cosθ − ξk)εD(θ )
+ cosθ
∫ pi
0
sinθ ′dθ ′
4pi
FS1 sinθ sinθ
′piεD(θ ′)
− e
mv∗F
k · AD(q ,ω)

=
1
qv∗F
Icol l(q ,ω). (E4)
Therefore, from this point on we can follow appendices C
and D, with a result formally equivalent to (23) upon substi-
tuting ξ with ζ= s

1+ iωτc +
i
ωτk

and further multiplied
by ωω+i/τk due to the definition (E2) of AD(q ,ω). The final
result is equation (51) quoted in the main text.
Appendix F: Derivation of Landau quasiparticle scattering
time
In a Fermi liquid, short-range quasiparticle residual inter-
actions at the Fermi surface are usually expressed in terms of
the symmetric and antisymmetric Landau parameters (A9).2
These quantities parametrize the bare interactions among
quasiparticles. The many-body polarization of the medium
renormalizes these interactions, producing renormalized
Landau parameters63,64
Ajl =
F jl
1+
F jl
2l+1
. (F1)
The quantities (F1) represent the scattering amplitudes be-
tween quasiparticles and can mediate Cooper pairing in
superconducting materials.63 They also enter into the Fermi
liquid collision time, due to phase-space limitation of quasi-
particle scattering,63–65 in accordance with
1
τqp(ω, T )
=
(m∗)3αu
12pi2ħh3

(ħhω)2 + (pikBT )2
®W (θ ,φ)
cos
 
θ
2
 ¸ ,
(F2)
where W (θ ,φ) is the transition probability governing in-
elastic scattering at the Fermi surface, and {θ ,φ} are the
angles between the Fermi momentum kF and the excita-
tion momentum q in 3D space. The brackets 〈〉 represent
an average over the solid angle in momentum space. In
s-p approximation,63,65 we consider short-range quasipar-
ticle interactions only in the angular channels l = {0,1},
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FIG. 16. Fermi-liquid quasiparticle collision time τF L(ω, T ) [s] as
a function of frequency ω normalized to the plasma frequency ωp,
according to equation (F8). The red curve is for T = 300K and the
purple curve is for T = 1K . Dashed curves are for FS1 = 2 and solid
curves for FS1 = 20. We assume the following material parameters:
renormalized Fermi velocity
v∗F
c = 10
−3; Landau parameters FS0 =
FA0 = F
A
1 = 0. The resulting plasma frequency is ħhωp = 19.09 eV .
comprising both symmetric and antisymmetric parts. Then,
the angular average in equation (F2) is performed on the
transition probability
W (θ ,φ) =
pi
4ħh [AS(θ ,φ) + At(θ ,φ)]
2 +
pi
2ħh [At(θ ,φ)]
2 ,
(F3)
where
AS(θ ,φ) =
1
N el0 (0)

(AS0 − 3AA0) + (AS1 − 3AA1 cosθ )

(F4)
and
At(θ ,φ) =
1
N el0 (0)

(AS0 + A
A
0) + (A
S
1 + A
A
1 cosθ )

cosφ
(F5)
are the scattering amplitudes for singlet and triplet state,
respectively.63,65 Averaging over the angular coordinates θ
and φ gives®
W (θ ,φ)
cos θ2
¸
=
∫
sinθdθdφ
4pi
W (θ ,φ)
cos θ2
=
= 12(λt)
2 pi
5ħh5
(m∗)3E∗F
, (F6)
where 12(λt)2 contains contributions from the Landau in-
teraction parameters

AS0,A
A
0,A
S
1,A
A
1
	
with numerical coeffi-
cients, in accordance with equation (B.7) of reference.63 In
evaluating the quasiparticle collision time (F2) we have to
consider that Fermi-liquid quasiparticles cannot scatter on
an energy scale larger than the Fermi energy EF . This sets a
lower bound for the scattering time
τmin =
ħh
EF
. (F7)
Inserting equation (F6) into equation (F2) finally yields a
quadratic energy-temperature dependence of the collision
time,63,77
τF L(ω, T ) = τqp(ω, T )
=

pi
ħhE∗F
(λt)
2

(ħhω)2 + (pikBT )2
−1
, (F8)
where ħhω is the excitation frequency, kBT is the thermal
energy at temperature T , EF∗ =

ħh2(kF )2

/(2m∗) is the
renormalized Fermi level, and (λt)2 stems from the angular
integration of the scattering probability and depends on the
Landau parameters

FSl , F
A
l
	
. When we retain only FS0 and
FS1 in the spherical harmonics expansion of the quasiparticle
short-ranged interactions, (λt)2 becomes
(λt)
2 =
1
12

7
24
(AS1)
2 +
5
8
(AS0)
2 − 5
12
AS0A
S
1

. (F9)
From equations (F8) and (F9), we see that the collisionless
limit τF L → +∞ is reached only when both ω = 0 and
T = 0, or (λt)2 = 0 which implies

FS0 , F
S
1
	
= 0 that is the
noninteracting Fermi gas limit. Figure 16 shows the Fermi-
liquid scattering time (F8) in s-p approximation as a function
of frequencyω, at temperatures T = 300K and T = 1K and
for the following material parameters: renormalized Fermi
velocity
v∗F
c = 10
−3; first Landau parameters FS1 = {2, 20};
other Landau parameters FS0 = F
A
0 = F
A
1 = 0.
Appendix G: Electron-phonon collision time for Debye
phonon spectrum
A relaxation time approximation for the Boltzmann
equation is justified for acoustic phonon scattering.103 In the
following, we derive simple expressions for the electronic
relaxation rate due to acoustic phonons from many-body
theory.
The self-energy of electrons due to one-phonon exchange
processes satisfies
Σ(k, iωn) = −kBTV
∑
q ,iΩn
Ve−ph(q , iΩn)G (k − q , iωn − iΩn),
(G1)
where G (k, iωn) is the Matsubara form of the electron prop-
agator G (k,τ) = − 
Tτ ck(τ)c†k(0) with ck , c†k electronic
field operators.58,65,66 The electron-phonon interaction po-
tential Ve−ph(q , iΩn) is
Ve−ph(q , iΩn) = |gλ(q)|2Dλ(q , iΩn). (G2)
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In equation (G2), Dλ(q , iΩn) is the Matsubara form of the
phonon propagator Dλ(q ,τ) = −
¬Tτ Bq ,λ(τ)B†q ,λ(0)¶ for
branch λ, and gλ(q) is the electron-phonon vertex. We also
defined the linear combination B†q ,λ = b
†
λ
(q) + bλ(−q) of
the phonon field operators bλ(q), bλ(q).
We assume the free fermion propagator
G 0(k, iωn) = 1iωn − ξk (G3)
and the free phonon propagator
D0λ(q , iΩn) = 1iΩn −ωλ(q) −
1
iΩn +ωλ(q)
. (G4)
Inserting equations (G3) and (G4) into equation (G1), we
obtain
Σ(k, iωn) = −kBTV
∑
q ,λ
|gλ(q)|2
·∑
iΩn

1
iΩn −ωλ(q) −
1
iΩn +ωλ(q)

1
iωn − iΩn − ξk−q .
(G5)
We use the property of the Matsubara sum whereby
kBT
∑
iνm
F(iνm), with F(iνm) function of Matsubara fre-
quencies, gives the sum of the residues of fBE(z)F(z) for
bosons, and of − fFD(z)F(z) for fermions, at the poles
of F(z) : z ∈ C, if lim|z|→+∞ fBE(z)F(z) = 0, and
lim|z|→+∞− fFD(z)F(z) = 0, respectively. This gives
Σ(k, iωn) = − 1V
∑
q ,λ
|gλ(q)|2
·
 − fBE [ωλ(q)]
iωn −ωλ(q)− ξk−q −
− fBE [−ωλ(q)]
iωn +ωλ(q)− ξk−q
+ fBE(iωn − ξk−q )
·

1
iωn − ξk−q −ωλ(q) −
1
iωn − ξk−q +ωλ(q)

. (G6)
Using fBE(−ω) = 1− fBE(ω), fBE(iωn−ξ) = − fFD(−ξ), and
fFD(−ξ) = 1− fFD(ξ), we have
Σ(k, iωn) = − 1V
∑
q ,λ
|gλ(q)|2
·

fFD(−ξk−q ) + fBE [ωλ(q)]
iωn −ωλ(q)− ξk−q
+
fFD(ξk−q ) + fBE [ωλ(q)]
iωn +ωλ(q)− ξk−q

. (G7)
We now overlook any anisotropy in the electron-phonon
matrix element gλ(q) ≡ g [ωλ(q)], which allows us to
pass from the sum over momenta q in equation (G7) to
an integral over energy Ω, making use of the phonon
density of states (PDOS) per unit volume Nph(Ω) =
1
V
∑
q ,λδ [Ω−ωλ(q)]. We identify the electron-phonon
spectral function with the product of the electron-phonon
matrix element times the PDOS,
α2F(Ω) = |g(Ω)|2 Nph(Ω). (G8)
With the definition (G8), equation (G7) becomes
Σ(k, iωn) = −
∫ +∞
−∞
dΩα2F(Ω)
·

fFD(−ξk−q ) + fBE [ωλ(q)]
iωn −ωλ(q)− ξk−q
+
fFD(ξk−q ) + fBE [ωλ(q)]
iωn +ωλ(q)− ξk−q

. (G9)
We can achieve a momentum-independent self-energy with
an appropriate average of equation (G7) over momenta k:
〈Σ(iωn)〉k =
∫ +∞
−∞
dξN el0 (ξk)Σ(k, iωn) =
−
∫ +∞
−∞
dΩα2F(Ω)
∫ +∞
−∞
dξN el0 (ξ)
·
§
fFD(−ξ) + fBE [ωλ(q)]
iωn −ωλ(q)− ξ +
fFD(ξ) + fBE [ωλ(q)]
iωn +ωλ(q)− ξ
ª
,
(G10)
where we have used the electron density of states N el0 (E) =
1
V
∑
kδ (E − ξk). In the following, we assume a constant
density of states within a bandwidth W much larger than
any other energy scale of the problem. Formally,
N el0 (ξ) =
¨
N el0 (0), |ξ|<W ,
0, |ξ|>W (G11)
If we are interested in the energy and temperature depen-
dence of the scattering rate due to electron-boson interac-
tions, we can use the identity Im

1
x+i0+
	
= −piδ(x) to find
the imaginary part of the momentum-averaged self-energy
(G10). The integral over the quasiparticle energies ξ is
convergent in the limit W → +∞. Employing the sym-
metries α2F(−Ω) = −α2F(Ω), fFD(−ε) = 1 − fFD(ε), and
fBE(−Ω) = −1− fBE(Ω), we obtain
− Im 〈Σ(ω)〉k = −piN el0 (0)
∫ +∞
0
dΩα2F(Ω)
· [ fFD(Ω−ω) + fFD(Ω+ω) + 2 fBE(Ω)] . (G12)
It is customary to define the strength of the electron-phonon
coupling by a coupling constant, which descends from equa-
tion (G10):
λ=
dRe 〈Σ(iωn)〉k
dω

ω=0,T=0
= 2
∫ +∞
0
dΩ
Ω
α2F(Ω), (G13)
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where in the last step we employed the property
α2F(−Ω) = −α2F(Ω).
In the following, we consider the simple case of an acoustic
phonon spectrum, characterized by the dispersion relation
ωλ(q) = vaq where va is the acoustic phonon sound velocity.
Given a density of lattice ions nions, the Debye energy is then
ħhωD = ħh
 
6pi2nions
 1
3 va.
100 The density of states for such
acoustic phonon spectrum is then
ND(E) =
3E2
2(va)3pi3
Θ(ħhωD − E) (G14)
with Θ(x) Heavyside step function. Assuming a constant
electron-phonon matrix element g(Ω)≡ ga ∀Ω, we can write
the electron-phonon spectral function (G8) of the acoustic
spectrum as
α2Fa(Ω) = λ
Ω2
(ħhωD)2
Θ(ħhωD −Ω), (G15)
where λ = 32 |ga|2 6pi
2nions
ħhωD . Inserting the Debye-spectrum
electron-phonon spectral function (G15) into equation
(G12), we obtain the imaginary part of the self-energy due
to exchange of acoustic phonons
− Im 〈Σ(iωn)〉k = piλħhωDS

ω
ħhωD
,
kBT
ħhωD

, (G16)
where we have defined the function
S (x , t) = t3
∫ 1
t
0
duu2

1
eu− xt + 1
+
1
eu+
x
t + 1
+
2
eu − 1

, (G17)
which possesses an analytical solution in terms of polylog-
arithms. For t  1, we have t−1 → 0 and we can expand
the integrand in equation (G17) in powers of u: this gives
2u+o(u3), from which limt→+∞S (x , t) = t. Hence we can
write
− Im 〈Σ(ω)〉k = piλkBT : kBTħhωD  1. (G18)
Consider now the opposite limit t → 0. We can focus on
x > 0 since the function S (−x , t) = S (x , t) ∀x . The first
term in brackets in equation (G17) becomes the step function
lim
t→0 e
u− xt + 1 =
¨
1, u< xt
0, u> xt
,
which cuts the superior limit of the integral in equation (G17)
to min
 
1
t ,
x
t

. The second term in the integrand vanishes
and the third one is negligible in the limit t → 0 due to
the t3 prefactor in equation (G17). All in all, we obtain
limt→0S (x , t) = min
 |x |3 , 1, so that
− Im 〈Σ(ω)〉k = piλħhωD min
 ωħhωD
3 , 1
:
kBT
ħhωD
→ 0. (G19)
To calculate the real part of the momentum-averaged self-
energy 〈Σ(ω)〉k , we can employ the Kramers-Kronig trans-
formation on equation (G10) with the electronic DOS (G11).
We must keepW < +∞ until the very end of the calculation
to ensure the convergence of the ξ integral. We have
Re 〈Σ(ω)〉k = −
∫ +∞
0
dΩα2F(Ω)
·
∫
P
W
−W
dξ

fFD(−ξ) + fBE(Ω)
ω−Ω− ξ
+
fFD(ξ) + fBE(Ω)
ω+Ω− ξ

(G20)
where the symbol
∫
P denotes the Cauchy principal value of
the integral. Equation (G20) splits into Re 〈Σ(ω)〉k = A+ B,
depending on fBE(Ω) and fFD(ξ) respectively. Integrating
the former term gives
A= −
∫ +∞
0
dΩα2F(Ω)
·
∫
P
W
−W
dξ

fBE(Ω)
ω−Ω− ξ +
fBE(Ω)
ω+Ω− ξ

=
∫ +∞
0
dΩα2F(Ω) fBE(Ω) ln
 (W +ω)2 −Ω2(W −ω)2 −Ω2
 (G21)
so that limW→+∞ A= 0. In that limit, we are left with term
B, which is
Re 〈Σ(ω)〉k = −
∫ +∞
0
dΩα2F(Ω)
·
∫
P
W
−W
dξ

fFD(−ξ)
ω−Ω− ξ +
fFD(ξ)
ω+Ω− ξ

= −
∫ +∞
0
dΩα2F(Ω)
∫
P
W+ω
−W+ω
dε
fFD(ε−ω)
ε−Ω
+
∫
P
W−ω
−W−ω
dε
fFD(ε+ω)
−ε+Ω

(G22)
In the limit W  |ω| ∀ω, up to errors of order |ω|/W we
have
Re 〈Σ(ω)〉k = −
∫ +∞
0
dΩα2F(Ω)
·
∫
P
W
−W
dε
fFD(ε−ω)− fFD(ε+ω)
ε−Ω + o
 |ω|
W

. (G23)
Now the integrand over ε in equation (G23) is explicitly cut
by the Fermi-Dirac distributions to the range of ± (ω+α),
where α is a few times the thermal energy kBT . This allows
us to safely take the limit W → +∞. Further using the
40
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FIG. 17. Normalized momentum-averaged self-energy 〈Σ(ω)〉k
as a function of normalized temperature kBT/(ħhωD)for scattering
off acoustic phonons. The blue, red, gold and green curves are
calculated at frequency ω/ωD = {0, 0.5,1,10} respectively. Solid
lines in panel (a) show the real part of the self-energy according
to equation (G27), with dashed lines indicating the corresponding
high-temperature expansion (G29). Solid lines in panel (b) show
the imaginary part of the self-energy from equation (G16). The
gray dashed line is kBT/(ħhωD).
Matsubara representation of the Fermi-Dirac distribution,
we have
Re 〈Σ(ω)〉k = −
∫ +∞
0
dΩα2F(Ω)
·
∫
P
∞
−∞
dε
fFD(ε−ω)− fFD(ε+ω)
ε−Ω+ i0+
= −
∫ +∞
0
dΩα2F(Ω)
·Re
(
kBT
∑
iωn
∫ +∞
−∞
dε

1
iωn − ε+ω
− 1
iωn − ε−ω

1
ε−Ω+ i0+
ª
(G24)
The integral over ε in equation (G24) can be solved by the
residues theorem, by closing the contour on the lower half
of the complex plane, thus enclosing the pole at ε = Ω− i0+.
This yields∫ +∞
−∞
dε

1
iωn − ε+ω −
1
iωn − ε−ω

1
ε−Ω+ i0+
= 2piiΘ(ωn)
2ω
(iωn − ε)2 −ω2 (G25)
The remaining Matsubara sum in equation (G24) is conver-
gent and can be written in terms of the Digamma function,
ψ(z) = limM→+∞

lnM −∑Mn=0 1n+z . The final result is
Re 〈Σ(ω)〉k = −
∫ +∞
0
dΩα2F(Ω)
·Re

ψ

1
2
− i ω−Ω
2pikBT

−ψ

1
2
+ i
ω+Ω
2pikBT

. (G26)
The result (G26) applies to any isotropic phonon spectrum
α2F(Ω). Specializing the calculation to the acoustic phonon
spectrum (G15) yields
Re 〈Σ(ω)〉k = −λħhωDR

ω
ħhωD
,
kBT
ħhωD

(G27)
where we defined the function
R(x , t) =
∫ 1
0
duu2
·Re

ψ

1
2
− i x − u
2pit

−ψ

1
2
+ i
x + u
2pit

(G28)
The numerical solution of equations (G27) and (G28) gives
the desired real part of the self-energy as a function of energy
and temperature. In the high-temperature limit T → +∞,
equations (G27) and (G28) simplify to
Re 〈Σ(ω)〉k = −λħhω
ħhωD
kBT
2
ψ′′

1
2

≈ 16.83λħhω
ħhωD
kBT
2
. (G29)
Figure 17 shows the real and imaginary parts of the acoustic-
phonons self-energy as a function of normalized temperature
kBT/(ħhωD), calculated at different frequencies according to
equations (G18) and (G27), with dashed lines indicating
the high-temperature expansion (G29) for Re 〈Σ(ω)〉k .
The scattering rate of electrons due to the exchange of
acoustic phonons satisfies
τe−ph(ω, T )
−1
= −2Z(T )Im 〈Σ(ω)〉k (G30)
where the quasiparticle spectral weight is defined as
[Z(T )]−1 = 1− ∂ Re 〈Σ(ω)〉k
∂ω

ω=0
. (G31)
For the acoustic phonon spectrum, utilizing equation (G27)
and calculating the limit
lim
x→0
1
ħhωD
Re
§
ψ

1
2
− i x − u
kBT

−ψ

1
2
+ i
x + u
kBT
ª
=
1
ħhωD
Im

ψ′
 
1
2 + i
u
2pit
	
pit
, (G32)
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FIG. 18. (a) Quasiparticle weight for acoustic-phonon scattering
as a function of normalized temperature kBT/(ħhωD), according
to equation (G33). Blue, red and gold curves show the results for
electron-phonon coupling constants λ= {0.1, 0.5,1}, respectively.
(b) Electron-phonon collision time τe−ph(ω, T ) (s) as a function of
frequency ω normalized to the plasma frequency ωp, stemming
from equation (G36), for an electron-phonon coupling constant
λ= 0.1. The blue, purple and red lines correspond to the results
at temperatures T = {1, 30, 300} K, respectively.
where ψ′(z) is the first derivative of the Digamma function,
we have
[Z(T )]−1 = 1− λħhωD
pikBT
Q

kBT
ħhωD

, (G33)
where we have defined the function
Q(t) =
∫ 1
0
duu2Im
§
ψ′

1
2
+ i
u
2pit
ª
. (G34)
At zero temperature, we have limt→0Q(t) = −1, so that we
retrieve
[Z(0)]−1 = 1+λ, (G35)
which holds at T = 0 for any spectrum of bosons exchanged
by electrons. Inserting equations (G31), (G32) and (G16)
into equation (G30), we obtain an explicit expression for
the scattering rate due to acoustic phonon exchange:
1
τe−ph(ω, T )
=
=
2
1− λħhωDpikBTQ

kBT
ħhωD
piλħhωDS  ωħhωD , kBTħhωD

. (G36)
Figure 18(a) illustrates the temperature evolution of the
quasiparticle weight (G33): blue, red and gold curves
show the results for electron-phonon coupling constants
λ = {0.1, 0.5,1}, respectively. Figure 18(b) shows the
electron-phonon collision time τe−ph(ω, T) (s) as a func-
tion of frequency ω normalized to the plasma frequency ωp,
resulting from equation (G36), for an electron-phonon cou-
pling constant λ = 0.1 and at temperatures T = {1,30, 300}
K.
Appendix H: Momentum-relaxation dependence of the skin
depth for the Fermi liquid
The ratio between the Drude skin depth δs and the mean
free path lMFP is
δs
lMFP
=
c
v∗F
√√√ 2
ω(ωp)2(τk)3
, (H1)
from equations (80) and (48). Therefore, such ratio
depends on the momentum-relaxation time τk at a given
frequency ω. According to Reuter-Sondheimer theory, such
ratio determines the crossover from local electrodynamics
to anomalous skin effect – see equation (97).
Figure 19 shows the ratio δs/lMFP as a function of fre-
quency ω normalized to the plasma frequency ωp, for a
momentum-relaxation time τk = τc/αU resulting from Umk-
lapp processes, according to section F, and acoustic phonons,
in accordance with section G. The parameters used are: elec-
tron density n = 1029 cm−3, Umklapp efficiency αU = 0.5,
Debye temperature TD = 500 K, electron-phonon coupling
constant λ= 0.1, zero-order Landau parameter FS0 = 1 (its
inclusion does not qualitatively modify the results). The
different curves in all panels refer to first symmetric Landau
parameter FS1 = {1, 5,10, 20}. In the green-coloured region
δs < lMFP , so the electrodynamic response is nonlocal giv-
ing anomalous skin effect, while in the blue-coloured region
δs > lMFP and local electrodynamics is at play, yielding nor-
mal skin effect. The gray dashed line marks the condition
δs = lMFP . Panels (a) and (b) neglect the phonon contribu-
tion, and only consider Umklapp processes at T = 300 K and
T = 1 K respectively: in both cases, there is an extended
frequency window in which δs  lMFP . Upon adding the
contribution from acoustic phonons, we obtain panel (c) and
(d) at T = 300 K and T = 1 K respectively: we see that typ-
ically δslMFP § 1 at all frequencies for the room-temperature
case, so that electrodynamics is local and normal skin effect
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FIG. 19. Ratio between the Ohmic skin depth δs and the re-
laxational mean free path lMFP as a function of frequency ω nor-
malized to the plasma frequency ωp. Common parameters to all
panels are: electron density n = 1029 cm−3, zero-order Landau
parameter FS0 = 1. Different curves in all panels refer to first
Landau parameter FS1 = {1,5, 10,20}. Panels (a) and (b) only
consider Umklapp scattering giving a momentum-relaxation time
τk = τc/αU with Umklapp efficiency αU = 0.5 (see section F), at
T = 300 K and T = 1 K respectively. Panels (c) and (d) include
the additional contribution of acoustic phonons (see section G)
with Debye temperature TD = 500 K and electron-phonon coupling
constant λ= 0.1, at T = 300 K and T = 1 K respectively.
occurs; in the low-temperature calculation, there is a low-
frequency range in which δslMFP  1, where anomalous skin
effect develops.
The analysis here outlined is further modified by the inclu-
sion of the collision time τc: new regimes arise for the skin
depth, as discussed in section IX B 3.
Appendix I: Surface impedance in the high-frequency
propagating shear regime
The high-frequency surface impedance for the propagat-
ing shear regime stems from the real-space electric field
profile E(z,ω) that results from inserting equation (57a)
into the expression (115), and Fourier-transforming back to
real space according to
E(z,ω) =
1
pi
∂ E(z,ω)
∂ z

z=0+
·
∫ +∞
−∞
dq
ω2c2
1− (ωp)2
ω2 + i ωτk + i

ω+ iτk

ν˜(ω)q2

−1
=
1
pi
∂ E(z,ω)
∂ z

z=0+
c
ωp
·
∫ +∞
−∞
dz

ω2
(ωp)2
− 1
A+ Bz2
−1
, (I1)
where the variables A and B are given by equation (100) and
the integration variable is (99). Performing the momentum
integration in equation (I1), one obtains a lengthy analytic
expression for E(z,ω) in terms of A and B, which translates
into the surface impedance by the means of equation (84).
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FIG. 20. Inverse surface resistance Re {Z(ω)}−1 as a function of
ωτk for a 3D Fermi liquid in the high-frequency regime, according
to equations (I1) and (84), at frequency ω= 2ωp, renormalized
Fermi velocity v∗F = 10
−3c, and first Landau parameter FS1 = 20.
The blue and red solid curves refer to ωpτc = {0.01,100} respec-
tively. The dashed gray curve is the Drude calculation from equation
(92).
Figure 20 illustrates the comparison of the inverse surface
resistance stemming from equation (I1) with the Drude sur-
face resistance (114): the two curves for Re {Z(ω)}−1 are vi-
sually indistinguishable, which shows that spatial nonlocality
due to shear-mode propagation gives negligible corrections
to the surface reactance for ω > ωp. Hence, we conclude
that suitable conditions to observe the propagation of the
shear-polariton in Z(ω) are ωωp and ω> v∗FRe {q}, as
described in section IX B 3.
1 P. Nozieres and D. Pines, Theory Of Quantum Liquids, Advanced
Books Classics Series (Westview Press, 1999).
2 A. A. Abrikosov and I. M. Khalatnikov, Rep. Prog. Phys. 22, 329
43
(1959).
3 I. V. Tokatly and O. Pankratov, Phys. Rev. B 62, 2759 (2000).
4 L. Landau and E. Lifshitz, Statistical Physics, Course of theoreti-
cal physics No. v. 5 (Elsevier Science, 2013).
5 Y. Maeno, K. Yoshida, H. Hashimoto, S. Nishizaki, S.-i. Ikeda,
M. Nohara, T. Fujita, A. Mackenzie, N. Hussey, J. Bednorz, and
F. Lichtenberg, Journal of the Physical Society of Japan 66,
1405 (1997).
6 C. Bergemann, A. P. Mackenzie, S. R. Julian, D. Forsythe, and
E. Ohmichi, Adv. Phys. 52, 639 (2003).
7 D. Stricker, J. Mravlje, C. Berthod, R. Fittipaldi, A. Vecchione,
A. Georges, and D. van der Marel, Phys. Rev. Lett. 113, 087404
(2014).
8 A. Tytarenko, Y. Huang, A. De Visser, S. Johnston, and
E. Van Heumen, Scientific reports 5, 12421 (2015).
9 S. Conti and G. Vignale, Phys. Rev. B 60, 7966 (1999).
10 A. Principi, G. Vignale, M. Carrega, and M. Polini, Phys. Rev. B
93, 125410 (2016).
11 B. Bradlyn, M. Goldstein, and N. Read, Phys. Rev. B 86, 245309
(2012).
12 L. D. Landau, Soviet Phys. JETP 5, 101 (1957).
13 L. Landau, E. Lifshitz, A. Kosevich, and L. Pitaevski˘ı, Theory
of Elasticity, Course of theoretical physics No. v. 7 (Elsevier
Science, 2012).
14 J. M. Link, D. E. Sheehy, B. N. Narozhny, and J. Schmalian,
Phys. Rev. B 98, 195103 (2018).
15 G. Giuliani and G. Vignale, Quantum Theory of the Electron
Liquid (Cambridge University Press, Cambridge, 2005).
16 A. J. Schofield, Contemp. Phys. 40, 95 (1999).
17 J. Zaanen, Y. Liu, Y.-W. Sun, and K. Schalm, Holographic du-
ality in condensed matter physics (Cambridge University Press,
Cambridge, 2015).
18 A. Lucas and S. Das Sarma, Phys. Rev. B 97, 245128 (2018).
19 A. V. Andreev, S. A. Kivelson, and B. Spivak, Phys. Rev. Lett.
106, 256804 (2011).
20 U. Briskot, M. Schütt, I. V. Gornyi, M. Titov, B. N. Narozhny,
and A. D. Mirlin, Phys. Rev. B 92, 115426 (2015).
21 L. Levitov and G. Falkovich, Nature Physics 12, 672 (2016).
22 B. N. Narozhny, I. V. Gornyi, A. D. Mirlin, and J. Schmalian,
Ann. Phys.-Berlin , 1700043 (2017).
23 B. N. Narozhny, Ann. Phys.-New York 411, 167979 (2019).
24 P. J. Moll, P. Kushwaha, N. Nandi, B. Schmidt, and A. P. Macken-
zie, Science 351, 1061 (2016).
25 C. Q. Cook and A. Lucas, Phys. Rev. B 99, 235148 (2019).
26 E. V. Gorbar, V. A. Miransky, I. A. Shovkovy, and P. O. Sukhachov,
Phys. Rev. B 97, 205119 (2018).
27 E. V. Gorbar, V. A. Miransky, I. A. Shovkovy, and P. O. Sukhachov,
Phys. Rev. B 99, 155120 (2019).
28 L. W. Molenkamp and M. J. M. de Jong, Phys. Rev. B 49, 5038
(1994).
29 M. J. M. de Jong and L. W. Molenkamp, Phys. Rev. B 51, 13389
(1995).
30 A. Lucas and S. A. Hartnoll, Proc. Natl. Acad. Sci. USA 114,
11344 (2017).
31 J. Crossno, J. K. Shi, K. Wang, X. Liu, A. Harzheim, A. Lucas,
S. Sachdev, P. Kim, T. Taniguchi, K. Watanabe, et al., Science
351, 1058 (2016).
32 R. Krishna Kumar, D. Bandurin, F. Pellegrino, Y. Cao, A. Prin-
cipi, H. Guo, G. Auton, M. B. Shalom, L. A. Ponomarenko,
G. Falkovich, K. Watanabe, T. Taniguchi, I. V. Grigorieva, L. Lev-
itov, M. Polini, and A. Geim, Nat. Phys. (2017).
33 L. Ella, A. Rozen, J. Birkbeck, M. Ben-Shalom, D. Perello, J. Zul-
tak, T. Taniguchi, K. Watanabe, A. K. Geim, S. Ilani, and J. A.
Sulpizio, Nat. Nanotechnol. , 1 (2019).
34 A. P. Mackenzie, Rep. Prog. Phys. 80, 032501 (2017).
35 N. Nandi, T. Scaffidi, P. Kushwaha, S. Khim, M. E. Barber,
V. Sunko, F. Mazzola, P. D. King, H. Rosner, P. J. Moll, M. König,
J. Moore, S. Hartnoll, and A. Mackenzie, npj Quantum Mater.
3, 66 (2018).
36 J. Gooth, F. Menges, N. Kumar, V. Süβ , C. Shekhar, Y. Sun,
U. Drechsler, R. Zierold, C. Felser, and B. Gotsmann, Nat.
Comm. 9 (2018).
37 A. Jaoui, B. Fauqué, C. W. Rischau, A. Subedi, C. Fu, J. Gooth,
N. Kumar, V. Süß, D. L. Maslov, C. Felser, and K. Behnia, npj
Quantum Mate. 3, 64 (2018).
38 C. Fu, T. Scaffidi, J. Waissman, Y. Sun, R. Saha, S. J. Watzman,
A. K. Srivastava, G. Li, W. Schnelle, P. Werner, M. E. Kamminga,
S. Sachdev, S. S. P. Parkin, S. A. Hartnoll, C. Felser, and J. Gooth,
arXiv:1802.09468 (2018).
39 M. J. Lea, A. R. Birks, P. M. Lee, and E. R. Dobbs, J. Phys. C:
Solid State 6, L226 (1973).
40 P. R. Roach and J. B. Ketterson, Phys. Rev. Lett. 36, 736 (1976).
41 V. P. Silin, Sov. Phys. JETP-USSR 6, 387 (1958).
42 V. Silin, Sov. Phys. JETP-USSR 6, 985 (1958).
43 A. J. Beekman, J. Nissinen, K. Wu, and J. Zaanen, Phys. Rev. B
96, 165115 (2017).
44 D. Forcella, C. Prada, and R. Carminati, Phys. Rev. Lett. 118,
134301 (2017).
45 J. D. Jackson, Classical Electrodynamics (John Wiley and Sons,
Hoboken, NJ, 1962).
46 M. Dressel and G. Grüner, Electrodynamics of Solids (Cambridge
University Press, Cambridge, 2002).
47 E. H. Sondheimer, Ad. Phys. 50 (2001),
10.1080/00018730152707225.
48 L. S. Levitov, A. V. Shtyk, and M. V. Feigelman, Phys. Rev. B 88,
235403 (2013).
49 Z. Sun, D. N. Basov, and M. M. Fogler, Proc. Natl. Acad. Sci.
USA 115, 3285 (2018).
50 J. M. Link, P. P. Orth, D. E. Sheehy, and J. Schmalian, Phys. Rev.
B 93, 235447 (2016).
51 L. V. Delacrétaz, B. Goutéraux, S. A. Hartnoll, and A. Karlsson,
Phys. Rev. B 96, 195128 (2017).
52 G. A. Inkof, J. M. Küppers, J. M. Link, B. Goutéraux, and
J. Schmalian, arXiv:1907.05744 (2019).
53 V. G. Veselago, Sov. Phys. Uspekhi 10, 509 (1968).
54 D. Forcella, J. Zaanen, D. Valentinis, and D. van der Marel,
Phys. Rev. B 90, 456 (2014).
55 V. Veselago, L. Braginsky, V. Shklover, and C. Hafner, J. Comput.
Theor. Nanos. 3, 189 (2006).
56 I. M. Khalatnikov and A. A. Abrikosov, Sov. Phys. JETP-USSR 6,
84 (1958).
57 N. Dupuis, “Notes on the many-body problem - Fermi-liquid
theory,” (2011).
58 C. Berthod, Spectroscopic Probes of Quantum Matter, 2053-2563
(IOP Publishing, 2018).
59 In the hydrodynamic/collisional regime ωτc  1, the trans-
verse collective mode is damped, i.e. it has a complex sound
velocity s = ωqv∗F ∈ C with equal real and imaginary parts.39
In such conditions, the transverse mode is called relaxational
mode in part of the literature, distinguishing this regime from
the one of propagating transverse sound. Other references em-
ploy the label damped transverse sound in referring to damped
transverse waves in the collisional regime. In this paper, we
will employ the nomenclature relaxational mode and damped
transverse sound as synonyms, meaning a transverse collective
mode satisfying equation (8) in the regime ωτc  1. Generic
solutions of equation (8), without specifying whether we are
44
in collisional/collisionless regime, will be named shear mode
or transverse sound in this paper.
60 In this document we will refer to real solutions of equation (8)
in the collisionless limit ωτc → +∞ as transverse zero sound
or propagating shear.
61 R. Dobbs, Helium three, 108 (Oxford University Press, Oxford,
2000).
62 G. A. Brooker, P. Phys. Soc. 90, 397 (1967).
63 D. van der Marel, J. L. M. van Mechelen, and I. I. Mazin, Phys.
Rev. B 84, 205111 (2011).
64 P. Coleman, Introduction to many-body physics (Cambridge Uni-
versity Press, Cambridge, 2015).
65 G. D. Mahan, Many-particle physics (Springer US, New York,
2000).
66 H. Bruus and K. Flensberg, Many-body quantum theory in con-
densed matter physics: an introduction (Oxford University Press,
Oxford, 2004).
67 K. Bedell and C. J. Pethick, J. Low Temp. Phys. 49, 213 (1982).
68 M. Baggioli, U. Gran, and M. Tornsö, arXiv preprint
arXiv:1912.07321 (2019).
69 P. Ledwith, H. Guo, A. Shytov, and L. Levitov, Phys. Rev. Lett.
123, 116601 (2019).
70 For electrons interacting with an ideal ionic Bravais lattice,
momentum is conserved only up to a reciprocal lattice vector:100
although the global momentum of electrons and the lattice
is conserved, the two individual momentum components for
electrons and lattice vibrations are not.
71 H. Pal, V. Yudson, and D. Maslov, Lith. J. Phys. 52 (2012).
72 D. L. Maslov and A. V. Chubukov, Rep. Prog. Phys. 80, 026503
(2017).
73 G. E. H. Reuter and E. H. Sondheimer, Proc. R. Soc. A 195
(1948), 10.1098/rspa.1948.0123.
74 R. N. Gurzhi, Sov. Phys. Uspekhi 11, 255 (1968).
75 P. S. Alekseev, Phys. Rev. Lett. 117, 166601 (2016).
76 T. Scaffidi, N. Nandi, B. Schmidt, A. P. Mackenzie, and J. E.
Moore, Phys. Rev. Lett. 118, 226601 (2017).
77 C. Berthod, J. Mravlje, X. Deng, R. Žitko, D. van der Marel,
and A. Georges, Phys. Rev. B 87, 115109 (2013).
78 W. E. Lawrence and J. W. Wilkins, Phys. Rev. B 7, 2317 (1973).
79 E. F. Venger and V. N. Piskovoi, Phys. Rev. B 70, 115107 (2004).
80 P. Halevi and R. Fuchs, J. Phys. C: Solid State 17, 3869 (1984).
81 K. Henneberger, Phys. Rev. Lett. 80, 2889 (1998).
82 B. Chen and D. F. Nelson, Phys. Rev. B 48, 15365 (1993).
83 P. Halevi, ed., Spatial dispersion in solids and plasmas, Electro-
magnetic waves ; 1 (North-Holland, Amsterdam, 1992).
84 G. H. Cocoletzi and W. L. Mochán, Surf. Sci. Rep. 57, 1 (2005).
85 A. R. Melnyk and M. J. Harrison, Phys. Rev. Lett. 21, 85 (1968).
86 A. R. Melnyk and M. J. Harrison, Phys. Rev. B 2, 835 (1970).
87 R. Fuchs and K. L. Kliewer, Phys. Rev. B 3, 2270 (1971).
88 L. Bocquet and J.-L. Barrat, Soft Matter 3, 685 (2007).
89 S. Pekar, Sov. Phys. JETP-USSR 6, 785 (1958).
90 C.-S. Ting, M. Frankel, and J. Birman, Solid State Commun.
17, 1285 (1975).
91 E. I. Kiselev and J. Schmalian, Phys. Rev. B 99, 035430 (2019).
92 A. B. Pippard, Proc. Roy. Soc. A 191 (1947).
93 A. B. Pippard, Proc. Roy. Soc. A 191, 385 (1947).
94 An exception to this is the transverse impedance in a neutral
Fermi liquid, which was analyzed in reference 104.
95 R. G. Chambers, Proc. Roy. Soc. A 215 (1952).
96 A. B. Pippard, Proc. Roy. Soc. A 191, 399 (1947).
97 D. Valentinis, J. Zaanen, and D. van der Marel, “Observing
the propagation of shear stress in strongly interacting metallic
Fermi-liquids,” Unpublished.
98 R. Dingle, Physica 19, 311 (1953).
99 R. B. Dingle, Physica 19, 1187 (1953).
100 N. W. Ashcroft and N. D. Mermin, Solid State Physics (Harcourt,
Fort Worth, 1976).
101 M. P. Gochan, H. Li, and K. S. Bedell, J. Phys. Commun. 3,
065008 (2019).
102 Y. Liao and V. Galitski, Phys. Rev. B 100, 060501 (2019).
103 A. Lavasani, D. Bulmash, and S. Das Sarma, Phys. Rev. B 99,
085104 (2019).
104 M. A. Shahzamanian and H. Yavary, Int. J. Mod. Phys. B 21,
2979 (2007).
