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We prove, using a theorem of W. Schmidt, that if the sequence of partial quo-
tients of the continued fraction expansion of a positive irrational real number takes
only two values, and begins with arbitrary long blocks which are ‘‘almost squares,’’
then this number is either quadratic or transcendental. This result applies
in particular to real numbers whose partial quotients form a Sturmian (or
quasi-Sturmian) sequence, or are given by the sequence (1+(NnaM mod 2))n \ 0, or
are a ‘‘repetitive’’ fixed point of a binary morphism satisfying some technical
conditions. © 2001 Elsevier Science
1. INTRODUCTION
It is generally believed that the partial quotients in the continued fraction
expansion of an algebraic real number of degree > 2 are ‘‘random.’’ In
particular it is conjectured that an irrational real number whose continued
fraction expansion has bounded partial quotients is either quadratic—in
which case the sequence of partial quotients is ultimately periodic—or
transcendental. (It seems that the question has been first asked by
Khintchine [35], see the quotation in [54].)
Although this conjecture seems quite out of reach, some particular cases
of it are known to be true, if the sequence of partial quotients has extra
properties [9, 40, 43]. In particular the third author proved the following
theorem [49].
Theorem 1 (Queffélec). Let a and b be two distinct positive integers, and
let (un)n \ 0 be the Thue–Morse sequence on the alphabet {a, b} (i.e., un=a if
the sum of the binary digits of n is even and un=b if the sum of the binary
digits of n is odd). Then the number x=[0, u0, u1, u2, ...] is transcendental.
One of the key ideas in the proof is the use of a theorem of Schmidt in
[53], which roughly says that an algebraic nonquadratic real number
cannot be approximated too closely by quadratic numbers. The methods in
Queffélec’s proof were inspired by a paper of the second author [23] (some
of the techniques of which were actually already given in [22]), where the
following result is proved.
Theorem 2 (Davison). Let a be a positive irrational number. Define
the sequence of integers (un)n \ 0 on {1, 2} by un=1+(NnaM mod 2). If the
continued fraction expansion of a has an infinite number of even-indexed
convergents that have even numerators, then the real number x(a) :=
[0, u0, u1, u2, ...] is transcendental.
In [23] the second author asks whether the condition ‘‘to have an
infinite number of even-indexed convergents that have even numerators’’ is
verified by almost all irrational numbers a. This question was answered
positively in [31]. Our main theorem below shows in particular that all
numbers x(a), for a irrational, are transcendental. Before stating our main
theorem we recall definitions and notations:
Definitions and Notations
— The block-complexity p of a finitely-valued sequence is defined by:
for all n \ 1, p(n) is the number of blocks of length n that occur in the
sequence.
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— A finitely-valued sequence is called quasi-Sturmian if it not ultima-
tely periodic, and if its block-complexity p has the property that there exist
two positive integers n0 and c such that p(n) [ n+c for n \ n0.
— A sequence (tn)n \ 0 is called Sturmian if and only if it satisfies, for
some irrational a ¥ (0, 1) and some real numberb, either tn=N(n+1) a+bM−
Nna+bM for all n \ 0 or tn=K(n+1) a+bL− Kna+bL for all n \ 0. (Here, as
usual, NyM and KyL denote the lower and upper integer parts of y.)
— If W is a word on a finite alphabet A, i.e., an element of the free
monoid generated by A for the concatenation, we denote by |W| its length,
i.e., the number of its letters.
— In the sequel morphism means homomorphism of the free monoid.
— If the partial quotients of a positive real number x are 0, a1, a2, ...,
we note as usual x=[0, a1, a2, ...]. We denote the convergents by pn/qn,
i.e., pn/qn :=[0, a1, ..., an].
Main Theorem. Let a and b be two distinct positive integers. Let u=
(un)n \ 0 be a sequence on {a, b}. Then the number y :=[0, u0, u1, u2, ...] is
transcendental if one of the following conditions holds:
• the sequence u is quasi-Sturmian. This is in particular the case if the
sequence u is obtained from a Sturmian sequence by replacing 0’s by a’s and
1’s by b’s.
• the sequence u is obtained from the sequence (1+(NnaM mod 2))n \ 0,
where a is any irrational number, by replacing 1’s by a’s and 2’s by b’s,
• the sequence u is a non-ultimately periodic fixed point of a (not neces-
sarily primitive) morphism, such that the frequencies of a and b in u exist,
and such that u begins in a square UU,
• the sequence u is a non-ultimately periodic fixed point of a (not neces-
sarily primitive) morphism of constant length, such that the frequencies of a
and b in u exist, and such that u begins with a word UV, where V is a prefix
of U, and either inf{a, b} \ 2 and |V| > 0.64803 |U|, or inf{a, b}=1 and
|V| \ 0.70 |U|.
2. A COMBINATORIAL CONSEQUENCE OF SCHMIDT’S
THEOREM
In this section we give a combinatorial condition on the continued frac-
tion expansion of an irrational number t which, via the nice theorem of
Schmidt in [53], implies the transcendence of t. This result is written
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‘‘between lines’’ in [23] and [49]. Before stating Schmidt’s theorem [53],
we first recall a definition.
Definition 1. Let t be a root of the minimal equation at2+bt+c=0,
with a, b, c ¥ Z, and gcd(|a|, |b|, |c|)=1. The height of t, denoted by H(t),
is defined by H(t)=max(|a|, |b|, |c|).
Theorem 3 (W. Schmidt). Let t be a real number in (0, 1). We suppose
that t is neither rational, nor quadratic irrational. If there exist a real number
B > 3, and infinitely many quadratic irrational numbers tk such that
|t−tk | < H(tk) −B
then t is transcendental.
We will need the following lemma on continued fraction expansions.
Lemma 1.
1. Let t ¥ (0, 1) be a number with periodic continued fraction expansion
t=[0, a1, a2, ..., ak, a1, a2, ..., ak, ...]
and convergents pn/qn. Then the (quadratic irrational) number t satisfies
H(t) [ qk.
2. If x, y ¥ (0, 1] have the same first k partial quotients a1a2 · · · ak
(hence the same first k convergents), then
|x−y| [
1
q2k
.
Proof.
1. We have t=[0, a1, a2, ..., ak,
1
t ]. Hence t=(
1
t pk+pk−1)/(
1
t qk+
qk−1), which gives
qk−1t2+t(qk−pk−1)−pk=0.
Since t ¥ (0, 1), we have pn [ qn for every n \ 1, hence, since the
sequence (qn)n \ 0 is nondecreasing,
H(t) [max(qk−1, |qk−pk−1 |, pk) [ qk.
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2. Since pk/qk=[0, a1, a2, ..., ak], we have, denoting by p
−
k+1/q
−
k+1
the next convergent of x and by p'k+1/q
'
k+1 the next convergent of y,
:x−pk
qk
: [ 1
qkq
−
k+1
[
1
q2k
and : y−pk
qk
: [ 1
qkq
'
k+1
[
1
q2k
.
Furthermore x−pk/qk and y−pk/qk have same sign and this sign depends
only on k. Hence
|x−y|=: : x−pk
qk
:− : y−pk
qk
: : [ 1
q2k
. L
Lemma 1 and Schmidt’s theorem will permit us to prove the following
result.
Theorem 4. Let t ¥ (0, 1) be an irrational number whose continued
fraction expansion t=[0, a1, a2, ..., an, ...] is not ultimately periodic. Let
pn/qn be the convergents of t. We suppose that, for an infinite number of k’s,
the sequence (an)n \ 1 begins with the word UkVk, where
• limkQ. |Uk |=+.,
• the word Vk is a prefix of Uk.
Let c=lim infkQ. (|Uk |+|Vk |)/|Uk |, let M=lim supkQ. q
1/|Uk|
|Uk| and m=
lim infkQ. q
1/|UkVk|
|UkVk| . If the inequality c >
3 logM
2 log m holds, then the number t is
transcendental.
Proof. Let tk have the periodic continued fraction expansion
tk=[0, a1, a2, ..., a|Uk|, a1, a2, ..., a|Uk|...].
Then, from assertion 1 in Lemma 1, we have H(tk) [ q|Uk|. Noting that the
continued fraction expansion of tk begins with [0, a1, a2, ..., a|Uk|,
a1, a2, ..., a|Vk|, ...], as does the continued fraction expansion of t, we obtain
from assertion 2 in Lemma 1,
|t−tk | [
1
q2|UkVk|
.
In order to apply Schmidt’s theorem, it suffices to prove that there exists
a real number B > 3, such that qB|Uk| < q
2
|UkVk|. In fact this will then give
|t−tk | [
1
q2|UkVk|
<
1
qB|Uk|
[H(tk) −B.
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Now, in order to prove the existence of such a B, it suffices to prove that
the inequality 3 log q|Uk| < 2 log q|UkVk| holds: we have
2 lim inf
kQ.
log q|UkVk|
log q|Uk|
=2 lim inf
kQ.
|UkVk |
|Uk |
log q|UkVk|
|UkVk |
|Uk |
log q|Uk|
\
2c log m
logM
> 3. L
3. A SEMIGROUP OF MATRICES
In this section we study a semigroup of matrices that was already studied
in [22]. The version we give here for the sake of completeness is slightly
different.
Definition 2. Let a and b be positive integers with b > a \ 1. Let A
and B be the 2×2 matrices given by
A=1a
1
1
0
2 B=1b
1
1
0
2 .
We denote by S(A, B) the semigroup under matrix multiplication gener-
ated by A and B. We also define
S+(A, B) :={X ¥S(A, B); det X=+1}
S −(A, B) :={X ¥S(A, B); det X=−1}.
Finally, we denote by FX the map defined by
if X=1a
c
b
d
2 ¥S(A, B), then FX(x)=dx+c
bx+a
.
Remark 1.
• We denote the trace of a matrix M by tr(M), its spectral radius by
r(M), and its L2-norm by ||M||. Note that for any real square matrix we
have ||M||=`r(M tM) . Hence, since the matrices A and B are symmetric,
we have ||A||=r(A) and ||B||=r(B).
• We have S(A, B)=S+(A, B) 2S −(A, B) (the determinant of
every matrix X in S(A, B) is equal to ±1).
• X ¥S+(A, B) if and only if X can be expressed as the product of
elements of a word on the alphabet {A, B} with even length \ 2.
• If X ¥S+(A, B), then X has two distinct real eigenvalues (a matrix
X ¥S+(A, B) necessarily satisfies tr(X) > 2).
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Remark 2.
• For any X ¥S+(A, B), the equation FX(x)=x has two distinct
solutions that we denote by xX and yX, with xX < yX. It is clear that, if
xX < x < yX, then x < FX(x) < yX, and if x > yX, then FX(x) < x.
• FMN=FM p FN, for anyM, N ¥S(A, B).
We now state the main theorem of this section.
Theorem 5. Let a and b be two integers with b > a \ 1. Let (un)n \ 1 be a
sequence with values in {a, b} such that limNQ. Ä{n ¥ {1, 2, ..., N},
un=a}/N=d. Let (qn)n \ −1 be the sequence defined by q−1 :=0, q0 :=1,
and for n \ 1, qn :=unqn−1+qn−2. Then, if A=(a1 10) and B=(b1 10), we have
if 0 [ d [ 1/2,
then r(AB)d r(B)1−2d [ lim inf
nQ.
q1/nn [ lim sup
nQ.
q1/nn [ r(A)d r(B)1−d,
and
if 1/2 [ d [ 1,
then r(AB)1−d r(A)2d−1 [ lim inf
nQ.
q1/nn [ lim sup
nQ.
q1/nn [ r(A)d r(B)1−d.
Before proving this theorem we need six lemmas describing properties of
the semigroup S(A, B).
Lemma 2. If X=(ac
b
d) ¥S(A, B), then the following inequalities hold
a \ b, a \ d, a+c \ b+d.
Proof. We write X as a word of length say n on the alphabet {A, B}.
The inequalities clearly hold if n=1, since then X=A or X=B. The
general case is proved by induction on n. L
Remark 3. In [22] a different result is proved, namely that the set T
of all 2×2 matrices X=(ac
b
d) with integer coefficients satisfying the condi-
tions detM=±1, a \max(b, c), min(b, c) > d \ 0, is a semigroup under
multiplication. Of course this semigroup contains the semigroup generated
by A and B. We will only need the inequality a \ d, but to prove it by
induction we needed either the semigroup T or Lemma 2 above.
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Lemma 3. Let X=(ac
b
d) ¥S(A, B) and M=(m1m3
m2
m4) ¥S
+(A, B). Sup-
pose that
(i) bxM+a < 0,
(ii) FX(xM) < yM.
Then tr(MX) > r(M) tr(X).
Proof. As noted, the matrix M has real distinct eigenvalues. It is easy
to see that
xM+yM=
m4−m1
m2
, xMyM=−
m3
m2
, and r(M)=m1+m2yM.
Now tr(X)=a+d, and tr(MX)=am1+bm3+cm2+dm4. Hence
tr(MX)−r(M) tr(X)=m2(bxM+a)(FX(xM)−yM) > 0. L
Lemma 4. We have the following inequalities
• xAB < xB < xA < xBA < 0 < yBA < yB < yA < yAB
• FB(xAB)=xBA
• xBA < FA(xAB) < 0
• xBA > −(a+b −1).
Proof. We have: xA=(−a− `a2+4 )/2, xB=(−b− `b2+4 )/2,
xAB=(−b− `b2+4b/a )/2, xBA=(−a− `a2+4a/b )/2.
— Since 1 [ a < b, we have xAB < xB < xA < xBA < 0.
— Similarly 0 < yBA < yB < yA < yAB. (Hint: to prove for example the
inequality yBA < yB, the reader can consider the function xQ
`x2+4x/b −x.)
— The equality FB(xAB)=xBA and the inequality xBA > −(a+b −1)
are straightforward.
— We have FA(xAB)=(a+xAB) −1 > (b+xAB) −1=xBA. Furthermore
a+xAB < a+xA=(a− `a2+4 )/2 < 0, hence FA(xAB)=(a+xAB) −1 < 0.
Lemma 5. For all X=(ac
b
d) ¥S −(A, B) we have
(i) bxAB+a < 0,
(ii) xBA [ FX(xAB) [ yAB.
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Proof. The proof is by induction on the (odd) length of X as a word on
the alphabet {A, B}.
— If X=A (resp. B), condition (i) reads xAB < −a (resp. xAB < −b)
which is true since
xAB=
−b− `b2+4b/a
2
< xB < −b < −a.
Now condition (ii) reads xBA [ FA(xAB) [ yAB (resp. xBA [ FB(xAB) [ yAB).
This is a consequence of Lemma 4 above which gives xBA < FA(xAB) <
0 < yAB (resp. FB(xAB)=xBA).
Suppose now that Xg=MX, where M ¥ {A2, B2, AB, BA}. Write M=
(m1m3
m2
m4), X=(
a
c
b
d) and X
g=(a
g
c
g b
g
d
g). We have
bgxAB+ag=(bxAB+a)(m1+m2FX(xAB)).
The possible values of (m1+m2FX(xAB)) are (a2+1)+aFX(xAB), (b2+1)+
bFX(xAB), (ab+1)+aFX(xAB), (ab+1)+bFX(xAB). These four numbers
are positive: namely, using the induction hypothesis we have FX(xAB) \
xBA, and the claim is a consequence of the inequality (see Lemma 4)
xBA > −(a+b −1)=−min{a+a −1, a+b −1, b+a −1, b+b −1}.
Hence bgxAB+ag and bxAB+a have the same sign, which gives bgxAB+ag
< 0.
Now, FXg(xAB)=FMX(xAB)=FM(FX(xAB)). It is easily seen that xM [
xBA. Hence, using Lemma 4, the remark that xA2=xA and xB2=xB, and
the induction hypothesis, we have
xM [ xBA [ FX(xAB) [ yAB. (1)
Since FM is increasing (M belongs to S+(A, B)), we have
FM(FX(xAB)) [ FM(yAB).
But M ¥S+(A, B) and yAB \ yM (Lemma 4). Hence, FM(yAB) [ yAB
(Remark 2), which implies
FXg(xAB)=FM(FX(xAB)) [ yAB.
Now, using Equation (1) again, we have two cases
• if xM [ FX(xAB) [ yM, then (from Remark 2) FM(FX(xAB)) \
FX(xAB) \ xBA;
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• if FX(xAB) > yM, then FM(FX(xAB)) > FM(yM)=yM > xBA.
Hence, finally,
FXg(xAB)=FM(FX(xAB)) \ xBA
and the lemma is proved. L
Lemmas 3 and 5 easily give the following lemma.
Lemma 6. For all X ¥S −(A, B), we have tr(ABX) > r(AB) tr(X).
The previous lemma will imply the following result.
Lemma 7. Let n be an odd integer \ 3. Let Wn(A, B) be an element in
S(A, B) given by a word on {A, B} of length n, and where the matrix A
occurs k times. We have
• if 0 [ k < n/2, then tr(Wn(A, B)) \ r(AB)k tr(Bn−2k);
• if n/2 < k [ n, then tr(Wn(A, B)) \ r(AB)n−k tr(A2k−n).
Proof. If k=0, then Wn(A, B)=Bn, and if k=n, then Wn(A, B)=An.
In either cases the result is clear.
If k \ 1, we can write tr(Wn(A, B))=tr(ABWn−2(A, B)), whereWn−2(A, B)
¥S(A, B) is given by a word of length (n−2) where the matrix A occurs
(k−1) times (the trace of a product of matrices is invariant when the
matrices are cyclically permuted). Hence, using Lemma 6, we have
tr(Wn(A, B)) > r(AB) tr(Wn−2(A, B)). An easy recurrence on n odd ends
the proof.
We are now ready for the proof of Theorem 5.
Proof of Theorem 5. We first write
1 qn
qn−1
2=1un
1
1
0
21qn−1
qn−2
2=·· ·=Wn(A, B) 1 q0q−1 2=Wn(A, B) 1102 ,
whereWn(A, B) is an element of S(A, B) of length n.
We now prove the upper bound. Let k be the number of A’s in Wn(A, B),
we have
q1/nn [ >1 qnqn−1 2>
1/n
[ 1 ||Wn(A, B)|| >1102>21/n [ ||A||k/n ||B||1−k/n.
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Hence
lim sup
nQ.
q1/nn [ ||A||d ||B||1−d=r(A)d r(B)1−d.
Let us prove the lower bound, i.e., if 0 [ d < 1/2, then r(AB)d r(B)1−2d [
lim infnQ. q
1/n
n (the cases d=1/2 and 1/2 < d [ 1 are similar). Since the
sequence (qn)n \ 0 is nondecreasing we may take the lim inf over odd
integers. Let n be a large odd integer. Suppose that Ä{j ¥ {0, 1, ..., n},
uj=a}=k < n/2. We have
1 qn
qn−1
2=Wn(A, B) 1102 :=1ancn bndn 21102 ;
hence, using Lemmas 2 and 7,
qn=an \
an+dn
2
=
tr(Wn(A, B))
2
\
r(AB)k tr(Bn−2k)
2
.
Let l > m be the (real) eigenvalues of the matrix B. We have l > 1 and
|m| < 1. Hence
q1/nn \ 2 −1/nr(AB)k/n (ln−2k+mn−2k)1/n=r(AB)k/n l1−2k/nhn,
where
hn :=2 −1/n 11+1m
l
2n−2k21/n.
Hence 2 −1/n [ h [ 1, and hn Q 1 as nQ., which gives
lim inf
n odd Q.
q1/nn \ r(AB)d r(B)1−2d. L
4. TRANSCENDENCE OF BINARY CONTINUED FRACTIONS
In this section we combine Theorems 4 and 5 to obtain transcendence
results for real numbers whose infinite continued fraction expansion
contains only two different partial quotients.
4.1. A General Theorem
We begin with a general theorem.
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Theorem 6. Let a and b be two integers with b > a \ 1. Let A and B be
the 2×2 matrices defined by A=(a1
1
0) B=(
b
1
1
0). Let x be an irrational real
number in (0, 1) such that the partial quotients in its continued fraction
expansion x=[0, u0, u1, u2, ...] only take values a and b. Suppose that the
frequencies of a’s and b’s in the sequence (un)n \ 0 exist. Suppose also that, for
an infinite number of k’s, the sequence (un)n \ 0 begins with the word UkVk,
where
• limkQ. |Uk |=+.,
• the word Vk is a prefix of Uk.
Let c=lim infkQ.(|Uk |+|Vk |)/|Uk |. If the inequality c >
3
2(
log(r(A) r(B))
log r(AB) ) holds,
then the number x is either quadratic (if the sequence (un)n \ 0 is ultimately
periodic) or transcendental.
This inequality is in particular satisfied, if either a \ 2 and c > 1.64803, or
a=1 and c \ 1.7.
Proof. Let d be the frequency of a’s in the sequence (un)n \ 0. Using
Theorems 4 and 5, we see that it suffices to prove that
if 0 [ d [ 1/2, then c >
3 log(r(A)d r(B)1−d)
2 log(r(AB)d r(B)1−2d)
=
3
2
H(d)
and
if 1/2 [ d [ 1, then c >
3 log(r(A)d r(B)1−d)
2 log(r(AB)1−d r(A)2d−1)
=
3
2
H(d),
where H(d) is defined for 0 [ d [ 1 by
if 0 [ d [ 1/2, then H(d)=
rd+s(1−d)
td+s(1−2d)
and
if 1/2 [ d [ 1, then H(d)=
rd+s(1−d)
t(1−d)+r(2d−1)
with r=log r(A), s=log r(B), and t=log r(AB).
Using that t=log r(AB) [ log ||AB|| [ log(||A|| ||B||)=log(r(A) r(B))=
r+s, and that r < s (since a < b), we see that H(d) is nondecreasing for
0 [ d [ 1/2 and nonincreasing for 1/2 [ d [ 1. Hence
H(d) [H(1/2)=
r+s
t
=
log(r(A) r(B))
log r(AB)
.
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Now it is easy to compute the spectral radii of A, B and AB,
r(A)=
a+`a2+4
2
, r(B)=
b+`b2+4
2
,
r(AB)=
ab+2+`a2b2+4ab
2
.
We thus have c > 32(
log(r(A) r(B))
log r(AB) ) if and only if
2c log 1ab+2+`a2b2+4ab
2
2−3 log 1a+`a2+4
2
2−3 log 1b+`b2+4
2
2
> 0.
Define the function F(x) for a [ x <+. by
F(x) :=2c log 1ax+2+`a2x2+4ax
2
2−3 log 1a+`a2+4
2
2
−3 log 1x+`x2+4
2
2 .
Clearly F(a)=(2c−3) log(a
2+2+a`a2+4
2 ), and F(x) ’ (2c−3) x as xQ..
Furthermore computing FŒ(x) shows that it has the same sign as
x2a2(4c2−9)−36ax+16a2c2. We then distinguish two cases:
• If a \ 2, we suppose that c > 1.64803.
The discriminant of the trinomial x2a2(4c2−9)−36ax+16a2c2 is equal
to 4a2(81−4a2c2(4c2−9)). Hence it is negative provided 4a2c2(4c2−9)
−81 > 0. This is true if 16c2(4c2−9)−81 > 0. Now the trinomial
64z2−144z−81 is positive if z > 98(1+`2 ). This finally gives that the tri-
nomial x2a2(4c2−9)−36ax+16a2c2 is positive, and hence that F(x) is
increasing for a [ x <+. as soon as c > 34 `2+2`2=1.6480262... .
Since we have F(a) > 0 and F(+.) > 0 for c > 32 , we thus have F(x) > 0
for a [ x <+..
• If a=1 (hence b \ 2), we suppose that c \ 1.7.
Since F(x) is of the form cF1(x)+F2(x), with F1(x) > 0, it suffices to
show that F(x) is positive for c=1.7 and 1 [ x <+.. We still have
F(1) > 0 and F(+.) > 0. The derivative FŒ(x) now has the same sign as
16x2−225x+289, the roots of which are 225±`3212932 . The smaller root
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belongs to (1, 2) and the larger to (12, 13). It then suffices to show that
F(12) and F(13) are positive, which is straightforward.
Remark 4. Note that the constants given in Theorem 6 are not
optimal. A more precise computation shows for example that the constant
1.7 in the second case can be improved to 1.69333.
4.2. Sturmian Sequences and Binary Sequences of Subaffine
Block-Complexity
Sturmian sequences were defined in the introduction. We recall that a
sequence u=(un)n \ 0 is called characteristic Sturmian (or homogeneous
Sturmian) if it is Sturmian with b=a. It can be proved that the sequence
u=(un)n \ 0 is characteristic Sturmian if and only if there exists an irrational
number a ¥ (0, 1) such that
u=(Na(n+1)M− NanM)n \ 1=(Ka(n+1)L− KanL)n \ 1.
Sturmian sequences are exactly the sequences whose block-complexity
satisfies p(n)=n+1 for all n \ 1 (i.e., the sequences containing exactly
n+1 factors—or subwords—of length n for all n \ 1): see the paper of
Morse and Hedlund [44], see also the paper of Coven and Hedlund [19].
Since Morse and Hedlund also proved in [44] that a sequence such that
there exists an n for which p(n) [ n must be ultimately periodic, Sturmian
sequences are the ‘‘simplest’’ sequences on two letters that are not ultima-
tely periodic.
The next proposition is probably classical. The proof we give was
inspired by Berstel [10, 11] (see also [39]). Step 2 can be found in [36].
Proposition 1. Let a ¥ (0, 1) be an irrational real number with con-
tinued fraction expansion a=[0, a1, a2, a3, ...]. Let (Xn)n \ −1 be the
sequence of words on {0, 1} defined by X−1=1, X0=0, X1=0a1 −11, and,
for n \ 2, Xn=Xann−1Xn−2. We further define, for n \ 2, the words Zn and Tn
by Xn=ZnTn and |Tn |=2. We then have the following properties.
1. For n \ 1, we have T2n=10 and T2n+1=01.
2. For n \ 3, we have
XnZn−1=Xn−1Zn.
3. For n \ 3, the word Xn+2 begins with X1+an+1n Zn−1.
4. For every n \ 1, the word Xn is the prefix of length qn (qn is the
denominator of the n-th partial quotient of a) of the characteristic Sturmian
sequence (N(n+1) aM− NnaM)n \ 1.
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5. For every n \ 5 the characteristic Sturmian sequence (N(n+1) aM−
NnaM)n \ 1 begins with the square XnXn whose length is arbitrarily large as
nQ..
Proof.
1. This is clear from the definition of Xn.
2. (See [36].) We prove this relation by induction. We first check it
for n=3:
X3Z2=((0a1 −11)a2 0)a3 0a1 −11(0a1 −11)a2 −1 0a1 −1
=((0a1 −11)a2 0)a3 (0a1 −11)a2 0a1 −1
=˛ ((0a1 −11)a2 0)a3+1 0a1 −2 if a1 ] 1,
(1a20)a3 1a2 if a1=1,
which is exactly X2Z3.
Now we suppose that, for some n \ 3,
XnZn−1=Xn−1Zn.
We note that
Zn+1Tn+1=Xn+1=X
an+1
n Xn−1=X
an+1
n Zn−1Tn−1;
hence, since Tn+1=Tn−1,
Zn+1=X
an+1
n Zn−1.
We thus have
XnZn+1=Xn(X
an+1
n Zn−1)=X
an+1
n (XnZn−1)
=Xan+1n (Xn−1Zn)=(X
an+1
n Xn−1) Zn,
i.e.,
XnZn+1=Xn+1Zn.
3. We have
Xn+2=X
an+2
n+1Xn=(X
an+1
n Xn−1)
an+2 Xn.
Hence Xn+2 begins with X
an+1
n Xn−1Xn (remember an+2 and an+1 are both
\ 1), i.e., with Xan+1n Xn−1Zn which, from the previous assertion, is equal to
Xan+1n XnZn−1 and we are done.
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4. This is very classical and goes back to Smith [56].
5. This assertion is an easy consequence of Assertions 3 and 4. L
Remark 5. A different proof that a characteristic Sturmian sequence
begins in arbitrarily long squares can be deduced from a result in [51]
(which is dual to a result in [7]): (Risley–Zamboni) Let a :=[0, a1, a2, ...]
be an irrational real number in (0, 1). Let y0 and y1 be the morphisms defined
on {0, 1} by yi(i)=i and yi(j)=ij for each distinct i, j ¥ {0, 1}. Let
u=(un)n \ 1 be a sequence on {0, 1}. Then u is the characteristic Sturmian
sequence defined by un=Na(n+1)M− NanM for all n \ 1 if and only if
u= lim
kQ.
ya1 −10 p ya21 p ya30 p ya41 p · · · p ya2k−10 p ya2k1 (0).
We prove now that this repetition property is actually true for all
Sturmian sequences.
Proposition 2. Any Sturmian sequence u begins in arbitrarily long
squares.
Proof. Let u be a Sturmian sequence. We can assume that u takes
values 0 and 1. We recall that a block (or factor) w of the sequence u is
called right special if both w0 and w1 are factors of u. It is called left special
if both 0w and 1w are factors of u. It is called bispecial if it is both right and
left special. Since the block-complexity of our sequence u satisfies
p(n+1)−p(n)=1, there is for each n exactly one right special factor of
length n and exactly one left special factor of length n. Hence for each left
special factor w of the sequence u there exists a unique letter a ¥ {0, 1} such
that wa is also a left special factor.
If u is a characteristic Sturmian sequence the result holds from
Proposition 1. If the sequence u is not characteristic, then it begins in only
finitely many left special factors. (If infinitely many prefixes were left
special factors, then both sequences 0u and 1u would be Sturmian, and it is
easy to see that this implies that the sequence u is a characteristic sequence,
see for example [39, Proposition 2.1.22]).
Since u is not ultimately periodic and since it is uniformly recurrent (each
factor occurring in u occurs infinitely many times and with bounded gaps),
it follows that u begins in an infinite number of right special factors. Thus u
begins in infinitely many right special factors (wn) which are not left
special. Let w be a right special factor of u. By a first return to w we mean a
factor z of u with exactly two occurrences of w, one at the beginning of the
word and one at the end of the word. We will need the following lemma.
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Lemma 8. Let w be right special and let z be a first return to w. Then
|z| [ 2 |w|+1.
Proof. Since u contains exactly |w|+1 many factors of length |w|, if
|z| > 2 |w|+1 there would exist a factor v ] w of u of length |w| which
occurs at least twice in z. Hence z contains a factor t which is a first return
to v. It follows that w does not occur in t and hence no prefix of t of
length greater than or equal to the length of v is right special. But then
every occurrence of v in u is an occurrence of t in u. Since v is a suffix
of t it follows that u is ultimately periodic, a contradiction. Hence |z| [
2 |w|+1. L
It follows from the above lemma that a first return to w is either of the
form wv for some factor v of length |v| [ |w| or of the form waw for some
letter a ¥ {0, 1}. Each right special factor w has exactly two first returns,
and exactly one is right special.
Now suppose w is a prefix of u which is right special but not left special.
Then u begins in a first return to w. If u begins in a first return to w of
length [ 2 |w| then u begins in a square. Otherwise u begins in a first return
to w of the form waw for some letter a ¥ {0, 1}. Note in this case the other
first return to w is of the form wv with |v| [ |w|. In fact, if the other first
return to w were of the form wbw with b ] a, then w would be left special
contrary to hypothesis.
Case 1. waw is right special. If u begins in a first return to waw of
length [ 2 |waw| then u begins in a square. Otherwise u begins in a first
return to waw of the form wawbwaw. Since w is not left special, a=b and
hence u begins in the square wawa.
Case 2. waw is not right special. In this case wv (the other first return
to w) is right special, every occurrence of waw is an occurrence of wawv
(otherwise u would be ultimately periodic) and there exists n \ 1 so that
wawvn is right special and u begins in wawvn.
In this case we claim that each first return to wawvn is of length
[ 2 |wawvn|. In fact suppose to the contrary that a first return to wawvn is
of the form wawvnbwawvn. Since w is not left special, a=b and so we have
that u contains the factor wawvnawawvn. Since w is a suffix of wvn (in fact w
is a suffix of wv), the word wawvnawawvn contains wawaw as a factor. But
since we are in the case where waw in not right special, the word wawaw
cannot occur in u for otherwise u would be ultimately periodic. Thus u
begins in a first return to wawvn of length [ 2 |wawvn| and hence u begins
in a square.
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Thus we proved that u always begins in a square. But since the right
special factors w can be taken to be arbitrarily long, it follows that the
squares generated at the beginning of u are also arbitrarily long. This
concludes the proof of Proposition 2. L
Remark 6.
• A slight variant of the above argument can be used [33] to show
that for each Sturmian word u and for every positive integer n, the
sequence u begins in an infinite number of factors of the form XXx where
x is a prefix of X and |x| \ n. Also in [33] the authors give necessary and
sufficient conditions ensuring that |x|/|X| is bounded away from zero.
• Damanik, Killip, and Lenz gave recently an independent proof of
Proposition 2 above in [20].
• For squares anywhere in Sturmian sequences see [48]. For ‘‘almost
cubes’’ anywhere in Sturmian sequences in relation with a transcendence
result see [28]. For maximal powers occurring anywhere in characteristic
Sturmian sequences and in Sturmian sequences see [11, 15, 21, 51, 57]. For
a related question, see [34].
The next proposition states that a quasi-Sturmian sequence is a simple
transformation of a Sturmian sequence. First it is not hard to see that a
sequence is quasi-Sturmian if and only if there exist two positive integers n1
and cŒ such that p(n)=n+cŒ for n \ n1 [18, Lemma 1.3]. The following
result is due to Paul [46] in the uniformly recurrent case, and to Coven
[18] in the general case (see also [1, 2, 16, 26, 28, 32]). We give here the
formulation in [16] (where the term ‘‘quasi-Sturmian’’ seems to have been
used for the first time).
Proposition 3. A sequence u on the alphabet S is quasi-Sturmian if
and only if it can be written as u=wk(v), where w is a finite word, v is a
Sturmian sequence on the binary alphabet {0, 1}, and k is a morphism from
{0, 1}g to Sg, such that k(01) ] k(10).
We can now state a theorem that addresses the first assertion in the main
theorem given in the introduction.
Theorem 7. Let a and b be two distinct positive integers. Let (un)n \ 0 be
a quasi-Sturmian sequence on the alphabet {a, b}. Then the real number
x :=[0, u0, u1, ...] is transcendental. The result holds in particular if the
sequence (un)n \ 0 is Sturmian.
Proof. The theorem is a consequence of Theorem 6 and of Propositions
2 and 3. L
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4.3. Sequences (1+([na] mod 2))n \ 1
We prove here the second assertion in the main theorem stated in the
introduction, hence generalizing the result of the second author in [23] (see
also [31]). We first need the following proposition.
Proposition 4. Let a be an irrational real number. Let (vn)n \ 1 be the
sequence defined by vn=(NnaM mod 2). This sequence begins with infinitely
many words UkVk, such that: |Uk |Q., the word Vk is a prefix of the word
Uk, and lim infkQ. (|UkVk |)/|Uk | \
2+`2
2 =1.70710...
Proof. First note that, if a=2d+b with d integer, then (NnaM mod 2)=
(NnbM mod 2). We thus can restrict ourselves to 0 < a < 2. We distinguish
two cases, 0 < a < 1 and 1 < a < 2.
— If 0 < a < 1, define the sequence (un)n \ 1 by un :=N(n+1) aM− NnaM.
Then clearly
C
n−1
k=1
uk — vn mod 2.
If the sequence u=(un)n \ 1 begins with a square XX, and if X contains an
even number of 1’s, then the sequence v=(vn)n \ 1 also begins with a square
of same length. Taking the notations of Proposition 1 above, we have that
u begins with XnXn. The number of 1’s in Xn, say rn, satisfies a recurrence
relation coming from the recurrence relation for Xn, namely
-n \ 2, rn+2=an+2rn+1+rn.
We thus see that if all rn are odd for n large enough, then all an are even for
n large enough. Hence we have two cases:
• either there are infinitely many n’s such that rn is even. For these
n’s the square XnXn in the sequence u gives rise to a square of same length
in the sequence v, and we are done.
• or all rn are odd from some point on. This implies that all an are
even for n large enough. Hence either the an’s are all equal to 2 from some
point on, or there are infinitely many n’s such that an is larger than or
equal to 4.
f Suppose there are infinitely many n’s such that an is larger
than or equal to 4. For these n’s, the sequence u begins with XnXnXnXn
(actually with XnXnXnXnXn, from Proposition 1). We proceed as above,
replacing Xn in the previous case by (XnXn) that does contain an even
number of 1’s.
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f Suppose that all an are equal to 2 for n large enough. From
Proposition 1 we know that the sequence u begins with X3nZn−1 for n large
enough. Write X3nZn−1=(XnXn)(XnZn−1). The word Zn−1 is a prefix of
Xn−1 (hence of Xn) of length qn−1−2. Since (XnXn) contains an even
number of 1’s, the word (XnXn)(XnZn−1) gives rise to a word VnWn in the
sequence v such thatWn is a prefix of Vn, and
|VnWn |
|Vn |
=
|XnXnXnZn−1 |
|XnXn |
=
3qn+qn−1−1
2qn
.
Since all an’s are equal to 2 from some point on, this quantity converges to
2+`2
2 =1.70710... > 1.7 (remember that qn+2=an+2qn+1+qn=2qn+1+qn for
n large enough) and we can apply Theorem 6.
— If 1 < a < 2, let aŒ=a−1 ¥ (0, 1). Define the sequence (un)n \ 1 by
un :=N(n+1) aŒM− NnaŒM. Then,
C
n−1
k=1
uk+n — NnaM mod 2.
In order to ensure that a square (or an ‘‘almost-square’’) in the sequence u
gives rise to a square (or to an ‘‘almost-square’’) in the sequence v, it suffi-
ces that the number of 1’s and the length of the word that is (almost)
repeated have the same parity. Taking the notations of Proposition 1
above, we have that u begins with XnXn. Let again be rn the number of 1’s
in the word Xn, and let an be the length of Xn. These quantities satisfy the
(same) recurrence relations
-n \ 2, rn+2=an+2rn+1+rn,
-n \ 2, an+2=an+2an+1+an.
Hence their sum R=r+a also satisfies the same recurrence relation
Rn+2=an+2Rn+1+Rn.
Thus we can argue exactly as above, replacing rn by Rn. L
Remark 7. Let a be an irrational real number. Generalizations of the
sequence (un)n \ 1 defined by un=1+(NnaM mod 2), considered above as well
as in [23] and [31], were also studied from the point of view of their
(block-)complexity function in [52], and from a geometrical and arith-
metical point of view in [24] and [25]. These sequences were also studied
in [29].
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We are now ready for the following theorem.
Theorem 8. Let a be a positive irrational number and let (un)n \ 1 be the
sequence defined by un :=1+(NnaM mod 2). Then the number
x(a) :=[0, u1, u2, ...]
is transcendental. Furthermore the same results holds for the sequence
obtained by replacing each 1 by a and each 2 by b in the sequence (un)n \ 1,
where a and b are any two distinct positive integers.
Proof. The theorem is a consequence of Theorem 6 and of Propo-
sition 4. L
4.4. Some Sequences Generated by Morphisms
Theorem 6 can be easily applied to infinite sequences that are fixed
points of binary morphisms provided frequencies of letters exist and
provided the conditions on Uk, Vk and c are satisfied. Note that, if a
sequence (un)n \ 0 on two letters a and b is a fixed point of a morphism s,
and if this sequence begins with a word UV where V is a prefix of U, then
the sequence (un)n \ 0 begins with sk(U) sk(V), where sk(V) is a prefix of
sk(U). This gives immediately the following result as a corollary of
Theorem 6.
Theorem 9. Let a and b be two integers such that b > a \ 1. Let (un)n \ 0
be a sequence on {a, b}, such that the frequencies of a and b in this sequence
exist. Suppose that the sequence (un)n \ 0 is a fixed point of a (not necessarily
primitive) morphism s, and that
• either the sequence (un)n \ 0 begins in a square UU where U is a word
on {a, b},
• or the morphism s has constant length, and the sequence (un)n \ 0
begins with a word UV such that V is a prefix of U, with either a \ 2 and
|UV|
|U| > 1.64803, or a=1 and
|UV|
|U| \ 1.7.
Then the real number x :=[0, u0, u1, u2, ...] is quadratic or transcendental.
Remark 8.
— As noted in Remark 4, the constant 1.7 in Theorem 9 above is not
optimal. In particular it can be replaced by 1.69333.
— This theorem applies for example to the doubling period sequence
defined as the fixed point of the morphism 1Q 12, 2Q 11, where 1 and 2
can be replaced by any two distinct integers. Namely, this sequence begins
with (1211)(121) and 7/4=1.75 > 1.7.
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— This theorem applies to the Thue–Morse sequence on any alphabet
{a, b} provided inf{a, b} \ 2. Namely the Thue–Morse sequence on {a, b}
is the fixed point beginning in a of the morphism aQ ab, bQ ba. Hence it
begins with (abb)(ab) and 5/3 > 1.64803. But this theorem does not apply
to the Thue–Morse sequence on {1, b} for any b > 1. In this case a more
precise computation is needed (see [49], see also below). Note that
the methods to compute the traces of products of matrices given by the
Thue-Morse sequence in [49] can be compared to the results in [5] and
[8] that have applications in physics (see [47] for a history of the subject).
— This theorem slightly modified also applies to the number r0
occurring in [17, p. 10],
r0 :=2+[2, 1, 1, 2, 2, 2, ...],
where the sequence of partial quotients is given by the lengths of the strings
of 0’s and 1’s in the Thue–Morse sequence, after deleting the first such
length. Namely this sequence of 1’s and 2’s is a fixed point of the morphism
2Q 211, 1Q 2 (see for example [4, p. 307]), it begins with (21122)(2112),
and |sk(211222112)|/|sk(21122)|Q 7/4 > 1.7 (use that |sk(2)|/|sk(1)|=
|sk+1(1)|/|sk(1)| tends to 2 as kQ+.).
— Let t=(tn)n \ 0 denote the Thue–Morse sequence on {0, 1}. Let u
denote the characteristic Sturmian word obtained by composing the
morphisms y0 and y1 in Remark 5 according to the Thue–Morse sequence,
i.e.,
u= lim
kQ.
yt0 p yt1 p yt2 p yt3 p · · · p ytk (0).
Then u=(un)n \ 1 where un=Na(n+1)M− NanM for all n \ 1 and a is given by
a=[0, a1+1, a2, a3, a4, ...] where (an)n \ 1 is the sequence of run lengths in t:
t=0a11a20a31a4 · · · .
The sequence (an)n \ 1 is the fixed point of the morphism 1Q 121 and
2Q 12221 (see for example [4, p. 307] or [55, p. 354]; other occurrences of
this sequence can be found in [3, 14]). As in the previous example, we
deduce that a is a transcendental number (of course a is a homographic
image of the number r0 above). But a is also equal to the frequency of 1 in
u, hence the frequencies of 0 and 1 in u are each transcendental. Moreover,
Berthé showed in [12] that the frequency of each block v occurring in u
can be written as aa+b where a and b are integers obtained from the con-
tinued fraction expansion of a. Hence we deduce that the frequency of each
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block v in u is transcendental. Note that a general result on the composi-
tion of morphisms ‘‘along’’ a morphism as in the definition of the sequence
u above (including examples with transcendental frequencies) can be found
in [58].
— In the examples above, the existence of frequencies is a conse-
quence of the primitivity of the morphisms. But the primitivity is not
needed. It is easy to modify slightly the arguments above to prove that the
result holds for the Chacon sequence that is the infinite fixed point of the
non-primitive morphism 1Q 1121, 2Q 2, where 1 and 2 can be replaced by
any two distinct integers. Namely this sequence begins with arbitrarily large
squares (since it begins with 11). Furthermore the frequencies exist, this is
for example a consequence of a result proved in [27]: the Chacon sequence
can be obtained by first taking the fixed point beginning with C of the
(primitive) morphism on the alphabet {A, B, C} defined by AQ AB,
BQ CAB, CQ CCAB, second by taking the pointwise image of this fixed
point by the map AQ 2, BQ 1, CQ 1.
— As a consequence of a result of Baker [9] (the example below is
explicitly given in [54]), if the continued fraction expansion of z is
z :=[0, 1, 2, 2, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 1, ...],
where the lengths of strings of 1’s and 2’s are 1, 2, 4, ..., 2 j, ..., then z is
transcendental. Note that this sequence of partial quotients is a fixed point
of the morphism on {0, 1, 2} defined by 0Q 01, 1Q 22, 2Q 11 that is not
primitive. The sequence of partial quotients is not minimal, since it contains
arbitrarily long runs of 1’s, hence contrarily to the Chacon sequence above,
it cannot be obtained as the pointwise image of a primitive morphism (see
[30]). Note also that no tail of this sequence begins with arbitrarily long
‘‘almost squares’’. Hence the number z is a typical example of a real
number whose transcendence cannot be obtained using the results above.
The second author noted experimentally in 1997 that the denominators
qn of the convergents of the real number x :=[0, 2, 1, 1, 2, 1, 2, 2, 1, ...]
(whose partial quotients are given by the Thue–Morse sequence on {1, 2})
have the property that the limit of q1/nn when n goes to infinity exists. This
result and much more was recently proved by the third author [50]. Define
the Lévy constant of the real number x :=[a, a0, a1, a2, ...] to be the limit,
if it exists, limnQ. log(qn)/n, where qn is the denominator of the n-th con-
vergent of the continued fraction expansion of x. It is known [37] that
almost all positive real numbers have a Lévy constant, equal to p2/12 log 2.
The third author proved in [50] the existence of the Lévy constant for any
positive real number whose continued fraction expansion is a fixed point of
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a primitive morphism. Combined with Theorem 4, this statement implies
the following result [50].
Theorem 10 [50]. Let x ¥ (0, 1) be a positive real number with
continued fraction expansion x=[0, u1, u2, ...]. If the sequence (un)n \ 1 is a
fixed point of a primitive morphism of constant length, and if this sequence
begins with UV where V is a prefix of U, and |UV||U| >
3
2 , then the number x is
either quadratic or transcendental.
We give now for the sake of completeness the proof of [50] that any
positive real number whose continued fraction expansion is a fixed point of
a primitive morphism has a Lévy constant. Let x=[0, u1, u2, ...] be the
continued fraction expansion of the real number x, and let pn/qn=
[0, u1, u2, ..., un] be its nth convergent (pn and qn coprime). Let T be the
Gauss map defined on X=[0, 1]0Q by T(x)=1/x− N1/xM. We clearly
have for n \ 0 the equalities Tn(x)=[0, un+1, un+2, ...] and x=[0, u1,
u2, ..., un−1, un+Tn(x)]. Hence
x=
pn+pn−1Tn(x)
qn+qn−1Tn(x)
i.e., Tn(x)=−
xqn−pn
xqn−1−pn−1
.
We easily deduce
xT(x) T2(x) · · ·Tn−1(x)=|xqn−1−pn−1 |=: qn−1 pn+pn−1Tn(x)qn+qn−1Tn(x)−pn−1 : .
Hence
xT(x) T2(x) · · ·Tn−1(x)=: qn−1pn−pn−1qn
qn+qn−1Tn(x)
:= 1
qn+qn−1Tn(x)
.
Then
xT(x) T2(x) · · ·Tn−1(x) qn=
qn
qn+qn−1Tn(x)
¥ (1/2, 1)
and
1
n
log qn+
1
n
(log x+log T(x)+· · ·+log Tn−1(x))
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tends to 0 when nQ.. In order to prove that x admits a Lévy constant, it
thus suffices to prove that
1
n
(log x+log T(x)+· · ·+log Tn−1(x))
tends to a limit when nQ..
We suppose that the sequence u=(un)n \ 1 is the fixed point of a primitive
morphism. Let W be the closure of the orbit of the sequence u under the
shift S. The primitivity hypothesis for the morphism implies the existence
of a unique shift-invariant probability measure n on W. Let j be the
map that associates with the sequence (wn)n \ 1 ¥ W the real number
[0, w1, w2, ...]. We know from Assertion (2) in Lemma 1 that j is con-
tinuous. Furthermore it is clear that j p S=T p j. Now
1
n
(log x+log T(x)+· · ·+log Tn−1(x))=
1
n
C
n−1
j=1
log T j(j(u))
=
1
n
C
n−1
j=1
log(j(S j(u))).
Since j is continuous, and since the compact set j(W) does not contain 0,
the function log p j is continuous on W. The existence of the limit of
1
n
C
n−1
j=1
log(j(S j(u)))
when nQ. is then a consequence of the following results due respectively
to Oxtoby [45, Assertion (5.5)], and to Michel [41, 42].
Theorem 11 [45]. Let K be a compact set and S a continuous trans-
formation on K. The following statements are equivalent:
• the dynamical system (K, T) is uniquely ergodic,
• for each continous function f on K, it holds that (f(x)+f(S(x))+· · ·
+f(Sn−1(x)))/n converges uniformly on K to a constant.
Theorem 12 [41, 42]. Let W be the closure of the orbit under the shift S
of a sequence that is a fixed point of a primitive morphism, then the dynami-
cal system (W, S) is strictly ergodic (i.e., minimal and uniquely ergodic).
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5. CONCLUSION
Finding arbitrarily long ‘‘almost squares’’ at the beginning of the
sequence of partial quotients in a continued fraction expansion was the key
point in proving the transcendence results above. Note that [28] (see also
[6]) proves transcendence results of real numbers whose base b expansion
contains arbitrarily long ‘‘almost cubes’’ anywhere. In the same vein,
finding long squares in a sequence of potentials was the key point for the
study of the spectrum of one-dimensional Schrödinger operators in [13].
ACKNOWLEDGMENTS
We thank J. Berstel for mentioning to us his proof of Proposition 1, and P. Liardet for
mentioning to us that a variation on the above results permits the transcendence of some
Engel expansions to be proved through their continued fraction representations [38]. Finally
we thank the referee for helpful comments and suggestions.
REFERENCES
1. P. Alessandri, ‘‘Classification et représentation des suites de complexité n+2,’’
unpublished manuscript, 1995.
2. P. Alessandri, ‘‘Codages de rotations et basses complexités,’’ The`se de Doctorat,
Marseille, 1996.
3. J.-P. Allouche, A. Arnold, J. Berstel, S. Brlek, W. Jockusch, S. Plouffe, and B. E. Sagan,
A relative of the Thue–Morse sequence, Discrete Math. 139 (1995), 455–461.
4. J.-P. Allouche and M. Mende`s France, Automata and automatic sequences, in ‘‘Beyond
Quasicrystals’’ (F. Axel and D. Gratias, Eds.), Les E´ditions de Physique, pp. 293–367,
Springer-Verlag, Berlin/New York, 1995.
5. J.-P. Allouche and J. Peyrie`re, Sur une formule de récurrence sur les traces de produits de
matrices associés a` certaines substitutions, C. R. Acad. Sci. Paris Sér. II 302 (1986),
1135–1136.
6. J.-P. Allouche and L. Q. Zamboni, Algebraic irrational binary numbers cannot be fixed
points of non-trivial constant-length or primitive morphisms, J. Number Theory 69 (1998),
119–124.
7. P. Arnoux and G. Rauzy, Représentation géométrique de suites de complexité 2n+1,
Bull. Soc. Math. France 119 (1991), 199–215.
8. F. Axel, J.-P. Allouche, M. Kleman, M. Mende`s France, and J. Peyrie`re, Vibrational
modes in a one dimensional ‘‘quasi-alloy’’: the Morse case, J. Physique 47 (1986),
C3.181–C3.186, Colloque C3, Suppl. No. 7.
9. A. Baker, Continued fractions of transcendental numbers, Mathematika 9 (1962), 1–8.
10. J. Berstel, private communication, 1998.
11. J. Berstel, On the index of Sturmian words, in ‘‘Jewels Are Forever,’’ pp. 287–294,
Springer-Verlag, Berlin, 1999.
12. V. Berthé, Fréquences des facteurs des suites sturmiennes, Theoret. Comput. Sci. 165
(1996), 295–309.
64 ALLOUCHE ET AL.
13. A. Bovier and J.-M. Ghez, Spectral properties of one-dimensional Schrödinger operators
with potentials generated by substitutions, Comm. Math. Phys. 158 (1993), 45–66.
Erratum, 166 (1994), 431–432.
14. S. Brlek, Enumeration of factors in the Thue–Morse word, Discrete Appl. Math. 24
(1989), 83–96.
15. W.-T. Cao and Z.-Y. Wen, Some properties of the Sturmian sequences, preprint, 1999.
16. J. Cassaigne, Sequences with grouped factors, in ‘‘DLT’97, Developments in Language
Theory III, Thessaloniki, Aristotle University of Thessaloniki, 1998,’’ pp. 211–222.
Also available at ftp://iml.univ-mrs.fr/pub/cassaigne/publis/grouped.
ps.gz.
17. J. Cassaigne, Limit values of the recurrence quotient of Sturmian sequences, Theoret.
Comput. Sci. 218 (1999), 3–12.
18. E. M. Coven, Sequences with minimal block growth II, Math. Systems Theory 8 (1975),
376–382.
19. E. M. Coven and G. A. Hedlund, Sequences with minimal block growth, Math. Systems
Theory 7 (1973), 138–153.
20. D. Damanik, R. Killip, and D. Lenz, Uniform spectral properties of one-dimensional
quasicrystals, III. a-continuity, Comm. Math. Phys. 212 (2000), 191–204.
21. D. Damanik and D. Lenz, The index of Sturmian sequences, European J. Combin.,
in press.
22. J. L. Davison, Exponential growth in a class of difference equations, presented at the
‘‘Ontario Mathematics Meeting, Carleton University,’’ 1977.
23. J. L. Davison, A class of transcendental numbers with bounded partial quotients, in
‘‘Number Theory and Applications (Banff, AB, 1988),’’ NATO Adv. Sci. Inst. Ser. C:
Math. Phys. Sci., Vol. 265, pp. 365–371, Kluwer Academic, Dordrecht, 1989.
24. G. Didier, Combinatoire des codages de rotations, Acta Arith. 85 (1998), 157–177.
25. G. Didier, Codages de rotations et fractions continues, J. Number Theory 71 (1998),
275–306.
26. G. Didier, Caractérisation des N-écritures et application a` l’étude des suites de complexité
ultimement n+cste, Theoret. Comput. Sci. 215 (1999), 31–49.
27. S. Ferenczi, Les transformations de Chacon: combinatoire, structure géométrique, lien
avec les syste`mes de complexité 2n+1, Bull. Soc. Math. France 123 (1995), 271–292.
28. S. Ferenczi and C. Mauduit, Transcendence of numbers with a low complexity expansion,
J. Number Theory 67 (1997), 146–161.
29. P. Flor, Ein Verteilungsproblem für arithmetische Folgen, Abh. Math. Sem. Univ.
Hamburg 25 (1961), 62–70.
30. W. H. Gottschalk, Substitution minimal sets, Trans. Amer. Math. Soc. 109 (1963),
467–491.
31. G. Harman and K. C. Wong, A note on the metrical theory of continued fractions, Amer.
Math. Monthly 107 (2000), 834–837.
32. A. Heinis, On low complexity Z-words and their factors, J. Théor. Nombres Bordeaux,
in press.
33. C. Holton and L. Q. Zamboni, Overlaps in Sturmian words, in preparation.
34. J. Justin and G. Pirillo, Fractional powers in Sturmian words, Theoret. Comput. Sci.
255 (2001), 363–376.
35. A. Y. Khintchine, ‘‘Continued Fractions,’’ 2nd ed., Gosudarstv. Izdat. Tehn.-Teor. Lit.,
Moscow/Leningrad, 1949. [In Russian]
36. D. E. Knuth, J. Morris, and V. Pratt, Fast pattern matching in strings, Siam J. Comput. 6
(1977), 323–350.
37. P. Lévy, Sur le développement en fraction continue d’un nombre choisi au hasard,
Compositio Math. 3 (1936), 286–303. Reprinted in ‘‘Œuvres de Paul Lévy,’’ published
TRANSCENDENCE OF STURMIAN FRACTIONS 65
under his direction by D. Dugué, with the collaboration of P. Deheuvels and M. Ibéro,
Vol. 6, Théorie des jeux, pp. 285–302, Gauthier–Villars, Paris, 1980.
38. P. Liardet and P. Stambul, Séries de Engel et fractions continuées, J. Théor. Nombres
Bordeaux 12 (2000), 37–68.
39. M. Lothaire, in ‘‘Algebraic Combinatorics on Words’’ (J. Berstel and P. Séébold, Eds.),
Chap. 3, Cambridge University Press, in press.
40. E. Maillet, ‘‘Introduction a` la théorie des nombres transcendants et des propriétés
arithmétiques des fonctions,’’ Chap. VII, Gauthier–Villars, Paris, 1906.
41. P. Michel, Stricte ergodicité d’ensembles minimaux de substitution, C. R. Acad. Sci. Paris,
Sér. A 278 (1974), 811–813.
42. P. Michel, Stricte ergodicité d’ensembles minimaux de substitution, in ‘‘Théorie ergodique,
Actes Journées Ergodiques, Rennes, 1973/1974,’’ Lecture Notes in Mathematics,
Vol. 532, pp. 189–201, Springer-Verlag, Berlin, 1976.
43. M. Mignotte, Quelques remarques sur l’approximation rationnelle des nombres
algébriques, J. Reine Angew. Math. 268/269 (1974), 341–347.
44. M. Morse and G. A. Hedlund, Symbolic dynamics II: Sturmian trajectories, Amer. J.
Math. 62 (1940), 1–42.
45. J. C. Oxtoby, Ergodic sets, Bull. Amer. Math. Soc. 58 (1952), 116–136.
46. M. E. Paul, Minimal symbolic flows having minimal block growth, Math. Systems Theory
8 (1975), 309–315.
47. J. Peyrie`re, Trace maps, in ‘‘Beyond Quasicrystals’’ (F. Axel and D. Gratias, Eds.),
pp. 465–480, Springer/Les E´ditions de Physique, 1995.
48. H. Prodinger and F. J. Urbanek, Infinite 0–1-sequences without long adjacent identical
blocks, Discrete Math. 28 (1979), 277–289.
49. M. Queffélec, Transcendance des fractions continues de Thue–Morse, J. Number Theory
73 (1998), 201–211.
50. M. Queffélec, Irrational numbers with automaton-generated continued fraction expan-
sion, in ‘‘Dynamical systems. From crystal to chaos. Proceedings of the conference in
honor of G. Rauzy on his 60th birthday, held in Luminy–Marseille, France, July 6–10,
1998’’ (J.-M. Gambaudo, P. Hubert, and S. Vaienti, Eds.), pp. 190–198, World Scientific,
Singapore, 2000.
51. R. N. Risley and L. Q. Zamboni, A generalization of Sturmian flows; combinatorial
structure and transcendence, Acta Arith. 95 (2000), 167–184.
52. G. Rote, Sequences with subword complexity 2n, J. Number Theory 46 (1994), 196–213.
53. W. Schmidt, On simultaneous approximations of two algebraic numbers by rationals,
Acta Math. 119 (1967), 27–50.
54. J. Shallit, Real numbers with bounded partial quotients: a survey, Enseign. Math. 38
(1992), 151–187.
55. J. Shallit, Automaticity IV: sequences, sets, and diversity, J. Théor. Nombres Bordeaux 8
(1996), 347–367.
56. H. J. S. Smith, Note on continued fractions, Messenger Math. 6 (1876), 1–14.
57. D. Vandeth, Sturmian words and words with a critical exponent, Theoret. Comput. Sci.
242 (2000), 283–300.
58. Z.-X. Wen and Z.-Y. Wen, Remarques sur la suite engendrée par des substitutions
composées, Ann. Fac. Sci. Toulouse 9 (1988), 55–63.
66 ALLOUCHE ET AL.
