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Let ω be a positive measure on S ⊂ R and consider the space of
functions L2ω(S) with the inner product




We say that f ∈ L2ω(S) if 〈f , f 〉ω = ‖f ‖
2
ω <∞.
S can be a continuous interval, a discrete set of points or a combination




axδtx , tx0 , . . . , txN ∈ R
In that case the inner product can be thought of as
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A system of polynomials (pn)n = {p0(x), p1(x), . . .} with deg(pn) = n






ωδnm, n,m ≥ 0
Every family of OP’s (pn)n satisfy a three-term recurrence relation
xpn(x) = an+1pn+1(x) + bnpn(x) + cnpn−1(x), n ≥ 1




























 = xp, x ∈ S
The converse result is also true (Favard’s or spectral theorem)
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pn(x) + λnpn(x) = 0, x ∈ S ⊂ R
degσ ≤ 2, degτ = 1
Hermite (Normal, Gaussian): ω(x) = e−x
2




Laguerre (Gamma, Exponential): ω(x) = xαe−x , x > 0, α > −1
xLαn (x)
′′ + (α+ 1− x)Lαn (x)
′ = −nLαn (x)
Jacobi (Beta, Uniform): ω(x) = xα(1− x)β , x ∈ (0, 1), α, β > −1
x(1− x)P(α,β)n (x)
′′ + (α+ 1− (α+ β + 2)x)P(α,β)n (x)
′ =
−n(n + α+ β + 1)P(α,β)n (x)
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Classical families (discrete case)
If we set
∆f (x) = f (x + 1)− f (x), ∇f (x) = f (x) − f (x − 1)
the classification problem is to find discrete OP’s (pn)n
σ(x)∆∇pn(x) + τ(x)∆pn(x) + λnpn(x) = 0, x ∈ S ⊂ N
degσ ≤ 2, degτ = 1
In other words, if we call the shift operator
sj f (x) = f (x + j)
the difference equation reads
[σ(x) + τ(x)]s1pn(x)− [2σ(x) + τ(x)]s0pn(x)
+ σ(x)s−1pn(x) + λnpn(x) = 0, x ∈ S ⊂ N
Introduction Methodology Examples







δx , a > 0














δx , 0 < a < 1, c > 0
(i)j = i(i + 1) · · · (i + j − 1) is the Pochhammer symbol
a(x + c)ma,cn (x + 1)− (x + a(x + c))m
a,c
n (x)
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n (x)













px(1− p)N−xδx , 0 < p < 1
p(N − x)kp,Nn (x + 1)−[p(N − x) + x(1− p)]k
p,N
n (x)











β + N − x
N − x
)
δx , α, β > −1, α, β < −N
B(x)Qα,β,Nn (x + 1)−[B(x) + D(x)]Q
α,β,N
n (x)
+ D(x)Qα,β,Nn (x − 1) = n(n + α+ β + 1)Q
α,β,N
n (x)
where B(x) = (x + α+ 1)(x − N) and D(x) = x(x − β − N − 1).
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Krall polynomials (continuous case)
GOAL (Krall, 1939): find families of OP’s (qn)n which are also







, deg(hj) ≤ j ⇒ Dc(qn) = λnqn
Littlejohn, Gru¨nbaum, Heine, Iliev, Koekoek’s, Lesky, Bavinck, van
Haeringen, Horozov, Koornwinder, etc (80’s, 90’s, 00’s).
Common techniques: ad-conditions, Darboux process, etc.







, aj ∈ R
where ω is a (modified) classical weight and x0 is an endpoint of the
support of orthogonality of ω.
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Krall polynomials (discrete case)
The same question arise in the discrete setting, i.e. find families of OP’s




hj(x)sj , hs , h−s 6= 0, ⇒ Dd(qn) = λnqn
The same techniques of adding deltas does not work for the discrete case.
Surprisingly, it has not been until very recently (Dura´n, 2012) when the
first examples appeared (D-operators).




(x − f ) ω(x)
where ω is a discrete classical weight and F is a finite set of numbers.
This is also called a Christoffel transform of ω.
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Let A be an algebra of (differential or difference) operators and (pn)n a
family of polynomials such that there exists Dp ∈ A with Dp(pn) = npn.




(−1)j+1εn · · · εn−jpn−j = εnpn−1 − εnεn−1pn−2 + · · ·
We say that D is an D-operator associated with A and (pn)n if D ∈ A.


























∇, ε2n = −
a
1− a
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Let A, (pn)n, Dp(pn) = npn, (εn)n and D.
For an arbitrary polynomial R such that R(n) 6= 0, n ≥ 0, we define a
new polynomial P by
P(x)− P(x − 1) = R(x)
and a sequence of polynomials (qn)n by q0 = 1 and
qn = pn + βnpn−1, n ≥ 1




, n ≥ 1
Then there exist Dq ∈ A sucht that Dq(qn) = P(n)qn where
Dq = P(Dp) +DR(Dp)
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D-operators
GOAL: Extend the previous Theorem for the case that we consider a
linear combination of m + 1 consecutive pn’s:
qn = pn + βn,1pn−1 + βn,2pn−2 + · · ·+ βn,mpn−m
Let R1,R2, . . . ,Rm be m arbitrary polynomials and m D-operators
D1,D2, . . . ,Dm defined by the sequences (ε
h
n)n, h = 1, . . . ,m.





n−1 · · · ε
h
n−i+1
and assume that the following Casorati determinant never vanish (n ≥ 0)
Ω(n) =
∣∣∣∣∣∣∣
ξ1n−1,m−1R1(n − 1) ξ
1





ξmn−1,m−1Rm(n − 1) ξ
m
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Now consider the sequence of polynomials (qn)n defined by
qn(x) =
∣∣∣∣∣∣∣∣∣











n−1,m−1Rm(n − 1) · · · Rm(n −m)
∣∣∣∣∣∣∣∣∣
Observation: qn is a linear combination of of m + 1 consecutive pn’s.











Observation: Mh are linear combinations of adjoint determinants of Ω(x).
If we assume that Ω(x) and Mh(x) are polynomials in x , then ∃ Dq ∈ A
with Dq(qn) = P(n)qn and P(x)− P(x − 1) = Ω(x), where
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Choice of R1, R2, . . . , Rm
GOAL: Make (qn)n bispectral (we already have Dq(qn) = λnqn).
For that we have to make an appropriate choice of the arbitrary
polynomials R1,R2, . . . ,Rm. This choice is based on the following








Rhj (n− 1) = (ηhj + κh)R
h
j (n), n ∈ Z
where ηh and κh are real numbers independent of n and j , (an)n∈Z,
(bn)n∈Z, (cn)n∈Z are the coefficients in the TTRR for the OP’s (pn)n,
and (εhn)n defines a D-operator for (pn)n.
Classical discrete family D-operators Rj(x)
Charlier: can , n ≥ 0 ∇ c
−a
j (−x − 1), j ≥ 0








j (−x − 1), j ≥ 0








j (−x − 1), j ≥ 0
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Choice of R1, R2, . . . , Rm
Given a set G of m positive integers, G = {g1, . . . , gm}, call
G˜ = {g˜1, . . . , g˜m} where g˜h = ηhgh + κh.
We then define the sequence of polynomials (qGn )n by
qGn (x) =
∣∣∣∣∣∣∣∣∣



















(n − 1) · · · Rmgm(n −m)
∣∣∣∣∣∣∣∣∣
Let pG˜ (x) =
∏m
j=1(x − g˜i). (q
G
n )n are orthogonal w.r.t. a measure ω˜ if
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Identifying the measure ω˜




(x − f ) ω(x)
The set G will be closely related with the set F .
In fact G will be identified by one of the following sets:
I (F ) = {1, 2, . . . , fk} \ {fk − f , f ∈ F},
Jh(F ) = {0, 1, 2, . . . , fk + h − 1} \ {f − 1, f ∈ F}, h ≥ 1
where fk = maxF and k = #(F ).
For the transformation I , the bigger the holes in F (with respect to the
set {1, 2, . . . , fk}), the bigger the set I (F ):
I ({1, 2, 3, . . . , k}) = {k}, I ({1, k}) = {1, 2, . . . , k − 2, k}
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Identifying the measure ω˜: example
Imagine we have a discrete classical weight ω supported on {0, 1, 2, . . .}
ω
0 1 2 3 4 5 6
b b b b b b b




(x − f ) ω(x) = (x − 1)(x − 4)(x − 6) ω(x)
The new discrete weight ωF will be supported on {0, 2, 3, 5, 7 . . .}
ω˜
0 1 2 3 4 5 6
b b b b
The set of indexes G we have to take to construct the orthogonal
polynomials (qGn )n with respect to ω˜ = ω
F will be given by
G = I (F ) = {1, 2, 3, 4, 5, 6} \ {5, 2, 0} = {1, 3, 4, 6}
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ω
0 1 2 3 4 5 6
b b b b b b b




(x − f ) ω(x) = (x − 1)(x − 4)(x − 6) ω(x)
The new discrete weight ωF will be supported on {0, 2, 3, 5, 7 . . .}
ω˜
0 1 2 3 4 5 6
b b b b
The set of indexes G we have to take to construct the orthogonal
polynomials (qGn )n with respect to ω˜ = ω
F will be given by








Choice of arbitrary polynomials
Identifying the measure
3 Examples




Let F ⊂ N be finite and consider G = I (F ) = {g1, . . . , gm}.
Let ωa be the Charlier measure and (c
a
n)n its sequence of OP’s. Assume
that ΩG (n) = det
(









n−1(x) · · · (−1)
mcan−m(x)
c−ag1 (−n− 1) c
−a
g1





c−agm (−n− 1) c
−a
gm
(−n) · · · c−agm (−n+m − 1)
∣∣∣∣∣∣∣∣∣




(x − f )ωa
and they are eigenfunctions of a higher order difference operator Dq with






+ 1, k = #(F )
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Meixner polynomials
In this case have two different D-operators. That means that we will
have to consider two sets of positive integers F1,F2 ⊂ N.
Consider H = Jh(F1) = {h1, . . . , hm1} and K = I (F2) = {k1, . . . , km2}.









(−n) · · · m
1/a,2−c
h1







(−n) · · · m
1/a,2−c
hm1
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(−n − 1) m
1/a,2−c
h1
(−n) · · · m
1/a,2−c
h1











(−n − 1) m
1/a,2−c
hm1
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1/a,2−c
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· · · m
a,2−c
k1















· · · m
a,2−c
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then the polynomials (qn)n are eigenfunctions of a higher order difference




(x + c + f )
∏
f∈F2
(x − f )ωa,c
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Krawtchouk polynomials
Again, for F1,F2 ⊂ N consider K = I (F1) = {k1, . . . , km2} and
H = Jh(F2) = {h1, . . . , hm1} with m = m1 +m2.






















(1 + a)mka,Nn (x) −(1 + a)
m−1k
a,N







(−n − 1) ka,−N
k1
(−n) · · · ka,−N
k1








(−n − 1) ka,−N
km1
(−n) · · · ka,−N
km1




(−n − 1) (−a)m−1k
1/a,−N
h1
(−n) · · · k
1/a,−N
h1











(−n − 1) (−a)m−1k
1/a,−N
hm2
(−n) · · · k
1/a,−N
hm2





















then the polynomials (qn)n are eigenfunctions of a higher order difference






(x − f )
∏
f∈F2
(N − 1− f − x)ωa,N
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Laguerre polynomials
For m ≥ 1, let M = (Mi,j)
m−1
i,j=0 be any m×m matrix. For α 6= m− 1,m− 2, . . .,





















n−1(x) · · · L
α
n−m(x)











, n ≥ 0
is orthogonal with respect to the discrete Laguerre-Sobolev bilinear form, as
long as Ω(n) = det(Ri (n− j))
m










Γ(α+ i + 1)
(x−i+1)i
Observation: R1(x), . . . ,Rm(x) are not polynomials in general.
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Laguerre polynomials
Let (Lαn )n be the family of Laguerre polynomials and Dp the corresponding
second-order differential equation such that Dp(L
α
n ) = nL
α
n .
Assume that α is a positive integer with α ≥ m.
Then there exists a differential operator Dq of the form







such that Dq(qn) = P(n)qn where
P(x)− P(x − 1) = Ω(x)
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such that Dq(qn) = P(n)qn where
P(x)− P(x − 1) = Ω(x)


















Moreover, the minimal order of the differential operator Dq having the
orthogonal polynomials (qn)n as eigenfunctions is at most 2(α-wr(M) + 1)










The indexes nj and mj are related with how singular are the columns and the
rows of the matrix M.
When M = (Mi,j)
m−1
i,j=0 is the symmetric matrix with entries Mi,j = ai+j for
i + j ≤ m − 1 and Mi,j = 0 for i + j > m − 1, the discrete Laguerre









0 , α-wr(M) = mα




j , s = |{j : 1 ≤ j ≤ m,Mj 6= 0}|
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Laguerre polynomials: explicit example
Let α = 3, m = 3 and M =
0




Then R1(x),R2(x),R3(x) are given by
R1(x) = −
(x + 1)(x + 2)(x2 − x − 24)
24
R2(x) = −
(x + 1)(x3 + x2 − 14x − 48)
24
R3(x) =
(x + 4)(x4 + x3 + x2 − 9x + 30)
60
The differential operator (of order 18) satisfying Dq(qn) = P(n)qn is
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Conclusions: Given a classical family of OP’s (pn)n with a second-order
difference or differential operator Dp such that Dp(pn) = npn (Charlier,
Meixner, Krawtchouk and Laguerre) we can construct a new bispectral
family of OP’s satisfying higher-order difference or differential operators.
A. J. Dura´n and M. D. de la Iglesia, Constructing bispectral
orthogonal polynomials from the classical discrete families of
Charlier, Meixner and Krawtchouk, to appear in Constructive
Approximation.
A. J. Dura´n and M. D. de la Iglesia, Differential equations for
discrete Laguerre-Sobolev orthogonal polynomials, to appear in
Journal of Approximation Theory.
Future work: Examples of the form Dp with Dp(pn) = θnpn, where θn is
any function of n. The classical families to study in this case are the
Jacobi (continuous) and Hahn (discrete).
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