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1. Постановка задачи
Cтатья продолжает работу [1], где поставлена зада
ча оценивания характеризационного функционала (1)
[1], являющегося функцией от базовых функциона
лов, и предлагается оценка подстановки, элементами
которой являются рекуррентные ядерные оценки ба
зовых функционалов с векторным параметром размы
тости, построенные по независимым наблюдениям.
Предположение о независимости наблюдений суще
ственно сужает область приложения модели, посколь
ку в стохастических динамических системах выходные
переменные являются, как правило, стохастически
связанными. Как отмечено, к примеру в [2. C. 102],
«...the assumption of independence is not acceptable in ma
ny economic and financial models...». Зависимость на
блюдений сильно усложняет анализ свойств оценок,
поэтому в данной работе мы отказались от рекуррент
ной структуры оценок с масштабированием по каждой
компоненте, положив hlk≡hn. Далее будут использо
ваться обозначения, введенные в [1].
Будем считать наблюдения Zl=(Xl,Yl), l=1,n
⎯
строго стационарным эргодическим процессом,
удовлетворяющим дополнительно условию силь
ного перемешивания (αперемешиванию) с коэф
фициентом перемешивания 
где σалгебра Fa,b=σ(Zl,a≤l≤b) порождена случайны
ми величинами Za,...,Zb. Сильное перемешивание
(с. п.) означает, что α(k)→0 при k→∞. Асимптоти
ческая среднеквадратическая ошибка (СКО) оцен
ки НадараяВатсона функции регрессии для с. п. на
блюдений была найдена только в 1999 г. [3]. Заме
тим, что αперемешивание относится к слабому ти
пу зависимости наблюдений и следует из других
обычно рассматриваемых типов перемешивания: β
перемешивания и ρперемешивания [4]. Условию с.
п. удовлетворяет устойчивый процесс авторегрес
сии; оцениванию характеристик процессов такого
типа посвящены, например, работы [5, 6].
В качестве непараметрических ядерных оценок
базовых функционалов a(x)=a(0j)(x) и их производных
a(1j)(x) (формулы (2), (3) в [1]) в точке x возьмем стати
стики, аналогичные статистикам (6) в [1] при hlk≡hn:
где последовательность чисел (hn)↓0,
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2. Асимптотические свойства ядерных оценок 
базовых функционалов для зависимых наблюдений
Нетрудно видеть, что при доказательстве
лемм 1–3 из [1] зависимость выборочных значений
не играет роли, поэтому результаты, связанные с
несмещенностью оценок an(rj)(x) и скоростью сходи
мости смещений, остаются справедливыми и в на
шем случае. Заметим только, что при hlk≡hn соотно
шение (12) в [1] будет тривиально выполняться при
S(ν)=1, и для скорости сходимости смещений в
лемме 3 [1] будет справедливо равенство
(1)
Все асимптотические результаты получены,
очевидно, при n→∞, и далее это подразумевается.
Найдем главную часть ковариаций оценок
an(rj)(x) для с. п. наблюдений.
Обозначим
где f1(1+τ)(z,p) – 2(m+1)мерная плотность распреде
ления выборочных величин (Z1,Z1+τ), τ≥1. Заметим,
что для любого j,k=
⎯
1,m
⎯
в силу мультипликативности ядра.
Нумерация лемм продолжает нумерацию статьи [1].
Лемма 5 (ковариация оценок atn(rj)(x) и apn(qk)(x) для
с.п. наблюдений). Пусть для β=t,p, γ=r,q:
1) (Zj) – с. п. последовательность, ∫
0
∞
[α(τ)]λdτ<∞ для
некоторого λ∈(0,1);
2) функции at,p(z), aβ(z), – непрерывны в
точке x;
3)
4)
5)
Тогда
(2)
Если дополнительно
6) λ<1/2;
7)
(3)
и, в частности, при t=p
Теорема 1 (CКО оптимальных оценок базовых
функционалов для с. п. наблюдений). Если выпол
нены условия леммы 3 [1], условия 1–4 и 6, 7 лем
мы 5 при q=r, β=t=p=i и дополнительно ωiv(rj)(x)≠0,
то имеют место формулы (14) [1].
Теорема 1 следует из теоремы [1] и леммы 5.
Согласно теореме 1 порядок скорости сходимо
сти оптимальных непараметрических оценок базо
вых функционалов для с. п. наблюдений, равный 
при больших ν как и для независимых
наблюдений, приближается к обычному порядку
скорости сходимости параметрических оценок,
равному 1. Напомним, что целочисленный пара
метр ν≥0 вводится в лемме 3 [1]; он связан со свой
ствами ядра K(u): показывает минимальный поря
док момента ядра, отличного от нуля: 
и отвечает за ско
рость сходимости смещения оценок an(rj)(x) (см. (1)).
При доказательстве сходимости в среднеква
дратическом оценок подстановки функции (1) [1]
нам будут нужны следующие результаты, связан
ные со сходимостью четвертых моментов оценок
an(rj)(x). Сформулируем и докажем эти результаты
сразу для с. п. последовательностей.
Введем обозначения: f1(i+1)(i+j+1)(i+j+k+1)(z,s,u,w) –
плотность распределения выборочных величин
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Лемма 6 (порядок сходимости четвертых цен
тральных моментов оценок atn(rj)(x) для с. п. наблю
дений). Пусть для r=0 (или 1):
1) (Zj) – с. п. последовательность, и
для некоторого 0<δ<2;
2)
3)
4)
Тогда для r=0 (или 1)
(4)
Лемма 7 (порядок сходимости четвертых моментов
отклонений M4(ain(rj)) для с. п. наблюдений). Если для
r=0 (или 1) выполняются условия лемм 3 [1] и 6, то
(5)
3. Доказательства лемм 5–7
Нам понадобится один из результатов работы
[7]. Пусть 
Утверждение. Если случайные величины X и Y
измеримы относительно σалгебр F0i, и F ∞t+τ, τ>0 со
ответственно, для них выполняется условие с. п.,
1≤p,q,r<∞, p–1+q–1+r–1=1, то
Доказательство леммы 5. Обозначим 
Воспользуемся методикой доказательства тео
ремы 3 из [8]. Представим ковариацию в виде
(6)
По лемме 4 [1] для слагаемого An(x) имеем
(7)
Обозначив U=ξt1(rj)(x), V=ξp(τ+1)(qk) (x) оценим слага
емое Rn(x). Применив утверждение при r=(1+δ)/δ,
p=q=2+δ, где δ>0 – любое, получим
(8)
Так как
то, выписав неравенство, аналогичное последнему
неравенству в лемме 1 [1], и рассуждая, как при за
вершении доказательства леммы 1 [1], получаем
при 2+δ=2/(1–λ)
(9)
Принимая во внимание, что α(τ)↓0 и
λ=δ/(2+δ), 0<λ<1, имеем:
(10)
Привлекая соотношения (8)–(10), выражая δ
через λ, получаем
(11)
Неравенство (2) доказано.
Докажем (3). Из (6) следует
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Пусть c(n) – положительные целые числа такие,
что c(n)hnm→0, c(n)hn2mλ→∞ (например, можно взять
c(n)~hnm(ε–1), 0<ε<1–2λ, 0<λ<1/2). Тогда
Здесь и далее через C будем обозначать кон
станты, не обязательно одинаковые даже в преде
лах одного рассуждения.
Возьмем δ=4λ/(1–2λ), 0<λ<1/2. Тогда анало
гично (11) получаем
Так как α(τ) не возрастает, т. е. 1≥α(1)≥α(2)≥..., то из
следует, что
Таким образом,
Лемма 5 доказана.
Доказательство леммы 6. Воспользуемся прие
мами из доказательств леммы 4 [9. С. 239] и лем
мы 1 [9. С. 270]. Обозначим
Последовательность (Zj) является стационар
ной, поэтому
(12)
где сумма берется по i,j,k≥1, i+j+k≤n–1. По утвер
ждению при r=(2+δ)/δ, p=q=2+δ, с учетом условия
2 леммы и того, что Eη1r=0, после замены перемен
ных в интегралах получаем неравенства
и
Аналогично находим
(13)
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Подставляя последние два неравенства в (13),
имеем
Итак,
(14)
где учтено, что 1≥α(0)≥α(1)≥α(2)≥....
Из (12) и (14) вытекает
(15)
Рассмотрим первое слагаемое в правой части не
равенства (15). Возьмем последовательность целых
положительных чисел c(n): c(n)=o(n), c(n)=O(hn–m). В 
этом случае, учитывая получаем
Теперь покажем, что
Учитывая условия 2 и 5 леммы, находим
где
Аналогично неравенствам (14)
(16)
где
Второе слагаемое в правой части равенства (16) 
имеет порядок а для первого слагаемо
го справедливо неравенство
Поскольку то
Лемма 6 доказана.
Доказательство леммы 7. Привлекая при p=4 и
m=2 неравенство
получаем
Лемма 7 доказана.
В следующей (завершающей) работе будут рас
смотрены оценки подстановки Jn(x)=H(an(rj)(x)) и их
кусочногладкие аппроксимации.
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Введение
Известно [1], что механизмом называют кинема
тическую цепь, в которой при заданном движении
одного или нескольких звеньев все остальные звенья
совершают однозначно определяемые движения.
В общем случае степень подвижности механизма
W определяет число его степеней свободы и может
быть найдена по формуле, предложенной профессо
ром Томского технологического института А.П. Ма
лышевым. Впервые эта формула была опубликована
в 1923 г. в его статье «Анализ и синтез механизмов с
точки зрения их структуры» [2]. В современных
обозначениях формула Малышева имеет вид
(1)
где n – число подвижных звеньев механизма; p1, p2,
p3, p4, p5 – число кинематических пар первого, вто
рого, третьего, четвертого и пятого классов.
Применение этой формулы возможно лишь в
том случае, если на движение звеньев механизма не
наложено никаких общих ограничений. При нало
жении ограничений на движения звеньев, обра
зующих механизм, используется универсальная
формула подвижности кинематической цепи,
предложенная профессором В.В. Добровольским
[3]. Эта формула имеет следующий вид
(2)
В формуле (2) параметр m определяет число об
щих связей, наложенных на движение всех звеньев
кинематической цепи, m может принимать значе
ния m=0,1,2,3 и 4; k – класс кинематических пар,
определяемый числом связей, накладываемых на
относительное движение соединяемых звеньев.
Как следует из (1), класс пар может принимать зна
чения k=5,4,3,2,1.
Семейства механизмов
В зависимости от числа общих связей m, накла
дываемых на кинематическую цепь, академиком
И.И. Артоболевским было предложено относить
все цепи к одному из пяти семейств: нулевому, пер
вому, второму, третьему и четвертому. Если на ки
нематическую цепь не накладывается никаких об
щих связей, то она относится к нулевому семей
ству. Формула подвижности для цепей нулевого се
мейства записывается в виде (1) при подстановке в
формулу (2) значения m равного нулю.
Первое семейство описывается формулой, в ко
торой коэффициенты всех членов (1) уменьшаются
на единицу
1
5
(6 ) ( ) .
m
kW m n k m p
+
= − − −∑
5 4 3 2 16 5 4 3 2 ,W n p p p p p= − − − − −
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