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Na grande maioria dos textos elementares que tratam do estudo de func¸o˜es de uma varia´vel
complexa estabelecem, com pequenas variac¸o˜es, o seguinte teorema: “Uma condic¸a˜o sufi-
ciente para que a func¸a˜o complexa f(z) = u(x, y) + iv(x, y) seja anal´ıtica no ponto z0 =
x0 + iy0 e´ que as func¸o˜es u e v juntamente com suas derivadas parciais sejam cont´ınuas















”. E´ conhecido, como cita Der-
rick ([7], pa´gina 27), que as condic¸o˜es acima podem ser enfraquecidas, assegurando ainda o
mesmo resultado. Nosso propo´sito neste trabalho foi o de estudar as diversas condic¸o˜es que
aparecem na literatura que implicam a analiticidade. Nosso estudo foi baseado principal-
mente no trabalho de Disney, Gray e Morris, com o t´ıtulo “Is a function that satisfies the
Cauchy-Riemann equations necessarily analytic?”.
vi
Abstract
Elementary textbooks on functions of one complex variable usually prove, with small varia-
tions, the following result: “for the complex function f(z) = u(x, y) + iv(x, y) to be analytic
at the point z0, it is sufficient that both u and v together with their partial derivatives are













”. It is well known, see Derrick ([7],
page 27), that the same result holds true with weaker conditions. The purpose of this work
is to study several conditions appearing in the literature which imply the analiticity of the
function. Our main source was the work “Is a function that satisfies the Cauchy-Riemann
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A motivac¸a˜o principal para esta dissertac¸a˜o e´ o artigo “DISNEY, S. A., GRAY, J. D., MOR-
RIS, S. A., Is a function that satisfies the Cauchy-Riemann equations necessarily analytic?
Gazette of Austral. Math. Soc., n.2(3), p.67–81, 1975.” onde, de maneira simplificada
os autores discutem a questa˜o das condic¸o˜es sobre uma func¸a˜o complexa que implicam em
sua analiticidade.
Por outro lado, apesar da importaˆncia do assunto, pesquisando a literatura se
percebe que a grande maioria dos textos em varia´vel complexa (introduto´rio ou na˜o) na˜o
aborda a questa˜o t´ıtulo desta dissertac¸a˜o, deixando assim uma questa˜o extremamente im-
portante (do ponto de vista teo´rico e das aplicac¸o˜es) pouco divulgada.
Por u´ltimo, a demonstrac¸a˜o do Teorema de Looman-Menchoff (Teorema 2.2.4), na˜o
deixa de ser um exemplo de matema´tica de alta qualidade, conforme citac¸a˜o de Saks [21] que
reproduzimos aqui: “A prova de Menchoff e´ uma das mais elegantes e inesperadas aplicac¸o˜es




Dedicamos este cap´ıtulo a introduc¸a˜o de notac¸o˜es, definic¸o˜es e alguns teoremas referentes
a` teoria das func¸o˜es a valores complexos e a` teoria da medida. Ale´m disso, enunciamos
importantes resultados tais como o Teorema de Baire, dentre outros que sera˜o necessa´rios
para o desenvolvimento do trabalho. Na˜o teremos, entretanto, a preocupac¸a˜o em demonstra´-
los, visto que podem ser encontrados facilmente na literatura matema´tica aqui indicada.
1.1 Teoria das Func¸o˜es a Valores Complexos
Para discutirmos o conceito de analiticidade de uma func¸a˜o complexa necessitamos de alguns
conceitos preliminares, que sa˜o uma extensa˜o ao caso complexo de conceitos que ja´ foram
vistos em ana´lise real, tais como limite, continuidade e derivada.
O plano complexo, C, herda naturalmente todas as propriedades me´tricas e
topolo´gicas do plano R2. Admitimos enta˜o que sa˜o conhecidos os conceitos e principais resul-
tados da topologia dos espac¸os euclidianos, tais como as noc¸o˜es de aberto, fechado, compacto,
etc. (ver cap´ıtulo I de LIMA, E. L., Curso de Ana´lise. Vol. II. Rio de Janeiro: Projeto
Euclides vol. 13, IMPA). No entanto, aproveitamos para estabelecer algumas notac¸o˜es e
recordar alguns resultados que utilizaremos ao longo do texto.
Definic¸a˜o 1.1.1. Dado um subconjunto A de C, o interior de A, e´ o conjunto
int(A) = {z ∈ C; existe r > 0 tal que Br(z) ⊂ A}.




Nota 1.1.2. int(A) e´ o maior subconjunto aberto de A.
Definic¸a˜o 1.1.3. Dado um subconjunto A de C, o fecho ou adereˆncia de A, e´ o conjunto
A = {z ∈ C; para todo r > 0 tem− se que Br(z) ∩ A 6= ∅}.
Nota 1.1.4. A e´ o menor subconjunto fechado de C que conte´m A.
Definic¸a˜o 1.1.5. Dado um subconjunto A de C, a fronteira ou bordo de A, e´ o conjunto
∂A = {z ∈ C; para todo r > 0 tem− se que Br(z) ∩ A 6= ∅ e Br(z) ∩ C\A 6= ∅}.
Nota 1.1.6. Para todo A ⊂ C tem-se ∂A = A−int(A). Em particular ∂A e´ um subconjunto
fechado de C.
Definic¸a˜o 1.1.7. Dizemos que um ponto z0 ∈ C e´ um ponto de acumulac¸a˜o de um
conjunto A ⊂ C, se para todo r > 0 temos (Br(z0)\{z0}) ∩ A 6= ∅. Um ponto z0 ∈ A, que
na˜o e´ ponto de acumulac¸a˜o de A e´ chamado de ponto isolado de A
Definic¸a˜o 1.1.8. Seja X ⊂ C. Dizemos que A ⊂ X e´ denso em X se A ⊃ X.
Nota 1.1.9. Todo conjunto X ⊂ C, conte´m um subconjunto enumera´vel A, o qual e´ denso
em X.
Definic¸a˜o 1.1.10. Dado um conjunto limitado A ⊂ C, o diaˆmetro de A, e´ definido por
diam(A) = sup{|z − w|; z, w ∈ A}.
Nota 1.1.11.
(i) diam(Br(z0)) = 2r.
(ii) O diaˆmetro do retaˆngulo R = [a, b] × [c, d] = {x + iy; a ≤ x ≤ b, c ≤ y ≤ d} e´
diam(R) =
√
(b− a)2 + (d− c)2.
(iii) Se A ⊂ B, enta˜o diam(A) ≤ diam(B).
(iv) diam(A) = diam(A), para todo A ⊂ C.
Definic¸a˜o 1.1.12. Uma trajeta´ria poligonal e´ por definic¸a˜o a justaposic¸a˜o de um nu´mero
finito de segmentos de retas indicada por γ1 ∗ · · · ∗ γk, onde γj = [zj−1, zj], sendo γj(t) =
tzj + (1− t)zj−1, 0 ≤ t ≤ 1. A poligonal γ1 ∗ · · · ∗ γk e´ tambe´m denotada por [z0, . . . , zk].
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Definic¸a˜o 1.1.13. Dizemos que um conjunto aberto D de C e´ conexo (por poligonais) se
para cada par de pontos do conjunto existe uma trajeto´ria poligonal que os une e que se
encontra inteiramente contida em D.
Definic¸a˜o 1.1.14. Dizemos que um subconjunto na˜o vazio D de C e´ uma regia˜o se D e´
um aberto conexo.
Se w e´ um nu´mero complexo, podemos escrever w = u + iv, sendo u e v nu´meros
reais chamados, respectivamente, as partes real e imagina´ria de w.
Dada uma func¸a˜o f : D → C, para cada z ∈ D, z = x+ iy, podemos representar f
como
f(z) = u(x, y) + iv(x, y)
sendo u e v func¸o˜es reais das varia´veis reais x, y.
Definic¸a˜o 1.1.15. Seja f uma func¸a˜o definida numa regia˜o D. Dizemos que f possui
um limite em z0 (ponto de acumulac¸a˜o de D) se existe um nu´mero complexo L com a
propriedade de que para todo nu´mero  > 0, existe um nu´mero δ = δ(, z0) > 0 tal que





Definic¸a˜o 1.1.16. Seja f uma func¸a˜o definida numa regia˜o D e seja z0 um ponto de D.




Se a func¸a˜o f e´ cont´ınua em todos os pontos de D dizemos enta˜o que f e´ cont´ınua em D.
Definic¸a˜o 1.1.17. Dizemos que uma func¸a˜o f : [a, b]→ C e´ absolutamente cont´ınua se
para todo  > 0 existe δ > 0 tal que
n∑
i=1
|f(yi)− f(xi)| < ,




|(yi − xi)| < δ.
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Observac¸a˜o 1.1.18.
1. Uma func¸a˜o f(z) = u(x, y) + iv(x, y) definida numa regia˜o D e´ cont´ınua em z0 =
x0 + iy0 se e somente se suas partes real e imagina´ria u e v sa˜o cont´ınuas em (x0, y0).
A demonstrac¸a˜o desta afirmac¸a˜o segue diretamente da definic¸a˜o de continuidade.
2. Uma func¸a˜o cont´ınua na varia´vel complexa z = x+ iy e´ necessariamente uma func¸a˜o
cont´ınua das varia´veis reais x e y. Entretanto, a continuidade com respeito a x e y






se z 6= 0
0 se z = 0
que e´ uma func¸a˜o cont´ınua em x e y separadamente. Mas, uma vez que x 6= 0 e
y = mx, temos













6= 0 = f(0).
f certamente na˜o e´ uma func¸a˜o cont´ınua na origem.
Definic¸a˜o 1.1.19. Dizemos que uma func¸a˜o f definida numa regia˜o D e´ limitada em D,
se existe uma constante positiva K tal que | f(z) |≤ K para todo ponto z ∈ D.
Nota 1.1.20. Sejam D um conjunto aberto limitado e f uma func¸a˜o cont´ınua em D, onde
D denota o fecho de D. Enta˜o f e´ limitada em D.










z − z0 .
Enta˜o este limite e´ chamado a derivada de f(z) no ponto z0 e e´ denotado por f
′(z0), isto
e´,
f ′(z0) = lim
h→0
f(z0 + h)− f(z0)
h
. (1.1)
Neste caso f e´ uma func¸a˜o deriva´vel no ponto z0. Dizemos que f(z) e´ deriva´vel em D, se
f(z) for deriva´vel em cada ponto de D.
Teoria das Func¸o˜es a Valores Complexos 6
Vejamos o exemplo.
Exemplo 1.1.22. Seja f(z) =| z |2 para todo z ∈ C. f(z) e´ claramente cont´ınua. Mostraremos
que f(z) e´ deriva´vel somente em z0 = 0. De fato,
f ′(0) = lim
h→0









Para z0 6= 0,
f(z0 + h)− f(z0)
h
=
| z0 + h |2 − | z0 |2
h
=






Tomando h real e fazendo h→ 0, temos
lim
h→0
f(z0 + h)− f(z0)
h
= z¯0 + z0.
Mas se h = ir, para r ∈ R, e r → 0, enta˜o
lim
h→0
f(z0 + h)− f(z0)
h
= z¯0 − z0.
Logo, se z0 6= 0 enta˜o z¯0 + z0 6= z¯0 − z0. E portanto f(z) na˜o e´ deriva´vel em z0.
Definic¸a˜o 1.1.23. Dizemos que uma func¸a˜o f e´ anal´ıtica numa regia˜o D se f e´ deriva´vel
em todos os pontos de D. Dizemos que f(z) e´ anal´ıtica num ponto z0 de D se a func¸a˜o f
for anal´ıtica numa vizinhanc¸a de z0.
Observac¸a˜o 1.1.24.
1. Se a func¸a˜o f for anal´ıtica em D ⊂ C enta˜o f e´ cont´ınua em D.
2. De acordo com a definic¸a˜o anterior, uma func¸a˜o que so´ possua derivadas em certos
pontos isolados na˜o e´ anal´ıtica. O conceito de analiticidade requer a existeˆncia da
derivada em todos os pontos de um conjunto aberto. Sem du´vida essa condic¸a˜o impo˜e
fortes restric¸o˜es a` func¸a˜o e tem como consequeˆncia uma se´rie de propriedades sur-
preendentes, sem equivaleˆncia na ana´lise real.
No exemplo (1.1.22) temos uma func¸a˜o que e´ deriva´vel em z0 = 0, mas que na˜o e´
anal´ıtica em z0 = 0.
Definic¸a˜o 1.1.25. Sejam f uma func¸a˜o anal´ıtica num aberto D de C. Dizemos que z0 e´
uma singularidade isolada de f se f esta´ definida e e´ anal´ıtica numa vizinhanc¸a de z0,
V (z0), com excec¸a˜o de z0.
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Definic¸a˜o 1.1.26. Sejam f : D → C uma func¸a˜o anal´ıtica e z0 ∈ C\D uma singularidade




Definic¸a˜o 1.1.27. Sejam f : D → C uma func¸a˜o anal´ıtica e z0 ∈ C\D uma singularidade
isolada de f . Dizemos que z0 e´ um polo de f se lim
z→z0
f(z) =∞.
Definic¸a˜o 1.1.28. Sejam f : D → C uma func¸a˜o anal´ıtica e z0 ∈ C\D uma singularidade
isolada de f . Dizemos que z0 e´ um singularidade essencial f se z0 na˜o e´ singularidade
remov´ıvel e nem polo.
Proposic¸a˜o 1.1.29. Seja z0 uma singularidade isolada de uma func¸a˜o anal´ıtica f . Se
existir uma vizinhanc¸a de z0, V (z0), de modo que f e´ limitada em V (z0)\z0, enta˜o z0 e´ uma
singularidade remov´ıvel de f .






as derivadas parciais de f com respeito a x e y, respectivamente. Dizemos que
f tem uma derivada parcial
∂f
∂x
(x0, y0) com respeito a x em (x0, y0) se
∂f
∂x
(x0, y0) = lim
h→0
f(x0 + h, y0)− f(x0, y0)
h
.
A definic¸a˜o e´ ana´loga para derivada parcial de f com respeito a y em (x0, y0).
Definic¸a˜o 1.1.31. Seja f : D → R uma func¸a˜o cont´ınua, onde D ⊂ R2 e´ um aberto.
Dizemos que f e´ diferencia´vel em (x, y) ∈ D, se existem α, β ∈ R tais que
lim
(h,k)→(0,0)
f(x+ h, y + k)− f(x, y)− (αh+ βk)√
h2 + k2
= 0. (1.2)
Nota 1.1.32. Na˜o e´ dif´ıcil ver que (1.2) implica que α =
∂f
∂x




Usaremos a notac¸a˜o Df(x, y) para designar a derivada de f em (x, y).
Proposic¸a˜o 1.1.33. Sejam D ⊂ R2 um aberto e f : D → R uma func¸a˜o cont´ınua. Se f
possui derivadas parciais em todo ponto de D e cada derivada parcial e´ cont´ınua em (x0, y0),
enta˜o f e´ diferencia´vel no ponto (x0, y0).
Demonstrac¸a˜o. Ver LIMA, E. L., Curso de Ana´lise. Vol. II. Rio de Janeiro: Projeto
Euclides vol. 13, IMPA, pa´gina 132. 
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(x0, y0) na˜o implica na diferenciabilidade de f em (x0, y0). Como pode ser visto pelo exemplo
abaixo.
Exemplo 1.1.35. Seja f(x, y) =
√| xy |. Nota-se facilmente que as derivadas parciais de
f existem e sa˜o nulas na origem:
∂f
∂x
(0, 0) = lim
h→0









(0, 0) = lim
k→0
















|√| hk | |√
h2 + k2
.




portanto, f na˜o e´ diferencia´vel em (0, 0).
Os resultados sobre func¸o˜es de duas varia´veis reais diferencia´veis podem ser encon-
trados no livro de COURANT, R. Differential and Integral Calculus. Vol. II. New
York: Interscience Publ. Inc..
A diferenciabilidade de u(x, y) e v(x, y) na˜o implica na derivabilidade de f(z) como
podemos ver com o simples exemplo.
Exemplo 1.1.36. Seja f(z) = x + 2iy. Aqui u = x e v = 2y sa˜o func¸o˜es diferencia´veis de
x e y. Pondo z − z0 = ∆x+ i∆y em (1.1), obte´m-se






Fazendo z − z0 → 0 por valores reais, enta˜o ∆y = 0 e o limite e´ 1; mas se ∆x = 0 quando
∆y → 0, o limite sera´ 2. Logo, f(z) na˜o e´ anal´ıtica.
Seja f(z) = u(x, y) + iv(x, y) uma func¸a˜o definida numa regia˜o D. Procuramos
condic¸o˜es sobre u(x, y) e v(x, y) que garantam que f tenha uma derivada em todo ponto deD,
ou seja, que f seja anal´ıtica emD. Vejamos, inicialmente, quais condic¸o˜es a diferenciabilidade
impo˜e sobre u e v.
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Teorema 1.1.37. Sejam f uma func¸a˜o definida numa regia˜o D e z0 = x0 + iy0 ∈ D tal que
f seja deriva´vel em z0. Enta˜o u e v teˆm derivadas parciais de primeira ordem em (x0, y0) e









(x0, y0) = −∂v
∂x
(x0, y0). (1.3)
Demonstrac¸a˜o. Ver Apostol [1], pa´gina 127. 
As relac¸o˜es (1.3) sa˜o chamadas relac¸o˜es ou condic¸o˜es de Cauchy-Riemann. August
Cauchy (1789-1857) e Bernhard Riemann (1826-1866) sa˜o lembrados como os criadores da
teoria de func¸o˜es complexas. O trabalho de Riemann acentuou os aspectos geome´tricos
em contraste a` abordagem puramente anal´ıtica de Cauchy. Essas relac¸o˜es (1.3) fornecem
condic¸o˜es necessa´rias para que uma func¸a˜o f(z) seja deriva´vel em z0. Entretanto podemos
construir uma func¸a˜o f(z), definida num domı´nio contendo um ponto z0, para a qual u e v
satisfazem as condic¸o˜es de Cauchy-Riemann, mas que no entanto f ′(z0) na˜o existe.








se (x, y) 6= (0, 0) v(0, 0) = (0, 0).
E´ fa´cil verificar que
∂u
∂x
(0, 0) = 1,
∂u
∂y
(0, 0) = −1, ∂v
∂x
(0, 0) = 1 e
∂v
∂y
(0, 0) = 1. Portanto as
func¸o˜es u e v satisfazem as condic¸o˜es de Cauchy-Riemann no ponto (0, 0). Pore´m, a func¸a˜o
f(z) na˜o e´ deriva´vel em z = 0: de fato, se x = 0, temos
f(z)− f(0)
z − 0 =
−y + iy
iy
= −1 + i.
Se x = y, temos
f(z)− f(0)







E portanto f na˜o e´ deriva´vel em z = 0.
Se as derivadas parciais de f sa˜o cont´ınuas em D enta˜o as condic¸o˜es de Cauchy-
Riemann (1.3) sa˜o tambe´m condic¸o˜es suficientes para que f seja anal´ıtica em D.
Neste trabalho estamos preocupados em analisar quais condic¸o˜es adicionais a`s de
Cauchy-Riemann devam ser impostas a uma func¸a˜o complexa para que ela seja anal´ıtica. A
partir do Cap´ıtulo 2 estabelecemos diferentes condic¸o˜es sobre as func¸o˜es complexas de modo
a responder tal questa˜o.
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Definic¸a˜o 1.1.39. Seja [a, b] ⊂ R. Dizemos que a aplicac¸a˜o cont´ınua γ : [a, b] → C e´ uma
curva em C.
Definic¸a˜o 1.1.40. Dizemos que γ : [a, b]→ C e´ uma curva fechada se γ(a) = γ(b).
Definic¸a˜o 1.1.41. Dizemos que γ : [a, b] → C e´ uma curva fechada simples se na˜o
intercepta a si pro´pria, isto e´, γ(t1) 6= γ(t2) sempre que t1 6= t2, com t1, t2 ∈ (a, b).
Definic¸a˜o 1.1.42. Dizemos que γ : [a, b]→ C e´ uma curva de Jordan se γ e´ uma curva
fechada simples orientada no sentido positivo (sentido anti-hora´rio).
Definic¸a˜o 1.1.43. Dizemos que γ : [a, b] → C e´ uma curva regular se a curva γ(t) =
x(t) + iy(t), t ∈ [a, b], onde x(t) e y(t) sa˜o func¸o˜es reais cont´ınuas da varia´vel real t com
derivadas cont´ınuas em [a, b].
Definic¸a˜o 1.1.44. Dizemos que uma curva γ : [a, b]→ C e´ uma curva regular por partes
se existe uma partic¸a˜o de [a, b], P = {a = t0 < t1 < · · · < tm = b}, tal que γ e´ deriva´vel em
cada subintervalo (tk−1, tk), 1 ≤ k ≤ m.
Observac¸a˜o 1.1.45. O conjunto de pontos γ([a, b]) e´ chamado o trac¸o de γ e indicamos por
tr(γ).
Definic¸a˜o 1.1.46. Sejam D ⊂ C e γ : [a, b] → C uma curva regular por partes cujo trac¸o











Observac¸a˜o 1.1.47. Se f e´ uma func¸a˜o anal´ıtica em todos os pontos de uma regia˜o D enta˜o
f e´ certamente integra´vel sobre uma curva γ cujo tr(γ) ⊂ D.
As integrais usadas no texto sa˜o de Riemann sobre intervalos da reta ou sobre
subconjuntos limitados do plano.
Nota 1.1.48. Se f(z) = u(x, y)+iv(x, y) = u+iv, a integral de linha (1.4) pode ser expressa










Notac¸a˜o 1.1.49. Suponhamos f = u + iv uma func¸a˜o cont´ınua sobre o retaˆngulo R =
[a1, b1]× [a2, b2]. Por substituic¸a˜o direta, e´ fa´cil ver que a integral (1.4)∫
∂R
f(z)dz,





[u(x, b2)− u(x, a2)]dx−
∫ b2
a2




[u(b1, y)− u(a1, y)]dy −
∫ b1
a1












[u(x, b2)− u(x, a2)]dx−
∫ b2
a2










[u(b1, y)− u(a1, y)]dy −
∫ b1
a1





f(z)dz = J1(f,R) + iJ2(f,R).
Observac¸a˜o 1.1.50. A notac¸a˜o acima aparece em [21], pa´gina 195.
Nota 1.1.51. Em todo este trabalho, todos retaˆngulos sa˜o assumidos tendo lados paralelos
aos eixos coordenados.
Teorema 1.1.52 (Cauchy-Gousart). Se f e´ uma func¸a˜o anal´ıtica no retaˆngulo R =
(a, b)× (c, d) e cont´ınua em R, enta˜o ∫
∂R
f(z)dz = 0.
Demonstrac¸a˜o. Ver Veech [28], pa´gina 76. 




para toda curva fechada simples C contida em D. Enta˜o f e´ anal´ıtica em D.
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Demonstrac¸a˜o. Ver Dissertac¸a˜o de Maguin˜a [13], pa´gina 72. 
O teorema enunciado abaixo e´ uma variac¸a˜o do Teorema de Morera (1.1.53) e pode
ser encontrado em Veech ([28], pa´gina 77).
Teorema 1.1.54 (Teorema de Morera para Quadrados). Sejam D uma regia˜o e f :
D → C uma func¸a˜o cont´ınua. Se ∫
∂Q
f(z)dz = 0
para todo quadrado Q ⊂ D, enta˜o f e´ anal´ıtica em D.
Demonstrac¸a˜o. Aplicac¸a˜o do Teorema de Morera (1.1.53). 
1.2 Teoria de Medida
A seguir destacamos algumas definic¸o˜es e propriedades da teoria de medida, em maior
relevaˆncia, as propriedades da medida de Lebesgue.
Definic¸a˜o 1.2.1. Seja Ω um conjunto. Uma colec¸a˜o Σ de subconjuntos de Ω e´ uma σ-
a´lgebra se
(a) ∅,Ω ∈ Σ;
(b) A ∈ Σ enta˜o Ac = (Ω− A) ∈ Σ;
(c) (An)
∞




Neste caso, o par (Ω,Σ) e´ chamado um espac¸o mensura´vel e os elementos de Σ sa˜o
chamados conjuntos mensura´veis (ou Σ-mensura´veis).
Definic¸a˜o 1.2.2. Dada uma colec¸a˜o S de subconjuntos de Ω, a menor σ-a´lgebra de Ω que
conte´m S e´ chamada de σ-a´lgebra gerada por S. A σ-a´lgebra gerada por S e´ dada pela
intersec¸a˜o de todas as σ-a´lgebras que conte´m S.
Definic¸a˜o 1.2.3. Se (X, τ) e´ um espac¸o topolo´gico, a σ-a´lgebra gerada por τ e´ chamada de
σ-a´lgebra de Borel de X e a denotamos por B(X). Os elementos de B(X) sa˜o chamados
de borelianos.
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Definic¸a˜o 1.2.4. Seja (Ω,Σ) um espac¸o mensura´vel. Uma func¸a˜o f : Ω → R e´ men-
sura´vel (ou Σ-mensura´vel) se para todo α ∈ R, o conjunto {x ∈ Ω : f(x) > α} ∈ Σ.
Observac¸a˜o 1.2.5. A teoria de integrac¸a˜o permite as func¸o˜es assumirem valores +∞ e
−∞. Para isso introduzimos a reta estendida, R = R ∪ {+∞,−∞} com sua aritme´tica
(veja Rudin, [20], pa´gina 13, Teorema 1.12).
Definic¸a˜o 1.2.6. Seja Σ uma σ-a´lgebra em Ω. Uma func¸a˜o µ : Σ→ R e´ uma medida se
(i) µ(A) ≥ 0, para todo A ∈ Σ;







µ(An) sempre que (An) ⊆ Σ e os An sejam disjuntos dois a dois, isto
e´, An ∩ Am = ∅, para todo n 6= m.
Observac¸a˜o 1.2.7.
(a) Se µ(A) < +∞ para todo A ∈ Σ, dizemos que a medida µ e´ finita. Dizemos que





(b) A condic¸a˜o (iii) e´ chamada de σ-aditividade.
(c) (Ω,Σ, µ) e´ chamado de espac¸o de medida.
Definic¸a˜o 1.2.8. Se Ω = R e Σ = B(R), existe uma u´nica medida µ : B(R) → R tal que
µ((a, b)) = b− a, para todo a ≤ b. µ e´ chamada de medida de Lebesgue.
Nota 1.2.9. A medida de Lebesgue na reta ou no plano sera´ indicada por µ.
Proposic¸a˜o 1.2.10.
a. Se A e B sa˜o conjuntos mensura´veis do plano com A ⊂ B, enta˜o µ(A) ≤ µ(B).
b. Se A e´ um conjunto mensura´vel do plano tal que µ(A) <∞, enta˜o dado  > 0 existem
conjuntos F ⊂ A fechado e A ⊃ A aberto tais que µ(A \F) <  (regularidade de µ).
c. Se (An)
∞
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Definic¸a˜o 1.2.11. Sejam f, g func¸o˜es mensura´veis. Dizemos que f = g µ-qs (µ-quase
sempre) se µ({x : f(x) 6= g(x)}) = 0.
Definic¸a˜o 1.2.12. Sejam M um espac¸o me´trico e G ⊂ M. G e´ chamado um conjunto
Gδ de M se G e´ uma intersec¸a˜o enumera´vel de abertos de M.
Observac¸a˜o 1.2.13. Se F e´ um conjunto fechado de C enta˜o F e´ um conjunto Gδ. De







Claramente, cada Gn e´ um aberto de C e Gn ⊃ F para todo n ∈ N. Logo
∞⋂
n=1
Gn ⊃ F. Por




Teorema 1.2.14 (Baire). Em um espac¸o me´trico completo M, todo subconjunto Gδ na˜o
vazio G de M e´ de segunda categoria, isto e´, se G =
∞⋃
n=1
Fn enta˜o pelo menos um dos
conjuntos Fn e´ denso em Br(a)
⋂
G, para algum a ∈ G e r > 0.
Nota 1.2.15. Para maiores detalhes veja [21], pa´gina 195.
Cap´ıtulo 2
O Teorema de Looman–Menchoff
Uma Extensa˜o do Teorema de
Goursat
Apresentamos a seguir os resultados mais frequ¨entes que sa˜o encontrados nos textos em geral
e que introduzem condic¸o˜es sobre uma func¸a˜o de uma varia´vel complexa que garantem sua
analiticidade em uma regia˜o D. Talvez o pro´ximo Teorema 2.1.1 seja o resultado mais fre-
quente nos textos elementares, e como exemplo, oferecemos uma demonstrac¸a˜o do Teorema
2.1.2 o qual segue imediatamente do Teorema 2.1.1.
2.1 Condic¸o˜es suficientes para analiticidade
A partir de agora, quando nos referimos a uma regia˜o D estamos pensando em D como
um subconjunto do plano complexo. Por simplicidade, usamos f = u + iv no lugar de
f(z) = u(x, y) + iv(x, y).
Teorema 2.1.1. Se a func¸a˜o f = u+ iv, definida numa regia˜o D, e´ tal que













(ii) u e v satisfazem as condic¸o˜es de Cauchy-Riemann em D.
(iii) f e´ cont´ınua em D,
15
Condic¸o˜es Suficientes para analiticidade 16












sa˜o cont´ınuas em D,
enta˜o f e´ anal´ıtica em D.
A prova do Teorema 2.1.1, ou uma variac¸a˜o dela, e´ a que encontramos nos tex-
tos cla´ssicos de varia´veis complexas. Ale´m disso, o Teorema 2.1.1 segue imediatamente do
Teorema 2.1.2 cujas hipo´teses sa˜o menos restritivas.
Teorema 2.1.2. Se a func¸a˜o f = u+ iv, definida numa regia˜o D, e´ tal que













(ii) u e v satisfazem as condic¸o˜es de Cauchy-Riemann em D,
(iii) u e v sa˜o diferencia´veis em D,
enta˜o f e´ anal´ıtica em D.
Demonstrac¸a˜o. Seja z = x + iy ∈ D, como u e v sa˜o diferencia´veis em (x, y), numa
vizinhanc¸a de (x, y) podemos escrever





(x, y)k + (h, k),




‖(h, k)‖ = 0, onde
‖(h, k)‖ = √h2 + k2 (analogamente para func¸a˜o v).
Portanto,












(x, y)k + η(h, k)
]
.
Usando agora as condic¸o˜es Cauchy-Riemann (1.3), obtemos,

































+ (h, k) + iη(h, k).
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Logo,























‖(h, k)‖ = 0
(analogamente para η), segue enta˜o que f e´ deriva´vel em z = x+ iy e portanto f e´ anal´ıtica
em D. 
E´ importante observar que, embora as condic¸o˜es de Cauchy-Riemann (1.3) desem-
penhem um papel importante no estudo da analiticidade de uma func¸a˜o, apenas a sua
verificac¸a˜o na˜o garante a analiticidade da func¸a˜o. Vejamos o exemplo abaixo (veja tambe´m






z4 se z 6= 0
0 se z = 0.




(0, 0) = lim
s→0















(0, 0) = lim
t→0














Seguindo o mesmo racioc´ınio temos que
∂v
∂x
(0, 0) = lim
s→0









(0, 0) = lim
t→0

















(0, 0) = −∂v
∂x
(0, 0).
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Logo f(z) → ∞ quando r → 0. Assim
∣∣∣∣f(z)− f(0)z
∣∣∣∣ → ∞ quando z → 0. Portanto f e´
anal´ıtica para todo valor de z, exceto z = 0.
Nota 2.1.4. Neste exemplo, pode se verificar que 0 e´ uma singularidade essencial de f .
2.2 O Teorema de Looman–Menchoff
Nesta sec¸a˜o demonstramos o Teorema de Looman-Menchoff, o qual estabelece as melhores
condic¸o˜es que garantem a analiticidade de uma func¸a˜o complexa. Este resultado e´ devido a
Menchoff [16] e tambe´m e´ demonstrado em Saks [21]. Curiosamente, um dos poucos textos
elementares que menciona o resultado de Menchoff e´ Derrick [7], pa´gina 27.
A demonstrac¸a˜o que aparece em Saks [21] e´ quase inteiramente uma reproduc¸a˜o da
demonstrac¸a˜o de Menchoff, exceto na parte final onde Saks [21] substitui propriedades de
limite e regularidade da medida de Lebesgue pelo conceito de densidade de conjunto em um
ponto, relativamente a medida de Lebesgue (ver, por exemplo, Oxtoby [19], pa´ginas 16 e 17).
Neste trabalho optamos em reproduzir a demonstrac¸a˜o original de Menchoff que dispensa
conceitos mais sofisticados da teoria da medida. Muitos detalhes omitidos na demonstrac¸a˜o
original sera˜o discutidos.
Pore´m, antes de enunciarmos o que sera´ o teorema principal deste cap´ıtulo, intro-
duzimos alguns lemas. Os dois primeiros, se devem a Menchoff e as provas aqui reproduzidas
sa˜o encontradas em Saks [21].
Lema 2.2.1. Seja φ : [a, b]→ R uma func¸a˜o deriva´vel µ-quase sempre em [a, b] (exceto num
conjunto de medida nula). Seja E um subconjunto fechado na˜o vazio de [a, b] e seja N uma
constante tal que
| φ(ξ)− φ(η) |≤ N | ξ − η |
sempre que η ∈ E e ξ ∈ [a, b]. Enta˜o∣∣∣∣φ(b)− φ(a)− ∫
E
φ′(x)dµ
∣∣∣∣ ≤ N [b− a− µ(E)].
onde µ denota a medida de Lebesgue em R.
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Demonstrac¸a˜o. [[21], pa´gina 198] Denote E1 = E ∪ {a, b} (conjunto fechado). Definimos
φ˜ em [a, b] por:
Se x ∈ E1, φ˜(x) = φ(x).
Se x ∈ [a, b]\E1, como E1 e´ fechado existe o maior intervalo (α, β) contendo x de
modo que (α, β) ⊂ [a, b]\E1 (observamos que α, β ∈ E1). Definimos φ˜ em [α, β] linearmente
de modo que φ˜(α) = φ(α) e φ˜(β) = φ(β).
Claramente, φ˜ definida assim e´ absolutamente cont´ınua e satisfaz a condic¸a˜o de
Lipschitz. Consequentemente vale o Teorema Fundamental do Ca´lculo para φ˜ (veja, por
exemplo, ROYDEN, H.L. Real Analysis. 2nd ed. London: The Macmillan Company,
1968, pa´gina 107).
Como a, b ∈ E1, temos




Agora, φ˜′(x) = φ′(x) para quase todo ponto x ∈ E. Ale´m disso, como φ˜ e´ linear
sobre cada intervalo no complementar de E, temos que | φ˜′(x) |≤ N para todo x /∈ E
(observe que φ˜′(x) =
φ(β)− φ(α)












Portanto ∣∣∣∣φ(b)− φ(a)− ∫
E
φ′(x)dµ
∣∣∣∣ ≤ N [b− a− µ(E)].

Lema 2.2.2. Sejam Q ⊂ R2 um quadrado fechado (lados paralelos aos eixos) e φ : Q → R






existem para todo ponto de Q. Sejam N uma
constante e E um subconjunto fechado na˜o vazio de Q tais que
| φ(ξ, y)− φ(x, y) |≤ N | ξ − x |
e
| φ(x, η)− φ(x, y) |≤ N | η − y |,
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sempre que (x, y) ∈ E e (ξ, y), (x, η) ∈ Q. Enta˜o se [a, b]× [α, β] denota o menor retaˆngulo
em Q contendo E, temos∣∣∣∣∫ b
a






∣∣∣∣ ≤ 5Nµ(Q \ E)
∣∣∣∣∫ β
α






∣∣∣∣ ≤ 5Nµ(Q \ E)
(2.3)
onde µ denota a medida de Lebesgue em R2.
Demonstrac¸a˜o. [[21], pa´gina 198] Como E e´ fechado podemos escolher (x′, α), (x”, β) ∈ E
situados nos lados do retaˆngulo [a, b]× [α, β] paralelos ao eixo x. Seja ζ ∈ [a, b]. Temos
| φ(ζ, β)− φ(ζ, α) |≤| φ(ζ, β)− φ(x”, β) | + | φ(x”, β)− φ(x′, β) |
+ | φ(x′, β)− φ(x′, α) | + | φ(x′, α)− φ(ζ, α) | .
Denotando por l o comprimento do lado do quadrado Q, e observando que (x′, α), (x”, β) ∈
E, obtemos
| φ(ζ, β)− φ(ζ, α) |≤ N (| x′′ − ζ | + | x′ − x′′ | + | α− β | + | ζ − x′ |) ≤ 4Nl. (2.4)
Para qualquer ζ ∈ [a, b], denote
Eζ = {y ∈ [α, β] : (ζ, y) ∈ E}.




∣∣∣∣∣ ≤ N [β − α− µ1(Eζ)]
para todo ζ ∈ A (µ1 denota a medida de Lebesgue em R). Integrando os lados desta
desigualdade com respeito a ζ sobre o conjunto A, encontramos∣∣∣∣∣
∫
A



























= N [µ(A× [α, β])− µ({(ζ, y) : (ζ, y) ∈ E, ζ ∈ A})]
= N [µ(A× [α, β])− {(ζ, y) : (ζ, y) ∈ E, ζ ∈ A}] ≤ Nµ(Q \ E).
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Por outro lado, se integramos (2.4) com respeito a ζ sobre o conjunto B, obtemos∣∣∣∣∫
B
[φ(ζ, β)− φ(ζ, α)]dζ
∣∣∣∣ ≤ 4Nlµ1(B) = 4Nl[(b− a)− µ1(A)]
= 4N [l(b− a)− lµ1(A)] = 4N{l(b− a)− [l − (β − α) + β − α)]µ1(A)}
= 4N{l(b− a)− [l − (β − α)]µ1(A)− (β − α)µ1(A)}
≤ 4N [l2 − µ(E)] = 4N [µ(Q) \ µ(E)] = 4Nµ(Q \ E).
e adicionando esta a desigualdade anterior obtemos a primeira equac¸a˜o das desigualdades
(2.3) (a segunda desigualdade segue de maneira ana´loga). 
Lema 2.2.3. Sejam D ⊂ C um conjunto aberto, Q ⊂ D um quadrado fechado e limitado
(lados paralelos aos eixos) e E um subconjunto fechado de Q. Seja f = u + iv uma func¸a˜o
anal´ıtica em D\E, cont´ınua em D e satisfazendo as condic¸o˜es de Cauchy-Riemann em todo
ponto de D. Suponhamos que existe uma constante N tal que
| f(ξ, y)− f(x, y) |≤ N | ξ − x |
e
| f(x, η)− f(x, y) |≤ N | η − y |,




onde µ denota a medida de Lebesgue em R2.
Demonstrac¸a˜o. Seja I = [a1, b1]× [a2, b2] o menor retaˆngulo contendo E. Enta˜o
J1(f, I) = −
∫ b1
a1
[u(x, b2)− u(x, a2)]dx−
∫ b2
a2
[v(b1, y)− v(a1, y)]dy,





e usando as condic¸o˜es de Cauchy-Riemann, obtemos
J1(f, I) = −
∫ b1
a1
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Pelo Lema 2.2.2 segue que
|J1(f, I)| ≤ 5Nµ(Q\E) + 5Nµ(Q\E) = 10Nµ(Q\E).
Analogamente obtemos que |J2(f, I)| ≤ 10Nµ(Q\E) e portanto |J(f, I)| ≤ 20Nµ(Q\E).
Por outro lado, (
◦
Q\I) ∩E = ∅ e como f e´ anal´ıtica em
◦
Q\I, segue que J(f, S) = 0
para todo retaˆngulo S ⊂
◦
Q\I, pois f e´ cont´ınua em
◦
Q\I (aplicac¸a˜o do Teorema 1.1.54).
Consequentemente,
J(f,Q) = J(f, I)
e portanto o lema esta´ provado. 
Teorema 2.2.4 (Looman-Menchoff). Seja f = u + iv uma func¸a˜o complexa definida
numa regia˜o D, satisfazendo as condic¸o˜es













(ii) u e v satisfazem as condic¸o˜es de Cauchy-Riemann em D.
(iii) f e´ cont´ınua em D.
Enta˜o f e´ anal´ıtica em D.
Demonstrac¸a˜o. [[21], pa´gina 199] Seja F o conjunto dos pontos p ∈ D tal que para
qualquer vizinhanc¸a Vp de p, f na˜o e´ anal´ıtica em Vp. Segue que F e´ fechado em D
Ale´m disso, F na˜o conte´m pontos isolados, de fato: suponhamos que p ∈ D seja
um ponto isolado de F , enta˜o existe uma vizinhac¸a Vp de p tal que f e´ anal´ıtica em Vp\p,
pela continuidade de f em p ter´ıamos necessariamente f anal´ıtica em Vp, obtendo assim
uma contradic¸a˜o, logo F na˜o conte´m pontos isolados. A demonstrac¸a˜o estara´ conclu´ıda se
provarmos que F = ∅. Suponhamos que F 6= ∅ e para cada inteiro positivo n, consideramos




| u(x+ h, y)− u(x, y) |≤ n | h |
| u(x, y + h)− u(x, y) |≤ n | h |
| v(x+ h, y)− v(x, y) |≤ n | h |
| v(x, y + h)− v(x, y) |≤ n | h | .
(2.5)
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Observamos que Fn e´ uma sequeˆncia crescente (Fn ⊂ Fm, n ≤ m). Provemos que Fn e´




Suponhamos (x0, y0) /∈ Fn. Enta˜o existe h, |h| ≤ 1
n
tal que
| u(x0 + h, y0)− u(x0, y0) |> n|h|
(racioc´ınio ana´logo para as demais desigualdades de (2.5)). Seja
g(x, y) =| u(x+ h, y)− u(x, y) | .
Como g e´ cont´ınua em (x0, y0), dado  =
1
4
[g(x0, y0)− n|h|], existe uma vizinhanc¸a de
(x0, y0) tal que para todo ponto (x, y) nesta vizinhanc¸a, temos
| g(x, y)− g(x0, y0) |<  = 1
4
[g(x0, y0)− n|h|] .
Logo,
g(x0, y0)− g(x, y) < 1
4














n|h| < g(x, y).










n|h| < g(x, y)
enta˜o n|h| < g(x, y). Logo, para todo ponto (x, y) de D pertencente a vizinhanc¸a de (x0, y0),
tem-se que (x, y) /∈ Fn. Enta˜o D\Fn e´ aberto e portanto Fn e´ fechado em D.




∣∣∣∣u(x+ h, y)− u(x, y)h − ∂u∂x(x, y)
∣∣∣∣ = 0.
Ou seja, dado  > 0, existe δ > 0 tal que∣∣∣∣u(x+ h, y)− u(x, y)h − ∂u∂x(x, y)
∣∣∣∣ < 
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para todo h com |h| < δ. Temos enta˜o













| u(x+ h, y)− u(x, y) |< m|h| e |h| < 1
m





Denotando Hn = F ∩ Fn, temos que F =
∞⋃
n=1
Hn. Como F e´ fechado em D existe
K fechado em D tal que F = D ∩K. Pela observac¸a˜o (1.2.13) , K e´ um subconjunto Gδ de
C, segue enta˜o que F e´ tambe´m um Gδ de C.
Pelo Teorema de Baire (1.2.14), existe N ∈ N tal que HN e´ denso em B ∩ F , onde
B e´ uma bola aberta centrada em um ponto de F e portanto B ∩ F 6= ∅.
Consequentemente,
∅ 6= B ∩ F ⊂ HN ⊂ FN = FN .
Seja agora Q um quadrado qualquer contido em B (lados paralelos aos eixos). Cal-
culemos enta˜o uma estimativa para a integral
∫
∂Q
f(z)dz, onde ∂Q e´ o bordo de Q orientado
positivamente.
Observamos que se Q ∩ F = ∅ enta˜o
∫
∂Q
f(z)dz = 0, pela analiticidade de f .
Tomando n ∈ N, n ≥ 2N , subdividimos Q em n2 subquadrados Qnij de mesmas
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(diagonal).
Agora, consideramos apenas os quadrados Qnij cujo interior intercepta F . Estes
quadrados sera˜o indicados por Qnk , k = 1, . . . , k(n). Como Q ∩ F ⊂ B ∩ F ⊂ FN para todo
k, 1 ≤ k ≤ k(n) e todo n (n ≥ 2N), temos que ∅ 6= Qnk ∩ F ⊂ FN . Consequentemente, para




membro das desigualdades (2.5) na˜o ultrapassam N | h | (pela definic¸a˜o de FN).
Para cada n, definimos o conjunto En =
k(n)⋃
k=1
Qnk\F . Provemos enta˜o que dado um
aberto A tal que Q ∩ F ⊂ A, existe n tal que Q ∩ F ∪ En ⊂ A.
Podemos supor A limitado e seja δ = dist(Q∩F,A′) > 0, onde A′ denota o comple-
mentar de A.
Escolhemos n (n ≥ 2N) de modo que diam(Qnk) ≤
δ
2
e seja x ∈ En. Conse-
quentemente x ∈ Qnj para algum j, 1 ≤ j ≤ k(n) (pela definic¸a˜o de En).




Por outro lado, se y ∈ A′, dist(y,Q ∩ F ) ≥ δ, consequentemente x /∈ A′ e portanto
x ∈ A, ou seja,
Q ∩ F ∪ En ⊂ A.
Como a medida µ de Lebesgue e´ regular e Q∩F e´ um fechado limitado, dado  > 0, existem
aberto A e fechado F tais que F ⊂ Q ∩ F ⊂ A com µ(A\F) < .
Portanto, existe n0 ∈ N tal que Q ∩ F ∪ En ⊂ A para todo n ≥ n0. Como
A\F ⊃ (Q ∩ F ∪ En)\F ⊃ En




Aplicando agora o Lema 2.2.3 para os conjuntos Qnk ∩ F obtemos que
| J(f,Q) |≤ 20Nµ(Q\F ).
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Observe que µ(Qnj ∩Qnk) = 0 para i 6= k.
Finalmente, como lim
n→∞





de n, segue que ∫
∂Q
f(z)dz = 0,
o que implica pelo Teorema 1.1.54 que f e´ anal´ıtica em B, uma vez que Q foi tomado
arbitra´rio.
Com isso chegamos a uma contradic¸a˜o, pois como F foi suposto na˜o vazio ter´ıamos
Q ∩ F 6= ∅ para algum Q, logo a integral
∫
∂Q
f(z)dz na˜o poderia ser nula.
Consequentemente a suposic¸a˜o F 6= ∅ e´ falsa e o teorema esta´ demonstrado. 
Observac¸a˜o 2.2.5.
1. O Teorema de Looman-Menchoff (2.2.4) ainda e´ va´lido quando substitu´ımos as duas
primeiras condic¸o˜es por outras mais fracas:












existem exceto no ma´ximo em um conjunto
enumera´vel de pontos.
(ii)’ u e v satisfazem as condic¸o˜es de Cauchy-Riemann em µ-quase todo ponto (x, y)
de D.
Neste caso, se na demonstrac¸a˜o subtraimos do domı´nio um conjunto ainda de medida
nula, como a integral de Lebesgue na˜o e´ afetada o resultado continuaria o mesmo.
2. Na˜o e´ poss´ıvel obtermos um resultado verdadeiro se no Teorema de Looman-Menchoff
considerarmos que as hipo´teses sejam atendidas num ponto z0, isto e´, se f e´ uma
func¸a˜o cont´ınua em z0, satisfazendo as condic¸o˜es de Cauchy-Riemann em z0, enta˜o f





| z |4 se z 6= 0
0 se z = 0.
Note que f e´ cont´ınua em todo ponto. E, ale´m disso, temos que
u(x, 0) = x, u(0, y) = 0 = v(x, 0) e v(0, y) = 1.










(0, 0) = −∂v
∂y
(0, 0) = 0.
Logo, as condic¸o˜es de Cauchy-Riemann sa˜o satisfeitas em z = 0. Mas f na˜o tem derivada








, z 6= 0


























Portanto f na˜o e´ deriva´vel na origem.
Cap´ıtulo 3
Extenso˜es dos Teoremas de Green,
Morera e Goursat
Uma forma mais geral do Teorema de Looman-Menchoff foi anunciada por P. Montel em
1913 [18], sem demonstrac¸a˜o. Em 1923, H. Looman publicou uma demonstrac¸a˜o com uma
grave incorrec¸a˜o, sanada por D. Menchoff em 1936.
3.1 Os Teoremas de Green e Morera
Paul Montel em uma nota de 1913 no Comptes Rendus, afirmou o seguinte teorema.
Teorema 3.1.1. Se a func¸a˜o f = u+ iv, definida numa regia˜o D e´ tal que













(ii) u e v satisfazem as condic¸o˜es de Cauchy-Riemann em D,
(iii) f e´ limitada em D,
enta˜o f e´ anal´ıtica em D.
Definic¸a˜o 3.1.2. Dizemos que uma func¸a˜o f de duas varia´veis x, y e´ separadamente
cont´ınua se f e´ cont´ınua em x para cada y fixado e f e´ cont´ınua em y para cada x fixado.
Dizemos que f e´ (conjuntamente) cont´ınua se f e´ cont´ınua como func¸a˜o de (x, y).
Nota 3.1.3. Note que uma func¸a˜o f de duas varia´veis x, y que e´ separadamente cont´ınua
na˜o e´ necessariamente (conjuntamente) cont´ınua.
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, para (x, y) 6= (0, 0)
0, para (x, y) = (0, 0).
f e´ descont´ınua na origem mas e´ separadamente cont´ınua em (0, 0).
No entanto, uma func¸a˜o separadamente cont´ınua e´ (ao menos) mensura´vel segundo
Lebesgue como func¸a˜o de (x, y). O teorema abaixo demonstra este fato (veja em Michael e
Rennie, [17], pa´gina 24).
Teorema 3.1.5. Sejam E um subconjunto mensura´vel do plano e f(x, y) uma func¸a˜o definida
no plano tal que f(x, y) = 0 para todo (x, y) /∈ E. Suponha que:
(i) a func¸a˜o x ∈ {x; (x, y) ∈ E} 7→ f(x, y) e´ cont´ınua para quase todo y;
(ii) a func¸a˜o y 7→ f(x, y) e´ mensura´vel para quase todo x.
Enta˜o f(x, y) e´ mensura´vel no plano.
Recordamos que uma func¸a˜o f e´ localmente limitada num aberto D se f e´ limitada
em alguma vizinhanc¸a de cada ponto de D. Como analiticidade de uma func¸a˜o f em D
equivale a analiticidade de f em alguma vizinhanc¸a de cada ponto de D, temos que a
condic¸a˜o (iii) do Teorema de Montel (3.1.1) pode ser substitu´ıda por
(iii)′ f e´ localmente limitada em D.
Como cada func¸a˜o cont´ınua e´ localmente limitada, segue que o Teorema 3.1.1 com
(iii) substitu´ıdo pela condic¸a˜o (iii)′, implica o Teorema 2.2.4.
Montel na˜o provou este resultado em suas notas [18], nem publicou uma prova em
outro lugar. Apesar disso, o resultado foi afirmado como um Teorema por Menchoff em [16].
Montel, entretanto, indicou como a prova seria uma “aplicac¸a˜o imediata” de uma versa˜o
generalizada do seguinte resultado cla´ssico em diferencial exata.
Teorema 3.1.6. Sejam C um curva fechada simples e K o fecho de seu interior. Se P e Q
sa˜o func¸o˜es reais de duas varia´veis em K tais que
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E´ fa´cil ver que o teorema acima e´ um caso especial de uma versa˜o do Teorema de
Green, dada pelo Teorema 3.1.7 cuja demonstrac¸a˜o e´ constru´ıda fazendo ajustes te´cnicos e
se encontra em Apostol [1], pa´gina 289.
Teorema 3.1.7. Sejam C um curva fechada simples e K o fecho de seu interior. Se P e Q
sa˜o func¸o˜es reais de duas varia´veis em K tais que












e´ integra´vel em K,
(iii) P , Q sa˜o cont´ınuas em K,



















Observac¸a˜o 3.1.8. Embora no resultado acima, a condic¸a˜o (iv) implique (ii), a condic¸a˜o
(ii) e´ inclu´ıda para maior clareza.
Em 1923, H. Looman no artigo U¨ber die Cauchy-Riemannchen Differentialgleichun-
gen. Nachrichten van der Gesellschaft der Wissenschaften zu Go´ttingen, p.97–108,
1923, enfraquecendo as hipo´teses do Teorema 3.1.6, ofereceu uma prova para o Teorema
2.2.4. Infelizmente a prova foi encontrada contendo uma se´ria falha. Este erro aparece nos
artigos de P. Montel e H. Looman (veja tambe´m [29]), e na˜o foi corrigida ate´ o artigo de
Menchoff [16] aparecer (veja tambe´m [21], pa´gina 199).
Tolstoff em [26], foi o primeiro a provar o Teorema de P. Montel. Impl´ıcito em seu
trabalho esta´ a observac¸a˜o de que, sempre que temos um teorema ‘tipo’ Green (Teorema
3.1.7) e um teorema ‘tipo’ Morera (Teorema 3.1.9) obtemos um teorema ‘tipo’ Goursat
(Teorema 2.1.1). Por exemplo, vejamos como o cla´ssico Tteorema de Goursat (2.1.1) segue do
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cla´ssico Teorema de Green (mais precisamente, de seu corola´rio 3.1.6) e do cla´ssico Teorema
de Morerea (3.1.9).
Teorema 3.1.9 (Morera). Se a func¸a˜o f , definida numa regia˜o D, e´ tal que




f(z)dz = 0 para cada retaˆngulo R em D ,
enta˜o f e´ anal´ıtica em D.
Demonstrac¸a˜o. Ver [22], pa´gina 120. 
Demonstrac¸a˜o. (Demonstrac¸a˜p do Teorema 2.1.1)












udx+ iudy + ivdx− vdy





udx− vdy + i
∫
∂R
udy + vdx = 0.
Portanto pelo Teorema de Morera (3.1.9), f e´ anal´ıtica em D. 
Esta prova deixa claro que, se podemos reduzir as condic¸o˜es envolvidas no Teorema
de Morera (3.1.9) e aquelas envolvidas no Teorema de Green (3.1.6), podemos obter uma
versa˜o generalizada do Teorema de Goursat (2.1.1).
3.2 Generalizac¸o˜es dos Teoremas de Green e Morera
Podemos prontamente deduzir o Teorema de Looman-Menchoff (2.2.4) do cla´ssico Teorema
de Morera (3.1.9) e da seguinte extensa˜o do Teorema de Green (3.2.1) dada por Paul Cohen
em [5].
Teorema 3.2.1. Seja R um retaˆngulo fechado. Se P e Q sa˜o func¸o˜es reais de duas varia´veis
em R tais que
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e´ integra´vel em R,













Demonstrac¸a˜o. Ver Cohen [5], pa´ginas 110 a 112. 
Tal prova inverte a ordem cronolo´gica das coisas. As ide´ias de Cohen [5] foram
inspiradas pela prova do Teorema de Looman-Menchoff (2.2.4).
Foi via implicac¸a˜o Morera + Green⇒Goursat que Tolstoff em [27] provou o Teorema
de Montel (3.1.1). Primeiro, ele provou uma versa˜o mais geral de Morera (com continuidade
substitu´ıda por: integra´vel, localmente limitada e separadamente cont´ınua), depois provou
tambe´m uma versa˜o mais geral do Teorema 3.1.6, e finalmene combinou estas como na prova
acima do Teorema de Goursat (2.1.1), para produzir o Teorema de Montel (3.1.1).
Teorema 3.2.2. Se a func¸a˜o f = u+ iv, definida numa regia˜o D, e´ tal que




f(z)dz = 0 para cada retaˆngulo R em D ,
(iii) f e´ localmente limitada em D,
(iv) f e´ separadamente cont´ınua em D,
enta˜o f e´ anal´ıtica em D.
Demonstrac¸a˜o. Ver [8], pa´gina 5. 
Teorema 3.2.3. Se P e Q sa˜o func¸o˜es reais de duas varia´veis definida num quadrado K
tais que
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para cada retaˆngulo R em K.
Vemos que os cla´ssicos Teoremas de Goursat, Green e Morera podem ser significa-
tivamente melhorados. No entanto, podemos encontrar verso˜es ainda mais generalizadas na
literatura.
Conclu´ımos enta˜o esta sec¸a˜o com uma generalizac¸a˜o de Morera (3.2.4) dada por
Rademacher em RADEMACHER, H., Bemerkungen zu den Cauchy-Riemannschen Differ-
entialgleichungen und zum Moreraschen Satz. Math. Z. 4, p.177–185, 1919 e uma de
Green (3.2.6) dada por Cafiero em CAFIERO, F., Un’estencione della formula de Green e
sue consequence, Richerche Mat. 2, p.91–103, 1953. M. R. 15, p.411, 1954.
Teorema 3.2.4 (Generalizac¸a˜o do Teorema de Morera). Se a func¸a˜o f = u + iv,
definida numa regia˜o D, e´ tal que




f(z)dz = 0 para cada retaˆngulo R em D ,
(iii) f e´ separadamente cont´ınua em D,
enta˜o f e´ anal´ıtica em D.
Nota 3.2.5. Veja tambe´m nota (20) em [8], pa´gina 13.
Teorema 3.2.6 (Generalizac¸a˜o do Teorema de Green). Se P e Q sa˜o func¸o˜es reais
de duas varia´veis definidas numa regia˜o D tais que


















e´ integra´vel em D,













para cada retaˆngulo R em D.
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