The Chimera overset method is a powerful technique for modeling fluid flow associated with complex engineering problems using structured meshes. The use of structured meshes has enabled engineers to employ a number of high-order schemes, such as the WENO and compact differencing schemes. However, the large stencil associated with these schemes can significantly complicate the inter-grid communication scheme and hole cutting procedures. This paper demonstrates a methodology for using the Discontinuous Galerkin (DG) scheme with Chimera overset meshes. The small stencil of the DG scheme makes it particularly suitable for Chimera meshes as it simplifies the inter-grid communication scheme as well as hole cutting procedures. The DG-Chimera scheme does not require a donor interpolation method with a large stencil because the DG scheme represents the solution as cell local polynomials. The DG-Chimera method also does not require the use of fringe points to maintain the interior stencil across inter-grid boundaries. Thus, inter-grid communication can be established as long as the receiving boundary is enclosed by or abuts the donor mesh. This makes the inter-grid communication procedure applicable to both Chimera and zonal meshes. Details of the DG-Chimera scheme are presented, and the method is demonstrated on a set of two-dimensional inviscid flow problems.
A Discontinuous Galerkin Chimera scheme 
Introduction
The Chimera overset method has been used successfully in many applications since it was first introduced for the Euler equations in 1983 [1] . The Chimera method uses a set of structured overlapping grids to define the computational domain. Using a set of overlapping grids enables modeling of complex geometries that otherwise could not be meshed with a single structured grid [2] . It also allows users to ''hot swap'' geometric features without having to remesh the entire geometry of interest. The method has also been shown to be useful for modeling geometries in relative motion, such as store separation [3, 4] or rotorcraft blades [5, 6] .
The overset grid system defines a set of overlapping computational subdomains. The boundaries of the subdomains that are interior to the computational domain and do not coincide with the domain boundary are called artificial boundaries. For finite volume and finite difference schemes, additional points exterior to the artificial boundaries are required to maintain the interior difference stencil. These points are called fringe points; they form a fringe exterior to the subdomains. Fringe points in a Chimera overset scheme are equivalent to ghost points used to maintain the interior stencil across grid boundaries in a multi-block scheme [7, 8] . The difference is that fringe points are explicitly included in the grid system during the grid generation process, whereas ghost points are generated implicitly created during an initialization process and are coincident with points in the neighboring grids. The values of the dependent variables at the fringe points are obtained by interpolation from neighboring grids. The interpolation provides the coupling mechanism between the overset grids. Sufficient overlap between grids is required for proper interpolation to the fringe points. Insufficient overlap can result in reduced order of accuracy in the interpolation or a failure to establish proper interpolation. Fringe points without proper interpolation are often denoted as orphan points [9, 10] . The grid system must be adjusted if orphan points are present, typically in a manual fashion, until no orphan points exist.
The structured meshes in the Chimera method have facilitated the application of high-order schemes to complex geometries. High-order schemes have proven to be particularly useful for Large Eddy Simulation calculations [11] [12] [13] [14] and have the potential to reduce numerical discretization errors and reduce computation time for steady flow problems relative to 1st-and 2nd-order accurate methods [15] . However, high-order schemes, such as compact differencing [16, 11] and WENO [17, 18] , require large stencils. artificial boundaries in order to maintain the stencil of the high-order scheme [19] . The additional fringe points increase the possibility of the grid system having orphan points. The larger stencils can also cause significant complications when performing hole cutting and grid partitioning for parallel calculations [20] . Furthermore, the high-order schemes need to be paired with interpolation schemes of equal order [21] . These high-order interpolation schemes also require large stencils, which can complicate the generation of meshes with appropriate overlapping regions that do not generate orphan points [20] .
The Discontinuous Galerkin (DG) scheme is a high-order accurate discretization scheme that is receiving growing interest. The method was originally developed for the first order neutron transport problem [22] , and was later extended to non-linear transport equations [23] . The scheme represents the approximate solution using local polynomials that are continuous within a given cell, but the approximation is allowed to be discontinuous across cell faces. Most importantly, in the context of Chimera overset meshes, the DG discretization has a stencil that only depends on the current cell and its immediate neighbors. Hence, hole cutting can be performed without the significant grid overlap restrictions imposed on high-order finite volume and finite difference methods. A large interpolation stencil is not required for inter-grid communication, because the higher-order information is retained within the polynomial representation of the approximate solution. In addition, the inter-grid communication method presented here does not require fringe points to maintain the interior scheme on artificial boundaries and naturally reduces to the scheme of the interior faces for the case of coincident abutting faces. Hence, a DG-Chimera grid system is always valid so long as no physical gaps exist between the grids.
Details of the DG-Chimera communication interface are presented, and the DG-Chimera method is used to compute subsonic, transonic, and supersonic flows for both internal an external geometries. Flow fields computed using overlapping grids compare well with single grid solutions of comparable resolution. A small error in mass flux is observed similar to traditional finite volume and finite difference Chimera schemes that rely on a discrete interpolation of the conservative variables [24] [25] [26] [27] [28] . However, calculations of inviscid channel flow with a smooth bump are used here to demonstrate that the DG-Chimera scheme maintains the proper order of accuracy despite these errors. This has also been demonstrated for finite volume Chimera schemes based on discrete interpolation [29] . The mass flux errors are also consistent, i.e., they go to zero with mesh refinement and/or increase in the order of the polynomial approximation.
Governing equations
The governing equations employed in this work are the Euler equations, which can be written in the divergence, or conservative form in two-dimensions as ; ð2Þ
H ¼ qEþp q is the total enthalpy, and 
number of faces of a cell C airfoil chord length 
where
Here, h x and h y are the extents of the bounding box of a cell. The terms k in the source term of Eq. (7) is a limited value of the shock sensor s k expressed as
The value of s k is given by a modified version of the resolution indicator [33] as
where p 11 ¼ P N¼1 i¼0 P N¼1 j¼0 p ij w ij is the linear polynomial expansion of pressure, and p 00 is the cell mean pressure value. The expression for obtaining by limiting iŝ
Discontinuous Galerkin method
The approach to solving Eq. (1) is the Discontinuous Galerkin (DG) method. In this approach, the conservative variables and flux vectors are expressed as an expansion in cell local polynomial basis functions w 2 P N Xe Q n; g
where Q ij ;F ij , andF av ij are the modal coefficients in the polynomial expansion, N is the order of the polynomial expansion, and n 2 À1; 1 ½ , and g 2 À1; 1 ½ are curvilinear coordinates local to each cell. A tensor product of the one-dimensional orthogonal Legendre polynomials [34] , P, is chosen as the test and basis functions, i.e.
The flux vector expansion in Eq. (13) is an L 2 -approximation of the exact polynomial expansionF Q n; g
Þ . As the Legendre polynomials are orthogonal, the coefficients of the flux vector expansion are computed as 
The boundary integrals flux terms are computed from values on both sides of the cell boundary. This provides the mechanism to couple the solution across cell boundaries. The inviscid fluxes are computed using the Roe approximate Riemann solver [35] . The boundary and volume integrals associated with the artificial viscosity flux are modified by adding the lifting operator,r, in accords with the BR2 discretization scheme [36] . The final discrete weak form of Eq. (4) is 
Hence, there are four lifting operators,r k , for a quadrilateral cell.R is the sum of the lifting operatorsr k on the cell. A more detailed description of the discretization and solver can be found in Ref. [37] .
Grid polynomial mapping
The DG solver presented in this work is formulated for structured meshes. These meshes can be generated using a traditional structured mesh generator. The solver generates cell local polynomial representations, x n; g ð Þ; y n; g
Þ , of the cell coordinates. The geometric polynomial mapping of the cell coordinates is formulated as a sum involving the same test functions, w, as used in the DG discretization of the governing equations. Hence,
x ij w ij n; g ð Þ;
ð19Þ where x ij and y ij are the coefficients of the geometric polynomial mapping, N g is the order of the geometric polynomial mapping, and w ij n; g
The coefficients are found by equating the expansion with the associated cell nodal values. For example, the following system of equations is solved to find the coefficients of x n; g ð Þ for the linear cell shown in Fig. 1a .
x 00
x 10
x 01
The same process is repeated for the y coordinate to obtain the complete polynomial mapping of the cell. Additional cell nodes are required to establish a higher-order polynomial representation. For example, a quadratic cell requires nine nodal values as shown in Fig. 1b . Hence, a grid size of m Â n cells requires
Artificial boundaries
The inter-grid communication method is designed to maintain the interior discretization scheme on artificial boundaries. For an interior cell, the boundary integral of the inviscid terms from Eq. (17) 
Þ , that corresponds to the Gauss-Quadrature node, s k 2 À1; 1 ½ . The Cartesian coordinate,X k , is then used to obtain the corresponding cell local coordinates,
, in the cells of the blue mesh as shown in Fig. 4b .
A Kd-tree [38] search algorithm is used to determine which GQ nodes are located within the bounding box of each blue cell X i . GQ nodes that reside inside the bounding box of the cell X i may or may not reside inside the cell X i . To determine that the GQ nodeX k is located within a cell X i , the local curvilinear coordinate location, n iXk ; g iXk , corresponding toX k is found using Newton's method @ @n
It is possible for the Newton method to diverge even though the node is located within the cell if either n nþ1 or g nþ1 exceed the valid range of À1; 1 ½ . 
where w k are the Gauss-Quadrature integration weights. The modal representation of Q þ is then used to evaluate the inviscid flux term of Eq. (17) . A numerical approximation is introduced in Eq. (22) by using a single set of Gauss-Quadrature nodes to integrate the nodal Q þ values across cell boundaries without regard to possible discontinuities in the approximation across cell boundaries. These errors can be reduced, but not eliminated, by increasing the number of Gass-Quadrature nodes. Numerical experiments, presented in the results section, indicate that increasing Gauss-Quadrature node count beyond N GQ ¼ 3N=2 d eþ1 does not significantly reduce the error.
The modal coefficients for the gradient rQ þ is also obtained using Fig. 5a for the viscous terms in the artificial dissipation in Eq. (17) . However, no cell exterior to the artificial boundary is available to perform the volume integral to obtainr þ . Thus, as an approximation,r À is used in place ofr þ in Eq. (17) . This is equivalent to assuming that an exterior cell exists of equal volume to the interior cell. This is similar to how Dirichlet boundary conditions are imposed in the BR2 discretization [36] .
It is important to note that unlike standard overset methods the communication method for the DG-Chimera method has no requirement on the extent of overlap; only that the grids overlap or abut. In the special case where the face of the red cell is coinci- dent with the face of one of the blue cells (Fig. 4) , the inter-grid communication for the advection flux reduces naturally to that of the interior scheme. Thus, mesh boundaries on a set of zonal meshes [39] will naturally use the interior scheme, as shown in Fig. 5a and b, for the advective fluxes. There is still an approximation in the diffusion terms as a result of using the BR2 discretization scheme. However, the results show that this approximation is acceptable.
The method is also independent of the order of the geometric cell mapping of the two meshes. The communication scheme can connect two meshes consisting of linear cells, or quadratic and higher cells. Information can also be transferred between two meshes that do not use the same order of the geometric mapping as shown in Fig. 5c . However, gaps cannot exist between two meshes, i.e., they must overlap or abut. Two examples of using a zonal type interface that lead to gaps between meshes are shown in Fig. 6 . As shown in Fig. 6a , two linear meshes that do not have coincident nodes along a curved artificial boundary may produce gaps between the meshes. The gap can be removed by adjusting the meshes so that the boundaries overlap. In Fig. 6b , the red mesh consists of cells with a quadratic geometric mapping and the blue mesh cells use a linear geometric mapping. In this case, even though the nodes on the common boundary are coincident, gaps are produced between the meshes as the faces of linearly mapped cells on the red mesh are secants to the curved boundary. Again, the gaps can be removed by overlapping the boundaries between the two meshes. Gaps are detected when no suitable donor cell is found for one or more GQ receiver nodes. When gaps are detected, the grids must be regenerated without gaps.
Convergence to a steady state
A Quasi-Newton method is used to obtain the steady state solution of Eq. (17) . A complete linearization of Eq. (17), (including the artificial boundaries), along with a psuedo-time term is used to form the system of linear equations on the entire domain X,
that must be solved for each Quasi-Newton iteration, n. The pseudotime term is an approximation to the linearization of the time term and limits the step size of the Quasi-Newton solver by adding a diagonal mass matrix to the linearization of R Q ð Þ. The mass matrix is diagonal due to the orthogonality of the Legendre polynomials.
Only the mean value of the coordinate transformation Jacobian is used in the integration of the pseudo-time term. The mean value is convenient to use as it is the first coefficient in a Legendre polynomial expansion. The solution at iteration n þ 1 is obtained with
The local time step, Dt e , is computed for each cell using a CFL number
where h e ¼ ffiffiffiffiffi ffi
þ c e is the cell mean characteristic speed,
and V e ; c e are the cell mean flow speed and speed of sound respectively. The CFL number is increased each Quasi-Newton iteration, as proposed by Orkwis and McRae [40] , with the formula
where CFL 0 ¼ 10. Thus, the Quasi-Newton solver will approach a Newton solver as CFL ! 1 . The system of linear equations for the Quasi-Newton method is solved at each iteration using a flexible version of the GMRES iterative matrix solution algorithm, FGMRES [41] . A Block Incomplete-LU preconditioner with one level of fill in (ILU1) is used to accelerate the FGMRES algorithm [41] . The GMRES solver is converged to a tolerance of 1eÀ12 on each Quasi-Newton iteration, and the solution is considered converged when R Q n À Á drops below 1eÀ10.
Results
This section presents results of applying the DG-Chimera scheme to a selection of inviscid flow problems: a subsonic channel flow with a Gaussian smooth bump, a turbomachinery cascade in subsonic flow, a transonic channel flow with a 10% circular arc, a supersonic normal shock in a diffuser, the SKF 1.1 airfoil [42] in subsonic and transonic flow, and a circular cylinder in supersonic flow. These flow problems demonstrate that the DG-Chimera scheme is applicable for both internal and external flow problems ranging from subsonic to supersonic flows. The channel flow with a Gaussian smooth bump is used to characterize the numerical approximations associated with the artificial boundaries. The turbomachinery cascade blade demonstrates that the artificial bound- aries do not introduce significant errors when applied to internal flows with a high degree of turning. The transonic channel flow with a 10% bump and super-sonic diffuser flow with a shock demonstrate that the DG-Chimera scheme is able to capture shocks that cross the artificial boundaries in an internal flow. Flow fields computed using the SKF 1.1 airfoil demonstrate that the DG-Chimera scheme is applicable to external sub-sonic and transonic flows. The Mach 2 cylinder is used to demonstrate that the artificial boundaries do not introduce significant errors when a strong shock crosses the artificial boundaries. These flow problems were selected specifically because they can be meshed with a single grid. The single grid solution is then used as a reference for a comparison with a Chimera mesh with comparable grid resolution. The results demonstrate that the flow fields computed using the Chimera meshes are nearly identical to the flow fields computed using the single grids for N ! 1. Two additional flow problems are presented: the SKF 1.1 airfoil with a flap and an isentropic convecting vortex. The SKF 1.1 airfoil with a flap is a more complex geometry that cannot be meshed with a single structured meshes and is more representative of the traditional use of Chimera meshes. The convecting vortex flow problem demonstrates that the high-order discretization is better able to maintain the vortex pressure deficit relative to a lower-order discretization with a given number of degrees of freedom.
Cubic and quartic polynomial expansions are used for grid cells that represent the geometry. The use of curved elements to represent geometry was shown to be necessary by Bassi and Rebay [43] for high-order of accuracy.
Gaussian smooth bump
Channel flow with a Gaussian smooth bump [15] is used to verify the solver order of accuracy both with and without Chimera artificial boundaries, as well as to assess errors introduced by using GQ integration in Eq. (22) that spans multiple donor cells. The computational domain of the channel is defined in Fig. 7 . Slip wall boundary conditions are imposed by enforcingṼ Áñ ¼ 0 on the upper and lower boundaries. The pressure for the slip wall boundary conditions is the pressure from the interior cell evaluated on the wall. The left inflow boundary specifies total pressure and temperatures corresponding to M 1 ¼ 0:5, as well as a zero flow angle. A constant back pressure is applied to the right outflow boundary. A uniform quadrilateral grid with a quartic, N g ¼ 4, polynomial mapping is used to compare the entropy error, defined as 
Entropy Error
with numerical solutions obtained using Fidkowski et al.'s [44] XFLOW code, which also utilizes a Discontinuous Galerkin discretization. A comparison of the entropy error for the two codes with increasing mesh refinement and increasing order of approximation is shown in Fig. 8 . The entropy error decreases with the expected order of accuracy of N þ 1 and agrees well with values obtained with XFLOW.
A series of grids where the computational domain is divided in two, an upstream and downstream domain with an interface at x ¼ 0, are used to assess the number of GQ nodes required to evaluate the integral in Eq. (22) . Both the upstream and downstream domains are meshed with uniform quadrilateral grids. These are zonal meshes [39] since the upstream and downstream grids do not overlap. The downstream grids have 2-8 times as many cells in the vertical direction as the upstream grid. The meshes are labeled, 2Y-8Y to denote the ratio of cells between the downstream and upstream grids and are illustrated for the coarsest upstream grid in Fig. 9 . The convergence history of the Quasi-Newton method for the 8Y series of grids with N GQ ¼ 3N=2 d eþ 1 is shown in Fig. 10 . This figure illustrates that near quadratic convergence of the residual is achieved for most grids and order of accuracy despite the presence of the artificial boundary. This behavior is not typical of most artificial boundary formulations, which usually rely on explicit updates of the artificial boundaries. The entropy error computed using the zonal meshes for increasing mesh resolution and order of approximation are shown with three different GQ node counts in Fig. 11 . Using the ffiffiffiffiffiffiffiffiffi ffi DOF p for the horizontal in Fig. 11 would cause the curves to shift horizontally due to the increased number of downstream cells in the grids. Instead, the horizontal cell size, h x , is used to clarify the figure. Despite the sudden change in cell size, the correct order of accuracy of N þ 1 in the en- tropy error is maintained regardless of the ratio in vertical cell count or the number of GQ nodes. The effect of the numerical approximations of the zonal interface are characterized by the difference in mass flux between the inflow and outflow boundaries.
The mass flux at both boundaries is computed using the same fluxes used to impose the boundary conditions. The mass flux errors for the zonal meshes are shown in Fig. 12 . These results are used to assess the appropriate number of GQ nodes required to minimize the mass flux errors. Each plot shows the mass flux error for a given polynomial approximation, N, and GQ node count, N GQ , with increasing cell refinement for the 2Y-8Y meshes. The order of the polynomial approximation increases down the rows of plots, and the GQ node count increases across the columns. In general, the mass flux error decreases with increase in the polynomial approximation and/or increase in GQ nodes. This behavior demonstrates that the mass flux error of the DG-Chimera scheme is consistent for all orders of accuracy. The mass flux error tends to decreases when the GQ node count is increased from
There is less of a reduction in the mass flux error when going from
is deemed adequate based on this study. No real trend is observed between the meshes with different vertical cell count ratios.
For the next comparison, the computational domain is divided into three parts: upstream and downstream domains, and a domain centered at x ¼ 0. The meshes for the upstream and downstream domains have the same cell count, but the center domain has twice the number of cells in the vertical direction. Both zonal and Chimera meshes are used to grid the three domains. The center grid in the zonal mesh does not overlap the upstream and downstream grids, whereas the center grid in the Chimera mesh overlaps the upstream and downstream grids by a half cell width as shown in Fig. 13 . The entropy errors computed from a single grid, the zonal mesh, and the Chimera mesh are shown in Fig. 14 . The entropy errors computed using the zonal and Chimera meshes is comparable to those computed on the single grid. Most importantly, the proper N þ 1 order of accuracy is observed on all three meshes. The mass flux error computed using both the zonal and Chimera meshes also tends towards zero for increased grid resolution and increased order of approximation as shown in Fig. 15 .
Turbomachinery cascade
A turbomachinery cascade is used to demonstrate the DG-Chimera scheme on an internal subsonic flow problem with a high degree of turning. The cascade blade geometry has a 35 leading edge metal angle and a 100 turning angle. The maximum thickness to chord ratio is 16:35% and the blade-to-blade spacing to axial chord ratio is 0.898, which yields a Zweifel [45, 46] loading coefficient of 1.06. The blade shape is defined by a quartic B-Spline thickness distribution and a cubic B-Spline meanline curvature distribution that is integrated twice to give the meanline. A zonal mesh with coincident nodes on all interfaces, shown in Fig. 16a , is used to compute a reference flow field. The Chimera mesh, shown in Fig. 16b , uses the grid from the zonal mesh that defines the surface of the cascade blade and a single background grid with the same point distribution along the upper and lower boundaries as the zonal mesh. The region of the background grid that would otherwise reside inside the cascade rotor has been excluded from the computational domain using a ''hole-cutting'' procedure [47] . Note that the grid representing the blade only has two cells normal to the wall and the cell size differs significantly near the trailing edge as shown in Fig. 16c . A periodic boundary is used to connect the upper and lower boundaries of the computational domain. Total pressure and temperature corresponding to M 1 ¼ 0:25 and a ratio of velocity components of v=u ¼ 0:5 is enforced at the inflow boundary to ensure the proper flow angle. A fixed static back pressure with a fixed outlet to inlet static pressure ratio of P out =P in ¼ 0:8853 is imposed at the outflow boundary. The Cartesian force coefficients, mass averaged outflow angle, b, difference in mass flux between the inlet and exit boundaries, surface pressure coefficient, and pressure coefficient contours are given in Fig. 17 with increasing order of approximation. The Cartesian force coefficients and mass averaged outflow angle computed using the two meshes agree well for N ! 1. The mass flux error for the zonal mesh are machine zero, and the mass flux error tends to decrease for the Chimera mesh with increase in the order of approximation. The mass flux error does increase sightly when the order of approximation increases from N ¼ 2 to N ¼ 3. This type of behavior is also observed in the mass flux errors computed on the Chimera grid for the inviscid channel flow with a smooth bump (see Fig. 15b ), were the mass flux error with N ¼ 2 is sometimes lower than with N ¼ 3. Surface pressure coefficient and pressure coefficient contours computed using the two meshes agree well for N ¼ 1, and are indistinguishable for N ! 2.
Channel flow with 10% circular arc
This case demonstrates the DG-Chimera scheme on an internal transonic flow with a shock [48, 25, 28] . A single grid and a Chimera overset mesh for a channel flow with a circular arc on the lower wall are shown in Fig. 18 . The circular arc has a unit length and extends 10% of the channel height. Total pressure and temperature boundary conditions are imposed at the inflow. A fixed back pressure condition is imposed on the right exit boundary. Zero mass flux through the upper and lower boundaries is enforced with a slip wall boundary condition. An inflow Mach number of M 1 ¼ 0:675 is chosen to produce a transonic shock on the downstream portion of the arc. The difference in mass flux, the lower surface pressure coefficient, and pressure coefficient contours are shown in Fig. 19 for increasing order of the approximating polynomial. The mass flux error tends to decrease with increased order of the polynomial approximation, though more gradually than the sub-sonic flows. In addition, for N P 1, the surface pressure coefficient and pressure coefficient contours agree well between the single grid and the Chimera mesh. Differences in the surface pressure can be attributed to the different topology of the two meshes. For the single grid, the grid lines align with the shock, whereas the grid lines on the surface of the arc for the Chimera mesh do not.
Normal shock in a diffuser
A diffuser test case is used to demonstrate the DG-Chimera scheme on an internal supersonic flow with a normal shock. The single grid and Chimera overset mesh with linear cell mappings for the diffuser are shown in Fig. 20 . The diffuser expands at a 10 angle on the upper and lower surfaces. The grids at the inflow and outflow boundaries in the Chimera mesh are used to integrate the mass flux over a non-overlapping boundary. A supersonic inflow with M 1 ¼ 1:1 is imposed on the inflow boundary. A fixed back pressure computed from the normal shock equations [49] for a normal shock with an upstream Mach number of 1:1 is imposed on the outflow boundary. The mass flux error, surface pressure coefficient from the lower wall, and pressure coefficient contours are shown in Fig. 21 . The mass flux error between the in- flow and outflow is machine zero for the single grid, and tends to decrease as the order of the polynomial approximation increases. Aside from N ¼ 0, the surface pressure and pressure contours agree well between the flow fields computed on the single grid and the Chimera mesh.
SKF 1.1 airfoil
The SKF 1.1 airfoil is used to demonstrate the DG-Chimera scheme on both external subsonic flow as well as external transonic flow. The three meshes used to compute the flow about the SKF 1.1 airfoil [42] are shown in Fig. 22 . The first mesh in Fig. 22a is a single O-grid with a cubic cell mapping. The second mesh (Fig. 22b) is a Chimera overset mesh that uses an O-grid with a cubic cell mapping to represent the airfoil, and a second O-grid with a linear cell mapping to establish the farfield boundary 100 chords away from the airfoil. The third mesh shown in Fig. 22c is also a Chimera grid. It uses the same grid to represent the airfoil as the O-grid Chimera mesh and a rectangular background grid with a hole for the airfoil that uses a linear cell mapping. The farfield boundary is located 100 chords away from the airfoil.
For all three meshes, a slip wall boundary condition is imposed on the surface of the airfoil and a Riemann invariant condition with an angle of attack a ¼ 2:5 is imposed at the farfield boundary. Two different flow fields are computed with the three meshes. The first flow field is subsonic with M 1 ¼ 0:4 and the second is transonic with a shock on the upper surface of the airfoil with M 1 ¼ 0:76. Figs. 23 and 24 show lift and drag, mass flux error, surface pressure coefficient, and pressure coefficient contours for the subsonic and transonic flow fields respectively. Lift and drag computed using the two Chimera meshes also agrees well with the values computed using the single grid for N P 1. The tabulated mass flux error is the mass flux integral over the farfield boundary because this is an external flow. The mass flux error for the subsonic flow field on the single grid is machine zero for all orders of the polynomial approximation, and generally decreases as the order of the polynomial approximation increases for the two Chimera meshes. Similarly the surface pressure coefficient and pressure coefficient contours agree well between the Chimera meshes and the single grid for N ! 1. Notably, for N ¼ 3, the stagnation pressure at the trailing edge of the airfoil nearly reaches the value of the stagnation pressure at the leading edge.
For the transonic solution, the lift and drag coefficients computed using the Chimera meshes and the single grid again agree well for N ! 1. The mass flux error is near machine zero for the single grid. The increase in the mass flux error relative to the subsonic solution is a result of using the approximation in the lifting operator in the discretization of the artificial viscosity on the artificial boundaries as described in Section 5. The mass flux error generally decreases for the Chimera meshes as the order of the polynomial approximation increases. However, the mass flux error does not decrease as rapidly compared to the subsonic flow field. While the surface pressure coefficient and pressure coefficient contours agree well between the flow fields computed on the three meshes for N ! 1, small differences can be observed in the shock region. These differences can be attributed to the difference in cell size of the background grids in the two Chimera meshes and the artificial viscosity. The artificial viscosity is different on the three meshes as it is a direct function of the cell size. Away from the shock the surface pressure coefficient and pressure coefficient contours are indistinguishable between the meshes for N ! 2.
Supersonic circular cylinder
This case is used to demonstrate the DG-Chimera scheme on an external supersonic flow. The three meshes used to compute the flow about a circular cylinder at M 1 ¼ 2:0 are shown in Fig. 25 . The mesh in Fig. 25a is a single grid consisting of cells with a cubic polynomial mapping. The second mesh shown in Fig. 25b uses a grid with 13 cells normal to the surface and a cubic polynomial mapping to represent the surface of the cylinder. Two C-grids consisting of linearly mapped cells are used for the farfield. The set of cells on the outflow plane from the single grid are also retained from the single grid in order to form a boundary on the computational domain without overlapping cells. The third mesh (Fig. 25c) is constructed from the second but replaces the grid furthest away from the cylinder with a rectangular grid with a hole. A slip wall boundary condition is imposed on the surface of the cylinder, and freestream values are imposed on all conservative variables on the farfield boundary. All conservative variables are extrapolated on the x ¼ 0 boundary.
Lift and drag coefficients, mass flux error, as well as surface pressures and contours of pressure coefficient for increasing order of the approximation are shown in Fig. 26 . As the flow is symmetric, the lift coefficient is zero for all computed flow fields. The drag coefficient also agrees well between the flow fields computed using Chimera meshes and the single grid. The mass flux error is computed as the integral over the inflow and outflow boundaries. The mass flux error is machine zero for the single grid calculations. The mass flux error initially increases from N ¼ 0 to N ¼ 1 for the Chimera meshes. The mass flux error decreases as the order of the approximation is further increased. Again, the mass flux error does not decrease as rapidly relative to the subsonic flows. The surface pressure coefficients agree well for N ¼ 0, and the pressure coefficient contours computed using the single grid and C-Grid also agree well for all orders of approximation. A slight difference between the surface pressure coefficient computed with the R-Grid relative the other two meshes for N ! 1. These differences are primarily a result of differing grid resolution in the R-Grid when compared to the other two meshes. Most importantly, for both Chimera meshes, the shock is able to seamlessly pass over the artificial boundary. 
SKF 1.1 airfoil with flap
The geometry for the SKF 1.1 airfoil with the flap extended is shown in Fig. 27a (see, configuration 5 in Ref. [42] . This geometry is used to demonstrate a traditional use of Chimera grids to mesh complex configurations [1] . A zonal mesh [39] consisting of two grids using a cubic polynomial mapping, N g ¼ 3. without any overlapping regions is shown in Fig. 27b and c. The mesh consists of a grid that wraps around both the airfoil and the flap, and a second grid that spans the gap between the airfoil and flap as shown in Fig. 27c . The farfield boundary is located 100 chords away from the airfoil. A Chimera overset mesh consisting of 3 grids, one for the airfoil with N g ¼ 3, one for the flap with N g ¼ 3, and one which extends the farfield to 100 chords from the airfoil with N g ¼ 1, is shown in Fig. 27d . The surface of the airfoil is used to cut a hole in the flap grid, and the surface of the flap is used to cut a hole in the airfoil grid. The hole cut by the flap is shown in Fig. 27e , and the hole cut by the airfoil is shown in Fig. 27f . The hole cutting results in artificial boundaries with significant disparity in cell sizes between donor and receiver cells as shown in Fig. 27g .
The inviscid flow field is computed about the SKF 1.1 airfoil with the flap using the zonal and Chimera meshes. The farfield boundary is imposed using a Riemann invariant boundary condition with M 1 ¼ 0:2 and a ¼ 3 , and the airfoil surface boundary condition is a slip wall boundary condition. Lift, drag, mass flux error, surface pressure coefficient, and pressure coefficient contours for the two meshes are shown with increasing order of the approximation polynomial in Fig. 28 . Lift and drag computed using the two meshes agree well for N P 1. The mass flux error is computed as the integral of the farfield boundary. The zonal mesh has a machine zero mass flux error for all orders of approximation, and the mass flux error for the Chimera mesh decreases with an increase in the order of approximation. The surface pressure and pressure contours computed using the two meshes agrees well for N P 1. Hence, the Chimera mesh is able to obtain solutions of similar quality of the zonal mesh. mesh decreases as the order of the polynomial approximation is increased such that the total number of degrees of freedom remains a constant 52,272 in the background grid and 7056 in the wavy grid. The vortex is also convected on the background grid without the presence of the wave grid to assess the influence of the artificial boundaries. The pressure coefficient along the horizontal centerline and pressure coefficient contours at the initial time and final time of t = 12 is shown in Fig. 30 
along the horizontal centerline is also shown in Fig. 30 . The vortex for the 1st-order accurate, N ¼ 0, solution dissipates within the first characteristic time. As a result, the solution at t ¼ 12 is nearly a uniform stream solution. The 2nd-order accurate solution, N ¼ 1, has maintained the vortex, though it has dissipated significantly and is asymmetric on the horizontal centerline. It is difficult to discern the vortex in the pressure coefficient contours. The 3rd-order accurate solution, N ¼ 2, has preserved the pressure deficit associated with the vortex well. The magnitude of the pressure deficit has only a relatively small amount. The pressure coefficient contours at t ¼ 12 also agree well with the initial condition. The 4th-order solution, N ¼ 3, at t ¼ 12 also agrees well with the initial condition in the horizontal centerline pressure and the pressure contours. As expected, the entropy error decreases as the order of the polynomial approximation increases. Notably, the solutions on the single grid and the Chimera mesh agree well in both pressure coefficient and entropy error for N ! 1. This indicates that the artificial boundaries do not introduce a significant error and the vortex is able to convect at the correct speed across the wavy grid in the Chimera mesh. These results also demonstrate that the low dissipation associated with high-order discretization is able to maintain the vortex over a longer period of time for a given number of degrees of freedom. 
Conclusion
A DG-Chimera scheme has been developed and demonstrated on a set of inviscid subsonic, transonic, and supersonic internal and external flow problems. The scheme does not require the use of fringe points in order to maintain the interior DG discretization scheme across inter-grid communication boundaries. Hence, proper communication between grids can be established so long as artificial boundaries overlap or abut neighboring grids, and the scheme naturally reduces to a zonal scheme for abutting grids without any additional logic. The inter-grid communication scheme relies on the cell local DG polynomial approximation to interpolate information and hence does not require an interpolation scheme with a large stencil. This feature further simplifies the inter-grid communication scheme and hole cutting procedures relative to traditional finite volume and finite difference Chimera schemes. The DG-Chimera scheme readily extends to three-dimensions and is expected to greatly simplify grid generation as grids can be generated without regard to fringe points or interpolation stencils. Inviscid channel flow demonstrated that the numerical mass flux errors associated with the artificial boundaries are consistent for all orders of accuracy and small for N ! 1. The mass flux error associated with the artificial boundaries is reduced by using a Gauss-Quadrature node count of N GQ ¼ 3N=2 d eþ1. Even though the mass flux errors are small, their presences does suggest exploration of methods that can reduce or eliminate these errors and are also extensible to three-dimensions is warranted.
Inviscid internal and external subsonic, transonic, and supersonic flow fields obtained using Chimera overset meshes agree well with flow fields obtained using a single grid with comparable mesh resolution for N ! 1. Notably, the DG-Chimera scheme is able to transfer strong gradients, such as shocks, across artificial boundaries. The scheme was used to compute the inviscid flow about the SKF 1.1. airfoil with a flap; a flow problem that represents traditional use of the Chimera method to represent complex geometry. The convection of an isentropic vortex demonstrates that the 3rd-order and 4th-order DG schemes are able to maintain the pressure deficit associated with the vortex without significant dissipation for a fixed number of degrees of freedom relative to the 1st-order and 2nd-order DG schemes. The artificial boundary did not introduce significant errors in the time accurate calculation.
