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GALKIN’S LOWER BOUND CONJECTURE HOLDS FOR THE
GRASSMANNIAN
LA’TIER EVANS, LISA SCHNEIDER, RYAN M. SHIFLER, LAURA SHORT,
AND STEPHANIE WARMAN
Abstract. Let Grpk, nq be the Grassmannian. The quantum multiplication by the first
Chern class c1pGrpk, nqq induces an endomorphism cˆ1 of the finite-dimensional vector space
QH˚pGrpk, nqq|q“1 specialized at q “ 1. Our main result is a case that a conjecture by
Galkin holds. It states that the largest real eigenvalue of cˆ1 is greater than or equal to
dimGrpk, nq+1 with equality if and only if Grpk, nq “ Pn´1.
1. Introduction
Fix 1 ď k ď n´ 1 and let Grpk, nq be the Grassmannian. This is the parametrization of
k dimensional linear spaces V Ă Cn. The purpose of this paper is to verify a conjecture by
Galkin [Gal] for the Grassmannian. We recall the precise statements, following [Gal] and
[GGI16, §3].
Let F be a Fano manifold. Let K :“ KF be the canonical bundle of F and let c1pF q :“
c1p´Kq P H2pF q be the anticanonical class. The quantum cohomology ring pQH˚pF q, ‹q is
a graded algebra over Zrqs, where q is the quantum parameter. Consider the specialization
H‚pF q :“ QH˚pF q|q“1 at q “ 1. The quantum multiplication by the first Chern class c1pF q
induces an endomorphism cˆ1 of the finite-dimensional vector space H
‚pF q:
y P H‚pF q ÞÑ cˆ1pyq :“ pc1pF q ‹ yq|q“1.
Denote by δ0 :“ maxt|δ| : δ is an eigenvalue of cˆ1u. Galkin’s lower bound conjecture [Gal]
states the following:
δ0 ě dimC F ` 1 with equality if and only if F “ PN .
The conjecture was verified for del Pezzo surfaces [HKLY] and projective complete inter-
sections [Ke].
Remark 1.1. The conjecture is related to Property O which states the following:
(1) The real number δ0 is an eigenvalue of cˆ1 of multiplicity one.
(2) If δ is any eigenvalue of cˆ1 with |δ| “ δ0, then δ “ δ0ζ for some r-th root of unity
ζ P C, where r is the Fano index of F .
PropertyO is conjectured to hold for any complex Fano manifold F . Property O has been
verified for the Grassmannian and several other cases of Fano manifolds; see [Rie01, GG06,
Che17, CL17, GI, SS, Ke, HKLY, LMS, BFSS, Wit]. It is the main hypothesis needed for
the statement of Gamma Conjectures I and II, which in turn are related to mirror symmetry
on F and generalize the Dubrovin conjectures; we refer the reader to [GGI16] for details.
The (small) quantum cohomology of Grpk, nq, denoted by QH˚pGrpk, nqq, has a graded
Zrqs-basis consisting of Schubert classes tσλu indexed by partitions in the set
Λ :“ tpλ1 ě λ2 ě ¨ ¨ ¨ ě λkq : n´ k ě λ1, λk ě 0u
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H
(a) Quantum Bruhat graph for Grp2, 4q
H
(b) Quantum Bruhat graph for Grp2, 5q
Figure 1. Quantum Bruhat graphs
where |λ| “ λ1 ` λ2 ` ¨ ¨ ¨ ` λk for λ P Λ and deg q “ n. The ring multiplication is given by
σλ ‹ σµ “
ÿ
ν,dě0
c
ν,d
λ,µq
dσν
where cν,dλ,µ is the Gromov-Witten invariant that enumerates degree d rational curves inter-
secting general translates of σλ, σµ, and the Poincare´ dual of σν . We refer the reader to
[FP97], [Buc03], and [KM94] for additional details regarding the quantum cohomology of
the Grassmanian. The quantum Chevalley formula is given by the multiplication of the
divisor class σp1q ([Ber97]). Let λ
˚ “ pλ2 ´ 1 ě ¨ ¨ ¨ ě λk ´ 1 ě 0q if λ1 “ n´ k and λk ą 0,
otherwise λ˚ does not exist.
If λ P Λ then
σp1q ‹ σλ “ qσλ˚ `
ÿ
σµ
where the sum is over all partitions µ P Λ such that |µ| “ |λ|`1 and λ Ă µ and the quantum
term is omitted if λ˚ does not exist. The anticanonical class is c1pGrpk, nqq “ nσp1q and the
Fano index is n. The linear operator cˆ1 is given next.
If λ P Λ then
cˆ1pσλq “ nσλ˚ ` n
ÿ
σµ
where the sum is over all partitions µ P Λ such that |µ| “ |λ| ` 1 and λ Ă µ and the term
σλ˚ is omitted if λ
˚ does not exist.
Remark 1.2. There is a graph theoretic context for δ0. We will now recall the notion of
the (oriented) quantum Bruhat graph G of Grpk, nq; see [BFP99]. The vertices of this graph
consist of partitions λ P Λ. There is an oriented edge λÑ µ if the class σµ appears with a
positive coefficient (possibly involving q) in the quantum Chevalley multiplication σp1q ‹σλ.
See Figure 1 for examples. By the Perron-Frobenius Theory of nonnegative matrices, δ0 is
equal to the largest real eigenvalue of n times the incidence matrix of G; see [Rie01, CL17].
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We are now ready to state our main theorem.
Theorem 1.3. The largest real eigenvalue δ0 of cˆ1 for Grpk, nq is greater than or equal to
dimGrpk, nq ` 1 “ kpn ´ kq ` 1 with equality if and only if Grpk, nq “ Pn´1.
We will give two proofs. One is due to the authors and the other is given to us by an
anonymous referee. The value δ0 is explicitly computed by Rietsch in [Rie01] and will be
the key ingredient to the first proof. The proof uses calculus in conjunction with the explicit
computation of δ0. To the best of the author’s knowledge, the study of δ0 and Conjecture
O has occurred on a case-by-case basis by considering fixed Fano varieties. Our approach
deviates from the case-by-case approach and uses the two parameters k and n to prove
the main result. The second proof by the anonymous referee is shorter and makes use of
elementary inequalities. The proof will be presented in the final section of the manuscript.
Acknowledgements. The third named author thanks Leonardo Mihalcea for useful dis-
cussions. We thank the anonymous referees for their comments and an alternative proof.
2. Preliminaries
We follow [Rie01] to state the preliminary results. The eigenvalue δ0 of cˆ1 is computed
by evaluating a Schur function at a particular k-tuple. There are many definitions of Schur
polynomials; we will use the version obtained from complete symmetric polynomials. Let
h0, h1, h2, h3, ¨ ¨ ¨ denote the complete symmetric polynomials in k variables where deg hi “ i
for i ě 0 and let hi “ 0 for i ă 0. Given λ P Λ, the Schur polynomial Sλ is given by
Sλ “
∣
∣
∣
∣
∣
∣
∣
∣
∣
hλ1 hλ1`1 ¨ ¨ ¨ hλ1`k´1
hλ2´1 hλ2 ¨ ¨ ¨ hλ2`k´2
. . .
hλk´k`1 ¨ ¨ ¨ ¨ ¨ ¨ hλk
∣
∣
∣
∣
∣
∣
∣
∣
∣
.
We refer the reader to [Mac98] for further details on Schur functions. We now give a useful
definition for the computation of δ0.
Definition 2.1 (The set Ik,n). We fix the primitive n-th root of unity ζ “ e 2piin . Let ζI :“
pζ i1 , ¨ ¨ ¨ , ζ ikq be an unordered k-tuple of distinct n-th roots of p´1qk`1. Then I “ pi1, ¨ ¨ ¨ , ikq
maybe chosen uniquely such that ´k´1
2
ď i1 ă i2 ă ¨ ¨ ¨ ă ik ď n´ k`12 and the ik’s are all
integers (respectively half-integers) if k is odd (resp. even). Denote the set of all k-tuples I
by Ik,n.
It is known that QH‚pGrpk, nqq is a finite dimensional vector space with basis given by
(the restriction of) the Schubert basis tσλuλPΛ. Rietsch presents another basis given by
σI :“
ř
νPΛ SνpζIqσν for I P Ik,n. Consider the multiplication operator rσλs : σ ÞÑ σλ ‹σ on
QH‚pGrpk, nqq. It follows that
σλ ‹ σI “ SλpζIqσI
and σI is an eigenvector of the multiplication operator rσλs with eigenvalue SλpζIq. In
particular, cˆ1 “ nrσp1qs and δ0 “ nmaxt|Sp1qpζIq|I P Ik,nu. This leads us to a Lemma by
Rietsch which explicitly computes δ0.
Lemma 2.2 ([Rie01] Proposition 11.1). Let I0 “ p´k´12 , ¨ ¨ ¨ , k´12 q and I P Ik,n any other
elements, and let ζ “ e 2piin as before. Then for any partitions λ P Λ,
|SλpζIq| ď SλpζI0q.
In particular, δ0 “ nSλpζI0q P R.
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Remark 2.3. Another formulation is δ0 “ n sinppik{nqsinppi{nq . See [GI, Lemma 9.21]. This is the
formulation that the anonymous referee uses in their proof.
The number δ0 “ nSp1qpζI0q is computed directly for Grpk, nq. For notation, let δk0 pnq “
δ0 for Grpk, nq. If k is even then we have that
δk0 pnq “ 2n
k
2ÿ
j“1
cos
ˆpk ´ p2j ´ 1qqπ
n
˙
.
If k is odd then we have that
δk0 pnq “ n` 2n
k´1
2ÿ
j“1
cos
ˆpk ´ p2j ´ 1qqπ
n
˙
.
To prove Galkin’s bound for Grpk, nq it suffices to show that δk0 pnq ´ kpn ´ kq ´ 1 ě 0 for
all k P Z` with equality if and only if k “ 1 or k “ n ´ 1. Thus it is natural to consider
the family of real valued functions F kpxq : R Ñ R, indexed by k P Z`, that are defined by
F kpxq “ δk0 pxq ´ kpx´ kq ´ 1 where
δk0 pxq “
$’’’’’’&
’’’’’’%
2x
k
2ÿ
j“1
cos
ˆpk ´ p2j ´ 1qqπ
x
˙
, k even
x` 2x
k´1
2ÿ
j“1
cos
ˆpk ´ p2j ´ 1qqπ
x
˙
, k odd.
The next Lemma is a technical Lemma that allows us to reduce the number of cases that
need to be checked for Galkin’s lower bound to hold.
Lemma 2.4. Let k ě 4. It suffices to show that Galkin’s lower bound holds for Grpk, nq
where n ě 2pk ´ 1q.
Proof. Consider Grpk, nq where k ` 1 ď n ď 2pk ´ 1q. Then Grpk, nq is isomorphic to
Grpℓ, nq where ℓ “ n ´ k. The Lemma follows from the observation that 2k ` 2 ą 2k ´ 2
and 2k ` 2 ě nô n ě 2pl ´ 1q. 
3. Proof of the Main Theorem
3.1. Calculus on the functions F kpxq. In this section, we use calculus to explore features
of the function F k to further understand the number δk0 pnq. We will prove Proposition 3.1
by using Lemma 3.2 and Lemma 3.3.
Proposition 3.1. Let k ě 2. The function F k is increasing for x P p2pk ´ 1q,8q.
The proof of the first Lemma is reserved until Section 4. The proof involves several
applications of the Mean Value Theorem.
Lemma 3.2. Let f : R Ñ R be a second differentiable function where lim
xÑ8
fpxq “ L P R.
If f2pxq ă 0 for all x P pa,8q then f 1pxq ą 0 for all x P pa,8q.
The next Lemma follows by nice properties of the function F k. The ability to calculate
the lim
xÑ8
F kpxq is a straight forward application of l’Hoˆpital’s rule after slightly reorganizing
the expression. The authors anticipate that similar asymptotic behavior will occur in at
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least the submaximal isotropic Grassmannians in types B, C, and D. The second derivative
of F kpxq takes on a nice form since the sin functions that appear in the first derivative cancel
out in the calculation of the second derivative.
Lemma 3.3. We have that
(1) lim
xÑ8
F kpxq “ k2 ´ 1;
(2) Let k ě 2. The function F kpxq is concave down on the interval p2pk ´ 1q,8q;
(3) The equality F kp2pk ´ 1qq “ F k´2p2pk ´ 1qq holds for k ě 3.
Proof. For the first part observe that l’Hoˆpital’s rule implies that
lim
xÑ8
2x
ˆ
cos
ˆpk ´ p2j ´ 1qqπ
x
˙
´ 1
˙
“ 0 for any integer j, for 1 ď j ď k ´ 1
2
.
If k is even then
lim
xÑ8
F kpxq “ lim
xÑ8
¨
˝
k
2ÿ
j“1
2x
ˆ
cos
ˆpk ´ p2j ´ 1qqπ
x
˙
´ 1
˙˛‚` k2 ´ 1
“ k2 ´ 1.
In a similar fashion, if k is odd, it follows that lim
xÑ8
F kpxq “ k2 ´ 1 by a simple calculation.
For the second part a direct calculation shows that
d2
dx2
F kpxq “ ´
k
2ÿ
j“1
ˆpk ´ p2j ´ 1qq2π2
x3
˙
cos
ˆpk ´ p2j ´ 1qqπ
x
˙
.
Since 0 ă k ` 1´ 2j ď k ´ 1 for j “ 1, 2, ¨ ¨ ¨ , k
2
then
0 ă pk ´ p2j ´ 1qqπ
2pk ´ 1q ď
π
2
.
It follows that 0 ă pk´p2j´1qqpi
x
ă pi
2
for all x P p2pk´ 1q,8q. Thus 0 ă cos
´
pk´p2j´1qqpi
x
¯
ă 1
for all x P p2pk ´ 1q,8q. Therefore d2
dx2
F kpxq ă 0 for all x P p2pk ´ 1q,8q. The odd case
can be shown in a similar fashion.
The third part of the proof follows from the isomorphism Grpk, 2pk´1qq – Grpk´2, 2pk´
1qq. 
Remark 3.4. Part 3) of the proof can easily be proved analytically since the equation
F kpxq “ F k´2pxq simplifies to
x
ˆ
cos
ˆpk ´ 1qπ
x
˙˙
` 2pk ´ 1q ´ x “ 0.
The number x “ 2pk ´ 1q is a root.
Proposition 3.1 follows from Lemmas 3.2 and 3.3.
3.2. The next proposition follows by using induction and the property F k is increasing for
x P p2pk ´ 1q,8q when k ě 2.
Proposition 3.5. Galkin’s lower bound holds for
(1) Grp1, nq (which is isomorphic to Pn´1q where n ě 2;
(2) Grp2, nq where n ě 3;
(3) Grp3, nq where n ě 4;
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Figure 2. The function F kpxq plotted for k “ 2, 4, 6, 8.
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(4) Grpk, nq where n ě 2pk ´ 1q and k ě 4.
Proof. The first case is known and can easily be seen in this context by evaluating F 1pxq “ 0
for x ě 2.
For the second case where k “ 2 observe that Grp2, 3q is isomorphic to P2 and a direct
calculation shows that F 2p3q “ 0. Since F 2pxq is increasing for x ą 2 it follows that
F 2pxq ą 0 for x ą 3. Observe that Grp2, nq is not a projective space for n ą 3. Case (2)
follows.
For the third case where k “ 3 observe that Grp3, 4q is isomorphic to P3 and a direct
calculation shows that F 3p4q “ 0. Since F 3pxq is increasing for x ą 4 it follows that
F 3pxq ą 0 for x ą 4. Observe that Grp3, nq is not a projective space for n ą 4. Case (3)
follows.
For the fourth case, it suffices to show that F kp2pk ´ 1qq ą 0 since F kpxq is increasing
for x ą 2pk ´ 1q. We will use induction to show this inequality. A direct calculation shows
that F 4p6q “ 6?3´ 9 ą 0. Assume that F kp2pk´ 1qq ą 0 where k ą 4 is even. Since F kpxq
is increasing for x ě 2pk ´ 1q then we have that
F k`2p2ppk ` 2q ´ 1qq “ F kp2ppk ` 2q ´ 1qq ą F kp2pk ´ 1qq ą 0.
Observe that Grpk, nq where k ě 4 and n ě 2pk ´ 1q is not a projective space. The even
case follows. The case where k ě 5 is odd follows by implementing a similar strategy. 
Theorem 1.3 follows from Lemma 2.4 and Proposition 3.5.
Figure 3. Illustration of Proposition 3.5
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(6,F 2p6qq “ p6, F 4p6q)
(10,F 4p10qq “ p10, F 6p10q)
(14,F 6p14qq “ p14, F 8p14q)
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4. Proof of Lemma 3.2
In this section we prove Lemma 3.2. The authors were unable to find a source and we
expect that this Lemma is well-known. We first recall a version of the Mean Value Theorem
for the second derivative and prove Lemma 3.2 by its contrapositive statement in Lemma
4.2.
Lemma 4.1. Let f : RÑ R be a second differentiable function. If f 1paq ď 0 and f 1pbq ě 0
for some a, b P R where a ă b then there exists a number c P pa, bq where f2pcq ě 0.
Lemma 4.2. Let f : R Ñ R be a second differentiable function where lim
xÑ8
fpxq “ L P R.
If f 1pbq ď 0 for some b P pa,8q then there exists a number c P pa,8q where f2pcq ě 0.
Proof. Case (I) Consider the case that fpbq ă L. Since f is continuous and y “ L is
a horizontal asymptote of f , there exists a c P pb,8q where fpbq ă fpcq ă L. By the
Mean Value Theorem there exists a d P pb, cq where f 1pdq ě 0. By Lemma 4.1, there exists
e P pb, dq Ă pa,8q where f2peq ě 0. The result follows.
Case (II) Consider the case that fpbq ě L. Subcase (1) If fpbq “ L and fpxq “ L is the
constant function then we are done.
Subcase (2): Suppose that there exists a c P pb,8q where fpcq ă L. By the Mean Value
theorem there exists d P pb, cq where f 1pdq “ fpcq´fpbq
c´b ă 0. Since fpcq ă L and y “ L is
a horizontal asymptote of f , there exists e P pc,8q where fpcq ă fpeq ă L. By The Mean
Value Theorem there exists h P pc, eq where f 1phq “ fpeq´fpcq
e´c ą 0. The result follows from
Lemma 4.1 since f 1pdq ă 0 and f 1pcq ą 0.
Subcase (3): Suppose that fpxq ě L for all x P pb,8q. We may assume that there is a
d P pb,8q where fpdq ą L.
Sub-subcase (i): Suppose that there exists e P pd,8q where fpeq “ L. Choose h P pe,8q.
Then by the Mean Value Theorem there exits k P pe, hq where f 1pkq “ fphq´fpeq
h´e ě 0. The
result follows from Lemma 4.1.
Sub-subcase (ii): Since y “ L is a horizontal asymptote of f then there exists a e P pd,8q
where L ă fpeq ă fpdq. By the Mean Value Theorem there exists an h P pd, eq where
f 1phq “ fpeq´fpdq
e´d ă 0. Observe that
lim
xÑ8
fpxq ´ fpeq
x´ e “ 0.
Thus one can choose k P pe,8q where fpkq´fpeq
k´e ě f 1phq. In particular, there exists an
i P pe, kq where f 1piq “ fpkq´fpeq
k´e ě f 1phq by the Mean Value Theorem. By the Mean
Value Theorem, again, there exists a l P ph, iq Ă pa,8q where f2plq “ f 1piq´f 1phq
i´h ě 0. This
completes the proof. 
Lemma 3.2 follows.
5. A second proof
The authors would like to thank the anonymous referee for sharing the following alter-
native proof. Recall that δ0pxq “ nsinpπx{nq
sinpπ{nq . We begin with a Lemma.
Lemma 5.1. Let n ě 6 be a positive integer. Then nsinpπx{nq
sinpπ{nq ě xpn ´ xq ` 1 for
x P r3, n{2s.
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Proof. We use the elementary inequalities x´ x
3
6
“ x
ˆ
1´ x
2
6
˙
ď sinpxq ď x for x ě 0 to
see that
n
sinpπx{nq
sinpπ{nq ě
nppix
n
q
´
1´ p
pix
n
q2
6
¯
pi
n
“ nx´ π
2x3
6n
.
Now for 3 ď x ď n
2
we have x3 ď pn{2qx2 so we have that
nx´ π
2x3
6n
ě nx´ π
2x2
12
.
To prove the lemma, it suffices to show that nx ´ π
2x2
12
ě nx ´ x2 ` 1 for x P r3, n{2s.
Equivalently, we must show that x2 ě
´
1´ pi2
12
¯´1
. Using the fact that π2 ă 10, we see
that
´
1´ pi2
12
¯´1 ă 6 ă x2 for x ě 3. The inequality holds for x P r3, n{2s. The result
follows. 
Proposition 5.2. Let n ě 4 be a positive integer and let k P t2, 3, ¨ ¨ ¨ , tn{2uu. Then
n
sinppik{nq
sinppi{nq ą kpn´ kq ` 1.
Proof. For k ě 3 and consequently n ě 6, the result follows from Lemma 5.1. It suffices
to consider the case when k “ 2. By the double angle formula, we have sinp2π{nq “
2 cospπ{nq sinpπ{nq, so the case k “ 2 reduces to the inequality
2n cospπ{nq ě 2n´ 3.
Using the elementary inequality cospxq ě 1´ x
2
2
for x ě 0, we have that
2n cos pπ{nq ě 2n ´ 2n
`
pi
n
˘2
2
“ 2n ´ π
2
n
.
Since n ě 4 and π2 ă 10 we see 2n ´ pi2
n
ą 2n´ 3. The result follows. 
Since Grpk, nq is isomorphic to Grpn´k, nq it is suffices to show that Galkin’s conjectured
lower bound holds for k “ 1, 2, ¨ ¨ ¨ , tn{2u with equality only when k “ 1. This follows
immediately from the above inequalities for n ě 4. The bound obviously holds for the
n “ 2 and n “ 3 cases. Theorem 1.3 follows.
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