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I. INTRODUCTION
A future molecular nanotechnology has to rely on techniques and systems that enable us to selectively interact with single molecules and prepare them in defined states. Only then molecules can act as well-defined building blocks for nanotechnological devices, e.g. for highly integrated data storage 1,2 or in photomechanical machines [3] [4] [5] . A class of molecules that fulfills these requirements in solution are so-called molecular switches, i.e. molecules that can be reversibly switched between two or more stable states via external stimuli 6 . In the quest to exploit this intriguing functionality for nanotechnological devices, research has recently concentrated on the properties of such molecules when they are localized at solid surfaces 7, 8 . Herein, adsorption at metal surfaces represents a particularly appealing subtopic, with couplings to the underlying substrate that go beyond the mere weak physisorption limit. Notwithstanding the constant danger of ultrafast quenching of any (photo-)excitation due to a too strong coupling, the very intricacies of this interaction with the delocalized metal electron manifold is hoped to give rise to novel isomerization mechanisms and thereby to a switching behavior that is not attainable in gas-phase or solution.
A corresponding switching has for instance been achieved for azobenzene derivatives at coinage metals [9] [10] [11] and the geometric structure of the (meta)stable surface mounted molecular states is to some extent unraveled [12] [13] [14] [15] [16] . The observed non-trivial excitation wavelength, surface orientation 14, 17 and functionalization [18] [19] [20] dependence of the switching efficiency indeed suggests that the isomerization process proceeds either on molecular potential energy surfaces (PESs) that are strongly modified as compared to their established counterparts in solution, or even involves electronic excitations in the underlying metal [21] [22] [23] . In this situation independent insight as provided by material-specific first-principles theory would be highly desirable to further elucidate the mechanistic details of the switching function. Unfortunately, the very experimental evidence already indicates the tremendous challenge that metal-surface mounted switches pose to such modeling: On the one hand, the theory obviously needs to accurately describe both molecular ground and involved excited electronic states. Particularly the latter is commonly the realm of numerically highly-demanding correlated wave-function based approaches tractable only for very limited system sizes. On the other hand, the non-trivial influence of the substrate dictates its explicit treatment, which in order to properly describe the metal band structure needs to rely on extended supercell geometries. Together with the sheer lateral extension of flat-lying adsorbed molecules like azobenzene this gives rise to system sizes that are already at the cutting-edge of what can be tackled with approximate ground-state techniques like density-functional theory (DFT)
with present-day semi-local exchange-correlation (xc) functionals 13, 14, 16, 19, 20 . This calls for numerically highly efficient approaches to describe the excited states, which in fact should only impose CPU-costs comparable to those of a semi-local DFT ground-state calculation.
It is self-evident that such approaches will be approximate in nature, and thus need to reference data, questioning the usefulness of this approach for an envisioned application to the isomerization mechanism of azobenzene (and its derivatives) at metal surfaces.
Revisiting the problem, we employ approximate Coupled Cluster Singles and Doubles (RI-CC2) 33, 34 as additional reference technique. Its accuracy in describing the lowest lying singlet excitations relevant for the isomerization of gas-phase azobenzene was already demonstrated by Fliegl et al. 35 . For reasons of computational feasibility the present calculations are still exclusively performed for the free molecule in the gas-phase. Nevertheless, the discussion and assessment will also be geared towards the application of ∆SCF to surface mounted 47 , which is presently not available in FHI-aims nor in TURBO-MOLE. The CAM-B3LYP calculations were therefore performed with the GAMESS code 48 .
In addition to these excited state calculations TURBOMOLE V6.2 was employed to obtain the constrained PBE geometries for the PESs in Section III B. For these and the TD-DFT calculations we used a gaussian basis set of triple zeta quality (def2-TZVP) with polarization functions from the Ahlrichs series of basis functions 49 , and the resolution of identity (RI) approximation 50 . We estimate that the relative energies and excitation energies are converged within 10-20 meV with respect to a quadruple zeta basis set. For the TD-DFT calculations the maximum value of the eucledian norm of the residual vector for the transition density matrices was set to 1·10 −6 . For the RI-CC2 calculations the basis set was def2-TZVPP, which was previously shown to yield highly accurate excitation energies for the azobenzene system 35 . With respect to the higher def2-QZVPP basis set we estimate the uncertainty in the calculated relative and excitation energies to be about 60 meV.
III. RESULTS AND DISCUSSION
A. Isomerization of gas-phase azobenzene: Current state-of-the-art
In order to unequivocally set the target for the approximate ∆SCF approach we first briefly recapitulate the present state of understanding concerning the switching behavior of azobenzene and its derivatives, as it has emerged from a plethora of previous experimental and theoretical studies. This archetypical molecular switch is characterized by two stable isomers, namely cis (Z) and trans (E) azobenzene, whereby E-Ab is more stable by 0. (12) ps. In the case of S2 excitation it was necessary to assign an additional smaller time constant of 0.13 ps. From the similar time constants they concluded that both processes happen over fast nuclear motion from the Franck-Condon (FC) structure to the conical intersection (CI) (τ 1 ), relaxation to the ground state minimum energy structure (τ 2 ) and further vibrational cooling through the solvent (τ 3 ). The authors interpret the additional process following S2 excitation as fast initial population transfer from S2 to S1. In this view, both excitation channels thus follow the S1 dynamics. For the isomerization starting from Z-Ab they reach the same conclusion even though the time constants show more subtle differences between S1 and (14) For the nuclear S1 dynamics several possible pathways have been discussed in the litera- Energies relative to the zero reference E-Ab ground state energy are given in eV.
ture. Figure 1 illustrates the two most frequently studied mechanisms, namely an isomerization around the central CNNC dihedral angle ("rotational pathway") and an isomerization around one of the two CNN angles ("inversion pathway"). The general understanding of the prevalence of these mechanisms has undergone various transitions. The initial belief was that excitation to S1 mainly follows inversion whereas excitation to S2 should follow rotational isomerization 52, 68 agree on the dominance of the rotational isomerization following excitation in either S1 or S2 for azobenzene in gas-phase and solvent.
B. Ground and excited state PES topology
As established in preceding detailed quantum chemical work the centrally targeted lowlying excitations, S1 and S2, have largely singly excited character at least at the FC structures, and can be viewed as n → π * (HOMO to LUMO) and π → π * (HOMO-1 to LUMO) transitions, respectively 35, 78 . In SM-corrected ∆SCF we accordingly model the two singlet excitations by modifying the populations of HOMO and LUMO (S1) and HOMO-1 and LUMO (S2), respectively. Figure 2 shows correspondingly obtained two-dimensional PES scans along the dihedral CNNC angle ω and along one of the two CNN angles α, cf. Fig. 1 .
Each point of the PES corresponds to a molecular geometry, in which the values for these two angles were constrained to the specific value, while all other degrees of freedom of the azobenzene molecule are those as resulting from a full geometry optimization in the groundstate. Rather than a state-specific geometry optimization, this allows to clearly disentangle geometric and electronic effects and thereby to directly compare different methods as all are evaluated for the same geometry (also in Fig. 3 below) . The PESs shown in Fig. 2 are for the GGA-PBE xc functional, and we obtain essentially the same topologies for the three surfaces with the LDA or B3LYP. The only difference are more or less constant offsets between the three surfaces depending on the level of xc treatment, which is why we restrict the presentation for the moment to the GGA-PBE case and return to the xc discussion in the next section when focusing on the vertical excitation energies.
Qualitatively, the overall obtained topology of S0, S1 and S2 is perfectly consistent with the prevalent understanding of the azobenzene photochemistry as summarized in the preceding section. The ground-state PES is dominated by the two metastable states, E-Ab and Z-Ab, separated by sizable barriers along both the rotation and inversion pathway.
In contrast, the S1 PES does not exhibit a barrier along the rotational pathway, which after photoexcitation of either E-Ab or Z-Ab should thus quickly lead the system to the well-known CI region around mid-rotation. Moreover, the S1-FC region at E-Ab is rather flat, while the S1-FC region at Z-Ab is very steep. This is perfectly consistent with the experimentally reported longer excited state lifetime of E-Ab compared to Z-Ab, and is also in line with the reported lower S1 quantum yields for E→Z than for Z→E isomerization.
Finally, the closeness of the S2 minima to the respective S0-S2 FC structures, as well as the separation of these minima by large barriers along both inversion and rotation suggests that isomerization after S2 excitation does indeed not occur on the S2 surface, but rather via deexcitation along CIs in other degrees of freedom than those scanned here, followed by motion on the S1 surface.
Essentially the same S0, S1 and S2 topologies are also obtained at the RI-CC2 and along the two prevalently discussed isomerization pathways, the rotational one following motion around the dihedral angle ω and the inversion one following motion along one of the two CNN angles α, cf. Fig. 1 . The basis of these one-dimensional PES scans are again optimized ground-state geometries, in which the corresponding angle was frozen and all other degrees of freedom were fully relaxed.
The topological similarity, i.e. relative energetics within each PES, for the three methods is rather striking. At the ground-state it is reflected by an almost quantitative agreement of the inversion barrier computed with DFT(GGA-PBE) and RI-CC2, 1.52 eV and Fig. 3 , is hereby due to the fact that the geometries along the scan were optimized at the DFT level. For the inversion pathway RI-CC2 reveals no in-tersection between S0 and S1 along the here displayed PES cut. Also this is in agreement with preceding work, which either did not find any near-degeneracies between states on the inversion pathway or found them only at very high energies compared to the CI seam on the rotation pathway 71 . In both cases, i.e. rotation and inversion pathway, ∆SCF(GGA-PBE) and TD-DFT(GGA-PBE) correctly reproduce the existence viz. non-existence of S1 and S0 state degeneracies, cf. Fig. 3 . At the S2 surface, the large barrier along the inversion pathway is again rather well reproduced by the three methodologies, 2.08 eV (∆SCF(GGA- We find the excellent agreement of the three methods (∆SCF, TD-DFT, RI-CC2) with respect to the topology to also extend to other parts of the PES not contained in the hitherto presented scans. This is nicely demonstrated by Table I , which compiles selected structural parameters of the ground-state E-Ab and Z-Ab states, as well as of those minimum energy structures on the S1 and S2 states that are obtained after optimization from the E-Ab and ZAb FC structure. At the ground-state level we reproduce the known excellent performance of the DFT GGA-PBE functional in describing both geometry and relative energetics of both E-Ab and Z-Ab isomers as compared to both higher-level theory and experiment.
Optimization in the S1 state with FC E-Ab as starting structure yields a minimum at very similar geometries within ∆SCF(GGA-PBE), TD-DFT(GGA-PBE) and RI-CC2, which in turn compare nicely to the CASSCF optimized geometry reported by Cembran et al. 71 . The d NN bond length at this minimum energy geometry is essentially unchanged with respect to ground-state E-Ab, as one would intuitively expect for a transition depopulating the nonbonding n HOMO orbital. In contrast, in terms of energetics the different methodologies yield again a large scatter and we will return to this point in the next section. In the S2 state an equivalent situation is obtained. Excellent agreement in the geometries is contrasted by strong discrepancies in the energetics for both minimum energy structures obtained after This is again congruent with the expectations for a transition depopulating the π-bonding HOMO-1 orbital and supports the already mentioned interpretation that deexcitation from S2 occurs via CIs in other degrees of freedom than those relevant for the isomerization process.
C. Vertical excitation energies
As already mentioned in the preceding section, equivalent S0, S1 and S2 topologies to those just discussed are obtained when using different xc functionals in the DFT, ∆SCF and TD-DFT calculations. Cum grano salis corresponding PESs essentially exhibit global vertical shifts with respect to each other as further illustrated in Fig. 4 for the inversion pathway. This allows us to focus the discussion on the different levels of theory on single prominent points on the PES, suitably the vertical excitation energies as there experimental data is also available as reference. Table II summarizes the corresponding data. The benchmark against the experimental vertical excitation energies at E-Ab and Z-Ab emphasizes the known high accuracy achieved by the RI-CC2 approach for the two low-lying Ab singlet excitations 35 and justifies its use as a theoretical reference method in our study. In contrast, TD-DFT and ∆SCF based on present-day local and semi-local functionals yield excitation energies that are dramatically too low, as had already been noticed in preceding work for this molecule 31, 35 . This concerns predominantly the S2 excitation which at Z-Ab is underestimated by more than 1 eV.
While thus unsatisfactory on the absolute scale, the similarity of the results produced by ∆SCF and TD-DFT as long as they are based on the same functional is notable. The differences are with ∼ 0.4 eV largest for S2 E-Ab, while for the other three excitations listed in Table II the two methods match to within 0.1-0.2 eV. To one end this is due to the sum-rule correction we employ for ∆SCF, which yields a spin purified state that is better comparable to TD-DFT 93 . The plain spin-mixed ∆SCF approach instead yields excitation energies for the two states that are typically about 0.3 eV lower than the spinpurified ones. This would further increase the difference to the corresponding TD-DFT values and, worse, also to experiment. Table II furthermore indicates that simple non-spin polarized ∆SCF calculations 28 are also in this system an alternative, effective way of tackling the multi-determinantal singlet problem. The corresponding values do not differ much from the sum-method corrected ones, and come at a significantly lower computational cost.
To the other end the obtained similarity of ∆SCF and TD-DFT results is connected to the pronounced single-particle character of the S1 and S2 excitations, which in turn is also the rationalization for the high accuracy of the RI-CC2 method 35 . This is most obvious for the S1 state, which is essentially described by a single excitation over the entire PES range scanned and which is thus most straightforwardly mimicked in ∆SCF. However, it also holds to some extent for the S2 state, which is of a more collective nature in the sense that it exhibits multiple significant TD-DFT excitation amplitudes. As apparent from the afore described not excessively large deviations even this can still be relatively well described by single-excitation ∆SCF due to its desirable ability to account for orbital relaxation (vide infra).
Despite the similarity, the absolute performance of both methods when based on local and semi-local functionals against RI-CC2 and experiment is still a concern. Particularly the deviation in the S2 Z-Ab vertical excitation energy exceeds the one commonly found for lowlying singlet excitations in organic molecules [93] [94] [95] . Visual inspection of the involved frontier orbitals, cf. 
D. TD-DFT and inversion path barrier
The good agreement of ∆SCF, TD-DFT and RI-CC2 in terms of overall PES topology particularly around mid-inversion might come as a bit of a surprise in view of earlier studies that reported significant discrepancies for this 31 or for π-bond twisting paths of comparable molecules [101] [102] [103] . In such cases deviations between ∆SCF and TD-DFT are often readily attributed to the "simplicity" of the prior theory. Alternatively, "collective" character of an excitation as judged from the existence of several significant TD-DFT amplitudes is also cited as reason for the failure of "single excitation" restricted ∆SCF. In turn, when it comes to differences between TD-DFT and higher level wave function theories, the deficiency of semi-local TD-DFT to deal with CT-character of excitations is a frequently encountered rationalization. Instead, in the present case yet another difficulty of TD-DFT applies, namely state-crossings, and we find it instructive to point out that this can easily lead to wrong assessments, in particular as we find the allegedly "simpler" theory ∆SCF to be significantly more robust with respect to this issue.
The reason why a similar S2 topology with sizable barrier around mid-inversion was found for ∆SCF, TD-DFT and RI-CC2 in Fig. 3 is that we do not simply plot the values following the transition from the second highest occupied to the lowest unoccupied orbital without considering the orbital character in the case of TD-DFT. Instead, we always specifically follow the excitation that exhibits the largest amplitude for the targeted transition between the π and π * KS orbitals. As shown in Fig. 5 the two procedures do not lead to the same result around mid-inversion, and only the approach that tracks the correct transition yields a PES topology that is in agreement with both ∆SCF and the reference RI-CC2 data. In contrast, the approach that merely monitors the HOMO-1 to LUMO TD-DFT excitation yields a very wide plateau-region along the inversion path, precisely as reported previously by Tiago et al. 31 for this system.
The source for this difference is clearly apparent from Fig. 6 , which shows the evolution of the energetic position of the GGA-PBE KS frontier orbitals along the inversion pathway. method comparisons the ease with which unidentified state-crossings can impair the TD-DFT results is hereby particularly consequential, as it may readily lead to wrong assessments.
Discrepancies between TD-DFT and ∆SCF that in reality are due to an unidentified statecrossing in TD-DFT may lead to the dismissal of the allegedly "simpler" ∆SCF theory 31 . As shown in Fig. 5 the switch of the excitation character induced by the state-crossing around mid-inversion gives furthermore rise to small Λ values for the wrong TD-DFT transition.
This bears the danger to assign the discrepancy in the PES topology of this transition with respect to the RI-CC2 reference incorrectly to the deficiency of present-day functionals in describing CT excitations.
IV. CONCLUSION AND OUTLOOK TO SURFACE-MOUNTED AZOBENZENE
In summary we have systematically computed ground-and low-lying singlet excited state
PESs that are of relevance for the isomerization dynamics of gas-phase azobenzene. Our results demonstrate that sum-method corrected ∆SCF yields global PES topologies, i.e. When based on the same xc functional sum-method corrected ∆SCF and TD-DFT agree to within 0.1-0.2 eV for the S1 state that is most relevant for the isomerization of free azobenzene, and to within 0.4 eV for the S2 state. This suggests ∆SCF as a promising route to larger azobenzene-containing systems, where TD-DFT becomes computationally untractable. This concerns predominantly surface-mounted azobenzene, where preliminary calculations for the adsorption at coinage metals indicate that the low lying excited states largely retain their molecular character 13 . Particularly appealing in this context is that we obtain the correct PES topology for gas-phase azobenzene already at the level of semi-local xc functionals, which are presently the unbeaten workhorse for metal adsorption studies.
Notwithstanding, at this level of xc treatment the vertical excitation energies produced by ∆SCF and TD-DFT are grossly underestimated. Our analysis attributes this primarily to some charge-transfer character of the S1 and S2 excitations, which the local functionals are unable to grasp. As to be expected hybrid (B3LYP) and even more so long-range corrected hybrid (CAM-B3LYP) functionals improve on this situation. Conserving the overall topology they primarily induce global upward shifts of the excited state PESs, leading to vertical excitation energies at the CAM-B3LYP level that are roughly en par to the correlated wave function reference techniques.
While the reduction of self-interaction error achieved with the advanced functionals is therefore of paramount importance to adequately describe the molecular excitations, one has to recognize that mere admixture of exact exchange does not seem to be the right pathway for adsorption at metal surfaces (at least when judged from the few seminal ground-state studies performed to date. [104] [105] [106] 
