Two simulations of a coupled chemistry-climate model are completed for the period 1980 to 2020, covering the recent past during which extensive satellite ozone and temperature data exist, and covering the near future when ozone levels are expected to begin to recover. In the rst simulation, Rayleigh friction is used to decelerate the polar night jet. In the second simulation, a parametrized spectral gravity-wave forcing scheme is included. This has the effect of considerably reducing the model temperature bias in the polar regions and weakening the polar night jet. In the simulations the concentrations of chlorine, bromine and the well-mixed greenhouse gas concentrations are speci ed in accordance with past observations and future projected values. The calculated trends in temperature and ozone in the two runs are similar, indicating that model internal variability does not have a signi cant impact and suggesting that the trends arise largely from changes in external parameters. Typically, after about the year 2000, the trend in the modelled annually averaged ozone changed from a decrease to a small increase. The change was found to be statistically signi cant in the upper stratosphere and in the lower stratosphere over Antarctica, which are the regions most affected by halogen chemistry. Globally averaged temperature results suggest that the best place to look for future atmospheric change is in the upper stratosphere. Decadally averaged statistics are used to estimate the timing of the start of recovery of total ozone. The simulations indicate no signi cant further ozone loss from the current atmosphere with minima typically occurring in the years from 2000 to 2005, except in the spring Arctic where ozone values continued to decrease slowly until the end of the integrations. One major problem with the detection of the start of ozone recovery, is that the concentrations of halogens are expected to reduce only slowly from their peak value. Hence, no substantial recovery is simulated before the year 2020. The dif culty in detecting the start of ozone recovery suggests the need to continue the model simulations until the second half of this century which would also help to establish the timing of complete ozone recovery.
INTRODUCTION
Ozone depletion over the period 1980 to 2000 has, by now, become well established globally (e.g. World Meteorological Organization (WMO) 2003, Chapter 4) and has led, over a period of a decade or so, to steadily increasing restrictions on the production of halogen-containing compounds. How ozone will behave in the near future has therefore become of major political signi cance. In particular, to establish whether the regulations in place are being effective, it is important to investigate the timing of the start of ozone recovery, both determined observationally and calculated with the use of numerical models. For example, a future delayed ozone recovery would not necessarily indicate that the emissions controls are ineffective, providing the simulations also show such a delay. On a longer timescale, complete ozone recovery, i.e. the return of ozone values to near the unperturbed atmospheric state, can only occur after halogen levels have substantially reduced. Although the Antarctic ozone hole is expected to disappear by about 2050 (e.g. Shindell et al. 1998; Nagashima et al. 2002 ) the vertical distribution of ozone could be very different to that which occurred two decades ago, before substantial anthropogenic losses began.
Ozone depletion is of major importance in the polar regions. The Antarctic ozone hole has a large impact on surface ultraviolet (UV) levels (e.g. Herman et al. 1996) and, in the Arctic, large ozone losses (e.g. Goutail et al. 1999) have the potential for increasing UV levels locally. Also, by the advection of low ozone amounts to midlatitudes, high-population regions could be affected (e.g. Austin et al. 1999) . To investigate these issues requires coupled chemistry-climate models, as simpler models are unable to represent all the likely atmospheric interactions in a suf ciently realistic manner. Results of climate change experiments using eight coupled chemistry-climate models (Austin et al. 2003) indicated that, in the polar regions, the start of ozone recovery was likely to be delayed beyond the peak in atmospheric chlorine loading. This indicated that some other process, such as increases in well-mixed greenhouse gases (WMGHGs), may have contributed to the delay. This delay varied from model to model and was up to 7 years in the Antarctic, but as much as 18 years in the Arctic. One model, the results of which are described in detail here, gave delays of about 4 years and 14 years respectively.
The Uni ed Model with Eulerian Transport and Chemistry (UMETRAC) has recently been run in transient climate mode for the period 1979 to 2000, and comparisons were made with observed trends in temperature, ozone and water vapour (Austin 2002) . In that simulation, Rayleigh friction was included in the stratosphere to decelerate the polar-night jet. However, in common with many other general-circulation models (see, e.g., Pawson et al. 2000) , this led to a polar-night jet that was too strong, with an associated cold bias. The simulation of Austin (2002) has now been extended to the year 2020 and a further simulation for the period 1975 to 2020 has been completed with the Rayleigh friction replaced by a spectral gravity-wave forcing scheme (Scaife et al. 2000b) . In this paper, the results of the two simulations are compared, to investigate temperature and ozone trends as well as the likely timing of the start of ozone recovery.
MODEL DESCRIPTION AND INTEGRATIONS PERFORMED
UMETRAC is based on the Met Of ce's Uni ed Model (UM), which has been used in the Intergovernmental Panel on Climate Change (IPCC) assessments (e.g. IPCC, 2001) . UMETRAC has 64 vertical levels, from the ground to 0.01 hPa, and has a latitude-longitude resolution of 2 5 3 75 . The model includes a coupled stratospheric chemistry scheme involving 13 advected tracers (O 3 , HNO 3 In the above g s is used to denote the sum of concentrations in the gas (g) and solid (s) phases. A simplied sedimentation scheme is included and the Polar Stratospheric Cloud (PSC) scheme is based on liquid ternary solutions (LTS) (Carslaw et al. 1994) and ice or nitric acid trihydrate (NAT) and water ice. The photochemistry therefore explicitly includes all the major processes affecting stratospheric ozone. Reaction rates are taken from DeMore et al. (1997) and Sander et al. (2000) . Sea surface temperatures and sea ice are speci ed from observations , with the future trend speci ed from simulations of a coupled ocean-atmosphere version of the model of Williams et al. (2001) . In the standard model, Rayleigh friction is used to decelerate the polar night jet and an alternative version is available with a spectral gravity-wave forcing scheme (Scaife et al. 2000b) . Halogen amounts are speci ed according to WMO (1999, Table 12-2) , and the WMGHG concentrations (CO 2 , CH 4 , N 2 O, CFC11 and CFC12 are speci ed according to IPCC scenario IS92a (IPCC, 1992) ). The concentrations of the WMGHGs and of the long-lived tracers are given in Table 1 . 2. The effective halogen is determined by Cl 50 0 Br , and represents crudely the net impact of halogens on ozone depletion if all the bromine were in the form of chlorine.
3. The peak value is given. 4. The values for the greenhouse gases are for the tropopause. Butchart et al. (2000) Simulations have been completed for the periods March 1979 to January 2020 (Rayleigh friction, hereafter referred to as 'run RF') and January 1975 to January 2020 (spectral gravity-wave forcing, hereafter referred to as 'run GWF'). The results of the model for run RF covering the period January 1980 to December 1999 are described in Austin (2002) . In this paper we describe the results of the extension of run RF and of the new run GWF. In addition to the dynamical differences indicated above, in run RF the temperatures were increased by 5 K inside the heterogeneous chemistry routines. This was done to reduce the unrealistic activation of chlorine and bromine with consequent ozone depletion. At least one other model uses a similar technique, as described in Austin et al. (2003) . In the chemistry-climate model of Hein et al. (2001) , the need to increase the temperatures is interpreted as a nucleation barrier for the formation of PSCs. The model of Manzini et al. (2003) uses a gravity-wave forcing scheme and does not have a nucleation barrier, and it is argued that hypothetical subgridscale processes would be suf cient to trigger PSCs.
With the reduced temperature biases in run GWF no adjustment was made and, moreover, the PSC scheme was changed from NAT/ice to use the alternative LTS/ice chemistry. Comparisons are also made, where appropriate, with a 60-year climate experiment also run with the UM (Butchart et al. 2000) . This is the core climate model in which the chemistry of UMETRAC is run and has a xed ozone climatology based on the current atmosphere. A summary of these runs is indicated in Table 2. 3. ANALYSIS OF RESULTS: TEMPERATURE (a) Model bias Temperature biases can have a signi cant impact on the model-simulated ozone, particularly in the polar regions when heterogeneous chemistry is operating, as noted, for example, in Austin et al. (2003) . For run RF, Austin (2002, Fig. 11 ) showed there were substantial cold biases over both poles during winter and spring. Including the spectral gravity-wave parametrization in run GWF increases the temperatures in high latitudes throughout the year and throughout the depth of the stratosphere compared with run RF (see Fig. 1 ) and deceases the biases substantially (Fig. 2) .
At 1 hPa the largest effects are in early and late winter in both hemispheres. Generally, throughout winter and spring, run GWF has a much warmer South Pole than run RF. On descending through the stratosphere the greatest differences between the two runs in South Pole temperatures occurs progressively later in the year -September at 1 hPa (where the difference exceeds 30 K), October at 10 hPa and then December at 46 hPa. This is because the inclusion of the spectral gravity-wave parametrization not only reduces the model's cold pole bias, as well-documented by other authors (e.g. Manzini and McFarlane 1998; Scaife et al. 2002) , but it also improves the timing of Figure 2 . Difference between the temperature climatology for Gravity-Wave Forcing run and observations from Met Of ce data assimilation elds (Swinbank and O'Neill 1994) the breakdown of the southern hemisphere vortex . At the South Pole there is still a cold bias in run GWF (Fig. 2 ) which exceeds 10 K between 40 and 4 hPa during the spring. In the absence of any temperature adjustments in the heterogeneous chemistry, this would tend to affect the activation of chlorine and bromine in the model and distort the shape and depth of the simulated Antarctic ozone hole. This would lead to excessive depletion at higher levels and insuf cient depletion in lower levels away from the pole. Over northern high latitudes during winter, a warm bias is present in both runs in the middle and lower stratosphere. This would tend to reduce (or indeed eliminate) the loss of ozone via heterogeneous chemistry in the earlier part of the season. By the time of the main ozone depletion period in spring, the bias is somewhat smaller. 
Figure 3. Globally and annually averaged temperatures at selected pressure levels (a) 1 hPa, (b) 10 hPa, (c) 46 hPa and (d) 100 hPa, from the two coupled chemistry-climate model runs (Rayleigh Friction, RF, and Gravity-Wave Forcing, GWF) in comparison with the climate model run of Butchart et al. (2000) , GHG. For clarity, the results for run RF have been shifted down the ordinate by 1.0 K at all levels except at 10 hPa, where the RF results have been shifted up by 1.0 K. The calculated trends are given for the two separate periods, except for run GHG, which is a mean trend for the whole period.
for a climate experiment with changing WMGHGs. For run RF, the trend is slightly different to that published in Austin (2002) due to the different order in computing the trend and the spatial and temporal averaging. One of the most noticeable aspects of the RF and GWF runs is the change in trend between the rst half of the runs and the second half. In contrast, the GHG run indicates no such change. This is to be expected because of the different ozone trend in the two periods for the coupled chemistry simulations (see below). Therefore in each panel, the mean temperature trends of the RF and GWF runs are given for each of the two period January 1980 to December 1999 and January 2000 to December 2019. The change in trend is particularly large at 1 hPa, where the RF and GWF cooling trend decreases from about 1.6 K/decade to about 1.0 K/decade. At 10 hPa, the temperature trend does not change during the 40-year simulations, and the cooling rates are close to those computed in run GHG, which had no ozone change. In the lower stratosphere, the temperature trends in runs RF and GWF change from a noticeable cooling to just a slight cooling, or even a slight warming at 100 hPa in the second half of the runs. The differences in the trends are statistically signi cant at the 95% con dence level, at all the atmospheric pressures indicated except 10 hPa. The calculated trends for run RF agree with those from run GWF, within the uncertainties. This, combined with previous results of the model (Austin 2002) , suggests that the trends arise from changes in the external parameters (WMGHGs, halogens, sea surface temperatures) rather than model internal variability. This internal variability is indicated by the variability in the results from individual years which, as noted in Austin et al. (2003) , is generally larger in the GWF run.
Comparisons of the model-simulated trends with those observed from satellite and microwave sounding unit data (Scaife et al. 2000a ) are shown in Fig. 4 . Consistent with the results of other models noted in Shine et al. (2003) , the RF and GWF runs agree broadly with the satellite data, except possibly near 10 hPa and above 1 hPa. As noted above, the model indicates a different trend in the two periods in the lower and upper stratosphere, but the trends do not change substantially in the middle stratosphere (8-20 hPa). Figure 4 suggests that, if one were concerned with the detection and attribution of atmospheric change, the upper stratosphere is the best region to investigate. These results are consistent with the model ozone trends (see section 4) and the results of Shine et al. (2003) which demonstrate a sensitivity to ozone trends in the lower and upper stratosphere, but not in the middle stratosphere. (c) Latitudinally varying temperature trends The annual mean trends as a function of latitude for the GWF experiment are shown in Fig. 5 . Similar results were obtained for run RF (Austin 2002, Fig. 12 ) although there was slightly less interannual variability in that run compared with GWF. The cooling is statistically signi cant at the 95% level over both halves of the simulation, as indicated by the deep shading in Fig. 5 . However, there is a band in the tropics extending almost as high as 3 hPa in which, in contrast to run RF, the cooling is not statistically signi cant. The reduction in statistical signi cance is due to the higher interannual variability in run GWF, most of which is probably related to the quasi-biennial oscillation, which is present in the simulation (Butchart et al. 2003) , but has not been allowed for in the trend analysis. There is also signi cant cooling in the lower stratosphere over Antarctica, which is probably related to the ozone hole. The cooling trend there is much less during the second half of the integration. Figure 5 (c) shows the difference between the temperature trends with the shading indicating statistical signi cance at the 80% and 95% levels, using a two-tailed t-test. This indicates that if each latitude and height point is treated independently, the interannual variability in the temperatures is too large for the difference to be statistically signi cant. Nonetheless, examination of the temperature trends over Antarctica suggests a strong connection with ozone (see Austin 2002, Fig. 14) during spring. This connection would be expected to change for the two halves of the simulations. For run RF the November trend difference (1980-99 minus 2000-19) , averaged over the main ozone hole region 75 to 90 S and 30 to 150 hPa, is 5 4 4 4 2 , compared with 6 5 8 9 K/decade for run GWF. Thus, although there is a statistically signi cant difference in the RF run, and the two runs agree reasonably well, the larger interannual variability noted in Austin et al. (2003) has reduced the statistical signi cance to about the 80% level.
ANALYSIS OF RESULTS: OZONE (a) Globally averaged total ozone
Globally averaged total ozone from the model is shown in Fig. 6 , in comparison with Total Ozone Mapping Spectrometer (TOMS) data. The solar cycle has a well-known impact on total ozone (e.g. Zerefos et al. 1997) and is also shown in the gure. Both the data and model runs indicate a downward trend up to about the year 2000 and thereafter both model runs show a very slight rise. The model simulations show very similar overall features. For the period January 1980 to December 1999, the annually averaged global trends in the model are 3 6 0 6 DU/decade for run RF and 6 1 1 3 DU/decade for run GWF. The RF value is slightly different to that reported in Austin (2002) due to the different order of computing the trend and the averaging (spatial and temporal). The trends from both simulations are lager than observed ( 2 0 1 4 DU/decade) although, as noted in Austin (2002) , a small change is dif cult to measure accurately because of the in uence of the solar cycle and the change in satellite instrument through the period. However, the satellite data include a tropospheric component which may be increasing the total column by as much as approximately 1% of 3 DU per decade, which is not taken into consideration in the model because of the absence of a tropospheric chemistry scheme.
After 2000, the model trend is slightly upwards and both runs agree (0 8 0 7 DU/decade for run RF and 0 9 0 5 DU/decade for run GWF). (b) Annually averaged ozone trends As noted in the case of both temperature and globally averaged ozone, the trends change from about 2000. Therefore, in Figs. 7 and 8 are shown the ozone trends for the two halves of simulations RF and GWF respectively. For the period January 1980 to December 1999, signi cant downward trends in ozone were simulated by both RF and GWF runs across a wide range of latitudes in the upper stratosphere. At 3 hPa, the peak midlatitude trend is about 6% per decade, very similar to that observed by the Stratospheric Aerosol and Gas Experiment (SAGE) (Randel and Wu 1999) . This is related to increasing halogen amounts, and the comparison with observations indicates that these processes are quantitatively well understood. In the second half of the integrations, halogens decrease slowly and the simulated ozone increases signi cantly. In the past, statistically signi cant ozone decreases also occur over Antarctica due to the ozone hole, and this is much reduced during the second half of the simulations. The difference in the trends between the two halves of the run are also signi cantly different from zero in the same regions. For the past, both model runs compare favourably with observations (Randel and Wu 1999) , as discussed for run RF by Austin (2002) . The ozone trend for the past has a similar vertical and horizontal structure as the temperature trend (Fig. 5) , indicating the probable importance of ozone trends in in uencing the temperature. This is con rmed by Shine et al. (2003) for the global average using a variety of models. For the second half of the simulation, the ozone trend is somewhat smaller and the temperature trends are probably dominated more by the increases in the concentrations of the WMGHGs. Nonetheless, the reduction in temperature trend in the upper stratosphere and the reduction in temperature trend in the lower stratosphere over Antarctica, from the rst to the second half of the runs, is consistent with the ozone changes. Further, the middle stratosphere ozone trend, which is quite small throughout the runs, is both consistent with the observed small ozone trends (Randel and Wu Figure 8 . As Fig. 7 , but for Gravity-Wave Forcing run. 1999 ) and would tend to explain the insensitivity of the temperature trend in the middle stratosphere to the period chosen (see Fig. 3 ).
THE START OF RECOVERY OF TOTAL OZONE
As indicated in Fig. 6 , globally averaged total ozone is simulated to decrease and then to start to increase from about the year 2000 or later. It is important to be able to simulate accurately the timing of the start of ozone recovery to establish whether the regulations in place to control ozone-depleting substances are being effective. In practice the detection of trends, and hence establishing the timing of recovery, is hampered by a number of factors including interannual variability (e.g. Weatherhead et al. 1998) . This suggests the need for many years of observations or model results to reduce the statistical noise. Therefore in this work we use decadally smoothed values, with onesided averages at the beginning and end, to try to establish the start of ozone recovery or, equivalently, the year of the minimum in total ozone.
(a) The recovery of regionally averaged total ozone Typically, model ozone trends were largest in March in the northern hemisphere and October in the southern hemisphere and, to investigate the results in more detail, the model results have been separated into 30 latitude bands ( Fig. 9 for run RF and Fig. 10 for run GWF). The runs produce similar results. As in the globally averaged ozone, the regionally averaged ozone decreases during the rst twenty years of the integrations. This is particularly noticeable over the Antarctic during October, but this decrease is not signi cant over the Arctic during March. A quantitative comparison with TOMS data of the past trends is indicated in Table 3 . For March and October, the agreement with TOMS is generally better for run GWF than for run RF. This is probably due to the reduced temperature bias, which has enabled a realistic run to be completed without a temperature correction in the heterogeneous chemistry scheme. Nonetheless, the trend in run GWF for the Arctic in March is still only about two thirds that observed. Run GWF also indicates a signi cant trend in northern midlatitudes, in contrast to run RF. However, the trend in the tropics in run GWF, particularly in the annual average, is not consistent with TOMS data. Comparisons with SAGE data (D. Cunnold, personal communication, 2002) suggests that the stratospheric column has decreased in the tropics by about 1% per decade, similar to that in run GWF, and this decrease could have become masked in the TOMS data by a tropospheric column increase. In comparison, the simulations here relax ozone towards xed values in the troposphere and so do not strictly include the tropospheric trend. In the southern hemisphere during October, the substantial ozone loss over Antarctica appears in the trends and, in contrast to run RF, there is also a smaller midlatitude loss in run GWF, which is in better agreement with the TOMS data. In the winter season there is a loss of ozone as shown by Roscoe et al. (1997) . The TOMS data analysed here give 17 6 DU/decade for July which is reproduced by run GWF 13 6 but is not reproduced by run RF 3 8 . Note that trends both in the TOMS data and in the model runs vary substantially depending on the period chosen. Adding one or two years of additional data to the period over which the trend is computed can substantially affect the results obtained, as indicated by the (generally) large uncertainties in the quoted trends. These differences arise from atmospheric and model internal variability as well as variability in the imposed sea surface temperatures and ice amount. Also the physical processes responsible for the trends are themselves evolving, causing a systematic change in the trends. For example, taking the period of the trends to the end of year 2001 decreases the size of the TOMS the year 2000 onwards, indicating no further ozone loss from the current atmosphere, but no substantial recovery either. The results for the summer months are shown in the lower half of Table 3 and Fig. 11 . In the northern hemisphere, although some of the trends are signi cant for run GWF, none of them are very large. In the southern hemisphere for January, the observations indicate a decrease in middle and high latitudes, which is possibly a remnant of the Antarctic ozone hole. The midlatitude trend is reproduced only in run GWF but both runs indicate excessive trends in high latitudes. This is probably because the simulated ozone hole tends to persist longer than observed. In the tropics, TOMS indicates a negative trend which is not statistically signi cant, whereas run GWF has a slightly larger trend which is signi cant.
The start of recovery, as indicated by the minima in the curves, occurs in about the year 2000 in the southern hemisphere and about 5 years later in the northern hemisphere. However, as in the spring period, although the decrease since 1980 is signi cant, within the regions shown the ozone recovery after the year 2000 is not statistically signi cant. (b) The recovery of minimum total ozone Because of their impact on peak UV levels, minimum ozone values attained during each season are shown in Fig. 12 in comparison with TOMS data. In the Arctic (Fig. 12(a) ) both GWF and RF simulations are biased high relative to TOMS data. For the same period as used for the regional average, both simulations have a slight downward trend ( 6 24 for run GWF and 6 16 DU/decade for run RF), but neither trend is statistically signi cant and they are both smaller than the trend in the TOMS data ( 21 18 DU/decade). The GWF results have larger interannual variability than the observations and run RF, which gives rise to a larger uncertainty in the determination of the trend. In the decadally averaged model values, there is no indication of an increase in ozone before the year 2020, suggesting a late start to recovery in Arctic minimum ozone. Indeed, if anything, ozone decreases to the end of the integration.
In the Antarctic spring ( Fig. 12(b) ) the smoothed model results are in better agreement with TOMS than for the Arctic. The size of the trend in run RF (51 16 DU/decade) is smaller than in TOMS (61 12) whereas in run GWF the size of the downward trend (79 31 DU/decade) is larger than observed. Nonetheless, all three results agree within the uncertainty limits, which are particularly large in run GWF, again because of the larger interannual variability. In the decadally averaged results, the minimum for run GWF occurs in the year 2004 and in 1999 in run RF. The maximum size of the ozone hole (Fig. 12(c) ) gradually increases from about the year 1980, as observed, and reaches its maximum extent in the mid 1990s, and is essentially a mirror image of the ozone minimum in Fig. 12(b) . However, the ozone hole is much smaller than observed. This is due to the high temperature bias in middle to high latitudes in the lower stratosphere of the southern hemisphere (see Fig. 2 ). In turn this is related to a probable enhanced transport in middle latitudes (see Austin et al. 2003, Fig. 2) . Trends have been computed for the period January 1979 to December 1999 and, as in the case of the regionally averaged results shown in Table 3 , the results are very sensitive to the period chosen, particularly in the Arctic. For example, extending the period of the trend calculation to the year 2002 gives an Arctic minimum trend of 13 17 DU/decade. In general, the Arctic minimum values have smaller trends than the regional average but have a similar variability. Therefore, the regionally averaged statistic might be a better indicator of the detection of ozone recovery in high northern latitudes. In contrast, in the Antarctic, the minimum trends are larger than the area mean trends and the minimum may be a better indicator of ozone recovery there.
For midlatitudes, similar results are shown in Fig. 13 . As noted previously for other diagnostics (e.g. global ozone, Fig. 6 ), the model simulations are biased high in northern midlatitudes ( Fig. 13(a) ) by about 30 DU. Although the statistical signi cance is low, the observed trends in the minima, again over the period January 1979 to December 1999, are nonetheless well reproduced by both model simulations (TOMS 7 11 DU/decade; run GWF 7 8; run RF 6 4). The decadally averaged minima occur in the year 2006 for run RF but not before 2019 for run GWF. However, the low interannual variability for run RF indicates that the observed variability is not being represented and perhaps makes this prediction less reliable than the results for run GWF.
The decadally averaged model results for southern midlatitudes ( Fig. 13(b) ) show a large ozone loss, probably due to transport from the ozone hole, with a possible slight increase in the second half of the simulations. The uncertainty in the trend is again large for run GWF, because of the large interannual variability, but all three results are in agreement for the trend (TOMS 45 14 DU/decade; run GWF 69 24; run RF 38 14) . The minimum in the decadally averaged values occurs in year 2005 for run RF and in 1999 for run GWF.
Comparisons with section 5(a) indicate that the observed trend in northern midlatitude ozone, averaged over latitudes 30-60 , has a larger statistical signi cance than the trend in the local minimum ozone presented here, in contrast to the southern hemisphere. Thus, while minimum midlatitude ozone is of concern because of the potential surface UV exposure, there may well be a strong dilution effect in the north which has reduced the magnitude of the midlatitude trends and will make recovery more dif cult to detect with this diagnostic.
DISCUSSION AND CONCLUSION (a) Comparison of model runs
In this paper, results from two coupled chemistry-climate model simulations have been presented for the recent past and out to the year 2020. One simulation (denoted RF) used Rayleigh friction to decelerate the polar night jet and the other (denoted GWF) used a spectral gravity-wave forcing scheme. As found by other authors using different models (e.g. Manzini and McFarlane 1998) , the cold pole problem was considerably reduced by using a spectral gravity-wave forcing scheme. In principle, this would have had a very signi cant impact on the simulated ozone climatology as the heterogeneous chemistry is highly temperature-sensitive. In practice, in previous simulations of the RF model, it was found necessary to increase the temperatures in the heterogeneous chemistry scheme to allow for the poor simulation of the temperature climatology. Otherwise the model ozone climatology would have been very unrealistic. With the GWF scheme, this was not necessary and although the trends in the two simulations were similar, the GWF run was in better agreement with observations in middle latitudes. Nonetheless, the weaker southern hemisphere polar-night jet indirectly led to increased interannual variability in a number of parameters, increasing the uncertainties of the trends in temperature and ozone. With these provisos, the fact that the calculated trends in temperature and ozone were similar in the two runs indicated that the globally averaged trends arose largely from changes in external parameters (halogen amounts, greenhouse gas concentrations, sea surface temperatures and ice) rather than model internal variability.
(b) Comparison of model results with observations
The simulated past temperature trends were in general agreement with satellite data throughout most of the stratosphere, except in the middle stratosphere. As noted by Shine et al. (2003) , the results can be improved by including the radiative impacts of water vapour trends, which are much smaller in the current model than observed (Austin 2002) . Although total ozone was biased high in both simulations, the past column ozone trends were found to be generally similar to those observed by the TOMS, but with run GWF simulating a larger trend. In practice, this is likely to be more consistent with the observed trends, after allowing for a tropospheric ozone increase.
Both runs simulated the trends associated with the Antarctic ozone hole. In the Arctic spring, model ozone trends were smaller than observed, particularly in run RF but, because of the large interannual variability, both runs were still consistent with observations. In the Arctic both observations and model trends are strongly affected by interannual variability and therefore it is unclear to what extent the observed trends are due to internal atmospheric variability or due to the external parameters of the system. This issue is explored further in WMO (2003) , Chapter 3. In comparison, in the Antarctic spring, the ozone change is much larger and the observed standard deviation from the secular trend is relatively small.
(c) Future trends
After about the year 2000, the trend in the annually averaged ozone changed in the model simulations. The change was found to be statistically signi cant in the upper stratosphere almost from pole to pole and in the lower stratosphere over Antarctica. These are the regions most affected by halogen chemistry. In the upper stratosphere, the trend changed from a decrease exceeding 400 ppbv/decade (6%/decade) for 1980-2000 to an increase of over 100 ppbv/decade (1-2%/decade) for 2000-20 in some places.
These changes in ozone trend had a corresponding impact on the temperature trends which were higher during the rst half of the simulations than the second half. The regions where the differences were of highest statistical signi cance were the upper stratosphere and the lower stratosphere, where again ozone has a major impact on the cooling rates (Shine et al. 2003) .
(d ) Trend attribution
Relatively few locations indicated signi cance in the temperature trend difference at the 95% con dence level. This suggests that if one were concerned with the problem of attribution of past and future temperature trends, the upper stratospheric is the best region to investigate, but it may be necessary to complete an ensemble of simulations or its equivalent. Instead of an ensemble, the computational burden might be shared by a number of groups carrying out similar experiments but with different models (e.g. Austin et al. 2003; Shine et al. 2003) . Alternatively, a more complete analysis of a given set of results might involve spatial averaging using either geometric coordinates (latitude, longitude) or derived coordinates such as equivalent latitude or empirical orthogonal functions.
For large impacts, such as the effect of the Antarctic ozone hole, and the effect of upper stratospheric ozone recovery, the results here suggest that two integrations are suf cient to attribute the temperature trends to the ozone trends. For example, for run RF, the November trend difference (1980-99 minus 2000-19) averaged over the latitude range 75 to 90 S and pressure range 30 to 150 hPa, was 5 4 4 4 K/decade, compared with 6 5 8 9 K/decade for run GWF. Thus, there is a statistically signi cant difference in run RF, but the large interannual variability in run GWF has reduced the statistical signi cance of the trends, implying the need for an ensemble of at least two members.
(e) Ozone recovery There are many ways of assessing whether ozone recovery has begun. In this work we have used decadally averaged column ozone amounts to estimate the timing of the start of ozone recovery. The temporal averaging reduces the statistical noise which is present in the model results (and presumably would be in the future atmosphere) to enable a clearer analysis to emerge. Depending on the chosen ozone characteristicminimum value, temporal mean value or regionally averaged value-a slightly different timing for the start of recovery is obtained.
Both model simulations indicate no substantial further ozone loss from the current atmosphere with minima typically occurring in the years 2000 to 2005, except in the spring Arctic where ozone values continued to decrease to the end of the integrations (January 2020). Higher statistical signi cance is generally provided by averaging over wide latitude bands, which may prove to be better for the detection of ozone recovery. However, in middle latitudes where the population density is higher, minimum ozone may be of more concern because of the UV impact. Minimum ozone may be dominated by transport from high latitudes, and thus future statistics based on model ozone values averaged over a midlatitude band may have different recovery properties than the minimum.
The results presented here, in indicating no substantial recovery before the year 2020, support the previous analysis of Weatherhead et al. (2000) . Their study used twodimensional model results together with observed interannual variability to suggest that the detection of ozone recovery might take even longer than indicated here, and would be at least 20 years depending on latitude. Weatherhead et al. (2000) also identi ed southern midlatitudes as a region where the earliest recovery might be detected, but we see no unambiguous indication of this in the model simulations.
( f ) Future uncertainties A major problem with the detection of the start of ozone recovery is that the concentrations of halogens are only expected to reduce slowly from their peak value, although climate change may eventually speed this up . Indeed, due to the continued release of halons from re extinguishers, the effective halogen amount in the atmosphere is likely to increase, and then to decrease only slowly, as indicated in Table 1 . Therefore the fact that a large ozone recovery was not simulated by the model before 2020 is not surprising. Another important consideration is the interaction with stratospheric climate change and whether this delays the onset of recovery, as suggested by Austin et al. (1992) and Shindell et al. (1998) . This is discussed elsewhere in the light of more recent evidence (e.g. Austin et al. 2001; WMO 2003, Chapter 3) but it must be concluded that the effects are rather subtle and dif cult to discern from the limited number of simulations completed to date. For example, increases in CO 2 amounts will cool the stratosphere, slow the ozone catalytic cycles and accelerate ozone recovery for the bulk of the atmosphere. On the other hand, heterogeneous chemistry plays a major role in the ozone losses reported over the poles and in midlatitudes, and this will slow down or reverse ozone recovery. This picture is further complicated by any changes in the transport of ozone by planetary waves, which are themselves dif cult to predict with current climate models. The net result is that it is dif cult to ascertain precisely what the overall greenhouse gas effect is, and the timing of ozone recovery is equally dif cult to establish.
Therefore there is a need for further model improvements and further model simulations to address issues such as the bias in globally averaged total ozone, and to include a tropospheric chemistry component. Also, the fact that ozone recovery is dif cult to detect before 2020 suggests the need to continue the model simulations, with UMETRAC and with other models worldwide, until the second half of this century to establish the timing of complete ozone recovery.
