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LINEAR EXTENSIONS OF ISOMETRIES BETWEEN
GROUPS OF INVERTIBLE ELEMENTS IN BANACH
ALGEBRAS
OSAMU HATORI
Abstract. We show that if T is an isometry (as metric spaces) from
an open subgroup of the invertible group A−1 of a unital Banach algebra
A onto an open subgroup of the invertible group B−1 of a unital Banach
algebra B, then T is extended to a real-linear isometry up to trans-
lation between these Banach algebras. We consider multiplicativity or
unti-multiplicativity of the isometry. Note that a unital linear isometry
between unital semisimple commutative Banach algebra need be multi-
plicative. On the other hand, we show that if A is commutative and A
or B are semisimple, then (T (eA))
−1T is extended to a isometrical real
algebra isomorphism from A onto B. In particular, A−1 is isometric as
a metric space to B−1 if and only if they are isometrically isomorphic to
each other as metrizable groups if and only if A is isometrically isomor-
phic to B as a real Banach algebra; it is compared by the example of
Z˙elazko concerning on non-isomorphic Banach algebras with homeomor-
phically isomorphic invertible groups. Maps between standard operator
algebras are also investigated.
1. Introduction
A long tradition of inquiry seeks sufficient sets of conditions on Banach
algebras and related subsets, in order that isometries on the algebras or
subsets are automatically (or extended to be) linear, multiplicative, or Jor-
dan. In this paper we investigate isometries between groups of invertible
elements in unital complex Banach algebras.
The Mazur-Ulam theorem asserts that every isometry from a normed
space onto a normed space is real linear up to translation. Suppose that
a map T is defined from an open set of a Banach space onto an open set
of a Banach space. Even if T is isometric, T need not be extended a real
linear map up to translation between the Banach spaces (see Example 2.3).
We show in the section 3 that an isometry T from an open subgroup of the
invertible group of a unital Banach algebra A onto an open subgroup of the
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invertible group of a unital Banach algebra B is extended to a real-linear
isometry up to translation of A onto B.
There exist unital complex Banach algebras A and B which are not iso-
morphic as real algebras while the invertible groups A−1 and B−1 are homeo-
morphically isomorphic to each other as topological groups (cf. [11, Remark
1.7.8.]). In the section 4 we show that a unital complex Banach algebra A
is isometrically isomorphic to a unital complex Banach algebra B as a real
Banach algebra if and only if A−1 is isometrically isomorphic to B−1 as
a metrizable group if and only if the principal component of A−1 is iso-
metrically isomorphic to the principal component of B−1 as a metrizable
group.
In the section 5 we consider multiplicativity of the extended linear map
obtained in Theorem 3.2. Suppose that the given algebra A in Theorem 3.2
is a uniform algebra. Then the extended map T˜0 is multiplicative if T is
unital, T (ia) = iT (a) for every a ∈ A, and u0 = 0 by a theorem of Jarosz [6,
Corollary 2], which is a generalization of the Banach-Stone theorem. On the
other hand a unital isometry of unital semisimple commutative Banach alge-
bras need not be multiplicative even if it is surjective and complex-linear; a
Banach-Stone theorem does not hold for general unital semisimple commu-
tative Banach algebras. To prove multiplicativity of T˜0 we need alternative
way. In [3] we proved by applying a theory of spectrum preserving map
that the invertible group A−1 of a unital semisimple commutative Banach
algebra is isometric to the invertible group B−1 of a unital Banach algebra
as a metric space if and only if A−1 is isometrically isomorphic to B−1 as a
metrizable group if and only if A is isometrically isomorphic to B as a real
Banach algebra. In the section 5 we show a comparison result (Corollary
5.2) to the above. We also consider the case for closed standard operator
algebras.
Throughout the paper we denote the invertible group, the group of all
the invertible elements in a given Banach algebra A, by A−1. The principal
component of A−1 is denoted by A−1e . Note that every open subgroup of the
invertible group contains the principal component for every unital Banach
algebras. For a ∈ A, σ(a) denotes the spectrum of a and the spectral radius
of a is r(a). The unit element in A is denoted by eA. The (Jacobson) radical
of A is rad(A).
32. Lemmata
We begin by showing a preliminary lemma. We prove it by making use
of an idea of Va¨isa¨la¨ [9]
Lemma 2.1. Let c ∈ B and a map ψ : B → B be defined as ψ(z) = 2c− z
Suppose that L is a non-empty bounded subset of B such that c ∈ L and
ψ(L) = L. If T is a surjective isometry from L onto itself. Then T (c) = c.
Proof. Let W be the set of all surjective isometries from L onto itself. Note
that W is not empty since the identity function is in W . Let
λ = sup{‖g(c)− c‖ : g ∈ W}.
Since L is non-empty and bounded λ is not infty. We will show that λ = 0.
It will force that g(c) = c for every surjective isometry from L onto itself.
Suppose that g ∈ W . Let g∗ = g−1 ◦ ψ ◦ g. Then g∗ ∈ W . Hence
λ ≥ ‖g∗(c)− c‖ = ‖g−1 ◦ ψ ◦ g(c)− c‖
= ‖ψ ◦ g(c)− g(c)‖ = 2‖g(c)− c‖.
It follows that λ ≥ 2λ since g can be chosen arbitrary, hence λ = 0. 
A real linear space with a metric d(·, ·) satisfying d(a+ u, b+ u) = d(a, b)
for all a, b, u, and for which addition and scalar multiplication are jointly
continuous is called a metric real linear space.
Lemma 2.2. Let B1 be a real normed space and B2 a metric real linear
space with a metric d(·, ·). Suppose that U1 and U2 are non-empty open
subsets of B1 and B2 respectively. Suppose that T is a surjective isometry
(d(T (a), T (b)) = ‖a− b‖ for every a, b ∈ U1) from U1 onto U2 and f, g ∈ U1.
If f and g satisfy the equation (1−r)f+rg ∈ U1 for every r with 0 ≤ r ≤ 1,
then the equality
T (
f + g
2
) =
T (f) + T (g)
2
holds.
Proof. Let h, h′ ∈ U1. Suppose that there exists ε > 0 which satisfies that
‖h−h′‖
2
< ε, and
{a ∈ B1 : ‖a− h‖ < ε, ‖a− h
′‖ < ε} ⊂ U1,
{u ∈ B2 : d(u, T (h)) < ε, d(u, T (h
′)) < ε} ⊂ U2.
We will show that T (h+h
′
2
) = T (h)+T (h
′)
2
. Set r = ‖h−h
′‖
2
and let
L1 = {a ∈ B1 : ‖a− h‖ = r = ‖a− h
′‖},
L2 = {u ∈ B2 : d(u, T (h)) = r = d(u, T (h
′))}.
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Set also c1 =
h+h′
2
and c2 =
T (h)+T (h′)
2
. Then we have T (L1) = L2, c1 ∈
L1 ⊂ U1, and L2 ⊂ U2. Let
ψ2(y) = 2c2 − y (y ∈ B2).
Then ψ2 is an isometry and ψ2(L2) = L2. Let Q = T
−1 ◦ ψ2 ◦ T . Then
Q is well-defined and is a surjective isometry from L1 onto itself. Then by
Lemma 2.1 Q(c1) = c1. Henceforth T (c1) = c2.
We assume that f and g are as described. Let
K = {(1− r)f + rg : 0 ≤ r ≤ 1}.
Since K and T (K) are compact, there is ε > 0 with
inf{‖a− b‖ : a ∈ K, b ∈ B1 \ U1} > ε,
inf{d(u, v) : u ∈ T (K), v ∈ B2 \ U2} > ε.
Then for every h ∈ K we have
{a ∈ B1 : ‖a− h‖ < ε} ⊂ U1
and
{u ∈ B2 : d(u, T (h)) < ε} ⊂ U2.
Choose a natural number n with ‖f−g‖
2n
< ε. Let
hk =
k
2n
(g − f) + f
for each 0 ≤ k ≤ 2n. By the first part of the proof we have
T (hk) + T (hk+2)− 2T (hk+1) = 0 (k)
holds for 0 ≤ k ≤ 2n − 2. For 0 ≤ k ≤ 2n − 4, adding the equations (k), 2
times of (k + 1), and (k + 2) we have
T (hk) + T (hk+4)− 2T (hk+2) = 0,
whence the equality
T (
f + g
2
) =
T (f) + T (g)
2
holds by induction on n. 
Note that an isometry between open sets of Banach algebras need not be
extended to a linear isometry between these Banach algebras.
Example 2.3. Let X = {x, y} be a compact Hausdorff space consisting of
two points. Let
U = {f ∈ C(X) : ‖f‖ < 1} ∪ {f ∈ C(X) : ‖f − f0‖ < 1},
where f0 ∈ C(X) is defined as f0(x) = 0, f0(y) = 10. Suppose that
T : U → U
5is defined as T (f) = f˜ if ‖f‖ < 1 and T (f) = f if ‖f − f0‖ < 1, where
f˜(t) =
{
−f(t), t = x
f(t), t = y.
Then T is an isometry from U onto itself, while it cannot be extended to a
real linear isometry up to translation.
3. Linear extensions of isometries
In this section we show that isometries between open subgroups of the in-
vertibel groups of unital Banach algebras are extended to real-linear isome-
tries up to translation.
Lemma 3.1. Let B be a unital Banach algebra and a ∈ B. Suppose that
r(ba) = 0 for every b ∈ B−1e . Then a ∈ rad(B).
Proof. Suppose that α is a complex number and 0 ≤ t ≤ 1. Then r(tαa) =
0, so −1 is not in the spectrum of tαa; tαa+ eB ∈ B
−1. Thus αa+ eB is in
the component of eB; αa+ e ∈ B
−1
e .
We will show that a ∈ L whenever L is a maximal left ideal of B, which
will follow that a ∈ rad(B). Suppose that there is a maximal left ideal L
with a 6∈ L. Then L + Ba is a left ideal of B which properly contains L,
so L + Ba = B for L is a maximal left ideal. Thus there is a′ ∈ B with
a′a+ eB ∈ L. Let α be a complex number such that a
′−αeB ∈ B
−1
e . Since
αa+ eB ∈ B
−1
e ,
(αa+ eB)
−1(a′ − αeB)a + eB =
(αa+ eB)
−1(a′ − αeB)a+ (αa+ eB)
−1(αa+ eB)
= (αa+ eB)
−1(a′a+ eB) ∈ L
hold. Thus (αa+eB)
−1(a′−αeB)a+eB is singular, hence r((αa+eB)
−1(a′−
αeB)a) > 0, which is a contradiction since (αa+eB)
−1(a′−αeB) ∈ B
−1
e . 
Theorem 3.2. Let A and B be unital Banach algebras and A and B open
subgroups of A and B respectively. Suppose that T is a surjective isometry
from A onto B. Then there exist a surjective real-linear isometry T˜0 from
A onto B and u0 ∈ rad(B) which satisfy that T (a) = T˜0(a) + u0 for every
a ∈ A.
Proof. A routine argument shows the existence of limA∋a→0 T (a) for an
isometry T , and let u0 = limA∋a→0 T (a). Suppose that f ∈ B
−1
e and
σ(fu0) ∋ λ 6= 0. Let cλ = T
−1(−λf−1). It is well-defined since B−1e ⊂ B
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for B is an open subgroup of B−1. For every 0 < s < 1 and 0 ≤ t ≤ 1,
(1− t)(1− s)cλ + tscλ ∈ A holds, so
T
(cλ
2
)
= T
(
(1− s)cλ + scλ
2
)
=
T ((1− s)cλ) + T (scλ)
2
holds by Lemma 2.2, and letting s→ 0
T
(cλ
2
)
=
T (cλ) + u0
2
=
−λf−1 + u0
2
,
so
−λeB + fu0 = 2fT
(cλ
2
)
∈ B ⊂ B−1
holds. Thus λ 6∈ σ(fu0) holds, which is a contradiction proving that
σ(fu0) = {0} or r(fu0) = 0 for every f ∈ B
−1
e . It follows by Lemma
3.1 that u0 ∈ rad(B).
Since rad(B) is the intersection of the maximal left ideal b−1u ∈ rad(B)
for every b ∈ B and u ∈ rad(B). Hence b−1u + eB ∈ B
−1
e , so u + b =
b(b−1u + eB) ∈ B holds. In particular we see that B − u0 = B. Let
T0 : A→ B be defined as T0(b) = T (b)− u0. Then T0 is well-defined and a
surjective isometry. Let T˜0 : A→ B be defined as
T˜0(a) =
{
0, a = 0
T0(a+ 2‖a‖eA)− T0(2‖a‖eA), a 6= 0.
For a non-zero a ∈ A, a+ 2‖a‖eA and 2‖a‖eA are in A
−1
e since
‖a+ 2‖a‖eA − 2‖a‖eA‖ = ‖a‖ < 2‖a‖,
and A−1e ⊂ A for A is open subgroup of A, T˜0 is well-defined map from A
into B. In the rest of the proof we show that T˜0 is as desired.
We will show that
(3.1) T0(−a) = −T0(a)
for every a ∈ A. Let a ∈ A. Since −a ∈ A and A is open, −a + i
n
a ∈ A for
a sufficiently large positive integer n. Then by Lemma 2.2 we see that
T0
(
i
2n
a
)
= T0
(
a+ (−a + i
n
a)
2
)
=
T0(a) + T0(−a +
i
n
)
2
.
Thus
0 = lim
n→∞
T0
(
i
2n
a
)
= lim
n→∞
T0(a) + T0(−a +
i
n
a)
2
= T0(a) + T0(−a)
and T0(−a) = −T0(a) holds for every a ∈ A.
By Lemma 2.2
T0
(
2a + εa
2
)
=
T0(2a) + T0(εa)
2
7holds for every positive ε and a ∈ A, and letting ε → 0, we have 2T0(a) =
T0(2a). Applying Lemma 2.2 and by induction on n we see that nT0(a) =
T0(na) holds. Substituting a by
m
n
a, T
(
m
n
a
)
= m
n
T0(a) holds for every
positive integer m and n, and a ∈ A. Since T0 is continuous we conclude
that
(3.2) T0(ra) = rT0(a)
holds for every a ∈ A and r > 0. Then by (3.1), (3.2) holds for every a ∈ A
and every real number r.
Let a, b ∈ A. Suppose that (1 − t)a + tb ∈ A holds for every 0 ≤ t ≤ 1.
Then by Lemma 2.2 T0
(
a+b
2
)
= T0(a)+T0(b)
2
, hence by (3.2)
(3.3) T0(a + b) = T0(a) + T0(b)
holds. In particular, (3.3) holds for every pair a and b in
ΩA = {a ∈ A : ‖a− reA‖ < r for some r > 0}
since ΩA is convex and ΩA ⊂ A
−1
e ⊂ A. Hence we see that
(3.4) T˜0(a) = T0(a+ 2‖a‖eA)− T0(2‖a‖eA) = T0(a)
holds for every a ∈ ΩA since a+ 2‖a‖eA, 2‖a‖eA ∈ ΩA.
We will show that T˜0 is real-linear. Let c be a non-zero element in A.
Then c+ reA, reA ∈ ΩA for every positive real number r ≥ 2‖c‖. Hence by
(3.3)
T0(c+ reA) + T0(2‖c‖eA)
= T0(c+ reA + 2‖c‖eA) = T0(c+ 2‖c‖eA) + T0(reA)
holds. Consequently
(3.5) T˜0(c) = T0(c+ reA)− T0(reA)
holds for every c ∈ A\{0} and positive real number r ≥ 2‖c‖. We will show
that T˜0(a + b) = T˜0(a) + T˜0(b) holds for every a, b ∈ A. If a or b = 0, the
equation is trivial. Assume a 6= 0 and b 6= 0. Since 2‖a+ b‖ ≤ 2‖a‖+ 2‖b‖
we obtain from (3.5) that
(3.6) T˜0(a+ b) = T0(a+ b+ 2‖a‖eA + 2‖b‖eA)− T0(2‖a‖eA + 2‖b‖eA).
Applying (3.3) we observe that
T0(a+ b+ 2‖a‖eA + 2‖b‖eA) = T0(a+ 2‖a‖eA) + T0(b+ 2‖b‖eA)
and
T0(2‖a‖eA + 2‖b‖eA) = T0(2‖a‖eA) + T0(2‖b‖eA)
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holds and we conclude from (3.6) that
(3.7) T˜0(a+ b)
= T0(a+ 2‖a‖eA)− T0(2‖a‖eA) + T0(b+ 2‖b‖eA)− T0(2‖b‖eA)
= T˜0(a) + T˜0(b)
holds, as claimed. We will show next that T˜0(ra) = rT˜0(a) holds for every
a ∈ A and a real number r. If a = 0 or r = 0, the equation is trivial.
Let 0 6= a ∈ A and r 6= 0. Suppose r > 0. Then applying (3.2) we
obtain the required equation. Suppose that r < 0. Since −a+ 2‖a‖eA, a+
2‖a‖eA, 2‖a‖eA ∈ ΩA equations
T0(−a + 2‖a‖eA) + T0(a + 2‖a‖eA)
= T0(2‖a‖eA + 2‖a‖eA) = T0(2‖a‖eA) + T0(2‖a‖eA)
hold by (3.3), and they imply
(3.8) T˜0(ra) = −r (T0(−a + 2‖a‖eA)− T0(2‖a‖eA))
= −r (−T0(a+ 2‖a‖eA) + T0(2‖a‖eA)) = rT˜0(a).
Henceforth T˜0 is real-linear, as claimed.
We will show that T˜0 is an isometry. Suppose that a ∈ A. Then ‖T˜0(a)‖ =
‖a‖ if a = 0. Also
‖T˜0(a)‖ = ‖T0(a + 2‖a‖eA)− T0(2‖a‖eA)‖
= ‖T (a+ 2‖a‖eA)− T (2‖a‖eA)‖ = ‖a+ 2‖a‖eA − 2‖a‖eA‖ = ‖a‖
holds if a 6= 0. Hence T˜0 is an isometry since T˜0 is linear.
We will show that T˜0 is surjective. Let a ∈ B. Let r be a real number
with ‖a‖ < r and ‖(T0(eA))
−1a‖ < r. Then
‖(T0(eA))
−1a + reB − reB‖ < r
implies that (T0(eA))
−1a+ reB ∈ B
−1
e and by (3.2)
a+ T0(reA) ∈ B
holds. On the other hand
‖T−10 (a + T0(reA))− reA‖ = ‖a+ T0(reA)− T (reA)‖ < r
implies that T−10 (a + T0(reA)) ∈ ΩA. Let f = T
−1
0 (a + T0(reA)) − reA.
Applying (3.3)
T0(f + reA) + T0(2‖f‖eA)
= T0(f + reA + 2‖f‖eA) = T0(f + 2‖f‖eA) + T0(reA)
9hold, hence
a = T0(f + reA) − T0(reA) = T0(f + 2‖f‖eA) − T0(2‖f‖eA) = T˜0(f)
hold. Consequently T˜0 is surjective since a ∈ B is arbitrary.
We will show that T˜0 is an extension of T0; T˜0(a) = T0(a) for every a ∈ A.
Let P = T˜−10 ◦ T0 : A→ A. Then by (3.4)
(3.9) P (a+ 2‖a‖eA) = a+ 2‖a‖eA
holds for every a ∈ A. Since T˜−10 is linear
(3.10) P (a− 2‖a‖eA) = −P (−a+ 2‖a‖eA) = a− 2‖a‖eA
holds by (3.1) and (3.9) for every a ∈ A. For every 0 ≤ t ≤ 1
‖t(a + 2‖a‖eA) + (1− t)(±2i‖a‖eA)− 2(t± (1− t)i)‖a‖eA‖
= ‖ta‖ < 2|t± (1− t)i|‖a‖
holds, for a ∈ A, hence
t(a + 2‖a‖eA) + (1− t)(±2i‖a‖eA) ∈ ΩA.
Therefore
(3.11) T0(a + 2‖a‖eA) + T0(±2i‖a‖eA) = T0(a + 2‖a‖eA ± 2i‖a‖eA)
holds by (3.3). Since
(3.12) ‖t(a± 2i‖a‖eA) + (1− t)2‖a‖eA − 2(±it + (1− t))‖a‖eA‖
= ‖ta‖ < 2| ± it− (1− t)|‖a‖
holds for every 0 ≤ t ≤ 1 and a ∈ A,
T0(a± 2i‖a‖eA) + T0(2‖a‖eA) = T0(a± 2i‖a‖eA + 2‖a‖eA)
holds in a same way. It follows that
(3.13) T˜0(a) = T0(a + 2‖a‖eA)− T0(2‖a‖eA)
= T0(a± 2i‖a‖eA)− T0(±2i‖a‖eA)
holds for every a ∈ A. Applying (3.3)
T0(±2i‖a‖eA + 4‖a‖eA) = T0(±2i‖a‖eA) + T0(4‖a‖eA)
holds since
t(±2i‖a‖eA) + (1− t)4‖a‖eA ∈ A
for every a ∈ A and 0 ≤ t ≤ 1. Then we obtain
(3.14) T0(±2i‖a‖eA) = T0(±2i‖a‖eA + 4‖a‖eA)− T0(4‖a‖eA)
= T˜0(±2i‖a‖eA)
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for every a ∈ A. It follows by (3.13) and (3.14) that
(3.15) P (a± 2i‖a‖eA) = T˜
−1
0 (T˜0(a) + T0(±2i‖a‖eA))
= T˜−10 (T˜0(a) + T˜0(±2i‖a‖eA)) = a± 2i‖a‖eA
holds for every a ∈ A since T˜−10 is linear.
Applying (3.9) and (3.10)
(3.16) 2‖a‖ = ‖a± 2‖a‖eA − a‖ = ‖P (a± 2‖a‖eA)− P (a)‖
= ‖a± 2‖a‖eA − P (a)‖ = ‖P (a)− a± 2‖a‖eA‖
holds for every a ∈ A since T0 and (T˜0)
−1 are isometric. In a same way,
applying (3.15)
(3.17) 2‖a‖ = ‖P (a)− a± 2i‖a‖eA‖
holds for every a ∈ A.
For an element b ∈ B the numerical range of b is denoted by W (b). By
(3.17) and [8, Lemma 2.6.3]
(3.18) sup{Im(λ) : λ ∈ W (P (a)− a)}
= inf
t>0
t−1(‖eA − it(P (a)− a)‖ − 1)
≤ 2‖a‖(‖eA −
i
2‖a‖
(P (a)− a)‖ − 1) = 0.
Since W (−P (a) + a) = −W (P (a)− a) we have
(3.19) − inf{Im(λ) : λ ∈ W (P (a)− a)}
= sup{Im(λ) : λ ∈ W (−P (a) + a)}
= inf
t>0
t−1(‖eA − it(−P (a) + a)‖ − 1)
≤ 2‖a‖(‖eA +
i
2‖a‖
(P (a)− a)‖ − 1) = 0
Thus we see that
(3.20) W (P (a)− a) ⊂ R,
where R denotes the set of real numbers. Applying (3.16) and [8, Lemma
2.6.3] in a same way we see that
(3.21) iW (P (a)− a) = W (i(P (a)− a)) ⊂ R.
It follows by (3.20) and (3.21) that
W (P (a)− a) = {0}.
Since
‖P (a)− a‖ ≤ e‖P (a)− a‖W
11
holds ( cf. [8, Theorem 2.6.4]), where ‖ · ‖W denotes the numerical radius,
we see that P (a) = a holds for every a ∈ A.
Since T (a) = T0(a) + u0 for a ∈ A by the definition of T0, we conclude
that T (a) = T˜0(a) + u0 holds for every a ∈ A. 
4. Isometrical isomorphisms as metrizable groups
There are unital commutative C∗-algebras C(X) and C(Y ) which are
not real-algebraically isomorphic to each other while the invertible groups
of these algebras are homeomorphically isomorphic to each other (cf.[11,
Remark 1.7.8]). We show that if the invertible groups are isometrically
isomorphic to each other, then the corresponding Banach algebras are iso-
metrically isomorphic as real Banach algebras to each other.
Corollary 4.1. Let A and B be unital Banach algebras and A and B open
subgroups of A−1 and B−1 respectively. Suppose that T is a isometrical
isomorphism from the metrizable group A onto the metrizable group B.
Then T is extended to an isometrical real-algebra isomorphism from A onto
B. In particular, A−1 is isometrically isomorphic to B−1 as a metrizable
group.
Proof. Since T is a group isomorphism T (eA) = eB holds. Let a ∈ A be an
element such that T (a) = 2eB and A ∋ an → 0. Then
u0 = lim
n→∞
T (aan) = lim
n→∞
T (a)T (an) = 2eBu0,
where u0 is a radical element described in Theorem 3.2, hence u0 = 0.
Thus T is extended to a surjective real-linear isometry T˜ from A onto B by
Theorem 3.2. We will show that T˜ is multiplicative Suppose a, b ∈ A. Let r
be a sufficiently large real number such that a− reA, b− reA ∈ A
−1
e . Since
T is multiplicative on A and A−1e ⊂ A,
T ((a− reA)(b− reA)) = T (a− reA)T (b− reA)
holds and by a simple calculation in the both side of the equation implies
that
T˜ (ab) = T˜ (a)T˜ (b)
holds. Thus T˜ is a surjective isometrical real-algebra isomorphism as de-
sired. Hence T˜ (A−1) = B−1 holds, so T˜ defines an isometrical isomorphism
as metrizable groups between A−1 and B−1. 
Applying A = A−1e and B = B
−1
e for the above corollary the following
holds.
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Corollary 4.2. Let A and B be unital Banach algebras. Then A−1e is iso-
metrically isomorphic to B−1e as a metrizable group if and only if A
−1 is
isometrically isomorphic to B−1 as a metrizable group. In this case A is
isometrically isomorphic to B as a real Banach algebra.
5. Multiplicativity or unti-multiplicativity of isometries
We proved the following in [3]. The proof involves much about commu-
tativity and semisimplicity of the given Banach algebra A.
Theorem 5.1. Let A be a unital semisimple commutative Banach algebra
and B a unital Banach algebra. Suppose A and B are open subgroups of A−1
and B−1 respectively. Suppose that T is a surjective isometry from A onto
B. Then B is a semisimple and commutative, and (T (eA))
−1T is extended
to an isometrical real algebra isomorphism from A onto B. In particular,
A−1 is isometrically isomorphic to B−1 as a metrizable group.
In the following comparison result as the above we make use of Theorem
3.2.
Corollary 5.2. Let A be a unital commutative Banach algebra and B a
unital semisimple Banach algebra. Let A be an open subgroup of A−1 and
B an open subgroup of B−1. Suppose that T is a surjective isometry from
A onto B. Then (T (eA))
−1T is extended to a surjective isometrical real
algebra isomorphism from A onto B. Moreover, A is semisimple and B is
commutative. In particular, A−1 is isometrically isomorphic to B−1 as a
metrizable group.
Proof. By Theorem 3.2 there is a u0 ∈ rad(B) such that T − u0 is extended
to a real-linear isometry T˜0 from A onto B. Since B is semisimple, u0 = 0
(cf. [2, Theorem 2.5.8]), hence T˜0 is an extension of T itself. We will show
that A is semisimple. Let a ∈ rad(A) and let Ta : A → B be defined as
Ta(b) = T (a+b) for b ∈ A. Then Ta is well-defined and a surjective isometry
since a + A = A for a ∈ rad(A). By Theorem 3.2 Ta is also extended to a
surjective real-linear isometry T˜a from A onto B. For every positive integer
T˜a
(eA
n
)
= Ta
(eA
n
)
= T
(
a+
eA
n
)
= T˜0
(
a+
eA
n
)
holds. Letting n→∞ we have
0 = T˜0(a),
hence a = 0 for T˜0 is injective. It hollows that rad(A) = {0}, or A is
semisimple. Then by Theorem 5.1 the conclusion holds. 
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The hypothesis that B is semisimple in Corollary 5.2 is essential as the
following example (cf. [3]) shows that a unital isometry from A−1 onto B−1
need not be multiplicative nor antimultiplicative unless at least one of A or
B are semisimple.
Example 5.3. Let
A0 = {
(
0 a b
0 0 c
0 0 0
)
: a, b, c ∈ C}.
Let
A = {
(
α a b
0 α c
0 0 α
)
: α, a, b, c ∈ C}
be the unitization of A0, where the multiplication (in A0) is the zero mul-
tiplication; MN = 0 for every M,N ∈ A0. Let B = A as sets, while
the multiplication in B is the usual multiplication for matrices. Then A
and B are unital Banach algebras under the usual operator norm. Note
that A is commutative and A nor B are not semisimple. Note also that
A−1 = {
(
α a b
0 α c
0 0 α
)
∈ A : α 6= 0} and B−1 = {
(
α a b
0 α c
0 0 α
)
∈ B : α 6= 0}. Define
T : A−1 → B−1 by T (M) =M . Then T is well-defined and a surjective uni-
tal (T (eA) = eB) isometry. On the other hand A
−1 is not (group) isomorphic
to B−1, in particular, T is not multiplicative nor antimultiplicative.
We show a result for standard operator algebras.
Corollary 5.4. Let X (resp. Y) be a Banach space. Suppose that A (resp.
B) is a unital closed subalgebra of B(X ) (resp. B(Y)), the Banach algebra
of all the bounded operators on X (resp. Y), which contains all finite rank
operators. Suppose that T is a surjective isometry from an open subgroup
A of A−1 onto an open subgroup B of B−1. Then there exists an invertible
bounded linear or conjugate linear operator U : X → Y such that T (a) =
T (eA)UaU
−1 for every a ∈ A, or there exists an invertible bounded linear or
conjugate linear operator V : X∗ → Y such that T (a) = T (eA)V a
∗V −1 for
every a ∈ A. In particular, if T is unital in the sense that T (eA) = eB, then
T is multiplicative (in this case, A−1is isometrically isomorphic to B−1 as
a metrizable group) or anti-multiplicative (in this case, A−1is isometrically
anti-isomorphic to B−1 as a metrizable group).
Proof. By Theorem 3.2 there is a u0 ∈ rad(B) such that T − u0 is extended
to a real-linear isometry T˜0 from A onto B. Since B is semisimple (cf. [2,
Theorem 2.5.8]), u0 = 0 follows, hence T˜0 = T on A. Thus (T (eA))
−1T˜0 is
an additive surjection such that (T (eA))
−1T˜0(A
−1) = B−1. Applying Theo-
rem 3.2 in [5] for (T (eA))
−1T˜0, there exists an invertible bounded linear or
conjugate linear operator U : X → Y such that (T (eA))
−1T˜0(a) = UaU
−1
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(a ∈ A), or there exists an invertible bounded linear or conjugate linear
operator V : X ∗ → Y such that (T (eA))
−1T˜0(a) = V a
∗V −1 (a ∈ A). Hence-
forth the conclusions hold. 
LetMn be the algebra of all n×n matrices over the complex number field.
For M ∈ Mn the spectrum is denoted by σ(M) and M
t is the transpose of
M . E denotes the identity matrix. Let ‖ · ‖ and ‖ · ‖′ denote any matrix
norms on Mn (cf. [4]).
Corollary 5.5. If S is a surjection from an open subgroup A of the group
M−1n of the invertible n × n matrices over the complex number field onto
an open subgroup B of M−1n such that ‖S(M) − S(N)‖
′ = ‖M − N‖ for
all M,N ∈ A, then there exists an invertible matrix U ∈ Mn such that
S(M) = S(E)UMU−1 for all M ∈ A, or S(M) = S(E)UM tU−1 for all
M ∈ A, or S(M) = S(E)UMU−1 for allM ∈ A, or S(M) = S(E)UM
t
U−1
for all M ∈ A hold. In particular, if S is unital, then S is multiplicative or
anti-multiplicative.
Proof. By Corollary 5.4 there is an invertible matrix U such that one of the
following four occurs.
(1) S(M) = S(E)UMU−1 holds for every M ∈ M−1n ,
(2) S(M) = S(E)UMU−1 holds for every M ∈ M−1n ,
(3) S(M) = S(E)UM tU−1 holds for every M ∈M−1n ,
(4) S(M) = S(E)UM
t
U−1 holds for every M ∈M−1n .
Henceforth the conclusion holds. 
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