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Résumé
Lors du mélange de l’eau douce des rivières avec l’eau salée de la mer, une quantité consi-
dérable d’énergie est dissipée. Plusieurs procédés sont actuellement à l’étude pour parvenir
à exploiter cette énergie bleue (Blue Energy). Inversement, la désalinisation de l’eau de mer
pour la production d’eau potable nécessite de très grandes quantités d’énergie. Depuis la pro-
position en 2009 d’une nouvelle approche pour parvenir à ces objectifs, grâce à des cycles
thermodynamiques reposant sur la charge/décharge d’électrodes à forte/faible concentration
en sel, expérimentateurs et ingénieurs ont essayé d’améliorer le procédé. Dans ce contexte,
l’utilisation d’électrodes nanoporeuses de carbone semble une piste très prometteuse. Un défi de
taille reste à relever pour déterminer les quantités pertinentes (capacité électrique et quantité de
sel adsorbé en fonction de la composition de l’électrolyte et de sa concentration). En effet, les
modèles traditionnels (Poisson-Boltzmann, etc) ne peuvent pas être utilisés dans ce cas où les
interactions au niveau moléculaire jouent un rôle essentiel. Nous surmontons cette difficulté grâce
aux simulations de dynamique moléculaire, qui permettent également de comprendre les méca-
nismes microscopiques à l’origine des propriétés observées. Nous étudions également l’influence
de la structure microporeuse de l’électrode de carbone ainsi que l’effet de la nature du sel chimique.
Mots clefs : Energie bleue, supercondensateurs, électrolytes aqueux, simulation de dynamique
moléculaire, carbone nanoporeux.
Abstract
When fresh river water mixes with salty sea water, a large amount of energy is lost. Conversely,
the desalination of seawater for the production of drinking water requires very large amounts
of energy. A new approach has been proposed in 2009 to harvest this "blue energy", thanks
to the charge/discharge of electrodes in electrolytes with high/low salt concentration. The
use of nanoporous carbon electrodes seems promising, but the traditional models (such as
Poisson-Boltzmann) used to determine the relevant quantities do not apply in this case where
molecular interactions play an essential role. We overcome this difficulty by performing molecular
dynamics simulations of nanoporous carbon electrodes in the presence of an aqueous electrolyte.
We evaluate the electrical capacity and the amount of ions adsorbed inside the electrodes as
a function of the electrolyte composition and its concentration. In addition, these simulations
allow us to understand the microscopic mechanisms leading to the storage of the charge, the
effect of the structure of the carbon electrode, the salt concentration in the electrolyte and the
chemical nature of the salt.
Keywords : Bleue energy, supercapacitors, aqueous electrolytes, molecular dynamics simula-
tion, nanoporous carbon.
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1.1 | Contexte
La croissance de la demande énergétique et les problèmes liés à l’utilisation des combustibles
fossiles, en particulier les changements climatiques, ont excité l’intérêt pour les sources d’énergie
tendant vers plus de renouvelabilité, d’exploitation propre, d’impact réduit sur les écosystèmes
et l’utilisation des ressources terrestres. Comme il est clair que tout processus de production
d’énergie a une empreinte environnementale et qu’il est peu probable qu’une seule source d’énergie
renouvelable puisse satisfaire à toutes les demandes, la tendance actuelle est d’identifier un
"mix énergétique" optimal comme un compromis entre l’économie et les réponses aux questions
sociales et environnementales. Il est possible de réduire l’impact de notre production énergétique
en introduisant de nouvelles ressources renouvelables, encore inexploitées, chacune optimale pour
une localisation géographique donnée et ne couvrant qu’une fraction du besoin énergétique total.
De manière générale, un processus de production d’énergie à empreinte minimale doit
intercepter un processus naturel impliquant une perte d’énergie libre ; ceci doit avoir lieu sans
modifier de manière significative les résultats naturels du processus. Dans certains cas, la
dissipation d’énergie libre d’un processus naturel est évidente, par exemple dans le cas d’une
cascade pouvant être exploitée par une centrale hydroélectrique. L’estuaire d’une rivière est un
cas moins évident, dans lequel une production d’entropie a lieu lors du mélange de l’eau de
rivière et de l’eau de mer. L’augmentation de l’entropie correspond à une dissipation d’énergie
libre d’environ 2.4 kJ L−1 d’eau douce dispersée dans la mer. Cette quantité est équivalente à
l’énergie dissipée par le même litre d’eau tombant d’un barrage d’environ 240 m de haut [1].
Il est possible d’intercepter cette dissipation d’énergie libre et de la convertir en travail,
par exemple sous la forme de travail électrique, en interposant un dispositif approprié entre
l’eau salée et l’eau douce, de sorte que le mélange se fasse de manière contrôlée [2, 3]. Dans ce
contexte, diverses techniques ont été développées à partir de la crise pétrolière des années 1970 [4],
lorsque des sources d’énergie alternatives ont été recherchées pour des raisons économiques. Cette
technologie est souvent appelée énergie extraite du gradient de salinité, ou "énergie bleue".
1.1.1 | Energie extraite du gradient de salinité
L’énergie extraite du gradient de salinité (Salinity Gradient Energy, SGE), appelée aussi
énergie bleue, est une source d’énergie qui a été identifiée pour la première fois dans les années
1950 [2]. Cette source d’énergie repose sur l’énergie dissipée lorsque deux solutions avec des
salinités différentes se mélangent. C’est une source d’énergie renouvelable qui est directement
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liée au cycle de l’eau complexe de la Terre. Dans ce cycle, l’eau s’évapore des plans d’eau,
principalement en raison du rayonnement solaire. Les solutions à base d’eau à faible concentration
en sel sont transportées sous forme de nuages, pour finalement atteindre le sol une fois de plus
sous forme de précipitations. La pluie ou le ruissellement de la neige fondue s’enrichit légèrement
de minéraux au cours de son voyage, généralement sous la forme de rivières, pour atteindre
l’océan.
L’une des difficultés à communiquer sur l’énergie extraite du gradient de salinité est que cette
source d’énergie repose sur un concept complexe d’énergie libre de mélange. Par exemple, à un
point où l’eau douce d’une rivière rencontre l’eau salée d’un océan, la différence de concentration
crée une différence d’énergie libre par unité de volume. Pour mieux comprendre le concept
d’énergie extraite du gradient de salinité, il faut examiner le concept d’enthalpie libre de mélange.
L’enthalpie libre molaire du mélange peut être exprimée comme suit :
∆mélG = Gs − (Gc +Gd)
= ∆mélH − T∆mélS
(1.1)
où l’indice c représente la solution concentrée, l’indice d représente la solution diluée et l’indice
s représente la solution saumâtre résultant du mélange. Pour des solutions diluées idéales,
∆mélH = 0 et l’on obtient simplement :
∆mélG = −T∆mélS (1.2)
où T est la température (en K) et ∆mélS (en J mol−1 K−1) peut être exprimée comme :
∆mélS = −R
∑
i
xi ln xi (1.3)
où R = 8.314 J mol−1 K−1 est la constante de gaz universelle, xi est la fraction molaire du
composant i (dans le cas de l’océan et de l’eau douce, i principalement H2O, Na+ et Cl−).
Selon Schaetzle et al. [5], une solution de NaCl peut être approchée comme une solution
idéale, c’est-à-dire ayant une enthalpie de mélange nulle et des volumes strictement additifs. En
particulier, l’approximation idéale de la solution est raisonnable dans des plages de salinités et
de taux de récupération typiques de l’industrie du dessalement d’eau de mer car beaucoup de
non-idéalités s’annulent, mais pas parce que la solution se comporte idéalement.
En utilisant les équations ci-dessus, il est possible de calculer l’énergie qui peut potentiellement
être récupérée à partir de n’importe quel estuaire de rivière. Par exemple, mélanger 1 m3 d’eau de
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mer à 0.5 mol L−1 de NaCl avec 1 m3 d’eau de rivière à 0.01 mol L−1 de NaCl à une température
de 298 K conduit à un maximum théorique d’énergie extractible de 1.4 MJ. Sur la base de ces
calculs, le potentiel théorique maximal mondial de la technologie d’extraction d’énergie du
gradient de salinité est d’environ 8 500 TWh par an [3]. Bien entendu, cette valeur suppose des
conditions idéales et l’exploitation de tous les sites possibles, ce qui n’est jamais le cas. Selon
l’Agence Internationale de l’Energie, la production énergétique mondiale en 2015 est estimée à
24 255 TWh dont 15 % provenait des énergies renouvelables.
1.1.2 | Techniques d’extraction d’énergie bleue
1.1.2.1 | Osmose à pression retardée
Compte tenu de l’importante production potentielle d’une telle source d’énergie, plusieurs
technologies ont été envisagées pour l’utilisation de l’énergie extraite du gradient de salinité.
Certaines approches ont même atteint la phase pilote. L’une d’entre elles est appelée Osmose à
Pression Retardée (PRO) [3,6–8] illustrée dans la Figure 1.1.
Figure 1.1 – Procédé PRO (Pressure Retarded Osmosis, osmose à pression retardée) pour la
production d’électricité utilisant l’eau de mer et de rivière (illustration tirée de la référence [9]).
Deux compartiments, séparés par une membrane semi-perméable (qui ne laisse passer que
des molécules d’eau), sont remplis d’eau salée et d’eau douce. Dans cette approche, l’eau s’écoule
de la solution diluée à la solution concentrée afin d’équilibrer les potentiels chimiques des deux
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côtés de la membrane. Le mélange des solutions est contrôlé car seule l’eau peut circuler entre les
solutions de différentes concentrations de sel. La substitution de l’eau de mer, qui devient moins
concentrée, ne nécessite pas de travail important et est réalisée au moyen de ce que l’on appelle
un échangeur de pression. Le passage de l’eau entraine une augmentation de pression dans le
compartiment d’eau salée, d’où le nom d’«osmose à pression retardée» donné à la technique.
Cette pression provoquée peut être utilisée pour alimenter des turbines qui transforment l’énergie
mécanique en électricité. Cette technique a été développée jusqu’au stade d’une usine pilote par
une société norvégienne spécialisée dans l’exploitation de turbines. Statkraft, la première centrale
à énergie osmotique basée sur la technique PRO a été lancée en 2009. Une deuxième usine pilote
a été ouverte au Japon et une autre est en cours de développement aux Etats-Unis. Cependant,
l’approche PRO est très sensible à l’encrassement de la membrane, dû à l’accumulation de
matière (écaillage des minéraux, croissance des organismes, etc.). Pour cette raison, de l’eau très
propre est nécessaire pour le fonctionnement du système. En outre, cette approche nécessite une
surface de membrane d’environ 250 000 m2 par mégawatt. L’élaboration de telles membranes
représente un défi en raison de leur coût élevé et leurs faibles performances (∼ 3 W m−2).
1.1.2.2 | Électrodialyse inverse
Une deuxième approche pour extraire l’énergie du gradient de salinité et qui a atteint la phase
pilote est appelée électrodialyse inverse (Reverse electrodialysis, RED). Cette technologie repose
sur l’utilisation de membranes échangeuses d’ions. Ce sont des membranes qui laissent passer
des ions chargés négativement (dans des membranes échangeuses d’anions) ou des ions chargés
positivement (dans des membranes échangeuses de cations). La particularité de telles membranes
est que la séparation des charges qu’elles opèrent du fait de leur composition chimique conduit à
la formation d’un potentiel électrochimique. Lorsque plusieurs de ces membranes sont empilées
de façon à avoir des membranes échangeuses d’anions et de cations alternées (Figure 1.2) et des
solutions aqueuses de concentrations différentes de chaque côté des membranes, il est possible
de générer un potentiel électrique considérable qui peut être utilisé comme une force motrice
pour produire de l’électricité. Ce potentiel électrique est converti en un flux d’électrons par
des réactions redox réversibles (par exemple Fe2+/Fe3+ ou ferricyanure/ferrocyanure [10]) ou
irréversibles (par exemple réduction de H2O en H2 et oxydation de Cl− en Cl2 [10]), ou par
adsorption ionique dans des électrodes capacitives [11].
Les enjeux de la technologie RED consistent essentiellement en son adaptation à un envi-
ronnement réel dans lequel les solutions aqueuses ont des compositions plus complexes que les
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solutions simples utilisées en laboratoire. Les compositions de solution du monde réel sont moins
contrôlables, conduisant à des changements de concentration et de température au cours du
temps. De plus, la vraie eau de mer ou de rivière contient de nombreuses impuretés qui peuvent
gêner considérablement le fonctionnement d’un système RED.
Figure 1.2 – Concept de l’électrodialyse inverse et la production d’électricité. CEM : membranes
échangeuses de cations, AEM : membranes échangeuses d’anions (tiré de [12]).
Comme pour PRO [13], la technologie RED se situe au niveau des petites installations
pilotes [14, 15]. Les principaux obstacles au développement industriel de ces techniques sont
le coût élevé des membranes et la courte durée de vie due à l’encrassement (accumulation de
poudres et croissance d’organismes vivants). Les prétraitements, comme le filtrage, sont coûteux
en énergie : ils sont choisis comme un compromis entre la nécessité d’augmenter la durée de vie
des membranes (ce qui diminue le coût de la substitution) et la nécessité de réduire le coût de
l’énergie. L’amélioration de la perméabilité, de la conductivité et de la sélectivité des membranes
est l’un des objectifs de la recherche fondamentale dans ce domaine [14, 15]. Une fois que les
défis mentionnés précédemment auront été résolus, la technologie RED sera prête à être mise
en œuvre à plus grande échelle, ce qui est susceptible de se produire dans les décennies à venir.
Cette approche est actuellement mise en œuvre aux Pays-Bas sur la digue d’Afsluitdijk par une
usine opérée par la société RedStack.
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1.1.2.3 | Mélange capacitif (CapMix)
Parallèlement au développement des technologies PRO et RED, de nouvelles approches
pour la production d’énergie à partir des gradients de salinité ont été développées ces dernières
années. De nouvelles technologies telles que les systèmes capacitifs [16,17] ou les batteries au
sel [18] ont été proposées, sans atteindre un niveau de maturité technologique élevé. Parmi les
nouvelles méthodes alternatives se trouve la méthode dite de "mélange capacitif" (Capacitive
Mixing, CapMix) qui permet l’extraction de l’énergie bleue en effectuant le mélange de l’eau
salée et l’eau douce entre les électrodes d’un supercondensateur à double couche électrique :
les électrodes sont chargées lorsqu’elles sont immergées dans l’eau de mer (adsorption d’ions)
et déchargées lorsqu’elles sont immergées dans l’eau douce (désorption des ions). Depuis, le
progrès de la compréhension fondamentale et le développement pratique de cette idée ont été
remarquables [19,20].
Faire ce processus dans la direction opposée permet d’éliminer les ions de la solution par
une technique appelée Déionisation Capacitive (CDI) qui offre une alternative aux techniques
de dessalement à base de membranes [21, 22]. A partir de deux volumes d’eau saumâtre, le
processus de charge se fait dans l’un de ces volumes : les ions sont adsorbés dans les électrodes
et de l’eau pure est produite. Ensuite, le processus de décharge se fait dans l’autre volume d’eau
salée, augmentant sa concentration en sel. Il y a encore beaucoup de questions ouvertes sur la
meilleure façon de faire ce processus. Nous reviendrons sur cette technique dans la partie 1.1.3.3.
1.1.3 | Utilisations des supercondensateurs pour CapMix et CDI
1.1.3.1 | Les condensateurs à double couche électrique
Un condensateur à double couche électrique (Electric Double Layer Capacitor, EDLC) ou
supercondensateur est un dispositif de stockage d’énergie à l’interface électrolyte/électrode
exploitant l’adsorption d’ions à la surface de l’électrode. Le stockage de la charge à la surface
de l’électrode sans réaction redox permet une puissance spécifique très élevée par rapport aux
batteries tandis que l’énergie spécifique est bien inférieure. Un autre avantage d’un condensateur à
double couche électrique réside dans sa capacité de subir de nombreux cycles de charge/décharge
sans être abîmé. De plus, la quantité d’énergie stockée peut atteindre des valeurs très élevées
grâce à l’augmentation des surfaces spécifiques des électrodes.
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Figure 1.3 – Schéma représentatif d’un condensateur conventionnel.
Commençons par rappeler brièvement les caractéristiques d’un tel condensateur conventionnel,
constitué de deux plaques conductrices (électrodes) parallèles de surface A séparées par une
couche d’un milieu diélectrique d’épaisseur d (voir la Figure 1.3). Le rapport entre la charge Q
(en coulombs) accumulée sur l’électrode et la différence de potentiel ∆Ψ (en volts) appliquée
entre les électrodes est donné par la capacité :
C = Q∆Ψ
(1.4)
Pour un condensateur diélectrique à électrodes planes, cette capacité est inversement proportion-
nelle à la distance séparant les deux électrodes :
C = 0rA
d
(1.5)
avec 0 la permittivité dans le vide et r la permittivité relative du milieu diélectrique. Outre
la capacité, une des propriétés essentielles d’un condensateur est l’énergie stockée au sein du
système, donnée par :
E = 12C∆Ψ
2 (1.6)
où ∆Ψ est la différence de potentiel (d.d.p.) appliquée entre les bornes du condensateur et C est
la capacité du système.
Dans le cas d’un EDLC, les électrodes sont séparées par un électrolyte. Les matériaux
utilisés pour les électrodes dans les supercondensateurs sont généralement des matériaux poreux
afin d’obtenir une surface spécifique très élevée de l’électrode. La capacité du système dépend
principalement des propriétés électrochimiques du matériau de l’électrode ainsi que la nature
des espèces chimiques présentes dans la solution de l’électrolyte et sa concentration en ions.
L’augmentation de la capacité avec la concentration en ions de l’électrolyte a été largement
étudiée dans la littérature expérimentale [23, 24]. En effet, puisque la charge développée à la
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surface de l’électrode dépend des échanges d’ions entre l’électrolyte et l’interface de l’électrode,
la charge et par conséquent la capacité du système augmente avec la concentration en ions
de l’électrolyte. Comme l’énergie stockée dans le système est directement liée à la capacité,
l’amélioration de cette dernière est nécessaire pour optimiser les performances du condensateur.
La capacité totale d’un condensateur à double couche électrique est liée aux capacités des deux
interfaces électrolyte/électrode négative et électrolyte/électrode négative positive par :
1
C
= 1
C−
+ 1
C+
(1.7)
où C− et C+ sont respectivement les capacités de l’électrode négative et de l’électrode positive.
En jouant sur la compatibilité entre la structure de l’électrode et la structure de l’électrolyte, la
capacité ainsi que l’énergie stockée dans le système peuvent être augmentées [25].
Le stockage d’énergie par un supercondensateur EDLC se fait grâce un processus non faradique,
c’est-à-dire via uniquement un mécanisme d’adsorption d’ions à la surface des électrodes et sans
réaction chimique d’oxydoréduction (contrairement au cas des batteries). Le mot "double-couche"
découle de la polarisation de la surface métallique associée à la formation d’une zone de charge
électrique dans le liquide à l’interface, résultant de la migration des ions. Afin de décrire ce
phénomène, plusieurs modèles de double couche ont été développés. Le premier modèle d’EDL a
été proposé par Helmholtz en 1879 [26], dans lequel une seule couche d’ions (plus précisément
de contre-ions) est adsorbée à la surface et la double couche est considérée comme un simple
condensateur dont la capacité est égale à :
CH =
0rA
d
(1.8)
où A est la surface de l’électrode, r est la permittivité relative de l’électrolyte, 0 est la
permittivité du vide et d est la distance entre la surface de l’électrode et les ions adsorbés.
Plus tard, Gouy et Chapman [27, 28] ont fait un progrès significatif dans cette théorie par
l’introduction d’un modèle diffusif de la double couche, lié à l’agitation thermique, où le potentiel
diminue de façon exponentielle à travers la double couche. Cette chute de potentiel est marquée
par une distance caractéristique, dépendante de la concentration de l’électrolyte, appelée distance
d’écrantage ou distance de Debye dans le modèle de Debye-Hückel (qui sera introduit dans
la partie 1.3.1). Aujourd’hui un des modèles utilisés pour la description de l’EDL est celui de
Stern [29], qui combine les deux modèles précédents en prenant en compte à la fois la couche
dense de Helmholtz (appelée aussi couche de Stern) et la couche diffuse de Gouy-Chapman. La
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capacité de la double couche est alors exprimée par :
1
C
= 1
CH
+ 1
CGC
(1.9)
où CH et CGC correspondent respectivement aux capacité de la couche dense d’Helmholtz et la
capacité de la couche diffuse de Gouy-Chapman.
Figure 1.4 – Illustration des trois modèles classiques pour la description de la double couche
électrique et du potentiel électrostatique correspondant (tirée de la référence [30]).
Tous ces modèles sont basés sur des théories de champ moyen où chaque ion interagit avec le
champ électrostatique moyen créé par les autres sites dans un solvant continu représenté par
sa constante diélectrique. Cependant, compte tenu de la nature discrète des espèces chargées
en solution considérées dans ces modèles, les effets électrostatiques au delà du champ moyen
ainsi que les effets de volume exclu sont négligés et les corrélations ioniques ne sont pas prises en
compte. Ces modèles ne sont donc valables que pour des électrodes planes de charge uniforme et
des solutions très diluées.
1.1.3.2 | Mélange capacitif et cycle thermodynamique de Brogioli
En 2009, Brogioli a démontré la faisabilité du mélange capacitif (CapMix) par une alternance
de cycles charge/décharge d’un supercondensateur en utilisant de l’eau à haute/faible concen-
tration en sel comme électrolyte [16]. Le cycle thermodynamique, analogue à celui des moteurs
thermiques, est réalisé dans une cellule composée de deux électrodes poreuses mises en contact
avec les solutions d’alimentation, alternativement concentrées et diluées. Un courant est amené
à traverser la cellule dans une direction lors du chargement des électrodes, puis dans la direction
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opposée lors de la décharge. Le cycle est représenté sur la Figure 1.5. En commençant par la
cellule remplie de la solution à haute salinité, les étapes sont les suivantes :
• Phase (A) : La cellule, remplie d’eau salée, est portée d’un potentiel initial ϕD à un
potentiel final ϕcharge grâce à une alimentation externe. Dans cette phase, la charge des
électrodes augmente de Q2 jusqu’à Q1 et de l’énergie est stockée dans la cellule.
• Phase (B) : L’alimentation externe est déconnectée (circuit ouvert). Les charges dans les
électrodes restent alors fixes à Q1 et l’eau concentrée en sel est remplacée par de l’eau
douce. Au cours de ce processus, la différence de potentiel entre les électrodes augmente.
Cette augmentation est souvent estimée par les ingénieurs grâce à la solution de l’équation
de Gouy-Chapman qui relie la densité surfacique de charge σ et la différence de potentiel
ϕ entre l’électrode et la solution de bulk par l’expression :
ϕ = 2kBT
e
sinh−1
(
σ√
8C0rkBT
)
(1.10)
avec kB la constante de Boltzmann, T la température, e la charge élémentaire, C la
capacité, 0 la permittivité dans le vide et r la permittivité relative de l’électrolyte. La
tension augmente de ϕcharge à ϕB, et la quantité d’énergie stockée dans la cellule augmente
également, en raison de la diminution de la capacité.
• Phase (C) : Les électrodes sont maintenant connectées à un circuit externe à travers lequel
elles se déchargent jusqu’à ce que la différence de potentiel entre elles atteigne la valeur
d’alimentation ϕcharge. Par conséquent, dans cette phase, l’énergie est extraite de la cellule
et la charge des électrodes revient à Q2.
• Phase (D) : Les électrodes sont déconnectées du circuit externe (circuit ouvert) et la cellule
électrochimique est rincée de nouveau avec la solution salée. La charge dans l’électrode
reste fixe à Q2 et la différence de potentiel diminue à ϕD en raison de l’augmentation de
la capacité.
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Figure 1.5 – Représentation schématique des quatre étapes du cycle CapMix (tirée de la
référence [16]). Le cycle commence par la cellule remplie de la solution à haute salinité. Étape
A : Un courant circule dans une direction. Étape B : le circuit est ouvert. Le liquide dans la
cellule est échangé avec la solution d’alimentation à faible salinité. Étape C : Un courant circule
dans le sens opposé par rapport à l’étape A. Étape D : Le circuit est ouvert. Le liquide dans la
cellule est échangé avec la solution d’alimentation à haute salinité.
Le cycle représenté sur la Figure 1.6 est capable d’extraire une quantité de travail W parce
que la capacité de la cellule dépend de la concentration en sel de l’électrolyte. En regardant le
travail par cycle, nous avons :
W = −
∮
ϕ(t)dQ
dt
dt
= −
∫
A
ϕ(t)dQ
dt
dt−
∫
B
ϕ(t)dQ
dt
dt−
∫
C
ϕ(t)dQ
dt
dt−
∫
D
ϕ(t)dQ
dt
dt
(1.11)
or le circuit est ouvert pendant la phase B et D d’où :∫
B
ϕ(t)dQ
dt
dt =
∫
D
ϕ(t)dQ
dt
dt = 0 (1.12)
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Si l’on considère ∆ϕ la différence de potentiel appliquée entre les électrodes pendant la charge,
l’énergie extraite par cycle peut s’écrire :
Ecycle = W = −
∫
A
ϕAdQ−
∫
C
ϕCdQ
= −
∫ QA
QD
ϕAdQ−
∫ QC
QB
ϕAdQ
= −
∫ C1∆ϕ
C2∆ϕ
Q
C1
dQ−
∫ C2∆ϕ
C1∆ϕ
Q
C2
dQ
= −∆ϕ
2
2C1
(C21 − C22 )−
∆ϕ2
2C2
(C22 − C21 )
= −∆ϕ
2
2 (C
2
1 − C22 )(
1
C1
− 1
C2
)
= 12
(C1 − C2)2
Ceff
∆ϕ2
(1.13)
où
1
Ceff
= 1
C1
+ 1
C2
(1.14)
Par conséquent, effectuer le mélange de cette manière a permis d’extraire de l’énergie d’une
différence de salinité. Comme nous l’avons précisé précédemment, l’utilité des supercondensa-
teur réside dans l’augmentation de la capacité, en particulier l’augmentation de la quantité
1
2
(C1−C2)2
Ceff
∆ϕ2 dans l’équation 1.13. L’énergie extraite par cycle exprimée dans l’équation 1.13
peut être également estimée à partir du graphique de l’évolution du potentiel en fonction de la
charge (voir Figure 1.6).
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Figure 1.6 – Représentation du cycle CapMix en quatre étapes sur l’évolution du potentiel ϕ en
fonction de la charge Q tel que publié dans [16]. La zone jaune représente l’énergie extraite par
cycle. Dans ce cas, l’eau est utilisée avec des concentrations en NaCl de 24 mM et 0.6 M et la
cellule est soumise à une d.d.p. de 300 mV.
Il est important de noter qu’un seul cycle est représenté sur la figure 1.6, où A, B, C et
D correspondent au quatre phases de ce cycle, décrites précédemment. Cette représentation
est particulièrement utile, car l’énergie extraite le long du cycle est égale à l’aire de la surface
fermée. Elle permet par ailleurs de souligner l’analogie avec les cycles des moteurs thermiques
utilisés pour extraire l’énergie des différences de température. Dans ce cas, le graphique du
potentiel en fonction de la charge est remplacé par un graphique de pression en fonction du
volume et les phases A, B, C et D correspondent à la compression, au chauffage, à l’expansion et
au refroidissement.
1.1.3.3 | Désalinisation par déionisation capacitive
Le chargement de la double couche électrique (electric double layer, EDL) implique l’attraction
des contre-ions (les ions porteurs de charge de signe opposé à celle de l’électrode) et la répulsion
des co-ions (les ions porteurs de charge de même signe que celle de l’électrode) de la surface
conductrice. Selon la prédiction de la théorie Gouy-Chapman-Stern dans la limite de faible
densité de charge, l’écrantage complet de la charge sur le conducteur pourrait avoir lieu avec
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une égalité parfaite des contre-ions attirés et des co-ions repoussés, de sorte que la charge de
l’électrode est compensée par celle du liquide sans que la concentration totale en ions (contre-ions
et co-ions) ne varie par rapport au bulk de l’électrolyte. Ceci est valable quand la chute de
potentiel à travers les double-couches est bien inférieure à kBT/e (25 mV).
Aux tensions plus élevées, la densité des ions à proximité de l’électrode devient supérieure à
la concentration dans le bulk de l’électrolyte, c’est-à-dire que les contre-ions attirés sont plus
nombreux que les co-ions repoussés : ceci est prédit théoriquement (par exemple, dans Gouy-
Chapman-Stern) et observé dans les expériences. Lorsque deux électrodes sont chargées dans une
solution, une partie du sel est effectivement stockée dans les EDL. Cette forme d’adsorption de sel
est exploitée par la technique dite déionisation capacitive (capacitive deionization, CDI) [31, 32],
qui vise à éliminer le sel des solutions en appliquant une différence de potentiel électrique sur deux
électrodes, souvent constituées de carbone poreux. Les anions sont retirés de l’eau et stockés dans
l’électrode à polarisation positive, tandis que les cations sont stockés dans l’électrode polarisée
négativement. Aujourd’hui, la CDI est principalement utilisée pour le dessalement de l’eau
saumâtre, une eau à concentration en sel faible ou modérée (inférieure à 10 g L−1) [21,22,33].
Comparée à d’autres technologies de désalinisation, comme l’osmose inverse, la CDI est un
processus à basse pression et devrait donc, du moins pour les eaux saumâtres, consommer moins
d’énergie [34].
1.2 | Les carbones poreux comme matériau d’électrode
Le choix du matériau de l’électrode est d’une importance cruciale compte tenu de son influence
directe sur les performances du supercondensateur. Parmi les matériaux utilisés dans les électrodes
des supercondensateurs, le carbone présente l’avantage d’être à la fois bon conducteur et très
stable électrochimiquement. Par ailleurs, l’utilisation de carbone comme matériau d’électrode
permet de synthétiser des structures avec de très grandes surfaces spécifiques (> 1000 m2 g−1).
On distingue principalement deux familles de structures pouvant être obtenues à partir du
carbone :
• Les structures ordonnées : les oignons de carbones [35], les nanotubes de carbone [36,37],
le graphène [38,39], etc.
• Les structures désordonnées : les carbones activés [40], les carbones dérivés de carbure
[41–43], etc.
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1.2.1 | Particularité des carbones poreux
Les structures poreuses (en particulier désordonnées) possèdent l’avantage de présenter des
capacités nettement plus élevées que les structures non poreuses. Dans un supercondensateur
(Figure 1.7), la charge est stockée via l’adsorption des ions dans les pores des électrodes. La
structure poreuse de l’électrode permet de stocker plus de charge par rapport à une géométrie
conventionnelle (plane ou cylindrique) car d’une part, elle permet d’augmenter la surface de
contact avec l’électrolyte et d’autre part les pores permettent d’écranter la répulsion entre les
ions de même signe [44]. Le supercondensateur fonctionne à une tension inférieure au potentiel
standard d’oxydoréduction des ions en solution pour éviter les réactions faradiques (redox)
qui d’une part déchargeraient le supercondensateur, et d’une autre part participeraient à la
dégradation de l’électrolyte. La communauté scientifique s’est concentrée sur ces dispositifs après
la découverte notable d’une augmentation anormale de la capacité pour des électrodes ayant
une taille de pore typique proche de la taille des ions [45].
Figure 1.7 – Représentation schématique d’un supercondensateur. Grâce à la structure poreuse,
le matériau de l’électrode écrante la répulsion entre les co-ions.
L’utilisation d’électrodes en carbone poreux a déjà montré son succès pour le développement
des supercondensateurs, actuellement utilisés par exemple pour récupérer l’énergie lors du
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freinage des véhicules et diminuer ainsi significativement leur consommation énergétique. Ces
dernières années, la recherche sur ces matériaux a conduit au développement d’électrodes poreuses
ayant une très grande surface interne [45]. Parmi les matériaux utilisés dans la fabrication des
électrodes poreuses nous pouvons citer notamment le carbone dérivé de carbure (CDC) qui
combine une conductivité élevée à une surface pouvant atteindre 2000 m2 g−1. Les carbones
dérivés de carbure possèdent trois propriétés permettant de jouer un rôle de premier plan dans
l’augmentation de performances des supercondensateurs. Ils présentent l’avantage d’avoir une
structure extrêmement désordonnée, d’avoir une surface de contact avec l’électrolyte très élevée
et de permettre le contrôle des tailles de pores pendant la fabrication des électrodes. En effet, ils
sont synthétisés à partir d’une réaction d’halogénation (généralement chloration) de carbure
métallique, comme par exemple de silicium (SiC) ou de titane (TiC) selon :
MC + 2Cl2 −→ MCl4 + C (1.15)
avec M = (Si, Zn, Ti). Le carbone ainsi obtenu est traité par la suite au dihydrogène afin de
diminuer la quantité d’impuretés. La structure du carbone résultant est fortement dépendante
de la température de synthèse. Plus la température augmente, plus la taille moyenne des pores
est grande et plus la structure est ordonnée. Par exemple les CDC-800 et CDC-1200 synthétisés
à 800 et 1200 °C présentent des tailles moyennes de pores de 7.5 Å et 9 Å. Ce contrôle de la
taille des pores permet d’optimiser les propriétés capacitives de ces matériaux.
1.2.2 | Caractérisation expérimentale des carbones poreux
La taille moyenne des pores compte parmi les propriétés essentielles des carbones poreux.
Cependant, la classification des pores est relativement ambigue. Selon l’Union internationale
de chimie pure et appliquée (IUPAC), il existe trois classes : les macropores dont la taille
est supérieure à 50 nm, les mésopores dont la taille est comprise entre 2 nm et 50 nm et les
micropores (parfois appelés nanopores) de taille inférieure à 2 nm [46]. Expérimentalement, la
distribution de la taille des pores est couramment analysée par la méthode d’adsorption de gaz,
à partir d’isothermes d’adsorption d’azote ou d’argon, qui consiste à déterminer le volume de
gaz adsorbé dans le matériau poreux en fonction de la pression du gaz. Des calculs de type
"Non-Local Density Functional Theory" (NLDFT) sont réalisés par la suite pour aboutir à la
distribution de la taille des pores. La surface spécifique est souvent déterminée expérimentallement
à partir de la quantité de gaz adsorbée dans les pores du matériau en utilisant l’équation "BET"
– 18 –
Introduction générale
(Brunauer–Emmett–Teller) [47]. Cette méthode est basée sur une hypothèse qui suppose que
les pores ont la forme de fentes. Néanmoins elle reste la méthode la plus utilisée dans les
déterminations des surfaces spécifiques en raison de sa simplicité.
Du point de vue du stockage de l’électricité, et donc de l’utilisation d’électrodes de carbone
pour les procédés CapMix et CDI, la propriété la plus importante à déterminer est la capacité
électrique. Elle est déterminée expérimentalement à partir d’expériences de voltamétrie cyclique
(cyclic voltammery, CV), qui consistent à mesurer le courant en fonction de la différence de
potentiel (avec une vitesse de balayage constante) entre les bornes d’une cellule électrochimique.
Une fois que le potentiel maximal choisi est atteint, le potentiel de l’électrode de travail est varié
dans la direction opposée pour revenir au potentiel initial. La charge de l’électrode est ensuite
obtenue en intégrant le courant électrique lors de la décharge de la cellule électrochimique et la
capacité expérimentale est finalement calculée à partir de la dérivée de la charge de l’électrode
par rapport au potentiel. La voltamétrie cyclique est la méthode choisie par nos collaborateurs
expérimentateurs au CIRIMAT pour déterminer les capacités des cellules électrochimiques étu-
diées. Cette méthode sera décrite en détail dans la partie 3.2. D’autres méthodes électrochimiques
sont utilisées pour caractériser les supercondensateurs comme la spectroscopie d’impédance
électrochimique qui permet notamment de mesurer la résistance interne des électrodes, et le
cyclage galvanostatique qui, à l’opposé de la voltamétrie cyclique, consiste à mesurer le potentiel
en fonction du courant appliqué aux bornes de la cellule.
1.3 | Modélisation des électrodes nanoporeuses
Lorsque les surfaces d’électrodes chargées rencontrent des fluides contenant des ions mobiles,
des doubles couches électriques se forment via l’attraction d’un nuage de charge contre-ionique
dans la phase fluide par la charge de surface de l’électrode. Comme déjà mentionné ci-dessus,
cette double couche est étudiée depuis plus d’un siècle et revêt une importance capitale pour
de nombreux processus en chimie physique, ainsi que pour les condensateurs à double couche
électrique (EDLC) utilisés pour le stockage d’énergie.
1.3.1 | Limites des modèles classiques
D’un point de vue théorique, l’un des modèles les plus utilisés dans les capacités à double
couche électrique est le modèle de Debye-Hückel [48]. Ce modèle traite l’électrolyte comme des
charges ponctuelles dans un milieu continu de permittivité relative r, qui n’interagissent que
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par l’intermediaire d’interactions électrostatiques à champ moyen comme dans la théorie de
Poisson-Boltzmann (sur laquelle repose la théorie Gouy-Chapman déjà évoquée) dont c’est un
cas limite où ces interactions sont très faibles. Parmi les modèles classiques de description des
EDLs dans les matériaux macroporeux ou mésoporeux, la théorie de Poisson-Boltzmann est
parfois étendue en introduisant des effets spécifiques à courte portée comme le volume exclu afin
de rendre compte de la taille finie des ions [49], ou l’effet de leur solvatation.
Cependant, pour prédire la capacité d’électrodes nanoporeuses, les modèles traditionnels de
l’électrochimie evoqués ci-dessus ne sont pas adaptés. Dans le contexte de l’énergie bleue et la
désalinisation de l’eau de mer, l’état de l’art s’arrête pourtant à ces modèles qui reposent sur
des descriptions continues de type champ moyen [20,50], plus adaptées aux électrodes planes,
ou dont les pores sont de grande taille par rapport aux ions de l’électrolyte et à la distance
d’écrantage des interactions électrostatiques (longueur de Debye).
Lorsque deux solutions ioniques de concentrations différentes sont mises en contact à tempé-
rature et pression constantes, l’équilibre thermodynamique est atteint par diffusion d’espèces
ioniques jusqu’à extinction des gradients de concentration. Si, en revanche, seule une partie des
espèces est autorisée à traverser la frontière des deux solutions, par exemple en raison d’une
membrane semi-perméable, les gradients de concentration existeront à travers la frontière même
à l’équilibre. Une telle situation est appelée équilibre de Donnan [51]. Cette situation se présente
également lorsque les contre-ions sont attirés à l’intérieur des micropores de l’électrode sous une
tension appliquée, et la concentration en sel dans les pores devient différente de celle dans le
bulk de l’électrolyte. Le modèle de Donnan peut être appliqué de manière raisonnable tant que
le rayon des pores est plus petit ou comparable à la longueur de Debye. Ce modèle repose sur
un équilibre entre d’une part le réservoir d’électrolyte (bulk) et d’autre part les micropores de
l’électrode, considérés comme une phase uniforme, avec une différence de potentiel ΨD (potentiel
de Donnan) par rapport au bulk. Toutefois, un modèle de Donnan-modifié est largement utilisé
dans les estimations de la capacité des électrodes utilisées pour l’extraction d’énergie du gradient
de salinité et la déionisation capacitive [52, 53]. Il consiste à prendre en plus en compte des
effets supplémentaires en considérant une force d’attraction supplémentaire pour que l’ion passe
des macropores aux micropores, décrite par un potentiel chimique d’attraction [54]. De cette
manière, il sera possible d’inclure dans le modèle le fait que même à une tension nulle, le sel
neutre s’adsorbe déjà dans le matériau carboné.
Cependant, dans les supercondensateurs à double couche électrique, fabriqués à partir de
matérieau nanoporeux, la taille des ions hydratés est du même ordre que celle des pores, ce qui
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pose un défi théorique important. L’un des objectifs de cette thèse est d’évaluer la capacité de
ces modèles continus à prédire les propriétés de ces systèmes poreux impliqués dans l’extraction
d’énergie bleue par CapMix en les comparant aux résultats expérimentaux. En effet, ces modèles
ont montré leurs insuffisances dans les matériaux poreux avec d’autres électrolytes comme les
liquides ioniques. Par ailleurs, les corrélations ioniques dans les électrolytes aqueux évoqués
dans ce travail, qui sont particulièrement fortes dans les gammes de concentration des systèmes
étudiés, ne sont pas prises en compte dans ces modèles théoriques. De ce fait, ils ne permettent
ni de comprendre les processus impliqués ni de prédire les propriétés de ces systèmes nanoporeux
où les interactions au niveau moléculaire jouent un rôle essentiel [55, 56].
1.3.2 | Simulation moléculaire
Une compréhension fondamentale du mécanisme d’adsorption de cations et d’anions à
l’intérieur des électrodes est essentielle pour prédire à la fois la capacité, la rétention de sel et leur
dépendance à la concentration en sel de l’électrolyte, qui sont les facteurs clés régissant l’efficacité
des processus CapMix et CDI. Alors que les expériences in-situ de diffraction de rayons X et de
neutrons fournissent maintenant des informations à différentes échelles sur la localisation des
ions à l’intérieur des électrodes [57, 58], les prédictions quantitatives des concentrations ioniques,
ou de manière équivalente la capacité et l’adsorption de sel, reposent essentiellement sur des
modèles continus de double couche électrique (EDL). Comme expliqué ci-dessus, ces modèles
sont susceptibles d’échouer dans des conditions de confinement extrême à l’échelle nanométrique,
où la nature discrète des ions et des molécules d’eau et leurs interactions avec la surface du
carbone à l’échelle moléculaire jouent un rôle très important. Des travaux antérieurs sur des
électrodes de CDC avec des liquides ioniques et des électrolytes organiques pour des applications
des supercondensateurs EDLCs ont montré que la simulation moléculaire est un outil puissant
pour étudier le stockage et le transport de charges dans cette limite [59–61] et qu’elle peut être
utilisée comme point de départ pour une description multi-échelle de ces systèmes [62]. De telles
simulations ont également mis en évidence le rôle de la solvatation des ions à l’interface et sous
confinement [63–66].
Des électrolytes aqueux avec des modèles de matériaux à base de carbone ont déjà été étudiés
par simulation moléculaire dans le contexte de la désalinisation par osmose inverse [67–69] ou
de diodes nanofluidiques osmotiques [70]. La simulation moléculaire a aussi permis de mieux
comprendre la structure et la dynamique de l’eau et des électrolytes aqueux dans les nanotubes
et les nanopores de carbone [55,71,72]. Striolo et ses collaborateurs ont simulé de tels électrolytes
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confinés entre des parois de carbone chargées en tant que cellules électrochimiques modèles pour la
désalinisation [73,74] et ont proposé une revue des défis et des opportunités des modélisations des
interfaces carbone-eau dans le contexte de la production d’énergie et la purification de l’eau [75].
Michaelides a également mis l’accent sur les défis associés à la description des interactions entre
l’eau et les surfaces de carbone [76], ainsi que sur les propriétés particulières de l’eau sur le
graphène [77] et les métaux en général [78]. Cependant, les travaux précédents avaient démontré
l’importance de tenir compte de la polarisation des électrodes de carbone en contact avec des
liquides ioniques en utilisant une méthode dans laquelle le potentiel entre les électrodes est
maintenu fixe (dynamique moléculaire à potentiel constant) [79]. Dans le cas de systèmes aqueux,
cette approche a été appliquée à de l’eau pure ou des paires d’ions afin de comprendre l’interface
eau-platine [80–83]. Ces travaux soulignent la pertinence de la simulation moléculaire pour
l’étude des systèmes impliqués dans les contextes de l’énergie bleue et la désalinisation de l’eau.
1.4 | Objectifs de la thèse
Cette introduction illustre l’idée générale de l’extraction de l’énergie bleue et la désalinisation
de l’eau, notamment à partir des téchniques CapMiX et CDI reposant sur la charge/décharge
d’électrode à forte/faible concentration en sel. L’utilisation d’électrodes nanoporeuses de carbone
semble une piste très prometteuse, mais les modèles traditionnels pour la détermination des
quantités pertinentes (capacité électrique et quantité de sel adsorbé en fonction de la composition
de l’électrolyte et de la différence de potentiel entre les électrodes) ne peuvent être utilisés dans
ce cas où les interactions au niveau moléculaire jouent un rôle essentiel. C’est cette difficulté que
nous proposons de surmonter grâce aux simulations de dynamique moléculaire, en nous appuyant
sur les outils et méthodes développés lors de travaux antérieurs sur les supercondensateurs
utilisant des liquides ioniques ou des électrolytes organiques dans des électrodes de carbone
nanoporeux [59–61,63].
Grâce aux simulations de dynamique moléculaire classique des électrodes de carbone dérivé
de carbure en présence d’un électrolyte aqueux pour les applications ci-dessus, l’objectif de
cette thèse est d’évaluer la quantité de charge stockée (capacité électrique) et la quantité d’ions
adsorbée dans les électrodes en fonction de la différence de potentiel ∆Ψ entre les électrodes.
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Figure 1.8 – Le système simulé (en haut) consiste en deux électrodes en carbone nanoporeux,
avec une structure correspondant au CDC-800 (couleur cyan) et une solution aqueuse de NaCl
servant d’électrolyte (ici à 1.0 M ; le sodium est présenté en bleu, chlorure en orange, oxygène
en rouge et hydrogène en blanc). Une différence de potentiel de 1.0 V est appliquée entre les
électrodes et la charge q de chaque atome d’électrode fluctue en réponse à la configuration
instantanée de l’électrolyte (voir l’échelle de couleur dans les panneaux centraux, où l’eau
n’est pas représentée). Les parties inférieures illustrent l’électrolyte confiné dans les électrodes
(Illustration M. Simoncelli).
L’un des défis principaux pour le cas des solutions aqueuses est qu’il n’est pas possible
de décrire les molécules d’eau et les ions pertinents par des modèles à gros-grains tels que
ceux utilisés précédemment pour les liquides ioniques. Le nombre de sites par molécules reste
comparable, cependant la taille des molécules est bien inférieure, de sorte que le nombre de
molécules pour un système de taille comparable est bien supérieur.
Dans le chapitre qui suit cette introduction, nous présentons brièvement la méthode de
simulation de dynamique moléculaire et les propriétés d’intérêt pouvant être calculées à partir
de cette technique ainsi que les différents systèmes étudiés dans cette thèse.
Dans le troisième chapitre, nous cherchons à décrire correctement ces systèmes grâce aux
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simulations de dynamique moléculaire et à comprendre les mécanismes à l’échelle moléculaire
qui conduisent au stockage de la charge dans ces systèmes. Nous essayons également d’évaluer la
pertinence des modèles traditionnels (Debye-Hückel, Poisson-Boltzmann et Donnan modifié) dans
la description de ces systèmes et nous comparons leurs prédictions aux résultats expérimentaux
et de simulation moléculaire.
Dans le quatrième chapitre, nous étudions l’influence de la structure de l’électrode de carbone
sur les performances des supercondensateurs aqueux, en particulier l’effet de la porosité et le rôle
du caractère graphitique sur la capacité de l’électrode, en combinant expériences et simulations
moléculaires. Dans le cadre de cette étude, nous simulons des systèmes tels qu’illustrés sur la
Figure 1.8, pour un sel de chlorure de sodium à deux concentrations en sel (0.5 et 1.0 M), avec
deux structures différentes de carbone poreux de type CDC ainsi qu’une structure plane de
graphite.
Le cinquième chapitre est consacré à l’effet de la nature chimique du sel dans la solution
aqueuse. Pour aborder cet effet, nous étudions une série de chlorures d’alcalin : chlorure de
lithium (LiCl), chlorure de potassium (KCl) et chlorure de sodium (NaCl). Cette série chimique
nous permet d’étudier systématiquement l’effet du rayon de l’ion (qui influe notablement sur
l’énergie libre d’hydratation) sur les propriétés observées.
Enfin, nous clôturons cette thèse par une conclusion générale dans laquelle nous rappelons
les principaux résultats obtenus dans ce travail et nous proposons de nouvelles pistes pour de
futurs travaux.
– 24 –

Chapitre 2
Méthodes de simulation moléculaire
Sommaire
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2 Dynamique moléculaire . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.1 Algorithme de Verlet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.2 Choix du pas de temps . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2.3 Champs de force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2.4 Conditions aux limites périodiques . . . . . . . . . . . . . . . . . . . . . 32
2.2.5 Sommation d’Ewald . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.6 Algorithme SHAKE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2.7 Ensemble thermodynamique . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2.7.1 Dynamique moléculaire dans l’ensemble micro-canonique (NVE) 36
2.2.7.2 Dynamique moléculaire dans l’ensemble canonique NVT . . . . 37
2.2.7.3 Dynamique moléculaire dans l’ensemble isotherme-isobare (NPT) 38
2.2.8 Propriétés physiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.8.1 Densité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.8.2 Fonctions de distribution radiale . . . . . . . . . . . . . . . . 39
2.2.8.3 Nombre de coordination . . . . . . . . . . . . . . . . . . . . . . 40
2.3 Modélisation de l’électrolyte . . . . . . . . . . . . . . . . . . . . . . . . 41
2.4 Modélisation de l’électrode . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.1 Structures non poreuses . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.2 Structures poreuses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.5 Simulation à potentiel constant . . . . . . . . . . . . . . . . . . . . . . 47
2.6 Paramètres de simulations . . . . . . . . . . . . . . . . . . . . . . . . . 49
26
Méthodes de simulation moléculaire
2.6.1 Structures poreuses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.6.2 Structures planes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
– 27 –
Méthodes de simulation moléculaire
2.1 | Introduction
La modélisation moléculaire englobe toutes les méthodes, théoriques et computationnelles,
utilisées pour modéliser ou imiter le comportement des molécules. Les méthodes sont utilisées
dans les domaines de la chimie computationnelle, biologie computationnelle ou encore la science
des matériaux afin d’étudier des systèmes moléculaires allant des petits systèmes chimiques aux
grandes molécules biologiques et aux assemblages de matériaux. Les calculs les plus simples
peuvent être effectués à la main, mais inévitablement les ordinateurs sont nécessaires pour
effectuer la modélisation moléculaire de tout système de taille raisonnable.
L’utilisation du mot moléculaire implique clairement qu’il s’agit de l’échelle moléculaire.
La connaissance des molécules est d’une grande importance pour de nombreuses théories ou
applications. D’un autre côté, le mot "simulation" nous situe entre la théorie et l’expérimentation,
en établissant un lien entre eux et en contribuant à l’un ou l’autre. La raison de l’utilisation
des simulations réside dans deux faits. Premièrement, les résultats des simulations moléculaires
peuvent être comparés avec des données provenant des expériences réelles pour mieux comprendre
le comportement des systèmes. Deuxièmement, les résultats des calculs sont des données "pseudo-
expérimentales" pour un système modèle, qui peuvent être utilisées pour valider des théories
analytiques. En d’autres termes, certaines conditions (paramètres) de la simulation peuvent être
modifiées pour étudier l’influence d’un effet donné sur les propriétés thermodynamiques et de
transport.
La simulation moléculaire classique inclut les méthodes de dynamique moléculaire (MD) et
de Monte Carlo (MC) et couvre des tailles de système allant de quelques angströms à quelques
dizaines de nanomètres. La dynamique moléculaire permet l’étude des propriétés dynamiques du
fait que l’évolution temporelle est fournie par la trajectoire du système dans l’espace des phases.
Cependant, la méthode MD nécessite comme entrée l’état thermodynamique initial du système,
qui peut être obtenu par exemple à partir d’une simulation de Monte Carlo.
Au sein de notre groupe, nous utilisons différentes techniques de simulation moléculaire
et différents modèles (tout atomes ou "gros grains") pour étudier les phénomènes d’intérêt à
l’échelle de temps et de longueur appropriée. Dans la suite de ce chapitre, nous allons présenter
la méthode de simulation de dynamique moléculaire et certaines propriétés d’intérêt ainsi que
les différents systèmes étudiés au cours de ce travail.
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2.2 | Dynamique moléculaire
Le principe de la dynamique moléculaire classique consiste à simuler la trajectoire des atomes
et/ou molécules) au cours du temps [84, 85]. Il se base sur la description du mouvement des par-
ticules par la mécanique classique. Deux approximations simplificatrices sont alors considérées :
i) La vitesse des particules est faible par rapport à celle de lumière.
ii) Le mouvement des électrons est beaucoup plus rapide que celui des noyaux.
Soit rN l’ensemble des vecteurs qui localisent les positions de chaque atome dans un système,
rN = {r1, r2, ..., rN}. Les particules du système ont chacune d = 3 degrés de liberté. Nous
supposons que les N particules ponctuelles interagissent à travers un potentiel continu, U(rN ).
Ce potentiel de paire est un modèle d’interaction entre deux particules. Soit mi la masse d’une
particule i, et soit Fi = −∇riU la force totale agissant sur la particule i au temps t. L’équation
du mouvement de Newton pour chaque particule, i = 1, ..., N , peut alors s’écrire :
vi =
dri
dt
dvi
dt
= 1
mi
Fi
(2.1)
Ces deux équations sont résolues numériquement par la méthode des différences finies, par
exemple avec l’algorithme de Verlet.
2.2.1 | Algorithme de Verlet
L’algorithme de Verlet est une méthode numérique utilisée pour intégrer les équations du
mouvement de Newton [86]. Il est fréquemment utilisé pour calculer des trajectoires de particules
dans les simulations de dynamique moléculaire. L’algorithme a été utilisé pour la première fois
en 1791 par Delambre et a été redécouvert plusieurs fois depuis lors, le plus récemment par Loup
Verlet dans les années 1960 pour une utilisation dans la dynamique moléculaire. L’intégrateur
de Verlet fournit une bonne stabilité numérique, ainsi que d’autres propriétés importantes
dans les systèmes physiques, telles que la réversibilité temporelle et la préservation de la forme
symplectique sur l’espace de phase, avec un coût de calcul additionnel négligeable.
L’idée de base est d’écrire une expansion de Taylor des coordonnées d’une particule r(t+ ∆t)
et r(t−∆t), avec ∆t le pas de temps :
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r(t+ ∆t) = r(t) + ∂r(t)
∂t
∆t+ 12
∂2r(t)
∂t2
∆t2 + 16
∂3r(t)
∂t3
∆t3 +O(∆t4) (2.2)
et
r(t−∆t) = r(t)− ∂r(t)
∂t
∆t+ 12
∂2r(t)
∂t2
∆t2 − 16
∂3r(t)
∂t3
∆t3 +O(∆t4). (2.3)
En faisant la somme des équations 2.2 et 2.3 on obtient :
r(t+ ∆t) = 2r(t)− r(t−∆t) + a(t)∆t2 +O(∆t4) (2.4)
où
a = ∂
2r(t)
∂t2
= − 1
m
∇U
est l’accélération de la particule.
Cet algorithme est à la fois simple à mettre en œuvre, assez précis et stable, ce qui explique
sa grande popularité dans les calculs MD. L’inconvénient de cet algorithme est sa faible précision
pour la détermination de la vitesse de la particule. Bien que le calcul de la vitesse ne soit pas
nécessaire pour intégrer les équations du mouvement, la connaissance de la vitesse est importante.
Par exemple, pour contrôler la stabilité d’une solution des équations de mouvement, il faut
surveiller la conservation totale d’énergie E = K +U , et le calcul de l’énergie cinétique nécessite
la connaissance de la vitesse. L’expression de la vitesse est obtenue en soustrayant l’équation 2.3
de l’équation 2.2 :
v(t) = 12∆t [r(t+ ∆t)− r(t−∆t)] +O(∆t
2) (2.5)
Cette expression est précise à l’ordre ∆t2, ce qui est considérablement moins bon que pour les
coordonnées. Pour surmonter cet inconvénient, on utilise des estimations plus précises de la
vitesse, par exemple, l’algorithme dit de "Verlet-vitesse". Cet algorithme fournit à la fois les
positions et les vitesses en même temps :
r(t+ ∆t) = r(t) + v(t)∆t+ 12a(t)∆t
2
v(t+ ∆t/2) = v(t) + a(t)∆t2
a(t+ ∆t) = −∇U(r(t+ ∆t))
m
v(t+ ∆t) = v(t+ ∆t/2) + a(t+ ∆t)∆t2
(2.6)
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2.2.2 | Choix du pas de temps
L’integration des équations de mouvement est assurée par l’algorithme de Verlet [86], qui
présente l’avantage de réversibilité, et ne nécessite qu’une seule évaluation des forces, étape la
plus coûteuse pour un calcul de dynamique moléculaire. Pour le choix du pas de temps ∆t, il
faut trouver le meilleur compromis entre le temps de calcul et la stabilité numérique, ce qui
permet de réaliser de longues simulations avec des résultats fiables en un minimum de temps. Il
est important, notamment, que le pas de temps soit inférieur aux temps caractéristiques des
mouvements des molécules. Cependant, le pas de temps doit également être suffisamment faible
pour permettre de conserver l’Hamiltonien total du système, et ainsi son énergie. En outre, un
temps plus faible qu’une femtoseconde ne ferait dans notre cas que ralentir inutilement le temps
de calcul sans présenter d’intérêt supplémentaire.
2.2.3 | Champs de force
Dans les simulations moléculaires classiques, l’interaction totale entre les particules est la
somme de différents termes représentant des interactions différentes, chacun étant approximé
par un potentiel ne dépendant que de leurs positions relatives :
U(r1, .., rN ) =
∑
liaisons
Kr(l − leq)2 +
∑
angles
KΘ(Θ−Θeq)2 +
∑
dièdres
Kφ[1 + cos(nφ− γ)]
+
∑
i
∑
j>i
4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
∑
i
∑
j>i
qiqj
4piε0rij
(2.7)
où les trois premiers termes sont responsables des interactions intramoléculaires : l, Θ et γ sont
des longueurs de liaison, angles entre liaisons et angles dièdres et K sont des constantes de
force. Le quatrième terme correspond à l’interaction "non liée" de Van der Waals : σ,  sont
les paramètres de potentiel de Lennard-Jones. La signification physique de σ et  est illustrée
sur la Figure 2.1. Le potentiel de Lennard-Jones change de signe en r = σ , mais la valeur
minimale −, appelée aussi profondeur du puits de potentiel, se produit à rm = 21/6σ. Les règles
de combinaison standard de Lorentz-Berthelot sont utilisées pour déterminer les combinaisons
de σ et  pour différentes espèces [84] :
σij =
σi + σj
2
(2.8)
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et
ij =
√
ij (2.9)
Le cinquième terme dans l’Eq. 2.7 est l’interaction de Coulomb, avec qi, qj les charges des
particules et ε0 la permittivité diélectrique. Les contributions des termes dans l’Eq. 2.7 ne
sont pas d’importance égale et certains d’entre eux peuvent être négligés. Dans cette étude,
nous utilisons des molécules rigides, c’est-à-dire que les positions relatives des atomes dans une
molécule sont gelées. Toutes les interactions intramoléculaires sont ignorées et U(r1, .., rN ) se
réduit à :
U(r1, .., rN ) =
∑
i
∑
j>i
4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
∑
i
∑
j>i
qiqj
4piε0rij
(2.10)
Figure 2.1 – Potentiel de Lennard-Jones (tirée de la référence [87]).
2.2.4 | Conditions aux limites périodiques
Une limite des simulations moléculaires est qu’aucun ordinateur ne peut traiter des volumes
macroscopiques de fluides contenant de l’ordre de 1023 particules. Les propriétés d’un système
composé de centaines ou milliers de molécules diffèrent significativement des propriétés macro-
scopiques d’un liquide. Les caractéristiques énergétiques et dynamiques des molécules près de la
surface et à l’intérieur du fluide sont différentes. L’influence des effets de surface est d’autant plus
grande que la taille de l’objet est réduite. Pour minimiser l’influence de ces effets, des conditions
aux limites périodiques sont utilisées.
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Figure 2.2 – Représentation schématique des conditions aux limites périodiques (tirée de [88]).
Les N particules sont placées dans la boîte de simulation, souvent choisie de forme cubique. La
longueur de la boîte L doit largement dépasser les longueurs de corrélation du système physique
simulé. La boîte de simulation est ensuite entourée par ses images périodiques (Figure 2.2).
Lorsqu’une particule en mouvement quitte la boîte de simulation d’un coté, l’une de ses images
pénètre simultanément dans la boîte de simulation du coté opposée. De cette façon, nous pouvons
imiter un système infini et minimiser l’influence des effets de surface.
Lors du calcul de l’énergie totale, il faut tenir compte des interactions non seulement entre
les particules dans la cellule de simulation, mais aussi avec les particules dans les cellules-images.
Puisque chaque molécule est située à une distance finie de ses images, un problème se pose
pour le calcul de l’énergie potentielle. Le nombre de particules voisines entourant la particule
sélectionnée augmente proportionnellement à la troisième puissance de la distance, mais l’énergie
d’interaction des paires diminue généralement plus rapidement. Nous pouvons dans ce cas limiter
la zone d’action du potentiel interparticulaire en supposant que le milieu devient homogène
à partir d’une certaine distance Rc (rayon de coupure). Typiquement, Rc doit être choisi le
plus élevé possible tout en restant inférieur ou égal à la moitié de la longueur de la boîte de
simulation.
Une telle approche néglige une contribution du terme à longue portée du potentiel d’interaction,
ce qui introduit certaines erreurs. Dans le cas de molécules électriquement neutres ou non polaires,
le potentiel d’interaction tend rapidement vers zéro sur de grandes distances et l’erreur n’affecte
pas de manière significative les propriétés du liquide. Néanmoins, la contribution à une énergie
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de configuration du fluide provenant de la partie manquante à longue portée peut être prise en
compte [84] :
Ulong = 2piNρ
∫ ∞
Rc
r2V (r)dr (2.11)
avec V le potentiel d’interaction de paire et ρ la densité du fluide. Pour le potentiel de Lennard-
Jones on obtient :
Ulong =
8piNρσ3
9
[(
σ
Rc
)9
− 3
(
σ
Rc
)3]
(2.12)
Cependant, les interactions électrostatiques (potentiel coulombien ou dipolaire) s’atténuent
plus lentement et la troncature n’est pas autorisée. Généralement pour résoudre ce problème on
utilise la sommation d’Ewald.
2.2.5 | Sommation d’Ewald
Pour un système avec des conditions aux limites périodiques, l’énergie coulombienne peut
être exprimée par :
Uqq =
1
2
N∑
i=1
qiφ(ri) (2.13)
où φ(ri) est le potentiel électrostatique à la position ri induit par les autres charges :
φ(ri) =
1
4piε0
′∑
n
N∑
j=1
qj
|rij + Ln| (2.14)
où qi est la charge de la ième particule, L la longueur de la cellule unitaire, rij la distance entre
les deux particules en interaction, et −→n = nx−→e x + ny−→e y + nz−→e z avec nx, ny et nz des entiers
et −→e x, −→e y et −→e z forment une base orthonormée. Le prime sur la première somme indique que
nous omettons i = j pour −→n = −→0 .
Dans la méthode d’Ewald, une distribution de charge compensatrice entoure chaque charge
ponctuelle, et cette atmosphère électronique écrante les interactions électrostatiques entre les
particules voisines. Cette distribution a la forme :
ρi(r) = −qi
(
α2
pi
)3/2
exp[−α2|r|2] (2.15)
– 34 –
Méthodes de simulation moléculaire
où α détermine la largeur de la distribution.
Afin de neutraliser les charges introduites, il est également nécessaire d’introduire des
distributions similaires centrées sur les charges de particules et de signe opposé (voir Figure 2.3).
Les interactions liées à ces nouvelles distributions sont ensuite additionnées dans l’espace
réciproque de Fourier. Ainsi l’équation 2.13 peut être réécrite comme :
Uqq = Uespace réel − Ucorrection auto−interactions + Uespace réciproque
=
∑
1≤i<j≤N
1
4pi0
qiqj erfc(α|rij |)
rij
− α4pi0
√
2
pi
N∑
j=1
q2j
+ 18pi20L
∑
n6=0
1
|n|2 exp
(
−pi
2|n|2
L2α2
)
|
N∑
j=1
qj exp
(
2pii
L
−→n .−→r j
)
|2
(2.16)
où erfc(x) = (2/
√
pi)
∫∞
x exp(−t2)dt est la fonction d’erreur complémentaire. La sommation des
fonctions gaussiennes dans l’espace réel inclut également l’interaction de chaque gaussienne avec
elle-même [85]. La contribution de ces auto-interactions, qui ne correspondent pas au système
simulé, est retranchée par le second terme.
Figure 2.3 – Représentation à une dimension de la méthode de répartition des interactions de
longue portée dans la technique de la sommation d’Ewald.
Nous précisons que dans notre cas, en plus des charges ponctuelles portées par les ions de
l’électrolyte, les charges sur les atomes des électrodes sont réparties dans l’espace selon des
distributions gaussiennes. Dans notre travail, nous avons utilisé l’adaptation à des conditions aux
limites périodiques à 2D de la méthode d’Ewald [89,90]. Bien que l’utilisation de la sommation
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d’Ewald évite la troncature du potentiel Coulombien, cela conduit à une augmentation du temps
de simulation (∼ N3/2).
2.2.6 | Algorithme SHAKE
L’intégration des équations du mouvement des molécules rigides constituées de plusieurs
sites nécessite un traitement particulier résolu par l’utilisation de l’algorithme SHAKE [91]. En
effet, il faut que chaque molécule conserve son intégrité (contrainte de la distance entre les sites
de la même molécule) : un mouvement des sites qui détruirait la molécule n’aurait aucun sens
physique. Dans cet algorithme, on calcule d’abord la position qu’auraient les sites en t + ∆t
sans contrainte de distance ; puis on en déduit la force nécessaire pour maintenir la distance
entre atomes ; enfin, on calcule le déplacement des sites pour garder la contrainte de distance en
ajoutant cette force aux forces subies par les sites. Un autre algorithme appelé RATTLE permet
également d’intégrer les équations du mouvement pour les modèles moléculaires à contraintes
internes. RATTLE fonctionne de la même manière que SHAKE, tout en utilisant le schéma
d’intégration Verlet vitesse [92].
2.2.7 | Ensemble thermodynamique
La dynamique moléculaire permet d’explorer d’une manière déterministe l’espace des phases
accessible à un système. Contrairement aux simulations de Monte Carlo qui ne sont pas détermi-
nistes, l’évolution proposée par la dynamique moléculaire correspond à la dynamique réelle du
système. Dans les deux techniques de simulation, divers ensembles thermodynamiques peuvent
être simulés et chacun de ces ensembles est caractérisé par des grandeurs thermodynamiques qui
peuvent être fixées au cours de la simulation. On choisit l’ensemble thermodynamique de manière
à reproduire les conditions expérimentales. Dans notre thèse, l’ensemble thermodynamique utilisé
est l’ensemble NV T (qui sera plus détaillé dans la partie dynamique moléculaire à température
constante).
2.2.7.1 | Dynamique moléculaire dans l’ensemble micro-canonique (NVE)
En dynamique moléculaire, l’ensemble statistique d’échantillonnage naturel est l’ensemble
microcanonique NV E, où N , V et E désignent respectivement le nombre de particules, le volume
et l’énergie, dont les valeurs sont fixées. L’Hamiltonien du système est ainsi conservée tout au
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long de la simulation, il est défini comme suit :
HNV E =
N∑
i=1
1
2
p2i
mi
+ U(−→r N ) (2.17)
où le premier terme correspond à l’énergie cinétique du système avec −→p i = mi−→v i est la quantité
de mouvement tandis que le deuxième terme correspond à l’énergie potentielle. Cependant, cet
ensemble n’est pas l’ensemble représentatif des conditions expérimentales pour notre étude.
2.2.7.2 | Dynamique moléculaire dans l’ensemble canonique NVT
Comme nous nous intéressons à des expériences réalisées à température fixée (∼ 25°C) et non
sur des systèmes isolés, il est nécessaire d’imposer la température du système simulé. L’ensemble
statistique échantillonné est alors l’ensemble canonique NV T : nombre de particules N , volume
V et température T constants. La température dans un système moléculaire est définie à partir
de l’énergie cinétique moyenne par degré de liberté :
T = 1
gkB
N∑
i=1
p2i
m
(2.18)
où g est le nombre de degrés de liberté.
Dans un système non isolé, l’énergie totale peut changer, il faut un mécanisme pour maintenir
une température constante. Il y a plusieurs façons de contrôler la température dans une simulation
MD :
1. Le scaling de vitesse (par exemple, le scaling de vitesse simple et le thermostat Be-
rendsen) : dans la méthode de scaling de vitesse (appelée aussi thermostat Woodcock),
l’écart de température T par rapport à la température souhaitée T0 est corrigé à chaque
pas de temps en multipliant les vitesses de toutes les particules par une constante λ,
où λ =
√
T0/T . Cependant, cette approche conduit à des discontinuités dans la partie
"moment" de la trajectoire de l’espace des phases et ne peut produire des trajectoires cohé-
rentes avec l’ensemble canonique. Une extension de la méthode de scaling de vitesse simple
est le thermostat de Berendsen. Contrairement à la méthode précédente, le thermostat de
Berendsen permet des fluctuations de température et λ est exprimé par :
λ =
[
1 + δt
τ
(
T0
T
− 1
)]− 12 (2.19)
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où τ est la constante de temps de couplage qui détermine l’échelle de temps sur laquelle
la température désirée est atteinte. On peut montrer que le thermostat de Berendsen
conserve la distribution de Maxwell-Boltzmann :
ρ(p) =
(
β
2pim
) 3
2
exp
[
−β p
2
2m
]
(2.20)
2. La méthode des systèmes étendus (thermostat de Nosé-Hoover) : l’idée de la méthode
développée à l’origine par Nosé [93,94] et améliorée par Hoover [95] est d’introduire un
degré de liberté supplémentaire agissant comme une force externe sur le système simulé.
Les équations du mouvement de Newton sont ensuite modifiées comme suit :
∂2r
∂2t
= F
m
− ζ ∂r
∂t
,
∂ζ(t)
∂t
= gkB
Q
(T (t)− T0),
Q = gkBT0τ2
(2.21)
où g est le nombre de degrés de liberté. Le paramètre Q est un paramètre d’inertie
thermique qui détermine la vitesse du transfert de chaleur. On note que le thermostat de
Nosé-Hoover génère des trajectoires déterministes, c’est-à-dire qu’il n’y a pas de forces ou
de vitesses aléatoires.
2.2.7.3 | Dynamique moléculaire dans l’ensemble isotherme-isobare (NPT)
L’ensemble à température constante et à pression constante NPT appelé aussi l’ensemble
isotherme-isobare permet de contrôler à la fois la température et la pression. Dans un tel ensemble
la conservation de la pression P du système est effectuée en couplant un barostat au système qui
agit sur ce dernier en faisant varier le volume total du système. Cet ensemble peut également
être utilisé pendant l’équilibrage pour atteindre la température et la pression désirées avant
de passer à l’ensemble à volume constant ou à énergie constante lorsque la collecte de données
commence.
2.2.8 | Propriétés physiques
A partir des grandeurs microscopiques obtenues à l’issue d’une simulation de dynamique
moléculaire, nous pouvons calculer, selon l’intérêt, des propriétés macroscopiques (par exemple
propriétés structurales, propriétés dynamiques, propriétés de transport etc.).
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2.2.8.1 | Densité
La densité est un concept utile pour penser à des échantillons macroscopiques de manière
microscopique. Les chimistes tentent souvent de "visualiser" les matériaux avec une perspective
moléculaire. La densité peut être considérée comme le nombre N de particules présentes dans
un volume V donné :
ρ = N
V
(2.22)
En utilisant la densité locale, le nombre de particules dN dans un volume dV peut être
calculé comme suit :
dN = ρ(x, y, z)dV (2.23)
où dV = dx dy dz est le volume élémentaire.
2.2.8.2 | Fonctions de distribution radiale
L’ensemble des fonctions de distribution radiale est une des principales informations structu-
rales que nous pouvons obtenir à partir des simulations moléculaires. En mécanique statistique,
dans un système de particules (atomes, molécules, etc.), la fonction de distribution radiale (ou
fonction de corrélation de paires, ou fonction de distribution de paires) g(r) décrit comment la
densité varie en fonction de la distance par rapport à une particule de référence.
Considérant une distribution homogène d’atomes (ou molécules) dans l’espace, g(r) représente
la probabilité de trouver un atome à une distance comprise entre r et r + dr (atome bleu sur la
Figure 2.4) d’un autre atome (rouge) choisi comme point de référence.
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Figure 2.4 – Illustration du calcul de la fonction de distribution radiale g(r).
La discrétisation de l’espace en intervalles de largeur dr, permet de calculer la fonction de
distribution radiale comme suit :
gij(r) =
nombre d’atomes de type j à une distance comprise entre r et r + dr d’un atome de type i
même quantité qu’au numérateur mais dans un milieu homogène (2.24)
La distance entre les atomes est calculée en tenant compte des conditions aux limites
périodiques. En effet, g(r) n’est calculée que pour des distances r < Rmax, où Rmax doit être
inférieure à la moitié de la plus petite taille de la boîte de simulation. En effet, pour des distances
supérieures, la périodicité induite par les conditions aux limites périodiques conduirait à la
contribution, à la fois, d’un voisin et ses images périodiques dans le calcul de la g(r). De l’autre
côté, Rmax doit être assez grand pour tracer les maxima et minima pertinents et tendre vers la
valeur limite 1. Une analyse empirique a révélé que 10Å est une distance de coupure appropriée
pour toutes les espèces de notre système.
2.2.8.3 | Nombre de coordination
Il est possible pour un atome donné, de calculer à partir de g(r) le nombre dN(r) d’atomes
situés à une distance comprise entre r et r + dr de cet atome :
dN(r) = ρg(r)4pir2dr (2.25)
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où ρ = N/V est la densité moyenne du système avec N le nombre total de particules et V le
volume. Grâce aux g(r), on peut estimer le nombre de coordination :
Nc =
∫ Rcut
0
4pir2ρg(r)dr (2.26)
où Rcut est une distance d’intérêt particulier, par exemple celle correspondant la limite entre la
première et la deuxième sphère de coordination (premier minimum de g(r)).
Comme la charge atomique portée par un atome de carbone dépend fortement de la structure
locale du fluide autour de cet atome, il est important de quantifier le nombre de coordination
des espèces présentes à l’interface. Les données issues des simulations peuvent apporter des
informations importantes sur ces phénomènes, d’autant plus que les expériences permettant
d’étudier l’environnement local des ions sont rares. Le nombre de solvatation fait partie des
nombres de coordination puisqu’il décrit en particulier le nombre de molécules de solvant parmi
les plus proches voisines (Figure 2.5).
Figure 2.5 – Schéma représentatif du calcul du nombre de coordination : nombre de voisins à
une distance inférieure à un rayon de coupure Rcut (défini à partir de la fonction de distribution
radiale) au cours de la simulation. Ici on présente le nombre de molécules d’eau autour d’un
cation.
2.3 | Modélisation de l’électrolyte
Dans la littérature, les simulations moléculaires des carbones nanoporeux (avec une taille
de pore sub-nanométrique) ont été effectuées pour différents types d’électrolytes : des liquides
ioniques, constitués de gros ions (cations imidazoliums et anions fluoro- et boro-phosphates, par
exemple), ou d’électrolytes organiques constitués des mêmes ions dans un solvant organique
comme l’acétonitrile, dans des électrodes nanoporeuses en carbone [59–61, 63]. L’emploi des
modèles à gros grains de ces électrolytes a permis de réduire le temps de simulation de manière
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relativement importante. Nous nous intéressons dans cette thèse aux électrolytes aqueux, qui,
jusqu’à présent, n’ont jamais été étudiés avec les carbones poreux. Plus précisément, nous
considérerons des solutions aqueuses à différentes concentrations d’ions représentatifs de l’eau
de mer : Na+ et Cl−, présents majoritairement, mais aussi K+ et Li+, présents en quantités
non négligeables. D’un point de vue plus fondamental, cette étude nous permet d’aborder deux
aspects essentiels : l’effet de la concentration sur la capacité de l’électrode et le rôle de la taille des
ions sur leurs différentes propriétés à l’intérieur de l’électrode poreuse, à savoir, leur possibilité
de se désolvater à l’interface, lors de la charge du supercondensateur. Présents en quantité moins
importante dans l’eau de mer, les cas des cations Cs+ et Rb+ et des anions F− et Br− pourraient
dans l’avenir compléter cette étude.
Cependant, pour le cas des simulations des électrolytes aqueux, l’un des principaux défis porte
sur la difficulté de modéliser les molécules d’eau ainsi que les différents ions par des modèles à
gros-grains comme pour les modèles utilisés pour les liquides ioniques dans des travaux antérieurs.
Nous avons donc choisi un modèle tout atome pour modéliser les différents électrolytes étudiés
dans ce travail. Le nombre de sites par molécule reste comparable, mais, la taille des molécules
est beaucoup moins importante, de sorte que les molécules sont plus nombreuses pour un système
de taille comparable.
Pour le solvant, nous avons choisi le modèle SPC/E, puisque c’est l’un des modèles les plus
simples et les plus utilisés pour simuler des solutions de sels alcalins (Figure 2.6). Dans ce modèle
de solvant explicite, la molécule d’eau est modélisée comme un triangle isocèle rigide, ayant des
charges situées sur chacun des trois atomes. Outre les interactions coulombiennes, les molécules
interagissent via des sites de Lennard-Jones, situés sur les atomes d’oxygène. Les paramètres du
modèle d’eau SPC/E sont indiqués dans le Tableau 2.1.
Figure 2.6 – Illustration du modèle d’eau
SPC/E
Paramètre Valeur
qO -0.8476 e
qH +0.4238 e
rOH 1.0 Å
∠HOH 109.47°
σOO 3.166 Å
OO 0.6502 kJ mol−1
Tableau 2.1 – Paramètres du modèle d’eau
SPC/E tirés de la référence [96].
où σOO et OO sont les paramètres de Lennard-Jones, qi est la charge sur le site i et ∠HOH est
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l’angle formé entre les deux liaisons OH.
Ce modèle ne prend pas en compte la polarisabilité des molécules (c’est à dire la capacité
du nuage électronique à se déformer). Pour les ions, le champ de force consiste en une somme
d’interactions de Coulomb et de Lennard-Jones entre toutes les paires d’atomes, en prenant en
compte les règles de mélange de Lorentz-Berthelot pour les paramètres de Lennard-Jones (voir
les équations 2.8 et 2.9). L’ensemble des paramètres du champs de force utilisé pour modéliser
les différents électrolytes étudiés dans cette thèse est donné dans le Tableau 2.2.
Site Mi (g mol−1) σii (Å) ii (kJ mol−1) qi (e)
O 15.9960 3.166 0.65020 -0.8476
Cl− 35.4530 4.401 0.41840 -1
K+ 39.0983 3.331 0.41840 +1
Na+ 22.9900 2.587 0.41840 +1
Li+ 6.94100 1.508 0.69036 +1
Tableau 2.2 – Paramètres du champ de force utilisé pour tous les électrolytes évoqués dans cette
thèse. Les paramètres pour les ions Cl−, K+, Na+ et Li+ sont tirés de la référence [97].
L’ensemble des ces paramètres sera validé par le calcul de certaines propriétés structurales et
thermodynamiques du bulk (densité, fonctions de distribution radiale) dans la suite de cette
thèse.
2.4 | Modélisation de l’électrode
Dans cette partie, nous présentons les modèles utilisés pour représenter les électrodes de nos
systèmes. Il existe plusieurs modèles pour représenter les électrodes d’un supercondensateur.
Selon l’objectif recherché, il est possible de choisir le modèle le plus convenable. Dans cette
thèse, nous nous focalisons sur deux modèles différents : modèle poreux et modèle non poreux.
Un modèle non poreux sera parfaitement représenté par une électrode plane, tandis que pour
un modèle poreux, il existe plusieurs structures pour représenter l’électrode. Les simulations
moléculaires précédemment effectuées sur des électrolytes aqueux l’ont été majoritairement sur
des géométries planes d’électrodes, notamment des électrodes de graphite. Pour un système
confiné, la difficulté se situe dans le fait de trouver un modèle de structure poreuse assez
représentatif de la réalité. Nous allons décrire la différence entre les modèles représentatifs des
électrodes poreuses et non poreuses en précisant les différents intérêts dans chaque cas.
Il est à noter que les paramètres de champs de force utilisés pour décrire les intéractions des
atomes de carbones sont employés à la fois dans les structures planes et les structures poreuses.
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Ces paramètres sont listés dans le Tableau 2.3 et tirés de la référence [98]. Werder et al. ont
déjà validé ces paramètres pour reproduire des angles de contact d’une gouttelette d’eau sur du
graphite. Ces paramètres ont également été utilisé par Thomas et al. pour étudier la structure
et l’écoulement de l’eau à l’intérieur de nanotubes de carbone par dynamique moléculaire [99].
Site Mi (g mol−1) σii (Å) ii (kJ mol−1) qi (e)
C 12.000 3.214 0.23600 variable
Tableau 2.3 – Paramètres du champ de force utilisé pour décrire les intéractions des atomes de
carbone [98].
2.4.1 | Structures non poreuses
La structure non poreuse la plus simple et la plus utilisée pour représenter les électrodes
impliquées dans des systèmes non confinés est la structure de type graphite. Le graphite est
composé de plusieurs couches de graphène d’empilement ABAB avec un espacement de 3.35 Å
entre deux couches. Le motif de répétition pour une couche de graphène est constitué d’une
maille hexagonale (Figure 2.7).
Figure 2.7 – Structure représentative du réseau cristallin du graphite (à droite) avec vue du
dessus sur la maille hexagonale (à gauche).
En simulation moléculaire, il est possible de représenter une électrode de graphite par une à
plusieurs couches de graphène. Cependant, une seule couche n’est pas un modèle assez réaliste
pour permettre d’inclure toutes les charges portées par les atomes de carbones induites par les
ions de l’électrolyte. Suite à une simulation préliminaire à 1.0 V nous avons observé que les
charges portées par les atomes de carbones sont complètement atténuées à partir de la troisième
couche de graphène (Figure 2.8). Cette observation est cohérente avec les études précédentes
sur les liquides ioniques et les électrolytes organiques. Dans cette thèse, pour simuler une seule
électrode, nous avons choisi un ensemble de trois couches parallèles de graphène.
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Figure 2.8 – Représentation d’une boite de simulation d’un supercondensateur à électrodes de
graphite. Les charges sur les atomes de carbone sont négligeables sur la couche de graphite la
plus éloignée du liquide.
En jouant sur la distance entre les deux électrodes, les structures planes permettent en principe
de simuler plusieurs modèles. En particulier, lorsque l’espacement entre les deux électrodes est
suffisamment grand, ceci permet globalement de modéliser un fluide non confiné et caractériser
ainsi ses propriétés d’interface, notamment, l’orientation des molécules à l’interface [100] et leur
structuration en couches [101–103].
Dans cette thèse, pour modéliser les structures non poreuses, nous avons choisi de simuler
deux électrodes de graphite à trois couches de graphène séparées d’une distance d’environ 5 nm.
En effet, nous estimons que la double couche électrique est de l’ordre de la longueur de Debye
(< 1 nm pour les concentrations considérées), ce qui justifie que la distance choisie entre les
électrodes est suffisamment grande, a priori, pour simuler des interfaces indépendantes. Nous
validerons le choix de cette distance, dans la suite de cette thèse, par les profils de densité de
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l’eau dans la région bulk. Nous précisons enfin que avons utilisé les mêmes électrodes pour trois
électrolytes différents (LiCl, NaCl et KCl) afin d’étudier l’effet de l’électrolyte sur la capacité de
l’électrode plane.
2.4.2 | Structures poreuses
Comme mentionné précédemment, les travaux antérieurs de simulation de supercondensateurs
avec des électrolytes aqueux ont été menés des structures d’électrodes planes. La majeure partie
des simulations réalisées au cours de cette thèse a été effectuée sur des électrodes à structures
complexes et hétérogènes, plus précisément, des modèles d’électrodes de Carbone Dérivé de
Carbure (CDC).
Les structures de CDC utilisées dans nos simulations ont été obtenues par Palmer et al. en
utilisant la technique de "Quenched Molecular Dynamics (QMD)" (simulation d’une trempe) [104].
Cette technique consiste à chauffer le carbone jusqu’à l’état liquide, tout en utilisant un champ
de force réactif, permettant aux liaisons chimiques de se rompre et de se reformer. Ensuite, des
trempes sont effectuées avec des vitesses différentes. Finalement, le nombre de coordination des
atomes de carbone est analysé et tous les atomes sans voisins sont éliminés. La structure du
carbone obtenue est fortement dépendante des vitesses des trempes : plus la vitesse est grande,
plus la structure est désordonnée et plus la taille moyenne des pores est petite. Les analyses
du nombre de coordinations, de la surface spécifique, de la distribution de taille de pores, de la
densité de l’électrode ainsi que des calculs d’isothermes d’adsorption [104] ont montré que ces
structures complexes sont très proches des structures expérimentales synthétisées au moyen des
réactions de chloration à des températures données (Figure 2.9).
Figure 2.9 – Analyses structurales permettant la comparaison d’électrodes obtenue par Quenched
Molecular Dynamics (QMD) avec des structures expérimentales synthétisées par chloration [104].
– 46 –
Méthodes de simulation moléculaire
Outre la correspondance entre les analyses structurales des électrodes simulées par QMD
et des structures expérimentales, une corrélation a été établie entre la vitesse de trempe et la
température de la réaction de chloration ainsi que la taille moyenne de pores comme le montre
le partie de gauche de la Figure 2.9. Ces électrodes sont suffisamment réalistes pour permettre
d’étudier l’effet de la structure de carbone sur la capacité de l’électrode. Cela a déjà été montré
avec les liquides ioniques et les électrolytes organiques [59–63,79]. Pour cette étude, nous avons
choisi deux structures différentes : le CDC-800 et le CDC-1200 (appelés également CDC-8x et
CDC-1x en référence à la vitesse de trempe au cours d’une simulation QMD), dont les principales
différences seront détaillées dans la partie 4.2.
Que ce soit dans le cas de structures planes ou dans les cas poreux, nos électrodes seront
toujours considérées comme fixes. Cette approximation est justifiée par le fait que les expériences
de dilatométrie in situ effectuées sur des systèmes avec des électrodes de CDC ont montré que
l’augmentation de volume au cours de la charge des électrodes ne dépasse pas 2% [105].
2.5 | Simulation à potentiel constant
Dans la majorité des simulations de dynamique moléculaire de supercondensateurs, c’est
le modèle d’électrode à charges fixes qui est employé. Les charges portées par les atomes de
l’électrode sont supposées être fixes au cours du temps et réparties uniformement sur la surface
du carbone [106–111]. Bien que les fluctuations de la charge sur l’électrode soient négligées dans
les simulations à charge constante, leur présence fournit des informations sur la répartition des
charges en fonction de la configuration microscopique des ions au sein de la solution d’électrolyte
adjacente. D’autre part, lors des expériences, une différence de potentiel est appliquée entre
les électrodes, ce qui conduit à la fluctuation de la charge locale en fonction du temps. Par
conséquent, les simulations à charges fixes ne permettent pas de décrire réellement le processus
expérimental. Il est donc important de prendre en compte ces fluctuations, ce qui peut être
obtenu en introduisant un modèle polarisable impliquant des charges fluctuantes.
En dynamique moléculaire, plusieurs méthodes ont été proposées afin d’introduire la polarisa-
tion de l’électrode. Même si cela induit dans tous les cas un coût computationnel additionnel, il
est important de représenter cette polarisabilité dans les supercondensateurs, où les interactions
électrostatiques et la polarisation électronique ont un effet majeur sur la détermination des
propriétés pertinentes. La polarisabilité est définie par la capacité du nuage d’électrons à se
déformer sous l’effet d’un champ électrique. Pour les électrodes, elle est définie par l’aptitude
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des atomes de l’électrode à conduire le courant électrique. Plus précisemment, la polarisabilité
de l’électrode est représentée par la redistribution des charges portées par ses atomes sous l’effet
d’un champ électrique. L’un des modèles employés pour inclure la polarisabilité des électrodes
consiste à utiliser un oscillateur de Drude modifié, en utilisant une tige rigide à la place du
ressort qui sépare les deux charges portées par chaque atome [112]. La polarisabilité est par
conséquent modélisée par la rotation de la tige.
Un deuxième modèle pour implémenter la polarisation des électrodes consiste à attribuer
une distribution de charge gaussienne aux atomes de l’électrode. Cette polarisabilité a d’abord
été introduite par Siepmann et Sprik dans des simulations de type Car-Parrinello [113], puis par
Reed et al. dans des simulations de dynamique de type Born-Oppenheimer [89]. Ceci est réalisé en
traitant la charge de chaque atome d’électrode comme un degré de liberté supplémentaire [113],
déterminé à chaque pas de temps de dynamique moléculaire en minimisant l’énergie totale de
polarisation :
U =
∑
i
qi(t)
[
Ψi({qj})
2 +
qi(t)κ√
2pi
−Ψ0i
]
(2.27)
où qi est la charge de l’atome i, κ−1 est la largeur de la distribution gaussienne représentant la
distribution de charge correspondant à cet atome, Ψi({qj}) est le potentiel électrostatique à la
position i induit par tous les ions et molécules de l’électrolyte ainsi que tous les autres atomes de
l’électrode et Ψ0i est le potentiel imposé à l’atome i (une valeur commune pour tous les atomes
de chaque électrode). Le second terme dans le membre de droite correspond à l’interaction de la
distribution de charge gaussienne avec elle-même. L’expression est ainsi minimisée à chaque pas
de temps de façon auto-cohérente par une étape initale de prédiction [114,115] suivie d’itérations
de gradients conjugués. Dans le cas de systèmes aqueux, cette approche a été appliquée à des
paires d’ions et de l’eau pure afin de comprendre l’interface eau-platine [80–83].
Le modèle de fluctuation de charge sera adopté dans nos simulations afin de tenir compte de
la polarisation des électrodes. Dans notre équipe, nous utilisons un programme de simulations
moléculaires, appelé METALWALLS, développé initialement par l’équipe de Paul Madden
(Université d’Oxford) en collaboration avec Mathieu Salanne, un membre de notre laboratoire.
Ce programme est destiné aux simulations de dynamique moléculaire, en prenant en compte
la polarisation explicite de la surface métallique qui varie au cours d’une simulation où le
potentiel des électrodes est imposé. Ce programme a déjà été validé par les études précédentes
sur des liquides ioniques et des électrolytes organiques avec des électrodes de CDC et de
graphite [59–64,79,116].
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L’importance de la polarisabilité de l’électrode est démontrée par l’inhomogéneité des charges
portées par les atomes de surface au cours de la simulation. Comme montré sur la première
couche interfaciale de graphite dans la Figure 2.8, les charges sur la surface varient en fonction de
la configuration instantanée des ions de l’électolyte à proximité. En effet, les charges portées par
les atomes de l’électrode dépendent à la fois du potentiel appliqué et de la configuration des ions
et du solvant de l’électrolyte à proximité. La fluctuation de charge permet également d’étudier la
dynamique de charge des électrodes en partant d’une configuration équilibrée à un potentiel nul,
et d’appliquer ensuite une différence de potentiel non nulle entre les électrodes. Cette méthode
est en effet nécessaire pour une description réaliste de l’interface électrode-électrolyte [79], et
fournit des informations quantitatives sur la capacité et les propriétés interfaciales [116].
Une simulation à charge constante permet d’accélérer le processus de charge et d’atteindre
rapidement une configuration d’équilibre. Cependant, dans de telle simulation, la température
peut s’élever d’une dizaine de milliers de K en quelques ps seulement, ce qui n’est pas du tout
réaliste. Toutefois, nous sommes partis de configurations dans lesquelles les atomes de l’électrolyte
sont répartis sur une grille (ce qui n’est pas physique). Les systèmes ont été initialement équilibrés
avec une simulation à charges fixes nulles pendant 2 ns ce qui nous permet d’atteindre plus
rapidement une configuration de départ assez physique. À la fin de cette équilibration, les
configurations finales sont extraites et utilisées comme point de départ pour des opérations
d’équilibration et de production à potentiel nul. En suivant le même processus, les dernières
configurations sont extraites pour démarrer les cycles de production à potentiel non nul.
2.6 | Paramètres de simulations
Dans cette partie, nous présentons les paramètres permettant d’établir les boîtes de simulations
de dynamique moléculaires des différents systèmes étudiés au cours de cette thèse.
Pour tous les systèmes étudiés, le champs de force consiste en une somme d’interactions
coulombiennes et de Lennard-Jones (cf. Tableaux 2.2, 2.1 et 2.3). Toutes les simulations de
dynamique moléculaire sont effectuées dans l’ensemble NV T avec un pas de temps de 1 fs
(10−15 s). Tandis que les atomes des électrodes sont immobiles tout au long de la simulation,
la température du fluide est maintenue à T = 298 K grâce à un thermostat Nosé-Hoover avec
un temps de relaxation de 1 ps (10−12 s). En raison de l’anisotropie des systèmes nous avons
utilisé des conditions aux limites périodiques à deux dimensions : le système est reproduit
dans les directions parallèles aux électrodes (selon les axes x et y) mais pas selon l’axe z
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(perpendiculaire aux électrodes). Nous avons utilisé la sommation d’Ewald pour calculer les
interactions électrostatiques, adaptées à nos conditions aux limites périodiques à 2D [89,90].
Pendant la charge du supercondensateur, nous avons imposé une différence de potentiel de
∆Ψ = 1.0 V entre les deux électrodes tout en les traitant comme des conducteurs parfaits, en
utilisant la méthode de fluctuation de charge expliquée dans la partie 2.5. Cette différence de
potentiel est réalisée par l’application d’un potentiel Ψ+ = +∆Ψ/2 à l’électrode positive et
Ψ− = −∆Ψ/2 à l’électrode négative.
2.6.1 | Structures poreuses
Afin d’étudier l’effet de la structure du carbone poreux sur les différents propriétés du
supercondensateur, nous avons simulé des systèmes à deux structures différentes de CDC :
CDC-800 et CDC-1200 (en référence à la température expérimentale de synthèse) et à deux
concentrations différentes : 0.5 M et 1.0 M, afin d’étudier l’effet de la concentration de l’électrolyte
sur la capacité de l’électrode.
Les dimensions des différentes boîtes de simulations ainsi que le nombre de particules
constituants les différents systèmes étudiés dans cette thèse sont détaillés dans le Tableau 2.4.
Ces choix permettent d’aboutir à la bonne densité expérimentale du liquide dans la région bulk.
Système Lx(Å) Ly(Å) Lz(Å) NC Nions Neau
CDC-800/NaCl (0.5 M) 43.3 43.3 183.0 3821 70 7700
CDC-800/NaCl (1.0 M) 43.3 43.3 183.0 3821 139 7615
CDC-800/KCl (1.0 M) 43.3 43.3 183.0 3821 139 7615
CDC-800/LiCl (1.0 M) 43.3 43.3 183.0 3821 139 7615
CDC-1200/NaCl (0.5 M) 43.7 43.7 186.4 3649 80 8800
CDC-1200/NaCl (1.0 M) 43.7 43.7 186.4 3649 160 8800
Tableau 2.4 – Nombre d’atomes et dimensions des boites de simulations à base d’électrodes
de CDC : Lx, Ly et Ly sont les dimensions, NC est le nombre d’atomes de carbone dans une
électrode, Nions est le nombre de paires d’ions dans l’électrolyte et Neau est le nombre de
molécules d’eau.
Il est également à noter que les électrodes de CDC ont toutes une géométrie cubique (de coté
43.3Å pour le CDC-800 et 43.7Å pour le CDC-1200). Comme dans les études précédentes sur les
liquides ioniques et les électrolytes organiques, nous avons placé des parois répulsives à chaque
extrémité de la dimension non périodique de la cellule de simulation, constitués d’atomes neutres,
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afin d’empêcher les molécules de sortir de la boite par les pores. Pour les atomes constituant ces
parois, nous avons considéré les mêmes paramètres de Lennard-Jones du carbone.
2.6.2 | Structures planes
Dans le cas du graphite, nous avons étudié trois électrolytes (LiCl, NaCl et KCl), chacun à
deux concentrations différentes (0.5 M et 1.0 M). Nous avons utilisé les mêmes dimensions de
boîte de simulation avec les trois électrolytes. (cf. Tableau 2.5).
Concentration Lx(Å) Ly(Å) Lz(Å) NC Nions Neau
0.5 M 34.1 36.9 67.9 1440 20 2200
1.0 M 34.1 36.9 67.9 1440 40 2200
Tableau 2.5 – Nombre d’atomes et dimensions de la boite de simulation à base d’électrodes
de graphite : Lx, Ly et Ly sont les dimensions, NC est le nombre d’atomes de carbone dans
une électrode, Nions est le nombre de paires d’ions dans l’électrolyte et Neau est le nombre de
molécules d’eau.
Contrairement au cas poreux, dans les cellules à électrodes planes, il n’est pas nécessaire
de placer les murs répulsifs aux extrémités de la boite sur la direction z, puisque les électrodes
planes empêchent naturellement le liquide de sortir de la boîte.
Ce qu’il faut retenir
Dans ce chapitre, nous avons présenté la méthode de simulation de dynamique
moléculaire ainsi que certaines propriétés structurales et dynamiques. Nous avons
introduit les différents électrolytes (LiCl, NaCl et KCl), ainsi que les différentes
structures d’électrodes de carbone (graphite, CDC-800 et CDC-1200) étudiés au cous
de ce travail. Enfin, nous avons présenté les champs de force utilisés pour décrire les
interactions entre les atomes du système ainsi que la méthode permettant de prendre
en compte la polarisabilité des électrodes afin d’avoir une description réaliste du
processus de charge/décharge du supercondensateur.
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Dans ce chapitre, nous allons présenter une étude de dynamique moléculaire à potentiel
constant de deux cellules électrochimiques basées sur un électrolyte aqueux et des électrodes de
CDC-800. Nous calculons la capacité pour deux concentrations en sel de l’électrolyte et nous
validons nos simulations par comparaison avec des expériences de voltamétrie cyclique. Nous
discutons ensuite les prédictions des théories de Debye-Hückel et de Poisson-Boltzmann, ainsi
que du modèle de Donnan modifié, couramment utilisés pour prédire la capacité et l’adsorption
de sel dans le contexte de la récupération d’énergie bleue par mélange capacitif (CapMix) et la
désalinisation par déionisation capacitive (CDI). Les résultats seront interprétés par des analyses
de la solvatation et du confinement des ions à l’intérieur des électrodes. Enfin, nous discutons les
implications de nos résultats sur le stockage de l’énergie bleue par CapMix et la désalinisation
de l’eau par CDI.
3.1 | Capacité
La capacité d’un supercondensateur est définie comme le rapport entre la quantité de charge
stockée entre deux surfaces conductrices séparées par un milieu diélectrique et la différence de
potentiel appliquées entre ces surfaces. Pour un supercondensateur, la capacité est l’une des
propriétés d’intérêt essentiel permettant d’évaluer sa performance. En effet, plus la capacité
augmente, plus le supercondensateur est performant. Dans le cas des structures poreuses, la
capacité est communément exprimée en fonction de la masse de l’électrode (capacité gravimé-
trique) en F g−1, mais selon l’intérêt, elle peut également être exprimée en fonction de la surface
de l’électrode (capacité surfacique) en F m−2 ou en fonction du volume (capacité volumique) en
F m−3. En particulier, deux types de capacités peuvent être distinguées : la capacité différentielle
et la capacité intégrale.
3.1.1 | Capacité différentielle
La capacité différentielle d’un condensateur décrit la variation de la charge lors d’un change-
ment de la tension entre les électrodes. Elle peut s’écrire ainsi :
Cdiff =
∂〈Qtot〉
∂∆Ψ ,
(3.1)
où 〈Qtot〉 représente la charge totale moyenne (portée par tous les atomes) de l’électrode, ∆Ψ la
différence de potentiel appliquées entre les deux électrodes et ∂/∂∆Ψ signifie la variation de
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la grandeur correspondante par rapport à ∆Ψ. Dans certains cas, où 〈Qtot〉 est linéairement
proportionnelle à la variation de la différence de potentiel appliquée entre les électrodes, la
capacité différentielle est égale à la capacité intégrale (qui sera définie dans la prochaine section
3.1.2). Dans ce cas, elle peut être estimée par la pente de l’évolution de la charge moyenne en
fonction de la différence de potentiel appliquée. Pour pouvoir évaluer rigoureusement la capacité
différentielle d’un condensateur, il est indispensable de réaliser plusieurs simulations à différents
potentiels appliqués entre les électrodes. Cependant, explorer plusieurs potentiels nécessite un
coût de calcul trop important. Nous nous intéressons donc uniquement aux calcul des capacités
intégrales dans la suite de cette thèse.
3.1.2 | Capacité intégrale
La capacité intégrale correspond à la charge moyenne totale portée par une électrode divisée
par la différence de potentiel appliquée entre les électrodes :
Cint =
〈Qtot〉
∆Ψ .
(3.2)
En raison de la neutralité électrique du système, la charge moyenne totale sur l’électrode
positive est exactement égale à l’opposé de la charge moyenne totale sur l’électrode négative.
Contrairement à la capacité différentielle, l’intérêt de la capacité intégrale réside dans la possibilité
de la calculer à partir d’une seule simulation de dynamique moléculaire à différence de potentiel
∆Ψ fixe. En effet, il suffit de calculer la charge totale portée par l’électrode à partir de nos
simulations et la diviser par la différence de potentiel imposée. La charge totale est égale à la
somme des charges individuelles portées par les atomes de carbone d’une électrode à chaque pas
de simulation.
En simulation moléculaire, nous calculons d’abord la capacité intégrale de la cellule à partir
de la charge moyenne 〈Q〉 qui est liée aux capacités interfaciales des deux électrodes par la
relation suivante :
1
Ccell
= 1
C−
+ 1
C+
, (3.3)
où C− et C+ sont respectivement les capacités de l’interface électrolyte/électrode négtive et
l’interface électrolyte/électrode positive qui correspondent à deux condensateurs en série. La
capacité de l’électrode correspondante est alors obtenue en supposant que les électrodes se
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comportent de manière parfaitement symétrique (c’est à dire C− = C+), ce qui conduit à
C− = C+ = 2 Ccell. Les expériences effectuées par l’équipe de P. Simon à CIRIMAT (Toulouse)
avec une cellule à trois électrodes confirment qu’il s’agit d’une hypothèse raisonnable, C− n’étant
que légèrement supérieure à C+ (moins de 10%). Une autre façon de déterminer la capacité
de chaque électrode est à partir de la chute de potentiel interfaciale en intégrant l’équation de
Poisson :
∇2Ψ = −ρq
ε0
, (3.4)
avec Ψ le potentiel électrostatique, ρq la densité volumique de charge et ε0 la constante diélectrique
du milieu. Dans le cas des structures planes, où le milieu est isotrope dans les directions parallèles
aux électrodes (selon x et y), la densité de charge ne dépend que de la direction perpendiculaire
aux électrodes (selon z), le potentiel électrostatique s’écrit sous la forme :
Ψ(z) = Ψ(z0)− 1
ε0
∫ z
z0
dz′
∫ z′
−∞
dz′′ρq(z′′), (3.5)
où z0 est un point de référence à l’intérieur de l’électrode de gauche, Ψ(z0) = Ψ− et ρq(z) est la
densité volumique de charges le long de la cellule, incluant à la fois les atomes des électrodes et
les charges portées par les ions de l’électrolyte. Une représentation typique du profil de potentiel
de Poisson d’un électrolyte entre deux électrodes planes est montrée sur la Figure 3.1.
Figure 3.1 – Représentation typique du profil de potentiel de Poisson pour un électrolyte
entre deux électrodes planes. Ici, c’est un exemple de liquide ionique entre deux électrodes de
graphite [117]. La différence de potentiel est égale à 2 V. Le potentiel Ψbulk correspond à la valeur
du plateau et permet de déterminer les chutes de potentiel interfaciales par ∆Ψ± = Ψ± −Ψbulk.
Expérimentalement, Ψbulk est mesuré grâce à l’électrode de référence.
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La chute du potentiel correspondante à chaque interface électrode/bulk est donnée par :
∆Ψ± = Ψ± −Ψbulk, (3.6)
où Ψbulk correspond à la valeur plateau du potentiel (dans la région bulk). Nous pouvons ainsi
calculer la capacité intégrale de chaque interface comme suit :
C± =
±〈Qtot〉
∆Ψ± .
(3.7)
Contrairement aux électrodes de graphite, dans le cas des structures poreuses de CDC, en
raison de l’anisotropie de l’électrode dans les directions x et y et à cause de l’hétérogénéité induite
par la présence des ions à l’intérieur des pores de l’électrode, il est impossible d’utiliser l’équation
de Poisson. Par conséquent, les chutes de potentiel à travers chaque interface ne peuvent plus être
déterminées. Dans ce cas, pour déterminer la capacité individuelle de l’électrode nous sommes
obligés de passer par la capacité totale de la cellule et de supposer que les deux électrodes se
comportent de façon parfaitement symétrique.
Dans ce chapitre, nous allons présenter le calcul des capacités intégrales d’un système à
électrodes poreuses de CDC-800 et un électrolyte aqueux (NaCl) avec deux concentrations (0.5 M
et 1.0 M), afin d’étudier l’évolution de la capacité de l’électrode en fonction de la concentration
de l’électrolyte et les implications de nos résultats sur la production de l’énergie bleue par
CapMix et la désalinisation de l’eau par CDI. Pour les deux concentrations, nous avons réalisé
des simulations d’un processus de charge du supercondensateur à potentiel constant avec une
différence de potentiel ∆Ψ = 1.0 V .
Le Tableau 3.1 rassemble le nombre d’atomes de carbone dans chaque électrode, le nombre
de molécules d’eau et le nombre de paires d’ions dans l’électrolyte pour chaque concentration,
ainsi que les valeurs de la charge totale moyenne portée par l’électrode positive et la valeur
de la capacité intégrale correspondante. Pour les structures poreuses, on privilège les capacités
gravimétrique (rapportée à la masse de l’électrode).
Nous notons en premier lieu, dans le Tableau 3.1, que la capacité de l’électrode correspondant
à la concentration de l’électrolyte la moins élevée (0.5 M) est égale à 103 F g−1 tandis pour la
concentration la plus élevée (1.0 M), elle vaut 107 F g−1. En raison de la fluctuation de la charge
totale de l’électrode en fonction de la configuration microscopique de l’électrolyte au voisinage
de l’électrode, l’augmentation de la capacité de l’électrode avec la concentration de l’électrolyte
est fortement liée à la densité des ions adsorbés aux surfaces des électrodes (voir Figure 3.6) qui
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Système NC Neau Nions 〈Qtot〉(e) C(F/g)
CDC-800 / NaCl 0.5 M 3821 7700 70 24.480 ± 0.5 103 ± 2
CDC-800 / NaCl 1.0 M 3821 7615 139 25.316 ± 0.8 107 ± 3
Tableau 3.1 – Charges totales moyennes de l’électrode négative et capacités intégrales correspon-
dantes pour les deux systèmes CDC-800 / NaCl 0.5 M et 1.0 M. NC est le nombre d’atomes
de carbone dans une électrode, Neau est le nombre de molécules d’eau, Nions est le nombre de
paires d’ions. 〈Qtot〉 est la valeur de la charge totale moyenne de l’électrode positive et C est la
capacité intégrale massique (gravimétrique) de l’électrode.
résulte de la configuration microscopique du fluide au voisignage de l’électrode.
3.2 | Comparaison avec les expériences électrochimiques
Les études électrochimiques effectuées en lien avec nos travaux ont été effectués par Assane
Sene et ses collaborateurs au CIRIMAT sous la direction du Pr. Patrice Simon. La cellule
électrochimique utilisée au CIRIMAT est une cellule de type "swagelok" [118]. Elle consiste
en une électrode de référence, une électrode de travail et une contre-électrode. L’électrode de
référence, souvent en argent, permet de sonder le potentiel du bulk et contrôler ainsi le potentiel
de l’électrode positive et celui de l’électrode négative indépendamment pendant le cyclage
voltamétrique. La contre-électrode, composée de carbone activé, doit présenter une large surface
spécifique, donc une large capacité pour permettre à l’électrode de travail d’être l’électrode
limitante en capacité. Enfin, l’électrode de travail, composé de carbone CDC, est celle dont on
cherche à quantifier la capacité. La poudre de CDC (Carbon-Ukrain) est préparée par la réaction
de chloration de carbure de titane (TiC) en poudre à 800 ◦C [25, 119]. L’électrode sera donc
notée CDC-800 en référence à la température de la réaction de chloration. Ensuite, le matériau
est recuit pendant deux heures à 600 ◦C dans le dihydrogène pour éliminer les traces de chlore
et autres groupes de surface [120]. Un film actif est fabriqué en mélangeant 95% en poids de
CDC avec 5% en poids de liant de polytétrafluoroéthylène (PTFE de DuPont TM). Une fois
calandrées, des électrodes de 11 mm de diamètre sont découpées. L’épaisseur du film actif est
d’environ 300 µm, avec une masse surfacique de 15 mg/cm2. Des disques de platine (conducteur
parfait) sont utilisés comme collecteurs de courant et deux couches de cellulose poreuse de 25
µm d’épaisseur (de Nippon Kodoschi Corporation, NKK) sont utilisées comme séparateur.
Il existe une deuxième méthode pour déterminer la capacité d’une cellule électrochimique en
utilisant seulement deux électrodes. Dans cette méthode, l’électrode de référence est éliminée et
la contre-électrode est remplacée par une électrode parfaitement identique à l’électrode de travail
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(voir Figure 1.7). Le film actif, les collecteurs de courant ainsi que le séparateur, identiques à ceux
décrits dans la première technique, sont également utilisés dans la deuxième méthode. Cependant,
dans cette méthode, en raison de l’absence de l’électrode de référence et donc de l’ignorance
du potentiel du bulk, il est impossible de déterminer directement les capacités individuelles des
électrodes. Cette méthode permet donc d’estimer la capacité individuelle de l’électrode à partir
de la capacité de la cellule en utilisant deux électrode parfaitement symétriques. Cette méthode
est en effet, parfaitement équivalente à nos méthodes de simulation.
L’une des méthodes expérimentales permettant la caractérisation électrochimique de telles
cellules est la voltamétrie cyclique (en anglais cyclic voltammetry, CV). Dans une expérience de
voltamétrie cyclique, le potentiel de l’électrode de travail est augmenté linéairement en fonction
du temps. Une fois que le potentiel maximal choisi a été atteint, le potentiel de l’électrode de
travail est diminué linéairement pour revenir au potentiel initial (voir Figure 3.2). Le taux de
variation de la tension dans le temps au cours de chacune de ces phases est appelé vitesse de
balayage et exprimé en V s−1. Ces cycles de rampes de potentiel peuvent être répétés autant de
fois que nécessaire. Le potentiel est mesuré entre l’électrode de travail et l’électrode de référence,
tandis que le courant est mesuré entre l’électrode de travail et la contre-électrode. Le courant
sur l’électrode de travail est tracé en fonction de la tension appliquée pour donner le tracé du
voltamogramme cyclique (Figure 3.3).
Figure 3.2 – Forme du potentiel appliqué lors d’une expérience de voltamétrie cyclique.
Dans le but de valider expérimentalement les résultats de nos simulations, des expériences
de voltamétrie cyclique ont été effectuées sur les électrode de CDC-800 avec un potentiostat
multicanal (VMP3, Biologic) pour plusieurs concentrations de NaCl (0.05, 0.1, 0.5 et 1 mol L−1)
à une vitesse de balayage de 1 mV s−1. Deux séries de mesures par système pour deux plages,
entre 0.0 et 0.6 V et entre 0.0 et 0.7 V, sont effectuées, conduisant à quatre estimations de
la capacité de chacun. Les valeurs et les incertitudes indiquées dans le Tableau 3.2 sont les
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moyennes et les écarts types correspondants. Ces tensions sont suffisamment faibles pour éviter
les processus faradiques (réactions d’oxydo-réduction) liés à la décomposition de l’eau sur les
électrodes de carbone.
La Figure 3.3 présente une superposition des voltamogrammes cycliques pour différentes
concentrations en sel, pour des potentiels compris entre 0.0 et 0.6 V. Le courant représenté
dans la Figure 3.3 résulte de l’adsorption électrostatique des ions de l’électrolyte sur la surface
de carbone. La réponse électrochimique est capacitive dans la plage de concentrations et de
tensions considérée. En effet, dans le cas d’un supercondensateur idéal, la réponse prend la
forme d’un rectangle parfait. Les bordures opposées sur les deux extrémités le long de l’axe de
potentiel montrent que la cellule est non idéale à cause des résistances interfaciales ainsi que la
résistance de l’électrolyte dans le bulk et dans les pores des électrodes. La capacité expérimentale
est ensuite calculée à partir de la dérivée par rapport au potentiel de la charge de l’électrode,
obtenue en intégrant le courant électrique lors de la décharge de la cellule électrochimique.
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Figure 3.3 – Voltamogrammes cycliques de cellules électrochimiques à base d’électrodes de
CDC-800 et de solutions aqueuses de chlorure de sodium à des concentrations allant de 0.05 à
1.0 M. La vitesse de balayage du potentiel est de 1 mV s−1 (expériences réalisées par Assane
Sene au laboratoire CIRIMAT).
Les capacités issues des simulations moléculaires résumées dans le Tableau 3.1 et des expé-
riences électrochimiques qui figurent dans le Tableau 3.2 sont remarquablement en accord pour
les deux concentrations de sel communes (0.5 M et 1.0 M). Un tel accord quantitatif est, en effet,
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Concentration (mol L−1) Capacité (F g−1)
0.05 M 80 ± 3
0.1 M 96 ± 4
0.5 M 113 ± 2
1.0 M 121 ± 3
Tableau 3.2 – Capacité de l’électrode de CDC-800 en fonction de la concentration de NaCl à
partir des expériences de voltamétrie cyclique.
meilleur que celui précédemment obtenu dans des simulations similaires de CDC avec des liquides
ioniques et des électrolytes organiques (par exemple, environ 20% dans la référence [121]). Dans
ce dernier cas, les divergences sont principalement dues à la chute ohmique dans les expériences
avec très peu ou pas de solvant. Le nombre d’heures de calcul qui nous ont été attribuées dans
le cadre de ce travail, ne nous permettent pas, malheureusement, de simuler des concentrations
inférieures à 0.5 M, car cela nécessiterait des simulations soit beaucoup plus longues (à cause
du faible nombre d’ions) soit de systèmes de très grande taille. Une comparaison directe des
résultats expérimentaux avec les simulations n’est donc pas possible dans ces cas faiblement
concentrés. Nous verrons par la suite qu’il est cependant possible de faire le lien entre simulations
à forte concentration et prédictions pour des concentrations plus faibles.
3.3 | Prédictions des modèles continus
Dans cette partie, nous allons comparer nos résultats de simulation avec les prédictions
de trois théories couramment utilisées dans les contextes de mélange capacitif (CapMix) et
déionisation capacitive (CDI), à savoir les théories de Debye-Hückel (DH), Poisson-Boltzmann
(PB) et le modèle de Donnan modifé (modified-Donnan, mD).
3.3.1 | Modèle de Debye-Hückel
La description la plus simple de la capacité des doubles couches électriques découle de la
théorie de Debye-Hückel, proposée par Peter Debye et Erich Hückel en 1923 [48]. Cette théorie
considère l’électrolyte comme des ions ponctuels qui ne sont pas polarisés par le champ électrique
environnant. La solvatation des ions est ignorée et le solvant ne joue aucun autre rôle que de
fournir un milieu continu de permittivité relative uniforme (constante diélectrique r). Il n’y a
pas d’électrostriction et les ions individuels entourant un ion "central" peuvent être représentés
par un nuage moyenné sur le plan statistique de densité de charge continue, avec une distance
minimale d’approche de la surface. Ainsi dans cette hypothèse, les ions ponctuels interagissent
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uniquement à travers des interactions électrostatiques au niveau champ moyen (comme dans la
théorie de Poisson-Boltzmann) dans la limite où ces interactions sont très faibles, c’est-à-dire
l’énergie d’agitation thermique est très grande devant celle issue des interactions électrostatiques :
eΨ
kBT
 1 (3.8)
avec e la charge élémentaire, Ψ le potentiel (par rapport à la valeur du bulk), kB la constante
de Boltzmann et T la température. La capacité correspondante par unité de surface est alors
égale à :
CDH =
0r
λD
, (3.9)
avec 0 la permittivité dans le vide et λD la longueur d’écrantage de Debye dans le bulk de
l’électrolyte :
λD =
√
0rkBT
e2
∑
i ciz
2
i
, (3.10)
où la somme s’effectue sur les concentrations d’ions ci, et de valence zi (dans le cas présent
d’un électrolyte 1-1 avec une concentration en sel csel, cette somme est tout simplement égale à
2× csel).
Les prédictions de ce modèle, en utilisant des hypothèses raisonnables pour les paramètres
correspondants, sont résumées dans le Tableau 3.3. En particulier, pour la constante diélec-
trique de l’eau, nous avons considéré à la fois la valeur dans le bulk r = 78.3 et une valeur
(arbitrairement) réduite d’un ordre de grandeur r = 8. Cela nous permet de rendre compte, de
manière simple, de l’évolution de la réponse diélectrique de l’eau à une interface électrifiée et
sous confinement, même si cette réponse est plus complexe, en particulier en raison de la rupture
de symétrie induite par les parois [122–125], et peut entraîner une augmentation inattendue de
la permittivité dans des géométries spécifiques [126].
Concentration en sel (mol L−1) Capacité (F g−1)
r = 78.3 r = 8
0.5 3117± 4 997± 1
1.0 4409± 6 1409± 2
Tableau 3.3 – Capacité spécifique de l’électrode de CDC-800 (en F g−1) pour deux concentrations
en sel en utilisant la théorie de Debye-Hückel, calculée à partir de la charge d’une cellule
électrochimique symétrique sous une tension de 1.0 V. Les incertitudes sont basées sur celle de
la surface spécifique (voir Tableau 4.2).
Nous observons à partir du Tableau 3.3 que le modèle de DH surestime la capacité spécifique de
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l’électrode de plus d’un ordre de grandeur par rapport aux simulations moléculaires (Tableau 3.1)
et aux expériences (Tableau 3.2), même avec une permittivité réduite du solvant. L’augmentation
de la capacité spécifique avec la concentration en sel observée dans les Tableaux 3.1 et 3.2 est
prise en compte par la théorie de DH, même si la dépendance en racine carrée de la concentration
surestime cette augmentation.
3.3.2 | Théorie de Poisson-Boltzmann
Pour améliorer les prévisions, il ne suffit pas de résoudre numériquement l’équation non-
linéaire de PB sans introduire d’autres effets physiques. Dans ce cas, la capacité prédite serait
encore plus grande qu’avec le modèle de DH. En effet, la non-linéarité de l’équation PB augmente
la chute de potentiel sur la double couche électrique (EDL) et aboutit à des concentrations si
grandes que les interactions entre ions dépassent les interations électrostatiques au niveau champ
moyen. En particulier, l’effet du volume exclu en raison de la taille finie des ions ne peut pas
être négligé. Par conséquent, nous ne discuterons dans ce qui suit, que d’une extension de PB
qui prend en compte les effets du volume exclu [127,128].
Freise [49] a proposé en 1952 une approche pour les électrolytes chargés qui a été également
appliquée avec succès par Kornyshev dans le contexte des liquides ioniques [129] pour calculer la
capacité différentielle sans introduire les interactions coulombiennes exactes entre ions (approxi-
mation du champ moyen) et en prenant en compte dans l’expression de l’entropie l’effet de la
taille finie des ions. Cela a permis de trouver une expression qui décrit les profils de densité de
charge en simplifiant les corrélations entre les ions, ainsi que leur potentiel chimique. La capacité
différentielle par unité de surface est alors donnée par :
CPB = CDH
cosh eϕ2kBT
1 + 2γ sinh2 eϕ2kBT
√√√√√ 2γ sinh2 eϕ2kBT
ln
[
1 + 2γ sinh2 eϕ2kBT
] , (3.11)
avec CDH la capacité de Debye-Hückel, γ = 2csel/cmax le paramètre de saturation du réseau
(où cmax est la concentration locale maximale possible d’ions) et ϕ la chute de potentiel sur la
double couche électrique (pour un condensateur symétrique ϕ = ∆Ψ/2). Deux allures de courbes
de capacité de double-couche en fonction du potentiel de l’électrode peuvent être distinguées
selon la valeur de γ : une forme de chameau (camel-shaped) pour de faibles valeurs de γ et une
forme de cloche (bell-shaped) pour des valeurs élevées de γ comme le montre la Figure 3.4.
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Figure 3.4 – Capacité de la double couche électrique en fonction du potentiel u de l’électrode
pour les valeurs indiquées de γ introduite dans l’équation 3.11 : comportement en forme de
chameau pour γ = 0.1 et en forme de cloche pour γ = 0.5 et γ = 1 [129].
Ce modèle a bien reproduit les résultats expérimentaux du comportement de la capacité en
fonction du potentiel de l’électrode pour des structures planes d’électrode.
Les prédictions de la capacité spécifique de l’électrode en utilisant PB sont résumées dans
le Tableau 3.4. Comme dans le cas de DH, nous avons calculé la capacité de l’électrode en
considérant les mêmes valeurs de constante diélectrique de l’eau. En outre, pour la saturation de
la double couche électrique, nous avons considéré deux valeurs de concentrations maximale en
sel pour évaluer l’influence de ce paramètre (arbitraire).
Concentration Capacité (F g−1)
r = 78.3 r = 8
cmax = 1 M cmax = 5 M cmax = 1 M cmax = 5 M
0.5 M 509± 1 1191± 2 163± 1 381± 1
1.0 M 500± 1 1168± 2 160± 1 373± 1
Tableau 3.4 – Capacité spécifique de l’électrode de CDC-800 (en F g−1) pour deux concentrations
en sel en utilisant la théorie de Poisson-Boltzmann, calculée à partir de la charge d’une cellule
électrochimique symétrique sous une tension de 1.0 V. Les incertitudes sont basées sur celle de
la surface spécifique. Ici, cmax est la concentration maximale autorisée dans cette théorie, pour
prendre en compte la saturation en volume dans la réf [129]. (voir équation 3.11).
L’ordre de grandeur de la capacité prédite par la théorie PB est comparable aux expériences si
l’on utilise la permittivité réduite et une concentration maximale en sel à l’intérieur de la double
couche de cmax = 1.0 M, même si cette valeur est faible (voir notamment la discussion sur les
concentrations de sel dans les micropores dans la partie 3.5.1, ci-dessous). Une valeur plus grande,
– 65 –
Des simulations moléculaires au modèles continus
cmax = 5.0 M (toujours inférieure à la solubilité de NaCl dans l’eau à température ambiante),
entraîne une surestimation de la capacité. De plus, la théorie de PB prédit que les conditions
considérées tombent dans le régime de saturation, où la capacité diminue légèrement lorsque la
concentration en sel augmente, en contradiction avec les résultats de simulation moléculaire et
les résultats expérimentaux.
Dans les matériaux macroporeux ou mésoporeux, l’étape naturelle suivante pour améliorer ces
modèles à double couche électrique consiste à inclure une couche de Stern d’ions condensés [50],
avec une capacité associée par unité de surface égale à :
CSt =
0St
λSt
, (3.12)
avec St et λSt la permittivité effective et l’épaisseur de la couche Stern, respectivement. Cette
capacité est associée en série avec celle de la couche diffuse CD = DDH ou CPB. Cependant,
dans le cas des électrodes de CDC où la taille des pores est comparable à celle des ions et des
molécules du solvant, la distinction entre les couches Stern et diffuse est certainement ambiguë
et par conséquent, la quantification de St et λSt est quelque peu arbitraire. Cette approche ne
sera donc pas envisagée dans ce travail.
En conclusion de cette section, les modèles de DH et PB ne peuvent pas être appliqués pour
notre cas puisque les corrélations ioniques, qui sont particulièrement fortes dans les gammes de
concentration de nos systèmes, ne sont pas prise en compte dans ces modèles.
3.3.3 | Modèle de Donnan modifié
Lorsque la longueur d’écrantage dans l’électrolyte devient comparable à la taille des pores de
l’électrode, le recouvrement des doubles couches électriques dans une électrode rend la description
plus difficile. Cependant, dans la limite où la double couche électrique est plus grande que la
taille des pores, il est possible d’obtenir une description simplifiée où le potentiel à l’intérieur du
micropore est uniforme, avec une différence de potentiel appelée potentiel de Donnan ∆ΨD entre
le micropore et le bulk de l’électrolyte. Les concentrations ioniques à l’intérieur des micropores
cmi,i sont ensuite rapportées à celles du bulk comme suit :
cmi,i = cbulk,i exp
[
(−zie∆ΨD + µatt)
kBT
]
, (3.13)
où µatt est un potentiel chimique attractif (d’excès) qui entraîne une plus grande concentration
de sel à l’intérieur des micropores, même en l’absence du potentiel de Donnan. Ce paramètre est
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généralement maintenu à une valeur fixe (2 à 3kBT ), mais une détermination autocohérente a
également été suggérée en introduisant une autre relation [130] :
µatt =
E
cmi,ions
, (3.14)
avec E un paramètre découlant de la polarisabilité de l’électrode et cmi,ions la concentration en
sel dans les micropores qui s’écrit pour un électrolyte 1-1 :
cmi,ions = cmi,+ + cmi,− = 2cbulk exp(
µatt
kBT
) cosh(e∆ΨD
kBT
), (3.15)
où cmi,+ et cmi,− sont respectivement les concentrations de cations et d’anions dans les micropores.
La densité de charge par unité de volume de micropore est ainsi égale à :
σmiF = (cmi,+ − cmi,−)F = −2Fcbulk exp( µatt
kBT
) sinh(e∆ΨD
kBT
), (3.16)
avec F la constante de Faraday. La densité de charge s’écrit alors :
σmiF = −CSt,vol∆ΨSt, (3.17)
avec ∆ΨSt la différence de potentiel de Stern et CSt,vol une capacité par unité de volume de
micropore, qui est généralement paramétrée comme suit :
CSt,vol = CSt,vol,0 + ασ2mi. (3.18)
Pour la cellule électrochimique symétrique considérée ici, avec des électrodes identiques, la
tension de la cellule dans les conditions d’équilibre, c’est-à-dire en l’absence de courant électrique,
est liée aux potentiels de Donnan et de Stern par :
∆Ψ = 2|∆ΨD + ∆ΨSt|. (3.19)
Pour comparer les prédictions de ce modèle avec nos simulations moléculaires et les expériences
de CV, nous calculons enfin la capacité spécifique (par unité de masse de l’électrode) à partir
de la capacité de l’électrode par unité de volume de micropore du modèle de Donnan modifié
(−σmiF/(∆Ψ/2)) en multipliant par la porosité Φ et en divisant par la densité massique de
l’électrode ρsolide (voir Tableau 4.2 pour les valeurs de ρsolide et Φ), le facteur 2 résulte de la
conversion de la capacité de la cellule en capacité de l’électrode).
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Pour prédire la capacité en utilisant ce modèle, nous avons adopté des valeurs typiques
de la littérature pour les différents paramètres : µatt = 3kBT , CSt,vol,0 = 200 MF m−3 et
α = 30 F m3 mol−2 [131]. Pour déterminer la capacité en utilisant un potentiel chimique attractif
(d’excès), calculé de façon autocohérente µatt = E/cion,mi, nous avons adopté un paramètre
E = 300 kBT mol m−3 [130]. Les résultats sont regroupés dans le Tableau 3.5.
Capacité (F g−1)
Concentration de l’électrolyte 0.5 M 1.0 M
µatt fixe a 43 45
µatt autocohérent b 36 38
Paramètres ajustés à la simulation c 100 109
Tableau 3.5 – Capacité spécifique de l’électrode de CDC-800 (en F g−1) pour deux concentrations
en sel en utilisant Donnan modifié, calculée à partir de la charge d’une cellule électrochimique
symétrique sous une tension de 1.0 V.
a Adopté de [131] : µatt = 3kBT , CSt,vol,0 = 200 MF m−3 et α = 30 F m3 mol−2.
b CSt,vol,0 et α comme ci-dessus, mais avec µatt = E/cion,mi, avec cion,mi la concentration de sel
dans les pores et E = 300 kBT mol m−3 (voir [130]).
c Ajustés sur nos résultats de simulation moléculaire : µatt = 3kBT , CSt,vol,0 = 426 MF m−3 et
α = 30 F m3 mol−2
D’après les résultats du Tableau 3.5, en utilisant les paramètres de la littérature, le modèle
de Donnan modifié, sous-estime la capacité d’un facteur d’environ 2 à 3 lorsqu’une valeur fixe
de µatt est utilisée, mais, contrairement à PB, il tient compte approximativement de la légère
augmentation de la capacité avec la concentration en sel. Puisque l’effet de la forme autocohérente
pour déterminer le µatt est de réduire la capacité [130], ceci n’améliore pas l’accord avec les
résultats expérimentaux et de simulation moléculaire dans le cas présent.
Pour récapituler, aucun de ces modèles traditionnels (DH, PB et mD) n’est capable de décrire
correctement l’ordre de grandeur de la capacité et son augmentation avec la concentration en
sel. Néanmoins, il convient de distinguer les modèles DH et PB, qui s’appliquent a priori de
mieux en mieux pour les structures planes d’électrodes ou les grands pores [132], et le modèle
de Donnan modifié, qui s’applique dans le régime de recouvrement total des doubles couches,
même s’il décrit les interactions des ions avec le fluide environnant et l’électrode d’une manière
simplifiée au niveau champ moyen, qui ne prend pas correctement en compte les interactions
à l’échelle moléculaire. Nous avons donc choisi de paramétrer le modèle de Donnan modifié à
partir des résultats de capacité de nos simulations moléculaires, en modifiant le moins possible
de paramètres.
– 68 –
Des simulations moléculaires au modèles continus
Comme le montre le Tableau 3.5 (cas c), cet objectif peut être atteint en augmentant la valeur
de CSt,vol,0 d’un facteur d’environ 2, en ajustant le modèle de Donnan modifié sur les résultats
de simulations moléculaires. Étant donné que les paramètres du modèle de Donnan modifié sont
sensibles à de nombreux facteurs, tels que la surface spécifique ou la porosité, et dépendent
donc du processus de préparation, il n’est pas surprenant que les valeurs de la littérature (même
pour des matériaux similaires) ne soient pas directement transférables aux présents résultats
expérimentaux. Cependant, cela souligne la nécessité de disposer de données expérimentales pour
ajuster les paramètres du modèle de Donnan modifié, alors que notre approche de simulation
moléculaire n’utilise les capacités expérimentales qu’à des fins de validation.
3.4 | Prédiction de l’énergie bleue récupérable par Cap-
Mix
Nous discutons maintenant les implications de nos résultats pour la récupération de l’énergie
bleue par mélange capacitif (CapMix). Le cycle CapMix est illustré dans la courbe charge-tension
de la Figure 3.5.
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Figure 3.5 – Cycle thermodynamique de CapMix, utilisant deux électrolytes avec différentes
concentrations en sel. Segment A : la cellule électrochimique est chargée sous une tension
d’alimentation ∆ϕ en présence de l’électrolyte le plus concentré (eau de mer), correspondant
à une grande capacité C1 de la cellule. Segment B : la tension entre les électrodes augmente
lorsque l’électrolyte est remplacé par l’électrolyte le plus dilué (eau de rivière, faible capacité de
cellule C2) en circuit ouvert. Segment C : la cellule électrochimique est ensuite déchargée jusqu’à
la tension d’alimentation ∆ϕ avant d’être rincée de nouveau avec un électrolyte concentré en
circuit ouvert (segment D). L’énergie extraite par cycle, ∆Ecycle, est égale à la surface de la
région bleue.
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En utilisant une cellule électrochimique symétrique avec une alimentation en tension de
∆ϕ et deux électrolytes de concentrations différentes (conduisant aux capacités de cellule C1
> C2, avec C1 et C2 les capacités de la cellule en présence de l’eau de mer et l’eau de rivière
respectivement), l’énergie extraite par cycle est donnée par la surface de la région trapézoïdale
comme suit :
∆Ecycle =
1
2 (Q1 −Q2)
(
C1
C2
∆ϕ− C2
C1
∆ϕ
)
= 12
(C1 − C2)2
Ceff
∆ϕ2, (3.20)
avec
1
Ceff
= 1
C1
+ 1
C2
, (3.21)
où Ceff est une capacité effective correspondant aux deux condensateurs en série (notons
qu’ici, C1 et C2 font référence à des capacités de cellule électrochimique entière et non à
celles des électrodes). Nous estimons maintenant l’énergie extraite par cycle CapMix ∆Ecycle
pour le CDC étudié ici en considérant les concentrations typiques en eau de rivière et en mer
(respectivement 20 et 500 mM) et une alimentation typique en tension ∆ϕ = 300 mV, comme
dans la littérature [16,19,133].
Le Tableau 3.6 présente la capacité en fonction de la concentration en sel de l’électrolyte,
prédite par le modèle mD avec des paramètres ajustés aux données de simulation à 0,5 et
1,0 M. Bien qu’il ne soit pas parfait, l’accord avec la capacité expérimentale disponible (voir le
Tableau 3.2) semble suffisant pour estimer la capacité à une concentration encore plus faible de
20 mM, ce qui donne un résultat de 70 F g−1.
Concentration (mol L−1) Capacité (F g−1)]
Donnan-modifié ajusté Expérience CV
0.005 61 -
0.02 70 -
0.05 78 80
0.1 83 96
0.5 100 113
1.0 109 121
Tableau 3.6 – Capacité d’électrode (en F g−1) pour une cellule électrochimique symétrique à
électrodes de CDC-800 sous une d.d.p. de 1.0 V, en utilisant le modèle de Donnan modifié avec
des paramètres ajustés pour reproduire les résultats de nos simulations moléculaires pour la
capacité à concentration élevée (voir Tableau 3.5) et rappel des résultats expérimentaux du
Tableau 3.2.
À partir de cette valeur et de celle à 500 mM, l’équation (3.20) prédit une énergie théorique
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par cycle de ∆Ecycle ∼ 0.5 J g−1. Une telle valeur est inférieure à la valeur anticipée pour les
CDCs par Brogioli lors de l’introduction de la notion de CapMix [16], à savoir 1.6 J g−1 avec
des concentrations en sel comparables (24 et 600 mM). Cependant, cette estimation reposait sur
l’hypothèse d’une capacité de 300 F g−1, ce qui est trop important par rapport à la capacité
réelle (voir Tableau 3.2). L’ordre de grandeur reste toutefois comparable. De plus, cette valeur
inférieure reste environ 3 à 4 fois plus grande que les données expérimentales rapportées pour la
même tension avec un carbone poreux à pores plus grands (densité 0,58 g cm−3, porosité de 65%,
SSA 1330 m2g−1) [19]. Cela confirme l’intérêt potentiel des CDC comme matériau d’électrode
pour le procédé CapMix.
3.5 | Etude structurale du fluide à l’intérieur de l’élec-
trode
Une phase essentielle pour la compréhension des propriétés de ce supercondensateur est
l’étude de la structure locale du fluide à l’intérieur des pores de l’électrode. En particulier,
l’organisation de l’électrolyte à la surface de l’électrode a une influence directe sur la capacité de
l’électrode. Dans la suite, nous allons présenter des études microscopiques de la structure locale
du fluide à l’intérieur des électrodes de carbone, en analysant les profils de densités des ions, les
fonctions de distributions radiales, les nombres de solvatation des ions ainsi que leur degré de
confinement.
3.5.1 | Profils de densité
On définit la densité par le nombre de molécules/atomes présents dans un volume donné.
Dans un fluide sans interface (bulk), le système est homogène et la densité est par conséquent
identique en tout point de l’espace. Dans notre cas, la présence des électrodes provoque une
hétérogénéité dans la direction perpendiculaire aux électrodes (z). Il est alors important d’étudier
la densité ionique le long de la cellule électrochimique, moyennée selon les deux directions x et
y (en raison de la périodicité du système sur ces deux axes). Pour cela, la boite de simulation
est divisé en plusieurs domaines le long de la direction (z). Chaque domaine possède donc un
volume égal au produit de sa largeur par la surface décrite par les longueurs de la boite selon x
et y (Lx × Ly).
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La Figure 3.6 montre les profils de densité de l’eau et des ions dans la cellule de simulation
pour les deux concentrations en sel simulées (la densité de carbone locale est également indiquée),
tandis que le Tableau 3.7 récapitule les concentrations moyennes correspondantes des ions dans
le bulk d’électrolyte et à l’intérieur des électrodes (par unité de volume de pore) ainsi que la
densité d’eau associée.
(a) 0.5 mol L−1
(b) 1.0 mol L−1
Figure 3.6 – Profils de densité le long de la cellule de simulation, pour une concentration
moyenne en sel de (a) 0.5 et (b) 1.0 M. L’électrode négative (resp. positive) de CDC-800 se
trouve à gauche (resp. à droite) de la cellule. Les lignes verticales en pointillé correspondent aux
limites des électrodes dans la direction z.
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Le profil de densité de l’eau dans la région éloignée des électrodes est plate et la densité
correspondante est égale à celle de l’eau dans le bulk. Du fait de la nature discrète (moléculaire)
du fluide, on observe quelques couches d’eau (de 2 à 3 couches) à l’interface entre l’électrode
et la région du bulk. La densité de l’eau par unité de longueur de la boîte de simulation est
plus petite à l’intérieur des électrodes que dans le bulk en raison de la présence des atomes de
carbone. Cependant, la densité de l’eau à l’intérieur des pores (voir Tableau 3.7) est en réalité
plus importante que dans le bulk. Une telle augmentation peut être due à plusieurs facteurs,
notamment le confinement, qui perturbe la structure du fluide, en particulier, sa capacité à
former des liaisons hydrogène, ou encore à l’électrostriction en présence des champs électriques
locaux à l’intérieur de l’électrode [134].
Système Espèces Electrode négative Bulk Electrode positive
0.5 mol L−1 Na+ (mol L−1) 1.9 0.46 0.0
Cl− (mol L−1) 0.3 0.46 1.6
Eau (g cm−3) 1.39 1.01 1.52
1.0 mol L−1 Na+ (mol L−1) 2.2 0.9 0.3
Cl− (mol L−1) 0.5 0.9 2.0
Eau (g cm−3) 1.45 1.0 1.47
Tableau 3.7 – Concentrations de cations et d’anions et densité de l’eau, dans le bulk et dans les
pores des électrodes CDC-800, à partir d’une simulation moléculaire sous une d.d.p. de 1.0 V.
Les incertitudes sont de l’ordre 0.1 M pour les concentrations en ions et 0.01 g cm−3 pour les
densités d’eau.
Nous notons également qu’il existe une asymétrie entre les électrodes, avec une densité d’eau
légèrement plus grande dans l’électrode positive en corrélation avec une concentration en ions
légèrement inférieure à celle dans l’électrode négative. Une telle asymétrie est probablement
due aux différences de rayons ioniques et de propriétés de solvatation, ou encore à l’effet de la
distribution de charges de surface sur l’orientation des molécules d’eau [65, 116,135], qui ne sont
pas de simples dipôles. Cela est en accord avec la légère asymétrie mentionnée dans la partie
3.1.2 observée sur les capacités expérimentales. Ce comportement asymétrique n’est pas décrit
dans aucun des modèles DH, PB ou Donnan modifié. Néanmoins, une asymétrie pourraient être
introduite en utilisant des paramètres supplémentaires, par exemple différents cmax ou γ (resp.
µatt) pour différents ions dans le modèle PB (resp. Donnan modifié), qui devraient être ajustés
en conséquence.
Les concentrations moyennes de cations et d’anions dans le bulk sont égales et légèrement
inférieures à celles anticipées lors de la conception des simulations avec la concentration cible
moyenne ; de manière correspondante, la concentration ionique à l’intérieur des pores est plus
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grande que dans le bulk. Cette observation est cohérente avec les observations expérimentales
qui ont motivé l’introduction du potentiel chimique attractif en excès dans le modèle de Donnan
modifié. L’amplitude de cette augmentation correspond à µatt ≈ 1 - 2 kBT , c’est-à-dire légèrement
plus petite que les valeurs utilisées dans la littérature, mais comparable à celles-ci. L’augmentation
de la concentration en ions à l’intérieur des électrodes peut également contribuer à la plus faible
permittivité à l’intérieur des pores, même si dans l’ensemble la diminution pour ces concentrations
ne dépasse pas un facteur 2 dans le bulk [136].
3.5.2 | Prédictions de la quantité de sel adsorbé par CDI
La concentration ionique à l’intérieur des électrodes obtenue à partir des simulations mo-
léculaires est comparée aux prévisions du modèle de Donnan modifié dans le Tableau 3.8. La
concentrations des ions adsorbés est calculée en tant que masse totale des ions à l’intérieur des
électrodes, divisée par la masse des deux électrodes [21].
Γsalt =
[
(c++ + c−+)MNa + (c+− + c−−)MCl
] Φ
2ρsolid
(3.22)
où les indices se réfèrent aux ions et les exposants aux électrodes, et MNa et MCl sont les masses
molaires des ions.
Système Méthode Sel adsorbé (mg g−1)
0.5 mol L−1 Simulation DM 14
Donnan avec µatt fixe a 6
Donnan avec µatt autocohérent a 5
Donnan ajusté à la simulation DM a 15
1.0 mol L−1 Simulation DM 18
Donnan avec µatt fixe a 7
Donnan avec µatt autocohérent b 5
Donnan ajusté à la simulation DM c 17
Tableau 3.8 – Quantité de sel adsorbé à l’intérieur des micropores d’électrode CDC-800 pour
une cellule électrochimique symétrique sous une d.d.p. de 1.0 V, à partir des simulations de
dynamique moléculaire et du modèle de Donnan modifié avec diverses hypothèses. Les résultats
sont exprimés en masse totale d’ions à l’intérieur des deux électrodes, par unité de masse des
deux électrodes (voir équation (3.22)).
a Adopté de [131] : µatt = 3kBT , CSt,vol,0 = 200 MF m−3 et α = 30 F m3 mol−2.
b CSt,vol,0 et α comme ci-dessus, mais avec µatt = E/cion,mi, avec cion,mi la concentration de sel
dans les pores et E = 300 kBT mol m−3 (voir [130]).
c Ajustés sur les résultats actuels de la simulation moléculaire : µatt = 3kBT ,
CSt,vol,0 = 426 MF m−3 et α = 30 F m3 mol−2
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Le modèle de Donnan modifié sous-estime la concentration ionique d’un facteur d’environ
2 à 3 lorsque les valeurs de la littérature sont utilisées pour les paramètres µatt et CSt,vol,0.
Comme pour la capacité, l’utilisation de la forme autocohérente de la référence [130] entraîne une
légère diminution de la concentration ionique à l’intérieur des électrodes ; c’est-à-dire que cela
n’améliore pas la prédiction. L’utilisation des valeurs de µatt et de CSt,vol,0 ajustées aux résultats
de la simulation de dynamique moléculaire pour la capacité à concentration élevée, qui reproduit
raisonnablement la capacité expérimentale à des concentrations inférieures, améliore également
la prédiction pour le sel adsorbé, avec un excellent accord avec les résultats de simulation.
De plus, d’après les résultats de simulation moléculaire, la concentration ionique est plus
grande dans l’électrode négative, où les cations sont en excès par rapport aux anions. Une telle
asymétrie, qui ne peut pas être prédite au niveau des modèles DH, PB ou Donnan modifié,
découle probablement de la différence de taille entre les cations et les anions, même si l’asymétrie
de la molécule d’eau peut également jouer un rôle (comme dans le cas de la solvatation des ions
dans le bulk). Cette différence de volume occupé par les ions est également anti-corrélée à la
différence de densité d’eau à l’intérieur des deux électrodes. Ceci est cohérent avec les simulations
précédentes de liquides ioniques et d’électrolytes organiques à l’intérieur des électrodes CDC, qui
indiquaient que le volume global du liquide à l’intérieur des pores est à peu près inchangé lorsque
sa composition change en présence d’une différence de potentiel [59, 63]. Les concentrations
asymétriques en ions semblent également suggérer que les électrodes ne portent pas la même
charge. Cependant, ce n’est pas le cas, car les régions interfaciales (où l’eau est structurée en
couches (voir la Figure 3.6)) portent également une faible charge ionique en excès, qui est plus
grande du côté de l’électrode négative. Nous notons enfin que cette asymétrie suggère également
que la capacité des électrodes positive et négative peut différer légèrement. Toutefois, dépasser
cette hypothèse en déterminant les capacités des électrodes à partir de la capacité de la cellule
nécessiterait des approches spécifiques allant au-delà de la portée de ce travail [117].
Des études antérieures sur les électrodes CDC se sont concentrées sur leur application au
CDI plutôt qu’à CapMix. Il est donc difficile de comparer directement la capacité et la teneur
en sel adsorbé. En effet, dans de tels cas, les expériences sont effectuées à faible concentration
en sel car, à des concentrations élevées, le CDI consomme plus d’énergie que d’autres procédés
de dessalement, tels que l’osmose inverse [21]. Par exemple, Porada et al. ont rapporté des
capacités d’environ 10 à 15 F g−1 et des capacités d’adsorption de sel de 10 à 15 mg g−1 pour
des concentrations de 5 mM et avec divers CDCs sous des tensions d’environ 1 V [131,137]. À
partir du modèle de Donnan modifié avec les paramètres ajustés pour reproduire les résultats
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Concentration (mol L−1) Adsorption d’ions (mg g−1)
0.005 9
0.02 11
0.05 12
0.1 13
0.5 15
1.0 17
Tableau 3.9 – Quantité de sel adsorbé par une cellule électrochimique symétrique à électrodes de
CDC-800 sous une d.d.p. de 1.0 V, en utilisant le modèle de Donnan modifié avec des paramètres
ajustés pour reproduire les résultats de nos simulations MD pour la capacité à concentration
élevée (voir Tableau 3.5).
de notre simulation MD pour la capacité (à concentration élevée), nous extrapolons la capacité
d’adsorption de sel à 9 mg g−1 pour une concentration de 5 mM (voir Tableau 3.9). En gardant à
l’esprit que ce modèle sous-estime légèrement les résultats de la simulation à forte concentration,
cela confirme le potentiel des CDCs pour la déionisation capacitive en général, par rapport à
d’autres matériaux (avec des valeurs typiques comprises principalement entre 1 et 10 mg g−1 ;
voir par exemple, le Tableau 1 dans la référence [21]) et suggère simultanément qu’il est encore
possible d’optimiser des CDCs pour cette application.
3.5.3 | Solvatation et confinement des ions à l’intérieur des électrodes
Après avoir examiné les conséquences des nos résultats pour CapMix et CDI à l’échelle
macroscopique, nous fournissons ici quelques informations microscopiques supplémentaires sur la
solvatation des ions et leur confinement à l’intérieur des électrodes. De telles informations sont
en effet beaucoup plus difficiles à obtenir expérimentalement que la réponse électrochimique,
alors qu’il est très important de comprendre les mécanismes impliqués.
Comme expliqué dans la partie 2.2.8.3, le nombre de solvatation de chaque ion est le nombre
de molécules d’eau présentes dans sa sphère de solvatation, définie par un rayon de coupure
déterminé à partir de la position du premier minimum des fonctions de distributions radiales
entre les ions et les molécules d’eau. Que ce soit dans le bulk ou à l’intérieur des électrodes, le
rayon de coupure de la sphère de solvatation est égal à 3.3Å pour Na+ et 3.9Å pour Cl−, comme
le montre la Figure 3.7.
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(a) Na+ - Eau
(b) Cl+ - Eau
Figure 3.7 – Fonctions de distribution radiale pour (a) Na+ - Eau et (b) Cl− - Eau, calculées
dans le bulk ainsi qu’à l’intérieur des électrodes CDC-800 pour une concentration d’électrolyte
de 1.0 M. Un comportement similaire est observé avec 0.5 M (voir Figures B.1 et B.2 dans
l’Annexe B).
– 77 –
Des simulations moléculaires au modèles continus
En outre, le degré de confinement (d.o.c. degree of confinement) de chaque ion peut être
calculé comme la fraction de l’angle solide occupé par les atomes d’électrode dans la première
couche de coordination des ions par les atomes de carbone [63]. Suivant la référence [138], l’angle
solide αi,j est défini par :
αi,j = 2pi [1− cos(θi,j)] = 2pi
1− di,j√
d2i,j +R2j
 (3.23)
avec di,j la distance entre un ion i et un atome de carbone j, Rj le rayon de la sphère correspondant
à un atome de carbone et θi,j l’angle calculé à partir de Rj et di,j (voir Figure 3.8a).
Figure 3.8 – Représentation explicative du calcul de l’angle solide. (b) Structure graphitique,
où l’angle solide atteint seulement 60.46% de la valeur maximale 4pi [30].
Dans les électrodes poreuses utilisées dans nos simulations, les atomes de carbone appar-
tiennent généralement à des cycles comprenant six atomes de carbone. Il en résulte que la
distance carbone-carbone est approximativement constante et égale à 1.43Å [139]. Sur cette
base, le rayon des atomes de carbone appartenant aux électrodes est choisi égal à la moitié
de la distance typique carbone-carbone. Pour un système de particules ponctuelles (de rayon
infinitésimal), l’angle solide total autour d’un ion donné peut atteindre la valeur maximale de 4pi.
Dans notre cas, où la plupart des atomes de carbone appartiennent à des cycles à six atomes, les
sphères de carbone occupent seulement 60.46% de la surface de l’hexagone, comme le montre la
Figure 3.8b. Par conséquent, l’angle solide maximal pouvant être couvert est 60.46% de l’angle
solide maximal (4pi) d’un solide parfaitement dense. Le degré de confinement est ainsi défini
comme suit :
DoC(i) =
∑NC
j=1 αi,j
0.6046× 4pi100
(3.24)
où NC est le nombre de coordination d’un ion i par les atomes de carbone. Une représentation
descriptive des différents d.o.c. est donnée dans la Figure 3.9.
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Figure 3.9 – Représentation intuitive de différents degrés de confinement : de gauche à droite,
un d.o.c d’environ 100%, 80%, 50% et 25%.
La Figure 3.10 illustre la distribution des nombres de solvatation pour Na+ et Cl−, dans le
bulk et à l’intérieur des électrodes positives et négatives pour le système 1.0 M.
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Figure 3.10 – Distribution du nombre de solvatation pour les ions Na+ (à gauche) et Cl− (à
droite) dans le bulk, et dans les électrodes négatives et positives, pour le système NaCl 1.0 M
entre des électrodes de CDC-800 sous une tension de 1.0 V. Les résultats concernant le système
0.5 M sont en Annexe B (Figure B.3).
Alors que dans le bulk la distribution de Na+ est étroite autour d’une moyenne de 6 molécules
d’eau, sous confinement, le nombre moyen de solvatation diminue à 5,5 et à 5,8 dans l’électrode
positive et l’électrode négative et la distribution devient plus large. Un comportement similaire
est observé pour Cl−, avec une diminution de 7,4 dans le bulk à environ 7 dans les électrodes
positives et négatives et un élargissement de la distribution.
Alors que la diminution du nombre de solvatation dans des conditions de confinement extrême
peut sembler plutôt limitée comparée aux précédentes études sur les liquides ioniques et les
électrolytes organiques [59,63], il convient de noter que les ions Na+ «sont traditionnellement
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considérés comme ayant une couche de solvatation presque incassable», comme indiqué par Sayer
et al. [140]. Nous avons donc examiné plus précisément le lien entre le nombre de solvatation
et le confinement des ions. L’élargissement de la distribution suggère l’existence de plusieurs
environnements microscopiques explorés par les deux types d’ions à l’intérieur des électrodes.
Nous analysons plus en détail cette question en calculant la distribution jointe du nombre de
solvatation et du degré de confinement, illustrée pour le système 1.0 M sur la Figure 3.11.
(a) (b)
Figure 3.11 – Distribution jointe du nombre de solvatation et du degré de confinement (d.o.c.)
des ions (a) Na+ et des ions (b) Cl− dans l’électrode positive (bleu foncé et rouge) et l’électrode
négative (bleu clair et orange), pour le système 1.0 M. Les histogrammes correspondent aux
valeurs discrètes du nombre de solvatation et aux intervalles finis du d.o.c. (de largeur 2% pour
Na+ et 10% pour Cl−) Les résultats concernant le système 0.5 M sont en Annexe B (Figure B.4).
Malgré la diminution de leur nombre de solvatation moyen, la plupart des cations Na+ ne
sont pas en contact direct avec l’électrode : dans l’électrode négative (resp. positive), plus de
93% (resp. 97%) ont un d.o.c. inférieur à 2%, et il n’y a quasiment pas de cations possédant un
d.o.c. supérieur à 6%, entraînant ainsi un d.o.c. moyen de seulement 0.3% (resp. 0.1%). Alors
que la majorité des ions Cl− dans l’électrode négative (environ 97%) ont un d.o.c. inférieur à
10%, environ 18% des anions dans l’électrode positive ont un d.o.c. supérieur à 10% associé à une
diminution significative du nombre de solvatation (à 6.4 ou moins). Des anions Cl− fortement
confinés sont également observés à l’intérieur de l’électrode positive (environ 4%), avec un d.o.c.
supérieur à 30% et un nombre de solvatation aussi faible que 3. Cependant, le d.o.c. moyen de
Cl− reste modéré : environ 2% (resp. 7%) dans l’électrode négative (resp. positive). Nous notons
que la plus grande capacité de désolvatation de Cl− par rapport à Na+ est cohérente avec leurs
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différentes énergies libres d’hydratation qui sont de l’ordre de -340.6 kJ/mol pour Cl− et -379.2
kJ/mol pour Na+ [141].
Plus généralement, ces résultats montrent que la charge du supercondensateur non seulement
déséquilibre les concentrations ioniques à l’intérieur des micropores de l’électrode du fait de
leurs charges opposées, mais dépend également de caractéristiques moléculaires plus complexes
(comme l’effet de la nature des ions par exemple). Une étude détaillée de ces effets spécifiques
qui pourraient jouer un rôle important en pratique pour les applications, sera présentée dans le
Chapitre 5. Comme nous l’avons montré dans ce chapitre, la simulation moléculaire fournit un
outil approprié pour étudier de tels effets sans les introduire a priori dans un modèle analytique.
Ce qu’il faut retenir
Nous avons montré que la simulation moléculaire fournit un outil fiable pour étudier
les électrolytes aqueux dans des électrodes de carbone nanoporeuses réalistes, pour
des concentrations de sel suffisamment grandes pour que de telles simulations puissent
être effectuées. Les capacités prédites sont en excellent accord avec les expériences. En
revanche, les théories de Debye-Hückel et de Poisson-Boltzmann ne peuvent pas être
appliquées dans de telles conditions de confinement extrême, même en tenant compte
de la diminution de la permittivité induite par le confinement ou en introduisant
l’effet du volume exclu, suivant l’approche qui a porté ses fruits avec les liquides
ioniques entre des surfaces planes. Ces modèles doivent être utilisés avec prudence
pour les carbones nanoporeux tels que les CDC afin d’estimer la capacité ou l’énergie
extraite par mélange capacitif. En revanche, nous avons montré que les résultats de
la simulation moléculaire à fortes concentrations peuvent être utilisés pour ajuster
un modèle de Donnan modifié, ce qui permet ensuite d’extrapoler les prédictions vers
des concentrations plus faibles (correspondant à l’eau de rivière) dans le contexte de
CapMix et CDI, en trouvant un accord raisonnable avec la capacité expérimentale.
Cette approche est donc fondamentalement différente de l’ajustement des données
expérimentales au modèle de Donnan modifié, une pratique qui est couramment
utilisé dans le contexte de la déionisation capacitive.
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Effet de la structure du carbone sur la capacité
À l’aide d’une combinaison de nos simulations de dynamique moléculaire et d’expériences
de voltamétrie cyclique effectuées par nos collaborateurs expérimentateurs au CIRIMAT, nous
étudions dans ce chapitre l’effet de la structure microporeuse de l’électrode de carbone sur les
performances des supercondensateurs à base d’électrodes en carbone dérivé de carbure (CDC)
et de solutions aqueuses de NaCl comme électrolytes, à des concentrations représentatives de
l’eau de mer (0.5 et 1 mol L−1). Nous comparons les valeurs expérimentales obtenues par
voltamétrie cyclique pour trois matériaux de CDC différents notés CDC-800-exp, CDC-1100-exp
et YP-50F-exp aux valeurs de simulation obtenues pour deux structures de CDC (CDC-8x et
CDC-1x) ainsi qu’une électrode en graphite. En particulier, nous étudions l’effet de la porosité
et le rôle du caractère graphitique sur la capacité de l’électrode de carbone.
4.1 | Capacités expérimentales
La Figure 4.1 présente les voltamogrammes cycliques (CV) d’une solution aqueuse de NaCl de
concentration 1.0 M avec trois structures de carbone microporeuses différentes, pour des potentiels
compris entre 0.0 et 0.6 V (pour rester dans la fenêtre de potentiel de stabilité électrochimique
de l’eau). La forme rectangulaire du CV est typique d’une réponse électrochimique capacitive
pour la concentration et la plage de tensions considérées.
Figure 4.1 – Voltamogrammes cycliques de cellules électrochimiques à base de carbones micro-
poreux expérimentaux et de solutions aqueuses de chlorure de sodium comme électrolytes pour
trois structures différentes (CDC-800-exp, CDC-1100-exp et YP-50F-exp) à une concentration
d’électrolyte de 1.0 M (expériences effectuées au laboratoire CIRIMAT par Assane Sene). Le
taux de balayage potentiel est de 1 mV s−1 dans tous les cas.
– 85 –
Effet de la structure du carbone sur la capacité
Comme expliqué précédemment dans la partie 3.2, la capacité expérimentale est ensuite
déterminée en différenciant la charge de l’électrode par rapport au potentiel. La charge est
obtenue en intégrant le courant électrique lors de la décharge de la cellule électrochimique. Les
capacités correspondant aux CV de la Figure 4.1 sont résumées dans le Tableau 4.1.
Structure de carbone Capacité (F g−1)
CDC-800-exp 123 ± 3
CDC-1100-exp 87 ± 3
YP-50F-exp 93 ± 3
Tableau 4.1 – Capacité spécifique de l’électrode (en F g−1) à partir de la voltamétrie cyclique des
cellules électrochimiques à base de carbones microporeux expérimentaux et de solutions aqueuses
de chlorure de sodium comme électrolytes pour trois structures différentes (CDC-800-exp,
CDC-1100-exp et YP-50F-exp) à une concentration d’électrolyte de 1.0 M.
Étant donné que le CDC-800-exp contient des pores plus petits que les deux autres matériaux,
une capacité plus grande n’est pas surprenante. Cependant, l’effet est beaucoup plus prononcé
que dans les études précédentes sur des électrolytes aqueux, pour lesquels les cations alcalins
et l’anion chlorure ne manifestent généralement pas d’effets de tamisage importants dans la
gamme de taille de pores que nous étudions [142]. Ceci suggère que la structure du carbone joue
un rôle au-delà de la taille moyenne des pores. En particulier, le degré de graphitisation peut
contribuer aux différences observées entre les structures de carbone microporeux. Les grandes
surfaces planes doivent en effet être défavorables car elles ne permettent pas un confinement
suffisant des ions adsorbés [58,63].
4.2 | Caractérisation des structures étudiées
Afin de mieux comprendre l’effet de la structure du carbone, nous étudions la capacité
issue des simulations de deux structures différentes : le CDC-8x et le CDC-1x (correspondant
respectivement aux CDC-800 et CDC-1200 selon Palmer et al. [104]), illustrées dans la Figure 4.2.
Toutefois, nous utilisons pour les structures simulées, uniquement dans ce chapitre, les termes
CDC-8x et CDC-1x pour distinguer les structures simulées des structures expérimentales. Ces
deux électrodes possèdent des structures différentes ainsi que des tailles et des aménagements
différents de la porosité. Il est indispensable de caractériser ces structures afin d’étudier le
confinement des ions par les atomes de carbone et son effet sur la désolvatation des ions à
l’intérieur de l’électrode. Mais avant cela, nous allons présenter une analyse géométrique qui
permettra d’identifier les principales différences entre les deux structures de carbone.
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(a) (b)
Figure 4.2 – Illustrations des deux structures poreuses de carbone simulées : (a) CDC-8x et (b)
CDC-1x.
Comme déjà expliqué dans la partie 2.4.2, ces structures ont été obtenues par une simulation
d’une trempe (QMD) par Palmer et al. [104]. La structure de CDC-8x simulé correspond à
une vitesse de trempe 8 fois plus élevée que celle pour le CDC-1x (voir Figure 2.9), ce qui
donne une structure plus désordonnée pour le cas du CDC-8x, comme le montre la Figure 4.2.
Une comparaison des images de Microscopie de Transmission Electronique Haute Résolution
(High-Resolution Transmission Electron Microscopy, HRTEM) entres les strutures simulées et les
structures expérimentales est représentée dans la Figure 4.3, extraite de [104]. De plus, tous les
atomes sans voisins, qui peuvent éventuellement présenter des charges artificielles trop élevées
lors de l’application d’une différence de potentiel entre les électrodes ont été supprimé.
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Figure 4.3 – Comparaison des images HRTEM expérimentales reconstructions des images
HRTEM ses systèmes simulées. (A) Image HRTEM de Ti-CDC synthétisées à 800 °C (à gauche)
et reconstruction de l’image HRTEM de la structure simulée avec une vitesse de trempe de 8x
(à droite). (B) Identique à (A) mais pour 1200 °C et 1x, tiré de la référence [104].
Même si la précision n’est pas excellente en raison de la différence d’épaisseur entre le
carbone expérimental et le carbone simulé, on voit clairement la correspondance d’organisation
des structures. Le CDC-8x (correspondant au CDC-800) présente une structure plus amorphe
que celle du CDC-1x et ceci est clairement présent dans les images HRTEM des structures
expérimentales et simulées. Par contre, le CDC-1x présente quelques petites couches graphitiques
parallèles et des pores plus grands et interconnectés via des canaux avec des volumes plus
importants.
L’analyse géometrique des électrodes simulées est basée sur la décomposition de Voronoï qui,
pour un arrangement d’atomes donné dans un domaine périodique, fournit une représentation
graphique de l’espace vide. Le réseau de Voronoï résultant est analysé pour obtenir le diamètre
de la plus grande sphère incluse et de la plus grande sphère libre, qui sont deux paramètres
géométriques fréquemment utilisés pour décrire la géométrie des pores. L’accessibilité des
nœuds du réseau est également déterminée pour une molécule sonde donnée et les informations
résultantes sont ensuite utilisées pour extraire la dimensionnalité des systèmes de canaux ainsi que
pour l’échantillonnage Monte Carlo de surfaces et de volumes accessibles. La surface spécifique
calculée dépend donc de la localisation intiale de la molécule sonde, ce qui conduit à des points
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de départ différents pour deux électrodes symétriques. Par conséquent, de légères variations de
surface spécifique entre deux électrodes symétriques peuvent être observées. Les algorithmes
permettant ce calcul sont implémentés dans un outil logiciel, Zeo++ [143, 144]. En utilisant
une sonde de rayon 1.3Å (comparable à la taille d’une molécule d’eau), nous avons calculé les
distributions de taille de pores dans les deux matériaux, ainsi que la surface spécifique, ou surface
accessible (specific surface area, SSA ou Accessible Surface Area, ASA), la porosité et la densité
de l’électrode. La distribution de taille des pores dans les deux matériaux est illustrée dans la
Figure 4.4, tandis que les principales caractéristiques des deux structures sont présentées dans le
Tableau 4.2.
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Figure 4.4 – Distribution de taille des pores (Pore size distribution, PSD) pour les électrodes
CDC-1x et CDC-8x calculée à l’aide d’une sonde de rayon 1.3Å, correspondant à la taille d’une
molécule d’eau.
Les tailles de pores pour le CDC-8x sont comprises entre 3 et 14 Å avec une moyenne de
7, 5 Å, tandis que la distribution est plus large pour le CDC-1x, entre 3 et 17 Å avec une moyenne
de 9 Å. Cependant, il est toujours difficile de définir rigoureusement un pore de telles structures
très amorphes. En s’appuyant sur l’analyse de la distribution de tailles des pores, Palmer et al.
ont montré que le CDC-8x est cohérent avec la structure expérimentale d’un CDC synthétisé à
800 °C, alors que la taille moyenne des pores du CDC-1x correspond approximativement à la
taille moyenne des pores du CDC-1200 expérimental (synthétisé à 1200 °C), mais avec beaucoup
moins de zones graphitiques [104]. Cependant, suite à une comparaison de nos résultats à des
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Nom de la structure CDC-8x CDC-1x
Densité (g cm−3) 0.939 0.872
Porosité 23.3 % 35.0 %
Taille moyenne de pore (Å) 7.5 9
Surface spécifique (m2 g−1) 1934 ±2 1857 ±2
Tableau 4.2 – Caractérisations géométrique des deux structures simulées CDC-8x et CDC-1x.
données plus récentes obtenues par diffraction de rayons X (XRD) [145], nous pouvons conclure
que la structure locale à l’intérieur du CDC-1x ressemble à celle d’un CDC synthétisé à partir
de carbure de silicium (SiC) comme illustré dans la Figure 4.5, plutôt que de carbure de titane
(TiC), comme ceux étudiés par nos collaborateurs au CIRIMAT.
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Figure 4.5 – Facteur de structure calculé à partir des positions atomiques pour les structures
CDC-8x et CDC-1x, comparé aux expériences de diffraction de rayons X pour un CDC synthétisé
à partir de carbure de silicium (SiC) provenant de la référence [145].
4.3 | Effet de la structure du carbone
4.3.1 | Electrodes poreuses
Les capacités spécifiques (par unité de masse de l’électrode) issues de simulations moléculaires
des deux matériaux d’électrode (CDC-8x et CDC-1x), avec le même électrolyte aqueux de NaCl
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à deux concentrations différentes (0.5 et 1.0 M), sont résumées dans le Tableau 4.3.
Concentration en sel Capacité (F g−1)
CDC-8x CDC-1x
0.5 M 103 ±2 124 ±3
1.0 M 107 ±3 135 ±3
Tableau 4.3 – Capacité spécifique de l’électrode (en F g−1) à partir des simulations moléculaires
pour les deux structures de carbone poreux CDC-8x et CDC-1x, avec deux concentrations en
NaCl : 0.5 M et 1.0 M
Sachant que le CDC-800 expérimental montre des capacités spécifiques de 113± 3 et 123± 3
F g−1 pour des concentration en sel de 0.5 M et 1.0 M respectivement, les deux structures simulées
(CDC-8x et CDC-1x) présentent des capacités en bon accord avec les résultats expérimentaux
du CDC-800-exp pour les deux concentrations en sel (voir le cas 1.0 M dans Tableau 4.1
pour CDC-800-exp), avec une différence de ' 10% dans les deux cas, correspondant à une
sous-estimation par le CDC-8x et une surestimation par le CDC-1x). Même si elle n’est pas
quantitative, l’augmentation relative de la capacité avec la concentration est également similaire
pour les deux structures.
Ceci est cohérent avec l’analyse structurale des électrodes de carbone, puisque le CDC-8x
présente une distribution de taille des pores typique d’un CDC-800 expérimental, tandis que le
CDC-1x présente une taille de pore moyenne légèrement plus grande mais une structure locale
très similaire à celle d’un SiC-CDC, indiquée dans la comparaison des facteurs de structure
(Figure 4.5). La capacité plus grande obtenue avec CDC-1x comparée à CDC-8x confirme que
même si de petites tailles de pores sont nécessaires pour confiner les ions, connaître la taille
moyenne des pores n’est pas suffisante pour prédire la capacité, et qu’il est nécessaire d’avoir
également une représentation correcte de la forme des pores. Il est à noter qu’une capacité
spécifique plus grande avait déjà été obtenue dans les précédentes simulations du CDC-1x par
rapport à CDC-8x (notés CDC-1200 et CDC-800 dans la référence [60]) en contact avec un
électrolyte à base de liquides ioniques.
La capacité spécifique plus grande du CDC-1x est également corrélée d’une part avec sa
densité plus faible (due à sa plus grande porosité), ce qui conduit à un plus grand nombre d’ions
dans les pores par unité de masse de carbone et d’autre part d’une plus faible proportion de
petits pores par rapport au CDC-8x, de sorte que l’accès des ions de l’électrolyte aux pores des
électrodes est moins encombré.
La composition du liquide à l’intérieur des électrodes peut être déterminée à partir des profils
de densité illustrés à la Figure 4.6, qui indique clairement que le mécanisme de charge principal
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est l’échange d’ions, c’est-à-dire le remplacement des anions (resp. cations) par des cations (resp.
anions) dans l’électrode négative (resp. positive). La capacité du système, c’est-à-dire la quantité
de charge électronique stockée à l’intérieur du matériau de l’électrode, est ensuite déterminée
par la facilité avec laquelle l’électrode peut accueillir une telle charge nette dans l’électrolyte
confiné (qui compense celle de l’électrode).
(a) CDC-8x
(b) CDC-1x
Figure 4.6 – Profils de densité le long de la cellule de simulation sous une tension de 1.0 V, pour
une solution de NaCl (1.0 M) entre deux électrodes de (a) CDC-8x et (b) CDC-1x. L’électrode
négative (resp. positive) de se trouve à gauche (resp. à droite) de la cellule. Les lignes verticales
en pointillé correspondent aux limites des électrodes dans la direction z. Les résultats pour les
systèmes à 0.5 M sont en Annexe C (Figure C.1).
Le Tableau 4.4 résume le nombre de cations et d’anions contenus dans les électrodes ainsi
que dans la région bulk de l’électrolyte, pour les deux systèmes simulés sous une différence de
potentiel de 1 V.
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Système Électrode négative Bulk Électrode positive
N+ N− N+ N− N+ N−
CDC-8x 27 ± 2 6 ± 1 108 ± 2 110 ± 2 4 ± 0.7 22 ± 1
CDC-1x 35 ± 1 7 ± 1 119 ± 2 120 ± 2 7 ± 1 33 ± 2
Tableau 4.4 – Nombre moyen de cations et d’anions à l’intérieur des deux électrodes et dans le
bulk de l’électrolyte, pour les deux systèmes simulés CDC-8x et CDC-1x avec une solution de
NaCl 1.0 M sous une d.d.p. de 1.0 V.
Ces résultats montrent que non seulement le nombre total d’ions dans les pores, mais aussi le
déséquilibre de charge sont plus importants dans CDC-1x que dans CDC-8x. Étant donné que la
taille de l’électrode est comparable dans les deux systèmes simulés, cela signifie que la capacité
spécifique plus grande (charge par unité de masse de l’électrode) n’est pas uniquement due à
la plus petite masse volumique du CDC-1x. Outre le fait que la surface par unité de volume
(SSA divisée par la masse volumique) est légèrement supérieure dans le CDC-1x par rapport
au CDC-8x, ceci souligne l’importance de l’interface entre le carbone et l’électrolyte - comme
prévu pour les supercondensateurs. En outre, la faible masse volumique conduit d’une part à
une capacité spécifique plus grande pour une charge donnée puisque l’on divise la capacité par
la masse de l’électrode et d’autre part, cela permet de faire rentrer plus d’ions à l’intérieur de
l’électrode, et par conséquent le déséquilibre de charge est beaucoup plus prononcé comme l’on
voit pour le cas du CDC-1x dans le Tableau 4.4.
4.3.2 | Electrodes planes
Pour revenir aux cas de CDC-1100-exp et YP-50-exp, nos simulations avec les électrodes
CDC-8x et CDC-1x ne peuvent pas être utilisées pour interpréter les résultats expérimentaux
car ces carbones expérimentaux ont une structure locale qui a un caractère graphitique plus
fort. Nous avons donc effectué des simulations supplémentaires d’électrolytes concentrés en
NaCl en contact avec des électrodes en graphite pur. Comme indiqué dans la référence [146],
pour les électrodes planes, la meilleure métrique est la capacité par unité de surface, car la
masse de l’électrode dépend du nombre de plans en graphite, tandis que la majeure partie de
la charge est stockée dans le premier plan en contact avec l’électrolyte. Cependant, à des fins
de comparaison, il est utile d’estimer la capacité spécifique en supposant que toute la charge
est située dans le premier plan de graphite en contact avec l’électrolyte (ce qui constitue une
très bonne approximation, de l’ordre de 3%). Notons que l’analyse de la densité d’eau de ces
systèmes simulés révèle une valeur supérieure de 7% à la densité expérimentale (voir le profil de
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densité pour NaCl 1.0 M dans la Figure 4.7). Néanmoins, suite à une simulation du système
1.0 M avec la bonne densité (voir Annexe C), la capacité correspondante a varié seulement de
1%, ce qui nous permet de nous fier aux résultats obtenus avec la densité légèrement plus élevée.
Concentration de l’électrolyte (mol L−1) 0.5 1.0
Capacité surfacique (µF cm−2) 6.9 ±0.6 6.9 ±0.6
Tableau 4.5 – Capacité surfacique des électrodes de graphite (en µF cm−2), avec des solutions
aqueuses de NaCl 0.5 M et 1.0 M comme électrolytes, obtenues par simulation moléculaire.
Figure 4.7 – Profils de densité de l’eau et des ions pour une solution de NaCl 1.0 M et des
électrodes de graphite sous une tension de 1.0 V. Des profils similaires pour le système 0.5 M
sont présentés en Annexe C (Figure C.4).
La capacité par unité de surface de l’électrode de graphite est indiquée dans le Tableau 4.5
pour deux concentrations en NaCl dans l’eau (0.5 M et 1.0 M). Nous notons d’abord que dans
la précision de nos simulations, la capacité est indépendante de la concentration. En effet, la
structure du solvant à l’interface électrode/électrolyte joue un rôle plus important que les ions
au niveau de la compensation de la charge de l’électrode. Pour confirmer cette hypothèse nous
avons effectué une simulation sans ions, c’est à dire, seulement les molécules d’eau, tout en
gardant les mêmes électrodes ainsi que les mêmes paramètres de simulation (taille de la boîte,
nombre de molécules d’eau, etc.). Lors de l’application d’une différence de potentiel de 1.0 V
entre les électrodes, la charge totale portée par les atomes de carbone à l’équilibre correspond
à une capacité surfacique de 5.8 ± 0.6 µF cm−2. Ceci montre que la présence d’ions dans ce
régime de concentration, n’augmente la capacité de l’électrode que de 16 %.
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4.4 | Organisation microscopique de l’électrolyte
Les simulations moléculaires donnent également accès à des informations difficiles à obtenir
expérimentalement par rapport à la capacité des électrodes, en particulier concernant la sol-
vatation des ions à l’intérieur des électrodes. Les techniques électrochimiques classiques telles
que la voltamétrie cyclique ne sont pas suffisantes et pour répondre à cette question, il est
nécessaire, par exemple, d’utiliser une microbalance électrochimique à cristal de quartz [147] ou
des techniques sophistiquées de diffraction in situ [58]. En revanche, la simulation moléculaire
fournit un niveau élevé de détails sur la structure locale, comme par exemple, l’organisation du
solvant et la solvatation des ions.
4.4.1 | Organisation du solvant
Une idée sur l’orientation des molécules d’eau situées à la première couche à l’interface peut
être tirée en calculant la distribution jointe de l’angle θ entre la normale à la surface de l’électrode
et le plan de la molécule d’eau et de l’angle β que fait la normale à l’électrode avec la normale
au plan de la molécule d’eau (voir Figure 4.8).
Figure 4.8 – Illustration de la définition des deux angles θ et β pour la description de l’orientation
d’une molécule d’eau. θ est l’angle entre le moment dipolaire µ de la molécule et la normale à la
surface (axe z). β est l’angle entre la normale n par rapport au plan moléculaire et la normale à
la surface.
Pour la description de l’orientation des molécules d’eau situées dans la première couche à
l’interface de l’électrode négative, une comparaison de la distribution jointe de cos θ et cosβ
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entre le cas NaCl 1.0 M et le cas sans ions est présentée dans la Figure 4.9
(a) NaCl 1.0 M
(b) Sans ions
Figure 4.9 – Une comparaison entre le cas NaCl 1.0 M et le cas sans ions de la distribution
jointe de cos θ et cosβ pour les molécules d’eau situées dans la première couche au voisinage de
l’électrode négative. θ est l’angle entre la normale à l’électrode et le plan de la molécule d’eau. β
est l’angle entre les deux vecteurs normaux. Le cas NaCl 0.5 M est présenté en Annexe C C.5
Pour le cas en présence d’ions, environ 1% des molécules d’eau présentes dans la première
couche (la zone limitée par les traits verts dans la Figure 4.10b) sont orientées avec un plan
de molécule parallèle à la surface de l’électrode et environ 11% présentent un plan légèrement
incliné par rapport à la surface de l’électrode avec au moins un des atomes d’hydrogène dirigé
vers la surface de l’électrode (où simultanément cos θ est compris entre -0.5 et 0.0 et cosβ entre
0.8 et 1.0) comme le montre la Figure 4.10a. Ce comportement est également similaire dans le
cas d’électrolyte sans ions (voir Figure 4.9b). Ceci confirme le rôle essentiel de l’organisation des
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molécules d’eau à la surface du graphite sur la capacité dans les deux cas (avec et sans ions).
(a) (b)
Figure 4.10 – (a) Illustrations de l’orientation la plus probable des molécules d’eau situées dans
la première couche d’eau à l’interface. (b) Profil de densité pour une solution d’eau pure et des
électrodes de graphite sous une tension de 1.0 V.
La conversion de la capacité surfacique en capacité spécifique, dans les limites de l’approxi-
mation mentionnée ci-dessus, conduit à une estimation de ∼ 90 F g−1, comparable à celle du
CDC-1100-exp et YP-50F-exp (voir Tableau 4.1). Même si, dans ces matériaux, l’interface n’est
pas entièrement constituée de graphite et que tous les atomes de carbone ne sont pas en contact
avec l’électrolyte, cela confirme l’importance du degré de graphitisation dans la performance du
matériau de l’électrode.
4.4.2 | Solvatation des ions
Les profils de densité dans les deux cas (avec ions : Figure 4.7 et sans ions : 4.10b) montrent la
formation d’une structure d’eau en couches à l’interface électrolyte/électrode. En effet, les effets
de volume exclus dus à la nature discrète et à la taille finie des molécules d’eau réorganisent la
double couche de sorte qu’un profil de densité ne diminue plus de façon monotone, mais acquiert
une structure oscillatoire reflétant la composition moléculaire d’un électrolyte. Ce phénomène
a déjà été observé dans des études antérieures sur des sufaces planes [101–103]. A l’inverse,
dans le cas poreux, l’effet du confinement se manifeste dans la suppression de la structure en
couches. Cette particularité associée au confinement joue en effet un rôle dans l’augmentation de
la capacité dans le cas poreux, puisque les pores facilitent la désolvatation des ions à l’intérieur
des électrodes.
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Pour le cas du graphite, le profil de densité (Figure 4.7) montre que les ions sodium adsorbés
à la surface de l’électrode négative se situent entre deux couches de molécules d’eau. Ils peuvent
donc garder leur sphère de solvatation intacte. En termes de performances, la faible diminution
globale du nombre de solvatation des cations dans ces systèmes suggère que la graphitisation
ne joue pas un rôle significatif dans les meilleures propriétés capacitives. Quant à eux, les ions
chlorures se rapprochent plus de la surface de l’électrode positive en perdant quelques molécules
d’eau de leur première sphère de coordination.
En utilisant la méthode expliquée dans la partie 3.5.3, nous avons calculé la solvatation
des ions avec les trois systèmes : CDC-8x, CDC-1x et le graphite. La Figure 4.11 présente la
différence de la distribution du nombre de solvatation des ions entre la région bulk et l’électrode
pour les trois structures.
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Figure 4.11 – Différence de la distribution du nombre de solvatation de (a) Na+ (resp. (b) Cl−)
entre la région bulk de l’électrolyte et au niveau de l’électrode négative (resp. positive), pour les
trois types d’électrodes considérés. Dans le cas du graphite, seuls les ions de la première couche
adsorbée sont pris en compte.
Comme le montre la Figure 4.11, l’effet de désolvatation est plutôt faible, avec de petites
différences entre les nombres de solvatation des ions sodium adsorbés à la surface des électrodes et
dans le bulk de l’électrolyte : contrairement aux ions organiques dissouts dans l’acétonitrile [63],
qui peuvent perdre plusieurs molécules de solvant de leur sphère de solvatation, la plupart des ions
sodium restent totalement solvatés. On constate néanmoins qu’environ 10% des cations perdent
une molécule d’eau dans le cas des carbones microporeux, alors que la désolvatation observée
dans le cas du graphite est beaucoup plus faible. De même pour les anions adsorbés à la surface
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de l’électrode positive, on observe une faible diminution de nombre de solvatation à la surface
du graphite (perte d’environ une à deux molécules d’eau de la sphère de solvatation) comparée
aux cas poreux qui montrent une désolvatation pouvant atteindre jusqu’à 4∼5 molécules d’eau
de moins à l’intérieur des électrodes.
En particulier, une très faible proportion de cations (environ 0.25% du nombre total de
cations) situés au voisinage de l’électrode négative de graphite (la zone entre les deux traits
verts discontinus : 10 Å < z < 11.5 Å sur le profil de densité dans la Figure 4.7) forment un
complexe de sphère interne de coordination dans lesquels les atomes de carbone de l’électrode
appartiennent à la première couche de coordination des cations, tandis que le reste des cations
forment principalement des complexes de sphères externes de solvatation dans lesquels seuls
les molécules d’eau appartiennent à la première couche de coordination. Dans les complexes
de sphère interne, les cations perdent en moyenne une seule molécule d’eau de leur nombre de
solvatation comme le montre la Figure 4.12.
(a) (b)
Figure 4.12 – Illustrations des complexes de (a) sphère externe et (b) sphère interne de coordi-
nation.
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Ce qu’il faut retenir
Dans ce chapitre, nous avons étudié l’effet de la structure de l’électrode sur les
performances de supercondensateurs aqueux à base d’électrodes de CDC en utilisant
une combinaison d’expériences de voltamétrie cyclique et de simulations de dynamique
moléculaire. Les structures étudiées par simulations moléculaires sont en accord avec
les résultats expérimentaux obtenus pour le CDC synthétisé à 800 °C, mais pas
avec les deux autres matériaux (CDC-1100-exp et YP-50F-exp), qui possèdent des
structures plus graphitiques. La capacité spécifique obtenue pour ces deux derniers est
en bon accord avec les simulations moléculaires d’électrodes en graphite, en supposant
que toute la charge est localisée dans le premier plan en contact avec l’électrode.
Nos simulations moléculaires ont également permis d’examiner la solvatation des
ions à l’intérieur des électrodes et en particulier la structure de l’eau ainsi que son
orientation à l’interface de l’électrode de graphite. Nous avons montré que la plupart
des cations Na+ restent totalement solvatés dans les électrodes de graphite, de même
que les anions Cl− présentent une faible désolvatation comparé au cas poreux.
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Effet de l’espèce cationique de l’électrolyte
Ce chapitre est consacré à l’effet de l’espèce cationique de l’électrolyte. Pour ce faire, nous
étudions trois électrolytes aqueux différents, à savoir le chlorure de lithium, le chlorure de sodium
et le chlorure de potassium. Chaque électrolyte est simulé d’une part avec une concentration
de 1.0 M entre deux électrodes de carbone poreux de type CDC-800 et d’autre part avec deux
concentrations différentes (0.5 M et 1.0 M) entre des électrodes de graphite. Pour chaque système,
nous calculons la capacité de l’électrode de carbone par dynamique moléculaire et interprétons
les résultats obtenus par l’analyse structurale du fluide à l’interface électrolyte/électrode.
5.1 | Effet du cation sur la capacité d’une électrode na-
noporeuse
5.1.1 | Capacité des systèmes à base d’électrodes CDC-800
Afin d’étudier l’effet de l’espèce cationique sur la capacité d’une électrode poreuse, les
simulations des trois différents électrolytes ont toutes été effectuées avec une concentration en
sel de 1.0 M et des électrodes de CDC-800. En utilisant les paramètres de simulation évoqués
dans la partie 2.6.1, le système NaCl a été équilibré à charge nulle pour un premier temps,
puis à potentiel nul. Finalement, les dernières configurations sont extraites pour démarrer les
cycles de simulation avec une d.d.p. de 1.0 V entre les deux électrodes. En raison du coût
relativement élevée de ces simulations, nous avons fait le choix de partir d’une configuration
de NaCl équilibrée à 1.0 V, tout en adaptant le champs de force sur les systèmes LiCl et KCl
afin de réduire le coût de simulation de ces deux systèmes. Pour accélérer l’équilibration, des
recuits simulés (alternance de cycles de chauffage et de refroidissement) ont été effectués avant
de rééquilibrer la charge des électrodes, afin d’explorer au maximum l’espace des phases et partir
d’une configuration décorrélée de celle du NaCl. Toutes les propriétés sont moyennées sur les 10
dernières nanosecondes.
Le Tableau 5.1 résume les valeurs de capacité spécifique des trois cellules électrochimiques
étudiées par dynamique moléculaire avec une tension de 1.0 V entre les électrodes, comparées
aux résultats expérimentaux obtenus par voltamétrie cyclique. Les capacités expérimentales sont
calculées à partir de la dérivée par rapport au potentiel de la charge de l’électrode, obtenue en
intégrant le courant électrique lors de la décharge de la cellule électrochimique en utilisant les
voltamogrammes cycliques présentés dans la Figure 5.1.
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Système Capacité (F g−1)
Simulation DM Expériences CV
LiCl 1.0 M 109 ± 2 94
NaCl 1.0 M 107 ± 3 121
KCl 1.0 M 107 ± 3 92
Tableau 5.1 – Capacité spécifique des trois cellules à électrodes de CDC-800 sous une d.d.p. de
1.0 V avec différents électrolytes : LiCl, NaCl et KCl pour une concentration en sel de 1.0 M.
Figure 5.1 – Voltamogrammes cycliques de cellules électrochimiques à base de CDC-800-exp et
de trois électrolytes aqueux différents à une concentration de 1.0 M (expériences effectuées au
laboratoire CIRIMAT par Assane Sene). La vitesse de balayage de potentiel est de 1 mV s−1
dans tous les cas.
Les valeurs simulées de capacité spécifique de l’électrode CDC-800 dans les trois électrolytes ne
montrent pas de différence significative. Bien que les expériences fournissent de légères différences
entre les capacités des trois systèmes, l’ordre de grandeur reste comparable entre les résultats
expérimentaux et les résultats de simulations. Un champ de force fournissant une meilleure
description des activités thermodynamiques des ions pourrait peut-être améliorer la prédiction
des capacités simulées dans l’avenir. Plusieurs différences entre conditions expérimentales et
simulées peuvent également contribuer à cette différence de prédiction. La taille du système
est en effet une question importante, qui pourrait rendre compte de deux facteurs distincts.
D’une part, la géométrie de l’électrode qui pourrait ne pas être suffisamment représentative du
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matériau réel. D’autre part, le nombre d’ions dans le système, qui présente une contrainte de
coût et d’échantillonnage statistique des propriétés. En outre, la procédure de simulation de LiCl
et KCl, en partant d’une configuration de NaCl, peut également contribuer à l’absence d’une
différence significative de la capacité entre les trois systèmes.
5.1.2 | Etude structurale des différents électrolytes à l’intérieur de l’électrode
Afin de comprendre les mécanismes en jeu, nous proposons des études supplémentaires sur le
confinement des ions et la structure du fluide à l’intérieur des électrodes de carbone pour les
trois électrolytes. En effet, de telles informations sont plus difficiles à obtenir expérimentalement
que la capacité de l’électrode. Comme indiqué dans la partie 3.5.3, le degré de confinement de
chaque ion est défini comme la fraction de l’angle solide occupé par les atomes de carbone dans
la première couche de coordination des ions, tandis que la sphère de solvatation des cations est
définie par les rayons de coupure suivants : 2.8 Å, 3.3 Å et 3.7 Å respectivement pour Li+, Na+
et K+. Ces valeurs sont déterminées à partir des fonctions de distribution radiale des cations
par les molécules d’eau présentées dans la Figure 5.2. Par ailleurs, ces RDFs fournissent des
informations supplémentaires sur la structure des couches de solvatation autour des ions. Comme
on le voit sur la Figure 5.2, la position du premier maximum se déplace progressivement vers de
plus grandes distances lors du passage de Li+ à K+, tandis que la valeur du maximum diminue
et le pic s’élargit. Cela signifie que la première sphère de solvatation est de moins en moins
rigide en allant de Li+ à K+. Cependant, contrairement au bulk, nous notons que la fonction de
distribution radiale ne tend pas vers la valeur 1 à l’intérieur des électrodes. Cette différence est
due au confinement, qui perturbe l’homogénéité de la structure du fluide, en particulier pour les
cations de grande taille (voir le cas de K+ sur la Figure 5.2).
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(a) Li+ - Eau
(b) Na+ - Eau
(c) K+ - Eau
Figure 5.2 – Fonctions de distribution radiale pour (a) Li+ - Eau, (b) Na+ - Eau et (c) K+ -
Eau, calculées dans le bulk ainsi qu’à l’intérieur des électrodes CDC-800 pour une concentration
d’électrolyte de 1.0 M.
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Les positions du premier maximum et les nombres de coordination, définis comme l’intégrale
de la fonction de distribution radiale ion-O (eau) de l’origine au premier minimum, sont résumés
dans le Tableau 5.2, ainsi que les valeurs expérimentales correspondantes et les valeurs de
simulation dans la littérature. Remarquablement, toutes les données simulées se situent dans les
plages expérimentales rapportées. L’accord avec les données de la littérature pour la simulation
est particulièrement encourageant.
Ion
Propriété Méthode Li+ Na+ K+
1er max (Å) Simulation 1.95 ± 0.06 2.45 ± 0.06 2.85 ± 0.06
Littérature (Sim.) 1.95 2.45 2.80
Littérature (Exp.) 1.90 - 2.25 2.41 - 2.50 2.60 - 2.92
1er min (Å) Simulation 2.8 ±0.06 3.3 ±0.06 3.7 ±0.06
Littérature (Sim.) 2.65 3.25 3.65
Littérature (Exp.) - - -
Nombre de coord. Simulation 4.2 ± 0.2 5.9 ± 0.5 7 ± 2
Littérature (Sim.) 4.1 5.8 7.1
Littérature (Exp.) 4.0 4 - 8 4 - 8
Tableau 5.2 – Propriétés structurales de Li+, Na+ et K+ dans le bulk : positions du premier
maximum et premier minimum dans la fonction de distribution radiale et le nombre de coor-
dination. Les valeurs de la littérature pour la simulation sont tirées de la référence [97] et les
valeurs expérimentales sont tirées des références [148–151].
Une comparaison des distributions de nombre de solvatation pour Li+, Na+ et K+, dans
la région bulk ainsi que dans l’électrode négative pour une concentration de 1.0 M entre deux
électrodes CDC-800 est illustrée dans la Figure 5.3. Avec seulement environ 4 molécules d’eau,
Li+ possède la plus petite sphère de solvatation mais également la plus rigide parmi les trois
cations étudiés, tandis que les premières sphères de solvatation de Na+ et K+ sont relativement
flexibles avec environ 6 (respectivement 7) molécules d’eau en moyenne dans la région bulk.
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Figure 5.3 – Distributions des nombres de solvatation de Li+, Na+ et K+ dans (a) le bulk et
dans (b) l’électrode négative de CDC-800, sous une d.d.p de 1.0 V.
Pour les cations de type Li+ la distribution du nombre de solvatation diminue d’une moyenne
de 4.2 dans la région bulk jusqu’à 4.1 dans l’électrode négative avec un rétrécissement de la
distribution vers des valeurs inférieures, tandis que pour Na+, la distribution est plus large à la
fois dans le bulk de l’électrolyte et à l’intérieur de l’électrode négative avec une légère diminution
du nombre de solvatation moyen de 6 dans le bulk jusqu’à 5.8 sous confinement accompagnée
d’un léger élargissement de la distribution. Des distributions similaires sont également observées
pour les cations K+. Cependant, il existe un très léger décalage de distribution vers les valeurs les
plus basses allant de la région bulk à l’électrode négative tout en conservant la même moyenne
de 7 molécules d’eau dans les deux régions.
Pour étudier plus en détail le comportement des cations à l’intérieur des électrodes, nous
proposons une analyse supplémentaire qui consiste à calculer la distribution jointe du nombre de
solvatation et du degré de confinement des ions à l’intérieur de l’électrode négative. La Figure 5.5
montre que, pour Na+ et K+, il n’y a pratiquement pas d’accès profond des cations dans les
pores de l’électrode, avec un degré de confinement moyen de 0.3% (resp. 0.1%) dans l’électrode
négative (resp. positive) pour Na+ et 0.2% (resp. 0.04%) dans l’électrode négative (resp. positive)
pour K+. Nous observons clairement que la majorité de ces deux cations sont situés dans des
sites avec un degré de confinement très faible (inférieur à 2%) sans constater une désolvatation
significative par rapport au bulk. Le comportement observé pour Li+ est très différent. Dans
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l’électrode négative, environ 40% ont un degré de confinement entre 0% et 10%, 37% entre
10% et 20%, et environ 20% ont un degré de confinement supérieur à 20%, ceci conduit à une
moyenne de degré de confinement de 14% (resp. 7%) dans l’électrode négative (resp. positive)
tout en gardant leurs sphères de solvatation presque intactes. En effet, comme le montre la
Figure 5.4, les cations Li+ ont la capacité de se rapprocher de la surface de carbone sans perdre
de molécules d’eau de leur sphère de solvatation, vu la petite taille de ces ions hydratés par
rapport à la taille des pores.
Figure 5.4 – Illustration d’un cation hydraté Li+ à l’intérieur d’un pore de l’électrode négative.
Li+ en rose, O en rouge, H en blanc et les liaisons entre les atomes de carbone sont en cyan.
Li+ conserve l’intégralité de sa sphère de solvatation (4 molécules d’eau) sous un degré de
confinement de 50 %.
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(a) Li+
(b) Na+
(c) K+
Figure 5.5 – Distributions jointes du nombre de solvatation et du degré de confinement de (a)
Li+, (b) Na+ et (c) K+ dans les électrodes positive (bleu foncé) et négative (bleu clair).
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Pour récapituler, nous soulignons l’absence d’effet significatif de l’électrolyte (dans la série
d’électrolytes considérés) étant donné que les cations étudiés ne montrent pas de désolvatation
significative dans les pores de l’électrode. Les ions Li+ migrent principalement dans les canaux/
pores des électrodes tout en conservant la quasi-totalité de leur sphère de solvatation. Tandis
que K+ et Na+ présentent une légère désolvatation à l’intérieur de l’électrode mais sans pénétrer
profondément dans les pores de l’électrode. Ce comportement est cohérent avec l’énergie libre
d’hydratation des ions, où l’ordre suit (en valeur absolue) Li+ > Na+ > K+ (voir Tableau 5.3).
En outre, la taille moyenne des pores de 7.5 Å, qui est supérieure à la taille des ions hydratés
(Tableau 5.3), exerce un très faible effet de désolvatation au sein des électrodes. En conséquence,
l’adsorption des ions sur les électrodes de carbone est peu sensible à l’espèce cationique tant que
la taille des pores n’est pas proche de celle des ions hydratés.
Ion Rayon ionique hydraté (Å) Énergie libre d’hydratation (kJ mol−1)
Li+ 2.8 ± 0.06 -494.0
Na+ 3.3 ± 0.06 -379.2
K+ 3.7 ± 0.06 -305.9
Tableau 5.3 – Rayon ionique hydraté et énergies libres d’hydratation de Li+, Na+ et K+. Les
rayons ioniques hydratés sont déterminés par les simulations moléculaires et les énergies libres
d’hydratation expérimentales sont tirées de la référence [141].
5.2 | Effet du cation sur la capacité d’une électrode plane
de carbone
Des simulations complémentaires des trois électrolytes discutés ci-dessus pour deux concen-
trations en sel différentes (0.5 M et 1.0 M) ont été effectuées sur des électrodes de graphite afin
d’étudier également l’effet de l’électrolyte sur la capacité d’une électrode plane de carbone. Le
Tableau 5.4 résume les valeurs de capacité surfacique pour LiCl, NaCl et KCl à deux concentra-
tions en sel de 0.5 M et 1.0 M, obtenues à partir des simulations moléculaires d’électrodes de
graphite.
Là encore, nous observons l’absence d’effet significatif d’électrolyte aqueux sur la capacité.
Bien que les capacités soient présentées en utilisant une métrique différente pour le cas plan (voir
la partie 4.3.2), l’effet de l’électrolyte ne se produit pas, même avec les électrodes en graphite.
Cette observation sera expliquée par la suite par l’étude de la structure des électrolytes, en
particulier la solvatation des ions à l’interface électrode/électrolyte.
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Electrolyte Capacité (µF cm−2)
0.5 M 1.0 M
LiCl 6.8 ± 0.6 7.0 ± 0.6
NaCl 6.9 ± 0.6 6.9 ± 0.6
KCl 6.8 ± 0.6 6.8 ± 0.6
Tableau 5.4 – Capacité spécifique des trois cellules à électrodes de graphite sous une d.d.p. de
1.0 V avec différents électrolytes : LiCl, NaCl et KCl pour des concentration en sel de 0.5 M et
1.0 M.
5.2.1 | Profils de densité
Pour pouvoir étudier la désolvatation des cations dans le cas du graphite nous examinons
dans un premier temps les profils de densité de l’eau et des ions à l’interface électrode/électrolyte.
Les profils de densité de la Figure 5.6 montrent pour les trois systèmes étudiés (LiCl, NaCl et
KCl) d’une part la présence d’une structuration en couches des molécules d’eau à l’interface de
chaque électrode (comme déjà expliqué pour le cas de NaCl dans la partie 4.4.2), et d’autre part
la présence d’une asymétrie entre les électrodes. Une telle asymétrie dans les profils de densité est
attendue avec de tels électrolytes compte tenu de la différence de taille entre les différents cations
considérés et l’anion chlorure. De plus, la répartition de la charge sur la surface de l’électrode
joue un rôle important dans cette asymétrie étant donné que l’orientation des molécules d’eau à
l’interface dépend principalement de la charge portée par les atomes de surface de l’électrode.
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(a) LiCl (1.0 M)
(b) NaCl (1.0 M)
(c) KCl (1.0 M)
Figure 5.6 – Profils de densité des trois systèmes LiCl, NaCl et KCl (1.0 M) avec des électrodes
de graphite sous une tension de 1.0 V. Des profils similaires pour les cas 0.5 M sont présentés en
Annexe D (Figure D.1).
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Le Tableau 5.5 résume pour chaque système, les positions des deux premières couches de
cations qui se situent à l’interface électrolyte/électrode négative de graphite ainsi que le nombre
de cations dans chaque couche. Les profils de densité montrent que les positions et les intensités
des premiers pics à l’interface électrode/électrolyte varient d’un électrolyte à un autre. Nous
observons pour NaCl la présence de deux couches principales de cations à l’interface de l’électrode
négative (z = 12.5 Å et z = 15.2 Å) et pour KCl, une couche principale vers z = 13.4 Å. Ces
couches de cations entourées de deux plans de molécules d’eau impliquent que ces cations gardent
l’intégralité de leurs sphères de solvatation en formant des complexes externes de solvatation,
dans lesquels seules les molécules d’eau appartiennent à la première couche de coordination,
tandis qu’une très faible proportion de cations se situant à z = 11 Å pour les deux cas (NaCl et
KCl) forment des complexes de sphère interne avec la surface de l’électrode, dans lesquels des
atomes de carbone de l’électrode appartiennent à la première couche de coordination des cations.
Bien que la première couche de Li+ se situant à z = 11.6 Å forme pareillement des complexes de
sphère interne avec le carbone, ces cations arrivent quand même à garder entière leur sphère de
solvatation (comme sera expliqué ci-après), tout en orientant trois de leurs molécules d’eau sur
un même plan (z = 10.8 Å), comme le montre la Figure 5.7.
Figure 5.7 – Illustration du complexe de sphère interne pour le cas de Li+ au voisinage d’une
électrode négative de graphite.
Li+ Na+ K+
Première couche Position z (Å) 11.6 11 11
Nombre de cations 3 ± 1 0.1 ± 0.3 0.2 ± 0.4
Deuxième couche Position z (Å) 14.8 12.5 13.4
nombre de cations 3 ± 1 2 ± 1 4 ± 2
Tableau 5.5 – Positions des deux premières couches de cations à l’interface de l’électrode négative
de graphite et le nombre moyen de cations dans chaque couche calculé à partir des profils de
densité de la Figure 5.6.
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5.2.2 | Nombres de coordination
Une façon de quantifier la désolvatation dans le cas plan est de calculer la distribution des
nombres de solvatation dans les premières couches de cations situés à l’interface de l’électrode
négative, définies à partir des profils de densité dans la Figure 5.6. La Figure 5.8 illustre une
comparaison de la distribution du nombre de solvatation entre les cations situés dans la région
bulk de l’électrolyte, la première et la deuxième couche de cations à l’interface de l’électrode
négative du graphite pour Li+, Na+ et K+ à une concentration de 1.0 M.
(a) LiCl (1.0 M)
(b) NaCl (1.0 M)
(c) KCl (1.0 M)
Figure 5.8 – Distributions de nombres de solvatation de (a) Li+, (b) Na+ et (c) K+ situés dans
les deux premières couches à l’interface de l’électrode négative du graphite et dans la région bulk
de l’électrolyte pour une concentration de 1.0 M. Un comportement similaire pour les cas 0.5 M
est présenté en Annexe D (Figure D.2).
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Le Tableau 5.6 résume le nombre moyen de solvatation de chaque ion dans la région bulk de
l’électrolyte ainsi que dans la seconde et la première couche à l’interface de l’électrode négative.
Nombre moyen de solvatation)
Li+ Na+ K+
Première couche 4.3 ± 0.2 5.1 ± 0.2 6 ± 1
Deuxième couche 4.4 ± 0.3 6.0 ± 0.5 8 ± 1
Bulk 4.4 ± 0.3 6.2 ± 0.5 8 ± 2
Tableau 5.6 – Nombre moyen de solvatation pour les deux premières couches de cations et la
région bulk pour les trois cations étudiés.
Comme pour le cas poreux nous observons pour les électrodes planes pour NaCl et KCl à
1.0 M une légère variation dans la distribution de nombre de solvatation vers des valeurs plus
basses quand on passe de la région bulk de l’électrolyte et/ou de la deuxième couche de cations à
la première couche de cations au voisinage de la surface de l’électrode négative, entraînant pour
Na+ (respectivement K+) une légère diminution du nombre moyen de solvatation d’environ 6
(respectivement 8) dans le bulk ainsi que dans la deuxième couche à 5 (respectivement 6) dans
la première couche, conduisant à la formation de complexes de solvatation de sphère interne
avec la surface de l’électrode. Nous notons également que le nombre de cations dans la première
couche (à la fois pour NaCl et KCl) impliqués dans la formation du complexe de sphère interne
est très faible comparé à celui de la seconde couche et que le rapport du nombre de cations entre
la première et la deuxième couche représente moins de 0.05 (voir Tableau 5.5).
Dans le cas du lithium, la distribution du nombre de solvatation de Li+ reste quasiment
inchangé en passant du bulk et de la deuxième couche à la première couche, avec un nombre
de solvatation moyen de 4.4 à la fois dans le bulk et dans la deuxième couche et de 4.3 dans
la première couche, assurant ainsi la conservation de la totalité des molécules d’eau dans la
première sphère de solvation quelque soit la localisation du cation Li+. Ceci confirme l’idée
de faible désolvatation (pour Na+ et K+) et de la non-désolvatation pour Li+ à la surface de
l’électrode, observée dans le cas des électrodes poreuses évoquée ci-dessus. Ce comportement
explique le très faible effet de l’espèce cationique sur la capacité de l’électrode, même si l’on
observe quelques différences structurales entre les cations étudiés au niveau des complexes de
sphère de solvatation. Cela reste tout de même un effet mineur étant donné que le nombre de
cations impliqués dans la formation des complexes de sphère interne avec la surface de carbone
est négligeable.
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5.3 | Discussion
Des études expérimentales comparatives ont été menées sur ce thème pour comprendre
l’effet de différents ions sur la capacité. Par exemple, Fic et al. ont montré que la différence
de propagation de charge entre trois électrolytes de sulfate de métal alcalin (K2SO4, Na2SO4
et Li2SO4) utilisant des électrodes de carbone commercial n’était pas significative pour une
vitesse de balayage relativement faible (1 mV s−1) [152]. Tandis que dans la référence [153], pour
une vitesse de balayage relativement élevée (> 50 mV s−1), les auteurs attribuent l’ordre de
la capacité (Li2SO4 < Na2SO4 < K2SO4) à la résistance décroissante de l’ordre de Li2SO4 >
Na2SO4 > K2SO4 et à la vitesse de migration croissante des ions hydratés de l’ordre de Li+ <
Na+ < K+. Cet effet reste tout de même insignifiant à très faible vitesse de balayage.
D’autres études expérimentales antérieures sur des électrodes en charbons actifs poreux avec
différentes tailles moyennes de pores ont montré que la différence entre les effets des différents
cations devenait plus faible pour les carbones ayant des tailles de pores moyennes relativement
grands [142]. Les auteurs affirment en particulier que l’effet de l’espèce cationique sur la capacité
de l’électrode en carbone disparaît complètement pour les structures d’électrode dont la taille
des pores est supérieure à 5.8 Å. Ceci est en accord avec nos observations puisque la taille des
pores de nos électrodes (7.5 Å) est supérieure.
Ce qu’il faut retenir
Dans ce chapitre, nous avons montré l’utilité des simulations de dynamique molécu-
laire dans l’étude de l’effet de l’électrolyte, et plus particulièrement l’effet de l’espèce
cationique sur la capacité de l’électrode. L’étude complémentaire des électrodes
planes a confirmé que la taille moyenne relativement grande des pores des électrodes
étudiées dans ce travail ne joue pas un rôle significatif dans la désolvatation des
cations à l’interface. Par conséquent, l’effet de l’espèce cationique ne peut pas être
observé quand la taille moyenne des pores est beaucoup plus grande que la taille
des ions hydratés. Des investigations supplémentaires devraient être effectuées en
utilisant des électrodes de CDC à pores plus petits [145], qui correspondent mieux à
la taille des ions de métaux alcalins.
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Dans cette thèse, nous avons montré que la simulation moléculaire est un outil fiable pour
étudier les électrolytes aqueux dans des structures réalistes d’électrodes de carbone nanoporeux,
avec des concentrations en sel suffisamment grandes pour pouvoir les simuler. Les capacités
prédites sont en bon accord avec les expériences. En revanche, les théories de Debye-Hückel et
de Poisson-Boltzmann ne peuvent pas être appliquées dans un tel confinement extrême, même
en tenant compte de la diminution de la permittivité induite par celle-ci ou en introduisant un
volume exclu suivant l’approche qui a porté ses fruits avec des liquides ioniques. Ces modèles
doivent être utilisés avec prudence pour les carbones nanoporeux tels que les carbones dérivés
de carbures (CDC) afin d’estimer la capacité ou l’énergie extraite du gradient de salinité par le
processus de mélange capacitif (CapMix). En revanche, nous avons montré que les résultats de la
simulation moléculaire à concentrations élevées peuvent être utilisés pour paramétrer un modèle
de Donnan modifié, ce qui permet ensuite d’extrapoler les prédictions de capacité et de rétention
en sel pour des concentrations plus faibles, représentatives de l’eau de rivière, en trouvant un
accord raisonnable avec les résultats expérimentaux. C’est une approche fondamentalement
différente de l’ajustement des données expérimentales à un modèle de Donnan modifié, pratique
courante dans le contexte de la déionisation capacitive (de tels modèles sont beaucoup moins
utilisés dans la communauté CapMix, où la théorie de Poisson-Boltzmann est généralement
préférée).
En combinant des simulations de dynamique moléculaire et des expériences de voltamétrie
cyclique effectuées par nos collaborateurs expérimentateurs au laboratoire CIRIMAT, nous avons
étudié l’effet de la structure microporeuse de carbone sur les performances de supercondensateurs
aqueux utilisant des électrodes en CDC. Les structures étudiées par simulations moléculaires
sont compatibles avec les résultats expérimentaux obtenus pour le CDC synthétisé à 800 °C. En
revanche, la capacité spécifique obtenue pour les deux autres matériaux (CDC-1100 et YP-50F),
qui sont plus graphitiques, est plutôt en bon accord avec les simulations moléculaires d’électrodes
de graphite. Les simulations de dynamique moléculaire nous ont également permis d’examiner
l’organisation microscopique de l’électrolyte au voisinage de la surface des électrodes et nous
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avons montré que la plupart des cations restent totalement solvatés dans les électrodes de
graphite. En termes de performances, la conservation relative du nombre de solvatation des ions
dans ces systèmes suggère que cet effet ne joue pas un rôle significatif dans leurs propriétés
capacitives.
Grâce aux simulations de dynamique moléculaire, nous avons également étudié l’effet de la
nature de l’électrolyte, plus particulièrement par la simulation d’une série de chlorures d’alcalin
(LiCl, KCl et NaCl) d’une part avec des électrode planes (graphite) et d’autre part avec des
électrodes microporeuses (CDC). Cette étude a montré qu’en raison de la grande taille moyenne
des pores des systèmes étudiés par rapport aux tailles des cations hydratés, la faible diminution
du nombre de solvatation des cations à l’interface de l’électrode ne permet pas d’observer un effet
significatif de l’espèce cationique sur la capacité du dispositif. Ceci montre l’intérêt d’étudier à
l’avenir, dans le contexte de Capmix et CDI, des structures à pores plus petits qui s’accordent
avec la taille des ions présents dans l’eau de mer.
Le coût de calcul des simulations moléculaires ne permet cependant pas d’envisager des études
systématiques. Il serait dès lors intéressant d’étudier les prédictions de la DFT classique dans
des conditions comparables et, idéalement, dans des géométries plus réalistes. Les simulations
moléculaires pourraient alors fournir des données de référence pour valider la DFT ou même aider
à créer de meilleures fonctionnelles [71]. L’inclusion explicite de la structure du solvant [154–156]
peut également améliorer de façon considérable la précision de la description du fluide confiné.
À son tour, la DFT classique fournirait également des prévisions pour de faibles concentrations
en sel, ce qui est hors de portée pour les simulations moléculaires.
Même si le coût de calcul associé, qui nous empêche en particulier d’atteindre le régime de
concentration basse, ne positionne pas la simulation moléculaire comme une alternative à la
prédiction quotidienne des propriétés des matériaux pour les applications, le présent travail
montre clairement son intérêt pour étudier à l’avenir, des facteurs supplémentaires régissant le
stockage de charge et l’adsorption de sel dans ces matériaux, en quantifiant, par exemple, les
coefficients de diffusion des ions et de l’eau à l’intérieur des pores ou la résistance électrique de
la solution.
Plus généralement, la simulation moléculaire aidera également à comprendre, à l’échelle
moléculaire, les effets de facteurs physicochimiques tels que la géométrie des électrodes (en tenant
compte non seulement des CDC mais également d’autres matériaux carbonés nanoporeux),
de l’hydrophilie [157] ou la présence éventuelle de fragments chimiques tels que des groupes
carboxyliques, et donc de guider la conception de matériaux améliorés. Il serait également
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important d’investiguer d’autres champs de forces, basés sur la thermodynamique de la solvatation
des ions [158] et d’explorer dans l’avenir d’autres effets spécifiques, comme par exemple la valence
des ions, ou la simulation d’ions supplémentaires présents en quantités significatives dans l’eau de
mer, tels que Mg2+, Ca2+ et SO2−4 . Les futurs travaux devraient également examiner la dynamique
et la perte d’énergie pendant la charge et la décharge, qui peuvent être plus importantes qu’avec
des matériaux plus poreux, même si des travaux antérieurs avec des liquides ioniques et des
électrolytes organiques ont démontré que la dynamique n’était pas suffisamment ralentie pour
empêcher leur utilisation dans les supercondensateurs (voir, par exemple, la référence [61]).
Enfin, comme dans les travaux antérieurs menés sur les supercondensateurs, la simulation
moléculaire peut servir de point de départ à une description multiéchelle [62], qui rend compte
des hétérogénéités possibles à plus grande échelle, telles que la taille finie des grains de carbone,
à l’échelle de dizaines ou de centaines de micromètres [60].
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Annexe A
Thermodynamique du Mélange
Capacitif
En supposant que l’eau salée se comporte comme une solution idéale, il n’y a pas d’échange
de chaleur entre le système (sys) et l’environnement (env) pendant le mélange, donc la variation
de l’entropie de l’environnement est nulle. Il s’ensuit que la variation de l’entropie de l’univers
(univ) est égale :
∆Suniv = ∆Ssys + ∆Senv = ∆Ssys (A.1)
La différence d’énergie libre est donc égale à :
∆F = ∆U − T∆S = −T∆S (A.2)
ici nous avons considéré que pour une solution idéale ∆U = 0. Il découle de l’équation A.2
que ∆F < 0. Dans ce qui suit nous verrons comment une telle différence d’énergie libre
ayant seulement une contribution entropique sera convertie en énergie électrique à travers un
supercondensateur.
Considérons un système composé de deux électrodes immergées dans une solution aqueuse
contenant des ions monovalents et à température fixe T . Les électrodes portent respectivement
une charge de −Q1 et +Q2, où Q1 et Q2 sont des nombres positifs (l’électrode 1 est supposée être
chargée négativement) et Q1 = Q2. Ces charges peuvent varier sous l’application d’un potentiel
électrique externe. En suivant Boon et Van Roij [159], nous notons 2V le volume total d’électrolyte
du système, 2N+ = N+1 +N+bulk +N
+
2 et 2N− = N−1 +N−bulk +N
−
2 désignent respectivement
le nombre de cations et d’anions dans le volume du système. La neutralité de charge globale
des deux électrodes et de l’électrolyte dans le volume 2V est assurée si N+ = N− = N paires
d’ions. En pratique [16], les électrodes sont séparées par une distance beaucoup plus grande que
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la longueur d’écrantage de Debye, il s’ensuit que les trois régions de notre système (électrode
positive, bulk, électrode négative) sont électriquement neutres. Pour des ions monovalents :
− Q1
e
= N−1 −N+1
− Qbulk
e
= N−bulk −N+bulk
− Q2
e
= N−2 −N+2
(A.3)
Nous supposons que le nombre d’ions dans la solution est assez grand pour permettre la
neutralité des trois régions : Q/e N . Dans ce régime, Q et N sont des variables indépendantes
pour le système considéré. La quantité clé pour ce système est l’énergie libre F (Q,N, T, V ) =
F (Q,N), où nous avons supposé que la température T et le volume V sont fixes. La différentielle
de l’énergie libre F est exprimée par :
dF = µdN + ϕdQ (A.4)
où le potentiel chimique du sel µ et le potentiel électrique de l’électrode ϕ sont liés à F comme
suit :
µ =
(
∂F
∂N
)
Q
; ϕ =
(
∂F
∂Q
)
N
(A.5)
Dans l’équation A.4, le terme ϕdQ est le travail électrique isotherme réversible effectué par
l’environnement sur le système quand sa charge augmente d’une quantité dQ. Il s’ensuit que
le travail effectué par l’électrode est −ϕdQ. De manière analogue, µdN est le travail isotherme
réversible effectué par l’environnement sur le système lorsqu’une quantité de sel dN est fournie
au système. On note ici que µ = µ
++µ−
2 , puisque F est une fonction d’état :∮
cycle
F =
∮
cycle
µdN +
∮
cycle
ϕdQ = 0 (A.6)
Par ailleurs, puisque dW = −ϕdQ, il s’en suit que :
W = −
∮
cycle
ϕdQ =
∮
cycle
µdN (A.7)
Il ressort donc clairement de l’équation A.7 que la production de travail à partir de la différence
de salinité au cours du cycle est associée à un processus d’échange d’ions.
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Figure A.1 – Évolution de la charge en fonction du temps pour le système NaCl 1.0 M avec des
électrodes de CDC-8x sous une tension de 1.0 V (charge) et une tension de 0.0 V (décharge).
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Analyse structurale du système
CDC-800 NaCl 0.5 M
B.1 | Fonctions de distribution radiale
Figure B.1 – Fonctions de distribution radiale pour Na+ - Eau calculées dans le bulk ainsi qu’à
l’intérieur des électrodes CDC-800 pour une concentration d’électrolyte de 0.5 M.
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L’absence de la fonction de distribution radiale g(r) de Na+ - Eau dans l’électrode positive
est due à l’évacuation de tous les cations à l’extérieur de cette électrode lors de l’application
d’une d.d.p. de 1.0 V comme le montre le profil de densité dans la Figure 3.6a.
Figure B.2 – Fonctions de distribution radiale pour Cl− - Eau calculées dans le bulk ainsi qu’à
l’intérieur des électrodes CDC-800 pour une concentration d’électrolyte de 0.5 M.
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B.2 | Nombre de solvatation et degré de confinement
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Figure B.3 – Distribution du nombre de solvatation pour les ions Na+ (à gauche) et Cl− (à
droite) dans le bulk, et dans les électrodes négative et positive, pour le système NaCl 0.5 M
entre des électrodes de CDC-800 sous une tension de 1.0 V.
(a) (b)
Figure B.4 – Distribution jointe du nombre de solvatation et du degré de confinement (d.o.c.)
des ions (a) Na+ et des ions (b) Cl− dans l’électrode positive (bleu foncé et rouge) et l’électrode
négative (bleu clair et orange), pour le système CDC-800 NaCl 0.5 M. Les histogrammes
correspondent aux valeurs discrètes du nombre de solvatation et aux intervalles finis du d.o.c.
(de largeur 2% pour Na+ et 10% pour Cl−).
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Données suplémentaires sur l’effet de la
structure de l’électrode
C.1 | Profils de densité des systèmes CDCs NaCl 0.5 M
(a) CDC-8x
(b) CDC-1x
Figure C.1 – Profils de densité le long de la cellule de simulation sous une tension de 1.0 V, pour
une solution de NaCl (0.5 M) entre deux électrodes de (a) CDC-8x et (b) CDC-1x. L’électrode
négative (resp. positive) de se trouve à gauche (resp. à droite) de la cellule. Les lignes verticales
en pointillé correspondent aux limites des électrodes dans la direction z.
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C.2 | Simulation des systèmes à base de graphite avec la
bonne densité d’eau
A l’issue d’environ 15 nanosecondes de simulation sous une tension de 1.0 V des systèmes
à base d’électrodes de graphite, l’analyse des profils de densité a montré une densité d’eau
légèrement supérieure (à environ 7 %) à la densité expérimentale. Étant donné que ces simulations
sont coûteuses, et qu’il n’était pas possible de les recommencer avec les 6 systèmes (NaCl, KCl
et LiCl avec deux concentrations pour chacun : 0.5 M et 1.0 M), nous avons procédé au
renouvellement d’une simulation pour un seul système avec la bonne densité, à savoir le NaCl
1.0 M. Suite à plusieurs variations de la distance entre les deux électrodes de graphite, nous
avons réussi à obtenir la bonne densité d’eau avec une augmentation de cette distance de 3.68 Å.
Ce qui aboutit à une longueur finale de la boîte de Lz = 71.58 Å, avec une distance de séparation
entre les électrodes de 56.27 Å.
Après une première équilibration de 2 nanosecondes à charge nulle, puis une deuxième
équilibration de 1 nanoseconde à potentiel nul, une dernière équilibration de 5 nanosecondes a
été effectuée sous une tension de 1.0 V. Bien que cette dernière trajectoire n’est pas suffisante
pour équilibrer la densité des ions, elle est suffisamment longue pour équilibrer la densité d’eau
(Figure C.3) ainsi que la charge portée par les atomes de carbone lors de l’application d’une
d.d.p. de 1.0 V.
La Figure C.2 montre que la charge totale moyenne portée par les atomes de carbone atteint
une valeur maximale (un plateau) à partir d’environ 250 picosecondes. La capacité spécifique
correspondante à la valeur d’équilibre de cette charge est égale à 7.02 ± 0.6 µ F cm−2. Cette
capacité est seulement supérieure de 1% par rapport à la capacité obtenue avec la mauvaise
densité. Ceci nous permet de tolérer la légère variation de la densité d’eau et de prendre en
compte les valeurs de capacité obtenues avec la mauvaise densité.
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Figure C.2 – Évolution de la charge en fonction du temps pour le système NaCl 1.0M et des
électrodes de graphite sous une tension de 1.0 V
Figure C.3 – Profil de densité pour une solution de NaCl 1.0M et des électrodes de graphite
sous une tension de 1.0 V après le redimensionnement de la boîte. La densité d’eau est équilibrée
après 5 ns de trajectoire
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C.3 | Données supplémentaires du système graphite NaCl
0.5 M
Figure C.4 – Profil de densité pour une solution de NaCl 0.5 M et des électrodes de graphite
sous une tension de 1.0 V.
Figure C.5 – Distribution jointe de cos θ et cosβ pour les molécules d’eau situées dans la
première couche au voisinage de l’électrode négative de graphite (système NaCl 0.5 M). θ est
l’angle entre la normale à l’électrode et le plan de la molécule d’eau. β est l’angle entre les deux
vecteurs normaux.
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Données suplémentaires sur l’effet de
l’électrolyte
(a) LiCl (0.5 M) (b) NaCl (0.5 M)
(c) KCl (0.5 M)
Figure D.1 – Profils de densité des trois systèmes LiCl, NaCl et KCl (0.5 M) avec des électrodes
de graphite sous une tension de 1.0 V.
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(a) LiCl (0.5 M)
(b) NaCl (0.5 M)
(c) KCl (0.5 M)
Figure D.2 – Distributions des nombres de solvatation de (a) Li+, (b) Na+ et (c) K+ situés
dans les deux premières couches à l’interface de l’électrode négative du graphite et dans la région
bulk de l’électrolyte pour une concentration de 0.5 M.
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Simulation moléculaire d’électrolytes aqueux
dans les carbones nanoporeux : Energie Bleue
et désalinisation de l’eau
Lors du mélange de l’eau douce des rivières avec l’eau salée de la mer, une quantité consi-
dérable d’énergie est dissipée. Plusieurs procédés sont actuellement à l’étude pour parvenir
à exploiter cette énergie bleue (Blue Energy). Inversement, la désalinisation de l’eau de mer
pour la production d’eau potable nécessite de très grandes quantités d’énergie. Depuis la pro-
position en 2009 d’une nouvelle approche pour parvenir à ces objectifs, grâce à des cycles
thermodynamiques reposant sur la charge/décharge d’électrodes à forte/faible concentration
en sel, expérimentateurs et ingénieurs ont essayé d’améliorer le procédé. Dans ce contexte,
l’utilisation d’électrodes nanoporeuses de carbone semble une piste très prometteuse. Un défi de
taille reste à relever pour déterminer les quantités pertinentes (capacité électrique et quantité de
sel adsorbé en fonction de la composition de l’électrolyte et de sa concentration). En effet, les
modèles traditionnels (Poisson-Boltzmann, etc) ne peuvent pas être utilisés dans ce cas où les
interactions au niveau moléculaire jouent un rôle essentiel. Nous surmontons cette difficulté grâce
aux simulations de dynamique moléculaire, qui permettent également de comprendre les méca-
nismes microscopiques à l’origine des propriétés observées. Nous étudions également l’influence
de la structure microporeuse de l’électrode de carbone ainsi que l’effet de la nature du sel chimique.
Mots clefs : Energie bleue, supercondensateurs, électrolytes aqueux, simulation de dynamique
moléculaire, carbone nanoporeux.
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Molecular simulation of aqueous electrolytes in
nanoporous carbons : Blue energy and water
desalination
When fresh river water mixes with salty sea water, a large amount of energy is lost. Conversely,
the desalination of seawater for the production of drinking water requires very large amounts
of energy. A new approach has been proposed in 2009 to harvest this "blue energy", thanks
to the charge/discharge of electrodes in electrolytes with high/low salt concentration. The
use of nanoporous carbon electrodes seems promising, but the traditional models (such as
Poisson-Boltzmann) used to determine the relevant quantities do not apply in this case where
molecular interactions play an essential role. We overcome this difficulty by performing molecular
dynamics simulations of nanoporous carbon electrodes in the presence of an aqueous electrolyte.
We evaluate the electrical capacity and the amount of ions adsorbed inside the electrodes as
a function of the electrolyte composition and its concentration. In addition, these simulations
allow us to understand the microscopic mechanisms leading to the storage of the charge, the
effect of the structure of the carbon electrode, the salt concentration in the electrolyte and the
chemical nature of the salt.
Keywords : Bleue energy, supercapacitors, aqueous electrolytes, molecular dynamics simulation,
nanoporous carbon.
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