Linear Discriminant Analysis (LDA) 
Introduction
Linear Discriminant Analysis (LDA) [13, 21] is a popular dimensionality reduction technique in pattern recognition and machine learning. It aims to maximize the withinclass similarity while minimizing the between-class similarity simultaneously. LDA is widely used in many applications, such as face recognition, speech recognition, and character recognition, due to its effectiveness and computational efficiency. However, in some applications, LDA encounters the so-called small sample size (SSS) problem [11] which arises when the sample size is much smaller than the dimensionality of the feature space. The performance of LDA will seriously deteriorate under such situations because there may not be enough data to make the within-class scatter matrix nonsingular. Several methods have been proposed to overcome the SSS problem, e.g., PseudoLDA [18] , PCA+LDA [1] , Direct-LDA [27] , NullLDA [11] , and DualLDA [24] . PseudoLDA overcomes the singularity problem by substituting the inverse of the within-class scatter matrix with its pseudo-inverse. PCA+LDA first applies PCA [17] to project the data into a lower-dimensional space so that the within-class scatter matrix computed there is nonsingular, and then applies LDA in the lowerdimensional space. Direct-LDA projects data into the range space of the between-class scatter matrix by diagonalizing the between-class scatter matrix and then minimizes the within-class scatter in the reduced space. NullLDA first projects the data to the null space of the within-class scatter matrix and then maximizes the between-class scatter in this space. It is similar to the Discriminative Common Vectors method [6] . DualLDA, which combines the ideas from PCA+LDA and NullLDA, applies LDA in the range space and the null space of the within-class scatter matrix separately and then integrates the two parts together to get the final transformation. There also exists another approach to address the SSS problem, with 2DLDA [26] being the representative of this approach. The major difference between 2DLDA and the above algorithms is in the data representation. Specifically, 2DLDA works on data represented as matrices instead of vectors so that the dimensionality of the data representation can be kept small to avoid the SSS problem. Moreover, in some applications such as face and object recognition, 2DLDA can preserve the spatial information in an image which may be useful for classification.
In many real-world applications, labeled data are hard or expensive to obtain because laborious human labeling effort is required. On the other hand, abundant supply of unlabeled data is available at very low cost. In recent years, semi-supervised learning has emerged as a hot topic within the machine learning research community. One common form of semi-supervised learning is to utilize unlabeled data to aid classification or regression tasks when labeled data are scarce. A good survey of semi-supervised learning methods can be found in [29] . Some early semisupervised learnng methods include Co-Training [4] and Transductive SVM [3] . More recently, graph-based semisupervised learning methods [2, 28, 30] have aroused the interests of many researchers. These methods model the relationships between data points in the form of a graph, in which label information from the labeled data points is propagated to the unlabeled data points through the graph.
This leads us to ask the following question: Can unlabeled data be utilized to help LDA to alleviate the SSS problem? In this paper, we propose a novel semisupervised dimensionality reduction algorithm called SemiSupervised Discriminant Analysis (SSDA). Even though there already exists another semi-supervised LDA algorithm called SDA [5] which exploits the local neighborhood information of data points in performing dimensionality reduction, our SSDA algorithm exploits the global structure of the data and is robust against noise in defining the neighborhood relationships. SSDA first constructs a graph using a robust path-based similarity measure to capture the manifold structure of the data. Unlike some existing graphbased semi-supervised learning methods which make use of the similarity or affinity matrix to define a manifold-based regularization term for an optimization problem formulated under the regularization framework, we propose a new optimality criterion for LDA by exploiting the interplay between labeled and unlabeled data. Like the original LDA algorithm, learning in SSDA also reduces to solving a generalized eigenvalue problem to obtain the projection directions for dimensionality reduction.
The rest of this paper is organized as follows. We first briefly review the traditional LDA algorithm in Section 2. We then present our SSDA algorithm in Section 3. Section 4 reports some experimental results based on two commonly used face databases to demonstrate the effectiveness of our method. Finally, we conclude our paper in the last section.
Background
Given a training set of n data points, D = {x 1 , . . . , x n } where x i ∈ R N (i = 1, . . . , n), LDA tries to find a projection matrix W * that maximizes the ratio of the trace of the between-class scatter matrix S b to that of the within-class scatter matrix S w :
Let the data set D be partitioned into C ≥ 2 disjoint classes
The scatter matrices S b and S w are defined as: [15] . According to [25] , W * computed as above may not be optimal with respect to the optimality criterion in Eq. (1), but it is a computationally simple and good approximate solution sufficient for many applications. Thus many applications still use this approach to obtain the solution.
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Robust Path-Based Similarity Measure
We denote a set of n points in some multidimensional Euclidean space by D = {x 1 , . . . , x n }. This data set can be represented by an undirected graph G = (V, E), with the vertex set V = {1, . . . , n} corresponding to the data points in D and the edge set E ⊆ V × V representing the relationships between data points. Each edge is assigned a weight w ij which reflects the similarity between points x i and x j :
The scaling parameter σ controls how fast w ij decreases with the distance between x i and x j . The pairwise similarity w ij defined above is only determined by the Euclidean distance between x i and x j . It cannot reveal whether the two points belong to the same class. To capture this information, we exploit the underlying manifold structure of the whole data set based on a robust pathbased similarity measure as described below.
We first define a path-based similarity measure as in our previous work [7, 8] . Let P ij denote the set of all paths connecting vertices i and j. For each path p ∈ P ij , the effective similarity s p ij is the minimum edge weight along the path. The path-based similarity measure s ij is defined as the maximum effective similarity among all paths in P ij :
where p[h] denotes the hth vertex along path p and |p| denotes the number of vertices in p. According to [7, 8] , this similarity is sensitive to noise and outliers. We proposed a robust estimation approach to compute the weight α i for each point x i as:
where N i denotes the neighborhood of x i . To make the weights insensitive to σ, normalized weights are computed as
Finally, the robust path-based similarity measure is expressed as:
Objective Function for SSDA
Suppose we have l labeled examples
with unknown class memberships. So there are a total of n = l + m examples and usually l m. When l is too small compared with the input dimensionality, LDA generally does not perform very well. To remedy this problem, we want to incorporate unlabeled data to improve the performance of LDA. We propose to maximize a new objective function as follows:
where w is an N -dimensional projection vector, S b and S w are the between-class and within-class scatter matrices as defined in Eqs. (2) and (3), and J(w) is a regularization term which is learned from both the labeled and unlabeled data. We first construct the robust path-based similarity matrix S using Eq. (6) based on the whole data set. In the following, we will describe how to compute J(w) using S.
First, we divide S into four blocks:
where S ll captures the similarity between labeled data points, S lu and S ul capture the similarity between labeled and unlabeled data points with S lu = (S ul ) T , and S uu captures the similarity between unlabeled data points. Because ground-truth label information already exists for the labeled data and the similarity information S ll may not be fully in line with the label information, we choose to discard S ll . Since S lu and S ul contain the same information, we just need to use one of them, say S ul . Recall that the optimality criterion of LDA favors having data points from the same class to be close to their class mean. Following this idea, if an unlabeled data point is similar to some labeled data point from the ith class, then we expect the unlabeled data point to be close to the class mean of the ith class. We define the similarity Q ij between the ith unlabeled data point x l+i and the jth class as
That is, if an unlabeled data point x l+i has higher similarity to some labeled point from the jth class, then x l+i is more likely to belong to the jth class. Let Q denote the similarity matrix between unlabeled data points and class means with Q ij being its elements. Similar to [16] , a Laplacian-style measure is defined as follows:
where 
where S uu ij is (i, j) element of S uu , D uu is a diagonal matrix whose entries are the column sums of S uu and L 2 = D uu − S uu is the Laplacian matrix [12] of S uu . Finally, we combine Eqs. (8) and (9) to get the objective function for the optimization problem of our SSDA algorithm and maximize it with respect to w:
where α is a control parameter. According to [15] , solving this optimization problem is equivalent to solving the following generalized eigenvalue problem:
When the number of data points is smaller than the dimensionality of the data, (11) may be singular and hence the eigen-decomposition problem becomes unstable. To avoid this problem, we adopt the idea of Tikhonov regularization as in regularized discriminant analysis [14] . So the generalized eigenvalue problem in Eq. (11) becomes:
where β > 0 and I is the identity matrix.
The Algorithm
The SSDA algorithm can be summarized as follows:
1. Construct the robust similarity matrix S using Eq. (6).
2. Construct the scatter matrices S b and S w defined in Eqs. (2) and (3) using only labeled data.
3. Construct the graph Laplacian matrices L 1 and L 2 for the regularization terms using Eqs. (8) and (9). 
Discussions
As pointed out in [10] , the similarity measure defined in Eq. (5) is a density-sensitive similarity measure. So our method can be regarded as adopting the so-called cluster assumption in semi-supervised learning [9, 10] , which says that two points are likely to have the same class label if there exists a path connecting them by passing through regions of high density only. Here we interpret the cluster assumption in a somewhat different way. Specifically, if two points are connected by a path in which adjacent vertices have high similarity, then the two points will likely belong to the same class.
SDA [5] is also a semi-supervised discriminant analysis method which makes use of both labeled and unlabeled data. Unlike our method, however, SDA adopts the socalled manifold assumption [28] , which says that nearby points have similar low-dimensional representations and use neighborhood information to find better embedding. However, in situations where the intra-class variance is larger than the inter-class variance, the neighborhood information may be noisy and the performance of SDA will deteriorate. Our experimental results confirm this speculation. In contrast to SDA, our method exploits the global manifold structure which will not be affected by noisy neighborhood. In general, the manifolds can be nonlinear and elongated in structure. With the help of the path-based similarity measure, we can convert elongated manifolds into compact ones which can help further classification.
Kernel SSDA
The SSDA algorithm presented above is a linear method. In general, it may fail to handle data with nonlinear manifold structure. In this subsection, we discuss how to extend SSDA to a reproducing kernel Hilbert space (RKHS) which corresponds to a feature space.
We consider the RKHS or feature space F induced by a nonlinear mapping φ : R n → F. For a proper φ, the inner product operation ·, · in F can be defined as some positive semi-definite kernel function K(·, ·) such that φ(x), φ(y) = K(x, y). Some popular kernel functions are:
, wherem is the sample mean of the labeled data; otherwise, we can apply a centering transform to make φ(m) = 0. The first regularization term J φ 1 can be formulated as
So the problem in Eq. (11) in F can be written as follows:
From the analysis of [20] , the eigenvector of Eq. (13) is a linear combination of φ(x 1 ), . . . , φ(x n ). Thus there exist coefficients where a = (γ 1 , . . . , γ n ) T . With some algebraic calculations, we can get 
T .
Experiments
In this section, we report some experimental results based on two face databases to evaluate the performance of SSDA.
Experimental Setup
Subspace-based methods have achieved great successes in many face recognition applications [23, 1] . Previous research found that face images usually lie in some lowdimensional subspace within the ambient image space. Two famous methods are Eigenface [23] (based on PCA) and Fisherface [1] (based on LDA). Many variants have also been proposed. These subspace methods use different dimensionality reduction techniques to obtain a lowdimensional subspace and then perform classification in the subspace using some classifier. Unlike previous methods, SDA and our method, SSDA, are semi-supervised subspace methods derived from LDA but use both labeled and unlabeled data for training. In our experiments, we compare SSDA with several subspace methods, including Eigenface, Fisherface, and SDA. After dimensionality reduction has been performed, we use a simple nearest-neighbor classifier to perform classification in the subspace. Moreover, we also compare SSDA with the baseline method which simply uses the nearest-neighbor classifier in the original image space. For Fisherface, we use PCA to preserve 95% variance of the data. The parameter β in Eq. (12) is fixed to 10 −3 for SSDA and so is SDA.
PIE Face Database
We use the PIE face database [22] for the first set of experiments. The database contains 41,368 face images from 68 individuals. The face images were captured under varying pose, illumination and expression conditions. For our experiments, we choose the frontal pose (C27) with varying lighting and illumination conditions. There are about 49 images for each subject. Before the experiments, we resize each image to a resolution of 32 × 32 pixels. Some sample images are shown in Figure 1 .
In the first experiment, 30 images are randomly selected for each person to form the training set and the rest to form the test set. Of the 30 images for each person, one image is randomly selected and labeled while the other 29 images remain unlabeled. We perform 20 random splits and report the average results over the 20 trials. Table 1 reports the recognition rates of different methods evaluated on the unlabeled training data and the test data separately. Because there is only one labeled training example per person, Fisherface cannot work because the within-class scatter matrix is a zero matrix. The baseline method does not consider the manifold structure of data and Eigenface, an unsupervised method, does not utilize the labeled data, and hence both methods get poor results. On the other hand, both SDA and SSDA exploit the manifold structure and the label information and hence get better results. Moreover, SSDA achieves the best results among all methods tested. In the second experiment, the settings are almost the same as the first one. The only difference is that two images are randomly selected and labeled leaving the other 28 images unlabeled. Table 2 reports the results. It can be seen that SSDA gives better result than Fisherface, implying that unlabeled data can help LDA when there are only very few labeled examples. SSDA again achieves the best result among all methods. To our surprise, SDA is worse than Fisherface. This is because SDA treats the points in the neighborhood as equally important, which can bring some noise to deteriorate the performance. Moreover, we also investigate the effect of parameter α in Eq. (12) on the performance of SSDA. The recognition error rates on the unlabeled training data and the test data are plotted in Figure 3 . We can see that when α varies in the range [0.1, 1.1], the performance of SSDA only changes slightly for both data sets, with the maximum percentage change being 0.46% for the unlabeled training data and 0.77% for the test data. This shows the relative insensitivity of α and hence it is easy to choose an appropriate value for SSDA to deliver good performance. 
AR Face Database
We next use the AR face database [19] for the second set of experiments. The database contains over 4,000 color face images from 126 persons, which include 70 men and 56 women. The face images are all frontal view images with different expressions, illuminations and occlusions. There are 26 images for each person taken in two sessions, each having 13 images. In our experiments, 2,600 images of 100 persons (50 men and 50 women) are used. Before the experiments, each image is converted to gray scale and normalized to 33 × 24 pixels. Some typical images are shown in Figure 2 .
We conduct four experiments on the AR database. For each subject, we randomly select 13 images for the training set and the rest for the test set. Among the 13 images chosen for the training set, we randomly choose p ∈ {2, 3, 4, 5} images and label them. The four experiments correspond to different values of p. For each configuration, we perform 20 random trials and report the average recognition results in Table 3 . We can see that SSDA achieves the best results among all methods in all four experiments. To our surprise, SDA is only slightly better than the baseline method and Eigenface but is significantly worse than Fisherface. A possible explanation is that the face images in the AR database have large intra-person (or intra-class) variability due to expression differences and occlusion, so that intra-person variance may be larger than inter-person variance. As a result, nearby points may belong to different classes. Moreover, the face images were taken during two different sessions at different times so that the appearance of the same person may look different, resulting in different distributions of the data points in the two sessions. The neighbors of a data point are more likely to belong to different classes. If data points within the same neighborhood are treated to be from the same class as SDA does, the recognition accuracy may be seriously affected. As in the first set of experiments for the PIE database, we also investigate the effect of parameter α in Eq. (12) on the performance of SSDA. The recognition error rates on the unlabeled training data and the test data are plotted in Figures 4-7 . We can see that when α varies in the range [0.1, 1.1], the performance of SSDA does not change very much and the maximum percentage changes for the unlabeled training data and the test data are 2.87% and 2.68% when p = 2, 2.21% and 1.91% when p = 3, 1.51% and 1.15% when p = 4, and 0.93% and 0.72% when p = 5. So the performance of SSDA is not very sensitive to α. 
Conclusion
In this paper, we have proposed a new dimensionality reduction algorithm called Semi-Supervised Discriminant Analysis. It can make use of both labeled and unlabeled data in learning a transformation to achieve dimensionality reduction. The similarity between data points is represented by a robust path-based similarity measure so that the global manifold structure of the data can be captured well with high robustness. The global manifold structure plays a crucial role in maximizing the discrimination ability of LDA when labeled training data are very limited. Experiments performed on two commonly used face databases show very promising results when compared with other related methods. In our future research, we will generalize our method to other dimensionality reduction techniques.
