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Abstract
In this paper, we consider the k-Hessian equation Sk(D
2u) = b(x)f(u) in Ω, u = +∞ on ∂Ω,
where Ω is a smooth, bounded, strictly convex domain in RN with N ≥ 2, b ∈ C∞(Ω) is
positive in Ω and may be singular or vanish on the boundary, f ∈ C∞(0,∞)∩C[0,+∞) (or
f ∈ C∞(R)) is positive and increasing on [0,+∞) (or R) and satisfies the Keller-Osserman
type condition. We first supply an upper and lower solution method of classical k-convex
large solutions to the above equation, and then we studied the optimal global estimate and
boundary behavior of large solutions. In particular, we investigate the asymptotic behavior
of such solutions when the parameters on b tend to the corresponding critical values and
infinity.
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1 Introduction
In this paper, we investigate the optimal global estimate and boundary behavior of classical
k-convex solutions to the following k-Hessian problem
Sk(D
2u) = Sk(λ1, · · ·, λN ) = b(x)f(u) in Ω, u = +∞ on ∂Ω, (1.1)
where Ω ⊂ RN (N ≥ 2) is a smooth, bounded, strictly convex domain, λ1, · · ·, λN are the
eigenvalues of the Hessian
D2u(x) =
(
∂2u(x)
∂xi∂xj
)
N×N
of u ∈ C2(Ω), the last condition u = +∞ on ∂Ω means that u(x)→ +∞ as d(x) := dist(x, ∂Ω)→
0 and the solution is called large solution, blow-up solution or explosive solution. The b and f
satisfy
(b1) b ∈ C
∞(Ω) is positive in Ω;
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(S1) f ∈ C
∞(0,+∞) with f(0) = 0 and f is strictly increasing on [0,+∞) (or (S01) f ∈ C
∞(R),
f(t) > 0,∀ t ∈ R, and f is strictly increasing on R).
We see from [6] and [52] that
Sk(λ1, · · ·, λN ) =
∑
1≤i1<···<ik≤N
λi1 · · · λik .
For k ∈ {1, · · ·, N}, let Γk be the component of {λ ∈ R
N : Sk(λ) > 0} ⊂ R
N contain the positive
cone
Γ+ := {λ ∈ RN : λi > 0, i = 1, · · ·, N},
i.e., Γk is the convex cone with vertex at the origin given by
Γk := {λ ∈ R
N : Si(λ) > 0, i = 1, · · ·, k}.
It follows from [7] that
Γ+ = ΓN ⊂ · · · ⊂ Γ1.
From Definition 1.1 of [49], we see that for k ∈ {1, · · ·, N}, u ∈ C2(Ω) is (strictly) k-convex if
Hi(D
2u) = Si(λ1, · · ·, λN ) (>) ≥ 0 in Ω for i = 1, · · ·, k.
Let Ω ⊂ RN be an open set with C2-boundary, then from Definition 1.2 of [49], we see that, Ω
is (strictly) convex if
Si(κ1, · · ·, κN−1) (>) ≥ 0 on ∂Ω for i = 1, · · ·, N − 1,
where κi(x) (i = 1, · · ·, N − 1) are the principal curvatures of ∂Ω at x.
When k = 1, problem (1.1) is the following semilinear elliptic problem
∆u = b(x)f(u) in Ω, u = +∞ on ∂Ω. (1.2)
For b ≡ 1 in Ω, f(u) = exp(u) and N = 2, Bieberbach [5] first studied the existence, uniqueness
and asymptotic behavior of classical solutions to problem (1.2) in a bounded domain Ω ⊆ RN
with C2-boundary. Then, Rademacher [47] using the idea of Bieberbach, showed the results
still hold for N = 3. Later, Lazer and McKenna [31] extended the above results in bounded
domain Ω ⊂ RN (N ≥ 1) with a uniform outer sphere condition. In particular, Keller [29] and
Osserman [45] carried out a systematic research on problem (1.2) and supplied a necessary and
sufficient condition for the existence of solutions to the problem. For further insight on problem
(1.2), please refer to [1], [3], [30]-[31], [15]-[17], [19], [34]-[38], [55] and the references therein.
When k = N , problem (1.1) is the Monge-Ampe`re problem
det(D2u) = b(x)f(u) in Ω, u = +∞ on ∂Ω. (1.3)
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Problem (1.3) arises from a few geometric problem and was considered by Cheng and Yau [9]-[10]
for f(u) = exp(Ku) in bounded convex domains and for f(u) = exp(2u) in unbounded domains.
When b ∈ C∞(Ω¯) is positive on Ω¯ and f(u) = uγ (γ > n) or f(u) = exp(u), Lazer and McKenna
[32] showed the existence, uniqueness and global estimate of strictly convex C∞-solutions to
problem (1.3). In particular, they showed that
(i) if f(u) = uγ with γ > N , then there exist constants c1, c2 > 0 such that the strictly convex
solution u satisfies
c1(d(x))
−(N+1)/(γ−N) ≤ u(x) ≤ c2(d(x))
−(N+1)/(γ−N) , x ∈ Ω;
(ii) if f(u) = exp(u), then there exists constant c3 > 0 such that the strictly convex solution u
satisfies
|u(x) + (N + 1) ln d(x)| < c3.
Moreover, they also proved the nonexistence when f(u) = uγ with γ ∈ (0, N). Matero [41]
treated the more general case for bounded strictly convex domains, generalizing a result of
Keller [29] and Osserman [45]. Then, Salani [49] further extended the results to some k-Hessian
equations. Guan and Jian [20] extended the results of Cheng and Yau [9]-[10], in which various
existence and nonexistence results were shown for rather general Monge-Ampe`re equations with
gradient terms in bounded or unbounded (strictly) convex domains. In particular, they also
studied the global estimate of strictly convex large solutions to the problem in bounded strictly
convex domains. Then, the results are extended by Jian [25] to the case of k-Hessian equations.
Let b satisfy (b1), f satisfy (S1) (or (S01)) and the following Keller-Osserman type condition
∫ +∞
t
((N + 1)F (s))−1/(N+1)ds < +∞, t > 0, F (t) =
∫ t
0
f(s)ds. (1.4)
Mohammed [44] showed the existence of strictly convex solutions to problem (1.1) when the
Dirichlet problem
det D2u(x) = b(x), x ∈ Ω, u|∂Ω = 0 (1.5)
has a strictly convex solution u0 ∈ C
∞(Ω)∩C(Ω¯). Furthermore, when
∫ +∞
t (f(s))
−1/Nds = +∞,
the author showed problem (1.3) has no classical convex solution. In fact, for the studying of
problem (1.5) can be traced bake to the works of Cheng and Yau in [8] and Caffarelli, Nirenberg
and Spruck in [7]. Cheng and Yau [8] proved that problem (1.5) possesses a strictly convex
solution if 0 < b(x) < C(d(x))δ−N−1 in Ω for some constants δ > 0 and C > 0. In Theorem
1.1 of [7], Caffarelli et al. showed that problem (1.5) admits a convex solution if b ∈ C∞(Ω¯).
Mohammed [43] showed that if b(x) > C(d(x))−N−1 in Ω with C > 0, then problem (1.5) has no
strictly convex solution. When f(u) = exp(u) or f(u) = uγ , γ > N , the weight b satisfy (b1) and
grows like a negative power of d(x) near boundary, Yang and Chang [56] showed the existence,
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uniqueness, nonexistence and global estimate of strictly convex solutions to problem (1.3), and
when Ω is a ball, they obtained the exact boundary behavior of large solutions. Recently, Zhang
and Du [58] showed that if b satisfy (b1) and b ∈ L
∞(Ω), f satisfy (S1) (or (S01)) and∫ 1
0
(F (s))−1/(k+1)ds = +∞, F (t) =
∫ t
0
f(s)ds, (1.6)
then problem (1.3) has a strictly convex C∞-solution if and only if (1.4) holds, moreover, if b
satisfy (b1) and problem (1.5) admit a strictly convex solution, f satisfy (S1) (or S01), (1.4)
and (1.6), then problem (1.3) has a strictly convex C∞-solution. For other related works on
Monge-Ampe`re equations and more general k-Hessian equations, please refer to [2], [13]-[14],
[21]-[24], [26]-[28], [33], [40], [46], [49]-[53], [57], [60]-[64].
Very recently, Zhang and Feng [59], studied the existence and global estimate of k-convex
solutions to problem (1.1) by using the following structure condition
lim
t→+∞
J(t) = E+∞f
and
lim
t→0+
J(t) = E0f , (1.7)
where E0f ∈ (0,+∞), E
+∞
f ∈ (0,+∞] and
J(t) := ((F (t))1/(k+1))′
∫ +∞
t
(F (s))−1/(k+1)ds. (1.8)
When f(t) = exp(t), we see by a direct calculation that f(t) does not satisfy (1.7). In fact,
(1.7) is just right when f satisfies (S1), but it is inappropriate when f satisfies (S01). Most
recently, Zhang [65] by introduce some new local structure conditions established the optimal
global estimate and boundary behavior of strictly convex solutions to problem (1.3) when f
satisfies (S1) (or (S01)).
The aim of this paper is to extend and improve the main results of [65] to the case k ∈
{1, · · ·, N}. We first supply the upper and lower solution method of classical k-convex solution
to problem (1.1), and then we investigate the optimal global estimate and boundary behavior
of k-convex solutions to problem (1.1). In particular, in Theorems 2.4-2.5 of [65], the author
by structuring piecewise functions established the global estimate of strictly convex solutions to
problem (1.3). In this paper, we find that the results can be improved by using Lemma 6.2.
Moreover, we further study the optimal global estimate of k-convex solutions to problem (1.1)
when f is regularly varying at positive infinity with the critical index k.
To obtain Theorems 2.3-2.5 and Theorem 2.7, we assume that f satisfies the following con-
ditions, not necessarily simultaneously:
(f1)
∫ +∞
t (f(s))
−1/kds < +∞, t > 0 or t ∈ R and
I(t) := ((f(t))1/k)′
∫ +∞
t
(f(s))−1/kds, t > 0 or t ∈ R;
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(f2) there exists C
+∞
f ∈ (0,+∞) such that
lim
t→+∞
I(t) = C+∞f ;
(f3) f satisfies (S1),
∫ 1
0 (f(s))
−1/kds = +∞, and there exists C0f such that
lim
t→0+
I(t) = C0f ;
(f4) f satisfies (S01), there exists C
−∞
f ∈ (0,+∞) such that
lim
t→−∞
I(t) = C−∞f .
By (S01), we see that ∫ a
−∞
(f(s))−1/kds = +∞.
Remark 1.1. Some basic examples of f in (f1)-(f3)(or (f4)) are
(i) if f(t) = tγ, t ≥ 0 with γ > k, then C+∞f = C
0
f =
γ
γ−k ;
(ii) if f(t) = exp(t), t ∈ R, then C+∞f = C
−∞
f = 1;
(iii) if f(t) ∼ (−t)γ as t→ −∞, where γ < 0, then C−∞f =
γ
γ−1 .
To obtain Theorem 2.6, we assume that f satisfies the following conditions, not necessarily
simultaneously:
(f5)
∫ +∞
t (F (s))
−1/(k+1)ds < +∞, t > 0 or t ∈ R, where
F (t) =
∫ t
0
f(s)ds or F (t) =
∫ t
−∞
f(s)ds;
(f6) limt→+∞ J(t) = +∞, where J is given by (1.8);
(f7) f satisfies (S1), (1.6) and there exists E
0
f ∈ (0,+∞) such that (1.7) holds;
(f8) f satisfies (S01), there exists E
−∞
f ∈ (0,+∞) such that
lim
t→−∞
J(t) = E−∞f , where F (t) =
∫ t
−∞
f(s)ds.
By (S01), we see that ∫ a
−∞
(F (s))−1/(k+1)ds = +∞ for a ∈ R.
Remark 1.2. Some basic examples of f in (f5), (f7) (or (f8)) are
(i) if f(t) ∼ tγ as t→ 0+, where γ > k, then E0f =
γ+1
γ−k ;
(ii) if f(t) ∼ (−t)γ as t→ −∞, where γ < −1, then E−∞f =
γ+1
γ−k ;
(iii) if f(t) ∼ exp(t) as t→ −∞, then E−∞f = 1.
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2 Main Results
2.1 Optimal global behavior
(I) Let ψ be uniquely determined by
∫ +∞
ψ(t)
(f(s))−1/kds = t, t > 0. (2.1)
We note that
(i) (S1) (or S01), (f1)-(f2) imply
ψ(t)→ +∞ if and only if t→ 0+;
(ii) (S1), (f1) and (f3) imply
ψ(t)→ 0+ if and only if t→ +∞;
(iii) (S01), (f1) and (f4) imply
ψ(t)→ −∞ if and only if t→ +∞.
(II) Since Ω is smooth, bounded, strictly convex domain in RN , we see from [32] that there
exists a function φ ∈ C∞(Ω¯) with the following properties:
φ(x) < 0, x ∈ Ω, φ|∂Ω = 0, ∇φ(x) 6= 0, x ∈ ∂Ω
and φ is positive definite in Ω¯. Let v = −φ and assume that
max
x∈Ω¯
v(x) < 1.
It is clear that D2v is negative definite in Ω¯. In fact, for any positive constant ρ ∈ (0, 1], we can
always take φ such that
max
x∈Ω¯
v(x) < ρ.
(III) Let L denote the set of Karamata functions defined on (0, 1] by
L˜(t) = c exp
(∫ 1
t
y(s)
s
ds
)
, c > 0, y ∈ C(0, 1] and y(t)→ 0 as t→ 0+.
We see from Proposition 4.6 that L˜ is normalized slowly varying at zero.
Our results can be summarized as follows.
Theorem 2.1. Let f(t) = tγ , t ≥ 0 with γ > k, b satisfy (b1) and
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(b2) there exist positive constants b1 < b2 and λ > −1− k such that
b1(v(x))
λ ≤ b(x) ≤ b2(v(x))
λ,
then problem (1.1) has a unique classical k-convex solution uλ satisfying
m0(v(x))
−α ≤ uλ(x) ≤M0(v(x))
−α, x ∈ Ω,
where
α =
k + 1 + λ
γ − k
, m0 =
(
b2
αkc0
)1/(k−γ)
, M0 =
(
b1
αkC0
)1/(k−γ)
(2.2)
with
c0 = c0(λ) = min
x∈Ω¯
ω0(x), C0 = C0(λ) = max
x∈Ω¯
ω0(x),
where
ω0(x) = v(x) ·(−1)
kSk(D
2v(x))+(α+1)
CkN∑
i=1
(−1)kdet(vxisxij )(−∇vi(x))
TB(vi(x))∇vi(x), (2.3)
where B(vi) denotes the inverse of the i-th principal submatrix (vxisxij ), det(vxisxij ) denotes the
determinant of (vxisxij) and
∇vi = (vxi1 , · · ·, vxik)
T , i = 1, · · ·, CkN and C
k
N :=
N !
(N − k)!k!
.
Moreover, we have
lim
λ→−k−1
uλ(x) = 0, lim
λ→+∞
uλ(x) = +∞ (2.4)
and (
b2
c1
)1/(k−γ)
≤ lim inf
λ→−k−1
uλ(x)
αk/(γ−k)
≤ lim sup
λ→−k−1
uλ(x)
αk/(γ−k)
≤
(
b1
C1
)1/(k−γ)
(2.5)
uniformly for x ∈ Ω1 which is an arbitrary compact subset of Ω, where
c1 = min
x∈Ω¯
ω1(x), C1 = max
x∈Ω¯
ω1(x) (2.6)
with
ω1(x) = v(x)(−1)
kSk(D
2v(x)) +
CkN∑
i=1
(−1)kdet(vxisxij (x))(−∇vi(x))
TB(vi(x))∇vi(x). (2.7)
In particular, for fixed x ∈ Ω, we have
b
1/(k−γ)
2 ≤ lim inf
λ→+∞
uλ(x)
αk/(γ−k)c
1/(γ−k)
0 (v(x))
−α
and lim sup
λ→+∞
uλ(x)
αk/(γ−k)C
1/(γ−k)
0 (v(x))
−α
≤ b
1/(k−γ)
1 .
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Theorem 2.2. Let f(t) = exp(t), t ∈ R, b satisfy (b1)-(b2), then problem (1.1) has a unique
classical k-convex solution uλ satisfying
m1 − (λ+ k + 1) ln v(x) ≤ uλ(x) ≤M1 − (λ+ k + 1) ln v(x), x ∈ Ω,
where
m1 = ln c1 + k ln(λ+ k + 1)− ln b2, M1 = lnC1 + k ln(λ+ k + 1)− ln b1 (2.8)
and c1, C1 are given by (2.6). Moreover, we have
lim
λ→−k−1
uλ(x) = −∞, lim
λ→+∞
uλ(x) = +∞ (2.9)
and
lim
λ→−k−1
uλ(x)
ln(k + 1 + λ)
= k, lim
λ→+∞
uλ(x)
(k + 1 + λ) ln v(x)
= −1 (2.10)
uniformly for x ∈ Ω1 which is an arbitrary compact subset of Ω.
Theorem 2.3. Let f satisfy (S1) (or (S01)), (f1)-(f2) and (f3) (or (f4)), b satisfy (b1)-(b2)
with
(h0 − 1)η + 1 > 0, (2.11)
then problem (1.1) has a k-convex solution uλ satisfying
ψ(τ2η
−1vη(x)) ≤ uλ(x) ≤ ψ(τ1η
−1vη(x)), x ∈ Ω, (2.12)
where
η =
k + 1 + λ
k
, h0 :=


inf
t>0
((f(t))1/k)′
∫ +∞
t (f(s))
−1/kds > 0, if (f3) holds,
inf
t∈R
((f(t))1/k)′
∫ +∞
t (f(s))
−1/kds > 0, if (f4) holds,
(2.13)
τ1 and τ2 are given by
τk1 max
x∈Ω¯
ω2(τ1, x) = b1, τ
k
2 min
x∈Ω¯
ω2(τ2, x) = b2 (2.14)
with
ω2(τj , x) = v(x)(−1)
kSk(D
2v(x))
+
(
Ψ(τjη
−1(v(x))η)η + 1− η
) CkN∑
i=1
(−1)k det(vxisxij(x))(−∇vi(x))
TB(vi(x))∇vi(x)
(2.15)
and
Ψ(τjη
−1(v(x))η) = −
ψ′′(τjη
−1(v(x))η)τjη
−1(v(x))η
ψ′(τjη−1(v(x))η)
, j = 1, 2.
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Moreover, we have


lim
λ→−k−1
max
x∈Ω¯1
uλ(x) = 0, if (f3) holds,
lim
λ→−k−1
max
x∈Ω¯1
uλ(x) = −∞, if (f4) holds;
lim
λ→+∞
min
x∈Ω1
uλ(x) = +∞, if (f3) (or (f4) with C
−∞
f = 1) holds.
In particular, if (f3) holds, then we further have
(
b2
c1
)(1−C0f )/k
≤ lim inf
λ→−k−1
uλ(x)
ψ(η−1)
≤ lim sup
λ→−k−1
uλ(x)
ψ(η−1)
≤
(
b1
C1
)(1−C0f )/k
(2.16)
uniformly for x ∈ Ω1 which is an arbitrary compact subset of Ω, and if (f4) holds, then we
further have
(
b1
C1
)(1−C−∞f )/k
≤ lim inf
λ→−k−1
uλ(x)
ψ(η−1)
≤ lim sup
λ→−k−1
uλ(x)
ψ(η−1)
≤
(
b2
c1
)(1−C−∞f )/k
(2.17)
uniformly for x ∈ Ω1.
It follows from (2.16) and (2.17) that if C0f = 1 (or C
−∞
f = 1), then for any x ∈ Ω,
lim
λ→−k−1
uλ(x)
ψ(η−1)
= 1.
Remark 2.1. If (f4) holds, then by Lemma 5.4 (i), we have h0 ≤ 1. So, in Theorem 2.3, (f4)
with C−∞f = 1 and (2.11) for any η > 0 imply that h0 = 1.
Theorem 2.4. Let f satisfy (S1) (or (S01)), (f1)-(f2) and (f3) (or (f4)), b satisfy (b1) and
the following condition
(b3) there exist µ > 1 and positive constants b1 < b2 such that for any x ∈ Ω,
b1(v(x))
−k−1(− ln v(x))−kµ ≤ b(x) ≤ b2(v(x))
−k−1(− ln v(x))−kµ,
then problem (1.1) has a classical k-convex solution uµ satisfying
ψ(τ4(µ− 1)
−1(− ln v(x))1−µ) ≤ uµ(x) ≤ ψ(τ3(µ− 1)
−1(− ln v(x))1−µ), x ∈ Ω, (2.18)
where τ3 and τ4 are given by
τk3 max
x∈Ω¯
ω3(τ3, x) = b1, τ
k
4 min
x∈Ω¯
ω3(τ4, x) = b2 (2.19)
with
ω3(τj , x) = v(x)(−1)
kSk(D
2v(x)) +
(
Ψ(τj(µ − 1)
−1(− ln v(x))1−µ)(µ − 1)(− ln v(x))−1
+ 1− µ(ln v(x))−1
) CkN∑
i=1
(−1)kdet(vxisxij (x))(−∇vi(x))
TB(vi(x))∇vi(x)
(2.20)
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and
Ψ(τj(µ− 1)
−1(− ln v(x))1−µ)
= −
ψ′′(τj(µ− 1)
−1(− ln v(x))1−µ)τj(µ− 1)
−1(− ln v(x))1−µ)
ψ′(τj(µ − 1)−1(− ln v(x))1−µ)
, j = 3, 4.
Moreover, we have


lim
µ→1+
max
x∈Ω¯1
uµ(x) = 0, if (f3) holds,
lim
µ→1+
max
x∈Ω¯1
uµ(x) = −∞, if (f4) holds;
lim
µ→+∞
min
x∈Ω¯1
uµ(x) = +∞, if (f3) or (f4) holds.
In particular, if (f3) holds, then
(
b2
c2
)(1−C0f )/k
≤ lim inf
µ→1+
uµ(x)
ψ((µ − 1)−1)
≤ lim sup
µ→1+
uµ(x)
ψ((µ − 1)−1)
≤
(
b1
C2
)(1−C0f )/k
(2.21)
uniformly for x ∈ Ω1 which is an arbitrary compact subset of Ω, and if (f4) holds, then we
further have
(
b1
C2
)(1−C−∞f )/k
≤ lim inf
µ→1+
uµ(x)
ψ((µ − 1)−1)
≤ lim sup
µ→1+
uµ(x)
ψ((µ − 1)−1)
≤
(
b2
c2
)(1−C−∞f )/k
(2.22)
uniformly for x ∈ Ω1, where
c2 = min
x∈Ω¯
ωˆ2(x), C2 = max
x∈Ω¯
ωˆ2(x)
with
ωˆ2(x) = v(x)(−1)
kSk(D
2v(x))
+
(
1− (ln v(x))−1
) CkN∑
i=1
(−1)kdet(vxisxij(x))(−∇vi(x))
TB(vi(x))∇vi(x).
It follows from (2.21) and (2.22) that if C0f = 1 (or C
−∞
f = 1), then for any x ∈ Ω,
lim
µ→1+
uµ(x)
ψ((µ − 1)−1)
= 1.
Theorem 2.5. Let f satisfy (S1) (or (S01)), (f1)-(f2) and (f3) (or (f4)), b satisfy (b1) and
the following condition
(b4) there exist positive constants b1 < b2, λ ≥ −k − 1 and some function L˜ ∈ L such that
b1(v(x))
λL˜k(v(x)) ≤ b(x) ≤ b2(v(x))
λL˜k(v(x)).
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If we further assume that
kh0 + (1 + λ)(h0 − 1) (2.23)
in (b4), where h0 is given by (2.13), then problem (1.1) has a classical k-convex solution u
satisfying
ψ
(
τ6
∫ v(x)
0
s
1+λ
k L˜(s)ds
)
≤ u(x) ≤ ψ
(
τ5
∫ v(x)
0
s
1+λ
k L˜(s)ds
)
, x ∈ Ω, (2.24)
where τ5 and τ6 are given by
τk5 max
x∈Ω¯
ω4(τ5, x) = b1, τ
k
6 min
x∈Ω¯
ω4(τ6, x) = b2 (2.25)
with
ω4(τj, x) = v(x)(−1)
kSk(D
2v(x)) +
[
Ψ
(
τj
∫ v(x)
0
s
1+λ
k L˜(s)ds
)
(v(x))
k+1+λ
k L˜(v(x))∫ v(x)
0 s
1+λ
k L˜(s)ds
−
λ+ 1
k
−
v(x)L˜′(v(x))
L˜(v(x))
] CkN∑
i=1
(−1)kdet(vxisxij)(−∇vi(x))
TB(vi(x))∇vi(x)
(2.26)
and
Ψ
(
τj
∫ v(x)
0
s
1+λ
k L˜(s)ds
)
= −
ψ′′(τj
∫ v(x)
0 s
1+λ
k L˜(s)ds)τj
∫ v(x)
0 s
1+λ
k L˜(s)ds
ψ′(τj
∫ v(x)
0 s
1+λ
k L˜(s)ds)
, j = 5, 6.
Remark 2.2. In Theorem 2.5, if λ = −k − 1, we need verify
∫ 1
0
L˜(s)
s
ds < +∞.
Remark 2.3. In Theorem 2.5, if λ = −k− 1 and L˜(v(x)) = (− ln v(x))kµ with µ > 1, then the
global estimate (2.24) is the same as (2.18). If λ > −k − 1 and L˜ ≡ 1, then the estimate (2.24)
is the same as (2.12).
Remark 2.4. In Theorem 2.5, if f(u) = uγ with γ > k, then the k-convex solution u satisfies
(
(γ − k)τ6
k
∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k−γ
≤ u(x) ≤
(
(γ − k)τ5
k
∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k−γ
, x ∈ Ω,
and if f(u) = exp(u), then the k-convex solution u satisfies
−k
[
ln
(
τ6
∫ v(x)
0
s
1+λ
k L˜(s)ds
)
− ln k
]
≤ u(x) ≤ −k
[
ln
(
τ5
∫ v(x)
0
s
1+λ
k L˜(s)ds
)
− ln k
]
, x ∈ Ω.
In fact, by Lemma 5.2 (ii)-(iii), we see that the conditions (S1) (or (S01)), (f1)-(f2) imply
that f ∈ NRVγ with γ > k or f is rapidly varying to positive infinity at positive infinity. Next,
we will show the optimal global behavior of k-convex solutions to problem (1.1) when f ∈ RVk.
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Let ϕ be uniquely determined by∫ +∞
ϕ(t)
((k + 1)F (s))−1/(k+1)ds = t, (2.27)
where
F (t) =
∫ t
ς
f(s)ds with ς =


0, if (S1) holds,
−∞, if (S01) holds.
(2.28)
We note that
(i) (S1) (or (S01)), (f5) imply
ϕ(t)→ +∞ if and only if t→ 0+;
(ii) (S1), (f5) and (f7) imply
ϕ(t)→ 0+ if and only if t→ +∞;
(iii) (S01), (f5) and (f8) imply
ϕ(t)→ −∞ if and only if t→ +∞.
Our result can be summarized as follows.
Theorem 2.6. Let f satisfy (S1) (or S01), (f5)-(f6) and (f7) (or (f8), b satisfy (b1) and (b4)
with −k − 1 < λ < 0, then problem (1.1) has a classical k-convex solution u satisfying
ϕ
(
τ8
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
)
≤ u(x) ≤ ϕ
(
τ7
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
)
, x ∈ Ω,
where τ7 and τ8 are given by
τk+17 max
x∈Ω¯
ω5(τ7, x) = b1, τ
k+1
8 min
x∈Ω¯
ω5(τ8x) = b2,
with
ω5(τj, x) =
(
k
k + 1
)k{
Φ
(
τj
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
)
v(x)(−1)kSk(D
2v(x))
+
[
(v(x))
k+1+λ
k L˜(v(x))∫ v(x)
0 s
1+λ
k L˜(s)ds
+Φ
(
τj
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
)(
(v(x))
k+1+λ
k L˜(v(x))
(k + 1)
∫ v(x)
0 s
1+λ
k L˜(s)ds
−
λ+ 1
k
−
v(x)L˜′(v(x))
L˜(v(x))
)] CkN∑
i=1
(−1)kdet(vxisxij(x))(−∇vi(x))
TB(vi(x))∇vi(x)
}
(2.29)
and
Φ
(
τj
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
)
= −
ϕ′(τj(
∫ v(x)
0 s
1+λ
k L˜(s)ds)
k
k+1 )
ϕ′′(τj(
∫ v(x)
0 s
1+λ
k L˜(s)ds)
k
k+1 )τj(
∫ v(x)
0 s
1+λ
k L˜(s)ds)
k
k+1
, j = 7, 8.
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2.2 The exact boundary behavior
Let Λ denote the set of all positive monotonic functions θ ∈ C1(0, δ0) ∩ L1(0, δ0) which satisfy
lim
t→0+
d
dt
(
Θ(t)
θ(t)
)
:= Dθ ∈ [0,+∞), Θ(t) =
∫ t
0
f(s)ds.
The set Λ was first introduced by Cıˆrstea and Ra˘dulescu [11]-[12] for non-decreasing functions
and by Mohammed [42] for non-increasing functions to study the boundary behavior and unique-
ness of solutions for boundary blow-up elliptic problems.
Our result can be summarized as follows.
Theorem 2.7. Let f satisfy (S1) (or (S01)), (f1)-(f2), b satisfy (b1) and the following condition
(b5) there exist constants b1 < b2 and some function θ ∈ Λ such that
b1 := lim inf
d(x)→0
b(x)
θk+1(d(x))
≤ lim sup
d(x)→0
b(x)
θk+1(d(x))
=: b2.
If we further assume that
C+∞f > 1
or
C+∞f = 1 and Dθ > 0,
then any classical k-convex solution u to problem (1.1) satisfies
τ
1−C+∞f
10 ≤ lim inf
d(x)→0
u(x)
ψ
(
(Θ(d(x)))
k+1
k
) ≤ lim sup
d(x)→0
u(x)
ψ
(
(Θ(d(x)))
k+1
k
) ≤ τ1−C
+∞
f
9 ,
where
τ9 =
k
k + 1
(
b1k
((k + 1)(C+∞f − 1) + kDθ)M
+
k−1
)1/k
(2.30)
and
τ10 =
k
k + 1
(
b2k
((k + 1)(C+∞f − 1) + kDθ)M
−
k−1
)1/k
with
M+k−1 = maxx∈∂Ω
Sk−1(κ1, · · ·, κN−1) and M
−
k−1 = minx∈∂Ω
Sk−1(κ1, · · ·, κN−1).
In particular, if C+∞f = 1, then
lim
d(x)→0
u(x)
ψ
(
(Θ(d(x)))
k+1
k
) = 1.
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3 Some preliminary results
In this section, we collect some well-known results for the convenience of later utilization and
reference.
Lemma 3.1. (Lemma 2.1 in [25]) Suppose that Ω ⊂ RN is a bounded domain, and u, v ∈ C2(Ω)
are k-convex. If
(i) φ1(x, z, q) ≥ φ2(x, z, q), ∀ (x, z, q) ∈ Ω×R× R
N ;
(ii) Sk(D
2u) ≥ φ1(x, u,Du) and Sk(D
2v) ≤ φ2(x, v,Dv) in Ω;
(iii) u ≤ v on ∂Ω;
(iv) ∂zφ1(x, z, p) > 0 or ∂zφ2(x, z, p) > 0,
then u ≤ v in Ω.
The following interior estimate for derivatives of smooth solutions is a simple variant of
Lemma 2.2 in [32] and can be proved by the idea of Theorem 3.1 and Remark 3.1 of [54].
Lemma 3.2. Let Ω be a bounded (k− 1)-convex domain in RN with N ≥ 2 and ∂Ω ∈ C∞. Let
β ∈ [−∞,∞) and h ∈ C∞(Ω¯× (β,∞)) with h(x, u) > 0 for (x, u) ∈ Ω¯× (β,∞). Let u ∈ C∞(Ω¯)
be a solution of the following problem
Sk(D
2u) = h(x, u), x ∈ Ω, u|∂Ω = c = constant
with β < u(x) < c in Ω. Let D ⋐ Ω be a subdomain of Ω and assume that β < β1 ≤ u(x) ≤ β2
for x ∈ D¯ and let τ > 1 be an integer. Then there exists a constant C which depends only on
β1, β2 and τ bounds for the derivatives of h(x, u) for (x, u) ∈ D¯ × [β1, β2] and dist(D, ∂Ω) such
that
||u||Cτ (D¯) ≤ C.
Lemma 3.3. (Theorem 1.1 in [21] and [49]) Let Ω be an open domain in RN with C∞-boundary
and let h(x, t) be a C∞-function such that and h > 0 and ht ≥ 0 in Ω × R. Then the following
problem
Sk(D
2u) = h(x, u), x ∈ Ω, u|∂Ω = φ˜ ∈ C(∂Ω)
has a unique k-convex solution provided there exists a k-convex strict subsolution v in Ω¯, i.e., a
k-convex function v such that v|∂Ω = φ˜ and Sk(D
2v) ≥ h(x, v) + δ in Ω¯, for some δ > 0.
Lemma 3.4. (Proposition 2.1 in [22] and Lemma 2.3 in [59]) Let u ∈ C2(Ω) be such that all
of the principal submatrices of (uxixj) for x ∈ Ω, and let h be a C
2-function defined on an
interval containing the range of u. Then
Sk(D
2h(u)) = Sk(D
2u)(h′(u))k + (h′(u))k−1h′′(u)
CkN∑
i=1
det(uxisxij )(∇ui)
TB(ui)∇ui,
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where AT denotes the transpose of the matrix A, B(ui) denotes the inverse of the i-th principal
submatrix (uxisxij ), det(uxisxij) denotes the determinant of (uxisxij ) and
∇ui = (uxi1 , · · ·, uxik)
T , i = 1, · · ·, CkN and C
k
N =
N !
(N − k)!k!
.
For any δ > 0, we define
Ωδ := {x ∈ Ω : 0 < d(x) < δ}. (3.1)
Since Ω is smooth, for positive integer m ≥ 2, we can always take δ˜ > 0 such that (please refer
to Lemmas 14. 16 and 14. 17 in [19])
d ∈ Cm(Ωδ˜), |∇d(x)| = 1, ∀x ∈ Ωδ˜. (3.2)
Lemma 3.5. (Corollary 2.3 in [22]) Let Ω be bounded with ∂Ω ∈ Cm for m ≥ 2. Assume that
x ∈ Ωδ1 and x¯ ∈ ∂Ω is the nearest point to x, i.e., d(x) = |x− x¯|, then
Sk(D
2h(d(x))) = (−h′(d(x)))kSk(ε1, · · ·, εN−1)
+ (−h′(d(x)))k−1h′′(d(x))Sk−1(ε1, · · ·, εN−1),
where
εi =
κi(x¯)
1− κi(x¯)d(x)
, i = 1, · · ·, N − 1
and κi(x¯) i = 1, · · ·, N − 1 are the principal curvatures of ∂Ω at x¯.
4 Some basic facts from Karamata regular variation theory
Some basic facts from Karamata regular variation theory are given in this section, please refer
to, for instance, [4], [39], [48] and Zhang’s paper [65].
Definition 4.1. A positive continuous function f defined on [a,+∞), for some a > 0, is called
regularly varying at positive infinity with index ρ, written f ∈ RVρ, if for each ξ > 0 and
some ρ ∈ R,
lim
t→+∞
f(ξt)
f(t)
= ξρ. (4.1)
In particular, when ρ = 0, f is called slowly varying at infinity. Clearly, if f ∈ RVρ, then
Lˆ(t) := f(t)/tρ is slowly varying at infinity.
Similarly, we define the regularly varying functions at zero and at infinity as follows.
Definition 4.2. We also see that a positive continuous function g defined on (0, a) for some
a > 0, is regularly varying at zero with index ρ (write g ∈ RV Zρ) if t 7→ g(1/t) belongs to
RV−ρ.
We see from Definition 4.2 that g ∈ RV Zρ (ρ ∈ R), if for each ξ > 0,
lim
t→0+
g(ξt)
g(t)
= ξρ. (4.2)
Definition 4.3. A positive continuous function h defined on (−∞, a) for some a < 0, is regu-
larly varying at negative infinity with index ρ if t 7→ h(−t) is regularly varying at positive
infinity with index ρ.
Proposition 4.4. (Uniform Convergence Theorem) If f ∈ RVρ, then (4.1) holds uniformly
for ξ ∈ [c1, c2] with 0 < c1 < c2. If g ∈ RV Zρ, then (4.2) holds uniformly for ξ ∈ [c1, c2] with
0 < c1 < c2.
Proposition 4.5. (Representation Theorem) A function L is slowly varying at positive infinity
if and only if it may be written in the form
L(t) = ν(t)exp
(∫ t
a1
y(s)
s
ds
)
, t ≥ a1,
for some a1 > 0, where the functions ν and y are continuous and for t → +∞, y(t) → 0 and
ν(t)→ c, with c > 0. We call that
Lˆ(t) = cexp
(∫ t
a1
y(s)
s
ds
)
, t ≥ a1,
is normalized slowly varying at positive infinity and
f(t) = tρLˆ(t), t ≥ a1
is normalized regularly varying at positive infinity with index ρ (and write f ∈ NRVρ).
Proposition 4.6. A function L is slowly varying at zero if and only if it may be written in
the form
L(t) = ν(t)exp
(∫ a1
t
y(s)
s
ds
)
, t ≤ a1,
for some a1 > 0, where the functions ν and y are continuous and for t → 0
+, y(t) → 0 and
ν(t)→ c, with c > 0. We call that
Lˆ(t) = cexp
(∫ a1
t
y(s)
s
ds
)
, t ≤ a1,
is normalized slowly varying at zero and
g(t) = tρLˆ(t), t ≤ a1
is normalized regularly varying at zero with index ρ (and write g ∈ NRV Zρ).
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Proposition 4.7. A function L is slowly varying at negative infinity if and only if it may be
written in the form
L(t) = ν(t)exp
(∫ a1
t
y(s)
s
ds
)
, t ≤ a1,
for some a1 < 0, where the functions ν and y are continuous and for t → −∞, y(t) → 0 and
ν(t)→ c, with c > 0. We call that
Lˆ(t) = cexp
(∫ a1
t
y(s)
s
ds
)
, t ≤ a1,
is normalized slowly varying at negative infinity and
h(t) = (−t)ρLˆ(t), t ≤ a1
is normalized regularly varying at negative infinity with index ρ.
Proposition 4.8. A function f ∈ C1[a1,∞) for some a1 > 0 belongs to NRVρ if and only if
lim
t→+∞
tf ′(t)
f(t)
= ρ.
A function h ∈ C1(0, a1] for some a1 > 0 belongs to NRV Zρ if and only if
lim
t→0+
th′(t)
h(t)
= ρ.
A function h ∈ C1(−∞, a1] for some a1 < 0 is normalized regularly varying at negative infinity
with index ρ if and only if
lim
t→−∞
th′(t)
h(t)
= ρ.
Proposition 4.9. Let functions L, L1 be slowly varying at zero and at negative infinity, re-
spectively, then
(i) for every ρ > 0 and t→ 0+, tρL(t)→ 0, t−ρL(t)→∞;
(ii) for ρ > 0 and t→ −∞, (−t)−ρL1(t)→ 0 and (−t)
ρL1(t)→ +∞.
Proposition 4.10. (Asymptotic Behavior). Let L and L1 be slowly varying at positive infinity
and at zero, respectively and a1 be a positive constant, then
(i)
∫∞
t s
ρL(s)ds ∼ (−ρ− 1)−1t1+ρL(t), t→ +∞, for ρ < −1;
(ii)
∫ a1
t s
ρL1(s)ds ∼ (−ρ− 1)
−1t1+ρL1(t), t→ 0
+, for ρ < −1;
(iii)
∫ t
a1
sρL(s)ds ∼ (ρ+ 1)−1t1+ρL(t), t→ +∞, for ρ > −1;
(iv)
∫ t
0 s
ρL1(s)ds ∼ (ρ+ 1)
−1t1+ρL1(t), t→ 0
+ for ρ > −1.
17
5 Auxiliary results
In this section, we collect some useful results, which are necessary in the proofs of our results.
Lemma 5.1. (Lemma 2.1 in Lazer and McKenna [30]) Let g ∈ C1(0,+∞) is positive on
(0,+∞), g′(t) ≤ 0, ∀ t ∈ (0,+∞) and limt→0+ g(t) = +∞, then
lim
t→0+
∫ 1
t g(s)ds
g(t)
= 0.
Lemma 5.2. Let f satisfy (S1) (or (S01)) and (f1), then
(i) if (f2) holds, then C
+∞
f ≥ 1 and limt→+∞
(f(t))1/k
t
∫ +∞
t (f(s))
−1/kds = C+∞f − 1;
(ii) (f2) holds with C
+∞
f > 1 if and only if f ∈ NRVγ with γ =
kC+∞f
C+∞f −1
;
(iii) if (f2) holds with C
+∞
f = 1, then for any γ > 0, it holds limt→+∞
f(t)
tγ = +∞.
Proof. (i) We see
I(t) = ((f(t))1/k)′
∫ +∞
t
(f(s))−1/kds, t > 0.
Integrate I from a > 0 to t > a and integrate by parts, we obtain that∫ t
a
I(s)ds =
∫ t
a
((f(s))1/k)′
∫ +∞
s
(f(τ))−1/kdτds
= (f(t))1/k
∫ +∞
t
(f(s))−1/kds− (f(a))1/k
∫ +∞
a
(f(s))−1/kds+ t− a.
It follows by the l’Hospital’s rule that
lim
t→+∞
(f(t))1/k
t
∫ +∞
t
(f(s))−1/kds = lim
t→+∞
I(t)− 1 = C+∞f − 1 ≥ 0.
So, we obtain (i) holds.
(ii) Necessity. A straightforward calculation shows that
lim
t→+∞
f ′(t)t
f(t)
= lim
t→+∞
k((f(t))1/k)′
∫ +∞
t (f(s))
−1/kds
(f(t))1/k
t
∫ +∞
t (f(s))
−1/kds
=
kC+∞f
C+∞f − 1
. (5.1)
It follows by Proposition 4.8 that f ∈ NRVγ with γ =
kC+∞f
C+∞f −1
.
Sufficiency. By Proposition 4.5, we see that there exist a0 > 0 and L+∞ ∈ NRV0 ∩C
1[a0,+∞)
such that
f(t) = tγL+∞(t), t ∈ [a0,+∞).
By using Proposition 4.10 (i) and a straightforward calculation, we obtain
lim
t→+∞
(tγ/k(L+∞(t))
1/k)′
∫ +∞
t
s−γ/k(L+∞(s))
−1/kds
= lim
t→+∞
(
γ
γ − k
+
tL′+∞(t)
(γ − k)L+∞(t)
)
=
γ
γ − k
= C+∞f .
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(iii) It follows by the similar calculation as (5.1) that
lim
t→+∞
tf ′(t)
f(t)
= +∞.
Therefore, for an arbitrary γ > 0, there exists t0 > 0 such that
f ′(t)
f(t)
> (γ + 1)t−1, t ∈ [t0,+∞).
Integrate it from t0 to t > t0, we obtain
ln f(t)− ln f(t0) > (γ + 1)(ln t− ln t0), t > t0,
i.e.,
f(t)
tγ
>
f(t0)
tγ+10
t, t > t0.
Letting t→ +∞, we obtain (iii) holds.
Lemma 5.3. Let f satisfy (S1) and (f1), then
(i) if (f3) holds, then C
0
f ≥ 1 and limt→0+
(f(t))1/k
t
∫ +∞
t (f(s))
−1/kds = C0f − 1;
(ii) (f3) holds with C
0
f > 1 if and only if f ∈ NRV Zγ with γ =
kC0f
C0f−1
;
(iii) if (f3) holds with C
0
f = 1, then for any γ > 0, it holds limt→0+
f(t)
tγ = 0.
Proof. (i) By Lemma 5.1, we see that
lim
t→0+
(f(t))1/k
∫ +∞
t
(f(s))−1/kds = 0.
Integrate I from 0 to t > 0 and integrate by parts, we obtain that
∫ t
0
I(s)ds =
∫ t
0
((f(s))1/k)′
∫ +∞
s
(f(τ))−1/kdτds = (f(t))1/k
∫ +∞
t
(f(s))−1/kds+ t,
It follows by the l’Hospital’s rule that
0 ≤ lim
t→0+
(f(t))1/k
t
∫ +∞
t
(f(s))−1/kds = lim
t→0+
I(t)− 1 = C0f − 1.
So, we obtain (i) holds.
(ii) Necessity. A straightforward calculation shows that
lim
t→0+
tf ′(t)
f(t)
= lim
t→0+
k((f(t))1/k)′
∫ +∞
t (f(s))
−1/kds
(f(t))1/k
t
∫ +∞
t (f(s))
−1/kds
=
kC0f
C0f − 1
. (5.2)
It follows by Proposition 4.8 that f ∈ NRV Zγ with γ =
kC0f
C0f−1
.
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Sufficiency. By Proposition 4.6, we see that there exist a0 > 0 and L0 ∈ NRV Z0 ∩ C
1(0, a0]
such that
f(t) = tγL0(t), t ∈ (0, a0].
A straightforward calculation shows that
((f(t))1/k)′
∫ +∞
t
(f(s))−1/kds
= t
γ−k
k
(
γ
k
(L0(t))
1/k +
1
k
(L0(t))
1/k tL
′
0(t)
L0(t)
)∫ a0
t
s−γ/k(L0(s))
−1/kds
+ t
γ−k
k
(
γ
k
(L0(t))
1/k +
1
k
(L0(t))
1/k tL
′
0(t)
L0(t)
)∫ +∞
a0
(f(s))−1/kds.
(5.3)
By (f1) and Proposition 4.9 (i), we see that
lim
t→0+
t
γ−k
k
(
γ
k
(L0(t))
1/k +
1
k
(L0(t))
1/k tL
′
0(t)
L0(t)
)∫ +∞
a0
(f(s))−1/k = 0. (5.4)
(5.3)-(5.4) combined with Proposition 4.10 (ii) imply that
lim
t→0+
(tγ/k(L0(t))
1/k)′
∫ +∞
t
s−γ/k(L0(s))
1/kds
= lim
t→0+
t
γ−k
k
(
γ
k
(L0(t))
1/k +
1
k
(L0(t))
1/k tL
′
0(t)
L0(t)
)
k
γ − k
t
k−γ
k (L0(t))
−1/k =
γ
γ − k
= C0f .
(iii) It follows by the similar calculation as (5.2) that
lim
t→0+
tf ′(t)
f(t)
= +∞.
Therefore, for any γ > 0, there exists t0 > 0 such that
f ′(t)
f(t)
> (γ + 1)t−1, t ∈ (0, t0].
Integrate it from t > 0 to t0, we obtain
ln f(t0)− ln f(t) > (γ + 1)(ln t0 − ln t), t ∈ (0, t0],
i.e.,
f(t)t−γ <
f(t0)t
tγ+10
, t ∈ (0, t0].
Letting t→ 0, we obtain (iii) holds.
Lemma 5.4. Let f satisfy (S01) and (f1), then
(i) if (f4) holds, then C
−∞
f ≤ 1 and limt→−∞
(f(t))1/k
t
∫ +∞
t (f(s))
−1/kds = C−∞f − 1;
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(ii) (f4) holds with C
−∞
f < 1 if and only if f is normalized regularly varying at negative infinity
with index
kC−∞f
C−∞f −1
;
(iii) if (f4) holds with C
−∞
f = 1, then for any γ > 0, it holds limt→−∞
f(t)
(−t)−γ = 0.
Proof. (i) Take a ∈ R. Integrate I from t to a > t and integrate by parts, we obtain
∫ a
t
I(s)ds =
∫ a
t
((f(s))1/k)′
∫ +∞
s
(f(τ))−1/kdτds
= (f(a))1/k
∫ +∞
a
(f(s))−1/kds− (f(t))1/k
∫ +∞
t
(f(s))−1/kds+ a− t.
It follows by the l’Hospital’s rule that
0 ≥ lim
t→−∞
(f(t))1/k
t
∫ +∞
t
(f(s))−1/kds = −1 + lim
t→−∞
I(t) = −1 + C−∞f .
So, we obtain (i) holds.
(ii) Necessity. A straightforward calculation shows that
lim
t→−∞
tf ′(t)
f(t)
=
k((f(t))1/k)′
∫ +∞
t (f(s))
−1/kds
(f(t))1/k
t
∫ +∞
t (f(s))
−1/kds
=
kC−∞f
C−∞f − 1
. (5.5)
It follows by Proposition 4.8 that f ∈ NRV Zγ with γ =
kC−∞f
C−∞f −1
.
Sufficiency. By Proposition 4.7, we see that there exist a0 < 0 and a slowly varying function at
negative infinity L−∞ ∈ C
1(−∞, a0] such that
f(t) = (−t)γL−∞(t), t ≤ a0.
A straightforward calculation shows that
((f(t))1/k)′
∫ +∞
t
(f(s))−1/kds
= (−t)
γ−k
k
(
−
γ
k
(L−∞(t))
1/k −
1
k
(L−∞(t))
1/k tL
′
−∞(t)
L−∞(t)
)∫ a0
t
(−s)−γ/k(L−∞(s))
−1/kds
+ (−t)
γ−k
k
(
−
γ
k
(L−∞(t))
1/k −
1
k
(L−∞(t))
1/k tL
′
−∞(t)
L−∞(t)
)∫ +∞
a0
(f(s))−1/kds.
(5.6)
By (f1) and Proposition 4.9 (ii), we have
lim
t→−∞
(−t)
γ−k
k
(
−
γ
k
(L−∞(t))
1/k −
1
k
(L−∞(t))
1/k tL
′
−∞(t)
L−∞(t)
)∫ +∞
a0
(f(s))−1/kds = 0. (5.7)
Moreover, by using Proposition 4.10 (iii), we have
∫ a0
t
(−s)−γ/k(L−∞(s))
−1/kds ∼
k
k − γ
(−t)
k−γ
k (L−∞(t))
−1/k, t→ −∞.
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This combined with (5.6)-(5.7) implies that
lim
t→−∞
((f(t))1/k)′
∫ +∞
t
(f(s))−1/kds
= lim
t→−∞
(
γ
γ − k
+
tL′−∞(t)
(γ − k)L−∞(t)
)
=
γ
γ − k
= C−∞f .
(iii) It follows by the similar calculation as (5.5) that
lim
t→−∞
tf ′(t)
f(t)
= −∞.
Therefore, for any γ > 0, there exists t0 < 0 such that
f ′(t)
f(t)
> −(γ + 1)t−1, t ∈ (−∞, t0].
Integrate it from t to t0, we obtain
ln f(t0)− ln f(t) > (γ + 1)(ln t− ln t0), t ∈ (−∞, t0],
i.e.,
(−t)γf(t) < f(t0)(−t0)
γ+1(−t)−1, t ∈ (−∞, t0].
Letting t→ −∞, we obtain (iii) holds.
Lemma 5.5. Let f satisfy (S1) (or (S01)) and (f1), ψ be uniquely determined by (2.1), then
(i) ψ′(t) = −(f(ψ(t)))1/k and ψ′′(t) = 1k (f(ψ(t)))
2−k
k f ′(ψ(t)), t > 0;
(ii) if (f2) holds, then limt→0+
tψ′(t)
ψ(t) = 1− C
+∞
f and limt→0+
tψ′′(t)
ψ′(t) = −C
+∞
f ;
(iii) if (S1) and (f3) hold, then limt→+∞
tψ′(t)
ψ(t) = 1− C
0
f and limt→+∞
tψ′′(t)
ψ′(t) = −C
0
f ;
(iv) if (S01) and (f4) hold, then limt→+∞
tψ′(t)
ψ(t) = 1− C
−∞
f and limt→+∞
tψ′′(t)
ψ′(t) = −C
−∞
f .
Proof. (i) By a direct calculation, we obtain (i) holds.
(ii) By (i) and Lemma 5.2 (i), we have
lim
t→0+
tψ′(t)
ψ(t)
= − lim
t→0+
(f(ψ(t)))1/k
ψ(t)
∫ +∞
ψ(t)
(f(s))−1/kds
= − lim
t→+∞
(f(t))1/k
t
∫ +∞
t
(f(s))−1/kds = 1− C+∞f .
Moreover, by (i) and (f2), we have
lim
t→0+
tψ′′(t)
ψ′(t)
= − lim
t→0+
1
k
(f(ψ(t)))
1−k
k f ′(ψ(t))
∫ +∞
ψ(t)
(f(s))−1/kds
= − lim
t→+∞
((f(t))1/k)′
∫ +∞
t
(f(s))−1/kds = −C+∞f .
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(iii) By (i) and Lemma 5.3 (i), we have
lim
t→+∞
tψ′(t)
ψ(t)
= − lim
t→+∞
(f(ψ(t)))1/k
ψ(t)
∫ +∞
ψ(t)
(f(s))−1/kds
= − lim
t→0+
(f(t))1/k
t
∫ +∞
t
(f(s))−1/kds = 1− C0f .
Moreover, by (i) and (f3), we have
lim
t→+∞
tψ′′(t)
ψ′(t)
= − lim
t→+∞
1
k
(f(ψ(t)))
1−k
k f ′(ψ(t))
∫ +∞
ψ(t)
(f(s))−1/kds
= − lim
t→0+
((f(t))1/k)′
∫ +∞
t
(f(s))−1/kds = −C0f .
(iv) By (i) and Lemma 5.4 (i), we have
lim
t→+∞
tψ′(t)
ψ(t)
= − lim
t→+∞
(f(ψ(t)))1/k
ψ(t)
∫ +∞
ψ(t)
(f(s))−1/kds
= − lim
t→−∞
(f(t))1/k
t
∫ +∞
t
(f(s))−1/kds = 1− C−∞f .
Moreover, by (i) and (f4), we have
lim
t→+∞
tψ′′(t)
ψ′(t)
= − lim
t→+∞
1
k
(f(ψ(t)))
1−k
k f ′(ψ(t))
∫ +∞
ψ(t)
(f(s))−1/kds
= − lim
t→−∞
((f(t))1/k)′
∫ +∞
t
(f(s))−1/kds = −C−∞f .
Lemma 5.6. Let f satisfy (S1) (or (S01)) and (f5), F be defined by (2.28), then
(i) limt→+∞
(F (t))1/k
t = +∞;
(ii) if f ∈ RVk, then
lim
t→+∞
(F (t))1/(k+1)
t
∫ +∞
t
(F (s))−1/(k+1)ds = +∞
and
lim
t→+∞
((F (t))1/(k+1))′
∫ +∞
t
(F (s))−1/(k+1)ds = +∞.
Proof. (i) If (i) is false, then there exist constant c∗ and an increasing sequence of real numbers
{si}
+∞
i=1 satisfying limi→+∞ si = +∞ and 2si−1 ≤ si, i = 1, 2, · · · such that
(F (si))
−1/k ≥ 1/(sic∗).
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A direct calculation shows that
+∞ >
∫ +∞
s0
(F (s))−1/kds ≥
+∞∑
i=1
∫ i
i−1
(F (s))−1/kds
≥
+∞∑
i=1
∫ i
i−1
(F (si))
−1/kds
≥
+∞∑
i=1
∫ si
si−1
1/(sic∗)ds =
+∞∑
i=1
c−1∗
(
si − si−1
si
)
≥ lim
i→+∞
i
2c∗
= +∞.
This is a contradiction. So, (i) holds.
(ii) Since
lim
t→+∞
∫ 0
υ f(s)ds
tf(t)
= 0,
by the Lebesgue’s dominated convergence theorem, we obtain
lim
t→+∞
F (t)
tf(t)
= lim
t→+∞
(∫ 0
υ f(s)ds
tf(t)
+
∫ t
0 f(s)ds
tf(t)
)
= lim
t→+∞
∫ t
0 f(s)ds
tf(t)
= lim
t→+∞
∫ 1
0
f(tτ)
f(t)
dτ =
∫ 1
0
τkdτ =
1
k + 1
.
(5.8)
It follows by using the l’Hospital’s rule that
lim
t→+∞
(F (t))1/(k+1)
t
∫ +∞
t
(F (s))−1/(k+1)ds
= lim
t→+∞
∫ +∞
t (F (s))
−1/(k+1)ds
t(F (t))−1/(k+1)
= lim
t→+∞
(
1
k + 1
tf(t)
F (t)
− 1
)−1
= +∞.
(5.9)
Combining (5.8) and (5.9), we have
lim
t→+∞
((F (t))1/(k+1))′
∫ +∞
t
(F (s))−1/(k+1)ds
= lim
t→+∞
1
k+1
(F (t))1/(k+1)
t
∫ +∞
t (F (s))
−1/(k+1)ds
F (t)
tf(t)
= +∞.
Lemma 5.7. Let f satisfy (S1) and (f5), F be defined by (2.28), then
(i) if (f7) holds, then E
0
f ≥ 1 and limt→0+
(F (t))1/(k+1)
t
∫ +∞
t (F (s))
−1/(k+1)ds = E0f − 1;
(ii) if (f7) holds with E
0
f > 1 if and only if f ∈ RV Zγ with γ =
kE0f+1
E0f−1
;
(iii) if (f7) holds with E
0
f = 1, then for any γ > 0, it holds limt→0+
F (t)
tγ = 0.
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Proof. (i) We see
J(t) = ((F (t))1/(k+1))′
∫ +∞
t
(F (s))−1/(k+1)ds, t > 0.
By Lemma 5.1, we see that
lim
t→0+
(F (t))1/(k+1)
∫ +∞
t
(F (s))−1/(k+1)ds = 0.
Integrate J from 0 to t > 0 and integrate by parts, we obtain
∫ t
0
J(s)ds = (F (t))1/(k+1)
∫ +∞
t
(F (s))−1/(k+1)ds+ t, t > 0.
It follows by the l’Hospital’s rule that
0 ≤ lim
t→0+
(F (t))1/(k+1)
t
∫ +∞
t
(F (s))−1/(k+1)ds = lim
t→0+
J(t)− 1 = E0f − 1.
So, we obtain (i) holds.
(ii) Necessity. A straightforward calculation shows that
lim
t→0+
F (t)
tf(t)
=
1
k + 1
(F (t))1/(k+1)
∫ +∞
t (F (s))
−1/(k+1)ds
tJ(t)
=
E0f − 1
(k + 1)E0f
.
It follows by Proposition 4.8 that F ∈ NRV Z (k+1)E0
f
E0
f
−1
. This implies that there exist a1 > 0 and
Lˆ0 ∈ NRV Z0 ∩ C
1(0, a1] such that
F (t) = t
(k+1)E0f
E0
f
−1
Lˆ0(t), t ∈ (0, a1].
By a simple calculation, we obtain
f(t) = tγ
(
(k + 1)E0f
E0f − 1
+
tLˆ′0(t)
Lˆ0(t)
)
Lˆ0(t) with γ =
kE0f + 1
E0f − 1
.
It follows by Proposition 4.6 that f ∈ NRVγ .
Sufficiency. Since f ∈ RV Zγ , by the Lebesgue’s dominated convergence theorem, we obtain
lim
t→0+
F (t)
tf(t)
= lim
t→0+
∫ t
0 f(s)ds
tf(t)
= lim
t→0+
∫ 1
0
f(tτ)
f(t)
dτ =
∫ 1
0
τγdτ =
1
γ + 1
.
So, F ∈ NRV Zγ+1. By Proposition 4.6, we see that there exist a1 > 0 and Lˆ0 ∈ C
1(0, a1] such
that
F (t) = tγ+1Lˆ0(t), t ∈ (0, a1].
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A straightforward calculation shows that
((F (t))1/(k+1))′
∫ +∞
t
(F (s))−1/(k+1)ds
= t
γ−k
k+1 (Lˆ0(t))
1
k+1
(
γ + 1
k + 1
+
1
k + 1
tLˆ′0(t)
Lˆ0(t)
)∫ a1
t
t−(γ+1)/(k+1)(Lˆ0(s))
−1/(k+1)ds
+ t
γ−k
k+1 (Lˆ0(t))
1
k+1
(
γ + 1
k + 1
+
1
k + 1
tLˆ′0(t)
Lˆ0(t)
)∫ +∞
a1
(F (s))−1/(k+1)ds.
(5.10)
By (f5) and Proposition 4.9 (i), we have
lim
t→0+
t
γ−k
k+1 (Lˆ0(t))
1
k+1
(
γ + 1
k + 1
+
1
k + 1
tLˆ′0(t)
Lˆ0(t)
)∫ +∞
a1
(F (s))−1/(k+1)ds = 0. (5.11)
(5.10)-(5.11) combined with Proposition 4.10 (ii) imply that
lim
t→0+
((F (t))1/(k+1))′
∫ +∞
t
(F (s))−1/(k+1)ds
= lim
t→0+
(
γ + 1
γ − k
+
1
γ − k
tLˆ′0(t)
Lˆ0(t)
)
=
γ + 1
γ − k
= E0f .
(iii) By the similar argument as Lemma 5.3 (iii), we obtain (iii) holds.
Lemma 5.8. Let f satisfy (S01) and (f5), F be defined by (2.28), then
(i) if (f8) holds, then E
−∞
f ≤ 1 and limt→−∞
(F (t))1/(k+1)
t
∫ +∞
t (F (s))
−1/(k+1)ds = E−∞f − 1;
(ii) if (f8) holds with E
−∞
f < 1 if and only if F is regularly varying at negative infinity with
index
E−∞f (k+1)
E−∞f −1
;
(iii) if (f8) holds with E
−∞
f = 1, then for any γ > 0, it holds limt→−∞
F (t)
(−t)−γ = 0.
Proof. Take a ∈ R. Integrate J from t to a > t and integrate by parts, we obtain
∫ a
t
J(s)ds =
∫ a
t
((F (s))1/(k+1))′
∫ +∞
a
(F (s))−1/(k+1)ds
= (F (a))1/(k+1)
∫ +∞
a
(F (s))−1/(k+1)ds− (F (t))1/(k+1)
∫ +∞
t
(F (s))−1/(k+1)ds+ a− t.
It follows by the l’Hospital’s rule that
0 ≥ lim
t→−∞
(F (t))1/(k+1)
t
∫ +∞
t
(F (s))−1/(k+1)ds = −1 + lim
t→−∞
J(t) = E−∞f − 1.
(ii)-(iii) By similar arguments as (ii) and (iii) of Lemma 5.7, we obtain (ii)-(iii) hold.
Lemma 5.9. Let f satisfy (S1) (or S01) and (f5), ϕ be uniquely determined by (2.27), then
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(i) ϕ′(t) = −((k + 1)F (ϕ(t)))1/(k+1) , ψ′′(t) = ((k + 1)F (ϕ(t)))
1−k
k+1 f(ϕ(t)) and
(−ϕ′(t))k−1ϕ′′(t) = f(ϕ(t)), t > 0;
(ii) if (f6) holds, then limt→0+
ϕ′(t)
tϕ′′(t) = 0;
(iii) if (f7) holds, then limt→+∞
ϕ′(t)
tϕ′′(t) = −(E
0
f )
−1;
(iv) if (f8) holds, then limt→+∞
ϕ′(t)
tϕ′′(t) = −(E
−∞
f )
−1.
Proof. By a direct calculation, we obtain (i) holds.
(ii) By (i) and (f6), we have
lim
t→0+
ϕ′(t)
tϕ′′(t)
= − lim
t→0+
(
1
k + 1
(F (ϕ(t)))−k/(k+1)f(ϕ(t))
∫ +∞
t
(F (s))−1/(k+1)ds
)−1
= − lim
t→+∞
(
((F (t))1/(k+1))
′
∫ +∞
t
(F (s))−1/(k+1)ds
)−1
= 0.
(iii) By (i) and (f7), we have
lim
t→+∞
ϕ′(t)
tϕ′′(t)
= − lim
t→0+
(
((F (t))1/(k+1))′
∫ +∞
t
(F (s))−1/(k+1)ds
)−1
= −(E0f )
−1.
(iv) By (i) and (f8), we have
lim
t→+∞
ϕ′(t)
tϕ′′(t)
= − lim
t→−∞
(
((F (t))1/(k+1))′
∫ +∞
t
(F (s))−1/(k+1)ds
)−1
= −(E−∞f )
−1.
Lemma 5.10. (Lemma 2.1 in [60]) Let θ ∈ Λ, we have
(i) limt→0+
Θ(t)
θ(t) = 0 and limt→0+
Θ(t)θ′(t)
θ2(t)
= 1−Dθ;
(ii) if Dθ > 0, then θ ∈ NRV Z 1−Dθ
Dθ
, in particular, if Dθ = 1, then θ is slowly varying at zero;
(iii) if θ = 0, then for any γ > 0, it holds limt→0+
θ(t)
tγ = 0.
6 Optimal global behavior of large solutions
In this section, we prove Theorems 2.1-2.6. Basic to our subsequent discussions is the following
two lemmas.
We first introduce a sub-supersolution method of k-convex solution to problem (1.1).
Definition 6.1. A function u ∈ C2(Ω) is called subsolution if u is k-convex in Ω and satisfies
Sk(D
2u(x)) ≥ b(x)f(u(x)), x ∈ Ω, u|∂Ω = +∞.
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Definition 6.2. A function u ∈ C2(Ω) is called supersolution if u is k-convex in Ω and satisfies
Sk(D
2u(x)) ≤ b(x)f(u(x)), x ∈ Ω, u|∂Ω = +∞.
Lemma 6.1. Let b satisfy (b1), f satisfy (S1) (or (S01)). Assume that u = h1(v) and u = h2(v)
are positive (or may be sign-changing) classical supersolution and subsolution, respectively to
problem (1.1) and satisfy u ≤ u in Ω, then problem (1.1) has at least one k-convex solution
u ∈ C∞(Ω) in the order interval [u, u].
Inspired by the ideas of Lazer and Mckenna in Theorem 2.1 of [32] and Zhang and Feng in
Theorem 1.3 of [59], we prove Lemma 6.1.
Proof. Since u = h2(v) is a subsolution to problem (1.1), we have
Sk(D
2u(x)) ≥ b(x)f(u(x)), x ∈ Ω.
Take ε > 0 and let wε(x) := u(x) − ε, it is clear that wε(x) is also a subsolution to problem
(1.1). In fact, if (S1) holds, we can take ε > 0 small enough such that wε is positive in Ω. So,
we have
Sk(D
2wε(x)) > b(x)f(wε(x)), x ∈ Ω. (6.1)
Let {σn}
+∞
n=1 be a strictly increasing sequence of positive numbers such that σn → +∞ as
n→ +∞, and let
Ωεn := {x ∈ Ω : wε(x) < σn} and Ωn := {x ∈ Ω : u(x) < σn}.
Since any level surface of u is a level surface of v, for each n ≥ 1, ∂Ωεn and ∂Ωn are strictly
convex C∞-submanifold of RN of dimension N − 1.
When (S1) holds, we take ε0 > 0 such that wε0 is positive in Ω. Define
a∗ := min
x∈Ω
wε0(x).
For this case, we extend f from f ∈ C∞[a∗,+∞) to f˜ ∈ C
∞(R), where f˜ is increasing on R and
f˜ = f on [a∗,+∞).
Next, we still denote f˜ by f for convenience.
Take ε < ε0, it is clear that wε > wε0 in Ω. We see from (6.1) that
Sk(D
2wε(x)) > b(x)f(wε(x)), x ∈ Ω¯
ε
n.
By Lemma 3.3, there exists a k-convex function uεn for n ≥ 1 such that
Sk(D
2uεn(x)) = b(x)f(u
ε
n(x)), x ∈ Ω
ε
n, u
ε
n|∂Ωεn = σn. (6.2)
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We conclude from Lemma 3.1 that
wε ≤ u
ε
n in Ω¯
ε
n, wε ≤ u
ε
n+1 in Ω¯
ε
n+1 (6.3)
and
uεn ≤ u in Ω
ε
n.
Moreover, by the definitions of Ωεn and Ωn, we see that for any ε > 0, the following hold
Ω¯εn ⊂ Ω
ε
n+1, Ω¯n ⊂ Ωn+1, Ωn ⊂ Ω
ε
n and
∞⋃
n=1
Ωεn =
∞⋃
n=1
Ωn = Ω. (6.4)
Combining (6.3) and (6.4), we obtain uεn+1 ≥ wε = u
ε
n on ∂Ω
ε
n. It follows from Lemma 3.1 that
uεn ≤ u
ε
n+1 in Ω¯
ε
n.
So, we have
wε ≤ u
ε
n ≤ u
ε
n+1 ≤ u in Ωn. (6.5)
Let {εn}
+∞
n=1 with ε1 < ε0 be a strictly decreasing sequence of positive numbers such that
εn → 0 as n→ +∞. By (6.5), we have for fixed εi,
wεi ≤ u
εi
n ≤ u
εi
n+1 ≤ u in Ωn. (6.6)
This implies that for every x ∈ Ω,
ui(x) := lim
n→+∞
uεin (x) exists
and
min
x∈Ω¯n
wε1(x) ≤ u
i(x) ≤ max
x∈Ω¯n
u(x), x ∈ Ω¯n.
Fix an integer m. For any n > m, we have
Ω¯m ⊂ Ωn
and
dist(Ω¯m, ∂Ωm+1) ≤ dist(Ω¯m, ∂Ωn) ≤ dist(Ωm, ∂Ω).
Since uεin is a k-convex solution to (6.2), by Lemma 3.2, we obtain that for fixed integer j ≥ 3,
there exists a positive constant Cj,m (corresponding to j and m) independent of n such that for
any n ≥ m, it holds
||uεin ||Cj(Ω¯m) ≤ Cj,m.
By Arzela-Ascoli’s theorem, we can take a subsequence of {uεin }
+∞
n=1, still denoted by itself, such
that uεin → u
i in Cj−1(Ω¯m). Hence, for any x ∈ Ω¯m, the following holds
Sk(D
2ui(x)) = lim
n→∞
Sk(D
2uεin (x)) = b(x) limn→∞
f(uεin (x)) = b(x)f(u
i(x)).
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Since j,m are arbitrary, uεin is k-convex solution of (6.2) and
lim
d(x)→0
wε1(x) = +∞,
we obtain that ui ∈ C∞(Ω) is a k-convex solution to problem (1.1).
On the other hand, we note that
uεin (x) ≤ u
εi+1
n (x) ≤ u(x), x ∈ Ωn.
This combined with (6.6) shows that
wεi(x) ≤ u
i(x) ≤ ui+1(x) ≤ u(x), x ∈ Ω.
So, we have
u(x) := lim
i→+∞
ui(x) exists and wεi(x) ≤ u(x) ≤ u(x), x ∈ Ω.
Passing to i→ +∞, we obtain
u(x) ≤ u(x) ≤ u(x), x ∈ Ω.
By the same argument as the above, we see that u ∈ C∞(Ω) is k-convex and satisfies (1.1).
Lemma 6.2. Let X be an arbitrary interval and h(x, t) be a continuous function on Ω¯ × X ,
then
t 7→ max
x∈Ω¯
h(x, t) and t 7→ min
x∈Ω¯
h(x, t)
are continuous on X .
Proof. ∀ t0 ∈ X , we show that t 7→ maxx∈Ω¯ h(x, t) is continuous at t0. Otherwise, there exist
constant ε0 > 0 and a sequence of numbers {tn}
+∞
n=1 satisfying tn → t0 as n→ +∞ such that
∣∣max
x∈Ω¯
h(x, tn)−max
x∈Ω¯
h(x, t0)
∣∣ > ε0. (6.7)
Since h(x, t0) is continuous in Ω¯, we can take x0 ∈ Ω¯ such that
max
x∈Ω¯
h(x, t0) = h(x0, t0). (6.8)
In same way, we can take xn ∈ Ω¯ such that
max
x∈Ω¯
h(x, tn) = h(xn, tn). (6.9)
It follows by (6.7)-(6.9) that ∣∣h(xn, tn)− h(x0, t0)∣∣ > ε0. (6.10)
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Since Ω¯ is a bounded closed domain in RN , {xn}
+∞
n=1 has a convergent subsequence. For con-
venience, we still denote the subsequence by {xn}
+∞
n=1. So, there exists x∗ ∈ Ω¯ such that
(xn, tn)→ (x∗, t0). This together with (6.10) implies that
∣∣h(x∗, t0)− h(x0, t0)∣∣ ≥ ε0. (6.11)
Recalling (6.9), we see that
h(xn, tn) ≥ h(x0, tn).
Letting n→ +∞, we obtain
h(x∗, t0) ≥ h(x0, t0).
This together with (6.11) implies that
max
x∈Ω¯
h(x, t0) < h(x∗, t0).
This is a contradiction with (6.8).
By similar arguments as the above, we can obtain t 7→ minx∈Ω¯ h(x, t) is continuous on X .
Remark 6.1. In Lemma 6.2, if we replace the interval [t∗, t
∗] by R, then the result still holds.
6.1 Proof of Theorem 2.1
Proof. The definition of v implies that (vxixj) is negative definite on Ω¯. So, each principal
submatrix of size k of (vxixj) is also negative definite. It follows that there exist positive constants
e1 < e2 such that
e1||∇vi(x)||
2 ≤ (−∇vi(x))
TB(vi(x))∇vi(x) ≤ e2||∇vi(x)||
2 and ∆vi =
k∑
j=1
vxijxij (x) < 0, x ∈ Ω¯.
(6.12)
From Hopf’s maximum principle, there exist positive constants e and δ1 such that
||∇vi||
2 > e in Ω¯δ1 . (6.13)
where Ωδ1 is defined as shown in (3.1). Combining (6.12)-(6.13), we obtain that
CkN∑
i=1
(−1)kdet(vxisxij )(−∇vi)
TB(vi)∇vi (6.14)
is nonnegative in Ω¯ and positive in Ω¯δ1 . So, we have
ω0 > 0 in Ω¯,
where ω0 is given by (2.3).
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Let u¯λ(x) = m0(v(x))
−α, x ∈ Ω, where m0 and α are given by (2.2). By (b1)-(b2) and
Lemma 3.4, we obtain
Sk(D
2uλ(x)) = (m0α)
k(v(x))−(α+1)k−1ω0(x)
≥ c0(m0α)
k(v(x))−(α+1)k−1 = c0α
kmk−γ0 (v(x))
λ(m0(v(x))
−α)γ ≥ b(x)uγλ(x), x ∈ Ω,
(6.15)
i.e., uλ is a subsolution to problem (1.1) in Ω. Moreover, by a similar calculation as (6.15), we
see that Si(D
2uλ) > 0 in Ω for i = 1, · · ·, N . This implies that uλ is strictly convex in Ω.
In a similar way, we can show that uλ =M0v
−α is a strictly convex supersolution to problem
(1.1) in Ω, where M is given by (2.2). Since uλ ≤ uλ in Ω, by Theorem 4.2 of [49] and Lemma
6.1, we obtain that problem (1.1) has a unique classical k-convex solution uλ ∈ C
∞(Ω) satisfying
uλ(x) ≤ uλ(x) ≤ uλ(x), x ∈ Ω. (6.16)
We see by Lemma 6.2 that c0 and C0 are continuous on [−k− 1,+∞) and c0(−k− 1) = c1 and
C0(−k − 1) = C1, where c1 and C1 are given by (2.6). Let Ω1 be an arbitrary compact subset
of Ω. Passing to λ→ −k − 1 and λ→ +∞, we obtain that (2.4)-(2.5) hold.
6.2 Proof of Theorem 2.2
Proof. By the similar argument as in the proof of Theorem 2.1, we see that
ω1 > 0 in Ω¯,
where ω1 is given by (2.7).
Let uλ(x) = m1 − (k + 1 + λ) ln v(x), x ∈ Ω, where m1 is given by (2.8). By (b1)-(b2) and
Lemma 3.4, we obtain
Sk(D
2uλ(x)) = (k + 1 + λ)
k(v(x))λ(v(x))−(k+1+λ)ω1(x)
≥ c1(k + 1 + λ)
k exp(−m1)(v(x))
λ exp(uλ(x)) ≥ b(x) exp(uλ(x)), x ∈ Ω,
(6.17)
i.e., uλ is a subsolution to problem (1.1) in Ω. Moreover, by a similar calculation as (6.17), we
see that uλ is strictly convex in Ω.
In a similar way, we can show that uλ =M1−(k+1+λ) ln v is a strictly convex supersolution
in Ω, where M1 is given by (2.8). Obviously, uλ ≤ uλ in Ω. So, by Lemma 6.1, we obtain that
problem (1.1) has a classical k-convex solution uλ ∈ C
∞(Ω) satisfying (6.16). By a direct
calculation, we see that (2.9)-(2.10) hold.
6.3 Proof of Theorem 2.3
Proof. If (f1)-(f3) hold, then by Lemma 5.5 (ii)-(iii), we see that
0 < h0 = inf
t>0
Ψ(t) ≤ min{C0f , C
+∞
f } ≤ max{C
0
f , C
+∞
f } ≤ sup
t>0
Ψ(t) := H0 < +∞. (6.18)
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If (f1)-(f2) and (f4) hold, then by Lemma 5.5 (ii) and (iv), we obtain
0 < h0 = inf
t>0
Ψ(t) ≤ C−∞f ≤ 1 ≤ C
+∞
f ≤ sup
t>0
Ψ(t) := H0 < +∞. (6.19)
Moreover, by a direct calculation, we have
Ψ(t) =
1
k
f
1−k
k (ψ(t))f ′(ψ(t))t. (6.20)
Combining (6.18)-(6.20), (2.11) and a similar argument as in the proof of Theorem 2.1, we obtain
that there exist positive constants β1 < β2 such that for any τ > 0, it holds
β1 < ω2(τ, x) < β2, ∀x ∈ Ω¯, (6.21)
where ω2 is given by (2.15).
On the other hand, we see from Lemma 6.2 that
τ 7→ τkmax
x∈Ω¯
ω2(τ, x) and τ 7→ τ
kmin
x∈Ω¯
ω2(τ, x)
are continuous functions on (0,+∞). This together with (6.21) implies that
τkβ1 ≤ τ
kmin
x∈Ω¯
ω2(τ, x) ≤ τ
kmax
x∈Ω¯
ω2(τ, x) ≤ τ
kβ2.
The existence theorem of zero point of continuous function implies that there exist positive
constants τ1 and τ2 (τ1 ≤ τ2) such that (2.14) holds.
Let uλ(x) = ψ(τ2η
−1(v(x))η), x ∈ Ω, where η is given by (2.13). By (b1)-(b2) and Lemma
3.4, we obtain
Sk(D
2uσ(x)) = τ
k(−ψ′(τ2η
−1(v(x))η))k(v(x))(η−1)k−1ω2(τ2, x)
≥ τk2 min
x∈Ω¯
ω(τ2, x)(v(x))
λf(ψ(τ2η
−1(v(x))η))
= b2(v(x))
λf(ψ(τ2η
−1(v(x))η)) = b(x)f(ψ(τ2η
−1(v(x))η)), x ∈ Ω,
(6.22)
i.e., uλ is a subsolution to problem (1.1) in Ω. Moreover, by a similar calculation as (6.22), we
see that uλ is strictly convex in Ω.
In a similar way, we can show that uλ = ψ(τ1η
−1vη) is a strictly convex supersolution to
problem (1.1) in Ω. Obviously, uλ ≤ uλ in Ω. So, by Lemma 6.1, we obtain that problem (1.1)
has a classical k-convex solution uλ ∈ C
∞(Ω) satisfying (6.16).
Take η∗ > 0 and let
ω(x, η) = v(x)(−1)kSk(D
2v(x))
+ ((H0 − 1)η + 1)
CkN∑
i=1
(−1)kdet(vxisxij (x))(−∇vi(x))B(vi(x))∇vi(x), (x, η) ∈ Ω¯× [0, η∗]
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and
ω(x, η) = v(x)(−1)kSk(D
2v(x))
+ ((h0 − 1)η + 1)
CkN∑
i=1
(−1)kdet(vxisxij (x))(−∇vi(x))B(vi(x))∇vi(x), (x, η) ∈ Ω¯× [0, η∗],
So, we have
(
b1
max
(x,η)∈Ω¯×[0,η∗]
ω(x, η)
)1/k
≤ τ1 ≤ τ2 ≤
(
b2
min
(x,η)∈Ω¯×[0,η∗]
ω(x, η)
)1/k
.
If (f3) holds, then by Lemma 5.5 (iii) and Proposition 4.4, we see that
lim
η→0+
ψ(τjη
−1(v(x))η)
ψ(η−1)
= τ
1−C0f
j , j = 1, 2. (6.23)
If (f4) holds, then by Lemma 5.5 (iv) and Proposition 4.4, we see that
lim
η→0+
ψ(τjη
−1(v(x))η)
ψ(η−1)
= τ
1−C−∞f
j , j = 1, 2. (6.24)
Thus, (6.23) (or (6.24)) implies that (2.16) (or (2.17)) holds. On the other hand, it follows by
ψ((b2/c1)
1/kη−1) ≤ min
x∈Ω¯1
ψ(τ2η
−1(v(x))η) and lim
η→+∞
ψ((b2/c1)
1/kη−1) = +∞,
that
lim
η→+∞
min
x∈Ω¯1
uλ(x) = +∞.
6.4 Proof of Theorem 2.4
Proof. Without loss of generality, we assume
max
x∈Ω¯
v(x) < exp(−µ).
This implies that 1 − µ(ln v(x))−1 > 0, x ∈ Ω¯. By (6.18)-(6.20) and a similar argument as in
the proof of Theorem 2.1, we obtain that there exist positive constant β3 < β4 such that for any
τ > 0, it holds
β3 < ω3(τ, x) < β4, x ∈ Ω¯,
where ω3 is given by (2.20).
By the similar argument as in the proof of Theorem 2.3, we see that there exist positive
constants τ3 and τ4 (τ3 ≤ τ4) such that (2.19) holds.
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Let uµ = ψ(τ4(µ− 1)
−1(− ln v(x))1−µ), x ∈ Ω. By (b1), (b3) and Lemma 3.4, we obtain
Sk(D
2uµ(x)) = τ
k
4 (−ψ
′(τ4(µ− 1)
−1(− ln v(x))1−µ))k(v(x))−(k+1)(− ln v(x))−µkω3(τ4, x)
≥ b2(v(x))
−(k+1)(− ln v(x))µkf(uµ) ≥ b(x)f(uµ), x ∈ Ω,
(6.25)
i.e., uµ is a subsolution to problem (1.1) in Ω. Moreover, by a similar calculation as (6.25), we
see that uµ is strictly convex in Ω.
In a similar way, we can show that uµ is a strictly convex supersolution to problem (1.1) in
Ω. Obviously, uµ ≤ uµ in Ω. So, by Lemma 6.1, we obtain that problem (1.1) has a classical
k-convex solution uµ ∈ C
∞(Ω) satisfying
uµ(x) ≤ uµ(x) ≤ uµ(x), x ∈ Ω.
Take µ∗ > 1 and we may as well assume that maxx∈Ω¯ v(x) < exp(−µ∗). Define
ω∗(x, µ) = v(x)(−1)
kSk(D
2v(x)) +
(
H0(µ− 1)(− ln v(x))
−1
+ 1− µ(ln v(x))−1
) CkN∑
i=1
(−1)kdet(vxisxij(x))
× (−∇vi(x))
TB(vi(x))∇vi(x), (x, µ) ∈ Ω¯× [1, µ∗]
and
ω∗(x, µ) = v(x)(−1)
kSk(D
2v(x)) +
(
h0(µ − 1)(− ln v(x))
−1
+ 1− µ(ln v(x))−1
) CkN∑
i=1
(−1)kdet(vxisxij (x))
× (−∇vi(x))
TB(vi(x))∇vi(x), (x, µ) ∈ Ω¯× [1, µ∗],
where H0 and h0 are given by (6.18) and (6.19). So, we have
(
b1
max
(x,µ)∈Ω¯×[0,µ∗]
ω∗(x, µ)
)1/k
≤ τ3 ≤ τ4 ≤
(
b2
min
(x,µ)∈Ω¯×[0,µ∗]
ω∗(x, µ)
)1/k
.
The rest of the proof is similar to that of Theorem 2.3 and the proof is omitted here.
6.5 Proof of Theorem 2.5
Proof. By Proposition 4.10 (iv), we have
lim
d(x)→0
(v(x))
k+1+λ
k L˜(v(x))∫ v(x)
0 s
1+λ
k L˜(s)ds
=
k + 1 + λ
k
. (6.26)
This implies that
lim
d(x)→0
(
(v(x))
k+1+λ
k L˜(v(x))∫ v(x)
0 s
1+λ
k L˜(s)ds
h0 −
λ+ 1
k
−
v(x)L˜′(v(x))
L˜(v(x))
)
=
kh0 + (1 + λ)(h0 − 1)
k
.
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Since (2.23) holds, without loss of generality, we always assume that
min
x∈Ω¯
(
(v(x))
k+1+λ
k L˜(v(x))∫ v(x)
0 s
1+λ
k L˜(s)ds
h0 −
λ+ 1
k
−
v(x)L˜′(v(x))
L˜(v(x))
)
> 0.
By using this, combined with (6.18)-(6.20) and a similar argument as in the proof of Theorem
2.1, we obtain that there exist positive constants β5 < β6 such that for any τ > 0, it holds
β5 < ω4(τ, x) < β6, x ∈ Ω,
where ω4 is given by (2.26).
By the similar argument as in the proof of Theorem 2.3, we see that there exist positive
constants τ5 and τ6 (τ5 ≤ τ6) such that (2.25) holds.
Let u(x) = ψ
(
τ6
∫ v(x)
0 s
1+λ
k L˜(s)ds
)
, x ∈ Ω. By (b1), (b4) and Lemma 3.4, we obtain
Sk(D
2u(x)) = τk6
(
− ψ′
(
τ6
∫ v(x)
0
s
1+λ
k L˜(s)ds
))k
(v(x))λL˜k(v(x))ω4(τ6, x)
≥ τk6 min
x∈Ω¯
ω4(τ6, x)(v(x))
λL˜k(v(x))f(u(x))
= b2(v(x))
λL˜k(v(x))f(u(x)) ≥ b(x)f(u(x)), x ∈ Ω,
i.e., u is a subsolution to problem (1.1) in Ω. Moreover, by a straightforward calculation, we
have
Sl(D
2u(x)) = τ l6
(
− ψ′
(
τ6
∫ v(x)
0
s
1+λ
k L˜(s)ds
))l
(v(x))λL˜l(v(x))
× (v(x))
(l−k)(1+λ)
k
[
v(x) · (−1)lSl(D
2v(x)) +
(
Ψ
(
τ6
∫ v(x)
0
s
1+λ
k L˜(s)ds
)
×
(v(x))
k+1+λ
k L˜(v(x))∫ v(x)
0 s
1+λ
k L˜(s)ds
−
λ+ 1
k
−
v(x)L˜′(v(x))
L˜(v(x))
)
×
ClN∑
i=1
(−1)ldet(vxisxij (x))(−∇vi(x))
TB(vi(x))∇vi(x)
]
> 0, x ∈ Ω, l = 1, · · ·, N.
This implies that u is strictly convex in Ω.
In a similar way, we can show that u = ψ
(
τ5
∫ v
0 s
1+λ
k L˜(s)ds
)
is a strictly convex supersolution
in Ω. Obviously, u ≤ u in Ω. By Lemma 6.1, we see that problem (1.1) has a classical k-convex
solution u ∈ C∞(Ω) satisfying
u(x) ≤ u(x) ≤ u(x), x ∈ Ω. (6.27)
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6.6 Proof of Theorem 2.6
Proof. By (6.26) and λ < 0, without loss of generality, we assume that v(x) satisfies
(v(x))
k+1+λ
k L˜(v(x))
(k + 1)
∫ v(x)
0 s
1+λ
k L˜(s)ds
−
λ+ 1
k
−
v(x)L˜(v(x))
L˜(v(x))
> 0, ∀x ∈ Ω¯. (6.28)
On the other hand, by Lemma 5.9 (ii)-(iv), we see that
0 = inf
t>0
Φ(t) ≤ sup
t>0
Φ(t) < +∞. (6.29)
It follows from (6.28)-(6.29) that
sup
(τ,x)∈(0,1]×Ω
ω5(τ, x) < +∞, (6.30)
where ω5 is given by (2.29). Fix τ ∈ (0, 1]. By the similar argument as in the proof of Theorem
2.1, we have
min
x∈Ω¯
ω5(τ, x) > 0.
This together with (6.30) implies that there exists τ ∈ (0, 1) such that
τk+1min
x∈Ω¯
ω5(τ , x) < b2. (6.31)
Take δ1 > 0 such that (6.14) is positive in Ωδ1 . We see from Lemma 5.9 (ii)-(iv) that
0 < inf
(τ,x)∈[1,+∞)×Ω\Ωδ1
Φ
(
τ
(∫ v(x)
0
s
λ+1
k L˜(s)ds
) k
k+1
)
≤ sup
(τ,x)∈[1,+∞)×Ω\Ωδ1
Φ
(
τ
(∫ v(x)
0
s
λ+1
k L˜(s)ds
) k
k+1
)
< +∞.
This, combined with (6.28), shows that
0 < inf
(τ,x)∈[1,+∞)×Ω¯
ω5(τ, x) < sup
(τ,x)∈[1,+∞)×Ω¯
ω5(τ, x) < +∞. (6.32)
Fix τ ∈ [1,+∞). By the similar argument as in the proof of Theorem 2.1, we have
min
x∈Ω¯
ω5(τ, x) > 0.
This together with (6.32) implies that there exists τ ∈ [1,+∞) such that
τk+1min
x∈Ω¯
ω5(τ , x) > b2. (6.33)
We conclude from (6.31), (6.33) and Lemma 6.2 that there exists τ8 ∈ (τ , τ) such that
τk+18 min
x∈Ω¯
ω5(τ8, x) = b2.
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By the similar argument as the above, we can show that there exists positive constant τ7
with τ7 ≤ τ8 such that
τk+17 max
x∈Ω¯
ω5(τ7, x) = b1.
Let u(x) = ϕ
(
τ8(
∫ v(x)
0 s
1+λ
k L˜(s)ds)
k
k+1
)
, x ∈ Ω. By (b1), (b4) and Lemma 3.4, we obtain
Sk(D
2u(x)) = τk+18
(
− ϕ′
(
τ
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
))k−1
× ϕ′′
(
τ
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
)
ω5(τ8, x)
≥ τk+18 min
x∈Ω¯
ω5(τ8, x)(v(x))
λL˜k(v(x))f(u(x))
= b2(v(x))
λL˜k(v(x))f(u(x)) ≥ b(x)f(u(x)), x ∈ Ω,
i.e., u is a subsolution to problem (1.1) in Ω. Moreover, by a straightforward calculation, we
have
Sl(D
2u(x)) = τ l+18
(
k
k + 1
)k(
− ϕ′
(
τ
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
))l−1
× ϕ′′
(
τ
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
)
(v(x))λLl(v(x))
×
(∫ v(x)
0
s
1+λ
k L˜(s)
) k−l
k+1
(v(x))
(l−k)(1+λ)
k
{
Φ
(
τ8
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
)
× v(x)(−1)lSl(D
2v(x)) +
[
(v(x))
k+1+λ
k L˜(v(x))∫ v(x)
0 s
1+λ
k L˜(s)ds
+Φ
(
τ8
(∫ v(x)
0
s
1+λ
k L˜(s)ds
) k
k+1
)
×
(
(v(x))
k+1+λ
k L˜(v(x))
(k + 1)
∫ v(x)
0 s
1+λ
k L˜(s)ds
−
λ+ 1
k
−
v(x)L˜′(v(x))
L˜(v(x))
)]
×
ClN∑
i=1
(−1)ldet(vxisxij(x))(−∇vi(x))
TB(vi(x))∇vi(x)
}
> 0, x ∈ Ω, l = 1, · · ·, N.
This implies that u is strictly convex in Ω.
In a similar way, we can show that u = ϕ
(
τ7(
∫ v
0 s
1+λ
k L˜(s)ds)
k
k+1
)
is a strictly convex super-
solution in Ω. Obviously, u ≤ u in Ω. By Lemma 6.1, we see that problem (1.1) has a classical
k-convex solution u ∈ C∞(Ω) satisfying (6.27).
7 The exact boundary behavior of large solutions
In this section, we prove Theorem 2.7.
Proof. Let ε ∈ (0, b1/2(1 + C0)), C0 >
b1+b2
2 and
ξ−ε = τ9(1− (1 + C0)ε/b1)
1/k, ξ+ε = τ10(1 + (1 + C0)ε/b2)
1/k.
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It follows that
τ9
(
1
2
)1/k
< ξ−ε < ξ+ε < τ10
(
3
2
)1/k
.
As (3.1), we define
Ωδ∗ = {x ∈ Ω : 0 < d(x) < δ∗},
where δ∗ ∈ (0,min{δ0, δ˜}) and δ˜ is given in (3.2).
Next, we consider the following two cases.
Case 1. θ is non-increasing on (0, δ0). From Lemma 5.5 (ii) and Lemma 5.10 (i), we see that
corresponding to ε, there exists sufficiently small constant δε ∈ (0, δ∗/2) such that x ∈ Ω2δε and
r ∈ (0, δε), the following hold
M−k−1
1 + ε
< Sk−1(ǫ1, · · ·, ǫN−1) <
M+k−1
1− ε
and
b1 − C0ε
1− ε
<
b(x)
θk+1(d(x))
<
b2 + C0ε
1 + ε
; (7.1)
X1(x,Θ
∓
r (d(x))) :=
k + 1
k
Ψ
(
ξ∓(Θ
∓
r (d(x)))
k+1
k
)
−
1
k
−
θ′(d(x))Θ∓r (d(x))
θ2(d(x))
> 0; (7.2)
X2(x,Θ
∓
r (d(x))) :=
∣∣∣∣
(
(k + 1)ξ∓
k
)kΘ(d(x))
θ(d(x))
Sk(ǫ1, · · ·, ǫN−1)(1 ∓ ε)
+
(
Ψ
(
ξ∓(Θ∓r (d(x)))
k+1
k
)
− C+∞f
)
M±k−1
−
(
(k + 1)ξ∓
k
)k(θ′(d(x))Θ(d(x))
θ2(d(x))
− (1−Dθ)
)
M±k−1
∣∣∣∣ < ε,
(7.3)
where
Ψ
(
ξ∓(Θ
∓
r (d(x)))
k+1
k
)
= −
ψ′′
(
ξ∓(Θ
∓
r (d(x)))
k+1
k
)
ξ∓(Θ
∓
r (d(x)))
k+1
k
ψ′
(
ξ∓(Θ
∓
r (d(x)))
k+1
k
)
and
Θ∓r (d(x)) := Θ(d(x))∓Θ(r) > 0. (7.4)
Take σ ∈ (0, δε) and define
Dσ− := Ω2δε \ Ω¯σ, D
σ
+ := Ω2δε−σ. (7.5)
Let
uε(x) = ψ
(
ξ−(Θ
−
σ (d(x)))
k+1
k
)
, x ∈ Dσ− and uε(x) = ψ
(
ξ+(Θ
+
σ (d(x)))
k+1
k
)
, x ∈ Dσ+.
By (7.1)-(7.3) and a straightforward calculation, we have
Sk(D
2uε(x))− b(x)f(uε(x))
=
(
− ψ′
(
ξ−(Θ
−
σ (d(x)))
k+1
k
))k
θk+1(d(x))
{(
(k + 1)ξ−
k
)kΘ−σ (d(x))
θ(d(x))
× Sk(ǫ1, · · ·, ǫN−1) +
(
(k + 1)ξ−
k
)k[k + 1
k
Ψ
(
ξ−(Θ
−
σ (d(x)))
k+1
k
)
−
1
k
−
θ′(d(x))Θ−σ (d(x))
θ2(d(x))
]
× Sk−1(ǫ1, · · ·, ǫN−1)−
b(x)
θk+1(d(x))
}
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≤ f(uε(x))θ
k+1(d(x))(1 − ε)−1
[(
(k + 1)ξ−
k
)kΘ(d(x))
θ(d(x))
Sk(ǫ1, · · ·, ǫN−1)(1− ε)
+
(
(k + 1)ξ−
k
)k k + 1
k
(
Ψ
(
ξ−(Θ
−
σ (d(x)))
k+1
k
)
− C+∞f
)
M+k−1 −
(
(k + 1)ξ−
k
)k
×
(
θ′(d(x))Θ(d(x))
θ2(d(x))
− (1−Dθ)
)
M+k−1 +
(
(k + 1)
k
)k
ξk−
(k + 1)C+∞f + kDθ − (k + 1)
k
− (b1 − C0ε)
]
≤ f(uε(x))θ
k+1(d(x))(1 − ε)−1
[(
(k + 1)
k
)k
ξk−
(k + 1)C+∞f + kDθ − (k + 1)
k
− b1 + (1 +C0)ε
]
≤ 0,
i.e., uε is a supersolution to Eq. (1.1) in D
σ
−. Moreover, by (7.2), we see that
Si(D
2uε(x))
=
(
− ψ′
(
ξ−(Θ
−
σ (d(x)))
k+1
k
))i
(Θ−σ (d(x)))
i−k
k θi+1(d(x))
[(
(k + 1)ξ−
k
)iΘ−σ (d(x))
θ(d(x))
× Si(ǫ1, · · ·, ǫN−1)
]
+
(
(k + 1)ξ−
k
)i[k + 1
k
Ψ
(
ξ−(Θ
−
σ (d(x)))
k+1
k
)
−
1
k
−
θ′(d(x))Θ−σ (d(x))
θ2(d(x))
]
× Si−1(ǫ1, · · ·, ǫN−1) > 0, x ∈ D
σ
−, i = 1, · · ·, N.
This implies that uε is strictly convex in D
σ
−.
In a similar way, we can show that uε is a strictly convex subsolution to Eq. (1.1) in D
σ
+.
Case 2. θ is non-decreasing on (0, δ0). Since limt→0+ Θ(t) = 0, for convenience, we define
Θ∓0 (d(x)) := Θ(d(x))
in (7.4). From Lemma 5.5 (ii) and Lemma 5.10 (i), we see that corresponding to ε, there exists
sufficiently small constant δε ∈ (0, δ∗/2) such that for x ∈ Ω2δε , (7.1)-(7.3) with r = 0 hold here.
Take σ ∈ (0, δε) and define
uε(x) = ψ
(
ξ−(Θ(d−(x)))
k+1
k
)
, x ∈ Dσ− and uε(x) = ψ
(
ξ+(Θ(d+(x)))
k+1
k
)
, x ∈ Dσ+,
where Dσ∓ are defined as shown in (7.5) and d−(x) := d(x) − σ, d+(x) := d(x) + σ. A straight-
forward calculation shows that
Sk(D
2uε(x)) − b(x)f(uε(x))
=
(
− ψ′
(
ξ−(Θ(d−(x)))
k+1
k
))k
θk+1(d−(x))
{(
(k + 1)ξ−
k
)kΘ(d−(x))
θ(d−(x))
× Sk(ǫ1, · · ·, ǫN−1) +
(
(k + 1)ξ−
k
)k[k + 1
k
Ψ
(
ξ−(Θ(d−(x)))
k+1
k
)
−
1
k
−
θ′(d−(x))Θ(d−(x))
θ2(d−(x))
]
× Sk−1(ǫ1, · · ·, ǫN−1)−
b(x)
θk+1(d−(x))
}
≤ f(uε(x))θ
k+1(d−(x))(1 − ε)
−1
[(
(k + 1)ξ−
k
)kΘ(d−(x))
θ(d−(x))
Sk(ǫ1, · · ·, ǫN−1)(1 − ε)
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+(
(k + 1)ξ−
k
)k k + 1
k
(
Ψ
(
ξ−(Θ(d−(x)))
k+1
k
)
− C+∞f
)
M+k−1 −
(
(k + 1)ξ−
k
)k
×
(
θ′(d−(x))Θ(d−(x))
θ2(d−(x))
− (1−Dθ)
)
M+k−1 +
(
(k + 1)
k
)k
ξk−
(k + 1)C+∞f + kDθ − (k + 1)
k
− (b1 − C0ε)
]
≤ f(uε(x))θ
k+1(d−(x))(1 − ε)
−1
[(
(k + 1)
k
)k
ξk−
(k + 1)C+∞f + kDθ − (k + 1)
k
− b1 + (1 + C0)ε
]
≤ 0,
i.e., uε is a supersolution to Eq. (1.1) in D
σ
−. By the similar argument as the above, we can
show uε is strictly convex in D
σ
−.
In a similar way, we can show that uε is a strictly convex subsolution to Eq. (1.1) in D
σ
+.
For Case 1 and Case 2, let u be an arbitrary k-convex solution to problem (1.1). We assert
that there exists a large constant M > 0 such that
u(x) ≤ uε(x) +M, x ∈ D
σ
− and u(x) ≤ u(x) +M, x ∈ D
σ
+. (7.6)
In fact, we can take a constant M > 0 independent of σ such that
u(x) ≤ uε(x) +M, x ∈ {x ∈ Ω : d(x) = 2δε},
uε(x) ≤ u(x) +M, x ∈ {x ∈ Ω : d(x) = 2δε − σ}.
(7.7)
Moreover, we also see that
u(x) < uε(x) = +∞, x ∈ {x ∈ Ω : d(x) = σ} and uε(x) < u(x) = +∞, x ∈ ∂Ω.
This implies that we can take a sufficiently small 0 < ρ < δε such that
sup
x∈Dσ
−
u(x) ≤ uε(x), x ∈ D
σ
− \ D˜
σ
− and sup
x∈Dσ+
uε(x) ≤ u(x), D
σ
+ \ D˜
σ
+, (7.8)
where
D˜σ− = Ω2δε \ Ω¯(1+ρ)σ and D˜
σ
+ = Ω2δε−σ \ Ω¯ρ.
By (S1) (or (S01)), we note that uε +M and u +M are both supersolution in D˜
σ
− and D˜
σ
+,
respectively. It follows from (7.7)-(7.8) and Lemma 3.1 that
u(x) ≤ uε(x) +M, x ∈ D˜
σ
− and uε(x) ≤ u(x) +M, x ∈ D˜
σ
+.
This together with (7.8) implies that (7.6) holds. Hence, letting σ → 0, we have for x ∈ Ω2δε ,
u(x)
ψ
(
ξ−(Θ(d(x)))
k+1
k
) ≤ 1 + M
ψ
(
ξ−(Θ(d(x)))
k+1
k
)
and
u(x)
ψ
(
ξ+(Θ(d(x)))
k+1
k
) ≥ 1 + M
ψ
(
ξ+(Θ(d(x)))
k+1
k
) .
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Consequently, we have
lim sup
d(x)→0
u(x)
ψ
(
ξ−(Θ(d(x)))
k+1
k
) ≤ 1 and lim inf
d(x)→0
u(x)
ψ
(
ξ+(Θ(d(x)))
k+1
k
) ≥ 1.
It follows from Lemma 5.5 (ii) that
lim sup
d(x)→0
u(x)
ψ
(
(Θ(d(x)))
k+1
k
) = lim sup
d(x)→0
u(x)
ψ
(
ξ−(Θ(d(x)))
k+1
k
) lim
d(x)→0
ψ
(
ξ−(Θ(d(x)))
k+1
k
)
ψ
(
(Θ(d(x)))
k+1
k
) ≤ ξ1−C+∞f−
and
lim inf
d(x)→0
u(x)
ψ
(
(Θ(d(x)))
k+1
k
) = lim inf
d(x)→0
u(x)
ψ
(
ξ+(Θ(d(x)))
k+1
k
) lim
d(x)→0
ψ
(
ξ+(Θ(d(x)))
k+1
k
)
ψ
(
(Θ(d(x)))
k+1
k
) ≥ ξ1−C
+∞
f
+ .
Passing to ε→ 0, we obtain (2.30) holds.
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