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θ dependence in SU(3) Yang-Mills theory from analytic continuation
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We investigate the topological properties of the SU(3) pure gauge theory by performing numerical
simulations at imaginary values of the θ parameter. By monitoring the dependence of various
cumulants of the topological charge distribution on the imaginary part of θ and exploiting analytic
continuation, we determine the free energy density up to the sixth order in θ, f(θ, T ) = f(0, T ) +
1
2
χ(T )θ2(1+ b2(T )θ
2+ b4(T )θ
4+O(θ6)). That permits us to achieve determinations with improved
accuracy, in particular for the higher order terms, with control over the continuum and the infinite
volume extrapolations. We obtain b2 = −0.0216(15) and |b4| . 4× 10
−4.
PACS numbers: 12.38.Aw, 11.15.Ha, 12.38.Gc
I. INTRODUCTION
The non-trivial consequences related to the possible
presence of a topological parameter θ are among the
most interesting properties of non-abelian gauge theo-
ries. That enters the Euclidean Yang-Mills Lagrangian
as follows
Lθ = 1
4
F aµν(x)F
a
µν (x) − iθ
g2
64π2
ǫµνρσF
a
µν (x)F
a
ρσ(x), (1)
where
q(x) =
g2
64π2
ǫµνρσF
a
µν(x)F
a
ρσ(x) (2)
is the topological charge density; θ is a superselected pa-
rameter, characterizing the vacuum as well as the other
physical states of the theory. The topological charge den-
sity is odd under CP symmetry, hence a non-zero θ value
would break such symmetry explicitly.
Experimental upper bounds on θ are quite stringent
(|θ| . 10−10), nevertheless, the dependence of Quantum
ChromoDynamics (QCD) and of SU(N) gauge theories
on θ enters various aspects of hadron phenomenology,
a paradigmatic example being the solution of the UA(1)
problem [1–3]. By CP symmetry at θ = 0, the free energy
density f of the theory is an even function of θ which can
be parametrized as follows
f(θ, T ) = f(0, T ) +
1
2
χ(T )θ2s(θ, T ) (3)
where χ(T ) is the topological susceptibility, while s(θ, T )
is a dimensionless even function of θ, normalized as
∗Electronic address: claudio.bonati@df.unipi.it
†Electronic address: massimo.delia@unipi.it
‡Electronic address: scapellato.aurora@ucy.ac.cy; Present Address:
Department of Physics, University of Cyprus, P.O. Box 20537, 1678
Nicosia, Cyprus and Department of Physics, Bergische Universita¨t
Wuppertal Gaussstr. 20, 42119 Wuppertal, Germany.
s(0, T ) = 1, which, assuming analyticity around θ = 0,
can be expanded as follows
s(θ, T ) = 1 + b2(T )θ
2 + b4(T )θ
4 + · · · . (4)
The dependence on θ, being related to the topological
properties of the theory, is of inherent non-perturbative
nature. Therefore analytic predictions are restricted to
particular regimes or effective approximation schemes [4–
10]. For instance, at asymptotically high temperatures
the Dilute Instanton Gas Approximation is expected to
hold, which predicts f(θ, T )− f(0, T ) ≃ χ(T )(1− cos θ),
while regarding the low-temperature phase and the θ-
dependence of the ground state energy, large-N argu-
ments [11, 12] predict the various non-linear terms in θ2
to be suppressed by increasing powers of 1/N , in partic-
ular b2n ∝ 1/N2n (see e.g. [13] for a general review of
the subject).
Lattice QCD represents a valid non-perturbative ap-
proach, which is based on first principles only, however
the complex nature of the Euclidean action in Eq. (1) hin-
ders direct Monte-Carlo simulations at non-zero θ. Some
possible, partial solutions to this problem are similar to
the ones adopted for QCD at finite baryon chemical po-
tential µB, where the fermion determinant becomes com-
plex. In particular, assuming analyticity around θ = 0,
one can either obtain the free energy density in terms
of its Taylor expansion coefficients computed at θ = 0
(see Refs. [14–16] for analogous strategies at µB 6= 0),
or perform numerical simulations at imaginary values of
θ [17–22] (or µB [23–28]) and then exploit analytic con-
tinuation.
The first strategy has been traditionally adopted for
the study of θ dependence. The topological susceptibility
χ(T ) and the coefficients b2n are proportional to the coef-
ficients of the Taylor expansion in θ and can be directly
computed in terms of the cumulants of the probability
distribution at θ = 0 of the global topological charge Q.
For instance the first few terms are given by
χ =
〈Q2〉θ=0
V (5)
2where V is the four-dimensional volume,
b2 = −〈Q
4〉θ=0 − 3〈Q2〉2θ=0
12〈Q2〉θ=0 , (6)
and
b4 =
[〈Q6〉 − 15〈Q2〉〈Q4〉+ 30〈Q2〉3]
θ=0
360〈Q2〉θ=0 . (7)
As we will discuss in more detail in the following, a
drawback of this approach is that the coefficients of the
non-quadratic terms, b2n, are determined as corrections
to a purely gaussian behavior for the probability distri-
bution of the topological charge at θ = 0. By the central
limit theorem, such corrections are less and less visible
as the total four-dimensional volume increases, so that
a significant increase in statistics is needed, in order to
keep a constant statistical error, as one tries to increase
V in order to keep finite size effects under control.
This problem can be avoided with the approach based
on analytic continuation from an imaginary θ. In this
case, one typically determines a derivative of the free
energy as a function of θ = −iθI : for instance one has
〈Q〉θI
V = χ θI(1− 2b2θ
2
I) +O(θ
5
I ) (8)
and b2 is obtained as a deviation from linearity of the re-
sponse of the system to the external source θI , which is
determined with no loss in accuracy as the system size is
increased. A drawback in this case is represented by a fi-
nite renormalization appearing when the external source
θI is added to the discretized theory; nevertheless, the
method of analytic continuation turns out to be the most
suitable to a high precision study of the coefficients b2n,
which must keep both finite size and discretization errors
under control.
In this study we investigate the θ-dependence of SU(3)
pure gauge theory using the analytic continuation ap-
proach. We will explore variants of the original strategy
presented in Ref. [21], in particular we will perform a si-
multaneous fit to various derivatives of the free energy
density as a function of θI , in analogy with a similar ap-
proach explored in lattice QCD at imaginary chemical
potential [28]. That will permit us to maximize the in-
formation obtained from our numerical simulations and,
at the same time, to determine the finite renormalization
constant as a parameter of the global fit. That will result
in an increased precision, which will give us the opportu-
nity to determine a continuum extrapolated value of b2
with an uncertainty at the level of a few percent.
II. NUMERICAL METHOD
The free energy density of Yang-Mills theory in the
presence of a θ term is given by
e−Vf(θ,T ) =
∫
[dA] e−(S
E
Y M
[A]−iθQ[A]) , (9)
where SEYM is the standard euclidean action of Yang-
Mills theory, Q =
∫
q(x)dx is the topological charge and
periodic boundary conditions are assumed. As discussed
in the introduction it is not possible to use directly this
form in a Monte Carlo simulation, since the action is not
real for θ 6= 0. To overcome this problem we will study
the theory for imaginary values of θ, where standard im-
portance sampling methods can be applied, using the an-
alytic continuation of Eqs.(3), (4) to extract the values
of the coefficients.
In practice, one defines θ ≡ −iθI , where θI is a real
parameter, and studies the θI dependence of
f˜(θI , T ) ≡ f(−iθI , T )− f(0, T ) =
= −1
2
χθ2I(1− b2θ2I + b4θ4I + . . .) .
(10)
From Eq. (9) it follows that the derivatives of f˜ can be
written as
∂kf˜(θI)
∂θkI
= − 1V 〈Q
k〉c,θI , (11)
where 〈Qk〉c,θI are the cumulants of the topological
charge distribution at fixed θI . Since for θI 6= 0 the
CP symmetry is explicitly broken, also the odd cumu-
lants are generically non-vanishing. Using Eq. (11) to-
gether with the expansion in Eq. (10) we obtain an in-
finite chain of equations relating the cumulants of the
topological charge to the coefficients χ and b2n. The first
few of these equations are the following
〈Q〉c,θI
V = χθI(1− 2b2θ
2
I + 3b4θ
4
I + . . .),
〈Q2〉c,θI
V = χ(1− 6b2θ
2
I + 15b4θ
4
I + . . .),
〈Q3〉c,θI
V = χ(−12b2θI + 60b4θ
3
I + . . .),
〈Q4〉c,θI
V = χ(−12b2 + 180b4θ
2
I + . . .).
(12)
The general idea of the analytic continuation method is
to perform Monte Carlo simulations at several values of
θI , to compute some of the cumulants 〈Qk〉c,θI for each θI
and to extract the coefficients χ, b2n making use Eq. (12).
It is clear that in this procedure one can adopt differ-
ent strategies. Each of the relations in Eq. (12) is itself
sufficient to extract all the parameters, at least from a
given order on: for example χ can be estimated by look-
ing at the leading linear dependence of 〈Q〉c,θI on θI or by
looking at the small θI value of 〈Q2〉c,θI . While all these
methods are equally valid from the theoretical point of
view, they are not equivalent in computational efficiency,
since at fixed statistics lower cumulants are determined
with better accuracy (see Sec. III A for a detailed discus-
sion on this point). On the other hand the computation
of higher cumulants does not require new simulations or
even new measurements, so that if we use also higher
3momenta we increase the information available at no ad-
ditional cost. What appears to be the optimal strategy
is to extract χ and b2n from a combined fit of all the re-
lations in Eq. (12). Since higher momenta get more and
more noisy, it is natural to expect that, at some point,
adding to the global fit still higher cumulants will not
result in an increased precision, however it is not a pri-
ori clear when this will happen; in the following analysis
we will use up to the fourth cumulant. Obviously, in or-
der to correctly assess the statistical uncertainties of the
extracted parameters, correlations among the cumulants
have to be taken into account.
A. Lattice implementation and topological charge
definition
Various methods exist to determine the topologi-
cal content of lattice configurations, either based on
fermionic or gluonic definitions, which have proven to
provide consistent results as the continuum limit is ap-
proached (see Ref. [13] for a review). Gluonic definitions
are typically affected by renormalizations related to fluc-
tuations at the ultraviolet (UV) cutoff scale, which can
be cured by a proper smoothing of gauge configurations.
Cooling [29–33] is a standard procedure adopted to do
that; recently the gradient flow [34, 35] has been intro-
duced, which has been shown to provide results equiva-
lent to cooling, at least regarding topology [36–39].
However, for the purpose of inserting a θ-term in the
action, the use of a fermionic or of a smoothed gluonic
definition of Q is impractical. The lattice partition func-
tion in the presence of an imaginary θ-term reads
ZL(T, θL) =
∫
[dU ] e−SL[U ]+θLQL[U ] , (13)
where U stands for the gauge link variables, Uµ(n), SL
is the lattice pure gauge action and QL =
∑
x qL(x)
is the discretized topological charge. Standard efficient
algorithms like heat-bath, which are available for pure
gauge theories, are applicable in this case only if a par-
ticularly simple discretization of the topological charge
density qL(x) is chosen, while other choices would lead
to a significant computational overhead. In our case, we
choose the standard Wilson plaquette action for SL and
the simplest discretization of q(x) with definite parity
[40, 41]:
qL(x) =
−1
29π2
±4∑
µνρσ=±1
ǫ˜µνρσTr (Πµν(x)Πρσ(x)) , (14)
where Πµν is the plaquette operator, ǫ˜µνρσ = ǫµνρσ for
positive directions, while ǫ˜µνρσ = −ǫ˜(−µ)νρσ and anti-
symmetry fix its value in the generic case. With this
choice, gauge links still appear linearly in the Boltzmann
weight, so that standard heat-bath and over-relaxation
algorithms can be implemented, with a computational
cost that is about a factor 2.5 higher than at θL = 0.
A drawback of this choice is that qL(x) takes a finite
multiplicative renormalization with respect to the con-
tinuum density q(x) [42–45]
qL(x)
a→0∼ a4Z(a)q(x) , (15)
where a is the lattice spacing and lima→0 Z(a) = 1.
Hence, the lattice parameter θL is related to the imagi-
nary part of θ by θI = Z θL: in order to know θI , one
has to determine the value Z.
As for the operator used to determine the cumulants
of the topological charge distribution, in order to avoid
the appearance of further renormalization constants, we
adopt a smoothed definition which is denoted simply as
Q in the following. In particular, we adopt the topologi-
cal charge density in Eq. (14), measured after 15 cooling
steps. Actually, in this case two possible prescriptions
can be taken. One can simply define Q = QsmoothL : in
this case, at finite lattice spacing, Q does not take exactly
integer values, although its distribution is characterized
by sharp peaks located at approximately integer values.
In alternative, one can define Q as follows [46]:
Q = round
(
αQsmoothL
)
, (16)
where round(x) denotes the integer closest to x and the
rescaling factor α is determined in such a way to minimize
〈(
αQsmoothL − round
[
αQsmoothL
])2〉
, (17)
so that the sharp peaks in the distribution of αQsmoothL
will be located exactly onto integer values. The two def-
initions are expected to coincide as the continuum limit
is approached. In the following we will refer to the latter
as the rounded topological charge and to the former as
the non-rounded one. The two definitions have been used
alternately in various previous studies in the literature.
In this study we consider both of them and show that,
while results at finite lattice spacing differ, continuum
extrapolated results coincide, as expected.
In order to make use of Eqs. (12) to obtain the free en-
ergy parameters from the θ-dependence of the cumulants
of Q, one needs to know the values of θI used for each
numerical simulation. That in turn requires a determina-
tion of the renormalization constant Z. Various methods
exist to do that, for instance by using the relation [21]
Z ≡ 〈QQL〉θ=0〈Q2〉θ=0 (18)
or other similar approaches, like heating techniques [45].
However, a drawback of this approach is that the statis-
tical uncertainty on Z propagates to θI , so that a non-
trivial fit with errors on both dependent and independent
variables is required. For that reason in this study we in-
vestigate and adopt a different approach.
We rewrite a lattice version of Eqs. (12) in which the
4β r0/a a [fm]
5.95 4.898(12) 0.1021(25)
6.07 6.033(17) 0.08288(23)
6.20 7.380(26) 0.06775(24)
6.40 9.74(5) 0.05133(26)
TABLE I: Physical scale determination at the bare couplings
used in this work, from Ref. [47]. r0 is the Sommer parameter
[48] and in the last column the lattice spacing is obtained by
using r0 ≃ 0.5 fm.
β Nt ×N
3
s θL
5.95 164 0,2,4,6,8
6.07 224 0,2,4,6,8,10
6.20 164, 184, 204, 224 0,2,4,6,8,10,12
6.40 304 0,2,4,6,8,10,12,14
6.173 10× 403 0,2,4,6,8,10,12
TABLE II: Bare couplings, lattice sizes and fit ranges
adopted.
lattice parameter θL appears explicitly:
〈Q〉
V = χZθL(1− 2b2Z
2θ2L + 3b4Z
4θ4L + . . . ) ,
〈Q2〉c
V = χ(1− 6b2Z
2θ2L + 15b4Z
4θ4L + . . . ) ,
〈Q3〉c
V = χ(−12b2ZθL + 60b4Z
3θ3L + . . . ) ,
〈Q4〉c
V = χ(−12b2 + 180b4Z
2θ2L + . . . ) .
(19)
Our proposal is to extract the renormalization constant
from the fitting procedure itself, treating θL as the in-
dependent variable and Z as a fit parameter. Notice
however that, in order to do that, at least two cumu-
lants must be fitted simultaneously, otherwise Z remains
entangled as an arbitrary multiplicative renormalization
of the other fit parameters. On the other hand, fitting
the dependence of more cumulants at the same time co-
incides with our proposed strategy to extract the best
possible information from our Monte-Carlo simulations.
As we will show in the next section, the payoff of this
strategy is not negligible.
III. NUMERICAL RESULTS
We have performed simulations at four different lat-
tice spacings on hypercubical lattices; the values of the
bare parameters adopted are reported in Tabs. I-II. The
Monte Carlo updates were performed using a mixture of
standard heatbath [49, 50] and overrelaxation [51] algo-
rithms, implemented a` la Cabibbo-Marinari [52], in the
ratio of 1 to 5. The topological charge was measured ev-
ery 10 updates and from 5 to 25 cooling steps were used:
data that will be presented in the following refer to the
case of 15 cooling steps and we checked that results are
stable, well within errors, if a different choice is made.
Unless otherwise explicitly stated, we present data
which refer to the case of a common fit to the first four
cumulants of the topological charge, see Eq. (19). An ex-
ample of such a fit is reported in Fig. 1. Since cumulants
of different order are computed on the same samples of
gauge configurations, in order to take into account the
possible correlations among them we have used a boot-
strap procedure, and checked that a correlated fit exploit-
ing the full covariance matrix leads to consistent results.
In the following we are going to illustrate our esti-
mation of the various possible systematic uncertainties
that may affect our results. First, we will analyze those
related to analytic continuation itself, by considering
the stability of our fits as either the fit range or the
number of fitted terms in Eq. (19) (i.e. the truncation
of the Taylor series) is changed; then we will turn to
the analysis of the infinite volume and continuum limit
extrapolations. That will permit us to provide final
estimates of the free energy coefficients entering Eqs. (3)
and (4), with a reliable determination of both statistical
and systematic uncertainties. In the last part of our
analysis we will try to understand which aspects of
our strategy lead to a more significant improvement
with respect to other methods used in the past literature.
In Fig. 2 we report an example of how the fitted coef-
ficients and the quality of the fit change as a function of
the range of imaginary values of θ included in the fit, in
particular of the maximum value θmaxL . The final range
from which we extract our determination is chosen so as
to have a reasonable value of the χ2/d.o.f. test and sta-
bility, within errors, of the fitted parameters as the range
is reduced further: this is important to ensure the reli-
ability of analytic continuation, since the expressions in
Eq. (19) are expected to hold, in principle, in a limited
range around θL = 0. A full account of the ranges used
in the various cases is reported in Tab. II.
We notice that θmaxL grows as one approaches the con-
tinuum limit. That can be interpreted by observing that,
since growing values of θL induce growing values of the
net non-zero topological charge density, one may expect
saturation effects to be present for large enough values of
θL. Such effects are expected to appear earlier on lattices
with less resolution, i.e. with larger values of the lattice
spacing.
A source of systematic error that is generically present
in the analytic continuation approach is the one related
to the choice of the fitting function, in particular to the
truncation of the series to be fitted. In the present work,
the estimated value of b4 turns out to be compatible with
zero for all the data sets, so it appears reasonable to fix
the value of b4 to zero and fit just Z, χ and b2. To check
that this does not introduce any significant systematic
error we verified that fits with fixed b4 = 0 well describe
data and give results compatible with the ones obtained
by fitting also b4.
5β Nt ×N
3
s # measures τ (Q)
5.96 164 240K, 130K 3.47(8)
6.07 224 110K, 70K 4.8(2)
6.20 164 170K, 60K 18(1)
6.20 184 100K, 70K 17(1)
6.20 204 100K, 90K 17(1)
6.20 224 110K, 80K 16(1)
6.40 304 200K, 120K 214(30)
6.173 10× 403 50K, 20K 27(3)
TABLE III: Statistics used for the various lattices: the first
number of the third column is the statistics for the θ = 0
run, the second is the typical statistics of the θ 6= 0 runs.
The estimated autocorrelation time of the topological charge
is reported in the last column.
rounded QL
β Z a4χ b2
5.95 0.12398(31) 1.0744(29) × 10−4 −0.02457(84)
6.07 0.15062(62) 4.601(22) × 10−5 −0.02285(90)
6.20 0.1778(13) 1.956(17) × 10−5 −0.02258(86)
6.40 0.2083(29) 5.94(10) × 10−6 −0.02347(98)
non-rounded QL
β Z a4χ b2
5.95 0.13838(36) 8.711(23) × 10−5 −0.01761(68)
6.07 0.16300(73) 3.940(19) × 10−5 −0.01898(73)
6.20 0.1900(14) 1.728(15) × 10−5 −0.01887(71)
6.40 0.2185(28) 5.449(88) × 10−6 −0.02069(89)
TABLE IV: Results of the combined fit to Z, χ and b2 using up
to the fourth cumulant of the topological charge. A vanishing
b4 was assumed in the fit.
In order to investigate finite size effects, we have ex-
plored different lattice sizes Ns for one case, in particular
β = 6.2 corresponding to a lattice spacing a ∼ 0.068 fm.
In Fig. 3 we report the corresponding results obtained
both from analytic continuation and from a direct mea-
surement of the cumulants at θ = 0. We notice that
errors on b2 and b4 obtained from analytic continuation
scale much better as the volume is increased (the under-
lying reason is discussed in Sec. III A), so that in this case
one can investigate finite size effects with much more re-
liability than with a traditional approach based on θ = 0
simulations only. One could try to estimate the infinite
volume limit by explicitly fitting the volume dependence
of the results, which is expected to decay exponentially
with Ns, however it is clearly visible from the figure that
finite size effects are negligible within errors for lattices
with Ns ≥ 18, i.e. for Nsa > 1.2 fm. Lattices explored at
the other values of the lattice spacing have been chosen
accordingly, i.e. they correspond to linear sizes which are
well above this threshold (1.5 fm at least).
Let us now go to a discussion of the continuum limit. In
order to have better control on the systematics of the con-
tinuum extrapolation, we used two different definitions of
the topological charge, the rounded and the non-rounded
0 4 8 12 0 4 8 12 0 4 8 12 0 4 8 12
θL
-1e-05
-5e-06
0
5e-06
1e-05
1.5e-05
2e-05
2.5e-05
3e-05
3.5e-05
〈Q〉c/V
〈Q2〉c/V
〈Q3〉c/V
〈Q4〉c/V
FIG. 1: An example of the global fit procedure: data refer to
the 304 lattice at coupling β = 6.40, continuous lines are the
result of a combined fit of the first four cumulants.
4 6 8 10 12 14 16
1
1.2
1.4
1.6
1.8
2
ch
i2 /
d.
o.
f
4 6 8 10 12 14 16
4.55e-05
4.6e-05
4.65e-05
χ
4 6 8 10 12 14 16
θL
max
-0.03
-0.025
-0.02
-0.015
b 2
FIG. 2: An example of the variation of the fit quality and
parameters with the fit range. Data refer to the 224 lattice at
coupling β = 6.07.
one, see Sec. II A. Since the two definitions are expected
to coincide in the continuum limit and they were mea-
sured on the same set of gauge configurations, the differ-
ences obtained for the continuum extrapolated values in
the two cases can be used as an estimate of the residual
systematic uncertainties on the final results. In Fig. 4
we report results obtained for the topological suscepti-
bility as a function of (a/r0)
2, where r0 is the Sommer
scale parameter [48]. In both cases (rounded and non-
rounded) finite cut-off effects can be reasonably fitted by
a quadratic function of a if the three finest lattices are
considered. Our final estimate is
r0χ
1/4 = 0.4708(42)(58) (20)
where the first error is the statistical one and the sec-
ond the systematic one; this value is compatible with
previous determinations [46, 53–58] and has a similar
error. The conversion to physical units can be per-
formed e.g. using r0FK = 0.293(7) (from Ref. [59]) and
the experimental value Fk ∼ 110MeV, thus obtaining
60.17
0.175
0.18
Z
from θ=0
b4 fitted
b4=0
1.9e-05
2e-05
χ
-0.04
-0.02
0
b 2
15 16 17 18 19 20 21 22 23
Ns
-0.01
0
0.01
b 4
FIG. 3: Dependence of Z, χ, b2 and b4 on the lattice size for
β = 6.2. For each lattice size and each observable three es-
timates are reported: the one coming just from the θ = 0
simulations (i.e. the traditional Taylor expansion determina-
tion), the one obtained by fitting the b4 value and the one
obtained by fixing b4 = 0.
0 0.01 0.02 0.03 0.04 0.05
(a/r0)
2
0.46
0.47
0.48
0.49
0.5
0.51
r 0
χ1
/4
rounded
non-rounded
FIG. 4: Continuum limit for χ, with and without adopting
a rounding to the closest integer for the topological charge
measured after cooling.
χ1/4 = 176.8(2.7)(4.2). The first error originates from
the uncertainty in r0χ
1/4 (the systematic and statisti-
cal components were summed in quadrature), while the
second error is related to the scale setting and it is the
dominant one.
A similar analysis for b2 is reported in Fig. 5. In this
case our final result is
b2 = −0.0216(10)(11) , (21)
where again the numbers in parentheses are, from left
to right, the statistical and the systematic error. This
number is compatible with previous results in the liter-
ature [21, 46, 58, 60, 61], as can be appreciated from
Fig. 6 where we report a summary of all existing deter-
minations, however a sizable error reduction has been
achieved in the present study.
0 0.01 0.02 0.03 0.04 0.05
(a/r0)
2
-0.025
-0.02
-0.015
b 2
rounded
non-rounded
FIG. 5: Continuum limit for b2, with and without adopting
a rounding to the closest integer for the topological charge
measured after cooling.
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D’Elia ’03
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Taglienti ’07
Panagopoulos 
Vicari ’11
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Consonni 
Engel 
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This work
FIG. 6: Comparison of various determinations of b2 present in
the literature. From left to right, [46], [60], [61], [21], [58] and
this work. The error reported for the present determination is
a combination (in quadrature) of the statistical and system-
atic uncertainties. Notice that in Refs. [61] and [58] results
are given in terms of R = −12b2 and have been converted to
match with the definition of the expansion coefficients used
in this study.
Finally, as we have already emphasized, we do not find
any evidence of a nonvanishing b4 coefficient, so the best
we can do is to set an upper bound to its absolute value.
In Fig. 7 we show the results obtained by using a com-
bined fit for the first four cumulants, with Z, χ, b2 and
b4 as fit parameters. All data are compatible with zero
and a reasonable upper bound appears to be
|b4| . 4× 10−4 . (22)
A. Comparison with the efficiency of other
approaches
As we have already emphasized, Fig. 3 shows that,
at least for the higher order cumulants, the gain in sta-
tistical accuracy obtained by analytic continuation with
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FIG. 7: Estimates of b4 at various bare couplings.
respect to a direct determination at θ = 0 becomes over-
whelming as the lattice volume grows. We are now going
to understand why.
The cumulants of the topological charge distribution,
〈Qk〉c, are proportional to the coefficients of the Taylor
expansion of the free energy as a function of θ. Since the
free energy is an extensive quantity, the cumulants are
extensive as well, therefore 〈Qk〉c scales proportionally
to the four-dimensional volume V , and the ratios of cu-
mulants, i.e. the coefficients b2, b4, . . . entering the free
energy density, are volume independent. On the other
hand, in the large volume limit the probability distribu-
tion of the topological charge is dominated by Gaussian
fluctuations with variance χV , hence the typical fluctu-
ation has size δQ ∼ √χV. Since at θ = 0 the distribu-
tion of Q is centered around zero, one has that the terms
that sum up to 〈Qk〉c (i.e. 〈Qk〉, 〈Q2〉〈Qk−2〉, . . . 〈Q2〉k/2)
grow like (χV)k/2. Therefore the cumulant itself, which
is of order χV , comes out from the precise cancellation
of higher order terms, so that the signal-to-noise ratio is
expected to scale like
(χV)/(χV)k/2 = (χV)(2−k)/2 .
This is consistent with the fact that the cumulants mea-
sure the deviations from a purely Gaussian distribution,
and such deviations, because of the central limit theo-
rem, become less and less visible as the infinite volume
limit is approached.
We conclude that the error expected in the standard
determination of b2n through the cumulants at θ = 0
is of the order of (χV)n/
√
N , where N is the size of
the statistical sample, i.e. the number of independent
gauge configurations. This is a particularly severe case
of lacking of self-averaging [62], for instance in the case
of b2 one has to increase the number of measurement
proportionally to V2, in order to keep a fixed statistical
accuracy as the volume is increased. Notice that this
problem is not marginal. Indeed, the important param-
eter entering this scaling is the combination χV : since
χ1/4 ∼ 180MeV ∼ (1.1 fm)−1, we expect a strong degra-
dation in the signal-to-noise ratio as one approaches lat-
tices which exceed one fermi in size, which is consistent
with our observations; unfortunately, this is also at a
threshold where finite size effects are still important.
On the contrary, when using the analytic continua-
tion approach, this problem disappears. Indeed, in this
case the information about each free energy coefficient is
contained also in the θ dependence of the lowest order
cumulants, including 〈Q〉c,θI , whose signal to noise ratio
scales with volume as V1/2. The improvement is related
to the fact that one is probing the system with an explicit
non-zero external source, and is similar to that obtained
when switching from the measurement of fluctuations to
the measurement of the magnetization as a function of
the external field in the determinations of the magnetic
susceptibility of a material.
Therefore, one expects that the final statistical accu-
racy at fixed number of measurements, improves when
increasing the volume, rather than degrading, like for
standard self-averaging quantities. Actually, in the par-
ticular case of the analytic continuation in θ, there is a
slight complication related to the renormalization con-
stant Z. This can be computed as in Eq. (18), but in
this case we need also 〈Q2〉, whose precision scales like V0
with volume. The method of global fit is not qualitatively
better in this respect: since Z appears as a rescaling of θ
it cannot be determined just by using the first cumulant,
its value is fixed by the comparison of at least 〈Q〉c,θI and
〈Q2〉c,θI and the precision of the second scales as V0. We
thus see that the best we can obtain with the analytic
continuation approach is a scaling of the precision of b2n
with volume like V0; this is suboptimal with respect to
the naive expectation V1/2, but still a tremendous im-
provement with respect to the Taylor expansion method.
On the other hand, the precisions of Z and χ scale in
both approaches as V0.
All these scalings, and the improvement gained by
analytic continuation, can be nicely seen in Fig. 3.
Three determinations of Z, χ and b2 are shown: the first
one is obtained by using the Taylor expansion method,
i.e using just the θ = 0 sets, the second one uses the
analytic continuation approach, including in the global
fit up to the fourth cumulant of the topological charge
and fitting Z, χ, b2 and b4, the last one follows the same
strategy as the second one but b4 is fixed to zero in the
fit. The determination of b4 obviously used only the
first two methods. Actually, a reasonable comparison
between different methods should proceed along the
following lines: compare the errors obtained by different
approaches when using the same machine-time. For
the comparison to be fair we thus have to rescale the
statistics of the θ = 0 determination by about a factor
of 10, i.e. the errors of the corresponding determination
by about a factor of 3. We thus see that no gain is
obtained by using the analytic continuation approach to
determine Z and χ, while it is extremely beneficial for
b2 and b4, as theoretically expected.
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FIG. 8: Comparison between different fitting procedures in
the analytic continuation approach. Data refer to the 304
lattice at bare coupling β = 6.40. Empty symbols are the
result of a global fit procedure (in which also Z is determined)
using up to the 4th, 3rd or 2nd cumulant. Full symbols are
obtained using a global fit (with Z fixed by Eq. (18)) and
using up to the 4th, 3rd, 2nd or 1st cumulant.
A last point that remains to be investigated is the ef-
fectiveness, within the analytic continuation approach, of
the global fit to all the cumulants with respect to the tra-
ditional procedure of using just 〈Q〉c, with Z fixed using
Eq. (18). Such a comparison is performed in Fig. 8, in
which also intermediate cases are shown: a global fit of
all the parameters using different numbers of cumulants
or a global fit of all the parameters but Z (which was
fixed by Eq. (18)), using different numbers of cumulants.
As can be seen the inclusion in the fit of cumulants of or-
der higher than the second does not improve appreciably
the precision of the result; the error reduction attainable
by fitting also Z instead of fixing it before the fit is not
huge, but still significant. Indeed, by using all the cumu-
lants of the topological charge and fitting Z we reduced
the errors by about a factor of 2 with respect to the tra-
ditional procedure of using just 〈Q〉θI with Z fixed by
Eq. (18).
B. Some considerations about the finite
temperature case
A strategy allowing to measure b2n on arbitrary large
volumes represents a substantial improvement, that per-
mits to gain in statistical accuracy and reduces the pos-
sible systematics related to finite size effects. There are
however cases in which this possibility is not just an “im-
provement”, but it enables the study of otherwise in-
tractable problems. This is the case of b2 at finite tem-
perature for T < Tc. Once the lattice spacing is fixed
and the temperature is fixed (i.e. β and Nt are fixed), to
ensure that we are studying a finite temperature system
we have to impose the constraint Ns ≫ Nt (typically
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FIG. 9: b2 value at T ≃ 0.95Tc on a 10×40
3 lattice (bare cou-
pling β = 6.173), with a comparison of the determination in
[63], obtained using the Taylor expansion method, and a new
estimate obtained by using the analytic continuation method.
The horizontal lines denote the T = 0 result.
Ns & 4Nt is used) and this fixes a lower value for the
acceptable four-volumes to be used. What typically hap-
pens is that this minimum value of V is large enough to
make a measure of b2 using the Taylor expansion method
extremely difficult.
In order to verify that the analytic continuation ap-
proach works equally well also at finite temperature, we
performed a simulation at β = 6.173 on a lattice 10×404.
Such a point was previously investigated in [63] using the
Taylor expansion method. The result from Ref. [63], to-
gether with our new determinations and the T = 0 result
are reported in Fig. 9. The old determination of Ref. [63]
was based on a statistics of about 800K measures: our
present determination obtained via analytic continuation
reaches a precision which is more than one order of mag-
nitude larger, with about half the computational effort
(in particular, a machine-time equivalent to around 350K
measures taken at θ = 0).
Different considerations should be made for tempera-
tures above the critical temperature Tc. Indeed, in all
the recent studies of b2 at finite temperature [63–66] (in
which the Taylor expansion method was always used) it
was noted that the determination of b2 in the low temper-
ature phase is very difficult, while it gets abruptly easier
above deconfinement. The reason for this fact is simple:
we have seen that the relevant parameter for the degra-
dation of the statistical accuracy in the determination
of the cumulants at θ = 0 is χV . Since at the decon-
finement transition the topological susceptibility steeply
decreases [53, 65–71], a precise determination of b2 by
the standard Taylor expansion approach becomes much
easier, in the deconfined phase, even on moderately large
volumes.
9IV. CONCLUSIONS
In this study we have exploited numerical simulations
performed at imaginary values of θ and analytic contin-
uation in order to determine the dependence of the free
energy density of the SU(3) pure gauge theory on the
topological parameter θ. As an improvement with re-
spect to previous applications of the same strategy [21],
we have considered a global fit to the θ dependence of
various free energy derivatives, i.e. various cumulants of
the topological charge distribution. That has permit-
ted us to reach an increased precision, obtaining the
following estimates for the continuum extrapolated val-
ues: r0χ
1/4 = 0.4708(42)(58), b2 = −0.0216(10)(11) and
|b4| . 4× 10−4.
The strategy based on analytic continuation turns out
to be particularly well suited for the determination of
the higher order terms, for which the traditional Taylor
expansion method, based on the determination of cumu-
lants of the topological charge distribution at θ = 0, faces
a severe problem when approaching large volumes, where
corrections to Gaussian-like fluctuations become hardly
measurable. Indeed, we have shown that the statistical
error attained in the determination of b2n through the cu-
mulants at θ = 0 scales with the four-dimensional volume
V , for a fixed number of measurements, like (χV)n, where
χ is the topological susceptibility. As we have shown, this
property of analytic continuation turns out to be essen-
tial for the determination of θ-dependence right below
the deconfinement temperature Tc, hence this strategy
could be adopted for a future improved determination
of the change of θ-dependence taking place at deconfine-
ment [63].
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