Introduction
Geometric quantization is an approach to the mathematical problem of quantization which aims at defining the quantization of a symplectic manifold (M, ω) which includes, in particular, the assignement of a Hilbert space of quantum states to (M, ω) . This assignement is far from unique as it depends on the choice of an additional structure, a polarization, which is an involutive Lagrangian distribution in T M ⊗ C. The dependence of quantization on this choice is one of the most important objects of study in geometric quantization.
Among symplectic manifolds, cotangent bundles of compact Lie groups, T * G, provide a rich class of spaces for the study of interactions between analysis and representation theory, Kähler geometry and geometric quantization. On one hand, Hall's generalization of the classical coherent state transform of Segal-Bargmann [Ha1] , which depends essentially on properties of the heat kernel on G and on its complexification G C , corresponds to a natural pairing map between the quantizations of T * G in the vertical (or Schrödinger) polarization and in the Kähler polarization provided by the identification T * G ≅ G C [Ha2] . In fact, these two polarizations can be connected by a continuous family of G × G-invariant Kähler polarizations, which are related among themselves by compositions of Hall's coherent state transforms (CST) [FMMN1; FMMN2; KW] . On the other hand, these, as well as other more general [N; KMN1; KMN2] , natural families of G × G-invariant Kähler structures are also very interesting from the point of view of Kähler geometry. Indeed, they are generated by the analytic continuation to complex time of Hamiltonian flows on T * G, of a so-called complexifier Hamiltonian function [Th; HK] , and correspond to geodesics for the Mabuchi affine connection on the space of Kähler metrics on T * G [KMN1; MN] . In [BHKMN] , similar families of quantizations for more general symmetric spaces of compact type are presented and studied in the infinite geodesic time limit.
In this paper, we extend these results by considering Kähler structures which are not G × G-invariant. For that purpose, we consider G × T -invariant Hamiltonian flows analytically continued to complex time, where T ⊂ G is a maximal torus. Acting on the G × G-invariant Kähler structures of [KMN1] we give examples of new, G × T -but not G × G-invariant, Kähler structures on T * G. We study the geometric quantization of T * G with respect to these Kähler polarizations.
Acting with the G × T -invariant quadratic complexifiers on the (real) Schrödinger polarization gives interesting mixed polarizations which define foliations of T * G by Kähler submanifolds isomorphic to T * T ≅ T C . We also study the quantization of T * G with respect to these mixed polarizations and show that they are related to (unitary) partial coherent state transforms on G which are "partially holomorphic" analogs of Hall's CST.
Remark 1.1. While in this paper we have considered G×T -invariant Hamiltonian flows generated by complexifiers which correspond to a strictly convex Ad-invariant function on the Lie algebra of G and a strictly convex quadratic function on the Lie algebra of T , t, we expect most of the results to generalize straightforwardly to the case when the quadratic function on t is replaced by a more general strictly convex function.
2. Geometry of T * G 2.1. Preliminaries. Let G be a compact connected Lie group of dimension n and rank r. We assume that its Lie algebra, g, is equipped with an Ad-invariant inner-product ⟨⋅, ⋅⟩. We will also assume the usual identifications given by left-translation
where g and g * get identified by means of ⟨⋅, ⋅⟩. With these identifications, we have for the tangent spaces
(1) Recall also that, by the polar decomposition,
The standard G × G-action (where we take a left-action for the first factor and a right-action for the second) on T * G then corresponds to
Let {T j } j=1,...,n be an orthonormal basis of g and let {X j } j=1,...,n be the corresponding basis of left-invariant vector fields on G. We will also denote by {X j } j=1,...,n the corresponding left-invariant vector fields on T * G = G × g with zero component along the second summand in (1). Let {w j } j=1,...,n be the corresponding dual basis of left-invariant one-forms on G and denote by the same symbols their pull-backs to T * G by the canonical projection T * G → G. Let {y j } j=1,...,n be Cartesian coordinates on g associated to the above orthonormal basis.
Recall that T * G has a canonical symplectic structure ω = −dθ, where θ is the canonical one-form. In the above coordinates, we have
where {c j kl } j,k,l=1,...n are the (totally anti-symmetric) structure constants of g relative to the above orthonormal basis. In terms of the decomposition in (1) we have
A left-invariant function g∶ T * G ≅ G × g → R is determined by a function on g which we will denote by the same symbol g∶ g → R . We will denote by u g the gradient of g, that is ⟨u g (y), A⟩ = dg y (A), y, A ∈ g.
H g will denote the Hessian of g. Recall that if g∶ T * G → R is G × G-invariant, so that the associated function g∶ g → R is Ad-invariant, then (see [KMN1] , Lemma 3.4) [y, u g (y)] = 0, and ad ug(y) = ad y H g (y) = H g (y) ad y , y ∈ g.
(4)
and for the Hessian, as a linear map g → g, one obtains in that case
Proposition 2.1. Let g∶ T * G → R be a left-invariant function. Then, its Hamiltonian vector field X g is given by:
Proof. Using equation (3), we obtain
From the definition of gradient,
This proves equation (7).
Let now h∶ T * G → R be an Hamiltonian function such that i) h is G × G-invariant. This implies that h is determined by an Ad-invariant function on g which we also denote by h; ii) The Hessian H h on g is positive definite everywhere;
iii) The operator norms H h (y) , y ∈ g, have a positive lower bound on g. 1 The Hamiltonian vector field of h is given by X h (x,y) = u h (y), 0 , and the corresponding Hamiltonian flow is
Recall now that the analytic continuation of this Hamiltonian flow to imaginary time gives G × G-invariant Kähler structures on T * G, as follows. (See [KMN1] and also [N] .) Let τ = τ 1 + iτ 2 ∈ C, τ 1 , τ 2 ∈ R and let
1 This condition is not strictly necessary for Kählericity but we will assume it for simplicity. (See Lemma 3.1 in [KMN1] ).
For τ ∈ C consider the maps
Note that ψ τ ○ α h is a diffeomorphism if Im τ ≠ 0.
Proposition 2.2. [KMN1] For τ ∈ C + , let J τ,0 be the the pull-back of the canonical complex structure on G C by ψ τ ○α h . Then, (T * G, ω, J τ,0 ) is a Kähler manifold. A (global) Kähler potential is given by the Legendre transform of h,
Hamiltonian function determined by a real-valued function on g, which we also denote by f , given by the symmetric form
, so that f is determined by a positive quadratic form on the Cartan subalgebra t. For simplicity, we will henceforth denote by the same symbol, F , both the linear map F and its restriction F t . No confusion should arise from the context and, in particular, det F will always stand for det F t > 0.
Lemma 2.3. The Hamiltonian vector field of f is given by F y] and the corresponding Hamiltonian flow is
Proof. The expression for X f follows from Proposition 2.1. On the other hand, let (x(s), y(s)) be the integral curve of X f that on s = 0 goes through (x 0 , y 0 ). This corresponds to the initial value problem
Since F y 0 ∈ t, ad F y 0 maps to t ⊥ . Therefore, F ○ ad F y 0 = 0. From this we conclude that F e −s ad F y 0 y 0 = F y 0 . We use this fact to prove that y(s) = e −s ad F y 0 y 0 : 
Proof. This can checked by verifying that [X h , X f ] = 0 or by direct computation. Indeed,
In fact, equation (5) implies that e sF y e tu h (e −s ad F y y) = e tu h (y) e sF y .
Lemma 2.5. For s, t ∈ R, the tangent maps Dφ t X h , Dφ s X f ∶ g ⊕ g → g ⊕ g, are given at (x, y) ∈ T * G by
Dφ
Proof. To prove (10), let γ(s) = (γ 1 (s), γ 2 (s)) = (xe sU , y + sV ), U, V ∈ g. Then,
To prove (11), by the same reasoning as before,
Proof. This follows from the chain rule, Lemma 2.5 and equations (4), (5).
The following will also be useful later on.
Lemma 2.7. For every y ∈ g, s ∈ R, the linear map e s ad F y −s ad y ○F is an automorphism of g.
Proof. Let s ≠ 0. We prove that ker e s ad F y − s ad y ○ F = 0. Let V ∈ ker e s ad F y − s ad y ○ F . Then, e s ad F y V − s ad y ○ F V = 0. We can split the terms of this equation that belong to t and those that belong to t ⊥ :
from which we conclude that V ∥ = 0. Therefore,
Definition 2.8. Let F be a linear self-adjoint map on g satisfying the properties listed in the beginning of this Section and let h be as in Proposition 2.2. For τ, σ ∈ C define
Note that, A τ,0 = ψ τ ○ α h in (9) and that, for τ ∈ C, σ ∈ R, also
Actually, a much stronger result holds.
Proof. Let r be the rank of G and let T C ≅ (C * ) r be the complexification of T . Consider the standard right T C -action on G C . >From Theorems 1.12 and 1.23 in [S] , at any point in G C there are holomorphic slices for the action of T C . That is, for each p ∈ G C there is a locally closed analytic subspace S ⊂ G C and a T C -equivariant map
are standard holomorphic coordinates on T C , with θ the standard angular coordinate on T . Since the T -action on S × T C is the standard one, the Hamiltonian flow off = f ○ β = 1 2 ⟨μ, Fμ⟩ at time s ∈ R is then given by (see Proposition 3.10)
Its analytic continuation to imaginary time σ = σ 1 + iσ 2 , σ i ∈ R, which preserves the T C -orbits, as in [MN] , is then given by
We will now use some of the results of [BG] . We will take U ⊂ S to be a convex subset of some coordinate chart. From Section 2 in [BG] , it follows that, on U × T C ,
where ρ = ρ(u, a) is a strictly pluri-subharmonic function. Moreover, one then has the Legendre transformμ
The inverse Legendre transform is given by a "partial symplectic potential"
This implies that the composition of Legendre transforms
By taking the inner product with (a ′ − a) we see that, given that ρ is strictly plurisubharmonic, for σ 2 > 0 and F positive definite this implies a = a ′ . Hence, the analytic continuation of the Hamiltonian flow off is a diffeomorphism of S ×T C ; since it preserves T C orbits we conclude that it corresponds to a global diffeomorphism of G C . On the other hand, by looking at the formalism of [MN] and at the action of A τ,σ we see that this is equivalent to the statement that A τ,σ is a global diffeomorphism for σ 2 > 0 and τ 2 ≠ 0.
Remark 2.11. Note that the proof of Theorem 2.10 works if f is replaced by any strictly convex function of µ so that the Theorem generalizes to that more general situation. and φ s X f , for t, s ∈ R . The Hamiltonian flow φ t X h , analytically continued to complex time τ ∈ C + , acting by push-forward on the vertical polarization P 0,0 , produces the G × Ginvariant Kähler structures of proposition 2.2. We will now act with both Hamiltonian flows in imaginary time to define new G × T -invariant Kähler structures on T * G.
Recall that the vertical polarization P 0,0 = Ker Dπ is spanned by the Hamiltonian vector fields of Hamiltonian functions of the form π * f, f ∈ C ∞ (G), where π∶ T * G → G is the canonical projection. To study the push-forward of P 0,0 under Hamiltonian flow it is then useful to recall the following. Under the Hamiltonian flow of X g , g ∈ C ∞ (T * G), one has that the evolution of the Hamiltonian vector field of f ∈ C ∞ (T * G) is given by
When the Hamiltonian flow φ t Xg is real analytic in t one has, moreover, within the convergence regions for the power series, the corresponding formulas
where L Xg denotes the Lie derivative along X g . (See, for example, [HK; KMN1; MN; P].) Proposition 3.1. Let P t,s be the real polarization of T * G obtained by push-forward of
This polarization can described by sections analytic in t and s as follows
Proof. Equation (12) follows immediately from the definition of P t,s , Lemma 2.6, Lemma 2.7 and from noting that
where one uses (4) and the fact that
The claim that P t,s can be obtained by exponentiating the Lie derivatives along X h and X f follows from Lemma 6.2 in the Appendix. 
We will now establish that this family of G × T -invariant complex polarizations of T * G, obtained by analytic continuation of the above Hamiltonian flows to imaginary time, contains, in fact, a family of Kähler polarizations.
Theorem 3.3. The polarizations P τ,σ , for τ ∈ C + , σ ∈ C + ∪ R, are obtained by pull-back via A τ,s , s ∈ R, of the holomorphic tangent space of G C with respect to the standard complex structure, T (1,0) G C , followed by analytic continuation in s toσ.
, by setting σ = 0 in (12), we obtain, for τ ∈ C + ,
Therefore, to prove the theorem it is enough to show that, for s ∈ R,
and then to take the (unique) analytic continuation in s toσ. To prove (13), just use (12) with s = 0, Lemma 2.6, equality (6) and the well-known identities
Let J τ,σ be the (G × T -invariant) complex structure on T * G defined by the pull-back by A τ,σ of the standard complex structure on G C , so that
Proof. The fact that P τ,σ is compatible with ω, that is, ω Pτ,σ×Pτ,σ = ω P τ,σ×Pτ,σ = 0, follows directly from the proof of Theorem 4.1 in [MN] (this is a purely local argument where the fact that T * G is not compact is irrelevant) and can also be easily checked by direct calculation. Positivity is equivalent to
We have, from (3),
From equation (3.7) in [KMN] we obtain that the matrix
is positive definite for τ 2 > 0, so that
is also positive definite. Therefore for τ ∈ C + , σ 2 ≥ 0 we obtain that P τ,σ is a Kähler polarization.
Equation (14) for the Kähler potential can be obtained by Theorem 4.1 in [MN] (where, again, only a local argument is used and the fact that T * G is non-compact is irrelevant). Alternatively, one can check explicitly, using (2) and the invariance of the inner product on g, that
whereλ τ,σ = −τ (⟨y, u h (y)⟩ − h(y)) −σf , so that κ τ,σ = 2Imλ τ,σ is a Kähler potential, as claimed.
Let now τ ∈ C + , σ ∈ C + ∪ R, and consider the left G-invariant holomorphic trivializing frame for the canonical bundle of (T * G, J τ,σ ) given by
where Ω τ,0 is the left G-invariant trivializing section for the canonical bundle of (T * G, J τ,0 ) which is described in Theorem 3.10 of [KMN1] , namely
Let Ω τ,σ be a trivializing section of the bundle of half-forms, K Pτ,σ . (Here, a preferred choice of square root of the canonical bundle has been made, namely we take K Pτ,σ to be trivializable where the trivializing section Ω τ,σ is left G-invariant. See the Appendix in [KMN1] for a more detailed discussion.) The half-form correction will then be given by 
where η is the Ad-invariant function on g which is defined for y ∈ t by
where ∆ + is the corresponding set of positive roots.
Proposition 3.5. One has, for τ ∈ C + , σ ∈ C + ∪ R,
Proof. This follows by direct evaluation. Let DA τ,σ , σ ∈ C, denote the (unique) analytic continuation of DA τ,s , s ∈ R, from s to σ. An holomorphic frame {Z j τ,σ } j=1,...,n for P τ,σ can be obtained by applying
to an holomorphic frame on G C given by the columns of the 2n × n matrix 1 2
For σ = 0 this coincides with the frame given in [KMN13]. One then obtains
where the n × n blocks are given by
The result then follows by using the properties of F and ad y to evaluate the determinant and by (17).
We then obtain the following immediate 3.2. The mixed polarizations P 0,σ and partial Kähler structures. By setting τ = 0 in the setting of the previous Section we obtain a family of mixed G × T -invariant polarizations P 0,σ . The superscripts t and t ⊥ will denote components of vectors along t and t ⊥ , respectively. Let then,
We have
Proof. This follows immediately from the fact that f is a linear isomorphism and from σ 2 > 0.
We see that the polarization P 0,σ is mixed. Remarkably, we will now see that it is associated with a foliation of T * G by submanifolds with Kähler structure defined by P t 0,σ . Let p∶ G → G T be the principal fiber bundle over the flag manifold G T obtained by the right action of T on G. Let F x be the fiber of p containing x ∈ G. Note that F x ↪ G is an embedded submanifold which is (non-canonically) diffeomorphic to T . Theorem 3.8. For σ 2 > 0, the distribution P t 0,σ defines a Kähler structure along the symplectic submanifolds L (x,y) = F x × {y + t} ι ↪ T * G, (x, y) ∈ T * G. A global Kähler potential along L (x,y) is given by
It is straighforward to check that Σ σ is involutive whence it defines a foliation of T * G. It is also easy to verify that Σ σ = t ⊕ t so that indeed
Now, one can take the frame (15) for τ = 0 and ordering the basis {T j } j=1,...,n so that {T j } j=1,...,r is a basis of t, to get P t 0,σ = span C E 0,σ j t j = 1, . . . , r .
As in Theorem 3.4, one can checks that, for σ 2 > 0,
so that, indeed, the leaves L (x,y) are Kähler. Note that ι * θ is a potential for ι * ω and that j = 1, . . . , r, so that, as in the proof of Theorem 3.4, 2σ 2 f ○ ι is a Kähler potential for ι * ω.
We see that the complexifier f , being convex only "along the directions of the maximal torus T ", generates, by push-forward of the vertical polarization, a "G × T -invariant" foliation of T * G by Kähler manifolds, each of these being diffeomorphic to T C ≅ T * T ≅ T × t. Remark 3.9. In the notation of [Wo] (see Chapter 5) we have
, . . . , ∂ ∂y n ,
Note that E σ is involutive so that P 0,σ is strongly integrable in the sense of [Wo] . Let L (x,y) be the leaf of E σ through (x, y) ∈ T * G. Then,
The (Kähler) leaves of Σ σ are then given by
so that L (x,y) is the, so-called, coisotropic reduction of the coisotropic submanifold L (x,y) ⊂ T * G. (See Section 5 of [Wo] ). Note that, in this case, Σ σ is also involutive.
Let J L (x,y) 0,σ be the complex structure on the leaf L (x,y) , so that
For x 0 ∈ F x and σ 2 > 0, consider the diffeomorphism
We then have, as an analog of Theorem 3.3, Proposition 3.10. The complex structure J L (x,y) 0,σ on L (x,y) is the pull-back of the stan-
Proof. Let us take holomorphic coordinates for the standard complex structure
In the basis ∂ ∂θ j , ∂ ∂y j j=1,...,r we have
These are eigenvectors of J T C st with eigenvalue +i which proves the Proposition.
Let then z j σ , j = 1, . . . , r, be holomorphic coordinates along the fibers L x,y obtained by pull-back via β σ x 0 of the standard holomorphic coordinates on T C , so that
>From (18) we have dz j σ = w j + σ ∑ r k=1 F jk dy k . Note that, for the symplectic forms along the Kähler leaves L (x,y) one has, denoting simply by ∂ the ∂-operator relative to J
In particular,
To end this Section, following Section 10.3 in [Wo], let us determine the half-form correction for P 0,σ . Let K Dσ be the line bundle with trivializing frame
that is the line bundle with fibers given by the space of (n+r)-forms which are annihilated by D σ . Let K P 0,σ be the line bundle of n-forms annihilatingP 0,σ , with trivializing frame given by Ω 0,σ = dz 1 σ ∧ ⋯ ∧ dz r σ ∧ w r+1 ∧ ⋯ ∧ w n . Lemma 3.11. We have
One verifies straighforwardly that, for l = 1, . . . r,
The half-form measure for integration on T * K D ≅ G × {it} is given by (see Section 10.3 in [Wo]), Ω 0,σ 2 = (−1) r(r−1) 2 ιV ∧V ω r r!(2πi) r 1 2 α σ .
One then obtains, straighforwardly, Proposition 3.12. We have
4. Quantum theory 4.1. Geometric quantization of T * G. Let L → T * G be the trivial complex line bundle equipped with the standard Hermitian structure and with the connection
whose curvature is −iω. The Hilbert space of quantum states that is produced by geometric quantization of (T * G, ω) in the polarization P is then, roughly, given by the space of sections of L covariantly constant along P. However, one must also take into account L 2 -conditions and the so-called half-form correction.
Let P 0,0 be the vertical, or Schrödinger, polarization of T * G given by the kernel of the differential of the canonical projection T * G ≅ G × g → G. In this case, the space of half-form corrected quantum states is [Ha2; FMMN1; FMMN2]
where dx stands for the Haar measure and √ dx denotes the half-form [Wo] . For the Kähler polarizations, P τ,0 , τ ∈ C + , given by the holomorphic tangent space of (T * G, J τ,0 ), where J τ,0 are the complex structures in Proposition 2.2, one obtains [Ha2;
KMN1]
Here, Ω τ,0 is the pull-back by ψ τ ○ α h of a non-vanishing (and therefore trivializing) left G C -invariant holomorphic section of the canonical bundle of G C and Ω τ,0 denotes a choice of corresponding square root (see [KMN1] for further discussion).
4.2.
Quantization with respect to P τ,σ . In this Section we consider τ ∈ C + , σ ∈ C + ∪R and the Kähler polarizations P τ,σ . Let
be the Hilbert space of P τ,σ -polarized sections, where the closure is with respect to the inner product
Recall that C ∞ (L) = C ∞ (T * G) ⊗ C since L is the trivial line bundle.
Theorem 4.1. We have
Since, from the proof of Theorem 3.4,
so that ϕ is J τ,σ -holomorphic, which, by Theorems 2.10 and 3.3, is equivalent to ϕ = A * τ,σ Φ, for some Φ ∈ O(G C ).
Recall that one has the Peter-Weyl decomposition
whereĜ denotes the set of equivalence classes of irreducible representations fo G and
where π λ ij denotes the matrix elements for the irreducible representation with highest weight λ and Ω 0,0 = √ dx = √ w 1 ∧ ⋯ ∧ w n is the half-form correction for P 0,0 . An holomorphic function Φ ∈ O(G C ) is known to be given by an "holomorphic Fourier series" determined by the Peter-Weyl expansion of its restriction to G,
where π λ ij also denote the matrix elements for the holomorphic representation of G C with highest weight λ. (See Section 8 of [Ha1] .)
It only remains to show that the L 2 condition in (19) is satisfied. Equation (14) ensures, as in the the proof of Theorem 4.6 in [KMN1] , that the factor e −κτ,σ decays at least like a Gaussian along the imaginary directions in the Lie algebra. The proof of Thereom 4.6 in [KMN1] and Corollary 3.6 then ensure that the integral giving π λ ij ○ A τ,σ e −iλτ,σ ⊗ Ω τ,σ 2 τ,σ is convergent. Therefore, we also have the decomposition
where V λ τ,σ = π λ ij (xe τ u(y) e σF y )e −iλτ,σ ⊗ Ω τ,σ i, j = 1, . . . , dim λ . 4.3. Quantization with respect to P 0,σ . In this Section we consider τ = 0, σ 2 > 0 and the mixed polarizations P 0,σ . Let
be the Hilbert space of P 0,σ -polarized sections, where the closure is with respect to the inner product
and where Ω 0,σ 2 is given in Proposition 3.12. Recall, again, that
Theorem 4.3. We have
where λ 0,σ (x, y) = −σf (y) and C ∞ (P 0,σ ) stands for the space of P 0,σ -polarized smooth functions on T * G.
Proof. >From Proposition 3.10, we see that φ ∈ C ∞ (P 0,σ ), being J L (x,y) σ,0 -holomorphic along the leaf L (x,y) , must be given along such leaves by the pull-back of an holomorphic function on T C . In more detail, let U be a sufficiently small open set on the flag manifold G T and let s U be a local section of the principal fiber bundle p∶ G → G T . We then have a diffeomorphism
From Proposition 3.10 and from the Fourier expansion of holomorphic functions on T C , it is then clear that, over
whereT is the set of characters for T , which we identify with the set of weights of G.
so that a s λ (p(x))e λ (t x ) is a globally defined smooth function on G which is T -equivariant with weight λ. It follows, from the Peter-Weyl expansion of smooth functions on G, that this function can be expanded in a series of matrix elements {πλ ij },λ ∈Ĝ, where the only contribution comes from representationsλ for which λ is a weight. Writing these matrix representatives πλ in a basis of weight spaces, we immediately obtain the statement of the Proposition.
Proposition 4.5. Let λ ∈Ĝ. Then, π λ ij (xe σF y )e −iλ 0,σ ⊗ Ω 0,σ ∈ H P 0,σ . Proof. This is similar to the proof of Proposition 4.2 where now the Gaussian factor e −κ 0,σ ensures convergence of the integral along the non-compact factor it.
Corollary 4.6. We have the decomposition
5. Partial coherent state transforms and unitarity 5.1. The generalized coherent state transforms U τ,σ . Recall from [KMN1] that there is a natural G × G-action on H P τ,0 , for τ ∈ C + , which extends the G × G-action on H P 0,0 associated to the Peter-Weyl decomposition (20). One has, for
This action preserves the decomposition in (21). In the case when σ ≠ 0, that we consider in this paper, one obtains a G × T -action instead. In particular, note that λ τ,σ is only G × T -invariant in this case since, in general, exp(σF Adx−1y) ≠ Adx−1(exp(σF y)). Therefore, we will consider a finer decomposition, for τ ∈ C + , σ ∈ C + ∪ R,
where {λ j } j=1,...,dim λ is the set of weights of the irreducible representation of highest weight λ, with λ 1 = λ, and V λ,λ j τ,σ = span C π λ kj xe τ u h (y) e σF y e −iλτ,σ ⊗ Ω τ,σ k = 1, . . . , dim λ , with π λ written in the basis of weight vectors, so that for a ∈ t, π λ ki e a = Diag e i⟨λ 1 ,a⟩ , . . . , e i⟨λ dim λ ,a⟩ . We then have the natural action of
and (x ′ , t) ∈ G × T , which preserves the decomposition in (23).
Let now h pq and f pq be the Kostant-Souriau prequantum operators, on the half-form corrected prequantum (trivial) bundle L ⊗ K Pτ,σ , associated to h and f ,
Lemma 5.1. One has,
Proof. (24) and (25) follow directly from the definition, while (26) is just a restatement of the fact that [X h , X f ] = 0.
Following the ideology of [KMN1; KMN2], inspired by the structure of the coherent state transforms of Hall [Ha1; Ha2] , we now introduce the quantum operators on H P 0,0 in view of (23). Let ρ ∈ t be the Weyl vector defined by half the sum of the positive roots of g ⊗ C. Define
Obviously, these operators commute with each other and they preserve the decomposition in (23).
Lemma 5.2. Let λ ∈Ĝ, i, j = 1, . . . , dim λ. Then,
follows from [MN] , (16) and Theorem 3.10 in [KMN1] . Then (24), (25), [MN] , Theorem 3.3 and the proof of Theorem 3.7 in [KMN1] give the statement of the Lemma.
We obtain the following Let us now define the generalized CST,
The above implies the following Theorem 5.4. Let τ ∈ C + , σ ∈ C + ∪ R. Then, the generalized CST U τ,σ is a linear isomorphism that intertwines the G × T -actions on H 0,0 and H τ,σ .
Remark 5.5. Note that in the case τ ∈ C + , σ = 0, the generalized CST U τ,0 intertwines the full G × G actions on H P 0,0 and on H P τ,0 . (See [KMN1; KMN2] .) Therefore, while the CSTs U τ,0 are "G × G-invariant", for σ ≠ 0 the CSTs U τ,σ are only "G × T -invariant".
Setting τ = 0 in Lemma 5.2 we obtain e −iσfpq π λ jk (x) ⊗ √ dx = e −iλ 0,σ π λ jk xe σF y ⊗ Ω 0,σ and the following Corollary 5.6. The operator e −iσfpq is a densely defined operator from H 0,0 to H 0,σ which preserves the decomposition in (23) .
We now define the partial CST, U 0,σ ∶ H 0,0 → H 0,σ , by U 0,σ = e −iσfpq ○ e iσQ(f ) , for σ ∈ C + . From the above, one obtains the following Theorem 5.7. Let σ ∈ C + . The partial CST U 0,σ is a linear isomorphism that intertwines the G × T -actions on H 0,0 and on H 0,σ . 5.2. Unitarity of the partial coherent state transform U 0,σ . In this Section, we will establish that, in fact, U 0,σ is a unitary isomorphism of Hilbert spaces.
Theorem 5.8. Let σ ∈ C + . The partial coherent state transform U 0,σ ∶ H P 0,0 → H P 0,σ is a unitary isomorphism.
Proof. >From (22), (23), Proposition 3.12, Lemma 5.2 and (28) and we want to compute ⟨π λ jk xe σF y e −iλ 0,σ ⊗ Ω 0,σ , π λ lm xe σF y e −iλ 0,σ ⊗ Ω 0,σ ⟩ H P 0,σ = G×t π λ jk xe σF y π λ ′ lm xe σF y e iλ 0,σ e −iλ 0,σ e iσf (−λ k ) e iσf (−λm) Ω 0,σ 2 = π − r 2 σ r 2 2 (det F ) 
Proof. Note that e tL X h ⋅ X S,T is the unique one-parameter family of vector fields X(t) ∈ X(M ) ⊗ C such that
It is easily seen that [T] T. Thiemann, Reality conditions inducing transforms for quantum gauge field theory and quantum gravity, Class.Quant. Grav. 13 (1996) 
