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Abstract 
Despite the indispensable role of X-ray computed tomography (CT) in diagnostic medicine 
field, the associated ionizing radiation is still a major concern considering that it may cause 
genetic and cancerous diseases. Decreasing the exposure can reduce the dose and hence the 
radiation-related risk, but will also induce higher quantum noise. Supervised deep learning 
can be used to train a neural network to denoise the low-dose CT (LDCT). However, its 
success requires massive pixel-wise paired LDCT and normal-dose CT (NDCT) images, 
which are rarely available in real practice. To alleviate this problem, in this paper, a shift-
invariant property based neural network was devised to learn the inherent pixel correlations 
and also the noise distribution by only using the LDCT images, shaping into our probabilistic 
self-learning framework. Experimental results demonstrated that the proposed method 
outperformed the competitors, producing an enhanced LDCT image that has similar image 
style as the routine NDCT which is highly-preferable in clinic practice. 
Keywords: Denoise, Deep learning, Self-learning, CT
1. Introduction 
X-ray computed tomography (CT) is widely used in medicine filed to visualize the patient organs. However, it is well-
known that X-ray is harmful to human body, considering ionization radiation may cause genetic and cancerous diseases. 
Consequently, the as low as reasonably achievable (ALARA) principle should be followed in the radiation related clinical 
practice. Unluckily, less X-ray irradiation dose by lowering the exposure would inevitably induce higher quantum noise, 
rendering worse or even useless CT images. Therefore, denoising algorithm is required to enhance the low-dose CT 
(LDCT) image quality. 
To tackle this problem, tremendous researches have been conducted which can be classified into three different 
categories: preprocessing the projection firstly and then reconstruction(Manduca et al., 2009; Wang, Li, Lu, & Liang, 2006; 
Wang, Lu, Li, & Liang, 2005), model-based iterative reconstruction (Bai et al., 2017; G. H. Chen, Tang, & Leng, 2008; 
Elbakri & Fessler, 2002; Jia, Dong, Lou, & Jiang, 2011; Niu & Zhu, 2012; Sidky, Duchin, Pan, & Ullberg, 2011; Sidky, Kao, 
& Pan, 2006; Sidky & Pan, 2008; Wang, Li, & Xing, 2009; Xu et al., 2012; G. Yu, Li, Gu, & Zhang, 2005) and post-denoising 
the reconstructed images (Diwakar & Kumar, 2016, 2018; Kumar & Diwakar, 2016). Intrinsically speaking, based on our 
understanding, most of the existed algorithms can be analyzed in a Bayesian estimation viewpoint. In other words, they 
are trying to maximize a posterior by taking full advantage of the well-explored noise model of the measurements and 
also exploiting the potential correlations among pixels to regulate the denoised result by devising certain prior term. For 
instance, the block-matching 3D filter (BM3D) (Dabov, Foi, Katkovnik, & Egiazarian, 2006, 2007) assumes that there exist 
image patches with similar spatial structures, which can be stacked together for collaborative filtering. The total variation 
(TV) minimization based method supposes that the transformed gradient coefficients should follow Laplacian distribution 
(Rudin, Osher, & Fatemi, 1992; Sidky et al., 2011; Sidky et al., 2006; Sidky & Pan, 2008). The dictionary learning based 
sparse coding technique suggests that the image patches can be sparsely represented by a given dictionary which is pre-
trained from external high-quality image library(Bai et al., 2017; Xu et al., 2012). It should be noted that these conventional 
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optimization-based denoising methods can be applied directly on any give single noisy image. This feature benefits from 
its unique driving force, i.e., the pixel correlations, which are mathematically modeled by human experts based on a 
comprehensive statistical analysis on clean images.  
    Despite the elegant theoretical description, these conventional methods are beaten by nowadays popular data-driven 
deep learning techniques. Specifically, convolutional neural network (CNN) based deep learning (DL) techniques which 
can automatically extract strong hierarchical features from the images (Lecun, Bengio, & Hinton, 2015; Lecun, Bottou, 
Bengio, & Haffner, 1998) had achieved great success, demonstrating superior performance in various image-related tasks, 
such as image classification(He, Zhang, Ren, & Sun, 2015; Karen Simonyan, 2014; Krizhevsky, Sutskever, & Hinton, 2012; 
Szegedy, Ioffe, Vanhoucke, & Alemi, 2016), object detection(Dai, Yi, He, & Jian; Girshick, 2015; Girshick, Donahue, Darrell, 
& Malik, 2013; Liu, Anguelov, Erhan, Szegedy, & Reed, 2015; Ren, He, Girshick, & Sun, 2016), segmentation(L. C. Chen, 
Papandreou, Kokkinos, Murphy, & Yuille, 2016; Long, Shelhamer, & Darrell; Ronneberger, Fischer, & Brox; C. Yu et al.), 
super resolution(Agustsson & Timofte, 2017; Kim, Lee, & Lee, 2015; Lai, Huang, Ahuja, & Yang, 2017; Ledig et al., 2017; 
Shi et al.), and so on. Denoising can also be regarded as an image-to-image translation task from the viewpoint of computer 
vision community, which could be tackled by firstly extracting a strong feature about the original noisy image followed 
by a predictor to regress the associated clean image (Batson & Royer, 2019; Jelmer M. Wolterink & Isgum, 2018; Krull, 
Buchholz, & Jug; Krull, Vicar, & Jug, 2019; Laine, Karras, Lehtinen, & Aila; Lehtinen et al., 2018). 
 Inspired by its unprecedented success in natural image processing field, CNN had also been introduced to address the 
LDCT denoise problem (Hu Chen et al., 2017). To compensate the spatial information loss due to down-sample 
convolutional operator, a residual encoder-decoder architecture (H. Chen et al., 2017) was further proposed so that the 
low-level fine features can be directly connected with the high-level features, facilitating higher denoising performance. 
H.M. Shan et.at. devised a modularized adaptive processing neural network with repeating denoising modules, enabling 
a clinical-task-specific denoiser (Shan et al., 2019). Apart from the network architecture improvements, different losses 
(You et al., 2018) had also been introduced to better characterize the distance between the denoised LDCT and the normal 
dose CT (NDCT) that serves as the training target. For example, Q.S. Yang et.al. (Yang et al., 2018) developed a 
Wasserstein distance and perceptual loss combined generative adversarial network training framework, producing 
promising result. All these CNN based denoisers showed encouraging performance over the conventional methods. 
However, one should be noted that, to our best knowledge, in medical image field, most of the existed CNN based 
denoiser belongs to supervised learning. It is well-accepted that the essential of supervised learning is the availability of 
rich amount of annotated training dataset. Therefore, to achieve high denoising performance, a massive number of paired 
datasets (LDCT and NDCT) are required so as to learn an optimal mapping function between the input LDCT and the 
target NDCT. 
Unfortunately, regarding LDCT denoising task, it is hard, if not possible, to collect sufficient real patient cases for 
training due to many practical reasons. Firstly, paired LDCT and NDCT scans from same subjects are rarely available in 
routine clinical practice for disease diagnose purpose. Secondly, one may can collect both the LDCT and NDCT from 
same patient subjects for research purpose if approved by Institutional Review Board (IRB), but this dataset collection 
cannot be conducted in a large scale, considering the potential radiation risk of X-ray. Thirdly, even one is able to collect 
many real patient CT scans having both dose levels, a registration operation has to be conducted between them. However, 
registration operation can never be perfect in terms of pixel-wise accuracy. This mis-registration error would be inevitably 
propagated and amplified during training stage, considering the fact that denoising task is a dense prediction task that 
requires pixel-wise correspondence between input-target pairs. Thereby, in this typical data scarcity scenario that requires 
perfectly paired images, the popular supervised learning based CNN denoise algorithm would expect to suffer from severe 
performance degradation.  
In contrast, as stated above, the conventional optimization based methods, which are the mainstream image processing 
methods before the era of deep learning technique, don’t need any paired images and are of course not sensitive to the 
dataset size. Actually, these methods only need the single noisy image to be denoised. The success of these pixel-
correlation driven conventional methods indicate that the modern deep learning techniques may could also train a denoiser 
by only using noisy images if they can automatically capture and utilize the inherent correlations among pixels, and hence 
relax the demands of paired images for training. Indeed, in natural image processing field, to leverage the strong learning 
ability of CNN, several techniques had been developed to train a denoiser without the ground truth image as the 
supervised signal. For example, Krull et.al. (Krull et al.) proposed a NOISE2VOID (N2V) training strategy, which tries 
to predict any specific pixel using its associated surrounding pixels. To be specific, to avoid the model collapsing into an 
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identity mapping, in this work, the authors adopt the random masking strategies that deliberately exclude from the input 
the pixel to be predicted. Obviously, this method cannot utilize the valuable information from the real though noisy 
measurements, leading to sub-optimal results. Moreover, due to this special random masking training strategy, the training 
efficiency was over-compromised, since only one pixel can provide gradient information in each training sample. To 
alleviate this problem, Samuli Laine et.al. (Laine et al.) proposed an unique network architecture with built-in blind-spot 
mechanism. Consequently, all the predicted pixels can provide gradient information for weights updating, and thereby 
boost the computation efficiency. Additionally, they pointed out that one can also incorporate the noise model into the 
training stage, and hence can explicitly utilize the information from the real measurements. One should be noted that 
despite higher convergence efficiency in terms of less iterations, compared to the N2V method, this method requires 4 
times computation burden in each iteration in order to construct the blind-spot architecture. Regarding these deep learning 
based methods, the driving force comes from the exploitation of the inherent correlations among pixels instead of the 
ground truth clean target image, therefore, they are usually termed as self-learning methods since the supervised signal 
is provided by the input noisy image itself. 
As demonstrated above, considering the limited availability of perfectly paired LDCT/NDCT patient datasets for 
supervised learning, the self-learning framework is very attractive to train a more practical LDCT denoiser. However, to 
our best knowledge, little efforts have been devoted into this topic. Thus, in this paper, the self-learning based LDCT 
denoise algorithm is introduced. To be specific, a new neural network architecture is proposed to automatically excavate 
the pixel correlations based on the inherent spatial shift-invariant properties of image. Since the newly proposed neural 
network can aggregate all the gradient information from all the pixels while consuming comparable computation 
resources as regular CNN architecture in each iteration, the computation efficiency can be further boosted. Except the 
above learned internal spatial correlations, a hand-crafted prior information is also incorporated for more aggressive 
constraint. In addition, the whole training pipeline is well-described in the Bayesian estimation viewpoint such that the 
informative noisy measurements can be used to produce the final denoised results, shaping our probabilistic self-learning 
(PSL) framework for low-dose CT denoising. 
2. Methods and Materials 
2.1 Mathematical formulation  
We first mathematically formulate the LDCT denoising problem in the image translation viewpoint. Basically, this task is 
to translate a noisy image 𝑌 ∈ 𝑅𝑀×𝑁  into its clean counterpart 𝑋 ∈ 𝑅𝑀×𝑁 , where 𝑀  and 𝑁  denote the rows and columns, 
respectively. Without loss of generality, the associated noise 𝜖 ∈ 𝑅𝑀×𝑁 is assumed to be additive, such that 
𝑌 = 𝑋 + 𝜖 (1)                                         
This problem can be solved by training a convolutional neural network Φ with parameters 𝑊, such that the output of Φ𝑊(𝑌) 
is as close to 𝑋 as possible, provided 𝑇 paired noisy-clean images (𝑋𝑡 , 𝑌𝑡), 𝑡 ∈ {0, 1, … , 𝑇 − 1}, where 𝑡 indexes the training 
sample. This is a typical supervised learning setting. If the mean square error (MSE) loss is used, the associated cost function 
can be expressed as: 
?̅? = arg𝑊 min ∑ ||Φ𝑊(𝑌𝑡) − 𝑋𝑡||
2
𝑇−1
𝑡=0
(2) 
As shown in Equation (2), the driving force of supervised learning originated from the strong supervised signal 𝑋𝑡, 
which however is nontrivial to obtain regarding the LDCT denoising task as elaborated above. By contrast, the self-
learning algorithm is driven by the inherent correlations among pixels, assuming that a set of pixels 𝑌𝐸 are predictable 
provided the information of the associated complement pixels 𝑌𝐶, where 𝐸 and 𝐶 represent the 2D coordinate sets of the 
pixels, satisfying 𝐶 ∪ 𝐸 = {(𝑚, 𝑛)|𝑚 ∈ {0, 1, … , 𝑀 − 1}, 𝑛 ∈ {0, 1, … , 𝑁 − 1}}, 𝐶 ∩ 𝐸 = ∅. As a result, the self-learning 
framework offers the possibility to train a denoiser by only using the noisy images.  
More formally, assuming the noisy images in training dataset are independent, the self-learning training process can 
be conducted by maximizing the following conditional probability: 
max ∏ 𝑃(𝑌𝑡
𝐸|𝑌𝑡
𝐶)
𝑇−1
𝑡=0
(3) 
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which can be solved by minimizing the following equivalent cost function if an independently identically distributed 
noise model is assumed: 
?̅? = arg𝑊 min ∑ ||Φ𝑊(𝑌𝑡
𝐶  ) − 𝑌𝑡
𝐸||2
𝑇−1
𝑡=0
(4) 
It is well-accepted that the noise is not predictable by nature. Thereby, the predicted result Φ?̅?(𝑌
𝐶  ) of 𝑌𝐸 can be 
viewed as a denoised version. By feeding different pixel sets 𝑌𝐶 into the trained network, such that the predicted results 
of 𝑌𝐸 can be composed into a complete image, producing the final denoised result. 
As we can see, the above straightforward training method regarding the self-learning framework only uses the 
complementary information to infer the clean signal, ignoring the noisy while informative measurements 𝑌𝐸, and thereby 
may lead to sub-optimal result. Recall the conventional optimization based denoise methods, the noisy measurement is 
handled by exploiting the underlying noise model while also assuming certain reasonable prior distribution regarding the 
high-quality signal to regulate the denoised result. Following this denoising philosophy, in this work, we also assume that 
the clean image follows a Gaussian distribution with position dependent mean 𝜇𝑋 and variance 𝜎𝑋
2, i.e., 𝑋 ∼ 𝑁(𝜇𝑋, 𝜎𝑋
2), 
which is corrupted by a Gaussian noise with zero mean and position dependent variance 𝜎𝜖
2, i.e., 𝜖~𝑁(0, 𝜎𝜖
2). Therefore, 
the noisy image can be modeled as a Gaussian distribution such that 𝑌 ∼ 𝑁(𝜇𝑋, 𝜎𝑋
2 + 𝜎𝜖
2) if the signal and the noise are 
independent. Consequently, the conditional probability 𝑃(𝑌𝐸|𝑌𝐶) can be rewritten as: 
         𝑃(𝑌𝐸|𝑌𝐶) = ∫ 𝑃(𝑌𝐸|𝑋𝐸 , (𝜎𝜖
2)𝐸)𝑃(𝑋𝐸|𝜇𝑋
𝐸 , (𝜎𝑋
2)𝐸)𝑃(𝜇𝑋
𝐸)𝑑𝑋𝐸 
                    =
1
√2𝜋((𝜎𝑋
2)𝐸 + (𝜎𝜖 2)𝐸)
𝑒
−
(𝑌𝐸−𝜇𝑋
𝐸)
2
(𝜎𝑋
2)
𝐸
+(𝜎𝜖 
2 )
𝐸
𝑃(𝜇𝑋
𝐸) (5) 
where the variances and the mean value can be estimated from the network based on the complementary information, i.e., 
{𝜇𝑋
𝐸 , (𝜎𝑋 
2 )𝐸 , (𝜎𝜖 
2)𝐸} = Φ𝑊(𝑌
𝐶). Substitute Equation (5) into Equation (3), followed by a negative logarithmic operation, 
the cost function associated with our probabilistic self-learning framework can be expressed as: 
?̅? = arg𝑊 min ∑
(𝑌𝑡
𝐸 − 𝜇𝑋𝑡
𝐸 )
2
(𝜎𝑋𝑡
2 )
𝐸
+ (𝜎𝜖𝑡 
2 )
𝐸 + log ((𝜎𝑋𝑡
2 )
𝐸
+ (𝜎𝜖𝑡 
2 )
𝐸
) − log (𝑃(𝜇𝑋𝑡
𝐸 )) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
𝑇
𝑡=0
(6) 
Once the network is trained, based on the rule of the Bayesian estimation, the final denoised result of 𝑌𝐸 can be 
calculated as: 
𝑌𝐸̅̅̅̅ =
𝑌𝐸(𝜎𝜖
−2)𝐸 + 𝜇𝑋
𝐸(𝜎𝑋
−2)𝐸
(𝜎𝜖−2)𝐸 + (𝜎𝑋
−2)𝐸
(7) 
From Equation (7), we can see that the variances (𝜎𝜖
2)𝐸 and (𝜎𝑋
2)𝐸 are encoding the relative importance between the 
real noisy observation 𝑌𝐸 and the prior knowledge 𝜇𝑋
𝐸. 
So far, we have mathematically laid the foundation for both the train and inference phases, with respect to Equations 
(6) and (7). In the following part, we will detail how to choose the pixels in 𝑌𝐸 and the associated complement 𝑌𝐶, as 
well as the prior distribution 𝑃(𝜇𝑋
𝐸). 
2.2 Network architecture 
As stated previously, the inherent correlation among pixels play a vital role in self-learning framework. Therefore, 𝑌𝐸  and 
𝑌𝐶  should be highly correlated with each other to ensure the predictability of {𝜇𝑋
𝐸 , (𝜎𝑋
2)𝐸 , (𝜎𝜖
2)𝐸} given the complementary 
information 𝑌𝐶 . In this paper, based on the shift-invariant property, we propose a new architecture to exploit the inherent 
correlation of image. As depicted in Figure 1, the LDCT 𝑌 can be down sampled into 4 different sub-images, marked as Red 
for the upper-left (𝑌𝑈𝐿), Yellow for the upper-right (𝑌𝑈𝑅), Green for the lower-left (𝑌𝐿𝐿) and Blue for the lower-right (𝑌𝐿𝑅) 
sub-images, respectively. In the following part, we will use the abbreviations and the colours interchangeably for convenience 
if without ambiguity. Obviously, there exist strong correlations among these 4 sub-images since their start positions are close 
enough with each other, for example, by one-pixel shift in our setting. Based on this decomposition, one can randomly choose 
one of the sub-images as the target pixel set 𝑌𝐸 , while the rest three serve as the complementary pixel sets 𝑌𝐶 . For example, if  
𝑌𝐸 = 𝑌𝑈𝐿 , the associated complementary information can be set as 𝑌𝐶 = {𝑌𝑈𝑅 , 𝑌𝐿𝐿 , 𝑌𝐿𝑅}, which is feed into the network to 
calculate {𝜇𝑋
𝐸 , (𝜎𝑋
2)𝐸 , (𝜎𝜖
2)𝐸}. Therefore, for any given image, we have 4 different combinations, resulting into 4 different 
predictions of the mean values, namely {𝜇𝑋
𝑈𝐿 , 𝜇𝑋
𝑈𝑅 , 𝜇𝑋
𝐿𝐿 , 𝜇𝑋
𝐿𝑅}. In this paper, we further assume that any mean value, for 
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example 𝜇𝑋
𝐸 = 𝜇𝑋
𝑈𝐿, follows a Laplacian distribution with constant variance 𝜆, whose expectation can be calculated as the 
averaged complementary mean values 
1
3
∑ 𝜇𝑋
𝐶
𝐶 =
1
3
(𝜇𝑋
𝑈𝑅 + 𝜇𝑋
𝐿𝐿 + 𝜇𝑋
𝐿𝑅). In other words, we have 
𝑃(𝜇𝑋
𝐸) ∝ 𝑒−
|𝜇𝑋
𝐸−
1
3
∑ 𝜇𝑋
𝐶
𝐶 |
𝜆 (8)
 
Taking the 4 different combinations into consideration, and substituting Equation (8) into Equation (7), the final cost 
function can be further instantiated as: 
?̅? = arg𝑊 min ∑ ∑
(𝑌𝑡
𝐸 − 𝜇𝑋𝑡
𝐸 )
2
(𝜎𝑋𝑡
2 )
𝐸
+ (𝜎𝜖𝑡 
2 )
𝐸 + log ((𝜎𝑋𝑡
2 )
𝐸
+ (𝜎𝜖𝑡 
2 )
𝐸
) +
|𝜇𝑋𝑡
𝐸 −
1
3
∑ 𝜇𝑋𝑡
𝐶
𝐶 |
𝜆
+ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
𝐸∈{𝑈𝐿,𝑈𝑅,𝐿𝐿,𝐿𝑅}
𝑇
𝑡=0
(9) 
 
Now we will elaborate the network architecture Φ, which can be used to calculate the prediction {𝜇𝑋
𝐸 , (𝜎𝑋
2)𝐸 , (𝜎𝜖
2)𝐸} =
Φ𝑊(𝑌
𝐶). It should be noted that one cannot use a single network to treat different sub-images combinations by using the 
parameter sharing mechanism, considering the fact that position information should be encoded into the network. To alleviate 
this problem, in this work, a later fusion strategy is proposed. As depicted in Figure 1, the whole network consists 3 different 
modules: feature extractor module, feature fusion module, and prediction module.  
To be more specific, the input noisy LDCT is firstly decomposed into 4 different sub-images by using nearest-
neighborhood sampling operation with different start positions, having one-pixel shift relative to the upper-left pixel. It 
should be noted that the bilinear operation should be avoided here with arbitrary float start positions, since this will cause 
information leakage from the target sub-image 𝑌𝐸 to the complementary information 𝑌𝐶, leading to model collapse effect 
(can only produce 𝑌𝐸 itself without denoising effects).  
Then these 4 sub-images are fed into 4 different feature extractor modules. Each module has 4 layers. For computation 
efficiency consideration, in this work, the group convolution operator with group number 4 is employed in the feature 
extractor module. Thereby, the input 4 sub-images will be stacked into a 4-channel tensor with a shape of 𝐵 × 4 ×
𝑀
4
×
𝑁
4
, 
where 𝐵 denotes the batch size. The group convolution can make sure the features associated with each sub-image are 
independent with each other without any information exchange.  
Because the complementary information regarding any target sub-image comes from all the other 3 sub-images. 
Therefore, a feature fusion module is introduced after the feature extractor module, so that the prediction can make full 
use of all the information in the complementary pixel sets. Actually, to account for the position dependent property, 4 
different submodules are used in the feature fusion module. For each submodule, it contains 4 layers, and only accepts 
the features from the complementary sub-images. For example, in Figure 1, if the target sub-image is the red one, the 
input to the red feature fusion submodule will only accept the features with respect to the yellow/green/blue sub-images.  
At last, a prediction module consisting of a convolution operator and a Softplus activation function 𝑓(𝑥) =
1
𝛽
log(1 + exp (𝛽𝑥)) is attached in each feature fusion submodule to predict the associated {𝜇𝑋
𝐸 , (𝜎𝑋
2)𝐸 , (𝜎𝜖
2)𝐸}. In this 
paper, we set 𝛽 = 1. The reasons we use the Softplus function instead of the more common rectified linear activation 
function are: 1) Zero predictions for the noise variance (𝜎𝑋
2)𝐸 and the variance of the prior distribution (𝜎𝜖
2)𝐸 should be 
avoided, since zero value would lead to singularity in the loss function, as shown in Equation (9), and 2) The mean value 
𝜇𝑋
𝐸 should also be non-negative.  
In details, following the basic design philosophy of modern neural network, each layer in the feature extractor or 
feature fusion modules is consisting of three consecutive operators: convolution, normalization and rectified linear 
operators. In this work, to enable small batch size training, the instance normalization operator is adopted. In these two 
modules, all the convolution operators have a kernel size of 3 × 3 , with a step size of 1 . To keep the feature size 
Figure 1 Network architecture 
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unchanged, the input of each layer is padded by 1 pixel in each side. Besides, for each layer in the feature extractor 
modules, the input/output channels are both 64, except the first layer whose input channel number is 4 with respect to the 
number of the input sub-images. As for the feature fusion module, both the input/output channels are 192. In the prediction 
module, the kernel size of the convolution operator is 1 × 1, the step size is 1. Since this module will produce the noise 
variance map, the mean value and the variance maps of the prior distribution for each sub-image, the input/output 
channels associated with each sub-image are 192 and 3, respectively.  
2.3 Datasets 
2.3.1 Training datasets 
The training dataset we used is a publicly released patient dataset for contrast-enhanced abdominal CT examination, which 
was used for AAPM Low Dose CT Grand Challenge 2016. In this dataset, the original projections were first scanned based on 
the routine clinical protocol with Siemens scanner, and then reconstructed into CT images by using two different slice thickness, 
1mm and 3mm. To simulate the low dose scan, Poisson noise was then inserted into the projection data, reaching a noise level 
that corresponded to 25% of the full dose levels. The simulated low dose projections were also reconstructed into CT images 
with 1mm and 3mm slice thicknesses, respectively.  
In this paper, we used the 1mm slice thickness low dose CT reconstructions, termed as LDCT, for algorithm performance 
validation. The 1mm slice thickness normal dose CT reconstructions were used to serve as the golden standard reference, 
termed as NDCT. In the official released dataset, both the LDCT and NDCT are provided in the training dataset, while only 
the LDCT can be accessed in the test dataset. Therefore, for quantitative comparison, we further split the original 10 training 
patient cases into 8/2 cases, corresponding to the new training/testing datasets, respectively. In total, we have 4800/1136 2D 
slice CT images for training/quantitative testing. 
2.3.2 Testing datasets 
The testing datasets consist of three different data sources. The first is above new testing datasets split from the official 
released training datasets, denoted as testing dataset 1. This dataset contains reference NDCT, and thus can be used for 
quantitative evaluation. The second testing dataset comes from the official released testing dataset of the AAPM Low Dose CT 
Grand Challenge 2016, denoted as testing dataset 2. Without the loss of generalization, the patient named as L008 is used for 
performance evaluation. To be specific, the original helical-scanned low dose projection data is firstly rebinned into 2D fan-
beam sinograms with a slice thickness of 1mm, which are then filtered back projected (FBP) into 2D CT images of size 
512 × 512, resulting in 445 slices. The ramp filter is used in the FBP reconstruction algorithm, the pixel size is 1 × 1mm2. In 
this case, the major difference from the above testing dataset 1 comes from different reconstruction kernels. Testing dataset 2 
is reconstructed with the ramp filter based homemade FBP algorithm, while testing dataset 1 is official released which is 
reconstructed with commercial software. 
To further test the generalizability in real case, a sheep lung perfusion study was conducted by scanning an anesthetized 
sheep at both the low/normal dose levels with a Siemens scanner, denoted as testing dataset 3. The exposure settings for the 
low and normal dose levels are 100kV/150mAs and 80kV/17mAs, respectively. In both settings, 1160 views were uniformly 
collected over 360o range with a 57cm trajectory radius. Each view contained 672 equi-angularly distributed detectors. Then 
both the low/normal dose projections were reconstructed with the FBP algorithm. The reconstruction parameters were 
consistent with the above L008 patient dataset. It should be noted that the training dataset was collected from patient abdominal 
CT examination, while this real low dose case was collected from the sheep lung perfusion study. Therefore, to some extent, 
this real case can test the out-of-distribution generalizability of the trained model. 
2.4 Training details 
The pixel value of the original CT images is in the unit of HU, shifted by 1000. As a result, the pixel value of the air is 0, 
while most bone parts have a pixel value around 2000. Therefore, in this work, we will normalize the pixel values by 2000 
before the images are fed into the network for training/testing.  
To enlarge the training dataset size via data augmentation, the original image with a size of 512 × 512 is firstly zero-padded 
by 16 pixels in each border, followed by a random cropping operation, producing another CT image with size of 512 × 512. 
And then, four sub-images with same image size (256 × 256) while different start positions are down sampled by using nearest-
neighbor interpolation. These sub-images are then fed into the network for training.  
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The ADAM optimizer with hyperparameters 𝛽1 = 0.9 and 𝛽2 = 0.999 is employed to update the parameters for 1 × 10
5 
iterations. The initial learning rate is 1 × 10−4, and is reduced by 0.1 at iterations of 5 × 104 and 7.5 × 104. The batch size is 
1. 
2.5 Comparison and evaluation metrics 
The proposed probabilistic self-learning (PSL) method is compared against to the well-known total variation (TV) 
minimization based denoiser that only need the noisy image for denoising by assuming that the gradient coefficients follow 
Laplacian distribution. Moreover, we will also compare with the NOISE2VOID (N2V) self-learning algorithm which was 
proposed to denoise natural images. 
We will firstly demonstrate the model performance based on the testing dataset 1. Since the training dataset were collected 
from abdominal CT examinations, three different abdominal slices are selected, where one of the slices contains a radiologist-
approved lesion. In this experiment, the denoised images with different methods would be qualitatively compared by visual 
inspection, and also quantitatively characterized with the popular peak signal-noise-ratio (PSNR) and the structure similarity 
index (SSIM) metrics. Moreover, to evaluate the noise strength, the standard deviation (STD) of selected flat region is calculated. 
Then, the denoise performances based on the L008 patient in the testing dataset 2 are compared. To make a more 
comprehensive comparison in terms of generalizability, one lung slice, one abdominal slice and on lesion slice are selected. 
Because there is no normal dose CT available, the denoised images are visually compared in terms of noise removal and 
structure preservation. 
Figure 2 Denoising performance comparison for slice 1 in testing dataset 1. In top row, images from left to right are LDCT, TV denoised 
result and N2V denoised result. In bottom row, the first image is the proposed PSL denoised result, while the second image is the NDCT. 
The display window is [-160 240]HU. 
 
Figure 3 Zoomed-in views correspond to the content specified by the red rectangles in Figure 2. There sub-images share same 
arrangements as those in Figure 2. The display window is [-160 240]HU. 
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Finally, the sheep lung data, i.e., testing dataset 3, are used to test the out-of-distribution model performance. In this case, 
the NDCT would also be demonstrated for reference, despite the anatomical difference from LDCT.  
3. Results 
3.1 Testing dataset 1 
Figure 2 demonstrates the denoised results with different algorithms. As we can see, the LDCT exhibits strong quantum 
noise, which have been suppressed by using different denoising algorithms. However, both the TV minimization based and the 
N2V based denoiser resulted in blurry anatomical structures, reducing the diagnostic value. In contrast, the proposed PSL 
method produces better-preserved details. More importantly, it is illustrated that the denoised image associated with the PSL 
method exhibits similar image style as the clinical-used NDCT, which is highly preferred in clinical practice since the 
physicians have been well-trained to get used to this style.  
This phenomenon can be further verified from the zoomed-in views, as depicted in Figure 3. To be specific, many fine 
structures are overwhelmed by the noise in LDCT. Although the TV denoiser can remove the noise, it will lead to the well-
known blocky artifacts originating from its piecewise constant assumption. It is not surprised that the N2V denoiser generates 
over-smoothed details because it only considers the internal correlations while ignoring the valuable informative measurements. 
The proposed PSL method delivers a more balanced trade-off between noise and resolution.   
Figure 4 Denoising performance comparison for slice 2 in testing dataset 1. The images share same arrangements as those in Figure 2. 
The display window is [-160 240]HU. 
Figure 5 The difference images between the NDCT and the denoised images with different algorithms. The images from left to right are 
associated with the TV/N2V/PSL denoisers. The images in the top/bottom rows correspond to slice 1 shown in Figure 2 and slice 2 shown 
in Figure 4. The display window is [-50 50]HU.   
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Table 1 Quantitative comparison among different methods. 
Figure 4 showed another abdominal slice from the testing dataset 1. Again, similar phenomenon can be observed regarding 
the lower noise power in all the denoised images. The proposed PSL method produces higher image resolution than the TV/N2V 
denoised results while comparable image style as the NDCT. Moreover, by inspecting the body boundaries of the TV denoised 
image, one can find that the CT values are over-biased to the air background as indicated by the red arrows in Figures 2 and 4. 
By contrast, the CT values of the skin part are retained by the PSL method.   
Figure 5 provided the difference images between the NDCT and the denoised images associated with different algorithms. 
The over-biased CT values of the skin part can be seen more clearly, as indicated by the red arrow in the TV sub-image. Besides, 
it is also demonstrated that many structures are removed by the TV/N2V denoiser, suggesting the over-smoothed effect. By 
contrast, the difference image with respect to the PSL method is dominant by the noise, only subtle structures can be observed, 
indicating nicer image resolution. One interesting phenomenon is that there exists severe CT value bias effect in the N2V 
denoised images, as depicted in Figures 2 and 4 as well as the difference image in Figure 5. This might be explained by the 
special training strategy of the N2V method. Basically, in each iteration during the training phase, several pixels (25 pixels in 
this paper) in the LDCT are randomly zero-masked as the input image, while the network would try to predict these associated 
pixel values. Intuitively, if those pixels having lower CT values (such as the air part that occupies a large area as shown in 
Figures 2 and 4) are selected in the later stage of training phase, the network would bias to predict lower CT values, leading to 
this bias artifact. As the detailed analysis about this compared algorithm is beyond the scope of this paper, we will leave it for 
future for brevity.    
For quantitative comparison, both PSNR and SSIM against the NDCT are calculated for different images in Figures 2 and 4, 
as summarized in Table 1. Being consistent with the visual inspections, all the denoised results demonstrate improved PSNR 
and SSIM values compared to the associated LDCT images. However, it is found that the TV denoiser has the best quantitative 
performance in terms of PSNR/SSIM metrics, despite the inferior visual appearance compared to the proposed PSL method 
which has been well-described above. Actually, this miss-matched quantitative/qualitative comparison phenomenon has been 
also observed from other research (Yang et al., 2018). Therefore, in this paper, we also calculate the standardization deviation 
value (STD) of selected flat areas (as shown by the dash yellow rectangles in Figures 2 and 4) in different images, as tabulated 
in Table 1. One can find that the proposed PSL method can produce denoised images with comparable STDs as NDCT, while 
 PSNR (dB) 
 
SSIM 
 
STD (HU) 
 LDCT TV N2V PSL LDCT TV N2V PSL LDCT TV N2V PSL NDCT 
Fig. 2 29.04 32.38 30.16 31.65 0.6367 0.7570 0.7052 0.7201 109.8 17.11 14.8 54.30 49.06 
Fig. 4 26.18 30.59 28.69 29.34 0.5511 0.6998 0.6345 0.6393 154.7 34.43 25.10 66.94 65.50 
Figure 6 Lesion detectability among different images. The images have same arrangement as those in Figure 2. The display window is [-
160 240]HU.  
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the TV/N2V methods lead to over-small STDs, suggesting over-smoothed results. This quantitative comparison can further 
justify our above observations that the proposed PSL method can generate images with similar image style as NDCT, while the 
other two methods would cause blurry appearance.  
 
Figure 7 Denoising performance comparison among different algorithms regarding the lung site. The images in the top row are the LDCT 
image (left) and the TV denoised image (right), respectively. The images in the bottom row are the N2V (left) and PSL (right) denoised 
images, respectively. The display window is [-1350 150]HU. 
 
Figure 8 Zoomed-in views of the image contents indicated by the rectangle in Figure 7 associated with different algorithms. The first 
image is the LDCT, the rest images from left to right correspond to the TV/N2V/PSL denoised images. The display window is [-1350 
150]HU. 
Figure 9 Denoising performance comparison among different algorithms for the abdominal site. The images have the same 
arrangement as Figure 8. The display window is [-160 240]HU. 
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In Figure 6, the lesion detectability of different denoisers are compared, which is more clinical meaningful. It is shown that 
all the denoised images associated different algorithms exhibit comparable detectability in this low-contrast lesion (as indicated 
Figure 10 Lesion detectability comparison among different algorithms. The images have the same arrangement as Figure 8. The display 
window is [-160 240]HU. 
Figure 11 Denoising performance comparison among different algorithms for the Sheep perfusion study. In the top row, the images from 
left to right correspond to the LDCT, the TV denoised and the N2V denoised images. In the bottom row, the images are the PSL denoised 
(left) and the NDCT (right) images. The display window is [-900 900]HU. 
Figure 12 Zoomed-in view for the image content indicated by the red rectangle in Figure 11. From left to right, the images correspond to 
LDCT/TV/N2V/PSL/NDCT, respectively. 
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by the red arrow), despite the better image resolution associated with the proposed method. 
3.2 Testing dataset 2 
Figure 7 presents the denoised results with different algorithms for the lung site in the L008 patient case. In this dataset, 
since the NDCT is not available, only visual comparison is conducted. It should be noted that the training dataset is collected 
from the contrast-enhanced abdominal CT examination. Despite this potential data distribution shift, it is shown that the 
proposed PSL method still can achieve a robust denoising performance in terms of the well-preserved lung nodule details while 
suppressed noise. To make it clearer, the zoomed-in views for the image content indicated by the red rectangle in Figure 7 are 
provided in Figure 8. One can find that the proposed PSL method delivers an image with weaker noise while comparable 
resolution as the LDCT. On the contrary, the TV/N2V denoisers would over-compromise the image resolution, hampering the 
diagnostic value.  
Figure 9 demonstrates the denoised images for an abdominal slice in the L008 patient case. Severe blocky artifacts can be 
seen from the TV denoised images. The N2V denoised images exhibit over-smoothed anatomical structures and darker 
appearance artifacts. The proposed PSL method demonstrates more natural image style with less image quantum noise, and 
hence validates its effectiveness. 
Figure 10 compares the lesion detectability among different algorithms. As indicated by the red arrow, this lesion can be 
distinguished from all the images, while the proposed PSL method demonstrates shaper edge of this lesion compared to the 
other two methods. Moreover, from the images associated with the TV/N2V denoisers, it is observed that there exists point-
like noise despite the relative blurrier structures. 
3.3 Testing dataset 3 
Figure 11 illustrates the comparison results with real data based on a sheep study with both low and normal dose scans. It 
should be noted that the LDCT and NDCT are not matched with each other because they were scanned in two different time 
points. Therefore, the NDCT showed here is only for qualitatively visual comparison instead of quantitative comparison. From 
the flat region indicated by the red arrow in Figure 11 as well as the zoomed-in views in Figure 12, one can see that the noise 
has be effectively suppressed with the proposed method. From the internal lung region, one can see that the lung nodule details 
are well-kept in the image associated with the proposed PSL method. Compared with the NDCT, it is depicted that the proposed 
PSL method can produce image with comparable image style. In contrast, the TV/N2V denoiser showed over-smoothed effects, 
rendering lower distinguishing ability regarding the small lung nodules.  
4. Discussions and conclusions 
The main purpose of this work is to solve the data scarcity problem suffered in the popular supervised deep learning based 
LDCT denoising algorithms, for whom, a large scale of pixelwise paired LDCT/NDCT patient data are highly preferable while 
rarely available in practice as elaborated in section 1. By contrast, this data scarcity fact has never been obstacles in the 
conventional optimization-based methods, which are the mainstream denoising algorithms before the deep learning era. 
Actually, these optimization-based methods only need the single LDCT for denoising. Based on our understanding, this vastly 
different data requirement of these two different methods comes from their different driving forces: deep learning based 
denoisers are data-driven while the optimization-based denoisers are model-driven. To be more specific, regarding the 
supervised deep learning based denoisers, it is hypothesized that a map that characterizes the relationship between LDCT and 
NDCT can be learned by training a neural network to analyse a massive pre-collected LDCT/NDCT data pairs. In the 
conventional optimization-based denoisers, the noise is suppressed by assuming a prior distribution model regarding the 
underlying high-quality image which can characterize the internal pixel correlations, while the resolution is preserved by 
incorporating a well-explored quantum noise model regarding the measurements. Both the prior distribution model and the 
noise model are deliberately devised and mathematically described by human experts. Consequently, the denoising performance 
of the conventional methods highly depends on these mathematical models’ ability of characterizing the underlying facts.  
Inspired by the above two different denoising philosophies, in this work, we realized that if one can use the powerful deep 
learning technique to automatically discover the internal pixel correlations, and also characterize the stochastics of the noise in 
a probability viewpoint by only exploiting the LDCT images, we may can alleviate the paired data scarcity problem. To attain 
this aim, based on the shift-invariant property of image, a special convolutional neural network was devised such that the 
statistical property of part of the LDCT can be characterized by its associated complementary part, shaping our probabilistic 
self-learning framework. In this paper, we assume the noise and the underlying clean image follow Gaussian distributions, 
where the noise is supposed to have a zero expectation. Therefore, the network’s task is to estimate the variances of both 
  13  
 
Gaussian distributions and the expectation of the image’s distribution. Extensive experiments demonstrated the outperformed 
performance of the proposed PSL method compared to the TV/N2V methods. Specially, we found that our method exhibited 
similar image style as the NDCT, which is highly preferable in clinical practice since the radiologists are well-trained to get 
used to it. This nice property of our method might come from the Bayesian inference part (as described in Equation 7), where 
the image style is attributed to the original LDCT, while the noise suppression effect is introduced by the estimated expectation 
image. In contrast, despite the superior noise removal ability of the TV minimization-based method, the associated denoised 
images illustrate the well-known blocky artifacts, stems from its piece-constant model assumption. Another kind of artifact 
observed in the TV denoised images is the over-biased CT values of the skin towards to the air background, as shown in the 
TV sub-images in Figures 2, 4 and 6 as well as the difference image in Figure 5. This might be explained by the pixel neighbour 
based smooth-out effect of the TV denoiser. Regarding the N2V denoising method, it might be the most famous self-learning 
based method for natural image denoising. For comparison, we had reimplemented this method based on the random zero-
masking training strategy. To be specific, in this paper, 25 pixels were randomly zero-filled in the LDCT. The well-known U-
Net (Ronneberger et al.) was then used to predict these 25 pixel values based on above masked LDCT. As expected, due to its 
inability of incorporating the informative measurements while predicting the missing pixels, this method led to over-blurry 
anatomical structures. Additionally, we found that the N2V denoisers would result in images with lower CT values compared 
with other methods. This phenomenon can be clearly observed from the difference images in Figure 5. This might be due to 
the special training strategies. In more details, in each iteration, 25 pixels were randomly selected to calculate the gradient for 
parameters updating. If the majority of these random selected pixels belong to the air part occasionally (which has a non-trivial 
chance considering its large area ratio compared to the soft tissue part as shown in Figures 2, 4, and 6), the network might be 
directed to predict lower CT values so as to be consistent with the training samples. It should be noted that this special biased 
artifact is not observed in natural image denoising task since there are no such distinct different pixel values as the CT images. 
By contrast, our proposed PSL denoising method exploits the internal pixel correlations by exploring the inherent shift-invariant 
property, and hence can completely avoid this artifact, which is much more favourable regarding medical CT image denoising. 
Despite its outperformed performance regarding LDCT image quality enhancement, several inadequacies about the proposed 
PSL denoiser have to be discussed, which might shed light on our future research direction. Firstly, in this paper, the image 
noise is assumed to be independently Gaussian distributed for easier mathematical description. However, in practice, the noise 
in CT image are correlated with each other due to the reconstruction algorithms, resulted in structured noise artifacts. Unluckily, 
our shift-invariant based neural network cannot remove the structured noise artifacts because they are also shift-invariant. 
Actually, these structured noise artifacts can be observed from the zoomed-in view, as shown in Figure 3. On the other hand, it 
is well-accepted that the noise in the original line integral projection data can be reasonably modelled as independently Gaussian 
noise. Therefore, a better method might need to include the projection data during the model training stage. Secondly, regarding 
the prior distribution, we hypothesised that the underlying clean image also follows a Gaussian distribution for simplicity, 
which however should be much more complicated in real-world scenario. Basically, the prior information is trying to 
characterize the distribution of the high-quality clean images. Despite its intractability for an explicitly analytical description, 
one can train a generative adversarial network (GAN) to implicitly describe it provided free massive of high-quality CT images. 
It is believed higher image quality could be achieved if one can train a denoising network by further incorporating the well-
explored noise model of the projection data and utilizing GAN for prior information encoding. This would be our future 
potential research direction. 
Generalizability remains to be one of the major concerns during model deployment for all the data-driven deep learning 
algorithms. To examine the generalizability of our trained model, several datasets representing different data distribution gaps 
compared to the training dataset were employed. Testing 1 dataset were randomly split from the original official released 
training dataset, which is assumed to having no distribution difference. Testing 2 dataset came from the original official released 
projection data in the testing dataset. This projection data was reconstructed by our homemade FBP algorithm with ramp filter, 
while the training dataset was reconstructed by the commercial software. Therefore, these different reconstruction kernels are 
expected to introduce potential noise distribution shifts in the reconstructed CT images between testing 2 dataset and the training 
dataset, despite the noise distribution are same in the projection domain due to same noise insertion process. Regarding testing 
3 dataset involving real LDCT/NDCT scans based on a sheep study, the noise in the projection domain is also supposed to have 
a different distribution from the training dataset whose noise is numerically simulated, rendering a larger distribution gap 
compared to testing 2 dataset. Our experimental results suggested a good generalizability of our model among these 3 testing 
datasets in terms of nice LDCT image enhancement quality in different settings. Despite the above good sign about our model’s 
generalizability, one should be noted that there are many different factors would affect the data distribution, such as different 
scanners/sites/reconstruction algorithms/noise levels. Therefore, a much more comprehensive study should be conducted to 
investigate any model’s generalizability so as to ensure a robust denoising performance in real clinical scenario. It is expected 
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that the introduced self-learning based denoiser would be easier to achieve better generalizability compared to the popular 
supervised learning based denoiser by feeding richer LDCT images for training, which is easier and cheaper to collect compared 
to the paired LDCT/NDCT images required by the later. 
In summary, in this paper, a probabilistic self-learning framework was proposed to enhance the LDCT image quality. The 
core idea behind the proposed method was that both the noise model that describes the measurements’ uncertainty and the prior 
information that characterizes the pixel correlations can be automatically learned by exploring the inherent shift-invariant 
property. This learning process only needed the LDCT images, and hence relaxed the paired dataset requirements. Experimental 
results demonstrated that the proposed method outperformed the TV/N2V based denoisers, producing an enhanced LDCT 
image with similar image style as the clinical-used NDCT.  
  
Code Availability 
The code would be publicly released via https://github.com/baiti01/LDCT-probabilistic-self-learning once this work is 
accepted for publication. 
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