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ABSTRACT
In the majority of structured peer-to-peer overlay networks
a graph with a desirable topology is constructed. In most
cases, the graph is maintained by a periodic activity per-
formed by each node in the graph to preserve the desir-
able structure in face of the continuous change of the set of
nodes. The interaction of the autonomous periodic activi-
ties of the nodes renders the performance analysis of such
systems complex and simulation of scales of interest can be
prohibitive. Physicists, however, are accustomed to dealing
with scale by characterizing a system using intensive vari-
ables, i.e. variables that are size independent. The approach
has proved its usefulness when applied to satisfiability the-
ory. This work is the first attempt to apply it in the area of
distributed systems. The contribution of this paper is two-
fold. First, we describe a methodology to be used for an-
alyzing the performance of large scale distributed systems.
Second, we show how we applied the methodology to find
an intensive variable that describe the characteristic behav-
ior of the Chord overlay network, namely, the ratio of the
magnitude of perturbation of the network (joins/failures) to
the magnitude of periodic stabilization of the network.
KEY WORDS
Peer-to-Peer overlays, DHT performance, Structured Over-
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1 Introduction
A number of structured P2P overlays [17, 14, 18, 8, 2], aka
Distributed Hash Tables (DHTs) were recently suggested.
In most such systems, nodes self-organize in a graph with
a diameter and outgoing arity of nodes that are both of a
logarithmic order of the number of nodes. Some systems
like [7, 13] can even provide a logarithmic order diame-
ter with a constant order routing table. To maintain the
graph in an optimal state despite change of membership
(joins/failures), each node needs to follow some self-repair
policy to keep its routing table (the outgoing edges) up-to-
date.
Our general observation on the literature of struc-
tured overlay networks there is more work on the self-
organization aspect compared to the self-repair aspect due
to the following two factors: i) The novelty of such sys-
tems and the requirement to establish the new concepts first
before deeper analysis is performed. ii) Once we have a
system deploying a self-repair policy, an analytical model
that describes the behavior of the system can range in de-
gree of difficultly from not-so-clear to very-complex-to-
analyze. Therefore, we see the compelling need for more
studies whether analytical or simulation-based that can tell
us whether those novel techniques are really useful or over-
hyped.
In this paper we try a novel approach for analyzing
the performance of one of the most well-established over-
lay networks, namely the Chord system [15, 16, 17]. In the
following section we motivate our adoption of a physics in-
spired approach and we state our methodology. After that,
we explain our assumptions in implementing the Chord
system. We follow that by the core sections of the paper
namely the application of our methodology to find inten-
sive variables. Finally, we conclude the work in the last
section.
2 The Physics-Inspired Approach
2.1 Motivation.
Having observed that analytical models are not always triv-
ial to formulate given a system applying a given self-repair
policy, we thought that using simulation seemed to be the
practical tool for analyzing such systems. However, we fig-
ured out that scales of interest could be prohibitive for sim-
ulation purposes. At this point, a physics-style approach
started to be of interest since physicists are accustomed to
reasoning about large natural systems.
2.2 How Do Physicists Deal with Scale?
Physics was the first science to encounter problems of this
sort. The number N of molecules in a macroscopic body,
say a liter of water, is about 1027. On the microscopic
level, all substances are made of atoms and molecules of
the same basic type – different number of electrons, pro-
tons and neutrons – yet large lumps of the same kind of
atoms or molecules make up substances with distinct qual-
ities which we can perceive. Those can be density, pressure
(of a gas at given density and temperature), viscosity (of
a liquid), conductivity (of a metal), hardness (of a solid),
how sound and light do or do not propagate, if the material
is magnetic, and so on.
The first level of analysis in a physical system of
many components, is to try to separate intensive and exten-
sive variables. Extensive variables are those that eventually
become proportional to the size of the system, such as total
energy. Intensive variables, such as density, temperature
and pressure, on the other hand, become independent of
system size. A description in terms of intensive variables
only is a great step forward, as it holds regardless of the
size of the system, if sufficiently large.
Further steps in a physics-style analysis may include
identifying phases, in each of which all intensive variables
vary smoothly, and where the characteristics of the system
remain quantitatively the same.
2.3 Was the Approach Useful in the Com-
puter Science Arena?
A physics-style approach was carried over to satisfiability
theory more than ten years ago. KSAT is the problem to
determine if a conjunction of M clauses, each one a dis-
junction of K literals out of N variables can be satisfied.
Both M and N are extensive variables, while α = M/N ,
the average number of clauses per variable, is an intensive
variable. For large N , instances of KSAT fall into either
the SAT or the UNSAT phase depending on whether α is
larger or smaller than a threshold αc(K) [10, 3]. The or-
der of the phase transition, a statistical mechanics concept
roughly describing how abrupt the transition is, has been
shown to be closely related to the average computational
complexity of large instances of KSAT with given values
of K and α [12, 11]. Recent advances include the intro-
duction of techniques borrowed from the physics of dis-
ordered systems, leading to an important new class of al-
gorithms, currently by far the best of large and hard SAT
problems [9]. Without question, statistical mechanics have
been proven to be very useful on very challenging prob-
lems in theoretical computer science, and it can be hoped
that this will also be the case in the analysis and design of
distributed systems.
2.4 “Data Collapse”: the Tool for Observing
Intensive Variables
Let us assume that we have a system that we evaluate using
a function m(S, P ) where m is some performance metric,
S is the size of the system and P is a set of system parame-
ters. A description of the system in terms of all the possible
values of m under all values of S and P is not very trans-
parent, and can be prohibitive to enumerate.
If all the parameters in P are essential, we cannot do
better. If on the other hand they only influence m through
some combination or functional relationship, it is prefer-
able to use instead m(g(ψ)), where ψ ⊂ {S} ∪ P , and g
is some function. We will assume g smooth, as otherwise
the practical utility is generally small. The main advantage
is that this encodes a definite understanding of what really
influences system behavior. Additionally, the data can be
presented in a systematic and much compact manner.
A discussion of the process of obtaining ψ and g in
general is outside this presentation. Suffice it so say that if
the relationship is simple, say linear, it can be found by ex-
haustive search. Once however a putative relationship has
been posited, it can be tested for by systematically varying
all parameters. If there is indeed a functional relationship,
the relation (g(ψ),m) has to be injective. In a diagram of
m versus g, all data points must then fall on one curve.
This phenomenon, if it occurs, is called “data-collapse”,
and serves to prove that the posited relationship correctly
describes the system. If we were to apply that to the K-
SAT case mentioned in section 2.3, m is the fraction of
unsatisfiable instances, and ψ = {M,N} and α = g = M
N
.
2.5 Application of the Approach in Dis-
tributed Systems
Having explained the importance of identifying intensive
variables in describing characteristics that hold irrespective
of size and shown the pragmatic tool to find such variables,
namely, data collapse, we state the main question that we
try to answer in this work and summarize the methodology
we use to answer that question:
“Is it possible to find intensive variables to de-
scribe the characteristics of structured peer-to-
peer overlay networks that deploy periodic main-
tenance of the overlay graph?”
The Methodology
Step 1: Nomination of intensive variables. This step is a
speculative step where we try to nominate a subset of the
parameters (ψ ⊂ {S} ∪P ) that affect the performance and
speculate that a function of them (g(ψ)) can be an intensive
variable.
Step 2: Looking for a performance metric. In this step
a performance metric m(g(ψ)) is identified and is usually
an easier step for systems where a performance metric is
already agreed upon in the community but the step can also
involve the introduction of new metrics.
Step 3: Simulation. With plotting m versus g in mind,
we chose a range of values of ψ to explore a wide spec-
trum of parameter interaction. Finally, if a data collapse is
observed, then an intensive variable is identified.
3 Background & assumptions about Chord
Despite the fact that the Chord system is one of the most
clearly explained DHT systems, when implementing it
there are some nuances in the implementation details that
can affect the performance of the system. We provide here
a semi-formal definition of Chord and state our assump-
tions when needed.
• The Chord graph: G = (V,E) where V is the set of
nodes (machines/processes) and E is a set of directed
edges.
• Identifier Idu: Each node in the set V has a unique
identifier obtained by hashing a unique property such
as its IP address or public key. We write Idu to refer
to the Id of node u ∈ V and we label the edges using
the corresponding identifiers of the nodes.
• Size of the identifier space N : The number of possi-
ble identifiers. The Chord system assumes that all the
nodes are totally ordered in a circle that has N posi-
tions.
• Population size P : The number of nodes P = |V |,
1 ≤ |V | ≤ N .
• Successor of node u, Succ(Idu): The successor of
an identifier Idu is the first node following u in the
circular identifier space. e.g if N = 16, V = {3, 11},
then we have two nodes whose identifiers are 3 and
11. Therefore the successor of any of the identifiers
4, 5, ...10, 11 is node 11, similarly the successor of any
of the nodes 12, 13, 14, 15, 1, 2, 3 is node 3.
• Routing table of node u: RT (Idu) = {(Idu, Idv) :
Idv = Succ(Idu + 2
i−1)}, (1 ≤ i ≤ log2 N), where
addition it modulo 2.
• Succesor List of node u: SL(Idu) =
{(Idu, Idv) : Idv = Succ(Idu), Succ(Succ(Idu)),
Succ(Succ(Succ(Idu))), ... upto log2 N successors
}
• Lookup process: A lookup of Idq at a node u results
in u forwarding the lookup to a node v pointed to by
the highest edge of u preceding Idq. v acts similarly.
With each crossing of an edge (hop), the distance to
Idq decreases by a factor of a half at least and thus
after O(log2 P ) hops the lookup reaches its goal.
• Joins: When a new node joins the system through any
other node, it performs a lookup to find out its suc-
cessor and then uses a periodic stabilization algorithm
to correct all its edges. During that process, both its
edges, and the edges of other nodes that should point
to it are out-of-date and this results in lookups taking
more hops to be resolved.
• Failures: When a node fails ungracefully - that is,
without notifying the nodes pointing to it of its fail-
ure - lookups from nodes who have edges pointing to
the failed node will fail and will be retried with lower
edges. This also results in the lookups taking more
hops to be resolved.
• Stabilization: There has been a couple of stabiliza-
tion algorithms suggested for reparing the routing ta-
ble. One iterates through the edges in a round-robin
fashion and another picks randomly one of the edges.
In our implementation we use the second. For the sta-
bilization of the successor list, there was a non-formal
description in the Chord paper, and we adopted a naive
interpretation where each nodes asks its successor for
its successor list and blindly replaces its own dropping
the last entry. We also assume for simplicity that the
stabilization period for the routing table and the suc-
cessor list is the same.
4 Ratio of Perturbation to Stabilization (β)
as an Intensive Variable
We like to perceive a structured overlay network as a sys-
tem operating under two competing forces: perturbation
and stabilization. Perturbation is the change in the set of
nodes by adding and removing nodes, aka “churn”. Sta-
bilization is the periodic maintenance of edges performed
by each node. Perturbation pulls the network towards sub-
optimal performance because whenever a node is added or
removed, some outgoing edges of some other nodes need
to be updated. Stabilization brings the network back to op-
timal state by reassigning sub-optimally-assigned and stale
edges. The competition between those two forces governs
the performance of the system. Therefore, the question we
are investigation is:
Question 1. If a system of size S is operating un-
der a magnitude of perturbation x and a magni-
tude of stabilization y, what is the performance of
the system according to some performance met-
ric m(x, y)?
A comprehensive simulation-based answer to question 1
can not be obtained without an exhaustive exploration of
all the parameters which is prohibitive. Instead, we try to
answer it by posing the two following simpler questions
which in essence are attempts to find data collapse:
Question 2 (Perturbation-Stabilization Equi-
librium). Assume that we know m(x1, y1) where
x1 and y1 are some values of perturbation and
stabilization respectively, is m(x1, y1) = m(α×
x1, α × y1) where α is a constant? Differently
said, is there an equilibrium of those two com-
peting forces?
Question 3 (Scalability of the equilibrium).
Whatever the answer to question 2 is, how does
it hold for larger system sizes?
4.1 Application of the Methodology
To answer the above two questions we apply our method-
ology as follows:
Step 1: Nomination of intensive variables. Let τ be the
time between two stabilization actions of a certain node.
Let µ be the average time between two perturbation events
(joins or failures) while the network is in a stable state. That
is, the number of nodes is varying around a certain average
population P0. Taking µ as the magnitude of perturbation
and τ as the magnitude of stabilization, we need to answer
the following question: “Is β = µ
τ
an intensive variable?”.
Step 2: Looking for characteristic behavior. In this in-
vestigation, the average lookup path length is the indicator
of characteristic behavior. In addition to that, we need a
metric that gives more insight about the state of the graph
and thus we use what we call the “distance from optimal
network” δ which is computed as follows:
δ =
∑
i∈P
∑
j=1.. log N Edge
i
j 6= OptimalEdge
i
j
P log N
(1)
Where Edgeij is the jth(1 ≤ j ≤ log N) outgoing edge of
a node i ∈ P and OptimalEdgeij is the optimal value for
that edge. P log N is the total number of edges (P nodes,
log N edges per node, where N is the size of the identifier
space). Informally, δ is the number of “wrong” (outdated)
edges in the overlay graph over the total number of edges.
It varies between 0 and 1 where a value of 0 means that the
graph is optimal.
Step 3: Simulation Setup.
We let P0 nodes form a network and we wait until δ is
equal to 0 i.e. the network graph is optimal. We then let the
network operate under specified values of µ and τ for 50
turnovers (A turnover is the replacement of P nodes with
another P ). During this experiment, we record δ frequently
and average it over the whole experiment. That is in addi-
tion to the average lookup path length L over the whole
experiment as well. We write 〈δ(P, τ, µ)〉 and 〈L(P, τ, µ)〉
to denote the average δ and L obtained by running this ex-
periment setup under given values of P , τ and µ.
Figure 1 shows example experiments. On the x-axis
two values are plotted at each discrete time t: i) δ at time t,
ii) Pt
P0
, the population at time t divided by the initial popu-
lation P0. During the experiment, the average population is
P0 (That is
〈
Pt
P0
〉
= 1.0). In figure 1(a) the values of τ and
µ were 150 and 30 respectively, therefore β = 0.2. In fig-
ure 1(b) both values of τ and µ are doubled while keeping
beta constant. Interestingly, the average distance in both
examples is almost the same, that is 〈δ(128, 150, 30)〉 =
0.518 and 〈δ(128, 300, 60)〉 = 0.504. While those exam-
ples are promising for showing that an equilibrium of per-
turbation and stabilization exists, we show the investigation
of a broad range of values of β in the next section.
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Figure 1. Example experiments showing the average
normalized population size of 128 nodes under pertur-
bation (joins/failure) and the average distance from op-
timal network under two different rates of perturbation
(µ) and stabilization (τ ) but the same β = µ
τ
4.2 Results
4.2.1 Perturbation-Stabilization Equilib-
rium
For one value of P0, we examine various values of β by
fixing τ and varying µ. We, then, try a different τ and vary
µ such that the same values of β are conserved. The target
of this procedure is to understand whether δ is dependent
solely on β or is it one of the components of β (τ or µ) that
controls 〈δ〉 and 〈L〉.
In more details, we try values of τ =
{150, 300, 600, 1200}. For each value of τ we try
different values of µ. For instance, for τ = 150, values of
β = {25, 30, 45, ....., 195, 200}. For τ = 150, values of
β = {50, 60, 70, ....., 390, 400}. The same procedure is
repeated for values of P0 = {64, 128, 512, 1024}.
The results are shown in figures 3 and 2. Observe that
as β increases the time between two perturbation events
increase, i.e. the network has more chance to heal itself.
Therefore, it is expected to see that both 〈L〉 and 〈δ〉 de-
crease indicating a better performance.
In figure 3 we find that for smaller network sizes, the
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Figure 2. The average lookup path length 〈L〉 as a func-
tion of the speculated intensive variable β (the ratio of
average time between perturbation events µ and aver-
age time between stabilization events τ ).
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Figure 3. The average distance from optimal network
〈δ〉 as a function of the speculated intensive variable β.
average lookup length oscillates strongly and it is not clear
that β alone controls the behavior. For larger sizes, this os-
cillation disappears and we clearly see that the curves su-
perimpose nicely and a data collapse is obtained. Another
way to see the behavior of the lookup length is to plot its
deviation from the optimal value (〈Lopt〉 = 0.5× log 〈P0〉)
as shown in figure 4.
Unlike the average lookup path length, the distance
from optimal network gives a much more consistent view
of the network behavior. As shown in figure 3, for each
given size all the curves superimpose nicely. That is, we
have a much more vivid data collapse. A discussion of a
data collapse for all the sizes is provided in the next section.
However, at this point, we can see that the network exhibits
a perturbation-stabilization equilibrium.
4.2.2 Scalability of the equilibrium
If we want to discuss the scalability of the equilibrium, we
need to perceive the obtained results differently. The sta-
bilization as defined in section 4.1 is a “node-level” event
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Figure 4. The deviation from optimal average lookup
path length 〈L〉 − 〈Lopt〉 as a function of the speculated
intensive variable β.
while the perturbation is a “whole-graph-level” event. That
is, β is defined as Perturbation of the system (µ)
Stabilization of each node (τ) . Therefore,
if we were to compare the behavior of two network sizes
under the same values of τ and µ, the network with larger
size will have the same perturbation but higher stabiliza-
tion since the number of nodes is larger. Therefore, we
define β′ to be Perturbation of the system (µ)
Stabilization of the system ( τ
〈P0〉
) to have a
more fair comparison. The β′ re-plots of figure 4 and 3 are
shown in figures 5 and 6 respectively.
In figure 5 we can see that we have a noisy data-
collapse due to the oscillations of the lookup length of the
small networks. Nevertheless, a clear common trend is ob-
vious and we believe that enhancing it more is an exercise
in statistical methods. However, judging it by using the dis-
tance from optimal network (figure 6), we can see that we
have a clear data collapse. With that, we can conclude that
the ratio of system perturbation to system stabilization β′
in a Chord system is an intensive variable.
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Figure 5. Data collapse of figure 4 obtained by using β′.
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Figure 6. Data collapse of figure 3 obtained by using β′.
5 Related Work
We consider in this section the research in the structured
overlay networks community, that we are aware of, which
addressed self-repair on deep levels.
A lower bound on stabilization rate. In [5], the
Chord research team gives the first theoretical analysis on
the lower bound of stabilization rate required for a network
to remain connected in face of continuous joins and fail-
ures. A lower bound for the stabilization rate is definitely
a substantial result, however, we are interested to answer
more questions regarding the stabilization rates such as: If
we consider the range of stabilization rates where the over-
lay graph won’t be disconnected, the guarantee of graph
disconnection is not sufficient for practical purposes, how
is the network performance affected by each such rate?
Differently said, if we have an application that demands
a limit on the latency in terms of the number of hops, what
is the required stabilization rate?
Self-tuned message failure rate. In [6], the Pastry
research team gives an analytical model for the percentage
of message loss due to outdated routing tables as a func-
tion of the frequency of routing table probes. The model
is then used to adaptively “self-tune” the rate at which the
network self-repairs its routing entries that are pointing to
failed nodes which is another major result because of its
practical implications. However, the analysis based on the
failed nodes only is not sufficient since a node can have
alive but sub-optimally assigned edges.
Comparing performance under churn. The work
in [4] gives the first thorough simulation-based analysis for
overlays network under churn (perturbation). In that sense
it is the most similar research to our work. The simula-
tion model covers physical network proximity and com-
pares several systems and not only Chord. On the other
hand, that simulation is based on one churn rate for one
system size while in ours we tackle several rates and we
are interested in finding data-collapse so as to present re-
sults that hold irrespective of the network size.
6 Note on the implementation.
To perform the experiments, we used the Mozart [1] dis-
tributed programming platform to implement a discrete
event simulator. We wrapped our simulator in a distribu-
tion layer to be able to schedule experiments on a cluster of
16 nodes at SICS. Each nodes is an AMD Athlon(tm) XP
1900+ (1.5GHz) with a 512MB of memory.
7 Conclusion and future work
We have reported in this paper our progress in investigating
whether a physics-style analytical approach can give more
understanding to the performance of structured overlay net-
works. The approach mainly necessitates the description of
the characteristics of the system using variables that do not
depend on the size, known as intensive variables.
Using this approach, we have shown that: i) The den-
sity of nodes in an identifier space is an intensive variable
that describes a characteristic behavior of a network irre-
spective of its size. ii) The ratio of perturbation to stabi-
lization β′, variable governs the relative amount of wrong
pointers and the average lookup path length of the overlay
graph irrespective of its size.
In the continuation of this work, we intend to do the
following:
• Perform the same experiments with a wider spectrum
of numbers to have more statistically-accurate results.
• Use the characteristic behaviors in providing a more
adaptive nature to the current DHT algorithms.
• Search for more intensive variables and possible phase
transitions.
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