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FROM FOURIER TO GEGENBAUER: RELATING
SCHOENBERG COEFFICIENTS IN GEGENBAUER
EXPANSIONS ON SPHERES
JOCHEN FIEDLER
INSTITUTE OF APPLIED MATHEMATICS
UNIVERSITY OF HEIDELBERG
Abstract. It is well-known that every continuous function ξ : [0, pi] → R
admits a series expansion in terms of Gegenbauer polynomials C
(d−1)/2
n with
coefficients bn,d, which are the so-called d-dimensional Schoenberg coefficients.
Schoenberg coefficients play an important role in the theory of isotropic pos-
itive definite functions on Sd, since positive definiteness can be characterized
by the nonnegativity of the d-dimensional Schoenberg coefficients.
In this article we present relations between Schoenberg coefficients of dif-
ferent dimensions. Specifically, we show that the even- resp. odd-dimensional
Schoenberg coefficients can be expressed as linear combinations of 1- resp. 2-
dimensional Schoenberg coefficients, and we give closed form expressions for
the coefficients involved in these expansions.
1. Introduction
Every continuous real-valued function on the interval [−1, 1] can be expressed
as an infinite series consisting on Gegenbauer polynomials Cλn , λ > −1, n ≥ 0, see
for example Szego¨ (1959), chapter 3. Hence, any continuous function ξ : [0, pi]→ R
satisfying ξ(0) = 1 admits for every integer d ≥ 1 the following d-Gegenbauer
expansion
ξ(θ) =
∞∑
n=0
bn,d
C
(d−1)/2
n (cos(θ))
C
(d−1)/2
n (1)
, θ ∈ [0, pi],(1)
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where bn,d are called the d-dimensional Schoenberg coefficients of ξ. By Ξd we
denote the class of all those functions ξ for which the d-dimensional Schoenberg
coefficients are absolutely summable, i. e.
∑
∞
n=0 |bn,d| <∞.
The motivation of studying d-Gegenbauer expansions and their d-dimensional
Schoenberg coefficients comes from the theory of isotropic positive definite functions
on spheres, as we will explain in the following.
For an integer d ≥ 1 we denote the unit sphere in Euclidean space Rd+1 equipped
with the Euclidean norm by Sd := {x ∈ Rd+1 : ‖x‖ = 1}. Consider a kernel
h : Sd×Sd → R, which is said to be isotropic if there exists a function ξ : [0, pi]→ R
such that
h(x, y) = ξ(θ(x, y)), x, y ∈ Sd,
where θ(x, y) = arccos(〈x, y〉) denotes the great circle distance between x and y and
〈., .〉 the standard scalar product in Rd+1. The kernel h : Sd × Sd → R is positive
definite if
n∑
i=1
n∑
j=1
aiajh(xi, xj) ≥ 0,(2)
for all integers n ≥ 1 and for every choice of constants a1, . . . , an ∈ R and every
choice of pairwise distinct points x1, . . . , xn ∈ S
d. If the inequality in (2) is strict
we call the function h strictly positive definite.
We refer to Ψd (Ψ
+
d ), d = 1, 2, . . . , as the class of continuous functions ψ : [0, pi]→
R with ψ(0) = 1 for which the associated isotropic kernel h(x, y) = ψ(θ(x, y)) is
positive definite (strictly positive definite).
Isotropic positive definite functions on spheres have attracted interest in several
areas. They occur as correlation functions for stationary and isotropic random
fields on the sphere (Jones, 1963) and, hence, have been studied in spatial statistics
(Banerjee, 2005; Huang, Zhang, and Robeson, 2011 or Hansen, Thorarinsdottir,
and Gneiting, 2011). Furthermore, they are used as radial basis functions for in-
terpolating scattered data on spherical domains, see for example Xu and Cheney
(1992); Fasshauer and Schumaker (1998) or Cavoretto and De Rossi (2010). Re-
cently, Gneiting (2013a); Gneiting (2013b) has reviewed conditions for functions
to belong to Ψd or Ψ
+
d and used them to study parametric families of isotropic
2
and stationary correlation functions on spheres. In his work, he also states several
problems for future research, one of which has been solved in Ziegel (2013), and the
solution to another is given here.
Members of Ψd and Ψ
+
d are characterized by their d-Gegenbauer expansion, see
Schoenberg (1942) and Chen, Menegatto, and Sun (2003). In particular, the class
Ψd, d ≥ 1, consists of functions of form (1) with bn,d ≥ 0 and
∑
∞
n=0 bn,d = 1
(this implies Ψd ⊂ Ξd). For d ≥ 2, the class Ψ
+
d consists of those functions in
Ψd for which bn,d > 0 for infinitely many even and infinitely many odd integers n.
Consequently, it is possible to study properties of the members of Ψd or Ψ
+
d via
the coefficients bn,d of the d-Gegenbauer expansion (1). For example, in the cases
d = 1 (Lorentz, 1948) and d = 2 (Lang and Schwab, 2013) it was shown that Ho¨lder
continuity and differentiability of a function in Ψd is connected to the decay rate
of bn,d.
Since
Ψ1 ⊃ Ψ2 ⊃ Ψ3 ⊃ . . . ,
every function in Ψd, d ≥ 1, allows a 1-Gegenbauer expansion in terms ofC
0
n(cos θ) =
cos(nθ), n = 0, 1, 2, . . . and coefficients bn,1, which is a Fourier cosine expansion.
Similarly, since C
1/2
n = Pn is a Legendre polynomial, every function ψ ∈ Ψd allows
an expansion in terms of Legendre polynomials if d ≥ 2. Hence, it is interesting to
ask how to express higher dimensional Schoenberg coefficients in terms of Fourier
or Legendre coefficients.
In general, the connections between Schoenberg coefficients of different dimen-
sions can be helpful to decide, whether or not a function ψ belongs to Ψd or Ψ
+
d
for a certain d.
The problem of expressing even and odd dimensional Schoenberg coefficients
in terms of Fourier and Legendre coefficients can be answered using the following
recursive identities, stated as Corollary 3 in Gneiting (2013a).1 This result provides
a connection between d-dimensional Schoenberg coefficients and lower dimensional
1Note that its proof does not require the Schoenberg coefficients belong to the d-Gegenbauer
expansion of a positive definite kernel and, hence, it holds also for the Schoenberg coefficients
corresponding to d-Gegenbauer expansions of members of Ξd.
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ones. In particular, for all integers n ≥ 1 it is true that
b0,3 = b0,1 −
1
2
b2,1 and bn,3 =
1
2
(n+ 1)(bn,1 − bn+2,1).(3)
Furthermore, if d ≥ 2, then for all integers n ≥ 0
bn,d+2 =
(n+ d− 1)(n+ d)
d(2n+ d− 1)
bn,d −
(n+ 1)(n+ 2)
d(2n+ d+ 3)
bn+2,d(4)
These recursive relationships show that it is possible to express bn,2k+1, k ≥ 1,
as a linear combination of Fourier coefficients bn,1, bn+2,1, . . . , bn+2k,1. Similarly,
we can express bn,2k+2, k ≥ 1, as a linear combination of Legendre coefficients
bn,2, bn+2,2, . . . , bn+2k,2.
The aim of this work is to provide closed form expressions of the coefficients
appearing in these linear combinations, which was stated as Problem 1 in Gneiting
(2013b).
2. Main results
In this section we give explicit expressions for Schoenberg coefficients in terms
of Fourier cosine and Legendre coefficients. The proofs are provided in Sections 3
and 4, respectively.
Theorem 2.1. For integers k ≥ 1 and n ≥ 0 the Schoenberg coefficient bn,2k+1 of
the (2k − 1)-Gegenbauer expansion of a function ξ ∈ Ξd can be expressed in terms
of its Fourier cosine coefficients bn,1, bn+2,1, . . . , bn+2k,1, in that
bn,2k+1 =
k∑
i=0
ai(n, k)bn+2i,1,
where the ai(n, k) are given by
ai(n, k) =
(−1)i
2k
(
k
i
)
(n+ k)(n+ 2i)
(2k − 1)!!
(n+ 1)(2k−1)
(n+ i)(k+1)
,(5)
for (i, n) 6= (0, 0), whereas a0(0, k) = 1 if i = n = 0. Here (2k− 1)!! =
∏k
i=1(2i− 1)
denotes the double factorial and (x)(m) = x(x+1) · · · (x+m− 1) the Pochhammer
symbol.
4
Example 2.2. Consider k = 4. For n > 0 we get
a0(n, 4) = κ(n+ 4)(n+ 5)(n+ 6)(n+ 7)
a1(n, 4) = −4κ(n+ 2)(n+ 4)(n+ 6)(n+ 7)
a2(n, 4) = 6κ(n+ 1)(n+ 4)
2(n+ 7)
a3(n, 4) = −4κ(n+ 1)(n+ 2)(n+ 4)(n+ 6),
a4(n, 4) = κ(n+ 1)(n+ 2)(n+ 3)(n+ 4),
where κ = 11680 .
One sees that a0(n, 4) and a4(n, 4) can be expressed in even simpler forms. In
general, for i = 0 and i = k equation (5) reduces to
a0(n, k) =
1
2k(2k − 1)!!
(n+ k)(k)
and
ak(n, k) =
(
−
1
2
)k
1
(2k − 1)!!
(n+ 1)(k),
respectively.
It is interesting to note that the value of
∑k
i=0 ai(n, k) is either 0 or
1
2 .
Proposition 2.3. For all integers k ≥ 1 it is true that
k∑
i=0
ai(n, k) =


0, n > 0,
1
2 , n = 0.
The proof can be found in Section 3.
Now let us turn to the analogous problem of finding an expression for bn,2k+2, k ≥
1, in terms of the Legendre coefficients bn,2, . . . , bn+2k,2.
Theorem 2.4. For all integers k ≥ 1 and n ≥ 0 it is true that
bn,2k+2 =
k∑
i=0
ui(n, k)bn+2i,2,(6)
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where ui(n, k) are given by
ui(n, k) = (−1)
i (2k − 1)!!
2k
(
k
i
)(
2k + n
n
)
1
(n+ i+ 1/2)(k−i)(n+ k + 3/2)(i)
.(7)
The proof is provided in Section 4.
2.1. Applications. The following example shows that our results can be used to
decide whether a function ψ ∈ Ψ1 is a member of Ψ
+
∞
.
Example 2.5. Let
bn,1 =
3
pi2n2
, n ≥ 1,
and b0,1 =
1
2 . Evidently, the corresponding function ψ is in Ψ1. A symbolical
calculation with Mathematica yields for n, k ≥ 1
bn,2k+1 =
k∑
i=0
ai(n, k)bn+2i,1 =
3k(n+ k)B(n/2, k)2
2npi2(n+ 2k)2B(n, 2k)
,
where B(x, y) denotes the Beta function, and for n = 0, k ≥ 1 it yields
b0,2k+1 =
2(k + 1)pi2 − 3k 4F3(1, 1, 1, 1− k; 2, 2, 2 + k; 1)
4(1 + k)pi2
,
where 4F3 denotes a generalized hypergeometric function, see Slater (1966). We
see that bn,2k+1 > 0 for all n, k ≥ 1. Now by the definition of the generalized
hypergeometric function it is
4F3(1, 1, 1, 1− k; 2, 2, 2 + k; 1) =
∞∑
i=0
(1)i(1)i(1)i(1 − k)i
(2)i(2)i(2 + k)i
1
i!
=
k−1∑
i=0
1
(1 + i)2
(1 − k)i
(2 + k)i
,
because (1−k)i(2+k)i = 0 for i ≥ k. Furthermore, we have
(1−k)i
(2+k)i
≤ 1 for all integers
i, k ≥ 0, and this gives us
k−1∑
i=0
1
(1 + i)2
(1− k)i
(2 + k)i
≤
k−1∑
i=0
1
(1 + i)2
≤
∞∑
i=0
1
(1 + i)2
=
pi2
6
.
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Hence, we see that
b0,2k+1 =
2(k + 1)pi2 − 3k 4F3(1, 1, 1, 1− k; 2, 2, 2 + k; 1)
4(1 + k)pi2
≥
2(k + 1)pi2 − kpi2/2
4(1 + k)pi2
=
3k + 4
8(1 + k)
> 0,
for all k ≥ 0. Consequently, ψ ∈ Ψ+
∞
.
It is interesting to note that bn,2k+1 = O(n
−2) for all k ≥ 1 and, hence, the
Schoenberg coefficients show the same asymptotic behaviour in every odd dimen-
sion, which can be seen as follows. Stirling’s formula for Gamma functions (see
6.1.37 in Abramowitz and Stegun, 1972) yields for fixed y
B(x, y) = Γ(y)ey
(
1 +
y
x
)1/2−y−x
x−y
1 +O(x−1)
1 +O((x + y)−1)
,
where we used the well-known big O notation. Because
(
1 + yx
)1/2−y−x
→ e−y > 0
if x→∞, it follows that
B(x, y) = Γ(y)x−yO(1)
1 +O(x−1)
1 +O((x + y)−1)
,
yielding immediately
B(n/2, k)2
B(n, 2k)
= O(1)
and consequently bn,2k+1 = O(n
−2).
3. Proof of Theorem 2.1 and Proposition 2.3
Proof of Theorem 2.1: First we consider the case n > 0. We proceed by induc-
tion over k ≥ 1.
Let k = 1. For all n ≥ 1 we have
bn,3 =
1
2
(n+ 1)(bn,1 − bn+2,1),
yielding a0(n, 1) =
1
2 (n + 1) and a1(n, 1) = −
1
2 (n + 1). Inserting i = 0 and k = 1
into formula (5) immediately yields the same results, proving the claim for k = 1.
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Suppose we have proven (5) for an arbitrary k ≥ 1. From this we want to deduce
(5) for k + 1. With (4) we see, by comparing coefficients, that
bn,2(k+1)+1 =
(n+ 2k)(2)
2(2k + 1)(n+ k)
bn,2k+1 −
(n+ 1)(2)
2(2k + 1)(n+ k + 2)
bn+2,2k+1
=
(n+ 2k)(2)
2(2k + 1)(n+ k)
k∑
i=0
ai(n, k)bn+2i,1 −
(n+ 1)(2)
2(2k + 1)(n+ k + 2)
k∑
i=0
ai(n+ 2, k)bn+2+2i,1
=
(n+ 2k)(2)
2(2k + 1)(n+ k)
a0(n, k)bn,1 −
(n+ 1)(2)
2(2k + 1)(n+ k + 2)
ak(n+ 2, k)bn+2(k+1),1
+
1
2(2k + 1)
k∑
i=1
[
(n+ 2k)(2)
n+ k
ai(n, k)−
(n+ 1)(2)
n+ k + 2
ai−1(n+ 2, k)
]
bn+2i,1.
Using the induction hypothesis and the trivial identity
(x)(k)(x+ k)(l) = (x)(k+l) for integers k, l ≥ 0,(8)
we see that
(n+ 2k)(2)
2(2k + 1)(n+ k)
a0(n, k) =
(n+ 2k)(2)
2(2k + 1)(n+ k)
1
2k
(n+ k)n(n+ 1)(2k−1)
(2k − 1)!!(n)(k+1)
=
1
2k+1
n(n+ k + 1)(n+ 1)(2k+1)
(2k + 1)!!(n)(k+2)
,
proving the validity of (5) for i = 0, and
−
(n+ 1)(2)
2(2k + 1)(n+ k + 2)
ak(n+ 2, k)
= −
(n+ 1)(2)
2(2k + 1)(n+ k + 2)
(−1)k
2k
(n+ 2 + k)(n+ 2 + 2k)(n+ 2 + 1)(2k−1)
(2k − 1)!!(n+ 2+ k)(k+1)
=
(−1)k+1
2k+1
(n+ 2 + 2k)(n+ 1)(2k+1)
(2k + 1)!!(n+ 2 + k)(k+1)
=
(−1)k+1
2k+1
(n+ k + 1)(n+ 2k + 2)(n+ 1)(2k+1)
(2k + 1)!!(n+ 1 + k)(k+2)
,
which shows the validity of (5) for i = k + 1.
It remains to show for 1 ≤ i ≤ k that
(−1)i
2k+1
(
k + 1
i
)
(n+ k + 1)(n+ 2i)(n+ 1)(2k+1)
(2k + 1)!!(n+ i)(k+2)
=
1
2(2k + 1)
[
(n+ 2k)(2)
n+ k
ai(n, k)−
(n+ 1)(2)
n+ k + 2
ai−1(n+ 2, k)
]
,
(9)
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where ai(n, k) and ai−1(n+2, k) can be expressed as in (5). Plugging the induction
hypothesis into (9) we can reformulate this as
(−1)i
2k+1
(
k + 1
i
)
(n+ k + 1)(n+ 2i)(n+ 1)(2k+1)
(2k + 1)!!(n+ i)(k+2)
=
(−1)i
2k+1
(n+ 2k)(2)
n+ k
(
k
i
)
(n+ k)(n+ 2i)(n+ 1)(2k−1)
(2k + 1)!!(n+ i)(k+1)
−
(−1)i−1
2k+1
(n+ 1)(2)
n+ k + 2
(
k
i− 1
)
(n+ 2 + k)(n+ 2i)(n+ 3)(2k−1)
(2k + 1)!!(n+ 1 + i)(k+1)
.
By using (8) and canceling factors we see that this is equivalent to
(
k + 1
i
)
(n+k+1)
1
(n+ i)(k+2)
=
(
k
i
)
1
(n+ i)(k+1)
+
(
k
i− 1
)
1
(n+ i+ 1)(k+1)
.
After multiplying with (n+ i)(k+2) it remains to show that
(10)
(
k + 1
i
)
(n+ k + 1) =
(
k
i
)
(n+ i+ k + 1) +
(
k
i− 1
)
(n+ i).
The right hand side of (10) equals
k!
(k − i)!(i− 1)!
(
n+ i+ k + 1
i
+
n+ i
k − i+ 1
)
=
k!
(k + 1− i)!i!
[
(k − i+ 1)(n+ i+ k + 1) + i(n+ i)
]
=
k!
(k + 1− i)!i!
(k + 1)(n+ k + 1) =
(
k + 1
i
)
(n+ k + 1),
showing the validity of (10) and we are done.
Now we turn to the case n = 0. Equations (3) and (4) show that ai(0, k) is given
by (5) for all i > 0. To find a0(0, k), note that for n = 0 equations (4) together
with (3) yield
b0,d+2 = b0,d −
2
d(d + 3)
b2,d,
for all d ≥ 1. Using (5) for b2,d, we see that for all d ≥ 1 it holds that
b0,d+2 = b0,1 −R,
where the remainder term R does not depend on b0,1. This shows that a0(0, k) = 1
for all k ≥ 1. 
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Proof of Proposition 2.3: Let n > 0. Using (n+ i)(k+1) =
(
n+i+k
k+1
)
(k + 1)! and
Theorem 2.1 we see that
k∑
i=0
ai(n, k) =
(n+ k)(n+ 1)(2k−1)
2k(2k − 1)!!
k∑
i=0
(−1)i
(
k
i
)
n+ 2i
(n+ i)(k+1)
=
(n+ k)(n+ 1)(2k−1)
2k(k + 1)!(2k − 1)!!
k∑
i=0
(−1)i
(
k
i
)
n+ 2i(
n+i+k
k+1
) .
Hence, it suffices to prove that
k∑
i=0
(−1)i
(
k
i
)
n+ 2i(
n+i+k
k+1
) = 0,
which is equivalent to
k∑
i=0
(−1)i
(
k
i
)
n(
n+i+k
k+1
) = −2
k∑
i=0
(−1)i
(
k
i
)
i(
n+i+k
k+1
) .(11)
Now the left-hand side of (11) equals
k∑
i=0
(−1)i
(
k
i
)
n(
n+i+k
k+1
) = n k + 1
2k + 1
1(
2k+n
n−1
) = k + 1(
2k+n
n
) ,
where the first equality is due to the following result of R. Frisch which can be
found, for example, as Note 21 in Netto (1927), in that
k∑
i=0
(−1)i
(
k
i
)
1(
b+i
c
) = c
k + c
1(
k+b
b−c
) ,(12)
where b ≥ c are positive integers.
For the right-hand side of (11) we get in a very similar way
−2
k∑
i=0
(−1)i
(
k
i
)
i(
n+i+k
k+1
) = −2
k∑
i=0
(−1)i
k!
(k − i)!(i− 1)!
1(
n+i+k
k+1
)
= −2k
k∑
i=0
(−1)i
(
k − 1
i− 1
)
1(
n+i+k
k+1
)
= −2k
k∑
i=1
(−1)i
(
k − 1
i− 1
)
1(
n+i+k
k+1
)
= 2k
k−1∑
i=0
(−1)i
(
k − 1
i
)
1(
n+i+1+k
k+1
)
= 2k
k + 1
2k
1(
2k+n
n
) = k + 1(
2k+n
n
) ,
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where we use (12) for the final equality, thereby showing (11).
Now consider the case n = 0. For i > 0, equation (5) simplifies to
ai(0, k) = (−1)
i
(
k
i
)
1(
k+i
k
) ,
which is also valid for i = 0, since in this case it reduces to 1. Hence, by using (12)
with b = c = k we get
k∑
i=0
ai(0, k) =
k∑
i=0
(−1)i
(
k
i
)
1(
k+i
k
) = 1
2
.

4. Proof of Theorem 2.4
We proceed by induction. Let k = 1. Then
bn,4 =
1
2
(n+ 1)(2)
[
1
2n+ 1
bn,2 −
1
2n+ 5
bn+2,2
]
,
implying u0(n, 1) =
1
2(2n+1) (n+ 1)(2) and u1(n, 1) = −
1
2(2n+5) (n+ 1)(2). Inserting
k = 1, and i = 0 and i = 1, respectively, in equation (7) proves the claim for k = 1.
Suppose we have proven (7) for a k ≥ 1. We use this to show the validity of (7)
for k + 1. Using (3) and (4) and the induction hypothesis we find that
bn,2(k+1)+2 =
(n+ 2k + 1)(2)
2(k + 1)(2n+ 2k + 1)
bn,2k+2 −
(n+ 1)(2)
2(k + 1)(2n+ 2k + 5)
bn+2,2k+2
=
(n+ 2k + 1)(2)
2(k + 1)(2n+ 2k + 1)
k∑
i=0
ui(n, k)bn+2i,2 −
(n+ 1)(2)
2(k + 1)(2n+ 2k + 5)
k∑
i=0
ui(n+ 2, k)bn+2+2i,2
=
(n+ 2k + 1)(2)
2(k + 1)(2n+ 2k + 1)
u0(n, k)bn,2 −
(n+ 1)(2)
2(k + 1)(2n+ 2k + 5)
uk(n+ 2, k)bn+2(k+1),2
+
k∑
i=1
[
(n+ 2k + 1)(2)
2(k + 1)(2n+ 2k + 1)
ui(n, k)−
(n+ 1)(2)
2(k + 1)(2n+ 2k + 5)
ui−1(n+ 2, k)
]
bn+2i,2.
Using (2k − 1)!! = (2k)!
2kk!
and (8) we see that
(n+ 2k + 1)(2)
2(k + 1)(2n+ 2k + 1)
u0(n, k) =
(n+ 2k + 1)(2)(2k − 1)!!
2k+1(k + 1)(2n+ 2k + 1)
(
2k + n
n
)
1
(n+ 1/2)(k)
=
1
2k+12k+1
(2k + 2 + n)!
(k + 1)!n!
1
(n+ 1/2)(k+1)
=
(2k + 1)!!
2k+1
(
2k + 2 + n
n
)
1
(n+ 1/2)(k+1)
,
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proving the claim for i = 0. In a very similar way we get
−
(n+ 1)(2)
2(k + 1)(2n+ 2k + 5)
uk(n+ 2, k)
= (−1)k+1
(n+ 1)(2)(2k − 1)!!
2k+1(k + 1)(2n+ 2k + 5)
(
2k + n+ 2
n+ 2
)
1
(n+ k + 7/2)(k)
= (−1)k+1
1
2k+12k+1
(2k + 2 + n)!
(k + 1)!n!
1
(n+ k + 5/2)(k/2)
= (−1)k+1
(2k + 1)!!
2k+1
(
2k + 2 + n
n
)
1
(n+ k + 5/2)(k/2)
,
confirming the claim for i = k + 1.
Now let 1 ≤ i ≤ k. We need to show that
ui(n, k + 1) = (−1)
i (2k + 1)!!
2k+1
(
k + 1
i
)(
2k + 2 + n
n
)
1
(n+ i+ 1/2)(k+1−i)(n+ k + 1 + 3/2)(i)
=
(n+ 2k + 1)(2)
2(k + 1)(2n+ 2k + 1)
ui(n, k)−
(n+ 1)(2)
2(k + 1)(2n+ 2k + 5)
ui−1(n+ 2, k),
which is equivalent to
(−1)i
(2k + 1)!!
2k+1
(
k + 1
i
)(
2k + 2 + n
n
)
1
(n+ i + 1/2)(k+1−i)(n+ k + 1 + 3/2)(i)
=
(−1)i(n+ 2k + 1)(2)(2k − 1)!!
2k+1(k + 1)(2n+ 2k + 1)
(
k
i
)(
2k + n
n
)
1
(n+ i+ 1/2)(k−i)(n+ k + 3/2)(i)
−
(−1)i−1(n+ 1)(2)(2k − 1)!!
2k+1(k + 1)(2n+ 2k + 5)
(
k
i− 1
)(
2k + n+ 2
n+ 2
)
1
(n+ i+ 1 + 1/2)(k−i+1)(n+ 2 + k + 3/2)(i−1)
.
(13)
Using (8) and using similar arguments as in the cases i = 0 and i = k + 1 we see
that (13) is equivalent to
(
k + 1
i
)
1
(n+ i+ 1/2)(k+1−i)(n+ k + 5/2)(i)
=
(
k
i
)
1
(n+ i+ 1/2)(k+1−i)(n+ k + 3/2)(i)
+
(
k
i− 1
)
1
(n+ i+ 3/2)(k+1−i)(n+ k + 5/2)(i)
.
Multiplying with (n + i + 1/2)(k+1−i)(n + k + 5/2)(i) illustrates that we need to
show (
k + 1
i
)
=
(
k
i
)
n+ k + i+ 3/2
n+ k + 3/2
+
(
k
i− 1
)
n+ i+ 1/2
n+ k + 3/2
.
12
Simplifying the right hand side yields
(
k
i
)
(n+ k + i+ 3/2)(k − i+ 1) + i(n+ i+ 1/2)
(n+ k + 3/2)(k − i+ 1)
=
(
k
i
)
(k + 1)(n+ k + 3/2)
(n+ k + 3/2)(k − i+ 1)
=
(
k + 1
i
)
,
and the proof is complete.
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