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Abstract
Let G be an r-uniform hypergraph. When is it possible to orient
the edges of G in such a way that every p-set of vertices has some p-
degree equal to 0? (The p-degrees generalise for sets of vertices what
in-degree and out-degree are for single vertices in directed graphs.) Caro
and Hansberg asked if the obvious Hall-type necessary condition is also
sufficient.
Our main aim is to show that this is true for r large (for given p),
but false in general. Our counterexample is based on a new technique in
sparse Ramsey theory that may be of independent interest.
1 Introduction
When does a graph G have an orientation such that every out-degree is at
most k? An obvious necessary condition is that |E(H)| ≤ k|V (H)| for every
subgraph H ⊂ G. Indeed, suppose G has such an orientation and H ⊂ G.
Inside H the sum of out-degrees equals the number of edges. Moreover, each
vertex contributes at most k to this sum, hence the condition. Hakimi proved
that this condition is in fact sufficient.
Theorem A (Hakimi, [1]). Let G be a graph and k ≥ 0 an integer. Then G
has an orientation such that every vertex has out-degree at most k if and only
if all subgraphs H ⊂ G satisfy |E(H)| ≤ k|V (H)|.
In fact, Hakimi proved a slightly stronger result that determines all possible
out-degree sequences produced by orientations of a given graph G. His proof
uses induction on the number of edges, but the weaker statement given above
is a straightforward consequence of Hall’s marriage theorem.
What about hypergraphs? Suppose an r-uniform hypergraphG (i.e. a family
of r-sets) is given an orientation, by which we mean that for each edge e one
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ordering of the vertices of e is chosen. This ordering is called the orientation of
e. Note that each edge has exactly r! possible orientations. If r = 2 then this
coincides with the usual definition of graph orientation. We will often denote
an orientation of G by D(G) and the corresponding orientation of an edge e by
D(e).
Given an orientation D(G), a vertex v and i ∈ [r] = {1, 2, . . . , r}, the i-degree
of v, written di(v), is the number of edges e such that v is in the i-th position of
D(e). Note that if r = 2 then d1(v) is the out-degree and d2(v) is the in-degree
of v.
When does an r-uniform hypergraph G have an orientation such that d1(v) ≤
k for every vertex v? Again, an obvious necessary condition is that |E(H)| ≤
k|V (H)| for every subgraph H ⊂ G (where as usual H is a subgraph of G if
V (H) ⊂ V (G) and E(H) ⊂ E(G)). Indeed, inside H the sum of d1(v) over all
vertices v of H is equal to the number of edges of H, and is at most k times the
number of vertices.
Caro and Hansberg showed that this condition is sufficient.
Theorem B (Caro and Hansberg, [6]). Let G be an r-uniform hypergraph and
k ≥ 0 an integer. Then G has an orientation such that d1(v) ≤ k for all vertices
v if and only if all subgraphs H ⊂ G satisfy |E(H)| ≤ k|V (H)|.
They proved it by constructing a suitable maximal flow on H, and a simple
proof via Hall’s marriage theorem is also possible.
Now, in contrast to the situation for graphs, for oriented hypergraphs there
is a sensible notion of degree for sets of multiple vertices. For example, given
an orientation D(G) and a pair of vertices u, v, we can define d12(u, v) to be
the number of edges e such that u and v (in some order) are in the first two
positions of D(e). So if the oriented edges are (4, 5, 1), (4, 1, 3), (1, 4, 2) (where
the vertex set is [5]) then d12(1, 4) = 2.
More generally, for a p-set of vertices A = {v1, . . . , vp} ⊂ V and a p-set
I ⊂ [r], the I-degree of A, denoted by dI(A), is the number of edges e such
that the elements of D(e) in positions labeled by I are v1, . . . , vp (in some
order). More formally, dI(A) is the number of edges e such that if we write
D(e) = (x1, . . . , xr) then {xi : i ∈ I} is exactly the set A.
[We mention in passing that there is a variant of this notion where the mutual
order of u and v is important. However, this alternative definition turns out to
be less interesting for the types of questions examined by Caro and Hansberg
and by us. In this paper we mainly consider the former notion (of ‘unordered’
degrees), but a brief analysis of the latter is given in Section 5.]
In [6] Caro and Hansberg asked if a result similar to their Theorem B can
be found in the setting of degrees for multiple vertices.
Question C (Caro and Hansberg, [6]). Fix integers k ≥ 0 and 1 ≤ p ≤ r.
Which r-uniform hypergraphs G have an orientation such that d[p](A) ≤ k for
all p-sets of vertices A ⊂ V ?
Again there is an obvious necessary condition: if G has such an orientation
then for each collection of p-sets U ⊂ V (p) at most k|U | edges e satisfy e(p) ⊂ U
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(here we write X(p) for the set of all p-subsets of X). Indeed, given U , every e
with e(p) ⊂ U contributes 1 to the sum ∑A∈U d[p](A), and this sum is at most
k|U |.
Our first aim is to answer the question of Caro and Hansberg by showing
that this condition is sufficient. Note that case p = 1 is Theorem B.
Theorem 1. Let G be an r-uniform hypergraph and k ≥ 0, 1 ≤ p ≤ r integers.
Then G has an orientation such that d[p](A) ≤ k for all A ∈ V (p) if and only if
for each U ⊂ V (p) at most k|U | edges e satisfy e(p) ⊂ U .
Caro and Hansberg’s interest in Theorem B was to answer the following
question. When does an r-uniform hypergraph G have an orientation such that
for every vertex v there is some i ∈ [r] such that di(v) ≤ k? It is once again easy
to obtain a necessary condition: such an orientation would partition the vertices
into sets V1, . . . , Vr where each v is put into some Vi with di(v) ≤ k. Theorem B
applied to the induced subgraphs G[Vi] gives the necessary condition |E(H)| ≤
k|V (H)| for all H ⊂ G[Vi]. They proved that this condition is sufficient.
Theorem D (Caro and Hansberg, [6]). Let G be an r-uniform hypergraph and
k ≥ 0 an integer. Then H has an orientation such that for each vertex v some
1 ≤ i ≤ r satisfies di(v) ≤ k if and only if V can be partitioned into r sets
V1, . . . , Vr such that for each j and each U ⊂ Vj at most k|U | edges e satisfy
e ⊂ U .
For degrees of multiple vertices, the first case k = 0 is already non-obvious.
When can an r-uniform hypergraph G be given an orientation such that for
any p-set of vertices A there is some p-set I ⊂ [r] such that dI(A) = 0? Such
an orientation would partition V (p) into
(
r
p
)
sets WI , I ∈ [r](p), where each
A ∈ V (p) is put into WI with dI(A) = 0. For any I and any edge e the p-set
of vertices that are in positions labeled by I in D(e) must not belong to WI .
So there are no edges whose p-sets would all belong to a single WI , giving a
necessary condition. Caro and Hansberg asked if, similarly to the case p = 1,
this condition is sufficient.
Question E (Caro and Hansberg, [6]). Let 1 ≤ p ≤ r be integers and G an
r-uniform hypergraph. Suppose V (p) is partitioned into sets W1, . . . ,WR, where
R =
(
r
p
)
, in such a way that for any 1 ≤ i ≤ R there are no edges e such that
e(p) ⊂ Wi. Must G have an orientation such that for any p-set of vertices A
there is some p-set I ⊂ [r] such that dI(A) = 0?
Our main aim of the paper is to show that the answer to Question E is
positive for r much larger than p, but negative in general.
It will turn out in this paper that the following notion is crucial to under-
standing Question E. We wish to determine if a function f : [n](p) → [n](p) must
‘fix an intersection’ in the sense explained by the next definition.
Definition. Let 1 ≤ p ≤ n be integers and f : [n](p) → [n](p) a function. We
say that f fixes an intersection if there are distinct x, y ∈ [n](p) such that
|f(x) ∩ f(y)| = |x ∩ y|.
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Moreover, if every nonconstant function f : [n](p) → [n](p) fixes an intersec-
tion then we say that [n](p) has the fixed intersection property.
It is not difficult to see that if p ≥ 2 then [2p](p) does not have the fixed
intersection property. This can be demonstrated by choosing y = [p], y¯ =
[2p] \ [p] = {p+ 1, . . . , 2p} and defining f : [2p](p) → [2p](p) by
f(x) =
{
y if x = y or x = y¯
y¯ otherwise.
This f is nonconstant and does not fix an intersection.
We conjecture that n = 2p (for p ≥ 2) is actually the only exceptional case.
Conjecture 2. Let 1 ≤ p ≤ n be integers with n 6= 2p. Then [n](p) has the
fixed intersection property.
In Section 2 we show that, if Conjecture 2 is true for given p and n, then
Question E can be answered positively (for the same choice of p with r = n).
In Section 3 we show Conjecture 2 is true when r is much larger than p.
Theorem 3. For every integer p ≥ 1 there is some n0 such that if n ≥ n0 then
[n](p) has the fixed intersection property.
Corollary 4. The answer to Question E is positive if r is sufficiently large,
given p.
What if [n](p) does not have the fixed intersection property? The simplest
such case is n = 4, p = 2. The main part of this paper is devoted to showing
how the trivial failure of the fixed intersection property of [4](2) can be ‘lifted’
to a failure of Question E for the case r = 4, p = 2. Our work relies on a new
version of the ‘amalgamation’ technique in sparse (structural) Ramsey theory.
Theorem 5. There is a 4-uniform hypergraph H satisfying:
(a) for every orientation of H there is some pair of vertices u, v such that
dI(u, v) > 0 for all I ∈ [4](2);
(b) there is a partition of V (2) into six sets V1, . . . , V6 such that e
(2) is not
contained in a single Vj for any edge e.
In particular, the answer to Question E is negative for r = 4, p = 2.
One such hypergraph is constructed in Section 4. In Section 5 we give a
brief analysis of the ‘ordered’ notion of degrees. Finally, in Section 6 we suggest
some open problems.
2 Degree theorems for hypergraphs
In this section we prove Theorem 1 and give a positive answer to Question E
for the choices of r and p such that [r](p) has the fixed intersection property.
We start with an easy proof of Theorem 1.
4
Theorem 1. Let G be an r-uniform hypergraph and k ≥ 0, 1 ≤ p ≤ r integers.
Then G has an orientation such that d[p](A) ≤ k for all A ∈ V (p) if and only if
for each U ⊂ V (p) at most k|U | edges e satisfy e(p) ⊂ U .
Proof. Construct a bipartite graph H with vertex classes X = E(G) and Y =
V (G)(p). Join e ∈ X and A ∈ Y by an edge if A ⊂ e. In other words, we join
each edge of G to its p-subsets. Given an orientation D(G) on G, let S be the
set of edges in H of the form eA where A is the set of vertices in the first p
positions of D(e), that is, A = {v1, . . . , vp} where D(e) = (v1, . . . , vr). Note
that S covers every element of X exactly once and, conversely, every subset of
E(H) that covers every element of X exactly once is given by some choice of
D(G). Moreover, each A ∈ Y is covered by S exactly d[p](A) times.
Therefore by Hall’s marriage theorem, G has an orientation such that all
A ∈ V (G)(p) satisfy d[p](A) ≤ k if and only if |W | ≤ k|Γ(W )| for all W ⊂ X,
where Γ(W ) ⊂ Y is the neighbourhood of W in H. This can be restated as
|W | ≤ k|U | for all W ⊂ X and U ⊂ Y with the property that Γ(W ) ⊂ U .
Having chosen U , the largest W such that Γ(W ) ⊂ U is {e ∈ E(G) : e(p) ⊂ U}.
Hence, this statement is equivalent to k|U | ≥ |{e ∈ E(G) : e(p) ⊂ U}| for all
U ⊂ V (G)(p).
Now we switch our attention to Question E. We are trying to give an r-
uniform hypergraph G an orientation such that for each p-set of vertices some
I-degree is zero. In particular, if e is an edge and A ⊂ e is a p-set, we require
dIA(A) = 0 for some IA. So we need a tool that would give e an orientation
when for each p-set A ⊂ e there is a p-set IA ⊂ [r] such that the vertices A
cannot take exactly the positions labeled by IA. Of course, no such orientation
exists if all sets IA are equal (some p vertices must be in positions labeled by
that set). However, if the sets IA are not all equal then it turns out that such
an orientation exists provided [r](p) has the fixed intersection property.
Lemma 6. Let 1 ≤ p ≤ r be integers such that [r](p) has the fixed intersection
property and let e be an r-set. For each p-set A ⊂ e choose a p-set IA ⊂ [r]. If
the chosen p-sets IA are not all equal then the elements of e can be ordered in
such a way that the positions labeled by IA are not taken exactly by the elements
of A for any p-set A ⊂ e.
Proof. Without loss of generality assume that e = [r]. Then we have a noncon-
stant function [r](p) → [r](p) that sends A ∈ [r](p) to IA.
Let σ be a permutation of [r], chosen uniformly at random. For each p-set
A ⊂ [r], σ(A) = IA with probability 1/
(
p
r
)
. Therefore
P [σ(A) = IA for some p-set A ⊂ [r]] ≤
∑
A∈[r](p)
P [σ(A) = IA]
= 1
with equality if and only if the events σ(A) = IA are pairwise disjoint.
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Since [r](p) has the fixed intersection property, |IB ∩ IC | = |B ∩C| for some
distinct p-sets B,C ⊂ [r]. Hence there is a permutation τ of [r] such that
τ(B) = IB and τ(C) = IC , so the events σ(B) = IB and σ(C) = IC are not
disjoint, and so the above inequality is strict. Therefore there is a choice of σ
such that σ(A) 6= IA for any A. The required ordering of e is (σ(1), . . . , σ(r))
for this choice of σ.
This immediately gives a positive answer to Question E for the case when
[r](p) has the fixed intersection property.
Proposition 7. Let 1 ≤ p ≤ r be integers such that [r](p) has the fixed intersec-
tion property and let G be an r-uniform hypergraph. Suppose V (p) is partitioned
into sets W1, . . . ,WR, where R =
(
r
p
)
, in such a way that for any 1 ≤ i ≤ R
there are no edges e such that e(p) ⊂ Wi. Then G has an orientation such that
for any p-set of vertices A there is some p-set I ⊂ [r] such that dI(A) = 0.
Proof. Relabel the sets W1, . . . ,WR with p-subsets of [r] (instead of integers
1, . . . , R). Given an edge e of G, associate to each p-set A ⊂ e the p-set IA ⊂ [r]
where A ∈ WIA . By assumption not all of these p-sets are equal, so Lemma 6
can be applied to get an orientation D(e) that does not contribute to dIA(A)
for any A. Do this for every edge to get an orientation of G. For any p-set of
vertices A, IA does not depend on the choice of e, and dIA(A) = 0.
Can the requirement for [r](p) to have the fixed intersection property be
removed? As we shall see in Section 4, proposition would not be true for
r = 4, p = 2 which is in fact the smallest case when [r](p) does not have the fixed
intersection property. Therefore some condition on r and p must be imposed.
It might be interesting to know if some weaker condition would be enough.
On the other hand, this result can be strengthened to match the form of
Theorem D. We fix an integer k ≥ 0 and ask if G can be given an orientation
such that for every p-set of vertices some I-degree is at most k. With Theorem
1, it is once again it is easy to find a sufficient condition.
Proposition 8. Let k ≥ 0, 1 ≤ p ≤ r be integers and G an r-uniform hyper-
graph. Suppose that G has an orientation such that for each p-set of vertices A
there is some p-set I ⊂ [r] such that dI(A) ≤ k. Then V (p) can be partitioned
into R =
(
r
p
)
sets W1, . . . ,WR such that for each j and each U ⊂ Wj at most
k|U | edges e ∈ E(G) satisfy e(p) ⊂ U .
Proof. Partition V (p) intoR disjoint setsWI , I ∈ [r](p), by putting eachA ∈ V (p)
into WI such that dI(A) ≤ k. For each I apply Theorem 1 to the induced sub-
graph G[WI ].
(To make the definition of induced subgraphs precise, given W ⊂ V (G)(p),
G[W ] is the r-uniform hypergraph with vertex set V (G) and edge set
{e ∈ E(G) : e(p) ⊂W}. Informally, we keep only those edges whose p-subsets
are in W .)
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The argument used for the case k = 0 together with Theorem 1 is enough
to prove sufficiency when [r](p) has the fixed intersection property.
Proposition 9. Let k ≥ 0, 1 ≤ p ≤ r be integers such that [r](p) has the fixed
intersection property and let G be an r-uniform hypergraph. Suppose V (p) is
partitioned into sets W1, . . . ,WR, where R =
(
r
p
)
, in such a way that for each j
and each U ⊂ Wj at most k|U | edges e ∈ E(G) satisfy e(p) ⊂ U . Then G has
an orientation such that for each p-set of vertices A there is some p-set I ⊂ [r]
such that dI(A) ≤ k.
Proof. Relabel the sets W1, . . . ,WR with p-subsets of [r] (instead of integers
1, . . . , R). By Theorem 1 we can give orienations to the edges of the induced
subgraphs G[WI ], I ∈ [r](p), in such a way that, only counting these edges,
dI(A) ≤ k whenever A ∈ WI . Now, same as in the proof of Proposition 7,
Lemma 6 allows us to give orientation to the remaining edges of G without
increasing dI(A) for any A ∈WI .
3 Fixed intersection property of [n](p) for n large
Here we prove Theorem 3 which says that [n](p) has the fixed intersection prop-
erty for pairs (n, p) with n much larger than p. We start by extending the
definitions given in the introduction to slightly greater generality.
Definition. Let p ≥ 1 be an integer and S, T sets. We say that a function
f : S(p) → T (p) fixes an intersection if there are distinct x, y ∈ S(p) such that
|f(x) ∩ f(y)| = |x ∩ y|.
Moreover, we say that S(p) has the fixed intersection property if every non-
constant function f : S(p) → S(p) fixes an intersection.
Here is a technical lemma.
Lemma 10. Let p ≥ 1 be an integer and S ⊂ N. If f : S(p) → N(p) is a
nonconstant function that is constant on M (p) for some M ⊂ S with |M | ≥
2p− 1 then f fixes an intersection.
Proof. Suppose for contradiction f does not fix an intersection. Note that
S \ M 6= ∅ as f is nonconstant.
Write M0 = M and i0 = min(S \ M0). Suppose x = x′ ∪ {i0} where
x′ ∈M (p−1)0 . Then either f(x) = f(y) or |f(x)∩ f(y)| ≤ p− 1 for all y ∈M (p)0 .
In the latter case, pick y ∈M (p)0 such that |y∩x′| = |f(x)∩f(y)|. This is possible
because |M0| ≥ 2p− 1. Then |f(x) ∩ f(y)| = |x ∩ y|, so f fixes an intersection,
contradicting our assumption. Therefore for any x as defined above and any
y ∈ M (p)0 we have f(x) = f(y). This means that f is constant on M (p)1 where
M1 = M0 ∪ {i0}.
Now write i1 = min(S \M1) and repeat the argument to conclude that f
is constant on M
(p)
2 where M2 = M1 ∪ {i1}. Repeat it again to show that f is
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constant on M
(p)
n for every n where M0 ⊂ M1 ⊂ · · · are nested sets that cover
S. But this implies f is constant on S(p). Contradiction.
We use this lemma to get the result for infinite domains.
Lemma 11. For any positive integer p, N(p) has the fixed intersection property.
Proof. Use induction on p. Clearly, theorem holds for p = 1 so suppose p ≥ 2.
Let f : N(p) → N(p) be a nonconstant function. Without losing generality
assume that f([p]) = [p]. Now c(x) = f(x) ∩ [p] for x ∈ N(p) defines a finite
colouring of N(p) where colours are subsets of [p]. By Ramsey’s theorem there is
an infinite setM ⊂ N such that c is monochromatic onM (p). Say, c(x) = C ⊂ [p]
for all x ∈M (p).
If C = ∅ pick any x ∈ (M \ [p])(p). Then |x ∩ [p]| = 0 = |f(x) ∩ f([p])|, so f
fixes an intersection.
If C = [p] then f(x) = [p] for all x ∈M (p) but this cannot happen by Lemma
10.
Now suppose C 6= ∅, [p] and write s = |C|. For fixed z ∈M (s) define
g : (M \ z)(p−s) → (N \ C)(p−s)
by g(x) = f(x ∪ z) \ C for all x ∈ (M \ z)(p−s). As f is not constant on p-sets
of M by Lemma 10, there is a choice of z for which g is not constant. Then
the induction hypothesis implies that |g(x) ∩ g(y)| = |x ∩ y| for some distinct
x, y ∈ (M \z)(p−s) and so |f(x∪z)∩f(y∪z)| = |g(x)∩g(y)|+s = |x∩y|+ |z| =
|(x ∪ z) ∩ (y ∪ z)|.
A compactness argument extracts the result for finite domains.
Corollary 12. Let p ≥ 1 be an integer. Then there is some n ≥ p+ 1 such that
every nonconstant function f : [n](p) → N(p) fixes an intersection.
Proof. Suppose not. Then for any integer n ≥ p + 1 there is a nonconstant
function fn : [n]
(p) → N(p) that does not fix an intersection. By reordering N,
if necessary, we can assume that fn([s]
(p)) ⊂
[
p
(
s
p
)](p)
for each n ≥ p + 1 and
each s ≤ n.
We define f : N(p) → N(p) as follows. For any s, there are only finitely many
choices for fn on [s]
(p) so, in particular, infinitely many fn agree on [p]. Define
f([p]) to be fn([p]) for any such n. Among these fn, infinitely many agree on
[p + 1](p). Define f on [p + 1](p) to be the same as any such fn. Among these
fn, infinitely many agree on [p+ 2]
(p) and we define f on [p+ 2](p) to agree with
these fn. Continue, at each step restricting to an infinite subsequence of the fn.
We get f that, for every N , agrees with some fn(N) on [N ]
(p). In particular, f
is nonconstant since fn(2p−1) is nonconstant on [2p − 1](p) by Lemma 10. By
Lemma 11, |f(x)∩f(y)| = |x∩y| for some distinct x, y ∈ N(p). But x, y ∈ [N ](p)
for some N so |fn(N)(x)∩ fn(N)(y)| = |x∩ y|, hence fn(N) fixes an intersection.
Contradiction.
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We get Theorem 3 as an immediate corollary.
Theorem 3. For every integer p ≥ 1 there is some n0 such that if n ≥ n0 then
[n](p) has the fixed intersection property.
4 Sparse Ramsey type counterexample
4.1 Overview
In light of Conjecture 2 and Proposition 7, we seek p ≥ 2 such that Question E
has a negative answer when r = 2p. It turns out that p = 2 works. We recall
the exact statement that we will prove.
Theorem 5. There is a 4-uniform hypergraph H satisfying:
(a) for every orientation of H there is some pair of vertices u, v such that
dI(u, v) > 0 for all I ∈ [4](2);
(b) there is a partition of V (2) into six sets V1, . . . , V6 such that e
(2) is not
contained in a single Vj for any edge e.
In particular, the answer to Question E is negative for r = 4, p = 2.
The choice p = 2 allows us to consider the elements of V (H)(2) as edges and
non-edges of a graph on vertices V (H). With this idea in mind we will deduce
Theorem 5 from a statement about graphs rather than hypergraphs.
Definition. Take six colours and partition them into three pairs. Call two
colours opposite if they are in the same pair.
Suppose A is a 4-clique of a graph whose edges are coloured with these six
colours. We say that A is special if there is a pair of opposite colours c1, c2 such
that two independent edges of A have colour c1 and the remaining four edges
have colour c2.
Lemma 13. There is a graph G satisfying:
(a) edges of G can be coloured with six colours without forming a monochromatic
4-clique;
(b) whenever the edges of G are coloured with six colours there is a monochro-
matic 4-clique or a special 4-clique.
Proof of Theorem 5 (assuming Lemma 13). LetG be a graph as given by Lemma
13. Form a 4-uniform hypergraph H on the vertices of G by taking the 4-cliques
of G as its edges (so V (H) = V (G) and E(H) = {A ∈ V (G)(4) : A(2) ⊂ E(G)}).
Property (a) of Lemma 13 for G directly implies property (b) of Theorem 5
for H.
Suppose for contradiction H does not have property (a) of Theorem 5, that
is H has an orientation D(H) such that for any pair of vertices u, v there is
some I ∈ [4](2) such that dI(u, v) = 0. In particular, there is an edge colouring
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c : E(G)→ [4](2) such that dc(e)(e) = 0 for all e ∈ E(G). As is evident from the
proof of Lemma 6 (or by a simple check), the induced colouring V (A)(2) → [4](2)
on any 4-clique A ⊂ G fixes an intersection.
Partition the set of colours [4](2) into three pairs, each consisting of two
disjoint 2-sets. Let these be the pairs of opposite colours. Property (b) of
Lemma 13 for G implies that some 4-clique A ⊂ G is monochromatic or special
under c. If we identify the vertices of A with 1, 2, 3, 4 then on A c induces a
mapping cA : [4]
(2) → [4](2). If A is monochromatic then this mapping is
cA(x) = {1, 2} for all x ∈ [4](2)
under some permutation of 1, 2, 3, 4. If A is special then under some permutation
the mapping is
cA(x) =
{
{1, 2} if x = {1, 2} or x = {3, 4}
{3, 4} otherwise.
In both cases cA does not fix an intersection, giving a contradiction.
This finishes the proof.
The proof of Lemma 13 is based on a new amalgamation method in sparse
Ramsey theory. Amalgamation (also known in literature as partite construc-
tion) was introduced by Nesˇetrˇil and Ro¨dl in [3]. There have been many more
applications of this technique. See, for example, [4, 5] or [7] for general intro-
duction.
Here is a brief outline of the method. Suppose we wish to find a graph G
that is sparse (e.g., does not contain a copy of some fixed graph) but has the
property that every colouring of its vertices with k colours contains a monochro-
matic copy of some fixed graph H. We start with a sparse t-partite graph Gˆ
with the property that if its vertices are coloured so that every vertex class is
monochromatic then there must be a monochromatic copy of H. Then a larger
t-partite graph G is formed by taking many copies of Gˆ and glueing them to-
gether in a specific way (this process usually consists of several steps). The
goal is to ensure that G is as sparse as Gˆ and that any vertex colouring of G
contains a copy of Gˆ with monochromatic vertex classes (and therefore contains
a monochromatic copy of H).
A variant of this technique is useful in finding sparse G with the property
that every colouring of its edges with k colours contains a monochromatic copy
of H. The main difference is that we start with a sparse t-partite graph with
the property that if its edges are coloured so that every pair of vertex classes
spans a monochromatic bipartite graph then there must be a monochromatic
copy of H.
Our result is of slightly different type. The sparsity condition (a) in Lemma
13 is standard but the Ramsey property (b) is not. The difference is that in-
stead of requiring a monochromatic structure that is smaller than the forbidden
structure we require a structure of the same size but not necessarily monochro-
matic.
10
To adjust for this, instead of working with t-partite graphs we use graphs
that are ‘almost’ t-partite. More specifically, vertices are partitioned into t sets
that span sparse rather than empty subgraphs.
4.2 Preparing for proof of Lemma 13
Let G and H be graphs and let k be a positive integer. We say that G is k-
edge-Ramsey for H if every colouring of the edges of G with k colours contains
a monochromatic copy (not necessarily induced) of H. Similarly, G is k-vertex-
Ramsey for H if this holds for every colouring of the vertices of G with k
colours. Note that G containing H as a subgraph is equivalent both to G being
1-edge-Ramsey for H and to G being 1-vertex-Ramsey for H.
Any t-partite graph (where t is a fixed positive integer) is considered as
having its vertex classes listed in a fixed order. More formally, any such G is a
pair ((Vi)
t
i=1, E) where (Vi)
t
i=1 is the list of vertex classes and E is the set of
edges of G. We write (Vi) to mean (Vi)
t
i=1 when there is no danger of confusion.
The order of vertex classes is respected when standard operations on graphs are
carried out. For example,
• if Gα = ((V αi )ti=1, Eα) are a family of t-partite graphs labeled by α then
their union is ⋃
α
Gα =
((⋃
α
V αi
)t
i=1
,
⋃
α
Eα
)
,
provided V αi ∩ V βj = ∅ when i 6= j. So the i-th vertex class of the union
of graphs is the union of i-th vertex classes;
• if G and H are t-partite graphs then G contains H as a subgraph if there
is an injective graph homomorphism H ↪→ G that maps each vertex class
of H into the corresponding vertex class of G;
G
H
Figure 1: G contains H.
• if G and H are t-partite graphs then G is a copy of H if there is a graph
isomorphism H ↪→ G that maps each vertex class of H onto the corre-
sponding vertex class of G.
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Let k be a fixed positive integer. Given a t-partite graph G = ((Vi), E)
for any j = 1, . . . , t we can construct a t-partite graph Aj(G), called the j-th
amalgam of G. The main property of Aj(G) is that whenever its vertices are
coloured with k colours there must be a copy of G with all vertices in Vj of the
same colour.
We construct Aj(G) as follows. Let Wj be any set with |Wj | = k|Vj |. For
any A ∈ W (|Vj |)j let GA be a copy of G whose j-th vertex class is exactly the
set A. Choose these copies in such a way that they would intersect only at
the j-th vertex class (so GA ∩ GB = A ∩ B for any A 6= B). Now define
Aj(G) =
⋃
A∈W (|Vj |)j
GA to be the union of all these copies of G.
Vj
Wj
Figure 2: Construction of the j-th amalgam.
The pigeonhole principle implies that whenever the vertices of Aj(G) are
coloured with k colours, some set A ∈W (|Vj |)j is monochromatic. Then GA is a
copy of G in Aj(G) with the j-th vertex class monochromatic. Furthermore, it
is not difficult to see that if for some s there are no s-cliques in G then there
are none in Aj(G) either. We will need a slightly stronger result.
Proposition 14. Let c : G→ X be an edge colouring without a monochromatic
copy of Ks. Then there is an edge colouring Aj(c) : Aj(G) → X without a
monochromatic copy of Ks. In other words, if for fixed k and s G is not k-edge-
Ramsey for Ks then neither is Aj(G).
Proof. Every edge e of Aj(G) is an edge of GA for a unique A ∈ W (|Vj |)j . Let
Aj(c)(e) = c(e) where on the right hand side e is considered to be an edge of
G ∼= GA. Suppose for contradiction Aj(c) produces a monochromatic copy of
Ks on vertices v1, . . . , vs. At most one of them is in Wj as it is an independent
set so we can assume v1 6∈ Wj . Now v1 ∈ GA for a unique A and we must
have vr 6∈ GA for some 2 ≤ r ≤ s since otherwise the vertices v1, . . . , vs would
span a monochromatic copy of Ks in G
A ∼= G under the colouring induced by
c, contradicting our assumption on c. But then v1vr is not an edge of Aj(G)
which is absurd.
Lemma 15. Let b, s and k be positive integers and suppose H is a graph that
is not b-edge-Ramsey for Ks. Then there is a graph G such that
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(i) G is k-vertex-Ramsey for H, and
(ii) G is not b-edge-Ramsey for Ks.
Proof. Define t = k|H| and take a t-partite graph G0 that is a union of vertex
disjoint copies of H such that for any choice of |H| vertex classes of G0 some
copy of H intersects all of them. Note that if the vertices of G0 are coloured
with k colours and each vertex class is monochromatic then there must be a
monochromatic copy of H. Since H is not b-edge-Ramsey for Ks, neither is G0.
Take G = At(At−1(· · · A1(G0) · · · )). By Proposition 14, G is not b-edge-
Ramsey for Ks. However, suppose the vertices of G are coloured with k colours.
From previous observations we know that G contains a copy G′ of
At−1(At−2(· · · A1(G0) · · · )) with the t-th vertex class monochromatic. More-
over, G′ is k-vertex-coloured so contains a copyG′′ ofAt−2(At−3(· · · A1(G0) · · · ))
with the (t− 1)st vertex class monochromatic (so in fact, both the t-th and the
(t− 1)st vertex classes of G′′ are monochromatic). Repeat this argument to de-
duce that G contains a copy of G0 with all vertex classes monochromatic. Our
construction of G0 now ensures that there is a monochromatic copy of H.
A special case is particularly useful.
Corollary 16. Let s and k be positive integers and suppose H is a graph that
contains no copy of Ks. Then there is a graph G such that
(i) G is k-vertex-Ramsey for H, and
(ii) G does not contain Ks as a subgraph.
Proof. This is Lemma 15 with b = 1.
A slightly more involved application of the method produces the following
result. It is folklore, but for completeness we outline its proof as described in
[7].
Lemma 17. Let s and k be positive integers and suppose H is a graph that does
not contain a copy of Ks. Then there is a graph G such that
(i) G is k-edge-Ramsey for H, and
(ii) G does not contain Ks as a subgraph.
Proof. Again, we will start with a t-partite graph G0 but this time choose
t = Rk(|H|), that is t is the smallest integer such that whenever the edges of
Kt are coloured with k colours we are guaranteed to get a monochromatic copy
of K|H|. Construct G0 by taking vertex disjoint copies of H in such a way that
whenever |H| vertex classes of G0 are taken there is a copy of H that intersects
them all. Note that if the edges of G0 are coloured with k colours and if every
pair of vertex classes spans a monochromatic bipartite graph then there is a
monochromatic copy of H.
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We will apply a slighty modified process of amalgamation to G0. Given a t-
partite graph Gα = ((Vi), E) and integers 1 ≤ i < j ≤ t, define a t-partite graph
A∗i,j(Gα) as follows. Let Gi,j = Gα[Vi ∪ Vj ] be the bipartite graph induced by
Gα on vertex classes Vi and Vj . Let G
∗
i,j be a bipartite graph on vertex classes
X and Y such that whenever the edges of G∗i,j are coloured with k colours,
one of its induced subgraphs isomorphic to Gi,j (with Vi ⊂ X and Vj ⊂ Y ) is
monochromatic. It is not obvious that G∗i,j exists but we defer the explanation
to the end of the proof. For every induced subgraph A ⊂ G∗i,j that is isomorphic
to Gi,j (with Vi ⊂ X and Vj ⊂ Y ), take a copy GA of Gα making sure that
GA[Vi, Vj ] = A and that the copies are disjoint everywhere else. Finally, define
A∗i,j(Gα) =
⋃
AG
A. Then A∗i,j(Gα) does not contain Ks as a subgraph (taking
induced copies of Gi,j in the previous step was crucial) and whenever the edges
of A∗i,j(Gα) are coloured with k colours we are guaranteed to get a copy of Gα
with the edges joining vertex classes Vi and Vj having the same colour.
List all pairs (i, j), 1 ≤ i < j ≤ t, in some order (i1, j1), . . . , (iT , jT ) where
T =
(
t
2
)
. Define G = A∗i1,j1
(A∗i2,j2 (· · · A∗iT ,jT (G0) · · · )) . If the edges of G
are coloured with k colours then G is bound to have a copy of G0 every pair
of vertex classes spanning a monochromatic bipartite subgraph, and hence a
monochromatic copy of H. Moreover, G does not contain Ks as a subgraph.
It remains to prove the existence of G∗i,j . For this we use the well known
Hales–Jewett theorem (see [2]). Let the vertex classes be X = V ni and Y = V
n
j
where n is a large integer. Join (x1, . . . , xn) and (y1, . . . , yn) by an edge if
x1y1, . . . , xnyn are edges in Gi,j . So if F is the set of edges of Gi,j then G
∗
i,j has
edges Fn. By the Hales–Jewett theorem, for sufficiently large n every colouring
of Fn with k colours has a monochromatic combinatorial line. It is not difficult
to see that a combinatorial line in Fn corresponds to induced copy of Gi,j .
We proceed by proving a proposition which we will use to extend the tech-
nique to non-partite graphs. Before stating it we introduce a simple construc-
tion. Given graphs G and H, define the pair graph of G and H to be the graph
obtained by taking vertex disjoint copies of G and H and joining each vertex in
the copy of G to each vertex in the copy of H by an edge. Denote this graph by
G+H and call the edges joining the copy of G to the copy of H intermediate.
Proposition 18. Let k and s be positive integers and suppose G0 and H0 are
graphs that do not contain Ks. Then there are graphs G and H such that
(i) G and H do not contain Ks, and
(ii) whenever the intermediate edges of G + H are coloured with k colours,
there is a copy of G0 + H0 with G0 ⊂ G, H0 ⊂ H and all intermediate
edges monochromatic.
Proof. By Corollary 16, there is a graph H that is k-vertex-Ramsey for H0 but
contains no s-cliques. There is also a graph G that is k|H|-vertex-Ramsey for
G0 but contains no s-cliques.
Let c be any colouring of the intermediate edges of G+H with colours [k].
It induces a vertex colouring cG : G→ [k]V (H) given by cG(x) = (c(xy))y∈V (H).
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By our choice of G, some copy G0 ⊂ G is monochromatic under cG. In other
words, the colour of an intermediate edge of G0+H only depends on its endpoint
in H and not on the one in G0. Now define a vertex colouring cH : H → [k] by
letting each vertex of H have the colour of any edge joining it to G0. Some copy
H0 ⊂ H is monochromatic under cH which means exactly that all intermediate
edges of G0 +H0 have the same colour.
4.3 Proof of Lemma 13
Let Gˆ be a fixed graph and suppose that for each vertex v ∈ Gˆ a graph Fv is
chosen, and write F = (Fv)v∈V (Gˆ) for the collection of chosen graphs. Define
the F-blowup of Gˆ, denoted by Gˆ(F), as follows.
• Each vertex v of Gˆ is replaced by a copy of Fv and these copies are pairwise
vertex disjoint.
• For every edge uv of Gˆ, each vertex of Fu is joined to each vertex of Fv
by an edge. Call such edges uv-intermediate.
• For every nonedge uv of Gˆ there are no edges between Fu and Fv.
Note that the previously introduced pair graph is a special case of a blowup:
G+H is the same as K2(G,H).
1
3
2
4
F1
F2
F3
F4
Figure 3: Construction of blowup.
Lemma 17 implies the existence of a graph F that is 6-edge-Ramsey for
K3 but contains no copies of K4. Set F0 = (F )v∈V (Gˆ), that is, a copy of F
is chosen for each vertex v ∈ Gˆ. Enumerate the edges of Gˆ as e1, . . . , en and
consider them one by one in this order. Suppose ei = uivi is considered and we
have a list of graphs Fi−1 = (Fv)v∈V (Gˆ). By Proposition 18, there are graphs
F ′ and F ′′ such that
(i) F ′ and F ′′ contain no copies of K4, and
(ii) whenever the intermediate edges of F ′+F ′′ are coloured with six colours,
we can find copies Fui ⊂ F ′ and Fvi ⊂ F ′′ with all intermediate edges of
Fui + Fvi of the same colour.
15
Replace Fui by F
′ and Fvi by F
′′ to obtain a new list Fi. Do this for all
edges in turn and use the final list Fn to form the blowup G = Gˆ(Fn).
Take any colouring c of the edges of G with six colours. By the choice of G,
it contains a copy of Gˆ(Fn−1) with the en-intermediate edges monochromatic.
Furthermore, the edges of this copy are also coloured with six colours and so
it contains a copy of Gˆ(Fn−2) with the en−1-intermediate edges monochro-
matic (so in fact, both the en-intermediate and the en−1-intermediate edges
are monochromatic). Repeat this argument to conclude that there is a copy
of Gˆ(F0) with the e-intermediate edges monochromatic for each edge e ∈ Gˆ.
Moreover, the edges of the copy of F which corresponds to a vertex v ∈ Gˆ are
coloured with six colours so it contains a monochromatic K3. Having this in
mind, c induces a colouring cˆ of both the edges and the vertices of Gˆ (so cˆ is a
total colouring) with six colours where
cˆ(v) = colour of a monochromatic K3 in the corresponding copy of F if v ∈ V (Gˆ)
cˆ(e) = colour of all e-intermediate edges in the copy of Gˆ(F0) if e ∈ E(Gˆ).
Notice that if cˆ contains
(a) a K4 with all edges of the same colour, or
(b) a vertex and an incident edge of the same colour
then c contains a monochromatic K4. Moreover, if cˆ contains
(c) an edge e both of whose endpoints have the colour opposite to the colour
of e
then c contains a special K4.
Conversely, suppose that cˆ is a total colouring of Gˆ with six colours. It
induces an edge colouring c of G with six colours where
c(e) =
{
cˆ(v) if e is an edge of the graph which corresponds to a vertex v ∈ Gˆ
cˆ(e′) if e is an e′-intermediate edge.
A monochromatic copy of K4 appears in c if and only if cˆ contains (a) or (b).
Putting this together with earlier considerations reduces the initial problem to
finding a graph Gˆ that admits a total colouring with six colours with no (a) and
(b) but whose every total colouring with six colours produces (a), (b) or (c).
Start with a graph H that is 4-edge-Ramsey for K4 but not 5-edge-Ramsey
for K4. Lemma 15 enables us to choose Gˆ that is 3-vertex-Ramsey for H but not
5-edge-Ramsey for K4. If we use five colours to colour the edges of Gˆ avoiding
a monochromatic K4 and use another colour for all the vertices, we get a total
colouring without (a) and (b). On the other hand, given a total colouring of
Gˆ with six colours, first consider the colours in each pair of opposite colours as
being the same, thereby reducing the number of colours to three. By the choice
of Gˆ, there is a copy of H with monochromatic vertex set. This means that
in the original total colouring the vertices of this copy of H are coloured using
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only one pair of opposite colours, say, red and blue. If some edge of this copy of
H is red or blue then we get (b) or (c). Otherwise, only four colours are used
for these edges so we have (a).
This concludes the proof of Lemma 13.
5 Ordered degrees
In this section we define and briefly examine the notion of ‘ordered’ degrees for
sets of multiple vertices. Let D(G) be an orientation of an r-uniform hypergraph
G. Given a pair of vertices u, v, we can define d∗12(u, v) to be the number of
edges e such that u is in the first position of D(e) and v is in the second. For
example, if E(G) = {(4, 5, 1), (4, 1, 3), (1, 4, 2)} then d∗12(1, 4) = 1.
More generally, for an ordered p-tuple of distinct vertices A = (v1, . . . , vp)
and an ordered p-tuple I = (i1, . . . , ip) ⊂ [r], the ordered I-degree of A, denoted
by d∗I(A), is the number of edges e such that the elements of D(e) in positions
labeled by I are the vertices v1, . . . , vp in this order. More formally, d
∗
I(A) is
the number of edges e such that if we write D(e) = (x1, . . . , xr) then xi1 =
v1, . . . , xip = vp.
In this section by a p-tuple we will always mean an ordered p-set without
repeated elements. For any set S we denote by Sp the family of all p-tuples with
elements from S. For example, [3]2 = {(1, 2), (1, 3), (2, 1), (2, 3), (3, 1), (3, 2)}.
Following the spirit of Theorems A, B and Question C, we can ask when an
r-uniform hypergraph G can be given an orientation such that d∗(1,2,...,p)(A) ≤ k
for all p-tuples of vertices A, where k ≥ 0 is a fixed integer.
It is easy to find a necessary condition: for any collection of p-sets U ⊂ V (p)
there can be no more than kp!|U | edges e such that e(p) ⊂ U . Indeed, every
such edge contributes to the sum∑
A∈U
∑
A∗ an
ordering of A
d∗(1,2,...,p)(A
∗)
by 1 and this sum does not exceed kp!|U |.
The proof of sufficiency is almost identical to Theorem 1.
Theorem 19. Fix integers k ≥ 0, 1 ≤ p ≤ r and let G be an r-uniform hyper-
graph. Suppose that for any U ⊂ V (p) there are at most kp!|U | edges e such
that e(p) ⊂ U . Then G has an orientation such that d∗(1,2,...,p)(A) ≤ k for every
p-tuple A ⊂ V .
Proof. Construct a bipartite graph H with vertex classes X = E(G) and Y =
V (G)p. Join e ∈ X and A ∈ Y by an edge if e contains all elements of A.
Suppose S ⊂ X and let Γ(S) ⊂ Y be the neighbourhood of S in H. All p!
permutations of any element of Γ(S) are in Γ(S) so by assumption |S| ≤ k|Γ(S)|.
By Hall’s marriage theorem there is a 1-to-k matching from X to Y . Orient
each edge e ∈ E(G) = X in such a way that the initial p-positions of D(e) are
the p-tuple to which e is joined in this matching. This produces an orientation
of G with the required property.
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A version of Question E can be asked for ordered degrees. When does an r-
uniform hypergraph G have an orientation such that for each p-tuple of vertices
A there is a p-tuple I ⊂ [r] such that d∗I(A) = 0? If p = 1 then this is covered
by Theorem D so let us assume p ≥ 2.
In contrast to the notion of ‘unordered’ degrees, it turns out that every
G has such an orientation. In fact, this can be achieved by a simple explicit
construction.
Theorem 20. Let 2 ≤ p ≤ r be integers and G an r-uniform hypergraph. Then
G has an orientation such that for each p-tuple of vertices A there is a p-tuple
I ⊂ [r] such that d∗I(A) = 0.
Proof. Without loss of generality assume that V (G) = [n]. For each edge e,
order its vertices in the increasing order.
Let A = (a1, . . . , ap) be a p-tuple of vertices. If a1 < · · · < ap then
d∗(p,p−1,...,1)(A) = 0. Otherwise, d
∗
(1,2,...,p)(A) = 0.
6 Open problems
Question E has a negative answer if (r, p) = (4, 2) which is the smallest pair for
which there is a nonconstant f : [r](p) → [r](p) that does not fix an intersection,
and our proof went by constructing a graph that is not 6-edge-Ramsey for K4
but whose every edge-colouring with colours [4](2) induces a colouring on a K4
that does not fix an intersection. It might be interesting to know if Question E
has a negative answer exactly when the conclusion of Conjecture 2 is false, and
perhaps this could be done by adapting the same construction for hypergraphs.
Question 21. Let 1 ≤ p ≤ r be integers such that [r](p) does not have the fixed
intersection property. Must there be an r-uniform hypergraph G satisfying:
(a) V (p) can be partitioned into R =
(
r
p
)
sets W1, . . . ,WR in such a way that
for any 1 ≤ i ≤ R there are no edges e such that e(p) ⊂Wi;
(b) whenever G is given an orientation there is some p-set of vertices A such
that dI(A) > 0 for all p-sets I ⊂ [r]?
Using brute-force computer search we were able to check Conjecture 2 for
cases r ≤ 5. Our main progress in the general case is achieved by showing that
pairs (r, p) with r much larger than p have the stronger property that every
nonconstant f : [r](p) → N(p) fixes an intersection (Corollary 12).
Question 22. For what choices of r and p does every nonconstant function
f : [r](p) → N(p) fix an intersection?
The interesting choices of r and p are when r is slightly larger than 2p.
Computer search reveals that this question is satisfied by (r, p) = (8, 3) but not
by (r, p) = (7, 3). Therefore Conjecture 2 cannot be proved solely by answering
this question. However, if f : [7](3) → [m](3) does not fix an intersection then m
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must be large. In fact, the smallest such m is 31. Curiously, every such f (even
if m > 31) is injective. Therefore it might be that the additional injectivity
condition, would not change the answer.
Question 23. For what choices of r and p does every injection f : [r](p) → N(p)
fix an intersection?
In Conjecture 12 we deal with functions [r](p) → [r](p). In this setting the
analogue of Question 23 is as follows.
Question 24. For what choices of r and p does every bijection f : [r](p) → [r](p)
fix an intersection?
There is a simple counting argument that shows Question 24 is satisfied by
r = Ω(p2). Suppose f : [r](p) → [r](p) is a bijection and assume f([p]) = [p] for
convenience. There are exactly
(
r−p
p
)
elements of [r](p) that do not intersect
[p] and
(
r
p
) − (r−pp ) elements that intersect [p]. So if there is no x ∈ [r](p)
such that |f(x) ∩ [p]| = |x ∩ [p]| = 0 then (rp) > 2(r−pp ) which is equiv-
alent to (1 + p/(r − p)) (1 + p/(r − p− 1)) · · · (1 + p/(r − 1)) > 2. But then
exp (p/(r − p) + · · ·+ p/(r − 1)) > 2. If r ≥ cp2 then the left hand side is at
most e1/(c−1) which is not greater than 2 provided c is large enough.
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