Abstract. In this paper we study the equilibrium energy fluctuation field of a one-dimensional reversible non gradient model. We prove that the limit fluctuation process is governed by a generalized Ornstein-Uhlenbeck process, which covariances are given in terms of the diffusion coefficient.
Introduction
In recent works, a microscopic model for heat conduction in solids has been considered (c.f. [4] , [3] , [10] ). In this model nearest neighbor atoms interact as coupled oscillators forced by an additive noise which exchange kinetic energy between nearest neighbors.
More precisely, in the case of periodic boundary conditions, atoms are labeled by x ∈ T N = {1, · · · , N }. The configuration space is defined by Ω N = (R × R) TN , where for a typical element (p x , r x ) x∈TN ∈ Ω N , r x represents the distance between particles x and x + 1, and p x the velocity of the particle x. The formal generator of the system reads as L N = A N + S N , where 1) and
with X x,x+1 = p x+1 ∂ px − p x ∂ px+1 . Here A N is the Liouville operator of a chain of interacting harmonic oscillators and S N is the noise operator.
In this work we focus on the noise operator S N , which acts only on velocities. Therefore, we restrict the configuration space to R TN . The total energy of the configuration (p x ) x∈TN is defined by
3)
The generator S N defines a diffusion process with invariant measures given by ν N y (dp) = ⊗ x∈TN
2 dp x for all y > 0. This process is not ergodic with respect to these measures, in fact, for all β > 0 the hyperspheres p 2 1 +· · ·+p 2 N = N β of average kinetic energy β are invariant sets. Nevertheless, the restriction of the diffusion to each of these hyperspheres is nondegenerate and ergodic.
In analogy to [22] (see also [18] ) , where Varadhan introduced the nongradient method, we introduce inhomogeneities into the diffusion generated by (1.2) through a differentiable function a(r, s) satisfying 0 < c ≤ a(r, s) ≤ C < ∞ and having bounded continuous first derivatives (see (2.1)). As a result, the introduction of the function a(r, s) breaks the gradient structure this diffusion.
The main result of this work is convergence of the energy fluctuation field defined in (2.6) to a generalized Ornstein-Uhlenbeck process, when the process is at equilibrium. The covariances characterizing this generalized process are given in terms of the diffusion coefficientâ(y) (see (2.7) ). This diffusion coefficient is given in terms of a variational formula which is equivalent to the Green-Kubo formula (c.f. [20] p.180). The main task of this work is to establish rigorously this variational formula.
In order to study the equilibrium fluctuations of interacting particle systems, Brox and Rost [5] introduced the Boltzmann-Gibbs principle and proved its validity for attractive zero range processes. Chang and Yau [8] proposed an alternative method to prove the Boltzmann-Gibbs principle for gradient systems. This approach was extended to nongradient systems by Lu [17] and Sellami [19] .
In what follows we describe the main features of the model we consider. The model is non gradient. This difficulty has already appeared in the work of Bernardin [3] , where there are two conserved quantities (total deformation and total energy). The energy current is not the gradient of a local function. To overcome this problem, an exact fluctuation-dissipation relation is obtained; that is, the current is written as a gradient plus a fluctuation term. On the other hand, in [10] Fritz et al studied the equilibrium fluctuations for the model given in [3] . The exact fluctuation-dissipation relation mentioned above plays a central role in the proofs of the hydrodynamic limit and the equilibrium fluctuations.
Systems for which there exists an exact fluctuation-dissipation relation are called almost gradient systems. For this kind of systems, the minimizer in the variational formula of the diffusion coefficient can be found explicitly. In our setting we do not have such an exact relation, so we use the nongradient Varadhan's method.
The only conserved quantity (total energy) is not a linear function of the coordinates of the system. In other words, the invariant surfaces are not hyperplanes. Specifically, in our case invariant surfaces are hyperspheres.
In the non gradient Varadhan's method, it is central to have a characterization of the space over which the infimum in the variational problem defining the diffusion coefficient is taken. In order to obtain such characterization, some results related to differential forms on spheres and integration over spheres are needed.
We do not have good control when dealing with large velocities. This lack of control makes the estimation of exponential moments difficult. In [3] the author manages to overcome this difficulty by adopting a microcanonical approach. Estimation of exponential moments arises in our case when trying to adapt the usual proof of tightness. Using the microcanonical approach mentioned before, lead us to an identity we are unable to prove. This identity is in fact equivalent to the one conjectured by Bernardin ([3] , lemma 6.3). To avoid the exponential estimate, we exploits the fact that Boltzmann-Gibbs principle can be interpreted as an asymptotic gradient condition (as pointed out in [7] ).
Let us finish by explaining how this paper is organized. By adapting the method introduced in [22] we identify the diffusion term (Section 4), which allows us to derive the Boltzmann-Gibbs principle (Section 5). This is the key point to show that the energy fluctuation field converges in the sense of finite dimensional distributions to a generalized Ornstein-Uhlenbeck process (Section 3). Moreover, using again the Boltzmann-Gibbs principle we also prove tightness for the energy fluctuation field in a specified Sobolev space (Section 6), which together with the finite dimensional convergence implies the convergence in distribution to the generalized OrnsteinUhlenbeck process mentioned above. In Section 7 a characterization of the space involved in the variational problem defining the diffusion coefficient is given. This characterization relies on a sharp spectral gap estimate (Appendix A) and some integrability conditions for Poisson systems studied in Appendix B. For the sake of completeness we state in Appendix C an equivalence of ensembles result.
Notations and Results
We will now give a precise description of the model. We consider a system of N particles in one dimension evolving under an interacting random mechanism. It is assumed that the spatial distribution of particles is uniform, so that the state of the system is given by specifying the N velocities.
Let T = (0, 1] be the 1-dimensional torus, and for a positive integer N denote by T N the lattice torus of length N : T N = {1, · · · , N }. The configuration space is denoted by Ω N = R TN and a typical configuration is denoted by p = (p x ) x∈TN , where p x represents the velocity of the particle in x. The velocity configuration p changes with time and, as a function of time undergoes a diffusion in R N . The diffusion mentioned above have as infinitesimal generator the following operator
where
R is a differentiable function satisfying 0 < c ≤ a(x, y) ≤ C < ∞ with bounded continuous first derivatives. Of course, all the sums are taken modulo N . Observe that the total energy defined as
i.e total energy is a conserved quantity. Let us consider for every y > 0 the Gaussian product measure ν N y on Ω N with density relative to the Lebesgue measure given by
2)
In fact, is easy to see that for smooth functions f and g in a core of the operator L N , we have for all y > 0
y (dp).
In particular, the diffusion is reversible with respect to all the invariant measures ν N y .
On the other hand, for every y > 0 the Dirichlet form of the diffusion with respect to ν N y is given by
N y (dp) .
Denote by {p(t), t ≥ 0} the Markov process generated by N 2 L N (the factor N 2 correspond to an acceleration of time). Let C(R + , Ω N ) be the space of continuous trajectories on the configuration space. Fixed a time T > 0 and for a given measure µ N on Ω N , the probability measure on C([0, T ], Ω N ) induced by this Markov process starting in µ N will be denoted by P µ N . As usual, expectation with respect to P µ N will be denoted by E µ N .
The diffusion generated by N 2 L N can also be described by the following system of stochastic differential equations
where {B x,x+1 } x∈TN are independent standard Brownian motion. Then, by Itô's formula we have that dp 2
where,
and,
We can think of W x,x+1 as being the instantaneous microscopic current of energy between x and x + 1. Observe that the current W x,x+1 cannot be written as the gradient of a local function, neither by an exact fluctuation-dissipation equation, i.e as the sum of a gradient and a dissipative term of the form L N (τ x h). That is, we are in the nongradient case. The collective behavior of the system is described thanks to empirical measures. With this purpose let us introduce the energy empirical measure associated to the process defined by
where δ u represents the Dirac measure concentrated on u.
To investigate equilibrium fluctuations of the empirical measure π N we fix once and for all y > 0 and consider the system in the equilibrium ν 
On the other hand, let {Y t } t≥0 be the stationary generalized Ornstein-Uhlenbeck process with zero mean and covariances given by
7) for every 0 ≤ s ≤ t. HereH 1 (u) ( respH 2 (u)) is the periodic extension to the real line of the smooth function H 1 (resp H 2 ), andâ(y) is the diffusion coefficient determined later in Section 4.
Consider for k > 3 2 the Sobolev space H −k , whose definition will be given at the beginning of Section 6. Denote by Q N the probability measure on C([0, T ], H −k ) induced by the energy fluctuation field Y N t and the Markov process {p N (t), t ≥ 0} defined at the beginning of this section, starting from the equilibrium probability measure ν N y . Let Q be the probability measure on the space C([0, T ], H −k ) corresponding to the generalized Ornstein-Uhlenbeck process Y t defined above.
We are now ready to state the main result of this work.
Theorem 2.1. The sequence of probability measures {Q N } N ≥1 converges weakly to the probability measure Q .
The proof of Theorem 2.1 will be divided into two parts. On the one hand, in Section 6 we prove tightness of {Q N } N ≥1 , where also a complete description of the space H −k is given. On the other hand, in Section 3 we prove the finite-dimensional distribution convergence. These two results together imply the desired result. Let us conclude this section with a brief description of the approach we follow.
Given a smooth function H : 8) where H t (·) = H(·, t) and the left hand side is the martingale
whose quadratic variation is given by
Here ∇ N denotes the discrete gradient. Recall that if H is a smooth function defined on T and ∇ is the continuous gradient, then
In analogy, ∆ N denotes the discrete Laplacian, which satisfies speaking, what makes possible this replacement is the fact that non-conserved quantities fluctuates faster than conserved ones. Since the total energy is the unique conserved quantity of the system, it is reasonable that the only surviving part of the fluctuation field represented by the last term in (2.8) is its projection over the conservative field Y N t . This is the content of the Boltzmann-Gibbs Principle (see [5] ).
Recall that in fact we are in a nongradient case. Therefore, in order to perform the replacement mentioned in the previous paragraph, we follow the approach proposed by Varadhan in [22] . Roughly speaking, the idea is to decompose the current as a sum of a gradient term plus a fluctuation term. The key point is that such a decomposition allows to study separately the diffusive part of the current and the part coming from a fluctuation term.
Convergence of the finite-dimensional distributions
We state the main result of the section. In this setting, convergence of finite dimensional distributions means that given a positive integer k, for every {t 1 , · · · , t k } ⊂ [0, T ] and every collection of smooth functions
From (2.8) we have
The idea is to use the observations made at the end of Section 2, together with x∈TN ∆ N H(x/N ) = 0, in order to replace the integral term corresponding to the current W x,x+1 by an expression involving the empirical energy fluctuation field, namely
We begin by rewriting expression (2.8) as
where F is a fixed smooth local function and
Here τ x represents translation by x, and the notation H ·t stressed the fact that functionals depend on the function H through times in the interval [0, t]. Let us now explain the reason to rewrite expression (2.8) in this way.
In Section 4 (see (4.13) and (4.14)) the following variational formula for the diffusion coefficientâ(y) is obtained.
where the infimum is taken over all local smooth functions belonging to the Schwartz space, and
With this notation we have the following result.
Theorem 3.2 (Boltzmann-Gibbs Principle). For the sequence {F k } k≥1 given above and every smooth function H :
On the other hand, a judicious choice of the function H will cancel the second term in the right hand side of (3.1). Let us firstly note that we can replace ∆ N H s by ∆H s . In fact, the smoothness of H implies the existence of a constant C > 0 such that
Denote by {S t } t≥0 the semigroup generated by the Laplacian operatorâ(y)∆. Given t > 0 and a smooth function H : T → R, define H s = S t−s H for 0 ≤ s ≤ t. As is well known, the following properties are satisfied :
where ·, · stands for the usual inner product in L 2 (T). In this way we obtain for all smooth functions H :
6) where O( 1 N ) denotes a function whose L 2 norm is bounded by C/N for a constant C depending just on H.
The following two lemmas concern the remaining terms. 
converges in distribution as k increases to infinity after N , to a generalized Gaussian process characterized by
The proofs of Lemma 3.3 and Lemma 3.4 are postponed to the end of this section. The proof of Theorem 3.2 is considerably more difficult, and Section 5 is devoted to it.
Before entering in the proof of 
where I N (H, F k ) denotes a function whose L 2 norm tends to zero as k increases to infinity after N .
Thus the random variable
tends, as N goes to infinity, to a Gaussian random variable with mean zero and variance 2y 4 {θ
which coincide with (2.7) as can be easily verified by using the explicit form of S t H in terms of the heat kernel.
Now we proceed to give the proofs of Lemma 3.3 and Lemma 3.4.
Proof of Lemma 3.3. Let us define
From the Itô's formula we obtain
is bounded above by 6 times the following sum
Since F is bounded and H is smooth, is easy to see that the first two terms are of order 1 N . Using additionally the fact that F is local, we can prove that the expectation of the sup 0≤t≤T of the third term is also of order
After rearrangement of the sum, last line can be written as
The proof is then concluded by using Doob's inequality.
Proof of Lemma 3.4. Using basic properties of the stochastic integral and the stationarity of the process, we can see that the expectation appearing in the left side of (3.8) is equal to
Translation invariance of the measure ν N y lead us to
and as N goes to infinity we obtain
Finally from (3.2), taking the limit as k tends to infinity we obtain the desired result.
Central Limit Theorem Variances and Diffusion Coefficient
The aim of this section is to identify the diffusion coefficientâ(y), which is the asymptotic component of the current W x,x+1 in the direction of the gradient. More precisely,â(y) will be the constant for which the infimum over all smooth local functions F of the expression below vanish.
Here we are considering the process generated by L and ν y , the natural extension of L N to the infinite product space Ω = R Z and the infinite product measure (2.2), respectively.
The form of the limit with respect to t appearing in (4.1) leads us to think in the central limit theorem for additive functionals of Markov processes. Let us begin by introducing some notations and stating some general results for continuous time Markov processes.
Consider a continuous time Markov process {Y s } s≥0 , reversible and ergodic with respect to invariant measure π. Denote by , π the inner product in L 2 (π) and let us suppose that the infinitesimal generator of this process
be a mean zero function on the state space of the process. The central limit theorem proved by Kipnis and Varadhan in [15] for
By standard arguments we can extend σ 2 (V, π) to a symmetric bilinear form σ 2 (V, Z, π) for V and Z in the range of (−L)
. This bilinear form represents limiting covariances, and an analog to the expression (4.2) can be easily obtained.
On the other hand, limiting variances and covariances can be viewed as norms in Sobolev spaces which are defined in the following lines. Properties of this spaces will be also used in Section 5.
It is easy to see that || · || 1 is a norm in D(L) that satisfies the parallelogram rule, and therefore, that can be extended to an inner product in D(L). We denote by H 1 the completion of D(L) under the norm || · || 1 , and by , 1 the induced inner product. Now define
and denote by H −1 the completion with respect to || · || −1 of the set of functions in L 2 (π) satisfying ||f || −1 < ∞. Later we state some well known properties of these spaces.
Property i) implies that H −1 is the topological dual of H 1 with respect to L 2 (π), and property ii) entails that the inner product , π can be extended to a continuous bilinear form on H −1 × H 1 . The preceding results remain in force when L 2 (π) is replaced by any Hilbert space.
Observe that we can express the central limit theorem variance in terms of the norms defined above. Indeed, σ 2 (V, π) is equal to
Now we proceed to see how to take advantage of the preceding general results in our context. Let L N be the generator defined by
Note that the sum is no longer periodic. Let µ N,y be the uniform measure on the sphere
and D N,y the Dirichlet form associated to this measure, which is given by
2 µ N,y (dp) .
Is not difficult to see that the measures µ N,y are ergodic for the process with generator L N . We are interested in the asymptotic behavior, as N goes to infinity, of the variance
with F (x −k , · · · , x k ) a smooth function of 2k + 1 variables. Observe that these three classes of functions are sums of translations of local functions, and have mean zero with respect to every µ N,y . We introduce ∆ N,y to denote these variances and covariances, for instance,
Observe that the functions B N and H F N belong to the range of L N , in fact
where, ψ
This in particular implies that the central limit theorem variances and covariances involving B N and H F N exist. After (4.6) they are also easily computable, which is not the case for A N .
The first difficulty appearing in adapting the nongradient method to our case is to find a spherical version of telescopic sums. Such a spherical version is obtained as a consequence of Lemma 4.5 stated below. We also state Lemma 4.2, which provides a way to evaluate some integrals over spheres. The proofs of these and other interesting results can be founded in [1] .
Where dσ n−1 denotes (n−1)-dimensional surface measure and Γ is gamma function. Corollary 4.3. There exist a constant C depending on y and the lower bound of
Proof. Observe that
Integrating by parts and applying Schwarz inequality we obtain
µ N,y (dp) , which implies the desired result.
As a consequence of Corollary 4.3 we have that the central limit theorem variances and covariances involving A N exist. In spite of that, the core of the problem will be to deal with the variance of A N which is not easily computable. 
Lemma 4.5. (Divergence Theorem) Let B n (r) = {p ∈ R n : |p| ≤ r} and S n−1 (r) = {p ∈ R n : |p| = r}. Then for every continuously differentiable function f : R n → R we have,
. Corollary 4.6 is extremely useful for us, because it provides a way to perform telescopic sums over the sphere. In fact, it implies that given −N ≤ i < j ≤ N we have
We should stress the fact that equality of the integrands is false, which is not the case in the planar setting. Now we return to the study of A N ,B N and H 
where F is formally defined by
and C is a positive constant depending uniformly on y. Although F do not really make sense, the gradients X i,i+1 ( F ) are all well defined.
Proof. i) From (4.9) and (4.6) we have that
The sum in the last line can be broken into two sums, the first one considering the indexes in {−N + 2k, · · · , N − 2k − 1} and the second one considering the indexes in the complement with respect to {−N, · · · , N − 1}. From the conditions imposed over F , when divided by N , the term corresponding to the second sum tends to zero as N goes to infinity. Then,
The desired result comes from the rotation invariance of µ N,y together with the equivalence of ensembles stated in Appendix C.
ii) This is proved in the same way as i) by using property (4.8).
iii) This is proved in the same way as i) by using property (4.9) and the fact that
iv ) This is proved in the same way as i) by using property (4.8), the fact that
v ) This is proved by the same arguments used in the preceding items together with the telescopic sum obtained in (4.10) . (4.11)
Recall that Corollary 4.3 ensures the existence of a constant C depending locally uniformly on y, such that C(2N )
which concludes the proof of Theorem 4.7.
We proceed now to calculate the only missing limit variance (the one corresponding to A N ) in an indirect way, as follows.
Using the basic inequality
together with Theorem 4.7, we obtain
Let us defineâ(y) by the relation 13) where the infimum is taken over all local smooth functions, and
(4.14)
Since the limit appearing in (4.12) does not depend of F , we have lim inf
Moreover, this limit is locally uniform in y.
We are now ready to state the main result of this section. Proof. Let us define
By definition, a(y) and l(y) are upper semicontinuous functions. In order to prove (4.16) it is enough to verify the following equality
In fact, from the definition of l(y), it is clear that lim sup
which together with (4.15) proves (4.16). Moreover, equality (4.18) together with the upper semicontinuity of l(y) gives the lower semicontinuity of a(y). Ending the proof of Theorem 4.8.
On the other hand, from the upper semicontinuity ofâ(y) together with the lower bound in (4.15) we obtain 4y 4 a(y) ≤ l(y). Therefore, it remains to check the validity of the opposite inequality, which is equivalent to prove that for every θ ∈ R
Suppose that l(y) > θ. Then, there exist a sequence y N → y such that
By i) in Lemma 4.1 we have 
and lim sup
The aim of Lemma 4.9, Lemma 4.11 and Lemma 4.13 proved below, is to use the sequence {u N } N ≥1 , together with properties (4.21) and (4.22) , in order to obtain a function ξ satisfying
Rather less obvious is the fact that i), ii) and the extra condition on X i,i+1 τ j ξ − X j,j+1 τ i ξ, imply that ξ belongs to the closure in L 2 (ν y ) of the set over which the infimum in the definition of a(y) is taken (see (4.13)). The proof of this fact is the content of Section 7.
In short, supposing l(y) > θ we will find a function ξ such that
θ . Additionally we will see that such a function belongs to the closure of {X 0,1 ( F ) : F is a local smooth function}. These two facts imply the left hand side of (4.19), finishing the proof of Theorem 4.8. Now we state and prove the lemmas concerning the construction of the function ξ endowed with the required properties. 
where y is the limit of {y N } N ≥1 .
Where E µN,y N denotes integration with respect to µ N,yN and u N is the function satisfying 
By using Lemma 4.10 stated and proved below, we can conclude the existence of a block Λ N,k of size 2k contained in {−N, · · · , N } such that N . Let us now introduce some notation. Denote by R N the rotation of axes defined as
For an integer i > 0 we denote by R 
Now we proceed to check that (4.24) and (4.25) are satisfied by the sequence of functions {u
Because of the invariance under axes rotation of the measure µ N,yN , together with the relation
for all x such that {p x , p x+1 } ⊂ Λ k . Then, summing over x we obtain that the left hand side of (4.24) is equal to 
which in turns is equal to y 2 N , proving (4.24). Using Jensen's inequality, and an analogous argument as the one used in the preceding lines, we obtain that
is bounded above by
for all x such that {p x , p x+1 } ⊂ Λ k . This implies (4.25) after adding over x, using relation (4.26) and taking the superior limit as N goes to infinity.
Now we state and proof the technical result used to derive 4.26. Proof. It is enough to check the case where 2k is a factor of m. In fact, in the opposite case we can consider periodic sequences of size 2km instead of the originals ones
. Therefore we can suppose that m = 2kl for some integer l, and define for i ∈ {1, · · · , l}
where Λ i = {2k(i − 1), · · · , 2ki}. We want to conclude that (4.28) is valid for at least one of the Λ i 's. Let us argue by contradiction.
Suppose that √ 2kβ i > α i γ 1 2 for every i = 1, · · · , l. Adding over i and using the first part of hypothesis (4.27), we obtain
By squaring both sides of the last inequality we have,
which is in contradiction with the second part of hypothesis (4.27). Now we proceed to take, for each positive integer k, a weak limit of the sequence {u
Proof. Consider the linear functionals Λ
. From (4.30) and the Cauchy-Schwartz inequality we obtain the existence of a constant C such that
, for every w ∈ P k . By a diagonal argument we can draw a subsequence for which the limits of Λ N i,i+1 (w) exist for all w ∈ P k . Moreover, passing to the limit and extending to the whole space L 2 (R 2k+1 ; ν y ), we get linear functionals Λ i,i+1 satisfying
On the other hand, consider the linear functionals Λ N defined by
N w] . Because of (4.30), (4.20) and Poincare's inequality we have
for a constant C depending only on k. Then, by the very same arguments used above, we get a linear functional Λ satisfying
Finally, it follows from (4.31) and (4.32) the existence of a function u k satisfying
, and therefore, satisfying (4.29) and (4.30). Now using the sequence { u k } k∈N we construct a sequence of functions {u k ′ } k ′ ∈M indexed on an infinite subset of N, each one depending on the variables p −k ′ , · · · , p k ′ . This sequence will satisfy, besides (4.29) and (4.30), an additional condition regarding the contribution of the terms near the boundary of {−k ′ , · · · , k ′ } to the total Dirichlet form.
Lemma 4.12. There exist a sequence of functions {u k ′ } k ′ ∈M indexed on an infinite subset of N, each one depending on the variables p −k ′ , · · · , p k ′ , satisfying (4.29), (4.30) and
blocks of size k 1/8 , and consider the sequence { u k } k∈N obtained in Lemma 4.11. Because of (4.30), for every k > 0 there exist
Define for each k > 0 the function
Is easy to see that the sequence {u k ′ } k ′ satisfies the desired conditions. Finally, we obtain the weak limit used in the proof of Theorem 4.8.
35)
and the integrability conditions
Proof. For all integer k > 0 define
It is clear from the definition of ζ k that E νy [ζ k ] = 0 and
Therefore, after (4.29) it follows that E νy [p 0 p 1 ζ k ] = y 4 . Moreover, by using Schwarz inequality, translation invariance of the measure and condition (4.30), we obtain
Now consider the sequence {ξ k } k≥1 defined by
Since the preceding sequence is uniformly bounded in L 2 (ν y ), there exist a weak limit function ξ ∈ L 2 (ν y ). Clearly, the function ξ satisfies (4.33), (4.34) and (4.35). In addition, an elementary calculation shows that (4.36) and (4.37) are satisfied by ξ k up to an error coming from a small number of terms near the edge of [−k ′ , k ′ ]. Then, in view of Lemma 4.12, the final part of the lemma is satisfied as well.
Boltzmann-Gibbs Principle
The aim of this section is to provide a proof for Theorem 3.2. In fact, we will prove a stronger result that will be also useful in the proof of tightness. Namely,
. We begin localizing the problem. Fix an integer M that shall increase to infinity after N . Being l and r the integers satisfying N = lM + r with 0 ≤ r < M , define for j = 1, · · · , l
where s k is the size of the block supporting F k . Define the remaining block as B l+1 = {lM + 1, · · · , N }. With this notations we can write
with,
Observe that V 1 is a sum of functions which depends on disjoint blocks, and contains almost all the terms appearing in the left hand side of (5.1), therefore, V 2 and V 3 can be considered as error terms. In order to prove Theorem 3.2 it suffices to show
for each V i separately.
The following is a very useful estimate of the time variance in terms of the H −1 norm defined in (4.4).
See Lemma 2.4 in [16] or Proposition 6.1 in [13] for a proof .
Remark 5.2.
A slightly modification in the proof given in [16] permit to conclude that, for every smooth function h :
Moreover, in our case we have
for functions {V Bj } l j=1 depending on disjoint blocks. The proof of (5.2) will be divided in three lemmas. Proof. By Proposition 5.1, the expectation in the last expression is bounded above by the sum of the following three terms
Here C H represents a constant depending on H and T , that can be multiplied by a constant from line to line.
Using the variational formula for the H −1 norm (see (4.4)) we can see that the expression in (5.3) is equal to
From the definition given in (2.4) we have
Performing integration by parts in the two inner products, we can write the quantity inside the sum as 1 2 sup
which by the elementary inequality 2ab ≤ A −1 a 2 + Ab 2 , is bounded above by
Then the expression in (5.3) is bounded above by
The same is true for the term corresponding to (5.4), which coincides with (5.3) if we take a(r, s) ≡ 1. Since F k is a local function supported in a box of size s k and ν N y is translation invariant, we have for all
, which implies that the expression in (5.5) is bounded by
, ending the proof. 
Proof. Recall that the expectation in the last expression is by definition
The smoothness of the function H allows to replace ∇ N H s (x/N ) into each sum in the last expression by ∇ N H s (x * j /N ), where x * j ∈ B j (for instance, take x * j = (j − 1)K + 1 ), obtaining
By proposition 5.1 and Remark 5.2, the quantity in the preceding line is bounded above by
Using the variational formula for the H −1 norm given in (4.4) and the convexity of the Dirichlet form, we are able to replace (
above. In addition, by translation invariance of the measure ν N y we can bound this expression by
By the equivalence of ensembles stated in Appendix C and the fact that l N ∼ 1 M , the limit superior, as N goes to infinity, of the last expression is bounded above by
The last line can be written as
by using the notation introduced in Section 4. For that, it suffices to replace M by 2M+1 from the beginning of this section. Here B M correspond to the current in a block, and is not to be confused with the notation used for the blocks themselves. On the other hand, it is easy to check that the variance appearing in (5.6) is equal to
Therefore, thanks to Theorem 4.7 and Theorem 4.8, if we divide by M and take the limit as M goes to infinity at both sides of last expression, we can conclude that
By the definition of the sequence {F k } k≥1 (see (3.2)), the limit as k goes to infinity of the last term is equal to zero.
Tightness
Let us firstly introduce some notation in order to define a space in which fluctuations take place and in which we will be able to prove tightness. Let −∆ be the positive operator, essentially self-adjoint on L 2 ([0, 1]) defined by
where C 
where , stands for the inner product in L 2 ([0, 1]). We have from the spectral theorem for self-adjoint operators that
This is valid also for negative k. In fact, if we denote the topological dual of H k by H −k we have
The H −k -inner product between the distributions f and g can be written as and the Markov process {p N (t), t ≥ 0} defined in Section 2, starting from the equilibrium probability measure ν N y . We are now ready to state the main result of this section, which proof is divided in lemmas.
In order to establish the tightness of the sequence {Q N } N ≥1 of probability measures on C([0, T ], H −k ), it suffices to check the following two conditions (c.f. [13] 
Let us recall that for every function H ∈ C 2 (T) we have
The quadratic variation of the martingale {M N t (H)} t≥0 is given by
We begin by giving the following key estimate.
Lemma 6.2. There exist a constant B = B(y, T ) such that for every function H ∈ C 2 (T) and every N ≥ 1 8) and by Doob's inequality together with the fact that a(·, ·) ≤ C we have
Proof. From the definition of the fluctuation field it is clear that
From Proposition 5.1 of Section 5 and the variational formula given in (4.4) we obtain
After integration by parts, the first term in the expression into braces can be written as
which by Schwartz inequality is bounded above by
νy .
Thus,
Corollary 6.3. Condition (6.5) is valid for k > 3 2 . Proof. From (6.4) and Lemma 6.2 we obtain lim sup
The proof is then concluded by using Chebychev's inequality.
In view of (6.4) and Lemma 6.2 we reduce the problem of equicontinuity as follows.
Therefore, the series appearing in the first line of the above expression is uniformly convergent in δ if k > 3 2 . Thus, in order to verify condition (6.6) it is enough to prove
We analyze separately the terms corresponding to M N t and Z N t (see 6.7). In next lemma we state a global estimate for the martingale part.
Lemma 6.4. For every function H and every m ∈ N, there exists a constant C depending only on m such that
Proof. Denote the continuous martingale M N t (H) by M t , and let C m be a constant depending only on m which can change from line to line.
Using the explicit expression for the martingale and applying Itô's formula we have
Explicit calculations lead us to
thus, by stationarity and applying Hölder's inequality for space and time we obtain
. (6.10)
In terms of the function f (t) =
and integrating we obtain
The proof ends by using the last line to estimate the right hand side of (6.10).
In order to pass from this global estimate to a local estimate, we will use the Garcia's inequality. 
Lemma 6.6. For every function H ∈ C 2 (T),
Proof. Taking p(u) = √ u and ψ(u) = u 6 in Lemma 6.5 we get
which implies the desired result.
Observe that the integral in (6.11) is finite, which permits to apply Lemma 6.5. In fact, as a consequence of Lemma 6.4 and Kolmogorov-Čentsov theorem, we have α-Hölder continuity of paths for α ∈ [0,
The proof of Theorem 6.1 will be concluded by proving the following lemma.
Proof. Recall that the expectation appearing above is by definition
Now we take advantage of the decomposition obtained for the current in the preceding sections, which allows to study separately the diffusive part of the current and the part coming from a fluctuation term. For this we add and subtract
, obtaining that (6.12) is bounded above by 3 times the following sum
The first term tends to zero as k tends to infinity after N. In fact, this is the content of the Boltzmann-Gibbs Principle proved in Section 5. Performing a sum by parts and using Schwartz inequality together with the stationarity, we can see that the second term is bounded above bŷ
We can replace in the last line p 2 x by [p 2 x − y 2 ] (because of periodicity), obtaining that this expression is bounded above by
For the third term we add and subtract
is the martingale defined after equation (3.1) . In that way we obtain that this term is bounded above by 2 times the sum of the following two terms,
Since the functions F k are local and belong to the Schwartz space, we can handle the first term in the same way as we did with M N t (H) in Lemma 6.4 and Lemma 6.6 . The second term tends to zero as N goes to infinity, as stated in Lemma 3.3.
The Space H y
The aim of this section is to define the space H y and prove the characterization that was used in the proof of Theorem 4.8. Let us begin by introducing some notation.
Let Ω = R Z and p = (· · · , p −1 , p 0 , p 1 , · · · ) a typical element of this set. Define for i ∈ Z the shift operator τ i : Ω → Ω by τ i (p) j = p j+i , and τ i f (p) = f (τ i p) for any function f : Ω → R. We will consider the product measure ν y on Ω given by
2 ) √ 2πy dp. Let us define A = ∪ k≥1 A k , where A k is the space of smooth functions F depending on 2k + 1 variables. Given F ∈ A k we can consider the formal sum
and for i ∈ Z the well defined
The formal invariance F (τ (p)) = F (p) lead us to the precise covariance
Recall that X i,j = p j ∂ pi − p i ∂ pj . Given F ∈ A and i ∈ Z, X i,i+1 ( F ) is well defined and satisfies
Finally we define the following set
In terms of the notation introduced above, the variational formula obtained in (4.13) for the diffusion coefficient can be written aŝ
As is well known, if we denote by H y the closure of B y in L 2 (ν y ), then
and the infimum will be attained at a unique ξ ∈ H y . At the end of the proof of Theorem 4.8 we used an intrinsic characterization of the space H y . In order to obtain such a characterization, we can first observe that defining ξ = X 0,1 ( F ) for F ∈ A, the following properties are satisfied:
Now we can claim the desired characterization. Proof. The goal is to find a sequence (F N ) N ≥1 in A, such that the sequence {X 0,1 ( F N )} N ≥1 converges to ξ in L 2 (ν y ). As is well known, the strong and the weak closure of a subspace of a Banach space coincide, therefore it will be enough to show that {X 0,1 ( F N )} N ≥1 converges weakly to ξ in L 2 (ν y ). Firstly observe that for any smooth function F (p −k , · · · , p k ) we can rewrite X 0,1 ( F ), by using (7.2), as
Roughly speaking, the idea is to use the criteria obtained in Appendix B to integrate the system (B.1) in order to find a function F such that ξ is approximated by the sum in the first term of (7.4), and then to control the border terms. We define 5) where ξ i,i+1 (p) = τ i ξ(p), F N −N is the sub σ-field of Ω generated by {p −N , · · · , p N } and ϕ is a smooth function with compact support such that 0 ≤ ϕ ≤ 1 and ϕ(y 2 ) = 1. We introduce this cutoff in order to do uniform bounds later.
Since ν y is a product measure and the part corresponding to ϕ is radial, the set of functions {ξ (2N ) i,i+1 } −2N ≤i≤i+1≤2N even satisfies conditions iii) and iv). Therefore, after Theorem B.1 the system
N ] is radial and the integration was performed over spheres,
is still a solution of the system (7.6). Therefore, without lost of generality, we can suppose that
= y 2 ] = 0 for every y ∈ R + . This will be useful when applying the spectral gap estimate.
In order to construct the desired sequence firstly define
Using (7.4) for g (N,k) and averaging over k we obtain that
where, 3 N is demonstrated. We stress the fact that weak convergence to zero of each border term is false. However, weak convergence to zero of the sequence {R
is true, as ensured by Lemmas 7.5, 7.6 and 7.7.
, is weakly convergent to ξ.
Before entering in the proof of the lemmas, let us state two remarks.
Moreover, by translation invariance we have
i,i+1 (τ −i p)ν y (dp) = A ξ 0,1 (p)ν y (dp) .
Since in addition ξ
, and therefore,
Remark 7.3. A strong law of large numbers is satisfied for (p 2 i ) i∈Z . In fact we have
Lemma 7.4 (Middle terms). For i = 1, 2, 3 we have
Proof. The convergence to zero as N tends to infinity of I 
and then we decompose it as J 1 N + y 2 J 2 N , where
Firstly observe that
Being the expectation into last expression bounded by
On the other hand, writing explicitly the conditional expectation appearing in J 2 N we see that
2 νy(dp).
Rewrite the integral into last expression as
2 ν y (dp) .
Using the fact that ϕ is a Lipschitz positive function bounded by 1 and satisfying ϕ(y 2 ) = 1, we get that |J 2 N | 2 is bounded by
where a ∧ b denote the minimum of {a, b}. Therefore, taking expectation and using the strong law of large numbers together with the dominated convergence theorem, the convergence to zero as N tends to
Lemma 7.5 (Bounding border terms). The sequences {R
Proof. Recall that
Using the fact that X N +k,N +k+1 = p N +k+1
, we can rewrite last line as the sum of the following two terms.
By Schwartz inequality and (7.6) we can see that the L 2 (ν y ) norm of the first term is bounded by
. After integration by parts, the second term can be written as
(7.7) Denote by σ j,N +k+1 the interchange of coordinates p j and p N +k+1 . Using exchange invariance of the measure, we can see that the conditional expectation appearing in last expression is equal to
. This permits to introduce a telescopic sum which will serve later to obtain an extra 1 N in order to use a spectral gap estimate. Indeed, we decompose (7.7) as the sum of the following two terms.
By Schwartz inequality, the square of the conditional expectations appearing in last expressions are respectively bounded by
for a universal constant C. Therefore, again by Schwartz inequality, we can see that the L 2 (ν y ) norms of (7.8) and (7.9) are respectively bounded by
and
Observe that 3N/4 k=N/2 p 2 N +k can be uniformly estimated because of the cutoff introduced in (7.5) .
Using the spectral gap estimate obtained in Appendix A we can bound (7.10) by a constant, and thanks to the basic inequality
we can see after telescoping, that (7.11) is also uniformly bounded.
Lemma 7.6 (Characterization of weak limits). Every weak limit function of the sequence {R
is of the form cp 0 p 1 for some constant c. Proof. Let us firstly consider the sequence {R 1 N } N ≥1 . In Lemma 7.5 we obtain a decomposition of R 1 N as the sum of two terms, one of which converges to zero in L 2 (ν y ). The other term, namely (7.7), is equal to
It was also proved that
, therefore it contains a weakly convergent subsequence, say {p 0 p 1 h 1 N ′ } N ′ . By similar arguments as in the proof of Lemma 7.5, we can conclude that {h
contains a weakly convergent subsequence, whose limit will be denoted by h 1 .
Applying the operator X i+i+1 in the two sides of (7.12) and using Schwartz inequality, is easy to see that
which implies that X i,i+1 h 1 = 0 for {i, i+1} ⊆ {0, −1, −2, · · · }. This, together with the fact that the function h 1 just depends on {p 0 , p −1 , p −2 , · · · }, permit to conclude that h 1 is a constant function, let's say c. Therefore
This proves that for every weakly convergent subsequence of {R 1 N } N ≥1 there exist a constant c such that the limit is cp 0 p 1 . Exactly the same can be said about {R Appendix A. Spectral Gap
We investigate in this section the spectral gap for the dynamics induced by the infinitesimal generator given by
with associate Dirichlet form defined as
It is enough to consider a ≡ 1 and y = 1, so we omit the subindex y in ν N y . The idea will be to relate our model with a similar one, known as the Kac's model, whose spectral gap is already known. Specifically, we find a relation between their Dirichlet forms and use it to obtain the desired spectral gap estimate for our model.
The generator of the Kac's model is defined for continuous functions as
1 2π is the (N-1)-dimensional sphere of radius r centered at the origin and σ r stands for the uniform measure over this sphere. In order to study the spectral gap is enough to treat with the unitary sphere, in which case we omit the subindex.
This dynamics was used by Kac as a model for the spatially homogeneous Boltzmann equation. A complete description of this model can be founded in [6] .
Let us state the spectral gap estimate obtained in [12] for the Kac's model.
Lemma A.1 (Janvresse). There exist a constant C such that for all f ∈ L 2 (S N −1 ) we have
where E σ [f ; g] denotes the covariance between f and g with respect to σ. (A.5)
Finally we state the main result of this section, which follows from the preceding inequality, Lemma A.1, and the next well known formula
where ω N denotes the surface area of S N −1 .
Lemma A.2. There exists a positive constant C such that, for every f ∈ L 2 (R N ) satisfying S N −1 (r) f dσ = 0 for all r > 0, we have
2 Φ N dp .
Appendix B. Some Geometrical Considerations
The aim of this section is to establish conditions over a given set of functions ξ i,i+1 : R n+1 → R for 1 ≤ i ≤ n , which ensure the existence of a function g : R n+1 → R satisfying
where X x,y = p y ∂ px − p x ∂ py . Observe that the vector fields X i,j act on spheres. In fact, we are interested in solving (B.1) over spheres. The results obtained in this section will be used in the proof of Theorem 7.1 in Section 7.
Let us remark that for 1 ≤ i < j ≤ n we have
where [, ] stands for the Lie bracket. Thus, the existence of such a function g : R n+1 → R satisfying (B.1) give us some necessary conditions over the family {ξ i,i+1 }, namely X i,i+1 (ξ j,j+1 ) = X j,j+1 (ξ i,i+1 ) if i + 1 = j , (B.3) p i+1 X j,j+1 (ξ i,i+1 ) − p i+1 X i,i+1 (ξ j,j+1 ) = p j+1 ξ i,i+1 + p i ξ j,j+1 , (B.4) for 1 ≤ i < j ≤ n. We state the main result of this section.
Theorem B.1. Let ξ i,i+1 : R n+1 → R for 1 ≤ i ≤ n be a a set of functions satisfying conditions (B.3) and (B.4). Then, for every r > 0 there exists a function g r : S n (r) → R such that X i,i+1 (g r ) = ξ i,i+1 on S n (r) .
The approach we adopt to prove this result consist in defining over each sphere S n (r) an ad hoc differential 1-form ω r . Conditions (B.3) and (B.4) will imply the closeness of ω r , which in view of Proposition B.3 below implies the existence of the desired g r . Now we state two well known results in differential geometry.
Appendix C. Equivalence of Ensembles
In this work we need to consider equivalence of ensembles for unbounded functions. The same is required in [2] where, by means of a modification on the arguments in [9] , a proof of the following statement is given. 
