In this paper the problem of restoring an image distorted by a linear space-invariant (LSI) point-spread function (psf) which is not exactly known is formulated as the solution of a perturbed set of linear equations. The regularized constrained total least-squares (RCTLS) method is used to solve this set of equations. Using the diagonalization properties of the discrete Fourier transform (DFT) for circulant matrices, the RCTLS estimate is computed in the DFT domain. This signi cantly reduces the computational cost of this approach and makes its implementation possible even for large images. An error analysis of the RCTLS estimate, based on the mean-squared-error (MSE) criterion is performed to verify its superiority over the constrained total least-squares (CTLS) estimate. Numerical experiments for di erent psf errors are performed to test the RCTLS estimator for this problem. Objective and visual comparisons are presented with the linear minimum mean-squared-error (LMMSE) and the regularized least-squares (RLS) estimates. Our experiments show that the RCTLS estimator reduces signi cantly ringing artifacts as compared to the two other approaches.
I Introduction
Restoration of degraded images is an important problem because it allows the recovery of lost information from the observed degraded image data 2]. Two kinds of degradations are usually encountered: spatial degradations (e.g., the loss of resolution) caused by blurring and point degradations (e.g., additive random noise), which a ect only the gray levels of the individual picture points. Common types of spatial blurring are due to atmospheric turbulence, lens aberrations and motion. Common types of point degradations are photochemical, photoelectronic and electronic random noise. Spatial degradations, due to their low-pass nature, are ill-conditioned, therefore di cult to invert in the presence of noise 2, 4] . The purpose of image restoration is to produce the best estimate of the source image, given the recorded data and some a priori knowledge. Regularization is a general and very e ective approach in ill-posed recovery problems 4]. According to this approach, to obtain the \best" solution, recorded data and a priori knowledge are used in a complementary way. The smoothness properties of the image are captured by the regularization operator while the regularization parameter trades o delity to the available data to smoothness of the solution 21, 6] .
Traditionally, the point-spread function (psf) of a spatially degrading system is assumed to be known 2]. Realistically speaking, however, the analyst is often faced with imprecise knowledge of the psf. For example, such instances could occur in medical imaging, in astronomy, and in photography. In these cases there are various reasons that do not allow the precise knowledge of the psf. For example, in positron emission tomography (PET), measurement of the true psf of the instrument is di cult 10], in astronomy atmospheric turbulence yields a time-varying psf, in photography the camera with which a picture was taken may not be available. In those cases two approaches have been taken. With the rst approach, restoration and simultaneous identi cation of the unknown/partially known psf is attempted, see for example 13, 14, 19, 24] , or the psf estimation from noisy measured data taken from a known point-source is performed prior to restoration 20] . The latter is the common practice in the astronomical community and it may be the source of errors in the psf. With the second approach, a random variation is used to model the uncertainties in the psf and this random model is incorporated in the restoration algorithm. In other words, with the second approach, more precise estimation of the psf is not attempted, see for example 3, 5, 9, 22, 23] .
In 22, 23, 9] , the psf was assumed to contain a known deterministic mean and an additive random component with known statistics. A linear minimum mean-squared-error lters (LMMSE) were developed that explicitly incorporated the random component of the psf. In 3], a similar problem was solved using the theory of projections onto convex sets 25]. Fan 5] addressed for the rst time the problem of restoring one-dimensional signals from noisy measurements of both the psf and the observed data as a regularized constrained total least-squares (RCTLS) problem. The data formation equation for this problem is the noise perturbed set of linear equations, H f = g, where the matrix H models the blurring system and g and f are the observed and source data, respectively. It is well known, that total leastsquares (TLS) is a technique for solving this set of noise contaminated equations 7, 11] . The constrained total least-squares (CTLS) technique handles e ectively the case when the noise elements in both H and g are linearly related and have equal variances 1]. In 5] it was assumed that both H and g are subject to the same errors that are modeled as additive noise. Accordingly, the proposed restoration scheme in 5] is based on a modi ed version of the CTLS approach as presented in 1]. The modi cation proposed in 5] was the addition of a regularization term to the function used for the CTLS formulation in 1]. The minimization of this function resulted in the RCTLS estimator. In addition, a perturbation analysis was performed and the bias and the variance of the RCTLS and the CTLS estimators were compared. However, the mean-squared-error (MSE) of the two estimators was not compared.
In this paper the problem of restoring an image degraded by additive noise and a linear space-invariant (LSI) system which is not known exactly is examined. The image formation equation for this problem is similar to the one used in 5]. However, we assume that H and g are subject to di erent errors that are modeled as additive noises with di erent statistical properties. Accordingly, the proposed restoration scheme is based on a modi ed version of the RCTLS approach as presented in 5] . Since the main focus of our work is the restoration of images the computational cost of the proposed lter is a major consideration. The RCTLS estimate in 5] is hard to compute for large one-dimensional signals let alone images. Therefore, in this paper the circulant approximation for the psf and the diagonalization properties of the discrete Fourier transform (DFT) are used. The bene ts of this approximation are threefold: First, using the DFT domain, the computations required by the RCTLS lter are decoupled into a set of much simpler ones, and thus, the implementation of the RCTLS lter is very e cient even for very large images. Second, unlike 5] where only the identity operator can be used for regularization operator, a general operator is used in our formulation. Based on the correspondence between constrained least-squares and maximum-a posteriori (MAP) estimation, see for example 6], the use of the identity operator implies that the underlying signal is white. For most signals of interest this is an unrealistic approximation which yields suboptimal results. Finally, using the DFT domain, a more conclusive study of the RCTLS and CTLS estimators than in 5] is performed. The MSEs of the two estimators are compared and we show that the MSE of the RCTLS estimator is smaller than its CTLS counterpart. Furthermore, the bounds for the regularization parameters that minimize the MSE of the RCTLS estimate are found. In addition, we show that the MSE analysis of the RLS estimator in 6] can be obtained as a special case of the MSE analysis of the RCTLS estimator.
The rest of the paper is organized as follows. In Section II the image restoration problem with an incorrectly known psf is formulated as a CTLS problem. In Section III we present the RCTLS approach and propose the unconstrained minimization of the RCTLS functional in the DFT domain. The error analysis is performed in Section IV where we examine the MSE behavior of the RCTLS estimator for small noise levels. In Section V experimental comparisons with the LMMSE and the RLS estimators, for di erent types of psf errors, are provided. Finally, in Section VI we present our conclusions and suggestions for future research.
II Constrained Total Least-Squares Image Restoration
We assume that the N 1 psf can be represented by h = h + h ; (1) where h and h 2 R N are the known and the error (unknown) components of the psf, respectively. The unknown component of the psf is modeled as independent identically distributed (iid) noise, with zero mean and variance h 2 . The justi cation for this assumption is twofold: First, it is the most generic model that one can use when no prior knowledge about the nature of the true psf is available. Second, it simpli es the subsequent analysis of the proposed estimator.
The observation vector g is also subject to errors. We assume that g is contaminated by
iid zero mean additive noise with variance g 2 . Furthermore, the noises in the observed data and the psf are assumed uncorrelated. In several instances the components of H may be algebraically related. This is the case when the blurring operator is circulant. Then, the error component of the psf matrix H is also circulant. In this case it is expedient both for computational and modeling purposes to represent H; g] in terms of a single vector that contains all the independent noise components 1]. Therefore, we de ne the unknown normalized noise vector u 2 R 
We can therefore write
2 ) = u t W u ; (14) where W is a 2N 2N diagonal matrix given by
A similar CTLS functional as in Eq. (14) was derived in 1] assuming the same statistical properties of the noise in H and g. In 1] it was also shown that using a Gaussian setting the CTLS estimate is equivalent to a ML estimate. In our formulation, it is easy to see that the functional in Eq. (14) does not take into consideration the variance of the noise in H and g. Therefore, for our CTLS formulation instead of minimizing the functional u t W u, we minimize u t u = kuk 2 2 . By de ning a proper norm to weight all noise components equally, we minimize u t u = kuk 2 2 and preserve the equivalency between our CTLS estimator and a ML one. This guarantees that our CTLS estimator has a number of desirable properties as the one in 1] (minimum variance among unbiased estimators and asymptotic e ciency 15], among others).
Equations (2) and (3) can be reformulated as follows, (17) is the N 2N matrix with circulant structure, given below L = 2 6 6 6 6 6 6 6 4 (19) subject to H f ? g + L u = 0 : (20) III Regularized Constrained Total Least-Squares Image Restoration
The determination of the source function f in Eq. (2), given the recorded data g and knowledge of the psf is an inverse problem. The solution of the image restoration problem corresponds mathematically to the existence and uniqueness of an inverse transformation of Eq. (2) . If the inverse transformation does not exist, then there is no mathematical basis for recovering f from g, but there may be a practical basis for asserting that something very close to f can be recovered. Problems for which there is no inverse transformation are said to be singular. On the other hand, an inverse transformation may exist but not be unique. Finally, even if the inverse transformation exists and is unique, it is ill-conditioned, meaning that trivial perturbations in g can produce nontrivial perturbations in f 21, 2] . Therefore, one must select the proper solution from an in nite family of candidate solutions. The proper solution is usually derived from various combinations of available prior information about the estimated signal and appropriate criteria of performance in the solution.
One of the most powerful approaches to overcome these di culties in ill-posed problems is regularization 21, 4] . According to this approach, to select the proper solution, recorded data and a priori knowledge are used in a complementary way 12, 6]. In 6] the leastsquares (LS) and the regularized least-squares (RLS) restored images were compared when H is exactly known. It was rigorously shown that the RLS estimate is a better estimate than the LS estimate, based on the MSE criterion. Motivated by this, we propose next the RCTLS formulation. In Section IV this choice is mathematically justi ed.
According to the regularization approach the minimization in Eq. (19) is replaced by the minimization of min f fkuk 2 2 + kQ fk 2 2 g ; (21) subject to H f ? g + L u = 0 ; (22) where Q is the regularization operator and is a positive parameter known as the regularization parameter 12]. Equation (21) has the same physical foundation as the ordinary RLS, introduced for the rst time in 12] and used widely thereafter. The role of the regularization operator is to incorporate prior knowledge about f into the restoration process (see for example 12, 4, 6] ). The smoothness of f is the prior knowledge on which the selection of Q is usually based.
The addition of the regularization term to Eq. (19) can also be viewed as converting a ML estimation problem to a maximum-a posteriori (MAP) one, when a Gaussian setting is assumed 4, 18] . In this context Q t Q plays the role of the inverse covariance of the assumed prior distribution (see for example 4, 6] ). Therefore, the problem of nding a good regularization operator and good regularization parameter, can be replaced by estimating the covariance matrix (or power spectrum, in the DFT domain) of the source signal.
Equation (21) 
Substituting Eq. (24) into Eq. (21), the RCTLS formulation in Eqs. (21) and (22) is equivalent to minimizing a nonlinear function P(f) with respect to f, where P(f) is de ned
The above equation can be further simpli ed, noting that
to obtain
Equation (28) represents the transformation of the constrained minimization problem, in Eqs. (21) and (22), into an unconstrained one. Hence, the RCTLS solution of Eq. (21) and Eq. (22) 
IV Perturbation Analysis of the RCTLS Estimator
Due to the nonlinear character of the RCTLS problem, the error analysis of the RCTLS estimator appears to be an intractable problem. Therefore, we resort to a perturbation analysis 1, 5, 7] to derive an analytic formula for the MSE of the RCTLS estimate.
The necessary condition for a minimum of Eq. (28) is that its gradient is equal to zero. It is interesting to note that Eqs. (44), (47), (50) and (51) 44), (47), (50) and (51), the bias, the covariance, and the lower and upper bounds for RLS of the RLS estimator in 6] are obtained, respectively.
We denote the value of where the minimum error occurs as mse . Then, " is a decreasing function for 0 mse and an increasing function for mse < 1. Thus, for any in 0 mse , we have " RCTLS < " CTLS . Furthermore, H in many applications has some eigenvalues close to zero. In this case, from Eqs. (46) and (49) we get that tr C( ! 0)] > tr bb t ( ! 1)] which implies that for 0 < 1, we have " RCTLS < " CTLS .
From the discussion in the previous paragraph it is clear that the RCTLS estimate is in general a better estimate than the CTLS one, in the MSE sense. Obviously, the bias introduced by the regularization term in Eq. (21) was a price well worth paying, since it reduced the total MSE error. Similar observations were made in 6], where the MSE error of the LS and RLS estimates was compared, and the results obtained there are the special case of the ones presented here.
V Numerical Experiments
In this section numerical experiments are presented to test the proposed restoration algorithm. The RCTLS approach is compared to the LMMSE and the RLS approaches.
The LMMSE lter used for this comparison has been reformulated to include the errors in the psf as additive signal-dependent noise 22, 9] . Starting from Eq. (2), it is easy to show that in the DFT domain, for circulant H and autocorrelation matrix R f = Eff f t g, the modi ed LMMSE (Wiener) estimate of f is given bŷ
; i = 0; 1; : : : ; N?1 ;
where the S ff (i)'s are the power spectrum coe cients (eigenvalues of R f ) of the source image. To estimate the S ff (i)'s we used the periodogram of the source image. Furthermore, to achieve better results, we regularized the LMMSE estimate 2] as followŝ
where LMMSE was computed using the source image to yield the minimum MSE for 0 LMMSE < 1. In other words, in all our experiments we compared the RCTLS estimate with the best possible LMMSE estimate, based on the knowledge of the source image. The RCTLS and the RLS lters necessitate the determination of the regularization parameter and the regularization operator Q. The Laplacian operator was used as the regularization operator 6], for both methods. For comparison purposes, for the RLS lter, we used the optimal in the MSE sense which was computed using the source image. In all our experiments the same value of h 2 was supplied to both LMMSE and RCTLS lters. For the RCTLS lter, the parameter was selected by a trial and error approach, without knowledge of the source image, based only on visual inspection of the results.
As objective measure of performance, the improvement in signal-to-noise-ratio (ISNR ) was used. It is de ned by ISNR = 20 log kf ? gk 2 kf ?fk 2 ;
where f, g andf are the original, degraded and estimated signals, respectively.
For the blur, in all the experiments presented in this paper we used a Gaussian shaped psf which is given by h(i; j) = c exp 
In what follows, we present three experiments where di erent types of approximations of the true psf were used to test the proposed method. More experiments can be found in 16]. The 256 256 \Lena" image, shown in Fig. 1 , was used as a source image in the experiments presented in this paper. Experiment 1 In this experiment the Gaussian shaped psf used to blur the source image had variance 2 = 6:25. The psf used for restoration by all three lters was the previous one corrupted with additive white Gaussian noise of variance h 2 = 8 10 ?7 . For both psf 's the region of support was 29 29 pixels. Gaussian noise with g 2 = 1:0 was used as g. The corresponding ISNR values for this experiment are given in Table 1 . The degraded and restored images with the LMMSE, RLS and RCTLS methods are shown in Figs. 2a, 2b, 2c and 2d, respectively. Experiment 2
In this experiment we assumed that the variance 2 of the Gaussian shaped psf is incorrectly known. The psf used to blur the observed image had 2 = 9, while the psf used by all three restoration lters had 2 = 16. For both psf 's the region of support was 31 31 pixels. Additive white Gaussian noise with variance g
The corresponding ISNR values for this experiment are given in Table 2 . The degraded and restored images with the LMMSE, RLS and RCTLS methods are shown in Figs. 3a, 3b, 3c and 3d, respectively. Experiment 3 A Gaussian shaped psf extending over 17 17 pixels with variance 2 = 4 and additive Gaussian noise with variance 2 g = 1:0 were used to degrade the original image. A twodimensional linear approximation of the Gaussian shaped psf was used for restoration by all three lters. The projections of the equiheight lines of the true and assumed erroneous psf are shown in Fig. 4 . The ISNR values for this experiment are given in Table 3 . Degraded and restored images using the LMMSE, RLS and RCTLS lters, are shown in Figs. 5a , 5b, 5c and 5d, respectively.
From our experiments we observe that the RCTLS method, even though it did not use the knowledge of the source image, as for the LMMSE lter and to a less extend for the RLS lter, outperformed both of them both visually and objectively based on the ISNR metric. In addition we observed that the RCTLS lter outperformed more decisively the LMMSE and the RLS lters around the image edges. Furthermore, this di erence was more pronounced when the error in the psf was systematic rather than random. Our explanation for these observations is based on the fact that random errors in the psf tend to average out in smooth areas of the image. Thus, the errors in the observed data are bigger around the edges, rather than in the smooth areas of the image. Furthermore, the errors in the observed data are, in general, bigger in cases of systematic rather than random error in the psf.
For the implementation of the RCTLS lter we minimized Eq. (30) with respect to the real and the imaginary parts of F(i), for every discrete frequency i, using the DavidonFletcher-Powell optimization algorithm in 17]. The gradient required by this algorithm was found in closed form. As a starting point of this algorithm we used the degraded signal and for every frequency the algorithm converged in less than 5 iterations. For a 256 256 gray scale image the computations of the RCTLS estimator required 1-2 minutes on a SUN-SPARC10 workstation, thus, requiring overall 2-3 times more time than the other two methods. Because of the non-convex nature of P(F(i))'s in Eq. (30) we used a number of initial conditions (the source image, the degraded and the restored images by the LMMSE and the RLS lters) to test the point of convergence of our algorithm. In all cases we found that this selection did not alter the solution to which our algorithm converged.
VI Conclusions
In this paper we introduced a regularized constrained total least-squares (RCTLS) formulation of the image restoration problem, when the point-spread function (psf) is not known accurately. Using the diagonalization properties of the discrete Fourier transform (DFT), we derived the RCTLS estimate in the DFT domain, thus, making possible its implementation for large images. We performed a perturbation analysis of this estimate and showed its advantages over the CTLS one. As a special case of the perturbation analysis in this paper, we obtained the mean-squared-error (MSE) analysis of the regularized least-squares (RLS) estimator 6]. In all our experiments, both in this paper and in 16], the proposed approach showed the ability to outperform both the RLS and the LMMSE estimates. In the case of systematic psf error the RCTLS approach outperformed dramatically the other two methods based on both objective MSE-based metrics and subjective visual criteria. For the RLS lter, since no provision was made in the restoration algorithm to include the inaccuracies in the psf, the observed superiority of the RCTLS lter was expected. However, in the comparison with the regularized modi ed LMMSE lter, the RCTLS lter overcame the \handicap" of not having any information about the source image. This demonstrated beyond any doubt the advantages of the proposed approach for restoration problems where the knowledge of the psf is erroneous.
Concluding this paper two comments are in line. First, using the diagonalization properties of the DFT it is relatively straightforward to derive a regularized TLS (RTLS) estimator based on the minimization of u t W u in Eq. (14) . However, in this case, as already mentioned earlier, this estimator does not have an ML interpretation and thus the desirable properties that stem from it. We veri ed this by deriving and experimentally comparing the RTLS estimator to the RCTLS one. In all our experiments we found that the RCTLS estimator yields higher ISNRs than the RTLS one. Second, the RCTLS estimator can be generalized to handle color noise models for the errors in both H and g. If the covariance matrices of these errors are circulant the DFT domain expression of the RCTLS estimator will contain their eigenvalues instead of h 2 and g 2 . This generalization can be very useful in cases that additional prior knowledge about the nature of the error in the psf is available. For example, a psf which is band or space-limited and the bandwidth or the spatial support are known. Therefore, a value of the parameter can be found such that the total MSE of the RCTLS estimate is smaller than the MSE of the CTLS estimate.
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