means that, for every (z, z ′ ) ∈ Z 2 , ξ Cz − Cz ′ 2 ≤ z − z ′ , Cz − Cz ′ [21, Proposition 4.4] . For notions of operator theory, we refer the reader to the textbooks [21, 22] or to the papers [17, 23] . Let us consider the monotone inclusion 0 ∈ Mz + Cz, (2) whose solution set is supposed nonempty. Let z (0) ∈ Z be some initial estimate of a solution and let γ > 0 be some real parameter. The classical forward-backward iteration, to find a solution of (2), consists in iterating
where we denote by N = (N + Id) −1 the resolvent of an operator N and Id is the identity. This method, proposed by Mercier [24] , was further developed by many authors [25] [26] [27] [28] [29] [30] [31] .
A not-so-well known extension of the forward-backward iteration consists in relaxing it. Let (ρ (i) ) i ∈N be a sequence of relaxation parameters. The iteration becomes:
Forward-backward iteration for (2) : for i = 0, 1, . . .
We can mention [32, Theorem 25.8] as the first convergence result, to our knowledge, about the relaxed forward-backward iteration, with a smaller relaxation range than in Theorem 2.1 below, though.
We can remark that the explicit mapping from z (i) to z (i+ 1 2 ) in (4) can be equivalently written under the implicit form:
The now standard convergence result for the forward-backward iteration is the following: Theorem 2.1 (forward-backward algorithm (4) ) Let z (0) ∈ Z. Let γ ∈ (0, 2ξ ). Set δ = 2−γ /(2ξ ). Let (ρ (i) ) i ∈N be a sequence in [0, δ ] such that i ∈N ρ (i) (δ − ρ (i) ) = +∞. Then the sequence (z (i) ) i ∈N defined by the iteration (4) converges weakly to a solution of (2).
This result is [33, Lemma 4.4 ], see also [21, Theorem 26.14] . The proof relies on the Krasnosel'skiȋ-Mann theorem [21, Proposition 5.16 and Proposition 5.34] , and the fact that the operator T = (γ M + Id) −1 • (Id − γC), which maps z (i) to z (i+ 1 2 ) , is (1/δ )-averaged. Moreover, the fixed points of T are the solutions to (2) , as is clearly visible in (5) .
We can allow γ = 2ξ in Theorem 2.1, but in this case δ = 1 and we cannot set ρ (i) = 1. Since we are interested in over-relaxation, we write all theorems such that ρ (i) = 1 can be used, if no relaxation is wanted.
We can note that in this algorithm, like in every algorithm of the paper, the sequence (z (i+ 1 2 ) ) i ∈N converges to the same solution as (z (i) ) i ∈N . For any i, z (i+ 1 2 ) may be a better estimate of the solution than z (i) , since it is in the domain of M; that is, Mz (i+ 1 2 )
∅.
We can also remark that if γ is close to 2ξ , δ is close to 1, so that overrelaxation cannot be used.
This explains why the relaxed forward-backward iteration is not so well known. Now, let P be a bounded, self-adjoint, strongly positive, linear operator on Z. Clearly, solving (2) is equivalent to solving 0 ∈ P −1 Mz + P −1 Cz. (6) Let Z P be the Hilbert space obtained by endowing Z with the inner product (x, x ′ ) → x, x ′ P = x, Px ′ . Then P −1 M is maximally monotone in Z P [21, Proposition 20.24 ]. However, the cocoercivity of P −1 C in Z P has to be checked on a case-by-case basis. The preconditioned forward-backward iteration to solve (6) is Preconditioned forward-backward iteration for (2) : for i = 0, 1, . . . z (i+ 1 2 ) = (P −1 M + Id) −1 (z (i) − P −1 Cz (i) ) z (i+1) = z (i) + ρ (i) (z (i+ 1 2 ) − z (i) ).
The corresponding convergence result follows: Theorem 2.2 (preconditioned forward-backward algorithm (7) ) Suppose that P −1 C is χcocoercive in Z P , for some χ > 1 2 . Set δ = 2 − 1/(2χ ). Let z (0) ∈ Z and let (ρ (i) ) i ∈N be a sequence in [0, δ ] such that i ∈N ρ (i) (δ − ρ (i) ) = +∞. Then the sequence (z (i) ) i ∈N defined by the iteration (7) converges weakly to a solution of (2) .
Proof This is a straightforward application of Theorem 2.1 in Z P instead of Z, with γ = 1. Weak convergence in Z P is equivalent to weak convergence in Z, and the solution sets of (2) and (6) are the same.
We can remark that the explicit mapping from z (i) to z (i+ 1 2 ) in (7) can be equivalently written under the implicit form:
If C = 0, the forward-backward iteration reduces to the proximal point algorithm [21, 34] . Let us give a formal convergence statement for the preconditioned proximal point algorithm. Let M : Z → 2 Z be a maximally monotone operator. The problem is to solve 0 ∈ Mz, (9) whose solution set is supposed nonempty. Let z (0) ∈ Z and let (ρ (i) ) i ∈N be a sequence of relaxation parameters. The relaxed and preconditioned proximal point algorithm consists in the iteration:
Proximal point iteration for (9) : for i = 0, 1, . . .
The mapping from z (i) to z (i+ 1 2 ) in (10) can be equivalently written as
The convergence of the proximal point algorithm can be stated as follows: Theorem 2.3 (proximal point algorithm (10) ) Let z (0) ∈ Z and let (ρ (i) ) i ∈N be a sequence in [0, 2] such that i ∈N ρ (i) (2 − ρ (i) ) = +∞. Then the sequence (z (i) ) i ∈N defined by the iteration (10) converges weakly to a solution of (9). 
The case where C is affine
Let us continue with our analysis of the forward-backward iteration to solve (2) . In this section, we suppose that, in addition to being ξ -cocoercive, C is affine; that is, C : z ∈ Z → Qz + c, for some bounded, self-adjoint, positive, nonzero, linear operator Q on Z and some element c ∈ Z. We have ξ = 1/ Q , where the operator norm of Q is Q = sup Qz : z ∈ Z, z ≤ 1 . Now, we can write (5) as
where
So, the forward-backward iteration (4) can be interpreted as a preconditioned proximal point iteration (10), applied to find a zero of M +C! Since P must be strongly positive, we must have γ ∈ (0, ξ ), so that the admissible range for γ is halved. But in return, we get the larger range (0, 2) for relaxation.
Hence, we have the following new convergence result:
Then the sequence (z (i) ) i ∈N defined by the iteration (4) converges weakly to a solution of (2) .
Proof In view of (11) and (12) , this is Theorem 2.3 applied to the problem (9) with M + C as the maximally monotone operator.
Now, let us assume that Z is of finite dimension. Then we can improve the range (0, ξ ) for γ in Theorem 2.4 into (0, ξ ]. For this, let A be a linear operator from Z to some finite-dimensional real Hilbert space U, such that A * A = Q. For instance, A = √ Q, the unique positive self-adjoint linear operator on Z such that √ Q √ Q = Q. In many cases, Q = A * A for some A in the first place, for instance in least-squares problems, see below. We do not need to exhibit A, the fact that it exists, in finite dimension, is sufficient here. Then we can rewrite the problem (2) as 0 ∈ A * Id A + M ′ z, where M ′ · = M · +c. To solve such an inclusion involving two monotone operators and one linear operator, the operator version [33, [35] [36] [37] of the Chambolle-Pock algorithm [38] , which is detailed in Section 4, can be used. Starting at any pair of elements z (0) ∈ Z and u (0) ∈ U, it iterates:
Then (z (i) ) i ∈N converges to a solution z ⋆ , with 0 ∈ Qz ⋆ + c + Mz ⋆ , if the parameters τ > 0 and σ are such that τ σ /ξ ≤ 1 and (ρ (i) ) i ∈N is a sequence in [0, 2] such that i ∈N ρ (i) (2 − ρ (i) ) = +∞; see [33, Theorem 3.3] and [37] for two different proofs, where we emphasize the difficulty of allowing τ σ = ξ . So, set σ = 1; the condition for convergence becomes τ ≤ ξ . Then the z-update becomes z (i+ 1 2 ) = τ M (z (i) − τA * Az (i) − c) and we can discard the variable u, which is not used any more.
Thus, we recover exactly, once again, the forward-backward iteration (4) . It is remarkable that the forward-backward iteration can be viewed as a particular case of the Chambolle-Pock algorithm, which itself can be viewed as a Douglas-Rachford algorithm [37] . This is specific to C being affine, however.
Note that there is no reason for σ = 1 in the Chambolle-Pock algorithm to be the best value in practice; we may want to use the Chambolle-Pock algorithm with another value; but this requires the knowledge of A and A * , and not only Q = A * A. We can also note that linear convergence of the forward-backward can be proved if Q is strongly positive, which is not the case for the Chambolle-Pock algorithm. Hence, we have the following convergence result, which extends Theorem 2.4 with the possibility of setting γ = ξ : Theorem 2.5 (forward-backward algorithm (4), affine case) Suppose that Z is of finite dimension. Let z (0) ∈ Z, let γ ∈ (0, ξ ] and let (ρ (i) ) i ∈N be a sequence in [0, 2] such that i ∈N ρ (i) (2 − ρ (i) ) = +∞. Then the sequence (z (i) ) i ∈N defined by the iteration (4) converges to a solution of (2).
Thus, if γ = ξ , we can set ρ (i) = 1.49 according to Theorem 2.1; with Theorem 2.4, we can do better and set ρ (i) = 1.99.
So, which value of γ should be used in practice? If Q is badly conditioned and we do not use overrelaxation (ρ (i) = 1), γ close to 2ξ is probably the best choice. If Q is well conditioned and we still do not use overrelaxation, γ = ξ may be a better choice. Indeed, if Q = (1/ξ )Id and γ = ξ , then z (1) (1) is a solution to (2) , so that the algorithm converges in one iteration! In any case, a value of γ less than ξ is not interesting. So, the authors' recommendation for a given practical problem is to try the two settings: γ = (2 − ϵ)ξ , for a small ϵ > 0, and ρ (i) = 1 on one hand, γ = (1 − ϵ)ξ and ρ (i) = 2 − ϵ on the other hand.
Applications to convex optimization
Let X be a real Hilbert space. In the following, we denote by Γ 0 (X) the set of convex, proper, lower semicontinuous functions from X to R ∪ {+∞} [21] . For any function f ∈ Γ 0 (X), we define its proximity operator [39] as
It is well known that prox = ∂f = (∂f + Id) −1 , where ∂f is the subdifferential of f [21] . There are fast and exact methods to compute the proximity operator of a large class of functions [13, 40, 41] , see also the website http://proximity-operator.net .
Let f ∈ Γ 0 (X) and let h : X → R be a convex and Fréchet differentiable function with β-Lipschitz continuous gradient ∇h, for some real β > 0. We consider the convex optimization problem
where the solution set is supposed nonempty. The well known Fermat's rule [21, Theorem 27.2] states that the problem (16) is equivalent to (2) with M = ∂f , which is maximally monotone, and C = ∇h, which is ξ -cocoercive, with ξ = 1/β [21, Corollary 18.17] . Hence, it is natural to use the forward-backward iteration to solve (16) . Let γ > 0, let x (0) ∈ X and let (ρ (i) ) i ∈N be a sequence of relaxation parameters. The forward-backward iteration is:
Forward-backward iteration for (16) : for i = 0, 1, . . .
As a direct consequence of Theorem 2.1, we have:
Theorem 2.6 (forward-backward algorithm (17) ) Let x (0) ∈ X and let γ ∈ (0, 2/β). Set δ = 2−γ β/2. Let (ρ (i) ) i ∈N be a sequence in [0, δ ] such that i ∈N ρ (i) (δ −ρ (i) ) = +∞. Then the sequence (x (i) ) i ∈N defined by the iteration (17) converges weakly to a solution of (16) .
Now, let us focus on the case where h is quadratic:
for some bounded, self-adjoint, positive, nonzero, linear operator Q on X and some element c ∈ X.
A very common example is a least-squares penalty, in particular to solve inverse problems [5] ; that is,
for some bounded linear operator A from X to a real Hilbert space Y and some element ∈ Y. Clearly, (19) is an instance of (18) with Q = A * A, where A * is the adjoint of A, and c = A * . We have, for every x ∈ X,
So, β = Q . Set P = 1 γ Id − Q. We can remark that the update in (17) can be written as:
where we introduce the norm · P : x → x, Px . So, x (i+ 1 2 ) can be viewed as being obtained by applying the proximity operator of f + h with the preconditioned norm · P . Hence, as a direct consequence of Theorem 2.5, we have:
Then the sequence (x (i) ) i ∈N defined by the iteration (17) converges to a solution of (16).
The Loris-Verhoeven algorithm
Let X and U be two real Hilbert spaces. Let ∈ Γ 0 ( U) and let h : X → R be a convex and Fréchet differentiable function with β-Lipschitz continuous gradient ∇h, for some real β > 0. Let L : X → U be a bounded linear operator. Often, the template problem (16) of minimizing the sum of two functions is too simple and we would like, instead, to minimize
where the solution set is supposed nonempty. We assume that there is no simple way to compute the proximity operator of • L. The problem (22) is equivalent to the monotone inclusion
To get rid of the annoying operator L, we introduce an auxiliary variable u ∈ ∂ (Lx), which shall be called the dual variable, so that the problem now consists in finding x ∈ X and u ∈ U such that
The interest in increasing the dimension of the problem is that we obtain a system of two monotone inclusions, which are decoupled: ∂ and ∇h appear separately in the two inclusions. So, equivalently, the problem is to find a pair of objects z = (
The operator M :
think of the forward-backward iteration to solve the problem (25) . However, to make the resolvent of M computable with the proximity operator of , we need preconditioning. The solution consists in the iteration, that we first write in implicit form:
where τ > 0 and σ > 0 are two real parameters,
). It is not straightforward to see that this yields an explicit iteration. The key is to remark that we have
so that we can update the primal variable x (i+ 1 2 ) , once the dual variable u (i+ 1 2 ) is available. So, the first step of the algorithm is to construct u (i+ 1 2 ) . It depends on Lx (i+ 1
2 ) , which is not yet available, but using (27), we can express it using x (i) and LL * u (i+ 1 2 ) . This last term is canceled in the preconditioner P to make the update explicit. That is,
where we recall that the conjugate function [21, Corollary 16.30] . We also recall the Moreau identity, which allows computing the proximity operator of * from the one of , and conversely [13] :
Let us define the dual convex optimization problem associated to the primal problem (22):
If a pair (x, u) ∈ X × U is a solution to (25) , then x is a solution to (22) and u is a solution to (34) .
Thus, let τ > 0 and σ > 0, let x (0) ∈ X and u (0) ∈ U, and let (ρ (i) ) i ∈N be a sequence of relaxation parameters. The primal-dual forward-backward iteration, which we call the Loris-Verhoeven iteration is:
Loris-Verhoeven iteration for (22) and (34) :
This algorithm was first proposed by Loris and Verhoeven, in the case where h is a least-squares term [42] . It was then rediscovered several times and named Primal-Dual Fixed-Point algorithm based on the Proximity Operator (PDFP2O) [43] or Proximal Alternating Predictor-Corrector (PAPC) algorithm [44] . The above interpretation of the algorithm as a primal-dual forward-backward iteration has been presented in [45] . We can note that the Loris-Verhoeven iteration can be rewritten by adding auxiliary variables a (i) = ∇h(x (i) ) and b (i) = L * u (i) , for i ∈ N, so that there is only one call to ∇h and L * per iteration:
Loris-Verhoeven iteration for (22) and (34):
As an application of Theorem 2.2, we obtain the following convergence result:
Then the sequences (x (i) ) i ∈N and (u (i) ) i ∈N defined by the iteration (35) converge weakly to a solution of (22) and to a solution of (34), respectively.
Proof In view of (26) and (8), this is Theorem 2.2 applied to the problem (25) . For this, P must be strongly positive, which is the case if and only if στ
The following result makes it possible to have στ L 2 = 1; it is a consequence of the analysis in [37] of the PD3O algorithm [46] , of which the Loris-Verhoeven algorithm is a particular case. See also [43, Theorem 3.4 and Theorem 3.5] for the same result, but without relaxation. (35) ) Suppose that X and U are of finite dimension. Let x (0) ∈ X and u (0) ∈ U. Let τ ∈ (0, 2/β) and σ > 0 be such that στ L 2 ≤ 1. Set δ = 2 − τ β/2. Let (ρ (i) ) i ∈N be a sequence in [0, δ ] such that i ∈N ρ (i) (δ −ρ (i) ) = +∞. Then the sequences (x (i) ) i ∈N and (u (i) ) i ∈N defined by the iteration (35) converge to a solution of (22) and to a solution of (34), respectively.
Theorem 3.2 (Loris-Verhoeven algorithm
According to Theorem 3.2, if X = U is of finite dimension and L = Id, we can set σ = 1/τ and the Loris-Verhoeven iteration becomes
So, we can discard the dual variable and we recover the forward-backward iteration (17) . It is interesting that in this primal algorithm, there is an implicit dual variable u (i+1) = −∇h(x (i) ) + (x (i) − x (i+ 1 2 ) )/τ , which converges to a solution of the dual problem; that is, to a minimizer of h * (−u)+ * (u).
Again, let us focus on the case where h is quadratic; that is, h : x → 1 2 x, Qx + x, c , for some bounded, self-adjoint, positive, nonzero, linear operator Q on X and some element c ∈ X. We have β = Q . We can rewrite the primal-dual inclusion (26) , which characterizes the Loris-Verhoeven iteration (35) , as
As an application of Theorem 2.4, we have: 
Furthermore, we can apply Theorem 2.5 to allow τ = 1/β. Indeed, we want to solve 0 ∈ P −1 Mz + P −1 Cz in Z P , with P defined in (26) . We have P −1 C : (x, u) → (τQx + τc, 0), which is affine and 1/(τ β)-cocoercive in Z P . Hence, as a direct application of Theorem 2.5, we have: Theorem 3.4 (Loris-Verhoeven algorithm (35) , quadratic case) Suppose that X and U are of finite dimension. Let x (0) ∈ X and u (0) ∈ U. Let τ ∈ (0, 1/β] and σ > 0 be such that στ L 2 < 1. Suppose that (ρ (i) ) i ∈N is a sequence in [0, 2] such that i ∈N ρ (i) (2−ρ (i) ) = +∞. Then the sequences (x (i) ) i ∈N and (u (i) ) i ∈N defined by the iteration (35) converge to a solution of (22) and to a solution of (34), respectively.
The Chambolle-Pock algorithm
We now consider a similar problem to (22) , but this time we want to make use of the proximity operators of the two functions. So, let X and U be two real Hilbert spaces. Let f ∈ Γ 0 (X) and ∈ Γ 0 ( U). Let L : X → U be a bounded linear operator. We want to
where the solution set is supposed nonempty. Under mild conditions on f and called qualification constraints [21, Theorem 27.2], (39) is equivalent to solving 0 ∈ ∂f (x) + L * ∂ (Lx).
Again, to get rid of the annoying operator L, we introduce an auxiliary variable u ∈ ∂ (Lx), which shall be called the dual variable, so that the problem now consists in finding x ∈ X and u ∈ U such
Let us define the dual convex optimization problem associated to the primal problem (39):
If a pair (x, u) ∈ X × U is a solution to (41) , then x is a solution to (39) and u is a solution to (42) .
Indeed, we have
Lx ∈ (∂ ) −1 (u)
x ∈ (∂f ) −1 (−L * u) .
so that u is solution to 0 ∈ (∂ ) −1 (u)−L(∂f ) −1 (−L * u), which is exactly the first-order characterization of a solution to (42) .
To solve the primal and dual problems (39) and (42) jointly, Chambolle and Pock proposed the following algorithms [38] , see also [47, 48] :
Chambolle-Pock iteration, form I, for (39) and (42): for i = 0, 1, . . .
Chambolle-Pock iteration, form II, for (39) and (42):
We can note that the Chambolle-Pock algorithm is self-dual: if we apply the Chambolle 
The Chambolle-Pock iteration form II satisfies the same primal-dual inclusion, but with −L replaced by L in P.
Hence, the Chambolle-Pock iteration is a preconditioned primal-dual proximal point algorithm and, as a consequence of Theorem 2.3, we have [33, Theorem 3.2]: Theorem 4.1 (Chambolle-Pock algorithm (44) or (45) ) Let x (0) ∈ Xand u (0) ∈ U. Let τ > 0 and σ > 0 be such that στ L 2 < 1. Let (ρ (i) ) i ∈N be a sequence in [0, 2] such that i ∈N ρ (i) (2 − ρ (i) ) = +∞. Then the sequences (x (i) ) i ∈N and (u (i) ) i ∈N defined either by the iteration (44) or by the iteration (45) converge weakly to a solution of (39) and to a solution of (42), respectively.
In addition, the first author proved that in the finite dimensional setting, one can set στ L 2 = 1 [33, Theorem 3.3], see also [37] for another proof. Thus, we have: (44) or (45) ) Suppose that X and U are of finite dimension. Let x (0) ∈ X and u (0) ∈ U. Let τ > 0 and σ > 0 be such that στ L 2 ≤ 1. Let (ρ (i) ) i ∈N be a sequence in [0, 2] such that i ∈N ρ (i) (2 − ρ (i) ) = +∞. Then the sequences (x (i) ) i ∈N and (u (i) ) i ∈N defined either by the iteration (44) or by the iteration (45) converge to a solution of (39) and to a solution of (42), respectively.
The difference between Theorems 4.1 and 4.2 is that στ L 2 = 1 is allowed in the latter. This is a significant improvement: in practice, one can set σ = 1/(τ L 2 ) in the algorithms and have only one parameter left, namely τ , to tune. Moreover, if X = U and L = Id, the problem is (48) and by setting σ = 1/τ in the Chambolle-Pock algorithm, the Douglas-Rachford method [25, 30, 50, 51] is recovered as a special case: (48) :
Douglas-Rachford iteration for
Note that the Douglas-Rachford algorithm is not a primal-dual proximal point algorithm, since the operator P above is not strongly positive any more. So, its weak convergence is difficult to establish; it was shown only in 2011 [51] . However, if X is of finite dimension, convergence is easy to show. For this let us define the auxiliary variable
The Douglas-Rachford iteration only depends on this concatenated variable, not on the full pair (x (i) , u (i) ), and we can rewrite it as: (48) : for i = 0, 1, . . .
or, equivalently, (48) : for i = 0, 1, . . .
One can show that
Since this operator is averaged, we get weak convergence of (s (i) ) i ∈N to some element. But in infinite dimension, one cannot invoke continuity arguments, so one cannot deduce that (x (i+ 1 2 ) ) i ∈N converges. In a finite-dimensional setting, however, the proximity operator is continuous, so that one can indeed conclude that (x (i+ 1
The Douglas-Rachford algorithm is equivalent to the Alternating Direction Method of Multipliers (ADMM). The ADMM goes back to Glowinski and Marocco [52] , and Gabay and Mercier [53] . This algorithm has been studied extensively, see e.g. [50, [54] [55] [56] [57] [58] [59] [60] . Its equivalence with the Douglas-Rachford algorithm is well known [27, 50, 61] . The ADMM was rediscovered by Osher et al. and called Split Bregman Algorithm [62, 63] ; this method has received significant attention in image processing [55, [64] [65] [66] [67] . The equivalence between the ADMM and the Split Bregman Algorithm is now well established [47, 63, 68] . Meanwhile, the ADMM has been popularized in image processing by a series of papers of Figueiredo, Bioucas-Dias et al. , e.g. [69] [70] [71] .
Let us consider a slightly modified version of the Douglas-Rachford algorithm, which we will use in the next section. Let X be a real Hilbert space and let f ∈ Γ 0 (X), ∈ Γ 0 (X), c ∈ X. We consider the problem: minimize
The dual problem is minimize
We again suppose that f and satisfy some qualification constraints [21, Corollary 27.6] , so that the solution set of 0 ∈ ∂f (x) + ∂ (x) + c is nonempty. Adding the linear term x, c does not add any difficulty: one can apply the Douglas-Rachford algorithm above to minimizef + , wherẽ f = f + ·, c , using the fact that prox τf (x) = prox τ f (x − τc). So, the Douglas-Rachford algorithm is Douglas-Rachford iteration for (54) : for i = 0, 1, . . .
Using the Moreau identity (33) and starting from the form (49), we can write the algorithm as Douglas-Rachford iteration for (54) : for i = 0, 1, . . .
As an application of [21, Corollary 28.3], we have: (57)) Let x (0) ∈ X and u (0) ∈ X. Let τ > 0. Let (ρ (i) ) i ∈N be a sequence in [0, 2] such that i ∈N ρ (i) (2 − ρ (i) ) = +∞. Then the sequences (x (i) ) i ∈N and (u (i) ) i ∈N defined by the iteration (57) converge weakly to a solution of (54) and to a solution of (55), respectively. Moreover, (u (i+ 1 2 ) + (i+ 1 2 ) + c) i ∈N converges strongly to 0.
Theorem 4.3 (Douglas-Rachford algorithm
If one wants to implement the Douglas-Rachford algorithm like in (57) , which may be interesting if the proximity operators of the conjugate functions are simple, it is better to use the scaled variablẽ x = x/τ − c: Douglas-Rachford iteration for (54) : for i = 0, 1, . . .
and, after a certain number of iterations, use x (i+ 1 2 ) = τ (x (i+ 1 2 ) + c), which is in the domain of f , as an estimate of a minimizer of f + .
The generalized Chambolle-Pock algorithm
Let X, U, V be real Hilbert spaces. Let f ∈ Γ 0 ( V) and ∈ Γ 0 ( U). Let K : X → V and L : X → U be nonzero bounded linear operators. We consider the following problem, generalizing (39) :
where the solution set is supposed nonempty. We suppose that f and satisfy some qualification constraints, so that the solution set of 0 ∈ K * ∂f (Kx) + L * ∂ (Lx) + c is nonempty. The dual problem is minimize
Clearly, if K = Id and L = Id, (59) and (60) revert to (54) and (55), and we can use the Douglas-Rachford algorithm (57) to solve these problems. On the other hand, if K = Id and c = 0, (59) and (60) revert to (39) and (42), and we can use the Chambolle-Pock algorithm (44) or (45) .
Let τ > 0, σ > 0, η > 0, let x (0) ∈ X, u (0) ∈ U, (0) ∈ V, and let (ρ (i) ) i ∈N be a sequence of relaxation parameters. We consider the algorithm:
Generalized Chambolle-Pock iteration (59) and (60):
The primal-dual inclusion satisfied at every iteration is
P is strongly positive if and only if τ σ L 2 < 1 and τη K 2 < 1.
Therefore, since the algorithm is a preconditioned primal-dual proximal point algorithm, we can apply Theorem 2.3 and we get:
Theorem 5.1 (generalized Chambolle-Pock algorithm (61) ) Let x (0) ∈ X, u (0) ∈ U, (0) ∈ V. Let τ > 0, σ > 0, η > 0 be such that τ σ L 2 < 1 and τη K 2 < 1. Let (ρ (i) ) i ∈N be a sequence in [0, 2] such that i ∈N ρ (i) (2 − ρ (i) ) = +∞. Then the sequences (x (i) ) i ∈N and (u (i) , (i) ) i ∈N defined by the iteration (61) converge weakly to a solution of (59) and to a solution of (60), respectively.
The generalized Chambolle-Pock algorithm (61) has appeared in the literature under different names, like Alternating Proximal Gradient Method [72] , Generalized Alternating Direction Method of Multipliers [73] , or Preconditioned ADMM [74] . The convergence results derived in this section generalize previously known results.
If K = Id and we set η = 1/τ , we recover the Chambolle-Pock algorithm form I, to minimizẽ f + • L, withf = f + ·, c . Indeed, in that case, the first two updates become:
Therefore, the generalized Chambolle-Pock indeed generalizes the Chambolle-Pock algorithm to any linear operator K. But we can remark that setting η = 1/τ is not allowed in Theorem 5.1. So, to extend the range of parameters to τ σ L 2 ≤ 1 and τη K 2 ≤ 1, we now analyze the algorithm from another point of view: we show that it is a Douglas-Rachford algorithm in a primal-dual space. This analysis is inspired by the one in [37] , showing that the Chambolle-Pock algorithm is a primal-dual Douglas-Rachford algorithm.
Let us assume that X, U, V are of finite dimension. Let τ > 0, σ > 0, η > 0 be such that τ σ L 2 ≤ 1 and τη K 2 ≤ 1. Let A be a linear operator from A to V, for some finite-dimensional real Hilbert space A, such that KK * +AA * = (τη) −1 Id; for instance A = (τη) −1 Id − KK * , the unique positive self-adjoint linear operator on A = V, the composition of which with itself is (τη) −1 Id −KK * . We do not need to exhibit A, the fact that it exists, in finite dimension, is sufficient here. Similarly, Let B be a linear operator from B to U, for some finite-dimensional real Hilbert space B, such that LL * + BB * = (τ σ ) −1 Id. We introduce the real Hilbert space Z = X × A × B and the functions of Γ 0 (Z):
where ı 0 (s) = {0 if s = 0, +∞ else}. Then we can rewrite the problem (59) as:
We can now apply the Douglas-Rachford algorithm (57) in the augmented space Z. For this, we need to observe that the proximity operators of F * and G * are easy to compute: for any τ > 0, we have [37, eq. 15] prox F * /τ : (x, a, b) ∈ Z → (K * , A * , b) with = prox ηf * (τηKx + τηAa) (68) prox G * /τ : (x, a, b) ∈ Z → (L * u, a, B * u) with u = prox σ * (τ σLx + τ σBb) (69) After some substitutions, notably replacing AA * by (τη) −1 Id − K * K and BB * by (τ σ ) −1 Id − L * L, we recover exactly the algorithm in (61) .
Hence, as an application of Theorem 4.3, we get:
Theorem 5.2 (generalized Chambolle-Pock algorithm (61) ) Suppose that X, U, V are of finite dimension. Let x (0) ∈ X, u (0) ∈ U, (0) ∈ V. Let τ > 0, σ > 0, η > 0 be such that τ σ L 2 ≤ 1 and τη K 2 ≤ 1. Let (ρ (i) ) i ∈N be a sequence in [0, 2] such that i ∈N ρ (i) (2 − ρ (i) ) = +∞. Then the sequences (x (i) ) i ∈N and (u (i) , (i) ) i ∈N defined by the iteration (61) converge to a solution of (59) and to a solution of (60), respectively.
Therefore, in practice, one can keep τ as the single parameter to tune and set σ = 1/(τ L 2 ) and η = 1/(τ K 2 ).
The Condat-Vũ algorithm
Let us consider the primal optimization problem:
where f ∈ Γ 0 (X), ∈ Γ 0 ( U), h : X → R is a convex and Fréchet differentiable function with β-Lipschitz continuous gradient ∇h, for some real β > 0, and L : X → U is a bounded linear operator. Under some mild qualification constraints on f , , h, the problem (70) is equivalent to solving
As a matter of fact, without further assumptions, a solution to (71) is a solution to (70) , but the converse need not be true. For instance, the solution sets of (70) and (71) are the same if
where sri denotes the strong relative interior [21] and dom denotes the domain, which is the set of points where the function does not take the value +∞. See [32, Proposition 27.5, Corollary 27.6] for other examples of qualification constraints. So, we assume that the solution set of (71) is nonempty.
Like in the previous sections, let us introduce a dual variable u, so that we can rewrite the problem (71) as the search of a pair of objects z = (x, u) in Z = X × U such that 
The operator M : Z → 2 Z , (x, u) → (∂f (x) + L * u, −Lx + (∂ ) −1 u) is maximally monotone [21, Proposition 26.32 (iii)] and C : Z → Z, (x, u) → (∇h(x), 0) is ξ -cocoercive, with ξ = 1/β. Thus, it is again natural to think of the forward-backward iteration, with preconditioning. The difference with the construction in Section 3 is the presence of the nonlinear operator ∂f , which prevents us to express x (i+ 1 2 ) in terms of x (i) and u (i+ 1 2 ) . Instead, the iteration is made explicit by canceling the dependence of x (i+ 1 2 ) from u (i+ 1 2 ) in P. That is, the iteration, written in implicit form, is:
where τ > 0 and σ > 0 are two real parameters, z (i) = (x (i) , u (i) ) and z (i+ 1 2 ) = (x (i+ 1 2 ) , u (i+ 1 2 ) ). Thus, the primal-dual forward-backward iteration is:
Condat-Vũ iteration form I for (70) and (74): for i = 0, 1, . . .
This algorithm was proposed independently by the first author [33] and by B. C. Vũ [35] .
An alternative is to update u before x, instead of the converse. This yields a different algorithm, characterized by the primal-dual inclusion
This corresponds to the primal-dual forward-backward iteration:
Condat-Vũ iteration form II for (70) and (74): for i = 0, 1, . . .
As an application of Theorem 2.2, we obtain the following convergence result [33, Theorem 3.1]: Theorem 6.1 (Condat-Vũ algorithm (76) or (78)) Let x (0) ∈ X and u (0) ∈ U. Let τ > 0 and σ > 0 be such that τ σ L 2 + β 2 < 1. Set δ = 2 − β 2 1 τ − σ L 2 −1 > 1. Let (ρ (i) ) i ∈N be a sequence in [0, δ ] such that i ∈N ρ (i) (δ − ρ (i) ) = +∞. Then the sequences (x (i) ) i ∈N and (u (i) ) i ∈N defined either by the iteration (76) or by the iteration (78) converge weakly to a solution of (70) and to a solution of (74), respectively.
Proof In view of (75) and (77), this is Theorem 2.2 applied to the problem (73) . The condition on τ and σ implies that στ L 2 < 1, so that P is strongly positive, by virtue of the properties of the Schur complement. Let us establish the cocoercivity of P −1 C in Z P . Set χ = 1 
So, P −1 C is χ -cocoercive in Z P . Moreover, χ > 1/2 if and only if τ (σ L 2 + β/2) < 1. Finally, δ = 2 − 1/(2χ ).
We can observe that if h = 0, the Condat-Vũ iteration reverts to the Chambolle-Pock iteration. So, the former can be viewed as a generalization of the latter. Accordingly, if we set β = 0 in Theorem 6.1, we recover Theorem 4.1.
The Condat-Vũ algorithm and the Loris-Verhoeven algorithms are two different primal-dual forward-backward algorithms. The latter needs to have f = 0, but larger values of τ and σ are allowed; this may be beneficial to the convergence speed in practice.
For the Condat-Vũ algorithm too, let us focus on the case where h is quadratic; that is,
for some bounded, self-adjoint, positive, nonzero, linear operator Q on X and some element c ∈ X. We have β = Q . We can rewrite the primal-dual inclusion (75), which characterizes the Condat-Vũ iteration (76), as 0 0
Similarly, we can rewrite the primal-dual inclusion (77), which characterizes the second form of the Condat-Vũ iteration (78), as (86), with −L replaced by L in P.
In both cases, using the properties of the Schur complement, P is strongly positive if and only if τ Q + σL * L < 1 (87) (which implies that τ < 1/β). A sufficient condition for this inequality to hold is τ (σ L 2 + β) < 1. However, in some applications, Q + σL * L may be smaller than σ L 2 + β, so that larger stepsizes τ and σ may be used when h is quadratic, for the benefit of convergence speed. Thus, when h is quadratic, the Condat-Vũ iteration can be viewed as a preconditioned Chambolle-Pock iteration. Accordingly, as an application of Theorem 2.4, we have: Theorem 6.2 (Condat-Vũ algorithm (76) or (78), quadratic case) Let x (0) ∈ X and u (0) ∈ U. Let τ > 0 and σ > 0 be such that τ Q + σL * L < 1. Let (ρ (i) ) i ∈N be a sequence in [0, 2] such that i ∈N ρ (i) (2 − ρ (i) ) = +∞. Then the sequences (x (i) ) i ∈N and (u (i) ) i ∈N defined either by the iteration (76) or by the iteration (78) converge weakly to a solution of (70) and to a solution of (74), respectively.
Finally, we can apply Theorem 2.5 to allow τ Q + σL * L = 1. For this, we first strengthen the analysis in (79)-(84). Let us suppose that τ σ L 2 < 1. Then P −1 C is χ -cocoercive in Z P , with χ = 1 τ Id − σL * L −1 Q −1 . χ ≥ 1 if τ Q + σL * L ≤ 1. Hence, we have:
