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  El trabajo tiene como objetivo implementar una aplicación que permita posicionar al usuario dentro de espacios indoor, en 
particular, para este trabajo, se ha tomado el edificio de la Facultad de Informática de la UNLP. La misma consta de un 
navegador de tres dimensiones que permite al usuario desplazarse tanto física como virtualmente. Su interfaz es de tipo 
“Street View” y utiliza Códigos QR para posicionar al usuario, permite la lectura de los mismos sin salir de la aplicación. 
  Para levar a cabo la implementación, se adaptó el prototipo de dos dimensiones propuesto por los ex-alumnos Luciano 
Appathie y Claudio Bore en su tesina de grado en el año 2012 y se utilizó como base para el desarolo el estándar definido 
por WebGL y HTML5 del lado del cliente y PHP del lado del servidor. 
  Se presenta un marco teórico sobre los sistemas basados en localización, luego se hace un análisis de la aplicación 
tomada como base, posteriormente se muestra el Modelo de Navegación en tres dimensiones creado (con los diagramas de 
secuencia más relevantes). Además, se enumera y detallará los Casos de Uso para posteriormente pasar a la 
implementación del prototipo y finalmente mostrar un ejemplo de uso de la aplicación. 
Sistemas de Posicionamiento de Interiores - 
Navegación en 3D indoor – WebGL – HTML5 – 
PHP – Javascript – código QR - Three.js – 
Tweenjs – KineticJS – JsQRCode – 
jQueryMobile – Symfony – Patrón MVC. 
  Se comprendió con profundidad el funcionamiento de los sistemas de posicionamiento en interiores, sus usos, beneficios y problemáticas aún no resueltas, como por ejemplo, la no existencia de un estándar definido para su implementación.   Las herramientas destinadas al desarolo de este tipo de aplicaciones avanzaron mucho, tanto en eficiencia, como en facilidad de uso. La consolidación de HTML5 y WebGL como estándares y el soporte de hoy en día casi todos los navegadores del mercado, incluidos los de dispositivos móviles, además de la creciente capacidad de procesamiento de éstos últimos, fomentan cada vez más su desarolo.   
  Análisis teórico sobre Posicionamiento. Instalación e 
interpretación de la aplicación tomada como base para 
comprender  su funcionamiento.  Definición  de 
requerimientos funcionales y no funcionales. Búsqueda 
de herramientas y tecnologías disponibles y análisis de 
viabilidad de la aplicación a partir de herramientas y 
tecnologías encontradas. Definición del Modelo de 
Navegación en 3D, diagramas de secuencia y Casos de 
Uso. Implementación del prototipo y ejemplos de uso. 
 
  A modo de trabajos futuros se propone cambiar la 
tecnología de Códigos QR por otra capaz de posicionar al 
usuario en el mapa automáticamente, sin la necesidad de 
leer continuamente códigos cada vez que se mueve. 
Implementar recoridos automáticos y navegación virtual 
libre. Extender la implementación a toda la facultad, 
agregar contenido multimedia al detale de estructuras 
navegables y vistas 360 de las mismas. Agregar plantas, 
columnas, silas, mesas y otros objetos para mejorar la 
interfaz de navegación. 
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1. Introducción  
 
1.1 Motivación 
 
Los sistemas de posicionamiento global (GPS)1 han evolucionado de tal modo que hoy en 
día casi no existe dispositivo móvil que no los contenga. Que un dispositivo móvil cuente con 
acceso a internet no es novedad, y que posean gran capacidad de procesamiento tampoco, a 
tal punto que poseen dos, tres y hasta cuatro procesadores, aceleradores gráficos, y una gran 
capacidad de memoria RAM. Adicionalmente han aparecido nuevas tecnologías para el 
desarolo de aplicaciones web y muchas otras han sido mejoradas y/o abstraídas, a partir de 
frameworks. Los navegadores web actuales en su mayoría provee soporte para todas elas, y 
los dispositivos móviles ya no se encuentran excluidos de este soporte. 
Estos avances han permitido contar con aplicaciones móviles basadas en posicionamiento, 
las cuales abarban diferentes dominio y proveen diferentes servicios a los usuarios. Pero aún 
es un campo abierto como guiar al usuario para moverse dentro de espacios indoors. 
 
Las aplicaciones móviles en donde el usuario navega tanto digitalmente (aplicaciones Web 
tradicionales o Hipermedia), como físicamente (éste se mueve por el mundo real) se 
denominan aplicaciones de Hipermedia Móvil [1]. En estas aplicaciones el usuario tiene la 
posibilidad de obtener información mediante algún dispositivo móvil de dos maneras distintas: 
una digitalmente es decir a través de la navegación tradicional de las aplicaciones de 
Hipermedia y otra de manera presencial acorde a su posición cuando un objeto del mundo real 
lo sensa y la aplicación automáticamente le provee información del lugar. La posición del 
usuario es fundamental para determinar qué información debe recibir en cada lugar. Estas 
aplicaciones deben considerar la movilidad del usuario como parte esencial de su 
funcionamiento sumando complejidad a la hora de la creación de las mismas [2]. 
Desplegar información del lugar donde se encuentra un usuario, calcular caminos cuando el 
usuario elige un lugar para visitar, (es decir, calcular el camino desde donde se encuentra 
ubicado hasta el destino elegido), permitir que un usuario cancele el recorido que está 
realizando en cualquier momento del mismo, considerar que el usuario puede desviarse del 
camino pautado (en este caso además, el sistema debe poder asistirlo para retomar su 
camino), considerar información adicional de los sitios de interés (por ejemplo, los horarios de 
apertura y ciere del destino elegido), permitir al usuario volver a ver una página ya visitada 
como así también volver físicamente a un lugar ya visitado (en el caso de volver físicamente el 
sistema debe calcular el camino al lugar anteriormente visitado), son algunas de las 
funcionalidades que debe brindar este tipo de aplicaciones. 
 
El soporte para HTML5 [3] y WebGL[4], en casi todos los dispositivos móviles sin duda ha 
permitido abrir el abanico a la hora de desarolar aplicaciones, y las de Hipermedia Móvil sin 
dudas han adquirido un papel protagónico. 
  
                             
1 El Sistema Global de posicionamiento (GPS) permite determinar en todo el mundo la posición de un objeto, una 
persona o un vehículo con una precisión hasta de centímetros. 
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En esta tesis se busca dar una posible solución a la asistencia a la navegación en el mundo 
real de las aplicaciones de Hipermedia Móvil. En particular permitiendo que el usuario pueda 
navegar virtualmente por el ambiente pero también de manera física. 
 
1.2 Objetivos 
 
La tesis de grado consiste en desarrolar una aplicación web de navegación de interiores en 
tres dimensiones utilizando el estándar WebGL. El software funcionará en dispositivos móviles 
de alta gama y su fin será el de orientar al usuario tanto de manera física, como de manera 
virtual dentro del edificio, en particular, el prototipo va a estar desarrolado para del edificio de la 
Facultad de Informática de la UNLP. 
 
El proyecto planteado tiene como objetivo continuar la implementación realizada por los ex-
alumnos Luciano Appathie y Claudio Bore en su tesina de grado [5]. Dicha implementación 
consta de un navegador de interiores en dos dimensiones, la cual no pudo ser implementada 
en tres dimensiones debido a diversos inconvenientes tecnológicos de ese momento, por 
ejemplo, la incompatibilidad de navegadores y las librerías encargadas de abstraer el uso de 
WebGL, sumado al bajo rendimiento de estas librerías en dispositivos móviles. En la 
actualidad, gracias a los distintos avances en estas áreas, estos problemas técnicos ya no 
existen, por lo tanto, motivan a la propuesta planteada a continuación. 
 
Se creará un modelo para considerar la navegación en tres dimensiones a partir del modelo 
existente en dos dimensiones. Este modelo permitirá al usuario moverse virtualmente por el 
espacio como así también físicamente. Al moverse físicamente se tendrá en cuenta la posición 
actual del mismo para guiarlo en dicho espacio. 
 
La aplicación a desarrolar contará principalmente con las siguientes características: 
 
Se adaptará la implementación existente en dos dimensiones para generar el plano en tres 
dimensiones. 
Como prototipo a implementar, se representará de manera acotada el primer piso de la 
Facultad en tres dimensiones, es decir, se recreará virtualmente la misma simulando todas sus 
paredes, piso, aulas, etcétera. Este prototipo tendrá además las siguientes características: 
Cada pared, aula o piso constará de una textura asociada a ésta, pudiendo ser una 
fotografía de su fachada, o bien un color, que le servirá al usuario para identificar el lugar en el 
que está situado dentro del edificio. 
El usuario se podrá mover tanto virtualmente como físicamente. Para este último tipo de 
movilidad se tendrá en cuenta la posición del usuario.Se brindará al usuario la posibilidad de 
moverse por el edificio a partir de un punto de partida para legar a un destino específico. Para 
lograr esto se representará a la facultad dentro de un eje cartesiano de tres dimensiones. 
Existirán distintos puntos navegables para el usuario y además otros puntos de referencia para 
calcular los caminos. 
Se generará una interfaz de tipo “Street View” [6] en donde el usuario verá el ambiente que lo 
rodea con la indicación del camino a seguir. 
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Se podrá desplegar información de los puntos de navegación accesibles por el usuario. 
 
Con la implementación de la presente aplicación se espera construir un software que sirva 
de herramienta de soporte a los usuarios que deseen conocer o recorer un espacio físico, 
facilitando la búsqueda de un lugar específico del edificio y el recorrido que determina cómo 
legar al mismo. En particular se mostrará un ejemplo con la Facultad de Informática, 
 
1.3 Estructura de la Tesis 
 
La estructura de la presente tesis se divide en 9 capítulos y un anexo abarcando los 
siguientes temas: 
 
● Capítulo 1 – Introducción. 
Se describe la motivación y los objetivos de la presente tesis. 
 
● Capítulo 2 - Posicionamiento.  
Se presenta un marco teórico sobre los sistemas basados en localización y se 
hace un breve estudio de los diferentes algoritmos de localización existentes, los 
beneficios que pueden obtenerse con elos y sus usos. 
 
● Capítulo 3 - Background 
Se detala la aplicación utilizada como base y se mencionan las tecnologías y 
herramientas utilizadas durante el desarolo, brindando las características 
principales de cada una de elas y ejemplos básicos de su utilización. 
 
● Capítulo 4 - Modelo de Navegación 3D  
Se presenta el modelo de clases de la aplicación y los principales diagramas 
de secuencia. 
 
● Capítulo 5 - Casos de Uso.  
Se enumeran las modificaciones realizadas a los casos de uso ya existentes y 
los agregados para la implementación en tres dimensiones para describir el 
funcionamiento de la aplicación, mostrando el flujo normal de ejecución de la 
misma. 
 
● Capítulo 6 - Implementación.  
Se detala la arquitectura de la aplicación, los aspectos tenidos en cuenta 
durante el proceso de adaptación de la interfaz en dos dimensiones a la de tres 
dimensiones, es decir, problemáticas encontradas, soluciones, ventajas y 
desventajas ante diferentes variantes, justificaciones de decisiones tomadas y 
fundamentos teóricos. 
 
● Capítulo 7 - Ejemplos de uso.  
Se detala el funcionamiento de la aplicación, con ejemplos de uso, imágenes 
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y explicaciones detaladas. 
 
● Capítulo 8 - Conclusiones y trabajos futuros.  
Se describen las conclusiones, resultados obtenidos y trabajos futuros 
planteados para mejorar el software de navegación. 
 
● Capítulo 9 - Bibliografía. 
Se detala toda la bibliografía utilizada para el desarolo de este proyecto. 
 
● Anexos 
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2. Posicionamiento 
 
Antes de hablar de los sistemas de posicionamiento indoor se mencionarán diferentes tipos 
de sistemas que son anteriores a éstos y han servido de base para la creación de los mismos. 
 
2.1 Sistemas de Información Geográfica (GIS) 
 
Geographic Information System (Sistema de Información geográfica) son un caso especial 
de sistemas de información para la gestión, análisis y visualización de datos geográficos. Estos 
sistemas se encargan de capturar, manipular y presentar el conocimiento geográfico. 
Dicho conocimiento, puede estar estructurado en diferentes conjuntos, como mapas 
interactivos, modelos de geoprocesamiento, modelos de datos o metadatos. 
Se puede decir que un GIS es una herramienta basada en una computadora y que permite a 
los usuarios crear consultas interactivas y así analizar eventos que ocurren en un área 
geográfica, y a partir de alí obtener información para la toma de decisiones y planear 
estrategias. 
Un GIS trabaja almacenando información acerca del mundo como una colección de capas, 
las que pueden relacionarse geográficamente. 
Los GIS funcionan con dos tipos de almacenamiento de información: el modelo vectorial 
y el modelo raster. 
 
Vectorial: Las características geográficas se digitalizan en datos vectoriales, aunque se 
pierde la cantidad de detale del espacio, manteniendo las características geométricas de las 
figuras. El detale perdido puede tener como resultado una pequeña diferencia con el espacio, 
aunque este es mínimo. 
 
Raster: Divide el espacio en una serie de líneas y columnas verticales y horizontales, donde 
cada cuadrícula es lamado “Celda”, donde cada una de elas representa un único valor 
representando un elemento particular en el mapa. Son muy utilizados en estudios que 
requieran la generación de capas continuas, necesarias en fenómenos no discretos; también 
en estudios medioambientales donde no se requiere una excesiva precisión espacial 
(contaminación atmosférica, distribución de temperaturas, localización de especies marinas, 
análisis geológicos, etc.). 
 
Estos dos modelos tienen sus ventajas y desventajas, pero actualmente aún los dos son 
utilizados en los modelos GIS [7]. En la Figura 1, se puede apreciar un ejemplo concreto de 
amos modelos. 
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Figura 1. Interpretación vectorial (izquierda) y raster (derecha)2 
 
 
2.2 Sistemas Basados en Localización (LBS) 
 
En la actualidad, GIS están teniendo una fuerte implementación en los Sistemas Basados en 
Localización (LBS), debido al abaratamiento y masificación de la tecnología GPS integrada en 
dispositivos móviles (teléfonos móviles, PDAs, ordenadores portátiles, etc.). Los sistemas LBS 
permiten a los dispositivos con GPS mostrar su ubicación respecto a puntos de interés fijos 
(hoteles, restaurantes, cajeros, estaciones de servicio) o móviles (amigos, colectivos, etc.) o 
para transmitir su posición a un servidor para la visualización u otro tipo de tratamiento. [8] 
 
Los Sistemas Basados en Localización ofrecen un servicio personalizado a cada usuario 
basado en información de su ubicación geográfica actual. 
 
Para lograr su cometido, un LBS utiliza tecnología de sistemas de información geográfica, 
alguna de las tecnologías de posicionamiento disponible, como por ejemplo la tecnología GPS 
y también tecnología de comunicación para así transmitir información hacia una aplicación LBS, 
la cual será la encargada de procesar la información y responder la solicitud. 
 
La mayoría de las LBS buscan proveer servicios geográficos en tiempo real. Algunos 
ejemplos típicos de esto son servicios de mapas calejeros y enrutamiento. Existen 
básicamente dos escenarios para las aplicaciones basadas en localización: un usuario puede 
necesitar de un servicio de información o el centro de administración puede requerir rastrearlo 
                             
2 1htp:/1.bp.blogspot.com/-M9WnYTj9SPY/UIRi1i1yYrI/AAAAAAAAABY/1SFLMoP8OlM/s1600/modeloss.jpg 
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(tracking) en tiempo real. [9]  
A partir del objetivo de un sistema LBS, existen dos posibles escenarios para este tipo de 
aplicaciones: 
A. Un usuario necesita de un servicio de información. 
B. Un centro de administración necesita rastrear un móvil en tiempo real. 
 
Para estos dos escenarios, se puede determinar la posición del usuario a través de un 
dispositivo de posicionamiento integrado en el móvil del mismo. 
Esta información, junto con otros datos relevantes, es transmitida a la aplicación LBS. Alí, 
todos los datos son analizados con el soporte de sistemas de información geográfica, y así 
poder entregar una respuesta al usuario. 
Los sistemas LBS, tienen dos tipos de modelo de trabajo, el modelo activo y el pasivo. Un 
sistema LBS activo está dedicado para aquelos usuarios que cuentan con un dispositivo móvil. 
Su objetivo es proveer al usuario información sobre servicios. Es aquí donde se debe 
mencionar el poder de las aplicaciones SIG móviles, integradas en smartphones, tablets y 
notebooks, que permiten ver en tiempo real la posición actual del usuario y así informar a este 
de los servicios próximos a su ubicación, tales como entretenimiento, salud, estaciones de 
servicios y demás. 
A diferencia de los sistemas LBS activos, los LBS pasivos son diseñados para aquelos 
clientes requieren administrar sus recursos móviles, como por ejemplo tener información en 
tiempo real de valores del mercado, localización de los vehículos de una flota, y a partir de alí 
realizar toma de decisiones. 
 
2.3 Indoor vs Outdoor 
 
Los datos que subyacen a los sistemas tradicionales de información geográfica (GIS) por lo 
general no contienen ni los detales ni los sistemas de coordenadas para satisfacer las 
necesidades de los usuarios en un ambiente interior. Los Sistemas Basados en Localización 
(LBS) requieren detales de georeferenciación más especializados para satisfacer las 
necesidades de los interiores. No es suficiente la georreferenciación de un edificio si las 
posiciones de los usuarios y de otros objetos en el interior del edificio son relevantes. Los 
objetos estáticos se utilizan como puntos de referencia (referencias espaciales), y las 
relaciones entre estos objetos son cruciales para la representación simbólica de un sistema.  
Considerando como ejemplo cualquier centro comercial donde el nivel de detale de mapeo 
de la ubicación del modelo subyacente determina qué funcionalidad puede ser proporcionada a 
la aplicación. Por ejemplo, si la aplicación se utiliza al aire libre (outdoor), para navegar entre 
puertas, es suficiente para volver a lugares de la granularidad de edificios, mientras que en el 
interior de una habitación del edificio, el usuario está en un nivel más fino de granularidad (tal 
como los espacios entre silas y/o estantes). Como resultado, la información geográfica 
tradicional no es lo suficientemente detalada para satisfacer las necesidades del usuario en un 
ambiente de interior. 
Un LBS necesita guiar a un usuario desde una ubicación actual a un destino específico. La 
navegación de interiores puede parecer diferente a la navegación para automóviles (en la red 
de cales). Considerando que la navegación para automóviles es un proceso relativamente 
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uniforme, que sigue la geometría de la caretera; los usuarios móviles caminan dentro de un 
edificio, por otro lado, son menos predecibles. 
En Interiores, los usuarios de móviles no tienen un conjunto bien definido de vías, ya que 
pueden vagar en prácticamente cualquier espacio libre en el medio ambiente, mientras que los 
coches se circunscriben principalmente a circular sólo en la red de careteras. 
Sin embargo, los lugares de interiores no limitan a los usuarios móviles a un cierto nivel de 
acuerdo con la disposición del lugar, que puede ser modelado 
(Explícitamente con los modelos topológicos) dentro del sistema de navegación en 
interiores. Los usuarios móviles pueden caminar hacia adelante, hacia atrás, y pueden cambiar 
el sentido de su caminar en cualquier momento, o se pueden mover ariba o abajo. Los 
desplazamientos verticales deben ser tenidos en cuenta debido a que los usuarios viajan ariba 
y abajo. [12] 
 
2.4 Sistemas de Posicionamiento de Interiores (IPS) 
 
Hoy en día, localizar a los usuarios a través de dispositivos móviles (que cuentan con gran 
capacidad de procesamiento), se ha vuelto muy importante para muchas de las aplicaciones 
desaroladas en la actualidad. Estas aplicaciones necesitan o utilizan la posición actual del 
usuario en el mundo para brindarle diferentes tipos de información, como establecimientos de 
interés, sitios de comida, o simplemente compartir su posición en una red social. 
Esta demanda creciente, es debida a que hace varios años, los dispositivos móviles no 
contaban con el nivel procesamiento de hoy en día, pero en la actualidad, el desarolo de estos 
dispositivos y las nuevas aplicaciones, tienen un papel fundamental en la aparición de los 
sistemas de posicionamiento Outdoor e Indoor. 
Un sistema de posicionamiento en interiores (IPS) es un término utilizado para una red de 
dispositivos que se utilizan para localizar de forma inalámbrica objetos o personas dentro de un 
edificio. En lugar de utilizar los satélites, un IPS cuenta con anclajes cercanos (nodos con una 
posición conocida). Los Sistemas de Navegación por GPS generalmente no son adecuados 
para ser utilizados en interiores, esto es debido a que las microondas se atenúan y dispersan 
por techos, paredes y otros objetos. Sin embargo, con el fin de hacer que la señal de 
posicionamiento se pueda conseguir en todas partes, la integración entre el GPS y el 
posicionamiento en interiores puede ser realizada mediante el uso de cualquier tecnología 
inalámbrica. [10] 
 
Los sistemas de posicionamiento de detección indoor han tomado más relevancia en la 
actualidad, sin embargo tienen una tarea difícil. 
Estos sistemas proporcionan una nueva capa “detección automática” de localización de 
objetos. Las aplicaciones en el mundo real que hoy cuentan con esta capa, son variadas, como 
lo puede ser una aplicación de detección de productos almacenados en una bodega, la 
detección de medicinas o equipamiento en una clínica, o la detección de la ubicación más 
exacta de un plantel profesional de bomberos en un edificio. 
Los sistemas de detección indoor, son relativamente nuevos, por lo que en la actualidad, se 
realiza una investigación a nivel mundial por parte de industrias como también de alumnos y 
docentes del mundo académico. 
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Positivamente se le suma a estas investigaciones, el gran crecimiento en tecnologías 
inalámbricas, que se han sumado a distintos ámbitos, como el de logística, transporte y 
seguridad. A pesar de elo, existe una gran demanda hacia estas tecnologías, en base a su 
precisión del posicionamiento, tanto para sistemas indoor, como outdoor, que hoy en día no es 
nada fácil de suplir. [11] 
 
 2.4.1 Beneficios de IPS 
 
Las nuevas aplicaciones de posicionamiento en interiores han despertado el interés tanto de 
los usuarios comunes, como también de aquelas personas que poseen distintos tipos de 
establecimientos y quieren hacer de elos lugares conocidos comercialmente o turísticamente. 
En los últimos años ha crecido notablemente la calidad y la prestación de los dispositivos 
móviles, pudiendo encontrar entre sus características GPS, Wi-Fi, Bluetooth y demás 
prestaciones que permiten a los desarroladores de aplicaciones IPS aumentar las posibilidades 
de elección de tecnologías.  
Sin embargo, estas tecnologías proporcionan información poco precisa sobre la ubicación de 
los usuarios, debido a que las señales disminuyen en lugares cerrados. 
Se conocen varios sistemas, métodos y soportes para lograr el posicionamiento en 
interiores, basadas en redes inalámbricas como las mencionadas anteriormente, las que 
requieren una costosa infraestructura y complicaciones a la hora de realizar sus instalaciones. 
Los sistemas IPS, aunque en la actualidad aún no pueden dar todo su potencial y son objeto 
de un intenso estudio e investigación, tienen y tendrá importantes beneficios para los usuarios. 
Estos sistemas facilitan a los usuarios la ubicación, orientación y el guiado dentro de diferentes 
tipos de establecimientos, como centros comerciales, parques de atracciones, cocheras 
cubiertas para localizar un vehículo, Hospitales, aeropuertos, tiendas, hoteles, museos y 
diferentes lugares turísticos. 
Muchas veces en la vida diaria, conocer la posición del usuario es un requisito 
imprescindible. Los actuales sistemas de posicionamiento global no permiten la localización 
con precisión de dispositivos en interiores. Debido a esto, se están desarolando nuevas 
tecnologías de sensores y perfeccionamiento de las ya tecnologías ya utilizadas para nuevas y 
más precisas herramientas para el posicionamiento o localización en interiores.  
 
Actualmente las redes inalámbricas están orientadas a dar cobertura tanto a necesidades 
empresariales y particulares, como a necesidades  públicas en estaciones, hospitales, 
universidades, en centros de ocio, hoteles, cafeterías, bares, y para muchas de estas 
actividades, que se realizan en estos entornos interiores, se necesita conocer la posición en la 
que se encuentran los usuarios. [13] [14] 
 
2.4.2 Ejemplos de IPS 
 
En esta sección se da una breve explicación de los distintos sistemas de localización desde 
el punto de vista de hardware necesario para su funcionamiento. Se describirán algunas de las 
versiones comerciales implementadas: 
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Active Bat: Este sistema utiliza una red de receptores ultrasónicos, que reciben la señal del 
dispositivo, determinando así la ubicación del usuario. La sincronización viene por parte de una 
señal de radio. Tiene una precisión de unos 10 centímetros en el 95% de los casos. 
 
Cricket: Utiliza una red de sensores, señales de radio como medio de sincronización y 
señales ultrasónicas como medio de localización. Alcanza una precisión con un margen de 
eror de 2 cms. Presenta una escalabilidad descentralizada y una alta privacidad, no obstante 
tiene altos requisitos de computación por la necesidad de precisos sincronismos. 
 
AHLos: La principal ventaja de este sistema es su instalación dinámica, la red se despliega 
haciendo uso de infraestructura ya existente como GPS (funciona tanto en exteriores como 
interiores) para localizar sus propias balizas. Los nodos estiman su posición y distancia a los 
vecinos a partir de los nodos que ya conocen. El mayor inconveniente son los costos de 
computación. 
 
RADAR: sistema desarolado por Microsoft, basado en redes inalámbricas IEEE 802.11. 
RADAR mide la potencia y la relación señal-ruido y la emplea para posicionar el dispositivo en 
un mapa previamente muestreado a la base de fingerprints (huelas). Tiene un margen de error 
de unos 2-3 metros con solo cuatro puntos de acceso 802.11. Es un sistema de bajo coste ya 
que no requiere otra infraestructura más que los routers web que estén instalados. 
 
PinPoint 3D-iD: se colocan sensores que emiten secuencialmente señales mientras el 
dispositivo a localizar emite su propia señal. La medida de tiempo de estas dos señales se 
emplea para calcular la posición. 
 
MotionStar magnetic tracker: es un sistema de gran precisión espacial (1 mm y 0.1° de 
orientación de margen de eror) y una gran resolución temporal (1 ms de refresco). Genera un 
sistema de seguimiento a través de pulsos continuos magnéticos, mide la posición y la 
orientación a través de una serie de antenas que reciben la  respuesta en tres ejes espaciales. 
Su principal desventaja es que los sensores deben estar a una distancia de entre 1 y 3 metros 
del emisor. 
 
Identificación por radiofrecuencia (RFID): utiliza etiquetas (tags) activas, estas almacenan 
y recuperan datos a través de transmisiones electromagnéticas a circuitos integrados 
compatibles con radio frecuencia (RF). Estos circuitos con antenas pueden ser tanto pasivas 
(no requieren una fuente de alimentación interna y solo emiten señal cuando reciben una en un 
alcance menor a dos metros) como activas (requieren fuente de alimentación propia y pueden 
emitir señal periódicamente a mayor distancia o realizar tareas más complejas, son de mayor 
costo). Se basa en un algoritmo en tres dimensiones de agregación a través de la intensidad de 
la señal de radio. Estos sistemas suelen ser utilizados en sistemas de localización de equipajes 
en aeropuertos, o seguimiento de paquetes en almacenes industriales. 
 
Smart Floor: Consiste en una serie de sensores de presión en el suelo para capturar 
pisadas para localizar y seguir a peatones. Un problema que presenta es su escasa 
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escalabilidad, dado que requiere un sensor por cada punto donde se localiza. 
 
QR codes3: Son códigos de barras en dos dimensiones los cuales pueden codificar 
información como una URL, y esta al ser leída desde un móvil obtiene la posición dentro del 
edificio. Al igual que Smart Floor su principal desventaja es la escalabilidad, ya que es 
necesario un QR code por cada punto referenciable, la ventaja de este método es su 
simplicidad y bajo costo. [15] 
 
2.5 Sistemas de Street View 
 
Los sistemas de Street View, o “vista de cales”, son aquelos que brindan servicios en 
internet, desde los que es posible observar recorridos virtuales de ciudades, cales y de 
estructuras conocidas e importantes de todo el mundo. 
El recorrido en este tipo de servicios, se realiza con el cursor de la PC, o con el teclado 
directamente, pudiendo desplazarse por los lugares disponibles en la vista. 
Para implementar este tipo de sistemas es necesario realizar una recopilación de imágenes 
por medio de equipamiento adecuado para la toma de las fotografías en 360º. 
Luego de tomar todas las fotografías, es necesario relacionar todas estas con su ubicación 
geográfica, y es alí donde toma un papel muy importante el GPS. Combinando señales, 
velocidad, dirección, y demás datos proporcionados por el GPS se puede reconstruir una ruta, 
cale, o lugar exacto. 
Todas las imágenes tomadas son adyacentes pero no perfectas, por lo que para evitar 
espacios o superposición de imágenes, se procesan las imágenes con algoritmos especiales 
para reducir desperfecciones. 
Por último, todas las fotografías tomadas son modificadas antes de la publicación final en el 
sistema, realizando la pixelacion de rostros y matrículas de vehículos, para evitar romper con la 
privacidad interna de los diferentes países. 
Street View posee muchos beneficios, como conocer un espacio antes de visitarlo, su 
fachada, ver cómo es un hotel o una casa antes de hacer la reserva, evaluar diferentes 
destinos de viaje. También le proporciona a comercios, hoteles, inmobiliarias la capacidad de 
mostrar sus interiores, los servicios que brindan. Otro beneficio, y muy importante, es su 
utilización como servicio cultural y educativo, ya que puede mostrarse zonas y lugares en las 
cuales ocurieron acontecimientos. 
 
En las Figuras 2,3 y 4 se puede apreciar ejemplos de uso de Street View. 
 
 
                             
3 Un código QR (quick response code, «código de respuesta rápida») es un módulo para almacenar información en 
una matriz de puntos o un código de baras bidimensional. 
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Figura 2. Captura de imagen de Google Street View. 
 
 
 
 
Figura 3. Captura de imagen de Google Street View luego de avanzar unos metros hacia adelante. 
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Figura 4. Captura de imagen de Google Street View luego de rotar a la izquierda. 
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3. Background 
 
En este capítulo se presentará la aplicación 2D que se utilizará de base en esta tesis. 
Además se describirán las tecnologías utilizadas para la realización de la misma. 
 
3.1 Aplicación de Navegación 2D usada de base 
 
La aplicación Indoor-Navigation usada de base tiene como objetivo principal guiar a los 
usuarios  mediante el uso de dispositivos móviles, desde un punto hacia otro dentro de un 
edificio. 
La forma de posicionar a un usuario dentro de un edificio se realiza de forma abstracta, 
haciendo una aplicación en la cual la tecnología de posicionamiento pueda cambiar y la 
aplicación siga respondiendo de la misma manera, es decir, sea capaz de representar la 
posición del usuario en un mapa del edificio, mostrando el camino al destino que eligió y 
guiándolo en el camino. 
Para la captura de la posición del usuario se utiliza la tecnología de códigos QR, codificando 
así, ubicaciones de puntos de navegación para que los usuarios puedan leerlos con sus 
dispositivos móviles y así poder informarle a la aplicación su ubicación actual. 
La aplicación representa una estructura navegable basada en el Edificio de la Facultad de 
Informática situada en 50 y 120. Construido en base a un plano de la primera etapa de 
construcción de la Facultad. 
La ejecución de Indoor-Navigation comienza con la lectura de un código QR, dentro del cual 
se encuentra codificada una URL con el parámetro de la posición actual que le indica a Indoor-
Navigation la ubicación actual del usuario. 
Una vez ingresado el QR con la URL, el browser del dispositivo móvil despliega una interfaz, 
donde se encuentra un listado con todas las estructuras navegables posibles dentro de la 
facultad. La Figura 5 ilustra dicho listado. 
 
 
Figura 5. Captura de la interfaz de listado de estructuras navegables. 
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Una vez seleccionado un destino de la lista desplegada, el usuario es trasladado a la 
pantala de navegación. En la Figura 6 se muestra como un usuario navega desde la puerta de 
la facultad (lectura del código QR) hasta la selección realizada posteriormente. 
 
. 
Figura 6. Captura de mapa 2D con recorido establecido. 
 
Para dibujar el plano del edificio, los caminos, la posición del usuario y los puntos de 
navegación se utiliza el tag <canvas> de HTML5, y la librería javascript KineticJS. 
La aplicación obtiene los datos de cada una de las estructuras instanciadas, los puntos de 
navegación, calcula el camino y deja todos estos datos disponibles para que la capa de 
presentación los utilice. 
Las estructuras se crean situando los vértices de estas con las coordenadas de los puntos 
asociados a la estructura a dibujar. El color de la estructura depende de si es navegable (color 
verde) o no (color salmón), y a cada estructura creada se le asigna un handler para manejar el 
evento “click” o “touch” , el cual cuando sea seleccionado pedirá al sistema información 
detalada sobre la estructura en cuestión. 
El camino calculado por la aplicación está compuesto por una colección de puntos de 
navegación. Para ser representados en el plano se recorre esta colección y se dibujan 
utilizando KinecticJS en las coordenadas asociadas al punto de navegación y se dibuja con 
líneas punteadas la unión de los puntos de navegación conformando así el camino a seguir. 
El primer punto de navegación de la colección representa la posición actual del usuario (el 
lugar donde leyó el código QR y desde donde inicia la navegación), su ubicación es 
representada por el icono de una persona. 
El usuario a medida que avanza en el edificio real podrá seguir leyendo los códigos QR que 
encuentre en los puntos de navegación que atraviesa y así su posición en el mapa de la 
aplicación será actualizada. 
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 Para simular la lectura de códigos QR la aplicación cuenta una barra de navegación en la 
parte superior del mapa que permite “Avanzar” al siguiente punto de navegación en el camino y 
así actualizar su posición en la aplicación. Esto se puede apreciar en la Figura 7. 
 
 
Figura 7. Bara de navegación de mapa 3D. 
 
El botón retroceder, permite volver al punto de navegación anterior en el camino. en una 
primera instancia se encuentra deshabilitado ya que el usuario no puede retroceder debido a 
que se encuentra en el punto inicial de su navegación. 
Cada vez que el usuario modifica su posición, el plano es redibujado. La barra de 
navegación permite hacer zoomIn y zoomOut, existiendo cinco niveles de zoom en la 
aplicación, por defecto se utiliza el intermedio, hay 2 niveles de zoomOut y 2 niveles de zoomIn. 
Durante la navegación, es posible consultar las distintas estructuras. Al realizar un clic sobre 
una estructura navegable, se obtiene un detale en el cual se pueden ver fotos, textos y demás 
información asociada. 
La Figura 8, muestra el detale de realizar click sobre la Biblioteca de la facultad de 
informática. 
 
 
Figura 8. Captura de información detalada de la Biblioteca. 
 
La Figura 9 muestra la opción de seleccionar una estructura como nuevo destino desde su 
detale, haciendo que el sistema realice el cálculo del camino nuevamente entre la estructura 
actual seleccionada y la posición actual del usuario. 
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Figura 9. Mapa en dos dimensiones con recorido establecido. 
 
Avanzando por el camino trazado por la aplicación, al legar al punto de navegación más 
cercano a la estructura de destino la aplicación muestra un mensaje que indica la legada al 
destino antes seleccionado: 
Cerar el popup y ver el mapa para elegir un nuevo destino en el mapa, abriendo el detale 
de una estructura y marcando la misma como nuevo destino, o yendo a la sección de 
Búsqueda de destino y así comenzar una nueva navegación, donde la posición actual del 
usuario será la estructura a la que legó recientemente. Como se puede apreciar en la Figura 
10. 
 
 
 
 
Figura 10. Captura de pantala luego de realizar un recorido completo. 
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3.1.1 Descripción del funcionamiento de la aplicación original. 
 
La aplicación original fue planteada íntegramente bajo la arquitectura que se presenta en la 
Figura 11, es decir, funciona por medio de peticiones del cliente que posteriormente se 
procesan en el servidor. Luego el servidor le responde al cliente, quien, por medio de la librería 
KineticJS, sumado a HTML5 y Javascript muestra de manera precisa en pantala la respuesta 
del servidor. Como se puede observar, todos los cálculos se realizan en el servidor y no en el 
cliente, lo cual permite que la aplicación cora con relativamente bajos requerimientos. 
La aplicación original no utiliza AJAX, con lo cual la página se recarga cada vez que se hace 
una petición, simplificando el proceso de desarolo pero por otra parte obligando al dispositivo 
móvil a recargar una y otra vez la página en cada petición. Este es un punto clave a tener en 
cuenta en el desarolo en tres dimensiones que se explicará con mayor profundidad en el 
siguiente punto. 
La aplicación original no proporciona ningún mecanismo de lectura de códigos QR integrado 
en la aplicación, éstos deben ser leídos mediante software adicional instalado en el dispositivo 
móvil. 
Finalmente, la aplicación original no distingue entre posicionamiento virtual y físico, 
únicamente posee posicionamiento físico. 
 
 
 
Figura 11. Arquitectura de la Aplicación de Navegación 2D. 
 
 
3.2 Tecnologías y Herramientas utilizadas 
 
3.2.1 HTML5 
 
HTML5  es la última evolución de la norma que define HTML, dicha versión posee nuevos 
elementos, atributos y comportamientos con respecto a la anterior y dispone de un conjunto 
más amplio de tecnologías que permite que los sitios Web y las aplicaciones sean más 
diversas y de gran alcance. 
Las mejoras de HTML5 se clasifican en: 
 Semántica: permite describir con mayor precisión cuál es su contenido. 
 Conectividad: permite comunicarse con el servidor de formas nuevas e 
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innovadoras. 
 Desconectado y almacenamiento: permite a páginas web almacenar datos, 
localmente, en el lado del cliente y operar fuera de línea de manera más eficiente. 
 Multimedia: permite reproducir vídeo y audio en la Web abierta. 
 Gráficos y efectos 2D/3D: permite una gama mucho más amplia de opciones de 
presentación. 
 Rendimiento e Integración: proporciona una mayor optimización de la velocidad 
y un mejor uso del hardware del equipo. 
 Dispositivo de Acceso: admite el uso de varios dispositivos de entrada y salida. 
 Styling: deja a los autores escribir temas más sofisticados. [16] 
 
Para el presente trabajo se aprovecharán al máximo las mejoras en lo que respecta a 
gráficos y efectos 2D y 3D (para dibujar y representar la facultad, tanto en dos como en tres 
dimensiones), rendimiento e integración (para que la aplicación funcione lo más rápido posible 
utilizando recursos de hardware del cliente como por ejemplo la GPU y la cámara del 
dispositivo) y dispositivos de acceso (para lograr conectar la cámara del dispositivo y así lograr 
leer códigos QR).4 
 
3.2.2 KineticJS 
 
KineticJS es una librería de JavaScript que extiende el contexto 2D para Canvas (propuesto 
en HTML5), permitiendo dibujar formas o imágenes con la API existente, añadir detectores de 
eventos, moverlos, escalarlos, y girar de forma independiente de otras formas o imágenes. Este 
framework está licenciado bajo las licencias MIT y GPL. y puede descargarse tanto desde el 
sitio oficial5 como de los repositorios de GitHub.6 
 
Esta librería fue utilizada en el desarolo anterior para dibujar el plano en dos dimensiones 
de la Facultad de Informática. En el trabajo actual se conservará esta vista en un segundo 
plano para orientar mejor la navegación en tres dimensiones. 
 
El objeto principal que utiliza KineticJS se lama Stage (traducido como escenario), que se 
asocia directamente con el Canvas. Luego están los objetos Layer (capas) que se insertan en 
el Stage y que a su vez contienen los elementos gráficos, por ejemplo: círculos, rectángulos, 
polígonos, imágenes, etc. 
 
Ejemplo de instanciación de KineticJS 
 
1. Creación de un escenario (Stage) y dos capas (Layers), se muestra en la Figura 12. 
 
                             
4 Para mayor información acerca de HTML5 se puede consultar el siguiente enlace: 
htp:/www.w3.org/html/wg/drafts/html/master/ 5 htp:/kineticjs.com 6 htps:/github.com/ericdrowel/KineticJS 
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Figura 12. Captura de código: creación escenario KineticJS. 
 
2. Creación de un círculo (Circle) dentro de la capa lamada “principal” (ver Figura 13) 
 
 
Figura 13. Captura de código: creación círculo KineticJS. 
 
3. Creación de un rectángulo(Rect) dentro de la capa lamada “principal” (ver Figura 14) 
 
 
Figura 14. Captura de código: creación rectángulo KineticJS. 
 
 
4. Creación de una imagen (Image) dentro de la capa lamada “fondo” (ver Figura 15) 
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Figura 15. Captura de código: creación rectángulo KineticJS. 
 
5. Finalmente se asignan las capas al escenario y se le da la orden al escenario de dibujarse 
para ver el resultado en el navegador. Como se muestra en la Figura 16. 
 
Figura 16. Captura de código: Asignaciones KineticJS. 
 
 
Como se puede observar, al momento de crear círculos, rectángulos, etc., entre laves se 
pueden pasar muchos parámetros para configurar los. x es la coordenada horizontal sobre la 
que se ubicará; y es la coordenada vertical (las verticales se incrementan hacia abajo). radius 
es el radio (en el caso de círculo). fil es el color de releno. stroke, el color del borde. 
strokeWidth,el grosor del borde. draggable permite drag and drop. 
 
3.2.3 WebGL 
 
Antes de hablar de WebGL se darán a conocer otros estándares necesarios para 
comprender qué es y cómo funciona WebGL. 
 
OpenGL (Open Graphics Library) es una especificación estándar que define una API 
(application programming interface) multiplataforma para escribir aplicaciones que contengan 
gráficos 2D y 3D. OpenGL está manejado por el grupo tecnológico Khronos Group, el cual es 
un consorcio industrial sin fines de lucro encargado de crear estándares abiertos para permitir 
la creación y aceleración de la computación paralela, gráficos y medios dinámicos en una 
variedad de plataformas y dispositivos. 
 
OpenGL ES 2.0 (OpenGL for Embedded Systems) es una variante simplificada de OpenGL 
para dispositivos integrados, tales como smartphones, PDAs, consolas, entre otros. Consiste 
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de un subconjunto bien definido de OpenGL. Permite la programación completa de gráficos 3D. 
Al igual que OpenGL, esta manejado por Khronos Group. Toda la familia de OpenGL tiene una 
característica muy importante: la aceleración por hardware, esta consiste en el uso del 
hardware para desempeñar algunas funciones mucho más rápido de los que es posible en 
software corriendo en la CPU de propósito general. De esta manera se utiliza la GPU de la 
tarjeta gráfica para procesar grandes cargas de gráficos. 
 
La GPU (Graphics Processing unit) o unidad de procesamiento de gráficos es un procesador 
dedicado al procesamiento de gráficos u operaciones de coma flotante. 
 
WebGL fue creado inicialmente por Mozila, y más tarde estandarizado por el grupo 
tecnológico Khronos Group, el mismo grupo responsable de OpenGL y OpenGL ES. El primer 
prototipo fue diseñado por Mozila en el año 2006 y a principios del 2009, Mozila y Khronos 
Group comenzaron el WebGL Working Group. Además de los ya mencionados, actualmente 
los principales fabricantes de navegadores, Apple (Safari), Google (Chrome) y Opera (Opera), 
así como algunos proveedores de hardware son miembros del grupo de trabajo WebGL o 
WebGL Working Group. Todos elos están interesados en verificar que el contenido WebGL 
pueda corer tanto en desktop y hardware de dispositivos móviles. 
WebGL (Web-based Graphics Library) es un estándar web multiplataforma para una API de 
gráficos 3D de bajo nivel basado en OpenGL ES 2.0 y expuesto a través del elemento canvas 
de HTML5 como interfaces DOM (Document Object Model). Esta API provee enlaces de 
JavaScript a funciones OpenGL haciendo posible proveer contenido 3D acelerado en hardware 
a las páginas web. Esto hace posible la creación de gráficos 3D que se actualizan en tiempo 
real, corriendo en el navegador. 
Podemos decir también que WebGL, es una librería de software que extiende al lenguaje de 
programación javascript para permitir generar gráficos interactivos 3D dentro de cualquier 
navegador web compatible. WebGL es un contexto del elemento canvas que provee un API de 
gráficos 3D sin la necesidad de plugins. Decir que WebGL es un contexto del elemento canvas, 
podría no entenderse hasta que se muestre como trabajan juntos en la siguiente sección. 
WebGL trae el API de OpenGL ES 2.0 al elemento canvas. El contenido 3D está limitado a 
canvas. Se hicieron cambios en la API de WebGL en relación con la API de OpenGL ES 2.0 
para mejorar la portabilidad a través de varios sistemas operativos y dispositivos. 
En la Figura 17 se muestra un modelo conceptual de la arquitectura de WebGL. 
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Figura 17. Modelo conceptual de la arquitectura WebGL 
 
 
En este modelo se utiliza JavaScript para obtener a través del DOM el elemento Canvas de 
HTML5. Una vez obtenido el elemento Canvas, se define el contexto WebGL, por medio del 
cual accedemos a la API de WebGL, la cual está basada en la API de OpenGL ES. Por eso se 
dice que, técnicamente es un enlace (binding) para JavaScript para usar la implementación 
nativa de OpenGL ES 2.0. 
Este último, se encarga de comunicarse con el driver de la tarjeta gráfica y así poder realizar 
la aceleración por hardware en la GPU. Como vemos, se diferencian los eventos que ocurren 
en el espacio de usuario y en el kernel. 
La API de WebGL interactúa bien con el resto de las plataformas web; específicamente se 
proporciona apoyo para la carga de texturas 3D a partir de imágenes HTML o video, y la 
entrada del teclado y mouse se manejan mediante los conocidos eventos DOM. Este API 
poderoso es de muy bajo nivel y su uso requiere buenos conocimientos acerca de la 
programación 3D y matemática 3D. Una de las principales desventajas de WebGL es el alto 
consumo de CPU. 
Una característica importante de WebGL es que, brinda la posibilidad de contenidos 3D a la 
web sin la necesidad de utilizar plugins, ya que se encuentra implementado en el navegador. 
WebGL es un estándar web. Un estándar web, es un conjunto de especificaciones técnicas 
en constante evolución y de buenas prácticas para construir sitios web. Con elo se facilita el 
mantenimiento, la usabilidad, la interoperabilidad y la calidad de los trabajos. Utilizar un 
estándar asegura una larga vida a los proyectos, ya que provee por lo menos una pequeña 
estructura de mantenimiento. También asegura de que la mayoría de las personas puedan 
visitar el sitio web, sin importar qué navegador se esté utilizando. La compatibilidad hacia 
adelante y hacia atrás (forward and backward compatibility) es posible. 
En el caso particular de WebGL, su API está basado en un estándar de gráficos 3D familiar 
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y ampliamente aceptado. No utilizar un estándar tiene varias desventajas, como poco soporte, 
mayor exposición a problemas de seguridad y problemas de performance. Además la curva de 
aprendizaje suele ser muy alta, con un costo-beneficio menor. Otro problema que se puede dar 
es el del vendor lock in, en donde se tiene una dependencia absoluta del proveedor, el cual 
puede tener un costo elevado. 
El lanzamiento (release) de la especificación de la versión final de WebGL 1.0 se dio el 3 de 
marzo del 2011 en la conferencia de desarroladores de juego (Game Developers Conference - 
GDC), en San Francisco, Estados Unidos. 
 
Debido a que WebGL posee un API de muy bajo nivel, ha provocado el rechazo por parte de 
algunos programadores. Gracias a su creciente uso, muchos desarroladores han trabajado 
duro para proveer una API de alto nivel, a través de la creación de varios frameworks. Estos 
frameworks son sólidos y garantizan que coren en cualquier dispositivo, haciendo la 
programación más fácil. Esto permite que los desaroladores web no tengan que lidiar con las 
complejidades WebGL y la matemática 3D. 
Algunos frameworks son: C3DL, CopperLicht, CubicVR, EnergizeGL, GammaJS, GLGE, 
GTW, Jax, O3D, Oak3D, PhiloGL, SceneJS, SpiderGL, TDL, Three.js y X3DOM. La mayoría 
son librerías JavaScript.[17] 
Por cuestiones como la popularidad, disponibilidad de documentación y funcionalidades, se 
eligió la librería Three.js para el desarrolo de la aplicación. 
 
3.2.3.1 WebGL: Soporte de Navegadores. 
 
En la etapa de desarolo de la tesis “IndoorNavigation 2D”, el grupo de trabajo se encontró 
con una API WebGL en pleno desarolo, contando con herramientas a muy bajo nivel, y una 
compatibilidad de los navegadores mínima. 
En la Figura 18 se puede apreciar el grado de compatibilidad con WebGL de los principales 
navegadores en los años 2011/2012. 
33 
 
 
 
Figura 18. Cuadro de compatibilidad con WebGL de los navegadores. Año 2012.7 
 
 
Como se puede observar en esta Figura, los navegadores con mayor compatibilidad eran 
sólo aquelos navegadores de pertenecientes a PCs, mientras que los navegadores 
pertenecientes a dispositivos móviles como Safari, Opera Mini, o Chrome aún no eran 
compatibles. 
Con el corer de los años, el desarrolo y la importancia de WebGL aumentó notablemente, 
acompañado por el gran desarolo producido en tecnologías móviles. Tanto los smartphones, 
como tablets y otros dispositivos móviles, actualmente cuentan con soporte para HTML5, que 
recién en el año 2012 comenzó a introducirse en este tipo de dispositivos. 
Los procesadores de los dispositivos móviles actuales, cuentan con un aumento de su 
velocidad muy grande comparada con años anteriores, además de agregar tarjetas gráficas 
dedicadas, por lo que al WebGL hacer uso de aceleración por hardware, los dispositivos 
móviles actuales dan un soporte óptimo, siempre dependiendo, de las especificaciones 
particulares de cada dispositivo. 
En la Figura 19 se puede ver la compatibilidad de los navegadores con la API WebGL del 
presente año 2014. 
 
                             
7 htp:/caniuse.com/webgl (Año 2012) 
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Figura 19. Cuadro de compatibilidad con WebGL de los navegadores. Año 2014.8 
 
Se puede observar como con el pasar de los años, ha aumentado con gran notoriedad el 
soporte a WebGL por parte de los navegadores, tanto el PCs mejorando el rendimiento, como 
de los dispositivos móviles. 
WebGL provee una URL (htp:/get.webgl.org/), en la cual solo ingresando a ela, se da 
conocimiento si el navegador soporta o no WebGL. 
 
 
 
 
 
                             
8 htp:/caniuse.com/webgl (Año 2014) 
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3.2.4 Three.js 
 
Three.js es un framework de JavaScript, dedicado a facilitar la programación en cuanto a la 
creación de elementos, terenos, figuras, tanto en el plano 2D, como en el 3D, abstrayendo la 
especificación WebGL, y funciona bajo los estándares de HTML5. 
Básicamente, la librería maneja tres conceptos importantes que se explicarán a continuación 
para poder comprenderla. 
 
 El Renderer. 
 La escena. 
 La cámara. 
 
El Renderer 
 
El renderer es el objeto principal de WebGL, es donde la GPU de la PC ubicará, dibujara y 
pintará todos los elementos que se deseen. Para simplificar la explicación, podría verse como 
el “canvas” de la aplicación. 
Un tereno, o mundo de tres dimensiones puede ser enorme, infinito, pero los usuarios sólo 
verán todo aquelo que se vea desde la "cámara" y su perspectiva en la pantala. Ésta que 
nosotros vemos, la perspectiva 3D, es conocida como Renderer. 
Para crear un nuevo render, es necesario seterarle como mínimo tres atributos: su ancho, su 
alto y su color inicial. Este color podría verse como el color del “espacio” que rodea la escena 
que queremos dibujar en el canvas. Un ejemplo puede observarse en la Figura 20. 
 
 
Figura 20. Captura de ccódigo: Definición de renderer en Three.js 
 
La Escena 
 
En Three.js, la escena es la que se encarga de contener todos los elementos y objetos que 
se dibujaran en el momento de corer la aplicación. 
Dentro de una escena de Three.js, se pueden encontrar diferentes tipos de objetos, entre las 
cuales, las figuras y las cámaras son las más utilizadas. 
En toda aplicación de Three.js, se debe contar con al menos una escena, donde se 
encontrarán todos los objetos, y serán visualizados dependiendo el enfoque de la cámara en 
cuestión. Esto no significa que solo se deba utilizar una escena, sino que pueden utilizarse 
todas las que se requieran, para poder darle toda la realidad posible a un entorno en tres 
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dimensiones. 
 
Crear una escena en esta librería es muy simple, solo se necesita escribir el código 
presentado en la Figura 21. 
 
 
Figura 21. Captura de código: Creación escena en Three.js 
 
Para añadir luego objetos a la escena creada, es necesario el nombre de la escena seguido 
de .add, y enviando el objeto como parámetro, como se detala en la Figura 22. 
 
 
Figura 22. Captura de código: Agregación de escena en Three.js 
 
La Cámara 
 
Las cámaras toman un papel fundamental dentro de cualquier mundo 3D creado con 
Three.js, o de cualquier otro framework de rendering 3D. Esto se debe a que la perspectiva o 
ubicación que obtenga la cámara utilizada en un momento dado, mostrará una parte del mundo 
3D, y no el todo. 
En Three.js, una escena puede tener el número que deseemos, pero al momento de 
renderizar la escena, solo una de elas podrá ser utilizada. Es posible avanzar, retroceder, girar, 
elevar, y realizar todo tipo de movimientos con la cámara, permitiendo cambiar el enfoque del 
mundo 3D. 
Si bien existen varios tipos de cámara, PerspectiveCamera es la más utilizada. La Figura 23 
muestra un ejemplo de cómo crear una en Three.js. 
 
 
Figura 23. Captura de código: Creación de cámara en Three.js 
 
 
El constructor de la PerspectiveCamera posee 4 parámetros que deben enviarse para su 
corecta instanciación, los cuales se detalan a continuación: 
 
FOV: Ángulo del campo de visión grados. 
Aspect: Radio del aspecto, relación WIDTH/HEIGHT del canvas. 
Near: Distancia mínima de dibujado 
Far: Distancia máxima de dibujado 
 
Una vez creada la cámara, es posible incluirla a la escena, como se muestra en la Figura 24. 
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Figura 24. Captura de código: Inclusión de cámara en escena en Three.js 
 
Para mostrar en el renderer la captura de la cámara se ejecuta código presentado en la 
Figura 25. 
 
 
Figura 25. Captura de código: Mostrar renderer en escena en Three.js 
 
 
Actualización de la visión de la cámara – RequestAnimationFrame 
 
Para actualizar la vista de la cámara no alcanza con lamar una única vez al método render() 
del renderer ya que de esta manera la cámara mostrará únicamente una parte del movimiento 
dado por una fracción de tiempo. Para mantener actualizada continuamente la visión de la 
misma hay que lamar al método render() continuamente cada un período de tiempo fijo, de 
esta manera, cualquier movimiento que se produzca en la cámara será visualizado en pantala.  
Para esto es necesario implementar un método, el cual podría lamarse por ejemplo 
animate(), encargado de gestionar las actualizaciones de la vista de la aplicación. Javascript 
provee una función nativa que permite ejecutar asincrónicamente cada un lapso determinado 
de tiempo una función o una sección de código lamada setInterval(). Sin embargo, Three.js 
provee una nueva función lamada requestAnimationFrame() que funciona de manera más 
óptima. 
 
Esta nueva función se desarroló debido a que setInterval realiza el envío de peticiones para 
ejecutar loops cada una cantidad determinada de milisegundos sin contemplar si el sistema 
está ocupado o no, haciendo que este último almacene la petición en una cola de espera. 
SetInterval también emite peticiones aunque el sistema no esté en foco, es decir que aunque 
se minimice el navegador, la función continua enviando peticiones. Esta cantidad de peticiones 
en memoria realizaban un gasto totalmente innecesario de procesamiento y memoria. 
La nueva función requestAnimationFrame espera recibir un sólo parámetro: La función que 
se quiere ejecutar, y a diferencia de setInterval, una vez finalizado el loop es necesario volver a 
lamar a la función requestAnimationFrame pasándole nuevamente la función a ejecutar. 
Esta nueva función optimiza el uso de la CPU, actualizando de forma automática como la 
CPU le permite, a 60 cuadros por segundo en Pcs y notebooks (60 FPS), mejorando así la 
capacidad del manejo de información en animaciones y consumiendo menos recursos. 
Para la utilización de la función resquestAnimationFrame, es necesario lamar a esta como 
primera línea de una función, enviando como parámetro la función que se necesita ejecutar 
como se muestra en las Figuras 26 y 27 
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Figura 26. Captura de código: Utilización requestAnimationFrame en Three.js. 
 
 
Figura 27. Captura de código: Función renderer en Three.js. 
 
RequestAnimationFrame contiene animaciones suaves, ya que utiliza una frecuencia de 
imagen consistente. La CPU en lugar de ser sobrecargada con tareas de representación, 
permite que el procesador sea capaz de manejar otras tareas al mismo tiempo que la 
animación enviada. 
Otra de las ventajas de usar esta función es que funciona con una tasa de refresco de la 
pantala, que define la rapidez con la pantala puede mostrar una nueva imagen. 
Por último, si la pestaña actual del navegador donde se produce la animación pierde foco, 
requestAnimationFrame detendrá la animación, lo cual produce importantes ahoros de energía 
y aumenta el rendimiento de la CPU. [18] [19] [20] 
 
3.2.5 TweenJS 
 
Desde la creación de Javascript, muchos usuarios utilizan esta librería para realizar distintos 
tipos de animaciones, algo complicado a la hora de programar. Este tipo de animaciones, para 
mover objetos o diferentes elementos, debía realizarse mediante interpolaciones de movimiento 
entre partes distintas de cada fotograma. 
A partir de la aparición de la librería Tween.js, resulta más sencilo realizar todo tipo de 
animaciones, tales como mover un objeto, cambiar su tamaño, desvanecerlo, y muchas otras 
animaciones mejorando notablemente su rendimiento. 
Tween.JS, es una librería, que actúa como motor de animaciones, cuyo fin es facilitar a los 
usuarios la creación de animaciones en la web. Su tarea es realizar la interpolación automática 
de las propiedades de los objetos, lo que en un principio debía realizarse manualmente. 
 
Esta librería es sencila de aprender y utilizar, pero a su vez es muy potente en cuanto a su 
rendimiento, permitiendo realizar animaciones complejas aprovechando las posibilidades que 
nos brinda JavaScript. Tween.js nos brinda muchas ventajas en cuanto a performance, 
precisión, velocidad de fotogramas, y como lo mencionamos anteriormente, una notable 
facilidad en su uso. 
 
En la Figura 28 se muestra cómo utilizar esta librería. Lo primero que se debe realizar, es 
incluir la biblioteca en nuestro proyecto: 
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Figura 28. Captura de código: Inclusión librería TweenJS 
 
La manera de construir un Tween se realiza como se muestra en la Figura 29. 
 
 
Figura 29. Captura de código: Constructor de Tween para librería TweenJS 
 
Dónde: 
 
Objeto: Este argumento contiene el objeto al que se quiere aplicar la animación. 
Propiedad: La propiedad que será modificada en el objeto. 
Easing: El tipo de suavizado que utilizará la animación. 
Inicio: El valor inicial de la propiedad. 
Fin: El valor final de la propiedad. 
Duración: El tiempo en segundos que durará la animación. 
Sufijo: Agrega al final de la propiedad modificada, una cadena de caracteres. 
 
Para especificar una función de easing deberemos especificar, cuál es su nombre. Se 
dispone de 6 métodos de suavizado: 
 
Back: Extiende la animación cuando se supera el límite de la transición en uno o ambos 
extremos para producir el efecto de ser empujado hacia atrás desde el límite. 
Bounce: Añade un efecto de rebote dentro del rango de la transición en uno o ambos 
extremos. El número de rebotes depende de la duración: cuanto mayor sea la duración, 
producirá un mayor número de rebotes. 
Elastic: Añade un efecto elástico que está fuera del rango de la transición en uno o ambos 
extremos. La duración no afecta al grado de elasticidad. 
Regular: Añade un movimiento más lento en uno o ambos extremos. Esta función permite 
añadir un efecto de aceleración, desaceleración o ambos. 
Strong: Añade un movimiento más lento en uno o ambos extremos. Este efecto es similar al 
suavizado Regular, pero más pronunciado. 
None: Añade un movimiento uniforme de principio a fin sin efectos, ralentización ni 
aceleración. Esta transición también se denomina transición lineal. [21] 
 
Una vez instanciado Tween, el siguiente paso es realizar la acción correspondiente para 
este cambio tenga efecto y podamos verlo. Para realizar dicha acción, se utiliza el método 
start(), el cual se encargará de comenzar la animación. 
Una vez terminada la animación, Tween.js permite a través del método onComplete() poder 
ejecutar inmediatamente otro código, una nueva animación, o directamente concluir con la 
animación que se realizó recientemente. 
Esta librería permite, en el marco de la presente tesis, facilitar notablemente la creación de 
animaciones, ya que la aplicación IndoorNavigation3D, consta de numerosas animaciones para 
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poder realizar los movimientos de la cámara principal, permitiendo que ésta recora toda la 
facultad de informática representada de manera suave, corecta y utilizando de manera 
eficiente la CPU. 
 
3.2.6 JsQRCode 
 
JsQRCode es un escáner y a su vez un creador de códigos QR, implementado en 
íntegramente en javascript, permitiendo su ejecución en el navegador del cliente sin necesidad 
de instalar algún plugin ya que funciona bajo los estándares de HTML5. 
A diferencia de otros frameworks, este no solo permite subir y procesar un archivo con una 
imagen de un código QR, sino también leer los códigos QR desde la cámara web del 
dispositivo cliente. 
La implementación de dicho framework está basada en la librería ZXing implementada en 
Java, diseñada para procesar imágenes de códigos de una y dos dimensiones. 
El software está licenciado bajo la licencia Apache y su código fuente está disponible en 
GitHub9. Además en el sitio oficial (www.webqr.com) existe una demo del framework. 
Para el desarrolo de la aplicación se utilizó una variante del framework lamada jsqrcode-
scanner la cual es una adaptación de la librería anteriormente mencionada e implementa un 
scanner  de  códigos  QR.  Esta  variante  se  puede  descargar  desde 
htps:/github.com/asbjornenge/jsqrcode-scanner y utilizarla bajo las mismas condiciones que 
jsqrcode. 
 
3.2.7 jQuery Mobile 
 
jQuery Mobile es un framework de interfaz de usuario de desarolo de web que permite 
desarolar aplicaciones web para celulares o móviles que trabajen en cualquier Smartphone y 
Tablet. 
El jQuery Mobile framework está basado en jQuery y proporciona una serie de herramientas, 
incluyendo el manejo del DOM de HTML y XML, el control de evento, la comunicación con el 
servidor a través de Ajax, así como los efectos de animación y de imágenes para páginas web. 
El framework jQuery Mobile se descarga de manera independiente desde su sitio oficial10 y 
adicionalmente es necesario descargar la librería jQuery11. Tanto jQuery Mobile como jQuery 
son frameworks gratis, bajo una doble licencia (MIT y GPL). 
Posee un amplio conjunto de componentes, es por eso que jQuery Mobile se ha convertido 
en un framework muy utilizado para el desarrolo de aplicaciones web para móviles. 
Las características principales de jQuery Mobile son: 
Simplicidad: El framework es simple de usar. Permite desarolar páginas utilizando 
principalmente el marcado con un escaso código JavaScript. 
Mejora progresiva: Mientras jQuery Mobile aprovecha las últimas tecnologías de HTML5, 
CSS3 y JavaScript, no todos los dispositivos móviles brindan este soporte. La filosofía de 
jQuery Mobile es soportar tanto la gama alta de los dispositivos, como aquelos que no 
                             
9 htps:/github.com/LazarSoft/jsqrcode 10 htp:/jquerymobile.com/download 11 htp:/jquery.com/download 
41 
 
soportan grandes funcionalidades. Se trata de proveer la mejor experiencia posible. 
Accesibilidad: jQuery Mobile ha sido diseñado pensando en la accesibilidad. Brinda soporte 
a las aplicaciones de internet enriquecidas y accesibles “Accessible Rich Internet Applications” 
para ayudar a hacer páginas web más accesibles a los visitantes con discapacidad que usen 
tecnologías de asistencia. 
Tamaño pequeño: El tamaño total de jQuery Mobile framework es relativamente pequeño. 
Unos 12 KB de la biblioteca JavaScript, 6kb de CSS y algunos íconos. 
Tematización: El framework también proporciona un sistema de temas que ofrece una 
aplicación a nuestro propio estilo. 
 
Como se mencionó, jQuery Mobile es compatible tanto con la gama alta como con la baja de 
dispositivos, incluyendo los que no soportan JavaScript y actualmente provee. En el sitio oficial 
(htp:/jquerymobile.com/gbs/1.4) se detala a que plataformas móviles brinda soporte. [22] 
 
3.2.8 Symfony 
 
Symfony es un framework Open Source para desarolar aplicaciones web en PHP. 
Originalmente fue concebido por la agencia interactiva SensioLabs para el desarolo de sitios 
web para sus propios clientes. Symfony fue publicado por la agencia en el año 2005, bajo la 
licencia MIT, de código abierto y hoy se encuentra entre los frameworks líderes de PHP.   
Apoyado por SensioLabs y también por una gran comunidad, Symfony tiene una amplia 
gama de recursos que facilitan su aprendizaje: detalada documentación, soporte de la 
comunidad (listas de e-mail, IRC, etc.) y soporte profesional (consultoría, entrenamientos, etc.). 
Cuenta, entre los miles de sitios y aplicaciones desaroladas con su plataforma, prestigiosas 
referencias, tales como Yahoo!, Dailymotion, Opensky.com, Exercise.com, phpBB, o Drupal. 
[23] 
 
Symfony es un framework que optimiza el desarolo de las aplicaciones web. Está basado 
en el patrón MVC (Modelo Vista Controlador), es decir, separa la lógica de negocio, la lógica de 
servidor y la presentación de la aplicación web. Proporciona varias herramientas y clases 
encaminadas a reducir el tiempo de desarrolo de una aplicación web compleja.  
Además, automatiza las tareas más comunes, por ejemplo la creación de módulos CRUD de 
una clase, permitiendo al desarolador dedicarse por completo a los aspectos específicos de 
cada aplicación. La premisa del framework es el de no reinventar la rueda cada vez que se crea 
una nueva aplicación web. 
Symfony está desarolado completamente en PHP 5.3 y es compatible con la mayoría de 
gestores de bases de datos, como MySQL, PostgreSQL, Oracle y SQL Server. Se puede 
ejecutar tanto en plataformas *nix (Unix, Linux, etc.) como en plataformas Windows. 
Fue diseñado para ajustarse a los siguientes requisitos: 
 
 Fácil de instalar y configurar en la mayoría de plataformas (y con la garantía de que 
funciona correctamente en los sistemas Windows y *nix estándares). 
 Independiente del sistema gestor de bases de datos. Su capa de abstracción y el uso 
de Doctrine o Propel como ORM, permiten cambiar con facilidad de SGBD en 
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cualquier fase del proyecto. 
 Utiliza programación orientada a objetos. 
 Sencilo de usar en la mayoría de casos, aunque es preferible para el desarolo de 
grandes aplicaciones Web que para pequeños proyectos. 
 Basado en la premisa de “convenir en vez de configurar”, en la que el desarolador 
sólo debe configurar aquelo que no es convencional. 
 Sigue la mayoría de mejores prácticas y patrones de diseño para la web. 
 Preparado para aplicaciones empresariales y adaptable a las políticas y 
arquitecturas propias de cada empresa, además de ser lo suficientemente estable 
como para desarolar aplicaciones a largo plazo. 
 Código fácil de leer que incluye comentarios de phpDocumentor y que permite un 
mantenimiento muy sencilo. 
 Fácil de extender, lo que permite su integración con las bibliotecas de otros 
fabricantes. 
 Una potente línea de comandos que facilitan generación de código, lo cual contribuye 
a ahorar tiempo de trabajo. 
 Las características más comunes para el desarrolo de proyectos web están 
automatizadas en symfony, tales como: 
 Permite la internacionalización para la traducción del texto de la interfaz, los datos y 
el contenido de localización. 
 La presentación usa templates y layouts que pueden ser construidos por diseñadores 
de HTML que no posean conocimientos del framework. 
 Los formularios soportan la validación automática, lo cual asegura mejor calidad de 
los datos en las base de datos y una mejor experiencia para el usuario. 
 El manejo de caché reduce el uso de banda ancha y la carga del servidor. 
 La facilidad de soportar autenticación y credenciales facilita la creación de áreas 
restringidas y manejo de seguridad de los usuarios. 
 El enrutamiento y las URLs inteligentes hacen amigable las direcciones de las 
páginas de la aplicación. 
 Las listas son más amigables, ya que permite la paginación, clasificación y filtrado 
automáticos. 
 Los plugins proveen un alto nivel de extensibilidad. 
 La interacción con AJAX es mucho más sencila. 
 
Symfony se distribuye bajo licencia Open Source MIT, que no impone restricciones y permite 
el desarolo de código abierto, así como aplicaciones propietarias. Puede descargarse desde 
su sitio oficial12 de manera gratuita. [24] 
 
Si bien Symfony se encuentra en la versión 2.4 que posee varias mejoras y cambios 
estructurales con respecto a las versiones 1.x, para el actual proyecto se utilizó la versión 1.4 
dado que el sistema original estaba implementado en esta versión. 
                             
12 htp:/symfony.com/download 
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4. Modelo de Navegación 3D 
 
4.1 Modelo especificado para Navegación 3D 
 
El modelo de clases se presenta en la Figura 30, se basó en el de la aplicación original, 
modificando únicamente aspectos relacionados con la navegación en tres dimensiones. 
 
 
Figura 30. Modelo de Clases IndoorNavigation3D. 
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A continuación se detalan una por una las clases definidas en el Modelo de Clases. 
 
IndoorNavigation: Esta clase representa a la aplicación en sí y es la encargada de 
responder a las peticiones realizadas por los usuarios. 
Conoce a un Espacio, sus estructuras y todos los puntos navegables dentro de él. Tiene 
conoce una Estrategia de Camino, la cual determinará el algoritmo a utilizar para el cálculo de 
caminos dentro del espacio. 
 
Usuario: Representa al usuario del sistema, el cual mediante peticiones al sistema podrá 
determinar su ubicación actual física y lógica. También conoce el camino para realizar, 
compuesto por diferentes puntos de navegación. 
Espacio: Es la abstracción del edificio navegable. Conoce los puntos de navegación y 
estructuras que lo componen. 
 
Estructura: Representa a cada aula o habitación dentro de un edificio. Conoce las paredes 
que lo forman, tendrá un Punto por cada vértice de la estructura que deseemos representar, 
permitiendo así representar cualquier forma. 
Una estructura puede ser navegable o no, si es navegable tiene un punto de navegación 
asociada a la misma para que pueda ser seleccionada como destino u origen de la navegación. 
Una estructura también tiene datos asociados a la misma, como fotos, videos y texto, que 
ayudarán al usuario a crear una relación entre la estructura dibujada en un plano y la estructura 
real. 
 
Pared: Representa a las paredes que conforman una estructura, a la que se le puede 
asociar una descripción y una imagen. 
 
Punto: están formados por las coordenadas x,y,z que ubican al punto en un plano. Esto 
será utilizado para poder representar un vértice de estructuras, o la posición de un punto de 
navegación. 
 
PuntoNavegacion: Representan puntos por donde un usuario puede moverse y ser 
posicionado. Algunos puntos de navegación están asociados a estructuras convirtiéndolos en 
posibles destinos. Los puntos de navegación se relacionan entre sí, guardando como dato de 
esa relación la distancia a ese punto de navegación, formando así una red o grafo, esto es lo 
que determina los caminos dentro del edificio y hace posible el cálculo del camino de un punto 
de navegación de origen a uno de destino. 
 
InformaciónComplementaria: Representan información visual asociada a una estructura, 
de esta manera el usuario no solo verá indicaciones de ruteo al destino sino que podrá ver 
información relacionada al lugar donde se dirige o está parado. 
 
EstrategiaDeCamino: Es una clase abstracta que representa los conceptos generales de 
de algoritmos de cálculos de caminos. A partir de la misma se puede subclasificar para tener 
varias estrategias concretas de cálculo de camino instanciadas y cambiar de estrategia en 
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tiempo de ejecución. De esta forma podemos tener diferentes criterios para determinar un 
camino. Esto cumple con el patrón de diseño Strategy13. 
 
CaminoMinimo: Estrategia de cálculo de caminos concreta, en este caso esta estrategia 
determinará el camino de menor distancia de un punto de navegación a otro. Esta es la 
estrategia que implementaremos en la aplicación. 
 
4.2 Interacción y Diagramas de Secuencia 
 
A continuación se presentan los diagramas de secuencias que se disparan a partir de 
invocar los métodos presentes en el usuario. 
 
+getCaminoDesdeHasta(origen : PuntoNavegacion, destino : PuntoNavegacion) : List 
PuntoNavegacion() 
 
En el diagrama de secuencia de la Figura 31 podemos ver como el usuario interactúa con el 
sistema para conocer el camino mínimo entre puntos de navegación enviados como parámetro. 
El usuario inicia la interacción pidiendo al sistema el cálculo de caminos de un origen a un 
destino. La búsqueda del camino mínimo se delega a la estrategia de cálculos de caminos 
mínimos para que esta determine el camino, el cual será representado en un plano en la 
interfaz del sistema. 
 
 
Figura 31. Diagrama de secuencia “getCaminoDesdeHasta()” 
 
 
+getPuntoNavegacionDeEstructura(estructura :.Estructura) : PuntoNavegacion 
 
El sistema, a partir de una estructura dada, recupera el punto de navegación asociado a esta 
estructura para su selección o no como posible destino. Como se puede apreciar en la Figura 
32. 
                             
13 Gamma, E., Helm, R., Johnson, R., & Vlissides, J. (1994). Design paterns: elements of reusable object-oriented 
software. Pearson Education. 
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Figura 32. Diagrama de secuencia “getPuntoNavegaciónDeEstructura()” 
 
+getMultimediaDeEstructura(estructura :.Estructura) : InformacionComplementaria 
 
El usuario selecciona una estructura y elige la opción “ver detales de la estructura” (ver 
Figura 33). IndoorNavigation recibe la estructura y a partir de esta, recupera los recursos 
multimedia que tiene asociados para luego ser representados en la interfaz. 
 
 
Figura 33. Diagrama de secuencia “getMultimediaDeEstructura()” 
 
+obtenerDistanciaDesdeHasta(origen : PuntoNavegacion, destino : PuntoNavegacion) : 
float 
 
A partir de dos puntos de navegación ya preestablecidos, el sistema calcula la distancia que 
existe entre estos dos puntos, para luego utilizar la misma en el cálculo del camino mínimo 
entre dos puntos. Como se muestra en la Figura 34. 
 
 
Figura 34. Diagrama de secuencia “obtenerDistanciaDesdeHasta()” 
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+posicionFisicaDentroDeCamino() : Boolean 
 
El sistema a partir de la posición actual física de un usuario determinado, devuelve 
verdadero o falso dependiendo si esta posición física actual se encuentra dentro del camino 
mínimo actual. Esto se puede apreciar en la Figura 35. 
 
 
Figura 35. Diagrama de secuencia “posicionFisicaDentroDeCamino()” 
 
4.3 Ejemplo de Instanciación del Modelo creado 
 
La instanciación del edificio navegable es uno de los puntos más importantes de la 
aplicación, ya que es donde se definen las estructuras que actuarán como posibles destinos del 
usuario y el grafo que formarán los puntos de navegación. La instanciación es un paso 
complejo ya que se crean partes del edificio navegable individualmente para luego ser 
asociadas, por este motivo para ver el edificio resultante se necesita tener todas las estructuras 
con sus puntos creados y asociadas a sus respectivos puntos de navegación. 
El modelo permite representar los datos para luego poder tener una vista general en tres 
dimensiones y una en dos dimensiones. Para poder ejemplificar la instanciación, se tomarán 
dos planos de un edificio simplificado, uno en dos dimensiones (Figura 36) y otro en tres 
dimensiones (Figura 37), los cuales cuentan con tres estructuras navegables elegibles como 
posibles destinos. 
 
Figura 36. Ejemplo de edificio simplificado en dos dimensiones. 
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Figura 37. Ejemplo edificio simplificado en tres dimensiones. 
 
Para poder representar este plano con el modelo de clases creado es necesario definir más 
elementos que permitan instanciar el edificio: 
 
Puntos: los puntos representan los vértices de cada estructura (sea navegable o no) y la 
posición de los puntos de navegación. A cada uno de los puntos definidos en el plano le fue 
asignado una coordenada (x,y,z) que la aplicación luego usará para determinar su posición en 
el plano. 
Puntos de navegación: los puntos de navegación determinan los caminos posibles dentro 
del edificio. Estos también tienen un punto asociado para situarlos en el plano. Cada punto de 
navegación está asociado con los puntos de navegación cercanos y esta relación guarda como 
información la distancia entre estos, creando así un grafo que luego la aplicación utilizará para 
determinar el camino. Se pueden ver que las tres estructuras tienen un punto de navegación 
asociado, esto las convierte en navegables, y de esta manera, elegibles como destinos al 
usuario de la aplicación. 
Estructuras: Se pueden ver las 3 estructuras navegables en el plano, cada una con su 
nombre que permitirá al usuario hacer la selección del destino. Se pueden ver los Puntos que 
determinarán su forma y dimensiones y el punto de navegación asociado a estas.  
 
A continuación en la Figura 38 se muestra el plano 2D resultante luego de definir estos datos 
mencionados. En la Figura 39 muestra el plano en 3D. 
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Figura 38. Edificio simplificado con información agregada en dos dimensiones. 
 
 
 
Figura 39. Edificio simplificado con información agregada en tres dimensiones 
 
En las Figuras 38 y 39, se puede ver la información más relevante que se necesita para 
instanciarlo. Por ejemplo se puede ver como sala.1 está formado por los puntos p1,p2, p3, p4 , 
y que tiene asociado el punto de navegación pn.6. Como se puede observar, la sala 1, está 
formada por 4 puntos situados en la base de las paredes, por simplicidad todas las paredes de 
la aplicación tienen la misma altura 
 
En el diagrama de instancias de la Figura 40, se puede ver cómo se representa el plano con 
el modelo de clases y cada una de las instancias de las clases Estructura, PuntoDeNavegacion 
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y Punto, y sus relaciones. 
 
 
Figura 40. Diagrama de instanciación del edificio simplificado (considerando dos y tres dimensiones). 
 
El cálculo de camino utiliza el grafo que se forma de las relaciones entre los puntos de 
navegación, cada relación con otro punto de navegación contiene la distancia (hasta este), esta 
distancia es utilizada por el algoritmo de cálculo de caminos (clase CaminoMinimo) para 
determinar el camino más corto entre dos puntos. En la Figura 41 se puede ver el grafo de 
navegación resultante de la instanciación de puntos de navegación definidos en el edificio de 
ejemplo. 
 
 
Figura 41. Grafo resultante de la instanciación del edificio simplificado (igual para dos y tres 
dimensiones). 
 
Ahora se mostrará (Figuras 42 y 43) el grafo marcado con azul en el plano del edificio, las 
instancias entre puntos de navegación determinan los costos de pasar de un nodo a otro. Es 
importante aclarar que los costos se calculan en base a la distancia entre cada punto de 
navegación. 
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Figura 42. Grafo de puntos de navegación en dos dimensiones. 
 
 
 
 
Figura 43. Grafo de puntos de navegación en tres dimensiones. 
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5. Casos de Uso 
 
A continuación se detala la funcionalidad que provee el prototipo desarolado. En el Anexo 
A se listan los casos que se reutilizaron de la aplicación base para navegación 2D. 
5.1 Usuarios Comunes 
 
Nombre: Avanzar en el plano 3D. 
Descripción: El usuario avanza lógicamente hacia su destino. 
Actores: Usuario, Sistema. 
Precondición: El usuario debe tener seleccionado el punto de origen y el punto destino dentro 
de la aplicación. 
Curso de Eventos: 
 
1.  El usuario selecciona desde la interfaz de la aplicación la opción Avanzar. 
 
2. El sistema procesa la información enviada por el usuario realizando el cálculo del 
siguiente punto del camino y realiza una animación hacia el mismo. Bloquea la bara de 
navegación. 
 
3. El usuario visualiza en su interfaz una animación hacia su nueva posición. 
 
4. El sistema desbloquea la bara de navegación. Si el siguiente punto calculado por el 
sistema es el último del camino, el sistema informa al usuario de la acción desplegando 
un menú con opciones para: Navegar a otro sitio, Ver información o Cerar ventana. 
Post condición: El usuario avanza en su posición lógica al siguiente punto del camino. 
 
Nombre: Retroceder en el plano 2D y 3D 
Descripción: El usuario retrocede lógicamente en el camino. 
Actores: Usuario, Sistema. 
Precondición: El usuario debe tener seleccionado el punto de origen y el punto destino dentro 
de la aplicación. 
Curso de Eventos: 
 
1. El usuario selecciona desde la interfaz de la aplicación la opción Retroceder. 
 
2. El sistema procesa la información enviada por el usuario realizando el cálculo del punto 
anterior del camino y realiza una animación hacia el mismo. Bloquea la barra de 
navegación. 
 
3. El usuario visualiza en su interfaz una animación hacia su nueva posición. 
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4. El Sistema desbloquea la bara de navegación. 
 
Post condición: El usuario retrocede al punto anterior del camino. 
 
Nombre: Girar 360º izquierda/derecha en el plano 3D. 
Descripción: El usuario selecciona la opción Girar 360º izquierda/derecha en la aplicación. 
Actores: Usuario, Sistema. 
Precondición: El usuario debe tener seleccionado el punto de origen y el punto destino dentro 
de la aplicación. 
Curso de Eventos: 
 
1.  El usuario selecciona desde la interfaz de la aplicación la opción Girar 360º 
izquierda/Derecha. 
 
2. El sistema procesa la información enviada por el usuario y realiza una animación de un 
giro de 360 grados. Bloquea la bara de navegación. 
 
3. El usuario visualiza en su interfaz una vista panorámica con respecto a su posición actual. 
 
4. Desbloquea la barra de navegación. 
Post condición: El usuario queda parado en la misma posición luego de visualizar una vista 
panorámica. 
 
Nombre: Buscar Origen y Destino. 
Descripción: El usuario selecciona la opción Buscar y lee un código QR para determinar un 
punto de origen y luego selecciona un destino. 
Actores: Usuario, Sistema. 
Precondición: - 
Curso de Eventos: 
 
1.  El usuario lee un código QR para determinar el origen. 
 
2. El sistema guarda en una variable la opción seleccionada por el usuario y despliega un 
listado con las estructuras navegables disponibles, omitiendo en dicho listado la 
estructura seleccionada como origen. 
 
3. El usuario selecciona desde la interfaz de la aplicación una de las opciones disponibles 
como punto de destino. 
 
4. El sistema procesa la información enviada por el usuario realizando el cálculo del camino 
mínimo entre el punto de origen actual y el destino. 
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5. El usuario visualiza en su interfaz un plano con un camino desde el punto de origen hasta 
el destino seleccionado. 
Post condición: El usuario visualiza un plano en 3D y 2D con el camino a navegar. 
 
Nombre: Activar QR. 
Descripción: El usuario activa el lector QR para indicar su posición física actual. 
Actores: Usuario, Sistema. 
Precondición: El usuario debe tener seleccionado el punto de origen y el punto destino dentro 
de la aplicación. El lector QR debe estar desactivado. 
Curso de Eventos: 
 
1. El usuario selecciona el botón “Activar QR” desde la aplicación. 
 
2. El sistema procesa la información recibida y realiza la activación del lector de códigos QR 
de la aplicación. 
 
Post condición: El sistema activa el lector de códigos QR ubicado en la interfaz de la aplicación. 
 
Nombre: Desactivar QR. 
Descripción: El usuario desactiva el lector QR de la aplicación. 
Actores: Usuario, Sistema. 
Precondición: El usuario debe tener seleccionado el punto de origen y el punto destino dentro 
de la aplicación. El usuario debe tener activado el lector de códigos QR. 
Curso de Eventos: 
 
1. El usuario selecciona el botón “Desactivar QR” desde la aplicación. 
 
2. El sistema procesa la información y deja leer códigos QR desde el lector. 
 
Post condición: El sistema desactiva el lector de códigos QR de la aplicación. 
 
Nombre: Leer código QR desde navegación. 
Descripción: El usuario realiza la lectura de un código QR desde el lector QR de la aplicación. 
Actores: Usuario, Sistema. 
Precondición: El usuario debe tener activado el lector QR de la aplicación. 
Curso de Eventos: 
 
1.  El usuario lee desde la cámara de su dispositivo un código QR que indica su posición 
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física actual. 
 
2. El sistema procesa la información, detecta la posición actual física del usuario y dibuja un 
icono representativo del mismo en el mapa 2d de la interfaz. 
 
Post condición: El sistema actualiza la posición física del usuario en la interfaz. 
 
Nombre: Recalcular camino. 
Descripción: El usuario selecciona la opción para que el sistema re-calcule el camino desde su 
nueva posición física actual. 
Actores: Usuario, Sistema. 
Precondición: El usuario debe haber leído un código QR que indique su posición física actual 
fuera del camino establecido. El botón “recalcular camino” debe encontrarse activado. 
Curso de Eventos: 
 
1.  El usuario selecciona la opción “Recalcular camino” desde la interfaz del sistema. 
 
2. El sistema procesa la información, detecta la posición física actual, y despliega en la 
interfaz la lista de destinos disponibles para navegar. 
Post condición: El sistema muestra en la interfaz los posibles los recorridos disponibles. 
 
Nombre: Navegar a otro sitio desde destino. 
Descripción: El usuario selecciona un nuevo destino desde el destino alcanzado. 
Actores: Usuario, Sistema. 
Precondición: El usuario legó físicamente al destino. 
Curso de Eventos: 
 
1.  El usuario selecciona navegar a otro sitio desde el destino. 
 
2. El sistema procesa la información enviada por el usuario y guarda el nuevo origen en una 
variable. 
 
3. El sistema despliega en su interfaz un listado con los destinos navegables posibles. 
Post condición: El usuario obtiene un listado de los destinos navegables posibles. 
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5.2 Usuarios Registrados 
 
Nombre: Crear Pared Dibujable. 
Descripción: El Usuario registrado da de alta una Pared Dibujable. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1.  Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, crear una 
Pared Dibujable. 
 
4. El usuario registrado selecciona del menú la función, crear una pared Dibujable. 
 
5. El usuario registrado ingresa los atributos: Punto1, Punto2, Link imagen, Descripción y 
Orientación pared. 
 
Post condición: Se crea una nueva Pared Dibujable en el sistema. 
 
Nombre: Editar Pared Dibujable. 
Descripción: El Usuario registrado selecciona una Pared Dibujable para ser editada. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
1.  Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, editar 
una Pared Dibujable. 
 
4. El usuario registrado busca en el listado de Paredes Dibujables la que desea modificar y 
selecciona la opción de editar. 
 
5. El usuario registrado modifica los atributos necesarios. 
 
6. El sistema valida la información enviada por el usuario y crea la nueva Pared Dibujable. 
 
Post condición: Se modifican los atributos de una Pared Dibujable en el sistema. 
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Nombre: Borar Pared Dibujable. 
Descripción: El Usuario registrado selecciona una Pared Dibujable para ser eliminada. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, borrar 
una Pared Dibujable. 
 
4. El usuario registrado busca en el listado de Paredes Dibujables la que desea eliminar y 
selecciona la opción de borrar. 
 
5. El sistema pregunta al usuario si realmente desea realizar el borado físico de la pared 
dibujable. 
 
6. El usuario registrado confirma que desea eliminar la Pared Dibujable. 
 
7. La Pared Dibujable es eliminada del sistema. 
Post condición: Se elimina una Pared Dibujable en el sistema. 
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6. Implementación del Prototipo 
 
6.1 Arquitectura General 
 
Para el desarolo en tres dimensiones se utilizó WebGL, abstraída por la librería Three.js, la 
cual como se mencionó permite trabajar con la unidad de procesamiento gráfico (GPU) del 
cliente por medio de código javascript. La intención siempre fue la de mostrar una animación de 
la navegación virtual en lugar de recargar la página, con lo cual, fue necesario no solo agregar 
la librería Three.js sino también parte de la arquitectura de la aplicación. 
 
Al tratarse de una tecnología que requiere de un dispositivo móvil con buena capacidad de 
procesamiento y video, se optó por modificar la arquitectura original de la aplicación de 
navegación 2D, delegando al cliente los cálculos en los que no era viable refrescar la pantala, 
por ejemplo la actualización de la posición virtual que requiere de una animación. Como se 
puede apreciar en la Figura 44. 
 
 El motivo de la elección de realizar los cálculos en el cliente en lugar de utilizar AJAX, es 
decir, realizar los cálculos en el servidor y pasarlos luego al cliente sin recargar la página, fue 
puramente de rendimiento. Resultó  más rápido realizar los cálculos de una petición en el 
cliente, teniendo en cuenta que el dispositivo requerido para que la aplicación funcione cuenta 
con una gran capacidad de cálculo, que realizar una petición vía AJAX al servidor para que 
éste haga los cálculos y le retorne los resultados al cliente. 
 
Figura 44. Arquitectura de la aplicación IndoorNavigation3D. 
 
Otro aspecto muy importante a tener en cuenta para realizar estas modificaciones fue la 
lectura de códigos QR para actualizar la posición física. Fue indispensable integrar un lector de 
códigos QR dentro de la aplicación que se ejecutará en el dispositivo cliente, caso contrario, no 
se podría actualizar la posición física sin salir de la aplicación. Se hablará de esto en presente 
capítulo. 
 
De esta manera quedó planteada la arquitectura de la aplicación. A continuación se 
mencionan las ventajas y desventajas del cambio de arquitectura. 
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Ventajas 
Utilizando esta arquitectura no se recarga la página en cada cambio de posición física 
(lectura de código QR) o lógica (animación) y los cálculos se realizan en el cliente, con lo cual 
la aplicación responde de manera inmediata al ejecutarse otorgando al usuario un tiempo de 
respuesta deseable. 
 
Desventajas 
Se complejiza un poco el código, ya que ahora la lógica no está únicamente en el servidor, 
sino que también el cliente. Es necesario disponer de dispositivos móviles con gran capacidad 
de procesamiento y video. 
 
6.2 Vista 3D  
 
 Sin dudas uno de los desafíos más grandes dentro de los cambios propuestos fue la vista de 
la aplicación. Como se mencionó en la sección de desarolo propuesto, se propuso 
implementar una vista basada en Street View. A continuación se hablará un poco de los 
sistemas de Street View para entender el funcionamiento de los mismos. 
 
Para implementar la facultad de informática en formato Street View se utilizó la librería 
javascript Three.js que abstrae la implementación del estándar definido por WebGL. El primer 
inconveniente encontrado fueron las fotografías, ya que no se contaba con equipamiento 
adecuado para tomar este tipo de imágenes. Con lo cual, se optó por generar objetos en tres 
dimensiones simulando paredes y asignándole a cada uno una imagen que identificara la pared 
virtual con la real. Estas imágenes fueron procesadas a partir de fotografías tomadas con una 
cámara digital por un diseñador gráfico quien se encargó de transformarlas en imágenes 
simplificadas, facilitando el proceso de desarolo y por otra parte reduciendo el tamaño de las 
mismas. Gracias a esto, las fotos pasaron de pesar no menos de 4MB cada una, a pesar no 
más de 50 KB cada una, mejorando de manera drástica el rendimiento de la aplicación. En la 
Figura 45 se muestra las paredes simplificadas en el plano 3D. 
 
 
Figura 45. Imágenes de paredes simplificadas en plano 3D. 
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Para generar las paredes se utilizó como base los datos disponibles de las estructuras 
implementadas en dos dimensiones, lo cual agilizó muchísimo el desarrolo de la vista 
tridimensional de la Facultad ya que no fue necesario pasar un plano del edificio a un sistema 
de coordenadas. Si bien no se disponía de la altura de las paredes, ya que únicamente existían 
puntos que representaban los vértices del perímetro de la base de las diferentes estructuras 
(una estructura posee al menos tres puntos), se mantuvo una altura constante para las paredes 
para simplificar la construcción del escenario. 
Por otra parte, para mejorar el rendimiento de la aplicación se optó por no construir todas las 
paredes de la facultad ya que muchas de elas se superponían y muchas otras no iban a ser 
visualizadas por el usuario navegando el interior de la facultad. De esta manera, muchos 
puntos quedaron excluidos para la construcción en tres dimensiones (no así en la de dos 
dimensiones). Adicionalmente se creó una nueva tabla en la base de datos lamada 
“pared_dibujable”, que contiene los siguientes datos: 
 
 punto_1_id: representa a uno de los extremos de la pared a dibujar. 
 punto_2_id: representa al otro extremo de la pared a dibujar. 
 link_imagen: representa al link de la imagen a cargar como textura. 
 descripción: describe la pared para orientar mejor al desarolador durante la 
implementación 
 orientacion_pared_id: define la orientación de la pared (divididas en “Norte/Oeste” y 
“Sur/Este”) para cargar la imagen de la pared únicamente del lado que coresponda, 
permitiendo optimizar el tiempo de carga. 
 
Para poder dibujar efectivamente las paredes con Three.js, fue necesario realizar diferentes 
cálculos detalados a continuación. 
 
Cálculo de punto medio de la pared 
 
Three.js necesita conocer el punto medio de la pared, ya que desde ese punto se construye 
la misma. Como se dispone de dos puntos que representan a la pared, es fácil calcularlo. 
El Punto medio está determinado por: 
 
M = (x1 + x2) / 2 ; (y1 + y2) / 2 
 
Ejemplo: A(7,5) y B (4,1) 
 
M = (7 + 4) / 2 ; (5 + 1) / 2 
M = 11/2 ; 6/2  
M = (5,5 ; 3) 
 
Cálculo de ángulo de rotación de la pared. 
 
Adicionalmente, Three.js necesita conocer el ángulo de rotación que posee la pared. Como 
tenemos dos puntos que la representan, es posible obtener el ángulo realizando los siguientes 
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cálculos. 
Suponiendo que se tienen los puntos A=(x1,y1) y B=(x2,y2). Al unirlos mediante una recta, 
esta recta va a estar inclinada o paralela con respecto al eje x. Si la recta está inclinada va a 
tener una pendiente denominada m, si la recta es vertical, no tiene pendiente y si la recta es 
horizontal entonces tiene pendiente(m=0). 
La pendiente se calcula de la siguiente manera: 
 
m = (y1-y2) / (x1-x2) 
 
A partir de la pendiente se puede calcular el ángulo, ya que la pendiente es igual a la 
tangente del ángulo que nos interesa saber. Despejando se puede obtener fácilmente el 
ángulo. 
 
m = TAN(α) 
α= ATAN(m)  
 
donde ATAN=arcotangente 
α es el ángulo que forman esos puntos 
 
Ejemplo: A(7,5) y B (4,1) 
 
m = (5-1) / (7-4) = 4/3 = 1,33 
1,33 = TAN (α) 
α= ATAN(1,33)  
α ≈ 0.926 radianes ≈ 53.06º 
 
En el caso de que (x1 - x2) = 0, es decir, no exista pendiente, utiliza 90º como ángulo de 
rotación. 
 
Cálculo de distancia de la pared 
 
Por último, Three.js necesita conocer la distancia de la pared. Como se dispone de un par 
de puntos por pared ubicados en distintos lugares del sistema de coordenadas, la distancia 
queda determinada por la relación: 
 
 
Para demostrar esta relación se deben ubicar los puntos A(x1,y1) y B(x2,y2) en A(x1,y1) y 
B(x2,y2) en el sistema de coordenadas, luego formar un triángulo rectángulo de hipotenusa AB 
y emplear el teorema de Pitágoras. 
 
Ejemplo: Calcular la distancia entre los puntos A(7,5) y B (4,1) 
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d = 5 unidades 
 
La Figura 46 muestra el código con la función encargada de construir una pared en base a lo 
explicado anteriormente. 
 
 
Figura 46. Captura de código: Función de construcción de paredes en el plano 3D. 
 
Como se puede observar, la función recibe como parámetros la distancia, punto medio, 
ángulo de rotación, calculados anteriormente y la orientación y link de imagen de la pared a 
construir. 
Como se puede ver el borde de la pared siempre es 0 y la altura es siempre 150. Luego se 
crean las texturas del objeto a construir que va a representar a la pared, en este caso un 
rectángulo de tres dimensiones, el cual posee seis caras, (las texturas se definen antes de 
crear el objeto) y se almacenan en un areglo. Como se puede observar son 6 seis texturas en 
total, alterando el orden de las últimas dos dependiendo de la orientación de la misma. 
Las siguientes líneas de código construyen el objeto que representa a la pared. Luego se 
posiciona la misma según el punto pasado por parámetro (la altura se mantiene fija siempre). 
Ya casi en el final del código, se define el ángulo de rotación de la misma y finalmente se 
agrega la pared a la escena. 
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6.3 Animaciones 
  
Como ya se mencionó, el modelo del plano tridimensional, se instancio para mostrar el 
posicionamiento virtual dentro del edificio de la Facultad de Informática. Tanto para avanzar 
como para retroceder de un punto al otro, es decir, el anterior o el siguiente dentro del camino 
estipulado para legar a un destino, era necesario mostrar de alguna manera ese 
desplazamiento (si no se mostraba el desplazamiento, el cambio era muy brusco provocando 
que el usuario pudiera perderse siguiendo la navegación virtual). Para avanzar o retroceder 
virtualmente dentro del camino disponible para legar al destino seleccionado se decidió colocar 
dos botones, cada uno lamando a una función con su implementación correspondiente. 
 
El problema surgió al intentar implementar la lógica de las funciones anteriormente 
mencionadas. Primero era necesario girar la cámara que gestiona la vista hasta el punto 
anterior o siguiente según corespondiera, y luego hacerla mover linealmente hasta el punto 
destino. Por más que fuera sencilo calcular el ángulo de giro y la distancia a recorer, la 
implementación no era simple ya que las heramientas disponibles (básicamente funciones 
como setInterval y setTimeout nativas de javascript) no garantizaban que el giro fuera siempre 
igual en distintas ejecuciones, y esto mismo se repetía con los avances. 
 
A partir de esta problemática, se buscó una solución y tras investigar sobre el tema, se dio 
con un framework implementado en javascript que funciona como motor de animaciones, 
lamado Tweenjs. El mismo se integra de manera muy simple (sólo alcanza con agregar el 
archivo js al proyecto) y provee una simple interfaz para gestionar las animaciones. A 
continuación se muestra y explica detaladamente cómo se resolvieron los movimientos de un 
punto a otro dentro del plano tridimensional. 
 
A continuación se muestra en la Figura 47 cómo se realizó el traslado de la cámara, desde 
un punto de navegación a otro (anterior o siguiente), dentro del camino mínimo resultante: 
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Figura 47. Captura de código: Movimiento de cámara entre dos puntos 
 
Como se observa en la imagen anterior, lo primero que se realiza, es la carga las variables 
que serán necesarias al momento de realizar la animación, que consta de girar la cámara hasta 
que su enfoque se dirija al punto siguiente de navegación, para luego realizar el recorrido hasta 
este. 
 
La variable pendiente, contiene el valor de la pendiente entre el punto en el cual se ubica la 
cámara, y el punto al cual debe dirigirse. Esta variable, luego será utilizada para el cálculo del 
valor del ángulo que debe girar la cámara para enfocar el punto a donde se dirige, que se 
alojara en la variable angulo_rotacion. 
El valor de angulo_rotacion luego es normalizado, para realizar un giro en el cual no supere 
una rotación de 360 grados para simplificar la vista de la cámara. 
Como último valor para realizar corectamente esta función, tenemos el valor del tiempo, el 
cual dependerá del ángulo de giro en el caso de la rotación y de la distancia entre los puntos, 
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en el caso del desplazamiento, recreando una velocidad constante que se asemeja al caminar 
de una persona. 
Y ahora lo importante de este código, la creación de la animación esperada a través de dos 
instancias de Tween, el primero, realizando la rotación necesaria para que el punto actual de la 
cámara haga foco en la del punto siguiente, para luego realizar el desplazamiento entre los dos 
puntos. 
La primera instancia de Tween, se almacena en la variable animacionRotacion, la cual una 
vez cargada se procederá a utilizar la función Tween.start() para comenzar con la animación. 
El parámetro enviado a la función constructor del Tween, es en este caso cam.rotation (cam 
es un parámetro que recibe la función irAPunto(), que hace referencia a la cámara de la librería 
Three.js que simula a su vez a la vista virtual de la aplicación), que indica la variable que será 
modificada durante la ejecución del algoritmo.  
Luego en la función .to, se realiza la modificación de los valores de la rotación de la cámara, 
manteniendo los ángulos que no cambian, X y Z, y modificando el valor de Y, dando como valor 
la rotación resultante en el cálculo de valores realizado antes de instanciar Tween 
(angulo_rotacion). Al terminar la modificación, al final dentro de la misma función se le da el 
valor de tiempo en el cual se requiere que se realice la animación, en nuestro caso el valor de 
la variable tiempo. 
En la función easing, se carga el valor Tween.Easing.Linear.None, para que la animación se 
realice normal, sin ningún tipo de efecto ni suavizado. 
En la función onUpdate(), es decir mientras se produce la animación, no se realiza ningún 
otro tipo de modificación, por lo que se omite y se deja vacía. 
El la función onComplete(), se incluye el código que se ejecutará luego de terminada la 
animación de la primera instancia de Tween. Para que la animación que deseamos realizar se 
produzca de manera corecta, es decir, primero la rotación y luego el desplazamiento, dentro 
de esta función se creó una nueva instancia de Tween, la cual se encarga de realizar la 
animación que desplaza la cámara de su punto actual hasta el siguiente punto del camino. 
Esta instancia de Tween ubicada dentro de la función onComplete(), es muy similar al antes 
creado para realizar la rotación de la cámara, modificando en este caso, la posición de la 
cámara (cam.position). En este caso se modificarán los tres valores de la posición de la 
cámara, utilizando como valor los parámetros de la función irAPunto. 
Al igual que el anterior función, no se utiliza ningún suavizado ni efecto, y tanto en onUpdate 
como en onComplete no se realiza ninguna acción adicional. 
 
6.4 Navegación lógica y física 
 
Como se mencionó anteriormente, se reutilizó casi completamente el plano de dos 
dimensiones para obtener una vista en miniatura simplificada de la navegación. Se le agregó 
un pequeño ícono con la imagen de un ojo para representar la posición lógica durante la 
navegación y se continuó utilizando el ícono con la imagen de una persona para representar la 
posición física del usuario. 
En la Figura 48 se puede apreciar el plano 3D y en el sector inferior derecho el plano 2D en 
miniatura (el cual es ampliado en la Figura 49). 
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Figura 48. Mapa de dos dimensiones en miniatura 
 
 
Figura 49. Íconos de mapa en dos dimensiones. 
 
6.5 Lectura de códigos QR 
   
La lectura de códigos QR se utiliza para reconocer la posición física de la persona que está 
utilizando la aplicación. Como se mencionó en los casos de uso, en primer lugar el usuario lee 
un código QR para determinar su posición física y luego selecciona un destino. Luego aparece 
el plano de tres dimensiones con la posición física del usuario como punto de partida y un 
dibujo con la forma de una persona en el mapa de dos dimensiones indicando la posición física 
del usuario dentro del plano de la Facultad. A medida que el usuario se desplaza lee un código 
QR para actualizar su posición física. Es importante aclarar que los cambios deben ser 
mostrados en el plano de dos dimensiones y no así en el de tres dimensiones que representa la 
posición y navegación lógica. La aplicación original no dispone de un lector de códigos QR 
integrado y en su lugar utiliza una aplicación externa que posiciona al usuario en un plano en 
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dos dimensiones únicamente en el punto de partida, con lo cual, el uso de la aplicación no varía 
demasiado. En el caso de la navegación en tres dimensiones, la posición física se actualiza 
constantemente, con lo cual levó a analizar la forma en la que se leían los códigos QR y 
plantear la idea de integrar un lector de códigos QR dentro de la aplicación. 
 
Lectura de códigos QR fuera de la aplicación 
 
Ventajas 
La aplicación consume menos recursos (memoria RAM y procesador) ya que no 
tiene que encender la cámara del dispositivo ni analizar códigos QR. 
 
Desventajas  
Es necesario salir de la aplicación para utilizar otra que lea códigos QR, lo cual 
produce que sea tedioso su uso. 
Se necesita software adicional para correr la aplicación. 
Es necesaria una forma de resguardar los datos con las posiciones física y lógica, 
destino, etc. actuales al salir de la aplicación y de alguna manera restaurarlas al 
leer la nueva posición física y volver a la misma. 
 
Lectura de códigos QR dentro de la aplicación 
 
Ventajas    
No es necesario salir de la aplicación para actualizar la posición física, con lo cual 
no se debe realizar un resguardo de las posiciones física y lógica, destino, etc. 
El uso de la aplicación es mucho más cómodo e intuitivo para el usuario. 
No se necesita de software soporte para utilizar la aplicación. 
Mayor facilidad para agregar nuevas funcionalidades a los códigos QR leídos. 
 
Desventajas     
Poco conocimiento por parte de los desaroladores acerca de la disponibilidad de 
librerías que operen nativamente, sin necesidad de instalar plugins, respetando 
estándares, de código abierto y gratuitas para controlar la cámara del dispositivo y 
analizar códigos QR. 
Con respecto a los recursos que podía legar a consumir la integración de un lector 
de códigos QR dentro de la aplicación, teniendo en cuenta que ésta core sobre 
dispositivos móviles de alta gama, se creyó conveniente no poner este ítem como 
desventaja. 
 
La opción de integrar un lector de códigos QR fue la elegida, entonces se realizó una 
exhaustiva búsqueda de librerías que lograran concretar el objetivo. 
Afortunadamente se encontró la librería lamada jsqrcode (mencionada en la sección de 
herramientas utilizadas), que cumplía con los aspectos anteriormente mencionados. 
La integración con el sistema fue muy simple dado que la librería trae varios ejemplos de 
cómo instanciar la cámara del dispositivo, cómo leer un código y qué hacer luego de 
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concretarse la lectura. 
 
El único inconveniente encontrado durante la utilización del scanner de códigos QR fue 
durante la lectura, ya que el lector para reconocer un código QR, ejecuta código para reconocer 
las imágenes capturadas por poling, con lo cual la aplicación desperdiciaba recursos 
constantemente, afectando notoriamente el rendimiento de la aplicación (sobre todo al 
momento de realizar las animaciones corespondientes a los cambios de posición lógica) en 
lugar de gastarlos únicamente al momento de actualizar la posición física. Para solucionar este 
problema, buscaron y encontraron los método encargados de activar/desactivar la cámara y se 
agregó un botón encargado de gestionar la lectura de los códigos QR. De esta manera la 
aplicación aranca con la cámara del dispositivo encendida pero inhabilitada para reconocer 
códigos QR. Al pulsar el botón anteriormente mencionado, se habilita el reconocimiento de 
códigos, y cuando el mismo es leído, se actualiza la posición física en el mapa de dos 
dimensiones y se desactiva el lector nuevamente. 
De esta manera se logró solucionar la lectura de los códigos QR y logrando optimizar y 
mejorar el uso de la aplicación sin perder de vista el rendimiento de la misma ni la utilización 
innecesaria de recursos. 
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7. Ejemplos de uso 
 
En este capítulo se explicará el funcionamiento del prototipo creado de navegación indoor 
3D. 
El acceso a la aplicación se realiza mediante el empleo de un navegador WEB. Cabe 
destacar que esta aplicación es compatible con todos los navegadores disponibles. 
Una vez que hayamos accedido a la aplicación, la misma se presentará con un mensaje que 
pide la confirmación de uso de la cámara del dispositivo. Una vez confirmada la utilización de la 
cámara, la aplicación iniciará con la interfaz mostrada en la Figura 50. 
 
 
Figura 50. Captura de pantala principal de la aplicación. 
 
Como podemos observar, la interfaz de la pantala de inicio cuenta con un texto, el cual nos 
indica que debemos mostrar a la cámara activa, un código QR, que en esta aplicación es la 
codificación de una URL que identifica alguna de las estructuras disponibles. 
 
Al ingresar un código correcto que represente a una estructura, la aplicación guardará esta 
estructura como la posición actual del usuario, para luego desplegar en la interfaz una lista con 
las estructuras navegables disponibles, obviando la estructura elegida anteriormente. 
En la Figura 51 podemos ver la interfaz mencionada. 
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Figura 51. Captura de pantala de lista de estructuras navegables. 
 
Además de contar con la lista de estructuras disponible, la interfaz anterior también cuenta 
con un buscador por filtro de caracteres, que facilita la búsqueda de una estructura específica. 
 
Una vez seleccionado el destino, la aplicación se encarga de calcular el camino mínimo 
entre los dos puntos preseleccionados conocidos como posición actual y estructura destino. El 
camino mínimo está conformado por el punto de la posición actual, los puntos intermedios, y el 
punto de navegación de la estructura destino. La aplicación despliega el mapa en tres 
dimensiones, ubicando la cámara principal en el punto de navegación actual del usuario, con la 
misma haciendo foco al siguiente punto del camino navegable. 
En la Figura 52 podemos ver la interfaz desplegada luego de seleccionar los puntos de 
navegación inicio y destino. 
 
 
Figura 52. Captura de pantala interfaz de navegación 3D. 
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En esa interfaz de la aplicación muestra el plano en tres dimensiones, compuesto por un 
piso en color material, y las distintas paredes que forman la facultad, cada una con una textura 
que representa la realidad.  
Hacia la parte inferior derecha de la interfaz se encuentra el mapa en dos dimensiones, el 
cual nos ayuda a conocer la posición en la cual nos ubicamos físicamente a través del dibujo 
de una persona en el punto de navegación, y con un dibujo de un ojo, para conocer la 
ubicación lógica dentro del plano 3D. Cuando hablamos de ubicación física diferenciándola de 
la lógica, se debe a que la posición física dentro del edificio, se actualiza solamente cuando el 
usuario desde su dispositivo móvil lee un QR de algún punto navegable de la facultad. 
Mientras, la posición lógica, indicada con el icono del ojo en el camino, indica la posición de la 
cámara dentro de la aplicación en tres dimensiones desplegada en la interfaz, y al seleccionar 
un avance o un retroceso, solamente se actualiza el mapa de dos dimensiones. 
 
La Figura 53 muestra un ejemplo donde la posición lógica se diferencia de la posición física 
del usuario. 
 
 
Figura 53. Captura de pantala interfaz navegación. Diferencia entre posición lógica y Física en plano 2D. 
 
En el caso que la nueva posición física ingresada desde la lectura de un código QR, la 
modificación solo se ve reflejada en el mapa de dos dimensiones. A diferencia del caso 
anterior, en el caso que la nueva posición física ingresada no se encuentre en el camino, 
además de actualizar el plano 2D, se activa el botón “Recalcular camino”, como podemos ver 
en la Figura 54. 
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Figura 54. Captura de pantala interfaz navegación. Posición lógica fuera de camino establecido. 
 
En el caso de que el usuario seleccione la opción de “Recalcular Camino”, el sistema 
almacena como posición actual la última posición física ingresada por código QR, y despliega 
nuevamente la interfaz de selección de destino como se vio anteriormente en este capítulo. 
 
Volviendo a la interfaz de navegación, dentro del mapa de tres dimensiones nos 
encontramos con la botonera de la Figura 55. 
 
 
Figura 55. Captura de pantala. Bara de navegación 3D. 
 
En esta botonera podemos encontrar diferentes opciones para la navegación de la cámara 
(o posición lógica de usuario), que serán descritas a continuación:  
 
Retroceder: Este botón se encuentra deshabilitado siempre que la cámara se encuentre en 
la primera posición del camino, siendo habilitando en todos los demás puntos. Su tarea una vez 
habilitada la opción, es de tomar el punto anterior a su posición actual, realizar el giro necesario 
para que el foco de la cámara se dirija hacia dicho punto, para luego desplazarse hacia él. 
 
Avanzar: El botón avanzar se encuentra habilitado al comienzo del camino, y estará 
disponible siempre y cuando no se encuentre la cámara en el último punto del camino a 
recorer. Su función es la misma que el botón retroceder, cambiando el punto al cual avanzar 
luego de hacer el giro necesario, siendo el punto siguiente en el camino. 
 
 Los botones 360° Izquierda y 360° derecha, realizan un movimiento especial dentro del 
mapa en tres dimensiones. Al presionar uno de estos dos botones, dependiendo si es derecha 
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o izquierda, la cámara realiza un giro en 360 grados para su lado respectivo, haciendo ver al 
usuario un panorama completo del punto en el cual se encuentra ubicada la cámara y su 
panorama completo. 
 
Otro elemento importante en esta interfaz puede encontrarse en la parte inferior izquierda 
del mapa en tres dimensiones, estamos hablando de la vista de la cámara del dispositivo, y de 
la botonera con las opciones de “Activar QR” y “Desactivar QR”: 
 
Como se puede ver en la Figura 56, dentro del cuadrado superior podemos ver la vista de la 
cámara del dispositivo, en la cual se mostrarán los códigos QR para que sean leídos. 
 
 
Figura 56. Captura de pantala. Bara de navegación QR. 
 
Debido a que para la lectura de un código QR es necesario realizar un loop que cada cierta 
cantidad de segundos intente leer un código y esto consume una cantidad de recursos no 
deseados para que la aplicación se ejecute de una manera eficiente, se agregaron los dos 
botones de la parte inferior de la Figura. 
El botón Activar QR, lo que realiza es habilitar la lectura de códigos, realizando el loop antes 
mencionado, mientras que la opción de Desactivar QR, detiene este loop de lectura, 
permitiendo solamente a la cámara del dispositivo mostrar la imagen actual de la vista de su 
cámara. 
Volviendo a en concepto de posición lógica y física, debemos destacar que la forma para 
completar un camino mínimo desde su inicio hasta su final, es ingresar por código QR, el 
código que representa al punto de navegación de la estructura elegida como destino. 
En caso de que esto suceda, la interfaz desplegará un popup que dará al usuario diferentes 
opciones a elegir. 
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En la Figura 57 podemos ver que la interfaz nos propone tres opciones diferentes: 
 La opción cerar, que ciera el popup y nos permite continuar navegando con el 
mismo camino que se estaba realizando anterior a la legada al destino 
 La opción navegar a otro sitio, en la cual la aplicación almacena la posición de 
destino como nueva posición actual, y despliega la interfaz de seleccionar destino, 
con la lista de las nuevas estructuras navegables posibles. 
 Por último, la opción ver información despliega la interfaz detalada en la Figura 59. 
 
 
Figura 57. Captura de pantala. Popup de finalización de recorido. 
 
 
 
Figura 58. Captura de pantala. Informe detalado de estructura navegable. 
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En esta pantala se muestra la información multimedia de la estructura destino a la cual se 
legó. Podemos encontrar datos, fotos y videos. 
También encontramos la opción Navegar hacia otro destino desde Biblioteca (estructura 
actual), lo que nos dirige a la pantala de seleccionar destino para realizar un nuevo camino 
desde la estructura actual. 
 
Tanto en las pantalas de inicio, de seleccionar destino, como también en la pantala de 
navegación, en la parte superior de la interfaz podemos encontrar el botón Buscar, el cual en 
cualquier de las pantalas nos dirige nuevamente a la pantala de inicio de la aplicación. 
Otro punto importante de la aplicación, es que almacena en una variable interna, siempre el 
último punto de navegación de destino, por lo que luego del primer ingreso a la pantala de 
seleccionar destino, nos dará la opción de navegar directamente hacia el último destino 
seleccionado. 
 
Como se observa en la parte superior izquierda de la lista de destinos ilustrada en la Figura 
59, se encuentra la opción de navegar al último destino seleccionado, en este caso el 
Ascensor. 
 
 
Figura 59. Captura de pantala. Lista de estructuras navegables. Opción de continuación. 
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8. Conclusiones y trabajos futuros 
 
8.1 Conclusiones 
  
Luego de levar a cabo el presente trabajo de tesis, se logró entender con profundidad el 
funcionamiento de los sistemas de posicionamiento en interiores, sus usos, beneficios y 
problemáticas aún no resueltas. 
 
Mientras que los sistemas de posicionamiento en espacios en exteriores utilizando sistemas 
basados en satélite se consideran una tecnología madura, por el contrario, los sistemas de 
posicionamiento en interiores están aún en una fase de desarrolo. 
 
Aunque existen diversas soluciones que aproximen una solución para este tipo de sistemas, 
la no existencia de un estándar definido para su implementación los convierte en un problema 
aún no resuelto. 
 
Generalmente, salvo alguna excepción, la implementación de este tipo de sistemas depende 
de una inversión en infraestructura para que funcionen de manera precisa, siendo posible el 
uso de distintas tecnologías y algoritmia en función de la necesidad que se quiera cubrir.  
 
Sin embargo, en los últimos años los dispositivos móviles han adquirido nuevas 
características y han mejorado otras tantas. Hoy en día casi todos los dispositivos cuentan con 
GPS, WiFi, Bluetooth, gran capacidad de procesamiento, aceleradores gráficos, capacidad de 
almacenamiento y buena capacidad de memoria RAM entre otras, lo cual motiva a que las 
inversiones anteriormente mencionadas sean levadas a cabo. 
 
Adicionalmente, las herramientas destinadas al desarolo de este tipo de aplicaciones han 
mejorado mucho, en particular las que facilitan el uso de WebGL. No sólo se dispone de 
muchos más frameworks que hace no más de dos o tres años, sino que también son simples 
de usar y cada vez más eficientes y con más funcionalidades, lo cual alienta y facilita a los 
programadores. A su vez se cuentan con más documentación disponible, al menos las más 
populares, con ejemplos y con continuas mejoras. Sin dudas, la consolidación de HTML5 como 
estándar y el soporte de hoy en día casi todos los navegadores del mercado, incluidos los de 
dispositivos móviles, ha fomentado este avance. 
 
En lo que respecta al desarolo, se logró reutilizar casi por completo el modelo de clases 
(Modelo) y la lógica del sistema original (Controlador), concentrando la mayoría del tiempo en 
la navegación 3D (sobre todo en parte gráfica), que siempre fue el objetivo principal de este 
trabajo. Si bien se encontraron algunas trabas durante el desarolo (por ejemplo, la integración 
del lector de códigos QR en la aplicación), se lograron sortear permitiendo completar el trabajo, 
utilizando buenas prácticas de programación y diseño, satisfaciendo tanto los requerimientos 
funcionales, como los no funcionales mencionados en la introducción. 
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En esta tesis se presentó un prototipo de navegación 3D en espacios indoor, en particular 
para el edificio de la Facultad de informática. Sin embargo, el modelo planteado es general y 
puede ser usado para instanciarse en cualquier otro espacio. Esto le brinda flexibilidad a la 
solución planteada. 
 
Los avances tecnológicos permiten levar a la práctica prototipos como el que se planteo en 
esta tesis. Cabe destacar que esta funcionalidad no había podido ser puesta en práctica en 
2012. Esto da un panorama de las posibilidades que se van ampliando a medida que la 
tecnología evoluciona. 
 
8.2 Trabajos a Futuro 
 
A continuación, se detalan algunas funcionalidades que se podrían mejorar y agregar al 
prototipo desarolado. 
 
Cambiar la tecnología de Códigos QR por otra que sea capaz de posicionar al usuario en el 
mapa automáticamente, es decir, sin la necesidad de tener que decirle a la aplicación donde se 
encuentra a cada momento. Es decir, combinar otros mecanismos de sensado de 
posicionamiento. 
 
Agregar otro tipo de sensores, por ejemplo, la brújula, y acorde a eso, se le ajuste el plano 
2D para decirle para donde está mirando actualmente el usuario. Marcando, por ejemplo, el 
ángulo de visión.  
 
Extender la facultad implementando la parte nueva y el primer y segundo piso. La aplicación 
cuenta con una interfaz para poder agregar, quitar o editar estructuras, paredes, caminos, etc. 
Esto implica resolver como posicionar al usuario en los diferentes pisos, más aun si se usan 
diferentes tipos de censados como parte del sistema. 
 
Vistas 360 de interior de aulas que permitan observar con mayor detale las mismas al legar 
a un destino, aprovechando que Three.js ya provee esta funcionalidad. Se podría además 
combinar con información de lo que se está dictando en ese momento en cada aula. 
 
Agregar videos y audios en la sección de detales. 
 
Recorridos interactivos, en los cuales la cámara se dirija sola desde el inicio hasta el destino. 
 
Tours guidados, por ejemplo, ayudar a los ingresantes a recorrer la facultad indicándole que 
es cada lugar, que tramites se hacen, etc. 
 
Agregar objetos del interior como por ejemplo, silones, mesas, plantas columnas, etc. 
Considerar estos obstáculos involucra crear puntos de navegación que los “esquiven”, así los 
caminos son más reales. 
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Agregar navegación libre, programando las colisiones contra paredes y demás objetos. Esto 
podría servir para asistir, por ejemplo, a disminuidos visuales. 
 
Además de las mejoras mencionadas al prototipo el modelo podría ser instanciado y crearse 
aplicaciones para otros dominios, por ejemplo, museos, shoppings, etc. 
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Anexo A: Casos de Uso reutilizados 
 
Usuarios Comunes 
Nombre: Buscar Destino (dentro del listado de destinos). 
Descripción El usuario busca un destino (estructura) a donde desea navegar. 
Actores: Usuario, Sistema. 
Precondición: El usuario tiene que haber leído un código QR. 
Curso de Eventos: 
 
1. El sistema presenta al usuario un buscador de estructuras y una lista con todas las 
estructuras disponibles y navegables. 
 
2. El usuario ingresa parte del nombre de la estructura a la cuál desea navegar. 
 
3. El sistema acota el listado de estructuras basándose en el nombre ingresado por el 
usuario 
Post condición: El usuario obtiene la estructura a la cual desea dirigirse. 
 
Nombre: Navegar a Destino. 
Descripción El usuario navega desde el origen al destino. 
Actores: Usuario, Sistema. 
Precondición: El usuario filtro y encontró el destino al que desea navegar. 
Curso de Eventos: 
 
1.  El usuario selecciona el destino al que desea navegar. 
 
2. El sistema procesa la información enviada por el usuario realizando el cálculo del camino 
mínimo entre el punto de origen actual y el destino. 
 
3. El usuario visualiza en su interfaz un plano con un camino desde su posición actual y 
hasta el destino seleccionado. 
Post condición: El usuario obtiene un mapa con una ruta desde su posición actual hasta el lugar 
de destino. 
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Nombre: Ver detale de Estructura. 
Descripción El usuario selecciona la opción ver información. 
Actores: Usuario, Sistema. 
Precondición: El usuario tiene que haber legado al destino navegado. 
Curso de Eventos: 
 
1. El usuario selecciona la opción ver información luego de legar al destino. 
 
2. El sistema procesa la petición del usuario y busca toda la información asociada con la 
estructura. 
 
3. El usuario visualiza en su interfaz toda la información de la estructura seleccionada. 
Post condición: El usuario obtiene un detale (recursos multimediales, nombre, capacidad, etc.) 
de la estructura seleccionada. 
 
Usuarios registrados 
 
Nombre: Crear Estructura. 
Descripción: El Usuario registrado da de alta una estructura en el sistema. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1.  Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, crear una 
estructura. 
 
4. El usuario registrado selecciona del menú la función, crear una estructura. 
 
5. El usuario registrado ingresa los atributos: Nombre, Tipo de Estructura y Capacidad. 
 
6. El sistema valida la información enviada por el usuario y crea la nueva estructura. 
Post condición: Se crea una nueva estructura en el sistema. 
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Nombre: Editar Estructura. 
Descripción: El Usuario registrado selecciona una estructura para ser editada. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, editar 
una estructura. 
 
4. El usuario registrado busca en el listado de estructuras la que desea modificar y 
selecciona la opción de editar. 
 
5. El usuario registrado modifica los atributos necesarios. 
 
6. El sistema valida la información enviada por el usuario y modifica los atributos de la 
estructura. 
Post condición: Se cambian los atributos de una estructura. 
 
Nombre: Borar Estructura. 
Descripción: El Usuario registrado selecciona una estructura para ser eliminada. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1.  Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, borrar 
una estructura. 
 
4. El usuario registrado busca en el listado de estructuras la que desea eliminar y selecciona 
la opción borar. 
 
5. El sistema pregunta al usuario si realmente desea realizar el borado físico de la 
estructura. 
 
6. El usuario registrado confirma que desea eliminar la estructura. 
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7. La estructura es eliminada del sistema. 
Post condición: Se elimina la estructura del sistema. 
 
Nombre: Crear Punto. 
Descripción: El Usuario registrado da de alta un punto en el sistema. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1.  Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado registrado. Entre 
elas, crear un punto. 
 
4. El usuario registrado selecciona del menú la función, crear un punto. 
 
5. El usuario registrado ingresa los atributos: Punto de origen X y Punto de Origen Y. 
También puede seleccionar una estructura para ser asociada con el punto. 
 
6. El sistema valida la información enviada por el usuario y crea un nuevo punto en el 
sistema 
Post condición: Se crea un nuevo punto en el sistema. 
 
Nombre: Editar Punto. 
Descripción: El Usuario registrado selecciona un punto para ser editado. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, editar un 
punto. 
 
4. El usuario registrado busca en el listado de puntos el que desea modificar y selecciona la 
opción de editar. 
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5. El usuario registrado modifica los atributos necesarios. 
Post condición: Se cambian los atributos de un punto. 
 
Nombre: Borar Punto. 
Descripción: El Usuario registrado selecciona un punto para ser eliminado. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1.  Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, borrar un 
punto. 
 
4. El usuario registrado busca en el listado de puntos el que desea eliminar y selecciona la 
opción borrar. 
 
5. El sistema pregunta al usuario si realmente desea realizar el borado físico del punto. 
 
6. El usuario registrado confirma que desea eliminar el punto. 
 
7. El punto es eliminado del sistema. 
Post condición: Se elimina el punto del sistema. 
 
Nombre: Crear Punto de Navegación. 
Descripción: El Usuario Registrado da de alta un punto de navegación en el sistema. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, crear un 
punto de navegación. 
 
4. El usuario registrado selecciona del menú la función crear punto de navegación. 
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5. El usuario registrado ingresa los atributos: Nombre y selecciona el punto con el que el 
punto de navegación está asociado. 
 
6. El sistema valida la información enviada por el usuario y crea el nuevo punto de 
navegación. 
Post condición: Se crea un nuevo punto de navegación en el sistema. 
 
Nombre: Editar Punto de Navegación. 
Descripción: El Usuario registrado selecciona un punto de navegación para ser editado. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1.  Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, editar un 
punto de navegación. 
 
4. El usuario registrado busca en el listado de puntos de navegación el que desea modificar 
y selecciona la opción de editar. 
 
5. El usuario registrado modifica los atributos necesarios. 
Post condición: Se cambian los atributos de un punto de navegación. 
 
 
Nombre: Borar Punto de Navegación. 
Descripción: El Usuario registrado selecciona un punto de navegación para ser eliminado. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, borrar un 
punto de navegación. 
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4. El usuario registrado busca en el listado de puntos de navegación el que desea eliminar y 
selecciona la opción borar. 
 
5. El sistema pregunta al usuario si realmente desea realizar el borado físico del punto de 
navegación. 
 
6. El usuario registrado confirma que desea eliminar el punto de navegación. 
 
7. El punto de navegación es eliminado del sistema. 
Post condición: Se elimina el punto de navegación del sistema. 
 
Nombre: Crear Relación entre Puntos de Navegación. 
Descripción: El Usuario registrado da de alta una relación entre dos puntos de navegación. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, crear una 
relación entre puntos de navegación. 
 
4. El usuario registrado selecciona del menú la función, crear un relación entre puntos de 
navegación 
 
5. El usuario registrado ingresa los atributos: Punto de Navegación 1, Puntos de Navegación 
2 y la distancia que hay entre los mismos. 
 
6. El sistema valida la información enviada por el usuario y crea la relación entre los puntos 
de navegación seleccionados. 
Post condición: Se crea una nueva relación entre dos puntos de navegación. 
 
Nombre: Editar Relación entre Puntos de Navegación. 
Descripción: El Usuario registrado selecciona una relación entre puntos de navegación para ser 
editada. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
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1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, editar 
una relación entre puntos de navegación. 
 
4. El usuario registrado busca en el listado de relaciones entre puntos de navegación la que 
desea modificar y selecciona la opción de editar. 
 
5. El usuario registrado modifica los atributos necesarios. 
 
6. El sistema valida la información enviada por el usuario y modifica los atributos de la 
relación entre puntos de navegación 
Post condición: Se modifican los atributos de una relación entre dos puntos de navegación. 
 
Nombre: Borar Relación entre Puntos de Navegación. 
Descripción: El Usuario registrado selecciona una relación entre puntos de navegación para ser 
eliminada. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, borrar 
una relación entre puntos de navegación. 
 
4. El usuario registrado busca en el listado de relaciones entre puntos de navegación y elige 
la que desea eliminar seleccionando la opción borar. 
 
5. El sistema pregunta al usuario si realmente desea realizar el borado físico de la relación 
entre puntos de navegación. 
 
6. El usuario registrado confirma que desea eliminar la relación entre puntos de navegación. 
 
7. La relación entre puntos de navegación es eliminada del sistema. 
Post condición: Se elimina la relación entre puntos de navegación del sistema. 
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Nombre: Crear Multimedia. 
Descripción El Usuario registrado da de alta un recurso multimedia en el sistema. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, crear 
multimedia. 
 
4. El usuario registrado selecciona del menú la función, crear multimedia. 
 
5. El usuario registrado ingresa los atributos: Nombre, tipo de multimedia y selecciona la 
estructura con la cual el recurso multimedia estará asociado. 
 
6. El sistema valida la información enviada por el usuario y crea un recurso multimedia en el 
sistema. 
Post condición: Se crea un nuevo recurso multimedia en el sistema. 
 
Nombre: Editar Multimedia. 
Descripción El Usuario registrado selecciona un recurso multimedia para ser editado. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario registrado. Entre elas, editar un 
recurso multimedia. 
 
4. El usuario registrado busca en el listado de recursos multimediales el que desea modificar 
y selecciona la opción de editar. 
 
5. El usuario registrado modifica los atributos necesarios. 
 
6. El sistema valida la información enviada por el usuario y modifica los atributos del recurso 
multimedia. 
Post condición: Se cambian los atributos de un recurso multimedia. 
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Nombre: Borar Multimedia. 
Descripción El Usuario registrado selecciona un recurso multimedia para ser eliminado. 
Actores: Usuario registrado, Sistema. 
Precondición: El usuario debe encontrarse logueado en el sistema. 
Curso de Eventos: 
 
1. Un usuario realiza inicio de sesión utilizando su nombre de usuario y contraseña. 
 
2. El sistema valida la información del usuario. 
 
3. El sistema despliega las funciones disponibles al usuario. Entre elas, borrar un recurso 
multimedia. 
 
4. El usuario registrado busca en el listado de recursos multimediales el que desea eliminar 
y selecciona la opción borar. 
 
5. El sistema pregunta al usuario si realmente desea realizar el borado físico del recurso 
multimedia. 
 
6. El usuario registrado confirma que desea eliminar el recurso multimedia.  
 
7. El recurso multimedia es eliminado del sistema. 
Post condición: Se elimina el recurso multimedia del sistema. 
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Anexo B: Implementación del Backend 
 
A continuación se presenta como se fue desarrolando la aplicación 3D, mencionando los 
cambios y adaptaciones producidos en la aplicación original como así también las 
funcionalidades agregadas, tanto en el backend como en el frontend de la aplicación. 
Una vez importado el proyecto al IDE Netbeans, se procedió a modificar el schema de la 
misma, es decir, las entidades y las relaciones de la aplicación, se siguió utilizando Doctrine 
como ORM de Symfony. La estructura del archivo schema.yml quedó definido de la siguiente 
manera: 
  
Definición de la clase Estructura (sin modificaciones) 
 
 
Figura 60. Captura de código: Definición de la clase Estructura. 
 
Definición de la clase Multimedia (sin modificaciones) 
 
 
 
Figura 61. Captura de código: Definición de la clase Multimedia. 
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Definición de la clase Puntos (sin modificaciones) 
 
 
Figura 62. Captura de código: Definición de la clase Puntos. 
 
 
Definición de la clase PuntoNavegacion (sin modificaciones) 
 
 
Figura 63. Captura de código: Definición de la clase PuntoNavegación. 
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Definición de la clase PuntoNavegacionPuntoNavegacion (sin modificaciones) 
 
Figura 64. Captura de código: Definición de la clase PuntoNavegacionPuntoNavegacion. 
 
Definición de la clase OrientacionPared (nueva) 
 
 
Figura 65. Captura de código: Definición de la clase OrientacionPared. 
 
Definición de la clase ParedDibujable (nueva) 
 
 
Figura 66. Captura de código: Definición de la clase ParedDibujable. 
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Como se puede observar, el modelo original no se modificó, simplemente se agregaron dos 
clases para lograr la implementación en tres dimensiones. ParedDibujable, como se mencionó 
en la sección de implementación, representa a las paredes que se van a utilizar durante la 
construcción del escenario que representa la facultad, la misma posee una orientación de 
pared para determinar de qué lado se agrega la textura durante la construcción de la misma. 
 
Una vez actualizado el schema, fue necesario actualizar la base de datos, generar el modelo 
de las clases nuevas, como así también los filtros y formularios que gestiona Symfony por 
medio del comando “php symfony doctrine:build --al”.(Figura 67) 
 
 
Figura 67. Actualización de base de datos. 
 
 
3D Indoor Navigation - Administración - Pantala de Login (Figura 68) 
 
 
Figura 68. Pantala principal de la aplicación de administración. 
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En esta aplicación no se modificó nada, únicamente se agregó un CRUD de la clase 
ParedDibujable. (Figura 69) 
 
 
Figura 69. Pantala de edición de paredes dibujables (3D) 
 
Clase Dijkstra 
 
La implementación en dos dimensiones tenía implementada una clase lamada Dijkstra para 
calcular el camino mínimo de un punto a otro, dicha clase fue reutilizada ya que la lógica en 
tres dimensiones sigue siendo la misma. 
 
Definición de la clase Dijkstra (Figura 70) 
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Figura 70. Captura de código: Definición de la clase Dijkstra 
 
 
 valor_maximo: es una constante utilizada para la inicialización del areglo de distancias 
entre 2 puntos, definiendo un valor alto para luego actualizarla con la distancia mínima 
entre estos dos nodos. 
 lista_de_adyacencia: en esta variable tendremos cada uno de los nodos y cada uno de 
sus vecinos. 
 cantidad_nodos: como el nombre de la variable lo indica, contiene la cantidad de 
nodos del grafo. 
 camino_a_recorrer: es un areglo en que va guardando la distancia mínima entre los 
nodos y una vez finalizado el cálculo, se tiene todos los nodos a recorrer para legar en 
la menor distancia al un destino. 
 distancia: en este areglo se guarda cual es la distancia para legar a cada uno de los 
nodos, son inicializados con un valor alto para que a medida que se ejecuta el cálculo 
del camino mínimo se pueda actualizar con el valor más bajo. 
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Funciones getCamino() y cargarListaDeAdyacencia() 
 
 
Figura 71. Captura de código: Funciones getCamino() y cargarListaDeAdyacencia() 
 
Función caminoMinimoDesdeHasta() 
 
 
Figura 72. Captura de código: Función caminoMinimoDesdeHasta() Parte 1. 
 
 
Figura 73. Captura de código: Función caminoMinimoDesdeHasta() Parte 2. 
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La función caminoMinimoDesdeHasta() es la encargada de calcular el camino mínimo. 
Recibe como parámetros el punto de navegación inicial y el de destino. Comienza inicializando 
las variables y poniendo los nodos como no visitados, con distancias grandes y el areglo de 
camino en valores nulos. Luego crea un bucle que se repite mientras no sean visitados cada 
uno de los nodos, en el cual toma como nodo actual al nodo no visitado con menor distancia, lo 
marca como visitado y busca en la lista de adyacencia los nodos que tienen conexión con el 
nodo actual, y si la distancia entre nodos resultan menor a las que contiene el areglo de 
distancias, procede a actualizar la distancia. Este bucle se repite hasta recorer todos los nodos 
del grafo, y finalmente, se obtiene en el areglo de distancias, las distancias mínimas entre 
nodos, y en el de camino, los ids de cada uno de los nodos a recorer para legar de un punto a 
otro. 
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Anexo C: Implementación del Controlador 
 
Con la clase Dijkstra y aplicación de administración implementadas, más los datos cargados 
(se reutilizaron de la base de datos anterior, cargando únicamente las paredes dibujables 
utilizando los puntos existentes) necesarios para representar el edificio de la facultad y 
navegarlo se continuó con el controlador, el cual actúa como nexo entre la capa de 
presentación y el modelo. 
La aplicación frontend tenía un módulo lamado main, en el cual está implementada toda la 
lógica de la aplicación 
A continuación se muestran las modificaciones realizadas en el controlador 
actions.class.php, del módulo main: 
 
Función Pública - executeOrigen() 
 
 
Figura 74. Captura de código: Función Pública - executeOrigen() 
 
Esta acción se utiliza solamente para crear la pantala inicial, es una acción vacía que luego 
lamará al template correspondiente para recibir el ingreso de un código QR con la posición 
física actual. 
 
Función Pública - executeBuscar() 
 
 
Figura 75. Captura de código: Función Pública - executeBuscar() 
 
Esta acción toma el punto de navegación de origen enviado como parámetro y setea en la 
sesión del usuario el id de estructura del punto actual (si tiene una estructura asociada, si no el 
valor es nul), el id del punto de navegación ingresado por código QR y la escala para el plano 
en dos dimensiones. En la variable estructuras guarda todas las estructuras navegables que 
posteriormente van a ser mostradas en el menú mostrado en el template de esta acción. Por 
último si existe un destino anteriormente seteado (de alguna búsqueda anterior), se almacena 
en una variable su estructura. Esto permite mostrar un atajo en la vista de búsqueda al último 
destino seleccionado, posibilitando al usuario en caso de desviarse del camino pautado, 
recordar fácilmente el destino elegido originalmente. 
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Función Pública - executeNavegar() 
 
 
Figura 76. Captura de código: Función Pública - executeNavegar() 
 
 La acción navegar primero setea en la sesión del usuario el id de estructura del destino 
seleccionado. Luego compara el destino con el origen para ver si son distintos, si son iguales le 
avisa al usuario que ya se encuentra en el destino y sino continua la ejecución del código. 
Asigna a diferentes variables para utilizar luego en la vista todas las estructuras, todos los 
puntos de mapa y las paredes dibujables. Crea una instancia de la clase Dijkstra para el cálculo 
de caminos e inicializa la lista de adyacencias. Valida si la estructura del punto de navegación 
seleccionado  por  el  usuario  se  encuentra  navegable.  Utiliza la función 
caminoMinimoDesdeHasta() de la clase Dijkstra con los parámetros seleccionados por el 
usuario, y retorna a la capa de presentación el arreglo con el camino de puntos de navegación 
a dibujar. 
 
Función Pública - executeDetaleEstructura() 
 
 
Figura 77. Captura de código: Función Pública - executeDetaleEstructura () 
 
La función detaleEstructura() toma del request los parámetros de selección del usuario el Id de 
la estructura que desea ver en detale y el Id de Destino actual. Busca en la base de datos toda 
la información referente, y devuelve a la capa de presentación las variables necesarias para 
que el usuario pueda observar su selección. 
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Las funciones zoomIn() y zoomOut() realizaban la modificación del valor de la escala en el 
que se está encuentra dibujado el edificio y sus partes. Este valor era modificado cuando el 
usuario de la aplicación disparaba la acción desde la vista. En la nueva implementación, el 
plano de dos dimensiones tiene fijada la escala en un valor que no se modifica. 
Las funciones públicas executeZoomIn() y executeZoomOut() fueron quitadas del sistema 
dado que esta funcionalidad se le quitó al mismo y en caso de que fuera necesario 
implementarla para las tres dimensiones, por la arquitectura planteada en el nuevo diseño, 
debería ir en la vista y no en el controlador. 
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Anexo D: Implementación del Frontend 
 
En Symfony, las vistas se gestionan de la siguiente manera: por cada acción existe un 
template que representa a la vista de la misma, si se tiene por ejemplo la acción buscar, 
representada por el método executeBuscar(), existe un template lamado buscarSuccess.php 
que representa a la vista de la misma. Dentro del template se puede ejecutar código PHP e 
invocar algunas de las variables definidas en la acción. Por ejemplo, la instrucción $this-
>destino = $punto_navegacion->getId(), guarda en la variable $destino un id de un punto de 
navegación el cual puede ser accedido desde la vista como una variable global. 
Habiendo explicado cómo interactúa el controlador con el modelo, se procederá a mostrar la 
capa de presentación. 
Template - layout.php 
 
Symfony utiliza el patrón de diseño decorator para representar la vista de sus aplicaciones, 
logrando evitar duplicar código (ya sea código PHP o etiquetas HTML, por ejemplo para 
representar  un menú). 
El patrón decorator resuelve el problema mostrando el contenido con una plantila (template 
de cada acción) que después se decora con una plantila global que en Symfony se lama 
layout. 
El layout por defecto de todas las aplicaciones es un archivo lamado layout.php que se 
encuentra en el directorio apps/frontend/templates/. En este directorio se guardan todas las 
plantilas globales de una aplicación. (Figura 78) 
 
 
Figura 78. Patrón Decorator. 
 
El layout.php de la aplicación quedó definido como se muestra en la figura 79. 
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Figura 79. Captura de código: layout.php de la aplicación. 
 
Este script PHP es el encargado de estructurar la página principal de la aplicación frontend. 
Cada uno de los <divs> posee un atributo (data-role) que  permite clasificar el tag HTML para 
darle ciertas propiedades (a través del framework jQueryMobile). A continuación, se detalan las 
propiedades que estructuran la página:  
 
<div data-role=”page”>: Por defecto este atributo nos define la estructura de la página. 
<div data-role=”header”>: Bloque cabecera de la página. 
 
 
Figura 80. Captura del Bloque cabecera de la página. 
 
<div data-role=”navbar”>: Bloque a utilizar para la bara de navegación 
 
 
Figura 81. Captura del Bloque a utilizar para la barra de navegación 
 
<div data-role=”content”>: Bloque que se utiliza para mostrar el contenido dinámico de la 
página. En este bloque veremos el resultado de disparar las acciones buscar(), navegar(), 
detaleEstructura(), etc. 
El contenido se invoca mediante la instrucción <?php echo $sf_content; ?> 
 
<div data-role=”footer”>: Bloque pie de la página. 
 
 
 
 
 
105 
 
 
 
Figura 82. Captura del Bloque de pie de página. 
 
Template - barra_de_navegacion.php 
 
 
Figura 83. Captura de código: Template - barra_de_navegacion.php 
 
 
Figura 84. Captura de bara de navegación 3D 
 
La barra de navegación le permite al usuario realizar diferentes acciones sobre el plano en 
tres dimensiones que se dibuja en el canvas. 
 
Template - barra_qr.php 
 
 
Figura 85. Captura de código:Template - barra_qr.php 
 
 
 
Figura 86. Captura de bara de códigos QR 
 
106 
 
La barra QR le permite al usuario activar y desactivar el lector de códigos QR que funciona 
por medio de la cámara del dispositivo, a su vez, le permite recalcular el camino en caso de 
que la posición física del usuario sea diferente a alguno de los puntos del camino pautado para 
legar al destino. 
 
Template - mensajes_usuario.php 
 
 
Figura 87. Captura de código: Template - mensajes_usuario.php 
 
Este template muestra en pantala los mensajes de usuario, ya sean erores o simplemente 
avisos acerca de algún suceso. 
 
Template - origenSuccess.php 
 
 
Figura 88. Captura de código: Template - origenSuccess.php 
 
El template origen (Figura 89) le muestra al usuario el lector de códigos QR permitiéndole 
leer uno para determinar su posición física actual. En el caso de que el navegador no soporte 
WebGL, se redirecciona a la aplicación en dos dimensiones. 
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Figura 89. Captura de lector de códigos QR de la página principal. 
 
Template - buscarSuccess.php 
 
 
Figura 90. Captura de código: Template - buscarSuccess.php 
 
En el template buscar (Figura 91), se recorren todas las estructuras y para cada una dibuja 
se dibuja un tag <a> con el nombre de la estructura. Como se observa, el tag <ul> tiene ciertos 
atributos propios del framework jQueryMobile. Permitiendo mostrar los ítems en forma de lista 
con un buscador. Al hacer clic sobre el nombre de una estructura, será disparada la acción 
navegar() enviando como parámetro el ID de la estructura seleccionada. 
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Figura 91. Captura de listado de estructuras navegables de la pantala de búsqueda. 
 
Template - navegarSuccess.php 
 
Este template es el encargado de dibujar los planos completo de la facultad, tanto en dos, 
como en tres dimensiones, las paredes, el camino hacia la estructura seleccionada por el 
usuario, etc. A continuación (Figura 92) se detala en profundidad el código del template. 
 
 Figura 92. Captura de código:Template - navegarSuccess.php 
 
Como se observa en los comentarios del código, la primera parte define la interfaz de 
navegación, es decir, el plano en tres dimensiones, y dentro del mismo la barra de navegación, 
el lector de códigos QR, la barra QR, y el plano en dos dimensiones. (Figura 93) 
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Figura 93. Captura de la pantala de navegación. 
   
La segunda parte define el formato del mensaje de legada a destino (Figura 94) que va a 
ser mostrado en pantala cuando el usuario lea la posición física del destino. Como se puede 
observar contiene también tags propios de la librería jQueryMobile. 
 
 
Figura 94. Captura de popup con mensaje de legada a destino 
 
Luego se definen los posibles mensajes de usuario de la siguiente manera, finalizando las 
declaraciones de HTML5. 
 
 
Figura 95. Captura de código: Mensajes de usuario 
 
 El resto del template contiene código javascript con algo de PHP (utilizado para obtener las 
variables del controlador) que gestiona toda la lógica del cliente, ya sea para crear el mapa 
como para gestionar diferentes eventos. 
 
El código que se muestra en la Figura 96 se encarga de definir algunas variables que van a 
ser utilizadas por el plano 2D y a su vez la instanciación del Stage (escenario) y el Layer 
(capa), donde van representarse los diferentes elementos. 
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Figura 96. Captura de código: Declaraciones plano 2D 
 
 Luego (Figura 97) se declaran los diferentes controles para el plano en 3D y se toma el valor 
de las variables pasadas desde el controlador. 
 
 
Figura 97. Captura de código: Declaraciones plano 3D 
 
La siguiente instrucción (Figura 99) ejecuta la función inicio() luego de cargar toda la 
página. dicha función se encarga de dibujar el plano de la facultad en dos dimensiones y de 
instanciar el framework de Three.js (función init())y generar la vista inicial de la cámara 
(función animate()). 
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Figura 98. Captura de código: invocación a la función inicio() 
 
 
 
Figura 99. Captura de código: función inicio() 
 
La función dibujarFacu() (Figura 100) interactúa con variables provenientes del controlador 
y se encarga de construir el plano en dos dimensiones respetando la escala establecida en la 
aplicación. 
 
 
Figura 100. Captura de código: función dibujarFacu() 
 
Luego viene la función init() (Figura 101), la más compleja y larga, la misma se explicará en 
partes para simplificar su comprensión. 
La primera parte de la función init() crea una escena y una cámara y le asigna a la cámara la 
posición actual del usuario. 
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 Figura 101. Captura de código: Encabezado función init() 
 
La segunda parte, calcula el ángulo de rotación de la cámara y se la asigna al eje Y de la 
cámara. El ángulo de rotación de la cámara depende de la posición del punto siguiente del 
camino. 
 
Figura 102. Captura de código: cálculo de pendiente y ángulo de rotación de pared. 
 
Luego se declara el Renderer (Figura 103) mencionado en la sección de herramientas 
utilizadas. 
 
 
Figura 103. Captura de código: declaración del renderer 
 
Se declara el piso del escenario y se agrega a la escena el mismo. 
 
 
Figura 104. Captura de código: declaración del piso del escenario 
 
Se habilita la botonera de navegación virtual y se procede a construir las paredes del plano 
tridimensional. 
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Figura 105. Captura de código: Habilitación de botonera y construcción de paredes. 
 
Finalmente, se activa la cámara pero no el lector QR y se deshabilita el botón que se 
encarga de recalcular el camino en caso de que el usuario se encuentre fuera del mismo. 
 
 
Figura 106. Captura de código: Activación de cámara y deshabilitación de botón recalcular. 
 
Con esto queda finalizada la función init(). 
 
Las funciones animate() y render() (Figura 107) fueron descriptas anteriormente, la primera 
se encarga de gestionar las animaciones en tres dimensiones y render sitúa a la cámara dentro 
del escenario. Es importante destacar que la función TWEEN.update(), se ejecuta dentro del 
bucle de animate, chequeando continuamente que existan animaciones gestionadas por el 
motor de animaciones Tweenjs. 
 
 
Figura 107. Captura de código: funciones anímate() y render(). 
 
 
 
114 
 
Como se puede ver no todas las funciones que se utilizan dentro de este template están 
definidas dentro del mismo, muchas otras se encuentran en diferentes archivos con código 
javascript. Se mostrarán a continuación las más importantes. 
 
La función activarCamara() (Figura 108) localizada en el archivo activar-camara.js, se 
encarga de instanciar la cámara del dispositivo cliente y de acuerdo al parámetro que recibe 
determina si se enciende el lector o no, informando en pantala en caso de existir alguna 
incompatibilidad con el navegador. 
 
Figura 108. Captura de código: función activarCamara() 
 
El archivo kinetic-functions.js, provee muchas funciones que se utilizan durante la 
construcción del plano bidimensional. Se explicarán las más importantes. 
La primera se lama dibujarPolígono() y es invocada por la anteriormente mencionada 
dibujarFacu(). La misma crea polígonos a partir de una serie de puntos. 
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Figura 109. Captura de código: función dibujarPoligono() 
 
La siguiente se lama dibujarPuntoNavegacion() (Figura 110), y genera un punto de 
navegación dentro del plano en dos dimensiones o una imagen (de una persona o de un ojo), 
de acuerdo a los parámetros que recibe. la misma es utilizada por la función 
dibujarTodosLosPuntos() (Figura 111), que se encarga de dibujar el camino del recorido. 
 
 
Figura 110. Captura de código: función dibujarPuntoNavegacion() 
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Figura 111. Captura de código: función dibujarTodosLosPuntos() 
 
dibujarTodosLosPuntos() a su vez utiliza a dibujarLinea() (Figura 112), la cual se encarga de 
dibujar las líneas punteadas entre los distintos puntos de navegación. 
 
 
Figura 112. Captura de código: función dibujarLinea() 
 
Por otra parte, el archivo threejs-functions.js, provee otras funciones que se utilizan 
durante la construcción del plano tridimensional. Las más importantes se detalan en el 
siguiente párafo. 
 
dibujarPared() (Figura 113), crea una pared en el plano de tres dimensiones con los datos 
pasados por parámetro, distancia, punto medio, ángulo de rotación, orientación de la imagen 
que utiliza como textura y link de la imagen. 
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Figura 113. Captura de código: función dibujarPared() 
 
irAPunto() (Figura 114), gestiona la animación para mover virtualmente la cámara de un punto hacia el 
otro. Es utilizada por getPuntoSiguiente() y getPuntoAnterior(). 
 
 
Figura 114. Captura de código: función irAPunto() 
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getPuntoSiguiente() y getPuntoAnterior() (Figura 115), gestionan las animaciones para 
mover la cámara de un punto al otro pero a su vez actualiza el plano bidimensional y gestiona 
la botonera de navegación. 
 
 
Figura 115. Captura de código: funciones getPuntoSiguiente() y getPuntoAnterior() 
 
rotar360() (Figura 116), gestiona la animación para rotar virtualmente la cámara en un punto 
360º para la derecha o la izquierda según el ángulo de rotación recibido como parámetro. 
 
 
Figura 116. Captura de código: función rotar360() 
 
Las siguientes funciones habilitan o deshabilitan los botones de la botonera (Figuras 117 a 
120), son utilizados entre otras funciones por chequearBotonera(), deshabilitarBotonera(), 
habilitarBotonera(), estos últimas utilizadas para bloquear o desbloquear la botonera durante 
la ejecución de la animación de la cámara. 
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Figura 117. Captura de código: funciones deshabilitarBotonRetrocerder() y deshabilitarBotonAvanzar() 
 
 
  
Figura 118. Captura de código: funciones deshabilitarBotones360() y habilitarBotones360() 
 
 
Figura 119. Captura de código: funciones habilitarBotonRetrocerder() y habilitarBotonAvanzar() 
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Figura 120. Captura de código: funciones chequearBotonera(), deshabilitarBotonera() y 
habilitarBotonera() 
 
Las funciones mencionadas a continuación (Figura 121) calculan los tiempos que deben 
tardar las animaciones para que todas se muevan a la misma velocidad. tiempoRotacion() 
calcula el tiempo que debe tardar la cámara en girar hacia un ángulo pasado por parámetro con 
respecto a su ángulo actual. tiempoAvanceRetroceso(), determina el tiempo que debe tardar 
en moverse la cámara desde su posición actual hasta la posición destino. 
 
 
Figura 121. Captura de código: funciones tiempoRotacion() y tiempoAvanceRetroceso() 
 
 
Las funciones encenderLector() y apagarLector() (Figura 122) encienden y apagan el 
lector de códigos QR. 
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Figura 122. Captura de código: funciones encenderLector() y apagarLector() 
 
actualizarPosicionFisica(), actualiza en el plano de dos dimensiones el punto con la 
posición física determinada por la lectura del código QR por parte del usuario. 
chequearNuevaUbicacionFisica(), chequea si el código leído está fuera del camino pautado, 
si es así se habilita el botón “recalcular camino”, si está adentro y además es el último, se 
muestra el mensaje de legada al destino. (Figura 123) 
 
 
  
Figura 123. Captura de código: funciones actualizarPosicionFisica() y chequearNuevaUbicacionFisica() 
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habilitarBotonRecalcular() y deshabilitarBotonRecalcular(), habilitan y deshabilitan el 
botón de recalcular camino respectivamente. recalcularCamino() redirecciona la aplicación a 
la acción buscar pasando como parámetro la posición física actual como origen permitiendo 
seleccionar el mismo destino o uno nuevo y generar una nueva navegación. (Figura 124) 
 
 
Figura 124. Captura de código: funciones habilitarBotoneraRecalcular(), 
deshabilitarBotoneraRecalcular() y recalcularCamino() 
 
A lo largo de los anexos se ha detalado la implementación del modelo, el controlador y la 
vista, detalando los métodos y funciones más importantes que determinan la estructura y 
funcionamiento de la aplicación desarolada. 
 
 
