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Abstract 
 
Linear Estimation for Data with Error Ellipses 
 
Sally Kathleen Amen, M.S. Stat. 
The University of Texas at Austin, 2012 
 
Supervisor:  Dan Powers 
 
When scientists collect data to be analyzed, regardless of what quantities are 
being measured, there are inevitably errors in the measurements.  In cases where two 
independent variables are measured with errors, many existing techniques can produce an 
estimated least-squares linear fit to the data, taking into consideration the size of the 
errors in both variables.  Yet some experiments yield data that do not only contain errors 
in both variables, but also a non-zero covariance between the errors.  In such situations, 
the experiment results in measurements with error ellipses with tilts specified by the 
covariance terms.  
Following an approach suggested by Dr. Edward Robinson, Professor of 
Astronomy at the University of Texas at Austin, this report describes a methodology that 
finds the estimates of linear regression parameters, as well as an estimated covariance 
matrix, for a dataset with tilted error ellipses.  Contained in an appendix is the R code for 
a program that produces these estimates according to the methodology.  This report 
describes the results of the program run on a dataset of measurements of the surface 
brightness and Sérsic index of galaxies in the Virgo cluster. 
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Chapter 1: Introduction 
Researchers from nearly every scientific field use linear regression models to 
describe the relationship between two or more variables.  Being able to analyze the 
impact of one quantity on another is extremely important when a scientist presents the 
findings of an experiment, and equally important is the ability to state the amount of 
confidence he has in the result.  Although regression methods can be adapted to work on 
a variety of types of data (non-linear relationships, hierarchical structures, discrete 
variables, etc.), there still exist cases when experimental data fail to meet one or more of 
the assumptions needed for the existing models. 
Such is the case with a dataset measured by Dr. John Kormendy of the surface 
brightness and Sérsic index of galaxies found in the Virgo cluster.  The measurements of 
both variables have errors, and the variance of these errors is not constant within the 
dataset.  In other words, some measurements are known to be more precise than others, 
so weighting the cases based on their uncertainty is necessary.  Additionally, each 
measurement has a non-zero covariance between the surface brightness error and the 
Sérsic index error. 
The most common approach to regression with measurement errors in both 
variables, X and Y, is to use a structural equation model (Fuller, 1987).  In general, this 
model represents the !-th measurement with following set of equations: 
 
 
The top equation shows that the observed value for X! is a sum of the true value, !!, and a 
measurement error, !!.  The observed value for Y! is then a linear function of !! with 
measurement error, !! (Dunn, 2004). 
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Many regression methods use this general structural equation model to 
approximate the linear parameters, !! and !!, for data with errors in both variables.  
From the variety of approaches we found, all share three main assumptions: the expected 
values of both measurement errors, !! and !!, are equal to zero, the errors between two 
different measurements are independent of each other, and the covariance between !! and !! is equal to zero (Dunn, 2004).  Clearly, Dr. Kormendy’s dataset violates this third 
assumption. 
In addition, each existing model also assumes something about the variances of 
the measurement errors,  !!! and !!!.  The assumption for the general structural equation 
model is that  !!! and !!! are constant, which means that it is an un-weighted approach 
(Dunn, 2004).  The error-in-variables model, also called orthogonal regression, assumes 
that the ratio of  !!! to !!! is known (Fuller, 1987).  Finally, a technique called Model II 
regression has the ability to weight the cases, but only when the error in one variable is 
much larger than the other.  Essentially, to use one of the existing methods, we must 
either sacrifice weighting the cases or abandon the information about the measurement 
errors in one of the variables. 
Due to the lack of an appropriate model for Dr. Kormendy’s dataset, together with 
the fact that astronomers often compile data with measurement errors in both variables 
and non-zero covariance between the errors, Dr. Edward L. Robinson suggested a method 
to estimate the linear parameters and the covariance matrix of the parameters for such 
data.  The approach requires a departure from the traditional concept of treating a set of 
measurements as fixed points in space with an amount of uncertainty in the X and Y 
directions.  Instead, the method presented in this report treats the data as a set of bivariate 
probability distributions centered on each measurement.  We can visualize the 
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distributions as a group of error ellipses, tilted by the value of the covariance between the 
measurement errors. 
This paper presents the new way of estimating linear parameters for data with 
tilted error ellipses.  We then illustrate the method with a case study on Dr. Kormendy’s 
dataset, the results of which are presented in Chapter 3.  The appendix contains the R 
program code used in the case study for finding the linear parameter estimates and 
covariance matrix of the estimates. 
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Chapter 2: Methodology 
This chapter describes the method for calculating the best linear parameter 
estimates and their associated errors for data with measurement errors in both directions 
and non-zero covariance terms between the errors.   The first section outlines the 
approach conceptually by comparing it to pre-existing regression techniques and 
illustrating how data with error ellipses can be visualized as bivariate probability 
distributions.  Following the conceptual description, a demonstration of the mathematics 
used to carry out the calculations of the best-fit linear parameters is presented.  
 
CONCEPTUAL FRAMEWORK 
Consider a scientific experiment in which a researcher measures two different 
quantities, !! and  !!, with estimated measurement errors for both quantities.  Let us 
assume that the errors in both variables are normally distributed.  Such data are common 
in almost every scientific field.  Whenever instruments are used to record measurements, 
there exists inherent variability in the values that are recorded caused by either systematic 
or random errors.  Researchers attempt to eliminate all sources of systematic error, so that 
only random errors remain (Dunn, 2004).  This random variability in the measurements 
must be accounted for when applying any type of model to the data, and in nearly all 
linear regression procedures, including the method described in this chapter, random 
errors are assumed to be Gaussian random variables. 
If the data have errors in both variables, it is intuitive to visualize the 
measurements as points in the (!!, !!) plane with error bars extending vertically and 
horizontally from the measured value.  In fact, this is almost always how such data are 
graphically displayed.  Figure 2.1 shows a single measurement, (!!, !!), with error bars 
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equal to one standard deviation of the estimated measurement errors, !!!   in the !! 
direction and !!!in the !! direction. 
 
 
Figure 2.1: Error bars in both directions for a single measurement, (!!, !!). 
This type of display is useful for existing regression techniques, specifically 
orthogonal regression, which decomposes the different sources of variability in the 
measurements to calculate the variance of the parameter estimates (Fuller, 1987).  
However, for our purposes, we visualize the data differently.  Let us abandon the notion 
that the researcher’s measurements rest at specific points on the (!!, !!) plane.  Instead, 
we can look at each measurement as an estimated center of a bivariate probability 
distribution.  Each distribution represents the probability for the location of the true 
position of the measurement.  The center of the distribution is where the true location has 
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the highest probability of being, and the uncertainty of each measurement corresponds to 
the variance of the distribution (how far out the distribution spreads in either direction). 
Figures 2.2 and 2.3 illustrate a single measurement in this way.  First, Figure 2.2 
shows a single measurement displayed as a bivariate Gaussian probability density 
distribution with no covariance between the coordinates.  In two dimensions (Figure 2.3), 
the confidence of each measurement can be represented by error ellipses centered on the 
estimate, (!!, !!), with a tilt specified by the covariance between the error in the !! 
direction and the error in the !! direction.  In Figure 2.3, the covariance between the 
errors is positive, which corresponds to a positive slope for the major axis of the ellipses.  
 
 
Figure 2.2: Probability density distribution for a single measurement.1 
                                                
1This figure was adapted from an unnamed online source, retrieved from: 
http://tex.stackexchange.com/questions/31708/draw-a-bivariate-normal-distribution-in-tikz. 
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Figure 2.3: Error ellipses for a single measurement, (µμ!, µμ!). 
Now consider a set of data containing many measurements with varying sizes of 
errors as well as covariances that are positive for some cases and negative for others.  The 
three-dimensional graph of the probability distributions for the individual data points 
would be a complicated surface containing multiple protrusions above the (!!, !!) plane, 
each centered on an individual measurement.  Measurements with relatively small errors 
in either direction would be tall peaks with steep slopes.  Alternatively, measurements 
with large errors would be low, wide hills that expand outwards and cover a larger area.  
Also, these protrusions would be angled differently according to the value and sign of the 
covariance between the !! and  !! errors. 
 To analyze the properties of such a dataset, which is necessary for finding a linear 
relationship between the variables, this collection of probability distributions must be 
marginalized onto a single axis.  As an example, consider marginalizing the distributions 
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of the measurements onto the !! axis by integrating out !!.  The bivariate Gaussian 
distribution for a single measurement becomes a univariate Gaussian distribution.  The 
center of the marginalized distribution is the measured value for !! and the variance is 
equal to the measurement error in the !! direction (see Figure 2.4).  Even if the 
distribution were tilted (which will happen when the errors have a non-zero covariance), 
the marginalized distribution will be Gaussian with a variance equal to the uncertainty of 
the distribution in the !! direction.  The measurement and error in the  !! direction will 
not affect the marginalized distribution in this case because we are integrating over !!.  
  
 
Figure 2.4: Marginalized probability distribution of a single measurement onto the !! 
axis. 
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 If we marginalize each measurement from the dataset in this manner, we will have 
a group of univariate Gaussian distributions, one for each measurement, all located on the 
same axis.  Figure 2.5 illustrates this with an example of three error ellipses, varying in 
size and direction.   When we marginalize these three distributions onto the !! axis, we 
find three univariate Gaussians with means and variances corresponding to the estimates 
and measurement errors in the !! direction.  
 
 
       
Figure 2.5: Three measurements with error ellipses and their marginalized distributions. 
!! 
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Now that the three marginalized distributions lie on the same axis, we can 
combine them into a single joint distribution for the dataset by taking the product of the 
individual distributions.  The product of multiple Gaussian distributions results in a joint 
distribution that is also Gaussian, with a center at the weighted mean of the individual 
centers and a variance equal to one divided by the sum of the inverses of each individual 
variance (Robinson, 2012).  The joint distribution of the three marginalized error ellipses 
from Figure 2.5 is represented with the dashed line in Figure 2.6 below.  Note that the 
variance of the joint distribution is relatively small, and will become smaller as we add 
more distributions as a consequence of the Central Limit Theorem (Casella & Berger, 
2002).  
 
 
Figure 2.6: The joint distribution (dashed line) of the three marginalized error ellipses. 
 Using the result above, we can create a candidate best-fit line for the data that 
passes straight up through the center of the joint distribution.   In addition, we can 
calculate a chi-squared statistic for the candidate line by summing the weighted squares 
of the residuals from each marginalized measurement to the mean of the joint 
!! 
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distribution.  We will then have a candidate best-fit line and diagnostic statistic 
corresponding to using the   !! axis as the marginalized axis.  
In the example above, using the !! axis to marginalize each distribution onto will 
obviously not produce a line that fits our dataset very well (the candidate would be a 
vertical line at the weighted center of our !! measurements).  However, if we changed the 
angle of the axis that we used to marginalize the distributions and found the weighted 
center of the resulting joint distribution, we would get a different candidate line with a 
possibly lower chi-squared statistic (meaning it fits the data more accurately). 
Consider the !! axis depicted in Figure 2.7 (rotated 45 degrees clockwise from 
the !! axis) as the marginalizing axis.  The integration for calculating the univariate 
distributions for each error ellipse will be more complicated, but will still result in three 
Gaussian distributions along the !! axis with means and variances corresponding to 
center and width of the ellipses in the !! direction.  The resulting marginalized 
distributions and their combined joint distribution (dashed line) are shown at the bottom 
of Figure 2.7.  Notice that due to the angle of the !! axis, the ellipse with the largest 
marginalized variance in the !! direction now has a very small variance.  The other two 
ellipses have a larger marginalized variance and therefore do not impact the mean of the 
joint distribution as much as the first ellipse. 
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Figure 2.7: The individual distributions of the three marginalized error ellipses onto the !! axis (sold line) and their joint distribution (dashed line). 
If we repeated this process for every angle of rotation between zero and π for the 
marginalizing axis and calculated all of the corresponding candidate lines, we would 
select the candidate line that results in the smallest summed squares of the residuals as 
the best-fit line for the dataset.  Subsequently, we can find the estimated covariance 
!! 
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matrix for the slope and intercept estimates by calculating the weighted sum of the 
squared residuals for small offsets in the parameters from their best estimates.  With 
parameter estimates as well as a measure of the confidence of our estimates, this method 
produces a complete solution for the best linear model of the data. 
Several important consequences arise from taking this approach.  Most obviously, 
this method allows measurements to have non-zero covariances between the 
measurement errors in the !! and !! directions.  In addition, our estimated covariance 
matrix for the parameters will take into account the non-zero covariances in the data and 
more accurately reflect the uncertainty of our measurements.  Finally, we do not need to 
assume that the measurement errors for either variable have a constant variance.  In other 
words, if some data have very large errors and other data have very small errors, the 
weights applied to each measurement when calculating the joint distribution and the sum 
of the squared residuals will account for them.  This method only requires the 
assumptions that the measurement errors are Gaussian-distributed and that a linear model 
is appropriate for the data. 
Consequently, the approach described in detail in the following section does not 
need two of the assumptions that existing models require.  Without these restrictions, this 
method can be applied to a more diverse set of scientific data and will produce more 
accurate estimates of the confidence of the linear best-fit parameters. 
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MATHEMATICAL APPROACH 
Suppose we are given a dataset with n measurements in the (!!, !!) plane and 
each measurement has an independent covariance matrix: 
 
 
where !!! is the variance of the error in the !! direction, !!! is the variance of the error in 
the !! direction, and !!" is the covariance between the errors.  We assume that the 
probability distribution of each measurement is a bivariate Gaussian distribution. 
For a single measurement, centered at (!!, !!), the probability density distribution 
of its location can be expressed as the following function: 
 
 
where 
  
 
 
We carry out the matrix multiplication and expand ! !!, !!  to 
 Now, let !!,!!  be the coordinate system centered on (!!, !!) but rotated by and 
angle θ (see Figure 2.8).  This coordinate system will be used to marginalize the bivariate 
Gaussian probability distribution of the measurement when we project it on to the !! 
axis.  
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Figure 2.8: Rotated coordinate system (!!,!!). 
The bivariate Gaussian distribution centered on !!, !!  can be expressed in terms 
of !!,  !!, and !, by setting 
 
 
Substituting the above expressions for !! −   !!  and !! − !! into ! !!, !! , we multiply 
out the terms and simplify to the resulting function to 
 
 
where 
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 To find the probability distribution of ! !!,!!,!  projected onto the !! axis, we 
must integrate with respect to !!.  We first complete the square: 
 
 
Now change variables from !!,!!  to !!, ! , where 
 
 
The bivariate transformation from ! !!,!!  to !′ !!, !  is 
 
 
where 
 
The transformed function ! !,!!,!  can be written as: 
 
 
Finally, taking the integral with respect to ! results in the function ! !!,! : 
 
 
where  
  
This function is the probability density function of a Gaussian distribution with a 
mean of zero and a variance of: 
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 Note that at this stage, each data point will have a marginalized probability 
density distribution on its own axis, !!, which has its origin at the center of the original 
bivariate distribution, (!!, !!).  Therefore, there will be n different !! axes and n 
different variances. 
In order to find the joint distribution of all n points in the dataset, each point’s ! !!,!  distribution needs to be projected onto one final coordinate system, (!!,!!).  
These axes have the same angle of rotation, θ, but the origin is placed at the origin of the 
original coordinate system, (!!, !!).  This final shift will result in a single axis, !!, where 
the joint distribution of all points will be projected (see Figure 2.9). 
 
 
Figure 2.9: Final coordinate system (!!,!!) 
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Let the following expressions define !! and !!: 
 
 
For a given point, ! !!,!  can be expressed in terms of !!: 
 
 
where   
After this final projection, the mean of the distribution for each point is equal to !.  Let us assume that every measurement, i, in the dataset is independent from the rest.   
Then the joint distribution, !, of all n marginalized distributions onto the !! axis is the 
product of the individual Gaussian distributions, !! !!,! , for 1 ≤ ! ≤ !: 
 
 
The joint distribution of all n data points is a Gaussian distribution with a mean of 
 
 
where  
 
 
By this process, we can find the mean of the joint distribution of the marginalized 
distributions for a given θ.  This mean and θ can be used as a candidate for the best-fit 
linear equation for the dataset with the following estimates for the intercept and slope: 
 
 
   
 19 
To find the best linear solution for the entire dataset, we need to find the candidate 
equations corresponding to all angles between 0 and !.  We also must calculate the 
weighted sums of squares of the residuals, !, for each θ: 
 
  
The angle and weighted mean that result in the minimum value of ! correspond to the 
best-fit line for the dataset.   
Once we find the best-fit linear estimates, !! and !!, we must also calculate their 
estimated covariance matrix to quantify the confidence we have in our solution.  To do 
this, we need the values of ! for small offsets of θ and !(!!) in both directions.  By 
calculating values of ! in the close vicinity of the global minimum,  min(!), we can 
numerically approximate the partial second derivatives of ! with respect to θ and !(!!).  
These partial derivatives are used in the calculation of the Hessian matrix, 
 
 
 
The estimated covariance matrix, !!, for !! and !! is proportional to the inverse of the 
Hessian matrix: 
 
 
where min(!) is the global minimum value of ! (Robinson, 2012). 
The above section provides the mathematical details of the method for finding the 
best linear parameter estimates, along with the estimated covariance matrix of those 
estimates, for data with measurement errors with non-zero covariances.  Equipped with 
the conceptual framework and the mathematical justification presented in this chapter, 
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along with the program written in R that employs this method (which can be found in the 
appendix), we will be able to find the best-fit linear solution to the case study described 
in the next chapter.   
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Chapter 3: Case Study and Results 
In this chapter, we use the method described in the previous section to fit 
measurements of the surface brightness and Sérsic index of galaxies in the Virgo cluster.  
Point estimates and error ellipses for 27 galaxies were provided by Dr. Kormendy.  The 
error ellipses were initially published as figures (Kormendy et al., 2009), which we 
measured to determine the estimated measurement errors and covariances for use in this 
report (see Table 3.1).  Each galaxy has a non-zero covariance between the errors (20 are 
positive and 7 are negative).  In addition, the variances of the measurement errors are not 
constant for each variable.  These two aspects of the dataset violate the assumptions of 
the regression techniques described in Chapter 1 and therefore make it an ideal case study 
for the new method of linear estimation for data with tilted error ellipses. 
 
DESCRIPTION OF THE DATASET 
Surface brightness, denoted  !!, is the brightness per unit area of an extended 
astronomical object, such as a galaxy or nebula, rather than a single star.  In the dataset, !! is measured in magnitudes per square arcsecond, with smaller !! corresponding to 
brighter galaxies.  The Sérsic index, denoted !, is a parameter that describes the curvature 
of the function relating a galaxy’s intensity, !, to the distance, !, from its center: 
  
The larger a galaxy’s Sérsic index, the more gradual the slope of the function.  It is 
generally known by astronomers that brighter galaxies have a larger Sérsic index 
(Kormendy et al. 2009). However, there is no well-established linear relationship 
between the two quantities, which is the problem that this chapter attempts to solve. 
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  µμ! n σ!!!  σ!!  σ!!,! 
1 23.371 5.992 0.106 0.323 0.170 
2 24.462 8.899 1.692 10.195 3.887 
3 22.414 5.361 0.124 0.460 0.207 
4 27.628 10.271 1.088 1.460 1.255 
5 23.802 7.114 0.107 0.496 0.191 
6 23.092 7.975 0.281 1.651 0.582 
7 23.263 7.486 0.316 1.695 0.661 
8 20.843 4.169 0.389 0.335 0.357 
9 24.421 5.645 0.381 0.716 0.507 
10 23.716 9.220 0.733 3.656 1.401 
11 22.032 5.358 0.094 0.268 0.106 
12 21.448 3.166 0.167 0.170 0.001 
13 21.631 4.002 0.127 0.106 0.082 
14 19.947 2.073 0.015 0.015 0.001 
15 20.652 3.338 0.040 0.104 0.021 
16 20.588 2.028 0.007 0.011 0.002 
17 20.745 1.978 0.010 0.010 -0.001 
18 21.658 2.526 0.009 0.058 -0.003 
19 19.539 2.043 0.044 0.070 -0.039 
20 21.638 3.361 1.909 3.961 -2.557 
21 19.863 2.452 0.014 0.019 -0.010 
22 18.398 2.199 0.042 0.051 -0.037 
23 20.729 1.725 0.013 0.026 0.003 
24 20.511 1.906 0.003 0.010 0.001 
25 22.140 3.372 0.047 0.108 0.062 
26 20.510 2.130 0.004 0.020 0.002 
27 20.141 1.897 0.006 0.011 -0.005 
Table 3.1:  The surface brightness and Sérsic index of 27 galaxies in the Virgo cluster, 
including estimated measurement errors and covariances (Kormendy et al., 
2009). 
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Table 3.1 lists the measurements for !! and !, the estimated measurement errors 
for both variables, !!!!  and !!!, and the estimated covariance between the errors, !!!,!.  If 
we approach this problem with a structural equation model, this dataset would be 
presented visually as defined points with vertical and horizontal error bars (Figure 3.1).  
Each horizontal error bar extends one standard deviation, the square root of !!!! , above 
and below the surface brightness estimate, and each vertical error bar is one standard 
deviation, the square root of !!!, above and below the measured Sérsic index.   
 
 
Figure 3.1: The dataset represented with points and error bars. 
Clearly, the measurements for the galaxies with a surface brightness of less than 
about 21 magnitudes per square arcsecond are much more precise than those with larger 
magnitudes.  This is a consequence of their brightness relative to the night sky, which is 
roughly equal to 21 magnitudes per square arcsecond.  Galaxies with !! less than 21 are 
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brighter than the night sky, and therefore are easier to observe and have much more 
precise measurements than those with !! greater than 21. 
By visual inspection, the variances of the measurement errors for both variables 
are not constant.  If this is the case, it will be necessary to give more weight to the 
galaxies with lower measurement errors than those with more uncertainty. To test this 
assertion, Figure 3.2 and 3.3 show the measurements of surface brightness and Sérsic 
index, respectively, as compared to their measurement errors.   
 
 
Figure 3.2: Estimated surface brightness related to measurement error. 
 
 
Figure 3.3: Estimated Sérsic index related to measurement error. 
!!!!  
!!! 
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If each variable’s measurement error were truly constant, the figures above would 
show a random scatter around the mean error (dotted line).  However, in both of the 
figures above, there seems to be a slightly positive relationship between each variable’s 
measurements and errors.  Testing if each graph is indeed a random scatter of points is 
equivalent to testing if the slope of the best-fit line for each graph is equal to zero.  
Therefore, we can determine if the measurement errors are constant by running a linear 
regression for both relationships and finding the p-value for the test of  !! =   0. 
For testing the relationship between !! and !!!! , the p-value is 0.0054, which leads 
us to reject the null hypothesis that the slope is equal to zero.  Similarly, the p-value for 
testing the relationship between ! and !!! is 0.0019.  Therefore, we also reject that the 
slope is equal to zero and can conclude that for both variables, the variance of the 
measurement errors is not constant.   
To use one of the structural equation models described in Chapter 1, we must 
assume that the covariance between !!!!  and !!! is equal to zero for all points.  Clearly, 
this assumption is violated, given the nature of the dataset.  In addition, the general model 
as well as the orthogonal regression model assumes that !!!!  and !!! are both constant 
(Dunn, 2004), which we have shown is not the case.  Also, Model II regression assumes 
that the errors in one variable are much larger than the errors in the other variable, which 
is clearly contradicted by the size of the error bars in Figure 3.1. 
Because these assumptions are violated, we cannot use any existing method on 
Dr. Kormendy’s data.  Therefore, we will continue the analysis of this dataset with the 
method of linear estimation for data with tilted error ellipses presented in Chapter 2.  
Accordingly, we will visualize this dataset as a series of error ellipses.  Figure 3.4 
displays the error ellipses for each galaxy corresponding to one standard deviation of 
measurement error in both variables, with the tilt of each ellipse specified by the 
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covariance term.  Note that galaxies with a negative covariance between the two 
measurement errors have ellipses with a negative slope along their major axis.  
Additionally, the galaxies with larger ellipses correspond to measurements with more 
uncertainty, and therefore are given smaller weights in the fit to the data. 
 
 
Figure 3.4: The dataset represented with error ellipses. 
The error ellipses in the figure above do appear to be linearly related.  Also, we 
assume that each measurement has a bivariate Gaussian distribution.  The following 
section provides the solution to the best-fit linear relationship between surface brightness 
and the Sérsic index of galaxies in the Virgo cluster. 
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PROGRAM RESULTS 
The appendix contains the R program that calculates the best-fit linear parameter 
estimates and the covariance matrix of the estimates for a dataset containing 
measurements of two variables, the estimated errors of both variables, and the estimated 
covariance between the errors.  The program was extensively tested with a variety of 
different input datasets to ensure that the output for the slope and intercept estimates were 
correct.  First, small datasets containing measurement errors in both directions but with 
covariance terms equal to zero were fitted by the program.  The results were then 
compared against those from a traditional least-squares regression fit and were found to 
be identical.  Furthermore, a dataset containing a single point with a tilted ellipse was 
used to confirm that the resulting best-fit line passed through the center of the ellipse 
along the major axis.  Finally, a small subset of the data from the case study described 
above was fitted and the results were visually verified. 
During the testing phase, we also used a varying number of steps in the loop that 
calculates the weighted mean and weighted sum of the squared residuals for different 
values for the angle of rotation of the marginalizing axis.  We wanted to use enough steps 
to ensure that the angle of rotation with the minimum weighted sum of squares was found 
with enough accuracy to report to the ten-thousandth decimal place.  Yet the more angles 
the program calculated, the longer it took to run.  By trial and error, we found that 
sampling θ in 5,000 equal steps between 0 and ! gave the accuracy we need while only 
taking about one minute to run on a MacBook laptop computer. 
Once the final program was fully tested and verified, the data from Table 3.1 were 
read into it.   To ensure that the results from the program corresponded to the true global 
minimum of the weighted sum of squares, a plot of ! compared against θ was included in 
the output (see Figure 3.5).  The dashed red line is the value of θ at the global minimum 
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of the weighted sum of squares.  Although we initially expected this graph to have a 
simpler shape, considering the size and complexity of the dataset, this unusual curve does 
in fact seem reasonable.  This plot was also tested for each trial dataset to confirm that the 
program calculates the weighted sum of squares correctly and finds the true global 
minimum over all values of θ. 
 
 
Figure 3.5: The weighted sum of the squared residuals for 5,000 values of θ. 
At the θ represented by the dashed red line in Figure 3.5, the program produced 
the following slope and intercept estimates (plus or minus one standard deviation), as 
well as the estimated covariance matrix of the estimates (using the Hessian matrix 
described in Chapter 2): 
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As a final solution, we estimate the linear relationship between surface brightness and the 
Sérsic index of galaxies in the Virgo cluster to be: 
 
Figure 3.6 displays this solution plotted over the data, including dashed lines that 
represent two standard deviations above and below the estimated Sérsic index, giving a 
95% confidence band for the true best-fit line.  The standard deviations of the estimates 
were calculated with the following formula (Robinson, 2012): 
  
Although it is difficult to tell from the graph, the confidence band is narrowest at the 
center of the measurements (where our estimates are most precise) and gradually bends 
away from the best-fit line the further away it gets from the center. 
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Figure 3.6: Final linear model with 95% confidence band. 
This solution was not the line that intuition would necessary choose to fit this 
data.  It seems as if the slope is pulled slightly down away from the main cluster of 
ellipses more than it should be.  However, we must consider that the small bunch of 
ellipses with a measured surface brightness between 18 and 21 are weighted heavily due 
to their small measurement errors.  This cluster pulls heavily on the line and brings the 
slope down further than expected.  Although the large ellipses tend to influence the eye, 
they actually have less impact on the solution because of their large measurement errors 
(and correspondingly small weights). 
Another point to note about the solution is the covariance matrix of our estimates 
contains very small variances for the parameter estimates, especially the slope.  This 
produces a very confident estimate for the line, as can be seen by the narrow 95% 
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confidence band.  Although the uncertainty of many of the measurements was large, we 
combined all 27 distributions along the projected axis into one joint Gaussian 
distribution.  As described in Chapter 2, the variance of the joint distribution of multiple 
Gaussians is the inverse of the sum of the weights of each (Robinson, 2012).  Therefore, 
the more measurements we have in our dataset, the more confidence we have in our joint 
distribution on the projected axis, which in turn means smaller estimated variances for the 
slope and intercept.    
The method of linear estimation for data with error ellipses presented in this 
report produces a best-fit linear solution to a dataset that would have been impossible by 
previous regression techniques.  The R script used to analyze Dr. Kormendy’s 
measurements can be applied to similar datasets that contain non-constant errors in both 
directions and non-zero covariance terms between the errors, which in reality are the 
majority of experimental datasets. 
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Chapter 4: Conclusion 
This report presents a solution to the problem of finding a best-fit linear model for 
a dataset with tilted measurement error ellipses.  Although this method does allow for 
non-constant variances of the error terms and non-zero covariance between them, it is 
still limited in some regards.  First, in order to apply the R program to a dataset with these 
properties, there must be estimated measurement errors for both variables and estimated 
covariances between the errors.  A second limitation, which is perhaps most interesting, 
is that this method will only find a solution for a linear model.  For data that appear to be 
quadratic in shape, or that have any other polynomial relationship, this method would be 
unable to be adapted to estimate the parameters.  In reality, the relationship between two 
variables is not often best represented by a linear equation.  A further exploration of the 
possibilities of fitting a polynomial model to such data would be a fascinating topic for 
future studies. 
 However, for our problem of linear estimation for data with tilted error ellipses, 
the findings from the case study are very promising.  The method presented in Chapter 2 
produces very precise estimates for the best-fit linear parameters of a dataset with varying 
error terms and both positively and negatively tilting error ellipses.  Given the 
shortcomings of previous measurement error models, the program in the appendix should 
be employed for datasets like Dr. Kormendy’s that violate one or more of the 
assumptions of structural equation models. 
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Appendix: Program in R 
########################################################## 
# 
#Program to find line of best fit for data with errors in 
#both variables and non-zero covariance between the errors 
# 
#Sally Amen, Spring 2012 
#Linear Estimation for Data with Error Ellipses 
#Master's Report 
# 
########################################################## 
 
 
#Read in data - text file with five columns and headers 
mydata = 
read.table("/Users/sallyamen/Documents/Thesis/real_dataset_0404.txt", 
header = TRUE) 
 
#Define variables 
x1 = mydata[,1] 
x2 = mydata[,2] 
varx1 = mydata[,3] 
varx2 = mydata[,4] 
covar = mydata[,5] 
 
n = length(x1) 
 
x1bar = mean(x1) 
x2bar = mean(x2) 
 
#Compute determinant for each measurement 
Cdet = matrix(0,1,n) 
 
for (i in 1:n){ 
 Cdet[i] = varx1[i]*varx2[i] - (covar[i])^2 
} 
 
#Compute covariance matrix for each measurement, 
#stored in one giant matrix 
CovarMatrix = matrix(matrix(0,2,2),2,2*n) 
 
for (i in 1:n){ 
 CovarMatrix[1,2*i-1] = varx1[i] 
 CovarMatrix[2,2*i] = varx2[i] 
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 CovarMatrix[1,2*i] = covar[i] 
 CovarMatrix[2,2*i-1] = covar[i] 
} 
 
#Invert the giant covariance matrix 
Amatrix = matrix(matrix(0,2,2),2,2*n) 
 
for (i in 1:n){ 
 Amatrix[1,2*i-1] = 1/(Cdet[i])*varx2[i] 
 Amatrix[2,2*i] = 1/(Cdet[i])*varx1[i] 
 Amatrix[1,2*i] = -1/(Cdet[i])*covar[i] 
 Amatrix[2,2*i-1] = -1/(Cdet[i])*covar[i] 
} 
 
 
# 
#Find distribution projected onto u1 axis for given theta 
# 
 
#UPDATE M = number of thetas to cycle through 
m = 5000 
 
increment = pi/(m-1) 
thetas = matrix(0,1,m) 
 
for (i in 2:m){ 
 thetas[i] = thetas[i-1] + increment 
} 
 
#Create matrix to store weighted mean, S for each theta 
MyResults = matrix(0,m,3) 
MyResults[,1] = thetas[1,] 
 
#Cycle through all possible thetas 
for (j in 1:m){ 
 ct = cos(thetas[j]) 
 st = sin(thetas[j]) 
 
 #Calculation of b matrix 
 Bmatrix = matrix(matrix(0,2,2),2,2*n) 
 
 for (i in 1:n){ 
  Bmatrix[1,2*i-1] = Amatrix[1,2*i-1]*ct*ct +  
   2*Amatrix[1,2*i]*ct*st + Amatrix[2,2*i]*st*st 
  Bmatrix[2,2*i] = Amatrix[1,2*i-1]*st*st –  
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   2*Amatrix[1,2*i]*ct*st + Amatrix[2,2*i]*ct*ct 
  Bmatrix[1,2*i] = Amatrix[1,2*i]*ct*ct + (Amatrix[2,2*i] –  
   Amatrix[1,2*i-1])*ct*st - Amatrix[1,2*i]*st*st 
  Bmatrix[2,2*i-1] = Bmatrix[1,2*i] 
 } 
  
 #Calculation of weighted average of all points onto u1 axis 
 u1_mean = matrix(0,1,n) 
 u1_var = matrix(0,1,n) 
 weight = matrix(0,1,n) 
  
 for (i in 1:n){ 
  u1_mean[1,i] = -1*(x1[i]-x1bar)*st + (x2[i]-x2bar)*ct 
  weight[1,i] = (Bmatrix[2,2*i]) –  
   ((Bmatrix[1,2*i]*Bmatrix[1,2*i])/Bmatrix[1,2*i-1]) 
  u1_var[1,i] = 1/(weight[1,i]) 
 } 
 
 Sum_u1_weight = 0 
 Sum_weight = 0 
  
 for (i in 1:n){ 
  Sum_u1_weight = Sum_u1_weight + weight[1,i]*u1_mean[1,i] 
  Sum_weight = Sum_weight + weight[1,i] 
 } 
 
 #Weighted average 
 u1_best = Sum_u1_weight / Sum_weight 
  
 #Value of S for weighted average 
 S_u1best = 0 
  
 for (i in 1:n){ 
  S_u1best = S_u1best + (weight[1,i]/Sum_weight)*(u1_best –  
   u1_mean[1,i])*(u1_best - u1_mean[1,i]) 
 } 
  
 MyResults[j,2] = u1_best 
 MyResults[j,3] = S_u1best 
} 
 
 
# 
#Find best theta, weighted average 
# 
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BestS = min(MyResults[,3]) 
BestIndex = 0 
 
for (i in 1:m){ 
 if (MyResults[i,3] == BestS) BestIndex = i 
} 
 
BestTheta = MyResults[BestIndex,1] 
Bestu1 = MyResults[BestIndex,2] 
 
 
# 
#Find parameters of best fit based on weighted average, theta 
# 
 
#Intercept 
b0 = (x2bar*cos(BestTheta)-x1bar*sin(BestTheta)+Bestu1)/cos(BestTheta) 
 
#Slope 
b1 = tan(BestTheta) 
 
print(b0) 
print(b1) 
 
yhat = b0 + b1*x1 
 
#Option - plot best-fit line on dataset 
plot(x1,x2) 
lines(x1,yhat) 
 
#Option - plot S as a function of theta 
plot(MyResults[,1],MyResults[,3],xlab='Theta',ylab='Weighted Sum of 
Squares') 
abline(v=BestTheta,col=2,lty=3,lwd=2) 
 
# 
#Find variance, covariance estimates for parameters 
#Newton's method 
# 
 
#Define offsets for theta, weighted mean 
epsilon = .5*min(min(varx1),min(varx2)) 
delta = epsilon 
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#Matrix to store S for 9 points (minimum and offsets) 
S_calc = matrix(0,3,3) 
 
calcTheta = matrix(0,1,3) 
calcTheta[1,1] = BestTheta - delta 
calcTheta[1,2] = BestTheta 
calcTheta[1,3] = BestTheta + delta 
 
calcU1 = matrix(0,1,3) 
calcU1[1,1] = Bestu1 - epsilon 
calcU1[1,2] = Bestu1 
calcU1[1,3] = Bestu1 + epsilon 
 
 
for (j in 1:3){ 
 ct = cos(calcTheta[1,j]) 
 st = sin(calcTheta[1,j]) 
  
 #Calculation of Bmatrix 
 Bmatrix = matrix(matrix(0,2,2),2,2*n) 
 for (i in 1:n){ 
  Bmatrix[1,2*i-1] = Amatrix[1,2*i-1]*ct*ct +  
   2*Amatrix[1,2*i]*ct*st + Amatrix[2,2*i]*st*st 
  Bmatrix[2,2*i] = Amatrix[1,2*i-1]*st*st –  
   2*Amatrix[1,2*i]*ct*st + Amatrix[2,2*i]*ct*ct 
  Bmatrix[1,2*i] = Amatrix[1,2*i]*ct*ct + (Amatrix[2,2*i] –  
   Amatrix[1,2*i-1])*ct*st - Amatrix[1,2*i]*st*st 
  Bmatrix[2,2*i-1] = Bmatrix[1,2*i] 
 } 
  
 #Projection of points onto u1 axis 
 u1_mean = matrix(0,1,n) 
 weight = matrix(0,1,n) 
  
 for (i in 1:n){ 
  u1_mean[1,i] = -1*(x1[i]-x1bar)*st + (x2[i]-x2bar)*ct 
  weight[1,i] = (Bmatrix[2,2*i]) –  
   ((Bmatrix[1,2*i]*Bmatrix[1,2*i])/Bmatrix[1,2*i-1]) 
 } 
  
 #Calculation of S for 9 points 
 for (i in 1:3){ 
  S_temp = 0 
  for (k in 1:n){ 
   S_temp = S_temp + (weight[1,k]/sum(weight))*(calcU1[1,i]  
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    - u1_mean[1,k])*(calcU1[1,i] - u1_mean[1,k]) 
   S_calc[j,i] = S_temp 
  } 
 } 
 
} 
 
HessianMatrix = matrix(0,2,2) 
CovMatrix = matrix(0,2,2) 
EstCovMatrix = matrix(0,2,2) 
 
#Calculation of Hessian, covariance matrix for theta, u1 
HessianMatrix[1,1] = (S_calc[2,3] - 2*S_calc[2,2] + 
S_calc[2,1])/(epsilon*epsilon) 
HessianMatrix[2,2] = (S_calc[1,2] - 2*S_calc[2,2] + 
S_calc[3,2])/(delta*delta) 
HessianMatrix[1,2] = (S_calc[1,3] - S_calc[3,3] - S_calc[1,1] + 
S_calc[3,1])/(4*epsilon*delta) 
HessianMatrix[2,1] = (S_calc[1,3] - S_calc[1,1] - S_calc[3,3] + 
S_calc[3,1])/(4*epsilon*delta) 
 
detH = HessianMatrix[1,1]*HessianMatrix[2,2] - 
HessianMatrix[1,2]*HessianMatrix[2,1] 
CovMatrix[1,1] = 2*(1/detH)*HessianMatrix[2,2] 
CovMatrix[1,2] = 2*(-1/detH)*HessianMatrix[1,2] 
CovMatrix[2,1] = 2*(-1/detH)*HessianMatrix[2,1] 
CovMatrix[2,2] = 2*(1/detH)*HessianMatrix[1,1] 
 
EstCovMatrix = (S_calc[2,2]/(n-2))*CovMatrix 
 
 
# 
#Find estimated covariance matrix for b0 and b1 
# 
 
b0b1_CovMatrix = matrix(0,2,2) 
b0b1_EstCovMatrix = matrix(0,2,2) 
 
b0b1_CovMatrix[1,1] = (CovMatrix[1,1]/((cos(BestTheta))^2)) +  
(CovMatrix[2,2]*(Bestu1*sin(BestTheta))^2)/ 
((cos(BestTheta))^4)+(2*CovMatrix[1,2]*Bestu1*sin(BestTheta)/ 
((cos(BestTheta))^2)) 
b0b1_CovMatrix[2,2] = (CovMatrix[2,2]^2)/((cos(BestTheta))^4) 
b0b1_CovMatrix[1,2] = (CovMatrix[2,2]^2*Bestu1*sin(BestTheta))/  
 ((cos(BestTheta))^4)+(CovMatrix[1,2])/((cos(BestTheta))^3) 
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b0b1_CovMatrix[2,1] = b0b1_CovMatrix[1,2] 
 
b0b1_EstCovMatrix[1,1] = 
(EstCovMatrix[1,1]/((cos(BestTheta))^2))+(EstCovMatrix[2,2]*  
(Bestu1*sin(BestTheta))^2)/((cos(BestTheta))^4) + 
(2*EstCovMatrix[1,2]*Bestu1*sin(BestTheta)/((cos(BestTheta))^2)) 
b0b1_EstCovMatrix[2,2] = (EstCovMatrix[2,2]^2)/((cos(BestTheta))^4) 
b0b1_EstCovMatrix[1,2] = (EstCovMatrix[2,2]^2*Bestu1*sin(BestTheta))/  
 ((cos(BestTheta))^4)+(EstCovMatrix[1,2])/((cos(BestTheta))^3) 
b0b1_EstCovMatrix[2,1] = b0b1_EstCovMatrix[1,2] 
 
#Estimated covariance matrix 
print(b0b1_EstCovMatrix) 
 
#Estimated standard deviations of b0, b1 
print(sqrt(b0b1_EstCovMatrix[1,1])) 
print(sqrt(b0b1_EstCovMatrix[2,2])) 
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