Abstract. For most English words, dictionaries give various senses: e.g., "bank" can stand for a financial institution, shore, set, etc. Automatic selection of the sense intended in a given text has crucial importance in many applications of text processing, such as information retrieval or machine translation: e.g., "(my account in the) bank" is to be translated into Spanish as "(mi cuenta en el) banco" whereas "(on the) bank (of the lake)" as "(en la) orilla (del lago)." To choose the optimal combination of the intended senses of all words, Lesk suggested to consider the global coherence of the text, i.e., which we mean the average relatedness between the chosen senses for all words in the text. Due to high dimensionality of the search space, heuristics are to be used to find a near-optimal configuration. In this paper, we discuss several such heuristics that differ in terms of complexity and quality of the results. In particular, we introduce a dimensionality reduction algorithm that reduces the complexity of computationally expensive approaches such as genetic algorithms.
Introduction
Most words we use in our everyday communication have several possible interpretations, called senses and listed in dictionaries. E.g., the word bank can be interpreted as a financial institution, river shore, stock of some objects, etc. For correct understanding of a text, the reader-be it a human being or a computer program-must be able to determine what sense is intended for each word in the text. Apart from message understanding, there are a number of important applications where automatically determining the correct sense of a word is crucial, e.g., information retrieval.
Given a dictionary and a specific occurrence of a word in a specific text, the problem of the choice, out of the senses listed for this word in the dictionary, of the one intended for this occurrence is called the word sense disambiguation (WSD) [2] . One of possible approaches to this problem is global optimization of text coherence, i.e., of average relatedness between the chosen senses for all words in the text [5] , see Fig.  1 . Due to high computational cost of this approach, evolutionary approaches were used to find a near-optimal solution [1] , [4] .
In this paper, we discuss some heuristics aimed to reduce the complexity of such global optimization. The paper is organized as follows. Section 2 discusses the heuristics for the search algorithm, aimed to fast finding a near-optimal solution. Section 3 introduces a new algorithm for reduction of dimensionality of the search space, useful for computationally expensive approaches. Section 4 presents the experimental results and discussion. Finally, Section 5 concludes the paper.
Search Heuristics
We denote N the number of words in the text fragment under disambiguation, n w the number of senses for the word w, and The complexity of the task is exponential in N, namely, . To select the best combination, exhaustive search [5] , simulated annealing [1] , or genetic algorithm [4] can be used. A number of heuristics can be tried as well. The heuristics we suggest resemble those used for other combinatorial problems, such as the traveling salesman problem.
• A greedy approach that for each word w chooses the sense s with maximum average relatedness to other words:
The complexity of such an algorithm is only Nn w n avg , where n avg is the average number of senses per word u ≠ w. This approach is based on the hypothesis that the correct sense of the word w i is not known and the probability for the sense to be the intended one is distributed uniformly. The average relatedness is that of a given sense to the senses of the other word weighted by the probability of those senses.
• An even more greedy approach that for each word w chooses the sense s with maximum relatedness to other words:
The complexity of this algorithm is again Nn w n avg . The latter heuristic seems to be more motivated linguistically than the previous one. Indeed, a word is expected to be immediately related to one (or few) words in the context and not to all surrounding words. However, it is logically inconsistent, since the senses selected for other words can be different from those that influenced the decision for the given one. In this case, the order in which the decisions are made (the words are considered) becomes important. This idea corresponds to the insertion strategies for the traveling salesman problem. Different heuristics can be used to choose the optimal order: (1) Direct order: from the first to the last word, (2) Inverse order: from the last to the first word, (3) Greedy order: at each step, choose the word that gives the best increase in the total coherence value, (4) Another greedy order: choose the word that has a sense with a most clear advantage over other senses of the same word, (5) A genetic algorithm can be used to find an optimal order.
Reduction of Dimensionality
With computationally expensive heuristics discussed above (such as exhaustive search or evolutionary approaches) producing high-quality results, reduction of dimensionality before computation is of great help. For this, some senses can be proven in advance not to give an optimal solution. Namely, a sense s of the word w can be removed from consideration if Indeed, in this case there exists a sense s' of the same word that gives a better (or at least equal) contribution to the total coherence of the text with any selection of the senses s u of all other words. In case of equality in the above formula, other criteria can be applied to select one of the two "equal" senses, such as that the senses with smaller numbers in the dictionary are often more frequent and thus more plausible.
The process is repeated iteratively, until no more senses can be excluded. The complexity of this process is polynomial.
Experimental Results and Discussion
The preliminary results of our experiments can be summarized as follows:
• The algorithms that look for globally optimized solution, such as genetic algorithms, perform (in terms of quality) some 10% better than heuristic approaches.
• Heuristic approaches perform about twice better than the baseline solutions such as random selection.
• Dimensionality reduction algorithm allowed us to reduce the number of senses in a randomly selected sample from 1138 (search space 5.2 × 10 95 ) to 433 (1.4 × 10 42 ), which speeds up the genetic algorithm twice. Still, the search space is too huge for exhaustive search. Hence the importance of the heuristic methods.
