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Re´sume´. Trouver et classer les documents pertinents par rapport a` une
requeˆte est fondamental dans le domaine de la recherche d’information.
Notre e´tude repose sur la localisation des termes dans les documents.
Nous posons l’hypothe`se que plus les occurrences des termes d’une requeˆte
se retrouvent proches dans un document alors plus ce dernier doit eˆtre
positionne´ en teˆte de la liste de re´ponses. Nous pre´sentons deux variantes
de notre mode`le a` zone d’influence, la premie`re est base´e sur une notion
de proximite´ floue et la seconde sur une notion de pertinence locale.
1 Introduction
Le domaine de la recherche d’information, bien connu a` travers les moteurs de re-
cherche sur le Web, utilise diffe´rents mode`les. Ces derniers pre´cisent comment se´lection-
ner et ordonner les documents qui re´pondent aux besoins d’informations des utilisa-
teurs. Il en existe principalement trois familles (Baeza-Yates et Ribeiro-Neto, 1999) :
(a) les mode`les ensemblistes (boole´en, a` ensembles flous et boole´ens e´tendus), (b) les
mode`les alge´briques (vectoriel et indexation se´mantique latente) et (c) les mode`les
probabilistes (base´s sur les re´seaux d’infe´rence, les re´seaux baye´siens et les re´seaux de
croyance). Notre mode`le est base´ non seulement sur les familles de mode`le ensemblistes
et alge´briques, mais aussi sur une des premie`res ide´es fondatrice de la recherche d’in-
formation formule´e par Luhn (Luhn, 1958) qui consiste a` s’appuyer d’une part, sur la
fre´quence des termes et d’autre part sur la position relative des termes de la requeˆte
dans les documents. Le premier aspect relatif a` l’utilisation de la fre´quence des termes
a e´te´ beaucoup de´veloppe´ dans le cadre des mode`les alge´briques, par contre, le second
concernant la proximite´ entre les occurrences des termes n’a rec¸u que peu d’attention,
notre e´tude permet d’approfondir ce dernier point.
Tout d’abord, nous rappelons certains mode`les classiques ainsi que les quelques
me´thodes qui utilisent la proximite´. Ensuite, nous pre´sentons les deux variantes de
notre mode`le a` zone d’influence avant de conclure.
2 E´tat de l’art
La me´thode d’indexation associe´e a` un mode`le de recherche d’information permet de
construire les repre´sentants des documents et s’appuie ge´ne´ralement sur les occurrences
des termes trouve´s dans les documents. Nous notons T l’ensemble des termes et D celui
des documents.
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Dans le mode`le boole´en classique, un document est repre´sente´ par l’ensemble des
termes qui le composent et, une requeˆte est formule´e a` l’aide d’une expression boole´enne
repre´sente´e par un arbre ou` les feuilles sont des termes et les nœuds sont les ope´rateurs
ET et OU. Le score attribue´ aux documents est pris dans l’ensemble {0, 1} et ces
derniers ne peuvent donc pas eˆtre classe´s ce qui est un inconve´nient majeur. Ne´anmoins,
l’une des forces de ce mode`le est l’expressivite´ du langage de requeˆte.
Le mode`le vectoriel correspond bien a` la premie`re ide´e de Luhn car la fre´quence des
termes est prise en compte pour attribuer un score aux documents. Le poids w(d, t)
du terme t dans le document d de´pend de fac¸on croissante de la fre´quence du terme
dans ce document et de fac¸on de´croissante de la fre´quence documentaire de ce terme.
Un document (resp. une requeˆte) est repre´sente´ par un vecteur et la valeur de simila-
rite´ entre un document et une requeˆte est le plus souvent calcule´e avec la me´thode du
cosinus. Le mode`le de requeˆte qui est un sac de mots, est donc plus simple mais moins
expressif que celui du mode`le boole´en. Le mode`le vectoriel posse`de l’avantage de ranger
les documents qui peuvent eˆtre pre´sente´s a` l’utilisateur par ordre de´croissant de perti-
nence calcule´e par le syste`me. La possibilite´ de classer les documents, inexistante dans
le mode`le boole´en, est fondamentale car elle est a` la base des me´thodes d’e´valuation
des syste`mes. Son absence dans le mode`le boole´en classique a conduit a` l’introduction
des mode`les boole´ens e´tendus et a` l’utilisation des ensembles flous.
Pour graduer le score dans le cadre des mode`les ensemblistes, plusieurs mode`les
base´s sur la the´orie des sous ensembles flous ont e´te´ de´veloppe´s (Miyamoto, 1990). A
chaque terme t ∈ T est associe´e une fonction µt qui traduit le degre´ d’appartenance d’un
document a` l’ensemble flou correspondant au terme. Une requeˆte est aussi repre´sente´e
par un arbre et un nœud avec l’ope´rateur OU (resp. ET) est e´value´ en prenant le
maximum (resp. minimum) sur les valeurs de ses fils, ce qui correspond a` la re´union
(resp. intersection) floue des sous-ensembles flous correspondant a` ses fils. Finalement,
pour une requeˆte donne´e, le score d’un document est pris dans l’intervalle [0,1], ce qui
permet contrairement au mode`le boole´en classique de classer les documents.
Une extension du mode`le boole´en consiste a` ajouter un ope´rateur de proximite´
au langage de requeˆte pour exprimer la position relative entre deux termes. Il est
souvent nomme´ NEAR, ADJ-acent, ou WINDOW (Salton et al., 1983) et se comporte
comme un ET avec une contrainte supple´mentaire qui permet de pre´ciser une distance
maximale entre deux occurrences de termes, comme dans A NEAR 5 B. Dans notre
mode`le, nous n’ajoutons pas l’ope´rateur NEAR, car ce dernier ne peut s’appliquer
qu’a` des feuilles et sa ge´ne´ralisation aux sous-arbres est inconsistante (Mitchell, 1973).
Cependant, la pertinence reste binaire donc aucun classement n’est envisageable.
D’autres approches utilisent directement la proximite´ des termes (Clarke et al.,
2000; Hawking et Thistlewaite, 1995; Rasolofo et Savoy, 2003) en recherchant dans
le texte les intervalles contenant les mots de la requeˆte. Une contribution au score est
calcule´e pour chaque intervalle (plus il est court, plus le score est e´leve´), et finalement le
score d’un document de´pend de la somme de ces contributions. Le phase de se´lection des
intervalles ainsi que le calcul de la contribution de chaque intervalle sont diffe´rents selon
les me´thodes. Nous avons de´ja` effectue´ une e´tude comparative qui pre´sente en de´tails
chacune de ces me´thodes (Mercier, 2004). Les re´sultats obtenus pour ces me´thodes sont
meilleurs que ceux obtenus pour les mode`les traditionnels.
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3 Notre mode`le
En prenant en compte soit l’appartenance soit la fre´quence d’un terme dans un
document, les mode`les boole´en et vectoriel proce`dent avec une approche globale de
l’influence des occurrences d’un terme sur la pertinence d’un document a` une requeˆte.
C’est-a`-dire que quelque soient les positions des occurrences d’un terme, cela n’a pas de
conse´quence sur le score de pertinence. Cependant, le sens du texte dans un document
ne de´pend pas seulement du vocabulaire employe´ mais aussi de l’agencement des termes
de ce vocabulaire. Notre approche est locale dans le sens ou` nous mode´lisons une
influence des occurrences. Cette influence est soit :
– une proximite´ au terme : en un endroit du texte, est-on proche d’une occur-
rence de ce terme ? Cette proximite´ sera gradue´e, et nous emploierons le terme
de proximite´ floue ;
– une pertinence locale : un endroit du texte est-il pertinent a` un terme t ? Cette
pertinence sera d’autant plus e´leve´e qu’il y a de nombreuses occurrences de ce
terme a` proximite´.
Dans les deux cas, l’influence d’une occurence d’un mot est repre´sente´e a` l’aide d’une
fonction d’influence. Nous appelons ainsi une fonction de´finie sur R, a` support borne´,
prenant ses valeurs dans [0, 1], croissante sur R−, et de´croissante sur R+. Diffe´rentes
fonctions d’influence peuvent eˆtre utilise´es : il est d’abord possible de choisir une famille
de fonctions (fonctions de Hamming, de Hanning, gaussiennes, rectangulaires, trian-
gulaires, etc.), ensuite, des valeurs diffe´rentes peuvent eˆtre fixe´es pour les parame`tres
de ces fonctions afin d’obtenir une fonction d’influence diffe´rente pour chaque terme
de la requeˆte. En particulier, nous appelons k le parame`tre qui controˆle la largeur de
la zone d’influence. Pour une occurrence d’un terme, la translation g(x) = f(x − i)
d’une fonction d’influence f sert a` mode´liser la proximite´ floue (resp. la pertinence
locale au terme qui a une occurence a` la position x). Par exemple, pour une fonction
triangulaire, la valeur au point x est e´gale a` 1 puis de´croit de 1k aux positions voisines
jusqu’a` atteindre la valeur 0. Nous pouvons exprimer cette fonction d’influence par
f(x) = max(k−|x|k , 0).
3.1 Mode`le a` proximite´ floue
Il est naturel de conside´rer que la valeur de la proximite´ floue a` un terme t en
une position x d’un document est celle de la plus proche occurrence du terme t. Par
exemple, pour un terme qui apparaˆıt aux positions x = 2 et x = 5, la valeur de proxi-
mite floue a` la position x = 3 est la valeur maximale entre celles de ces deux occurences,
soit la proximite´ de la plus proche, c’est-a`-dire celle de l’occurrence du terme en x = 2.
Comme les fonctions d’influence pre´ce´dement de´finies sont de´croissantes par rapport
a` la distance des occurrences, en une position x du texte cela revient a` prendre la
valeur de proximite´ floue maximale et on peut poser pdt (x) = maxi∈Occ(t,d) f(x − i)
ou` Occ(t, d) est l’ensemble des positions des occurrences du terme t dans le docu-
ment d et f la fonction d’influence choisie. Les feuilles de l’arbre de la requeˆte portent
donc des fonctions de proximite´ correspondant aux termes. Par exemple, la fonction
pA (resp. pB) associe la valeur de proximite´ floue au terme A (resp. B) a` toutes les
positions d’un document d. Nous ge´ne´ralisons maintenant ces fonctions sur les nœuds.
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Pour un nœud OU conside´rons d’abord le cas de la requeˆte A OU B avec deux do-
cuments, l’un contenant chaque terme assez proches (cf. d1 sur la figure 1) et l’autre
contenant deux occurrences de A coˆte a` coˆte (cf. d2). Pour ce besoin d’information,
utiliser A ou B dans le texte posse`de la meˆme signification nous souhaitons donc obte-
nir la meˆme fonction de proximite´ pour d1 et d2 avec la requeˆte A OU B. En posant
pdAOU B(x) = max(p
d
A(x), p
d
B(x)) cette contrainte est ve´rifie´e et nous ge´ne´ralisons ceci
en posant pqou q′ = max(pq, pq′) pour un nœud ou` les fils ne sont pas simplement
des termes. Ceci correspond a` l’ope´ration faite dans le mode`le flou. Par analogie, pour
un ope´rateur et, nous posons pqet q′ = min(pq, pq′). La dernie`re e´tape qui consiste a`
de´terminer le score de pertinence est de´taille´e dans la section 4.
3.2 Mode`le a` pertinence locale
Dans cette approche, nous conside´rons que les occurrences des termes apportent un
e´le´ment de pertinence locale autour de leur position. Le signal de pertinence est aussi
repre´sente´ par une fonction d’influence. E´tant donne´ un terme et un document, pour
accumuler les informations de pertinence a` chaque position, nous additionnons les va-
leurs des pertinences locales calcule´es pour chaque occurrence du terme. La pertinence
locale en une position x du texte est exprime´e par rdt (x) =
∑
i∈Occ(t,d) f(x−i). Chacune
des feuilles de l’arbre de la requeˆte porte un signal global qui repre´sente la pertinence
locale au terme pour chaque position du document. Au moment de l’e´valuation de la
requeˆte nous devons donc combiner ces signaux en fonction du type d’ope´rateur (OU
ou ET). Conside´rons d’abord le cas d’une requeˆte disjonctive (cf. partie signal de la
figure 1), quelque soit le terme a` conside´rer nous souhaitons pour une telle requeˆte
prendre en compte le signal de tous les termes retrouve´s afin qu’il contribue au calcul
du score. Pour accumuler les informations de pertinence, nous posons pour l’ope´rateur
OU rqou q′ = rq + rq′ . Une fonction doit aussi eˆtre utilise´e sur les nœuds ET. Si nous
appliquons la fonction min comme dans le cas de la proximite´ floue, pour la requeˆte
A ET (B OU C) nous aboutissons a` une incohe´rence. Par exemple, pour une position
x dans un document, si nous avons les valeurs de pertinence locale e´gales a` rdA = 0.5,
rdB = 0.4 et r
d
C = 0.8, nous obtenons r(Aand (BorC)) = min(0.5, 0.4 + 0.8) = 0.5 et
r(AandB)OR(BandC)) = min(0.5, 0.4) + min(0.4, 0.8) = 0.8. Par conse´quent, les lois
de Morgan ne sont pas respecte´es et nous ne pouvons pas utiliser cette fonction aux
nœuds ET de l’arbre. Pour une requeˆte conjonctive, en une position x du document,
pour les raisons explique´es ci-dessus nous posons pour l’ope´rateur ET rqet q′ = rq ·rq′ .
4 De´termination du score d’un document
Autant pour le mode`le a` proximite´ floue que pour celui a` pertinence locale, l’e´valua-
tion d’une requeˆte est effectue´e en partant des feuilles. Tout d’abord, nous calculons
pour chaque terme de la requeˆte (pour les feuilles de l’arbre) la valeur de pertinence
locale (resp. proximite´ floue) a` chaque position x du document. Ensuite, nous e´valuons
ces valeurs au niveau de chaque nœud de l’arbre en appliquant (toujours pour chaque
position x dans le document) les ope´rations correspondant aux deux ope´rateurs (ET ou
OU). Finalement, en remontant jusqu’a` la racine, nous obtenons le re´sultat, pdq (resp.
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Fig. 1 – Pour d1 et d2 – proximite´ floue et pertinence relative (signal). 1ere et 2e
lignes termes A et B ; 3e et 4e lignes requeˆtes (A ou B) puis (A etB).
rdq ), qui permet de de´terminer le score du document pour une requeˆte.
La dernie`re e´tape apre`s le calcul de pdq (resp. r
d
q ) consiste a` de´terminer le score de
pertinence s(q, d) pour le document d par rapport a` la requeˆte q. Dans le cas du mode`le
boole´en, le score, re´sultant de l’e´valuation de la requeˆte est binaire. Pour le mode`le vec-
toriel, les formules de calcul de pertinence sont des produits scalaires ou des cosinus qui
comportent une sommation qui peut s’interpre´ter comme une accumulation d’e´le´ments
de pertinence. Les me´thodes du calcul inte´gral permettent de mettre en œuvre cette
ide´e en calculant la surface en dessous d’une courbe, le score e´tant repre´sente´ par une
courbe prenant les valeurs de proximite´ floue (resp. pertinence relative) a` chaque po-
sition du document, nous l’exprimons ainsi : s(q, d) =
∫ +∞
−∞ p
d
q(x) dx. Finalement, le
score appartient a` R+, ce qui permet de classer les documents par ordre de´croissant
de score, et de´pend de l’influence de chaque occurrence, ce qui permet de prendre en
compte la position relative entre les termes correspondant a` la seconde ide´e de Luhn.
5 Conclusion
A` partir de notre hypothe`se : les documents ayant des occurrences des termes de
la requeˆte proches doivent eˆtre classe´s en premier, nous avons de´taille´ notre mode`le a`
« zone d’influence » utilisant des requeˆtes boole´ennes. Par ailleurs, notre mode`le offre
l’avantage de prendre en compte les mode`les classiques de recherche d’informations
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comme le mode`le boole´en et le mode`le vectoriel en controˆlant la valeur du parame`tre k
car ce dernier permet de re´gler la porte´e de l’influence des occurences de termes. Une
valeur de l’ordre de 5 permet de spe´cifier une proximite´ de l’ordre de l’expression, une
valeur de 15 a` 30 la situe au niveau de la phrase et une valeur de l’ordre de 100 la
porte au niveau du paragraphe. Prendre la limite lorsque k → +∞ permet de retrouver
le mode`le boole´en classique. Prendre k = 12 permet de retrouver le mode`le du niveau
de coordination pre´curseur du mode`le vectoriel. Par conse´quent, notre mode`le met en
œuvre notre objectif premier de donner un score en fonction de la localisation des
termes de la requeˆte dans les documents mais peut aussi eˆtre parame´tre´ pour retrouver
les comportements des me´thodes traditionnelles de recherche d’informations.
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Summary
Extracting, scoring and ranking documents relevant to a query is a main objective
in the information retrieval domain. Our study focuses on the terms localization : the
more the query terms occurrences are found close the more the document must be
in the toplist. We present our model «area of influence» which scores the documents
according to the terms localization. We detail the two alternatives, the first is based
on a fuzzy proximity concept and the second on a local relevance concept.
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