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1 はじめに
情報化社会の進展とともに, 個人にまつわるデータの
収集が容易となり, プライバシ侵害の危険性が増大して
いる. このような社会背景から個人情報保護法が施行
され, 個人情報を管理する事業者は個人情報の適切な管
理が求められている. 一方で, サーバに蓄積された個人
の行動履歴や購買履歴等を統計分析し, 都市開発やマー
ケティングに生かしたいといった要望が多くある. そ
こで, データを公開しても問題のないよう匿名化し, 匿
名化したデータをもとに統計分析を行うことが検討さ
れている. 本稿では, もっともよく知られており, 汎用
性のある具体的なアルゴリズムが検討されている k-匿
名化 [1]について議論する. 匿名化前後でのデータ間の
歪度はデータ歪曲度と呼ばれ, k-匿名性を満たしつつも
データ歪曲度を小さくすることが望ましい. 大域的一
般化を用いた既存手法 [2]は, 処理時間が短く済む一方,
データを過度に歪曲してしまうという欠点がある. こ
れに対し, 局所的一般化を用いた既存手法 [3] は, デー
タの過度な歪曲を防ぐ一方, 処理に時間を要するという
欠点がある. 本研究では, 必要に応じて大域的一般化と
局所的一般化を組み合わせることにより, データの過度
な歪曲を防ぎつつも処理時間の短い Hybrid k-匿名化
手法を提案・実装し, 既存手法との比較結果を示す.
2 k-匿名性
本稿では, 有限個のレコード (行に対応)と属性 (列に
対応)からなるテーブル形式の DBを扱う. テーブルの
各セルに格納されている値は属性値と呼ばれる. k-匿
名性 [1]とは, \テーブルのどのレコードに関しても, 各
属性の属性値の組が同一であるレコードが自身を含め
k個以上存在する" ということを保証するプライバシ保
護指標である. k-匿名性を満たすようにデータに変更
を加えることを k-匿名化という. 既存手法では, データ
の抑制と一般化によって k-匿名化を行っている. 抑制
とは,  等で属性値をすべて隠してしまうことである.
一般化とは, 初期状態と抑制状態の間の値を表すよう,
属性値の一部分を隠したり, より広い値を示すに置き換
える操作のことである. 表 1 は一般化による 2-匿名化
の例である.
3 歪度関数
k-匿名化されたデータを利活用することを考えた場
合, 匿名化の前後でのデータ間の歪度は小さいほうが望
ましい. 本研究では, 一般化前後でのデータ間の変化の
表 1 2-匿名化の例
匿名化前のテーブル T
Gender Zip
female 02138
female 02139
male 02141
male 02142
匿名化後のテーブル T
0
Gender Zip
female 0213*
female 0213*
male 0214*
male 0214*
度合いをデータ歪曲度と呼び, 一般化階層木の深さの
差に基づく歪度関数 [3] を用いてデータ歪曲度を算出
する.
3.1 一般化階層木
一般化階層木 (Generalization Hierarchy)は, 一般化
前後での属性値の関係を階層的に示す木のことであり,
k-匿名性を行う際, 属性ごとに与えられる. 一般化階層
木の leaf(子を持たない節点)は初期状態, root(親を持
たない節点)は抑制状態を表す. 一般化階層木をどのよ
うに作成するかは, k-匿名化処理を行うデータの管理者
に委ねられている. 節点 v と rootを結ぶパスが経由す
る節点の個数を, 節点 v の深さと呼ぶ. なお, root の
深さは 0 である. 本稿では属性 Aj の一般化階層木を
GHAj と表記する. 図 1 は深さ 3 の一般化階層木の例
である.
021**
*****
02138 02139 02141 02142
0213* 0214*
図 1 一般化階層木 GHA2 A2:Zip の例
3.2 歪度関数 localDIS
属性数 nのレコード Rを一般化して得られたレコー
ド R
0
の localDIS は次式で与えられる.
localDIS
(
R;R
0)
=
n∑
j=1
h
(
GHAj ; vj
)  h(GHAj ; v0j)
jGHAj j
n
なお, h (tree; value)は一般化階層木 treeにおける値
valueの根からの深さを返す関数であり, jtreejは一般
化階層木 tree の根からの最大の深さである. また, vj
はレコード Rの属性 Aj の値, v
0
j はレコード R
0
の属性
Aj の値である. レコード R
0
がレコード Rとまったく
同じである場合, localDIS は 0となる. 一般化が行わ
れるにつれて localDIS は大きくなり, すべての属性が
抑制された状態では localDIS は 1となる.
3.3 歪度関数 DIS
レコード数m, 属性数 nのテーブル T を一般化して
得られたテーブル T
0
のDIS は次式で与えられる.
DIS
(
T; T
0)
=
m∑
i=1
n∑
j=1
h
(
GHAj ; vi;j
)  h(GHAj ; v0i;j)
jGHAj j
mn
なお, vi;j はテーブル T の i行 j 列目の値, v
0
i;j はテー
ブル T
0
の i行 j 列目の値である. テーブル T
0
がテー
ブル T とまったく同じである場合, DIS は 0 となる.
一般化が行われるにつれて DIS は大きくなり, テーブ
ルのすべてのセルが抑制された状態では DIS は 1 と
なる.
4 既存手法
4.1 頻度リスト
レコードの重複度を頻度と呼び, 頻度を数え上げたも
のを頻度リストと呼ぶ. 頻度 k 未満のレコードが存在
しないとき, テーブルは k-匿名性を満たす.
4.2 大域的一般化による手法 Datafly
4.2.1 大域的一般化 大域的一般化とは, テーブルの
すべてのレコードに対し, ある属性の 2 つ以上の値を,
一般化階層木の共通する祖先に置き換える操作のこと
である.
4.2.2 Datafly 既存手法 Datafly[2] では, まず頻
度 k 未満のレコードが k 個以下になるまで大域的一般
化を繰り返す. その後, 残りの頻度 k 未満のレコードの
すべての属性値を抑制することによって, k-匿名性を満
たすテーブルを作成する手法である. この手法は, デー
タを過度に歪曲してしまうという問題点が文献 [3]にて
指摘されている. この問題を解決するために提案され
たのが局所的一般化を用いた手法MinDIS[3]である.
4.3 局所的一般化による手法MinDIS
4.3.1 局所的一般化 局所的一般化とは, テーブルの
ある 2つ以上のレコードに対して, 各属性が同一の値に
なるように, 必要に応じて一般化階層木の共通する祖先
の値に置き換える操作のことである.
4.3.2 MinDIS 既存手法 MinDIS では, ランダ
ムに選ばれた頻度 k 未満のレコードと局所的一般化
した際に localDIS が最も小さくなるレコードを探し
て局所的一般化を行う. これを頻度 k 未満のレコード
が存在する限り繰り返すことによって, k-匿名性を満
たすテーブルを作成する手法である. この手法はデー
タの過度な歪曲を防ぐことが可能であるが, 既存手法
Dataflyよりも処理に時間を要する. なぜなら, どのレ
コードと局所的一般化した際に localDIS が最小にな
るかを, 頻度 k 未満のレコードが選ばれる度に計算す
る必要があるからである.
5 提案手法
既存手法においては, データの過度な歪曲を防ぐこと
と処理に要する時間は, いわばトレードオフの関係にあ
る. 本研究では, 大域的一般化と局所的一般化を組み合
わせることにより, データの過度な歪曲を防ぎつつも処
理時間の短い Hybrid k-匿名化手法の実現を目指す.
5.1 既存手法の効率化の検討
既存手法の問題点および解決策を以下に述べる.
5.1.1 Datafly の問題点と解決策
問題点 1 : データを過度に歪曲してしまう
原因のひとつとして, 頻度 k 未満のレコードが k 個
以下になった時点で大域的一般化を終了し, 残りの頻度
k 未満のレコードの各属性値をすべて抑制してしまう
ことが挙げられる. 残りの頻度 k 未満のレコードの各
属性値を抑制する代わりに, k-匿名性を満たすよう局所
的一般化する等の改善策が考えられる.
問題点 2 : 頻度リストの更新に時間を要する
Dataflyでは, 1回の頻度リストの更新に要する時間
がMinDIS よりも長い. なぜなら, MinDIS では局
所的一般化された 2 つのレコードをマージするだけで
よいが, Datafly ではすべてのレコードに対して変更
が加えられるため, 頻度を新たに数え直す必要があるか
らである. 大域的一般化を行う度に頻度リストを更新
せずとも, 何らかの条件にて大域的一般化処理を終了す
るか否か判定することによって, さらなる処理時間の短
縮ができると考えられる.
5.1.2 MinDIS の問題点と解決策
問題点 : 処理に時間を要する
他のどのレコードと局所的一般化した際に localDIS
が最小になるかを, 頻度 k 未満のレコードが選ばれる
度に計算する必要があることが原因である. 解決策と
して, MinDIS を行う前に大域的一般化を行い, 各レ
コードの重複度を高めることが考えられる. 各レコー
ドの重複度が高まれば, MinDIS において局所的一般
化の対象となるレコードが削減されるため, 処理時間の
短縮が期待される.
5.2 提案手法の方針
以上をふまえ, 本研究で提案するHybrid k-匿名化手
法の方針を以下に示す.
1. 局所的一般化を行う前にあらかじめ大域的一般化
を繰り返すことで, レコードの重複度を高める.
2. 頻度リストの更新をせずとも, 大域的一般化を終了
するための条件を制定する.
3. 大域的一般化が終了したところで初めて頻度リス
トを更新し, k-匿名性を満たすまで局所的一般化を
繰り返す.
つまり, 大域的一般化を終了し, 局所的に切り替える適
切な条件を算出することが何よりの課題である. 提案
手法のアルゴリズムを以下に示す.
アルゴリズム：提案手法 Hybrid k-匿名化
Input : テーブル TP , 整数 k (2  k  m),
一般化階層木 GHAj (j = 1; 2; : : : ; n)
Output : k-匿名性を満たすテーブル TR
Step1. If(テーブル TP が k-匿名性を満たす)
TR  TP , Step7. へ.
Step2. TP から頻度リスト freq を作成する.
Step3. 大域的一般化の終了条件を満たすまで,
大域的一般化を繰り返す.
Step4. 頻度リスト freq を更新する.
Step5. While(頻度 k 未満のレコードが存在する)
Step5.1. 頻度 k 未満のレコードを
ランダムに選ぶ.
Step5.2. 選ばれた 2つのレコードを
局所的一般化した際に,
localDIS が最も小さくなる
レコードを探す.
Step5.3. 選ばれた 2つのレコードを
局所的一般化し,
頻度リスト freq を更新する.
Step6. TR  freq からテーブル TR を作成する.
Step7. Return TR
以降, アルゴリズムの Step3. における大域的一般化
の終了条件を検討する.
5.3 大域的一般化の終了条件
いくつか検討を行った中から, 2つの終了条件を示す.
5.3.1 各属性の取り得る値の数から判定 レコード
数mのテーブル T に対して以下の定理が成り立つ.
定理 5.1. テーブル T が k-匿名性を満たすならば, テー
ブル T の各属性の取り得る値の数は mk 以下である.
証明 . k-匿名性の定義から自明である.
そこで, \ 各属性の取り得る値の数が mk 以下" を大
域的一般化の終了条件とする. Step3. にて, 各属性の
取り得る値の数が mk 以下になるまで大域的一般化を繰
り返す手法を提案手法 Hybrid1とする.
5.3.2 k 個のレコードが一致する確率から判定 大
域的一般化の実行回数と処理に要する時間, およびテー
ブル全体のデータ歪曲度 DIS の関係性を調べるため,
簡易的な実験を行った. 実験の手順は以下に示す.
1. 大域的一般化を x回実施する.
2. 大域的一般化を x 回行ったテーブルを, 局所的一
般化を繰り返すことで (MinDIS にて)k-匿名化
する.
実験に用いたデータはレコード数 m=5000, 属性数
n=5 の一様ランダムなデータである. 以降, このデー
タを random1と呼ぶ. 属性 Aj(j = 1; 2; : : : ; 5)の取り
得る値の数 jAj jの初期値は 3000であり, 使用した一般
化階層木 GHAj は, いずれも深さ 12 の 2 分木である.
よって, 大域的一般化は最大で 12 5 = 60回実行可能
であるため, 0  x  60とする.
k = 5の場合の実験結果を図 2に示す. グラフの横軸
は大域的一般化の実行回数 x, 縦軸 (左)は実行時間, 縦
軸 (右)は DIS である. 赤線が実行時間, 緑線が大域的
一般化を x回を行った後の DIS, 青線が大域的一般化
を x 回行った後, さらに MinDIS にて k-匿名化した
際の DIS を表す.
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図 2 k = 5の場合の実験結果
図 2 より, random1 に対しては DIS が単調増加を
始める直前である 45から 50回程度大域的一般化を行
い, その後 MinDIS にて k-匿名化するのが理想的で
あると考えられる. しかしながら, 提案手法 Hybrid1
を用いて random1 を 5-匿名化した場合, 大域的一般
化はわずか 10 回しか行われず, 理想的な実行回数よ
り大幅に少ない. より理想的な実行回数に近づく条件
はないか検討を行う中で, 属性値の組が同一のレコー
ドが存在する確率に着目した. レコード数 m, 属性数
n, 属性ひとつあたりの大域的一般化の回数を d, 属性
Aj(j = 1; 2; : : : ; n)の取り得る値の数を jAj jとしたと
き, 少なくとも k 個のレコードが同一である確率 p は
次式で求められる.
p = mCk 
0@ nY
j=1
2d
jAj j
1Ak
属性ひとつあたりの大域的一般化の回数が d, 属性数
が nであるから, 大域的一般化の合計回数は nd回とな
る. 上記の式から ndを求めると次のようになる.
nd = log2
8<: k
r
p
mCk
0@ nY
j=1
jAj j
1A9=;
p=1 とし, m=5000, n=5, k=5, jAj j = 3000
(j = 1; 2; : : : ; 5) をそれぞれ代入すると, nd =46.848
となり, 図 2とも整合性が取れていることから, 本研究
では p=1とする.
そこで, p=1 としてあらかじめ nd を求め, Step3.
にて大域的一般化を nd 回を繰り返す手法を提案手法
Hybrid2とする.
6 実装評価
既存手法と提案手法を実装し, テーブル全体のデータ
歪曲度 DIS および実行時間を評価した結果を表 2, 表
3 に示す. 実装環境は CPU が Intel(R)Core(TM)i7-
2600K CPU(3.4GHz), 実装メモリが 4GB であり, 実
装に用いた言語は C である. 人工的に作成した一
様ランダムなデータ random1, random2, および, 実
データを用いて実験を行った. 実データは [4] よ
り/tic/ticdata2000.txt を sample1 として, /Japane-
seVowels/ae.test を sample2 として用いた. 既存手法
MinDIS, 提案手法 Hybrid1, Hybrid2 はランダム性
を持つため, 100 回実行した際の平均値を示す. なお,
一般化階層木は入力データをもとに 2 分木を生成して
いる.
表 2 テーブル全体のデータ歪曲度 DIS の比較
入力データ k Datafly MinDIS Hybrid1 Hybrid2
(m;n)
random1 2 0.933 0.605 0.605 0.749
(5000; 5) 5 0.933 0.816 0.812 0.788
10 0.917 0.869 0.865 0.815
random2 2 0.958 0.697 0.697 0.848
(5000; 10) 5 0.958 0.887 0.885 0.884
10 0.959 0.929 0.927 0.907
sample1 2 0.982 0.058 0.059 0.733
(5822; 86) 5 0.982 0.205 0.204 0.743
10 0.972 0.324 0.326 0.754
sample2 2 0.974 0.171 0.171 0.884
(5687; 12) 5 0.974 0.370 0.366 0.897
10 0.968 0.478 0.473 0.905
表 3 実行時間の比較
入力データ k Datafly MinDIS Hybrid1 Hybrid2
(m;n)
random1 2 1.326 2.295 2.373 0.561
(5000; 5) 5 1.326 2.664 2.296 0.431
10 1.311 2.687 2.133 0.271
random2 2 3.791 5.095 5.311 1.684
(5000; 10) 5 3.775 5.796 4.813 1.621
10 3.807 5.832 4.417 1.248
sample1 2 15.413 12.946 15.252 2.524
(5822; 86) 5 15.413 15.159 17.594 2.515
10 15.537 15.397 17.884 2.514
sample2 2 3.401 10.282 10.608 0.433
(5687; 12) 5 3.401 12.098 4.941 0.432
10 3.400 12.173 2.162 0.434
7 考察
提案手法 Hybrid1 においては, random1,ramdon2,
sample2 を入力として与えたとき, k=5, 10 の場合は
データの過度な歪曲を防ぎつつも, 処理時間を短縮する
ことができた. しかしながら, k=2の場合は既存手法よ
りも処理時間が増加してしまった. これは大域的一般
化の回数が不十分で, レコードの重複度が高まらなかっ
たことが原因であると考えられる. また, sample1を入
力として与えた場合, 既存手法よりも処理時間が増加し
てしまった. これは, sample1のいずれの属性も取り得
る値の数が少ないため, テーブルが入力された時点で各
属性の取り得る値の数が mk 以下であることが原因であ
ると考えられる. 逆に各属性の取り得る値の数が多い
とき, 提案手法 Hybrid1は有効であると考えられる.
提案手法 Hybrid2 においては, random1, random2
を入力として与えたとき, k=5, 10 の場合は, データ
の過度な歪曲を防ぎつつ, 処理時間を大幅に短縮する
ことができた. しかしながら, k=2 の場合は既存手法
MinDIS よりも DIS が大きくなってしまった. これ
は, 提案手法 Hybrid1 とは逆に, 大域的一般化の回数
が多すぎたために, レコードの重複度を高めすぎてし
まったことが原因であると考えられる. また, sample1,
sample2を入力として与えた場合, 処理時間は大幅に短
縮することができたものの, DISが既存手法MinDIS
よりも大きくなってしまった. これは, 実データでは各
属性の属性値の出現回数に偏りがあること, さらに, 本
研究では一般化階層木を簡易的に生成していることが
原因であると考えられる. 一般化階層木の作り方を工
夫することによって, データの過度な歪曲を防ぐことが
できるか検討の余地がある.
8 おわりに
本研究では, 大域的一般化と局所的一般化を必要に応
じて組み合わせることによって, データの過度な歪曲を
防ぎ, なおかつ処理時間も短くなるようなHybrid k-匿
名化手法の検討を行った. 各属性の取り得る値の数に着
目して大域的一般化を繰り返す手法 Hybrid1, および,
少なくとも k 個のレコードが同一である確率から算出
された回数だけ大域的一般化を繰り返す手法 Hybrid2
を提案した. 入力データが一様ランダムなデータかつ
k がある程度大きいとき, 提案手法Hyrid2は非常に有
効である. また, 入力データが実データかつ k がある程
度大きいとき, 提案手法 Hybrid1 の有効性が認められ
る. kが小さい場合にも有効なアルゴリズムを個別に検
討することが今後の課題である.
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