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Abstract: This paper proposes an adaptive synchronization problem for the master and slave structure of linear systems with non-
linear perturbations and mixed time-varying delays comprising diﬀerent discrete and distributed time delays. Using an appropriate
Lyapunov-Krasovskii functional, some delay-dependent suﬃcient conditions and an adaptation law including the master-slave parame-
ters are established for designing a delayed synchronization law in terms of linear matrix inequalities(LMIs). The time-varying controller
guarantees the H∞ synchronization of the two coupled master and slave systems regardless of their initial states. Particularly, it is
shown that the synchronization speed can be controlled by adjusting the updated gain of the synchronization signal. Two numerical
examples are given to demonstrate the eﬀectiveness of the method.
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1 Introduction
Synchronization is a basic motion in nature that has
been studied for a long time, ever since the discovery
of Christian Huygens in 1665 on the synchronization of
two pendulum clocks. The results of chaos synchroniza-
tion are utilized in biology, chemistry, secret communi-
cation and cryptography, nonlinear oscillation synchro-
nization, and some other nonlinear ﬁelds. The origi-
nal idea involving synchronization of two identical chaotic
systems with diﬀerent initial conditions was introduced
by Pecora and Carroll[1], and the method was realized
in electronic circuits. The methods for synchronization
of the chaotic systems have been widely studied in re-
cent years, and many diﬀerent methods have been ap-
plied theoretically and experimentally to the synchronize
chaotic systems, such as feedback control[2−5], adaptive
control[6−8], backstepping[9], and sliding mode control[10].
Recently, the theory of incremental input-to-state sta-
bility concerned with the problem of synchronization in
a complex dynamical network of identical nodes using
chaotic nodes as a typical platform was studied by Cai and
Chen[11].
On the other hand, delay diﬀerential systems are play-
ing an increasingly important role in many disciplines like
economic, mathematics, science, and engineering. For in-
stance, in economic systems, delays appear in a natural
way since decisions and eﬀects are separated by some time
interval. The presence of a delay in a system could be
the result from some essential simpliﬁcation of the corre-
sponding process model. The delay eﬀects problem on the
stability of systems including delays in the state and/or
input is a problem of recurring interest since the pres-
ence of delay may induce complex behaviors (oscillation,
instability, and bad performances) for the schemes[12−15] .
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Some recent views and improved methods pertaining to the
problems of determining robust stability criteria and ro-
bust control design of uncertain time-delay systems have
been reported, and the examples could be seen in [16]
and the references cited therein. When dealing with time-
varying delays and the reduction of the level of design
conservatism, one has to select an appropriate Lyapunov-
Krasovskii functional (LKF) with moderate number of
terms[17].
In the past few decades, increasing attention has
been devoted to the problem of robust delay-independent
stability or delay-dependent stability and stabiliza-
tion via diﬀerent approaches (for example, model
transformation techniques[18, 19], the improved bounding
techniques[20−22], and the properly chosen LKFs[23−28]
for a number of diﬀerent neutral systems with de-
layed state and/or input, parameter uncertainties, and
nonlinear perturbations[17, 29−33]). Recently, the con-
trol synthesis problem for a class of linear systems
with time-varying delays and actuator saturation is in-
vestigated in [34]. Furthermore, the stability analysis
and stabilization problems for a class of discrete-time
Markov jump linear systems with partially known tran-
sition probabilities and time-varying delays are studied
in [35].
On the synchronization problems of systems with time-
delays and nonlinear perturbation terms, we see that there
have been some research works (for instance, see [3, 36–40]
and the references cited therein). In [41], the adaptive de-
centralized synchronization of master-slave large-scale time-
varying delayed systems with unknown signal propagation
delays was investigated based on the Lyapunov stability
theorem. In [42], the adaptive complete synchronization
of chaotic and hyper chaotic systems with fully unknown
parameters is studied based on the Lyapunov stability the-
orem. An adaptive scheme for the stabilization and syn-
chronization of chaotic Lur′e systems with time-varying de-
382 International Journal of Automation and Computing 8(4), November 2011
lay was proposed based on the invariant principle of func-
tional diﬀerential equations in [43]. In [6], based on the
invariant principle of functional diﬀerential equations, an
analytical and rigorous adaptive feedback scheme is pro-
posed for the synchronization of almost all kinds of coupled
identical neural networks with time-varying delay, which
can be chaotic, periodic, etc. In [38], the synchronization
problem is studied for a class of stochastic complex net-
works with time delays. By utilizing Lyapunov functional
form based on the idea of “delay fractioning”, the stochastic
analysis techniques and the properties of Kronecker product
are employed to establish delay-dependent synchronization
criteria that guarantee the globally asymptotically mean-
square synchronization of the addressed delayed networks
with stochastic disturbances. Therefore, the development
of synchronization methods for master-slave systems with
time-varying delays using delay-dependent adaptive syn-
chronization is important and has not been fully inves-
tigated in the past, and it remains to be an important
and challenging problem. The fact motivates the present
study.
In this paper, we make contribution to the further de-
velopment of the adaptive synchronization problem for a
class of master-slave systems with nonlinear perturbations
and mixed time-delays comprising diﬀerent discrete and dis-
tributed time delays. Some suﬃcient conditions and an
adaptation law that include the master-slave parameters
are obtained by using the LKFs method and linear ma-
trix inequality (LMI) techniques. Then, the H∞ synchro-
nization law is developed based on the available informa-
tion on the size of the discrete and distributed delays so as
to guarantee that the controlled slave system can be syn-
chronized with the master system regardless of their ini-
tial states. Particularly, the synchronization speed can be
controlled by adjusting the updated gain of the synchro-
nization signal. All the developed results are expressed
in terms of convex optimization over LMIs and tested on
two representative examples to demonstrate the feasibility
and applicability of the proposed synchronization approach.
The main contribution of the paper is three folds: 1) For
the problem addressed, the assumption that the discrete
and distributed delays appear in the system is diﬀerent
from the existing results; 2) An LKF-based method is pro-
vided to derive a new form of the delay-dependent bounded
real lemma (BRL) for the system under consideration;
3) An adaptive delay-dependent time-varying synchroniza-
tion controller with an adaptation law can be obtained by
solving LMIs.
This paper is organized as follows. In Section 2, the
model of master-slave systems with both time-varying dis-
crete and distributed delays and nonlinear perturbations
is described. In Section 3, the discrete-delay-dependent
distributed-delay-dependent adaptive synchronization is
derived based on LMIs. In Section 4, a numerical exam-
ple is given to verify our results. Finally, in Section 5, a
conclusion is drawn.
2 Problem description
A model of master and slave systems with mixed time-
varying delays and nonlinear perturbations in the form of
⎧
⎪
⎪
⎪
⎪⎪
⎨
⎪⎪
⎪⎪
⎪
⎪⎩
x˙m(t) = A1 xm(t) + A2 xm(t− h(t))+
A3
∫ t
t−τ(t)
xm(s) ds + N1f1(t, xm(t))+
N2 f2(t, xm(t− h(t)))
xm(t) = φ(t), t ∈ [−κ, 0]
zm(t)=C1xm(t)+C2xm(t−h(t))+C3
∫ t
t−τ(t)
xm(s)ds
(1)
and
⎧
⎪
⎪
⎪⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪⎩
x˙s(t)=A1 xs(t)+A2 xs(t−h(t))+A3
∫ t
t−τ(t)
xs(s)ds+
N1f1(t, xs(t)) + N2 f2(t, xs(t− h(t)))+
Bu(t) + Dw(t)
xs(t) = ϕ(t), t ∈ [−κ, 0]
zs(t)=C1xs(t)+C2xs(t− h(t))+C3
∫ t
t−τ(t)
xs(s) ds
(2)
is considered, where κ = max {hM , τm}, xm(t), xs(t) are
the n × 1 state vector of the master and slave systems,
respectively, and u(t) ∈ Rr is a control signal for synchro-
nizing the master and slave systems. w(t) ∈ Rp is a distur-
bance term belonging to L2 [0, ∞) . Zm(t), Zs(t) are the
output vector of the master and slave systems, respectively.
The time-varying vector-valued initial functions φ(t) and
ϕ(t) are continuously diﬀerentiable functionals, and fi(·, ·)
are also time-varying vector-valued functions. The time-
varying delays are satisfying
0 < h(t)  hM , h˙(t)  hD (3a)
0 < τ (t)  τM , τ˙ (t)  τD. (3b)
Assumption 1. The functions fi : R
+ × Rn → Rn′
are continuous and satisfy fi(t, 0) = 0 and the Lipschitz
conditions, i.e.,
‖fi(t, x0)− fi(t, y0)‖  ‖Γi(x0 − y0)‖
for all t and for all x0, y0 ∈ Rn such that Γi are some known
matrices.
Remark 1. The model (1)–(2) can describe a large
amount of well-known dynamical systems with time delays,
such as the delayed Logistic model, the chaotic models with
time delays, and the artiﬁcial neural network model with
discrete time delays. In real applications, these coupled sys-
tems can be regarded as interacting dynamical elements in
the entire system, such as physical particles, biological neu-
rons, ecological populations, genic oscillations, and even au-
tomatic machines and robots. A feasible coupling design for
successful synchronization leads us to fully command the in-
trinsic mechanism regulating the evolution of real systems,
to fabricate emulate systems, and even to remotely control
the machines and nodes in networks with large scales (see
[1, 2, 9, 15, 37]).
Remark 2. Nonlinearities that satisfy Assumption 1
are not uncommon. Examples include trigonometric non-
linearities occurring in robotic applications, nonlinear soft-
ening spring models frequently used in mechanical systems,
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etc. Many nonlinearities satisfy Assumption 1 locally, such
as nonlinearities that are square or cubic in nature. More-
over, when these nonlinearities occur in physical systems,
they usually have saturation levels, making them globally
Lipschitz nonlinearities[44].
Assumption 2. The full state variables xs(t) and
xm(t) are available for the measurement.
Definition 1. The H∞ performance measure of the
master and slave systems (1)–(2) is deﬁned as
J∞=
∫ ∞
0
[(zm(t)−zs(t))T(zm(t)−zs(t))−γ2wT(t)w(t)]dt
(4)
where the positive scalar γ is given.
Now, it is required to synchronize the slave system with
the master system at the same time. The synchronization
error of the master and slave systems (1)–(2) is deﬁned
as e(t) = xm(t) − xs(t), then the error dynamics between
(1)–(2), namely, synchronization error system could be ex-
pressed by
e˙(t) = A1 e(t) + A2 e(t− h(t)) + A3
∫ t
t−τ(t)
e(s) ds+
N1fˆ1(t, e(t)) + N2fˆ2(t, e(t− h(t)))−
B u(t)−D w(t)
(5)
where
fˆ1(t, e(t)) = f1(t, xm(t))− f1(t, xm(t)− e(t))
and
fˆ2(t, e(t− h(t))) = f2(t, xm(t− h(t)))−
f2(t, xm(t− h(t))− e(t− h(t))).
From Assumption 1, the corresponding uncertainty set is
denoted by
Ξi(e(t)) = {fˆi(t, e(t)) : ‖fˆi(t, e(t))‖  ‖Γie‖}. (6)
The problem addressed in this paper is formulated as
follows: for given master-slave systems (1)–(2) with both
discrete and distributed time delays, we ﬁnd out a delay-
dependent adaptive synchronization control u(t) for the
slave system (2) so that the state of the slave system can
follow that of a master model, i.e., limt→∞ e(t) = 0.
Before end of this section, we recall the following lemmas,
which will be used in the proof of our main results in the
next section.
Lemma 1[22] (Jensen′s inequality). For a given
positive-deﬁnite matrix P ∈ Rn×n and two scalars b >
a  0 for any vector x(t) ∈ Rn, we have
∫ t−a
t−b x
T(ω)Px(ω) dω
1
b−a
(
∫ t−a
t−b x(ω) dω
)T
P
(
∫ t−a
t−b x(ω) dω
)
.
Lemma 2 (Barbalat lemma[45]). If w : R → R is a
uniformly continuous function for t  0 and if the limit of
the integral
lim
t→∞
∫ t
0
|w(λ)| dλ
is ﬁnite and exists, then lim
t→∞
w(t) = 0.
3 Main results
In this section, we propose suﬃcient conditions for the
solvability of the adaptive synchronization problem of the
master-slave systems (1)–(2) using the Lyapunov method
and deﬁne the following LKF:
V (t) = V1(t) + V2(t) + V3(t) + q ρ(t)
2 (7)
with ρ(0) = 0 and
V1(t)=e(t)
T P e(t),
V2(t)=
∫ t
t−h(t)
e(ξ)TSe(ξ)dξ+
∫ t
t−h(t)
∫ t
ξ
e(s)TRe(s)dsdξ,
V3(t)=
∫ t
t−τ(t)
[
∫ t
s
e(θ)Tdθ]U1[
∫ t
s
e(θ)dθ]ds+
∫ τ(t)
0
∫ t
t−s
(θ − t + s) e(θ)TU1e(θ)dθds
where ρ(t) ∈ R denotes the adaptation errors that will be
deﬁned later.
It is noted that the ﬁrst three terms in LKF (7) will
provide a delay-dependent BRL for the system under con-
sideration, and the last term in (7) is chosen to ﬁnd an
adaptation law deriving the synchronization controller.
Now, in order to establish the H∞ performance measure
for the system (1)-(2), we assume zero initial condition and
then have V (t)| t=0 = 0. Considering the index J∞ in (4),
along with the solution of (5) for any nonzero w(t), then
the inequality
J∞ ∫ ∞
0
[(zm(t)−zs(t))T(zm(t)−zs(t))−γ2wT(t)w(t)]dt−
V (x(t))|t=0 + V (x(t))|t=∞ ∫ ∞
0
H [u(t), w(t), fˆ1(t, e(t)), fˆ2(t, e(t− h(t)))]dt
(8)
holds, where the function
H [u(t), w(t), fˆ1(t, e(t)), fˆ2(t, e(t− h(t)))] =
(zm(t)− zs(t))T(zm(t)− zs(t))− γ2wT(t)w(t) + V˙ (t)
is called a Hamiltonian function. It is well known that a
suﬃcient condition for achieving robust disturbance atten-
uation, i.e., J∞ < 0, is that the inequality
H [u(t), w(t), fˆ1(t, e(t)), fˆ2(t, e(t− h(t)))] < 0,
∀w ∈ L2, fˆi(t, e(t)) ∈ Ξi(e(t)), i = 1, 2 (9)
results in V (t), which is strictly radial unbounded.
Theorem 1. Based on Assumptions 1–2, the master-
slave systems (1)–(2) with the diﬀerent discrete and dis-
tributed time-varying delays can be synchronized if there
exist the scalar γ > 0, matrices L1, L2, L3, and positive-
deﬁnite matrices X, S˜, R˜, U˜1 such that the following LMI
384 International Journal of Automation and Computing 8(4), November 2011
holds:
Π˜ =
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
Π˜11 A2X −BL2 0 A3X −BL3
∗ −(1− hD)S˜ 0 0
∗ ∗ −(1− hD)R˜ 0
∗ ∗ ∗ −(1− τD)U˜1
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
N1 N2 −D XCT1 XΓT1 0
0 0 0 XCT2 0 XΓ
T
2
0 0 0 0 0 0
0 0 0 XCT3 0 0
−I 0 0 0 0 0
∗ −I 0 0 0 0
∗ ∗ −γ2I 0 0 0
∗ ∗ ∗ −I 0 0
∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ −I
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
< 0 (10)
where Π˜11 = A1X+XA
T
1 −BL1−LT1 BT+S˜+hM R˜+τ 2M U˜1.
Then, the adaptive synchronization controller is given by
u(t)=K1 e(t)+K2 e(t−h(t))+K3
∫ t
t−τ(t)
e(s) ds−ρ(t)sin(Λx)
(11)
with the adaptation law
ρ˙(t) = q−1 ‖Λx‖ , ρ(0) = ρ0 (12)
where Λx = B
T X−1 e(t), Ki = LiX−1, i = 1, 2, 3, and the
positive constants q and ρ0 are speciﬁed by the designer.
Proof. We will prove the theorem by showing that the
control law (11) will guarantee the inequality of (10).
By using the Jensen′s inequality, and the properties of
the time delays, derivatives of Vi(t), i = 1, 2, 3, are given,
respectively, by
V˙1(t) = 2e˙(t)
TP e(t) (13a)
V˙2(t) = e(t)
T(S + h(t)R) e(t)− (1− h˙(t))e(t− h(t))T×
Se(t− h(t))− (1− h˙(t))
∫ t
t−h(t)
e(s)TRe(s)ds 
e(t)T(S + hMR) e(t)− (1− hD)e(t− h(t))T×
Se(t− h(t))− (1− hD)×
(∫ t
t−h(t)
e(s)T ds
)
R
(∫ t
t−h(t)
e(s) ds
)
(13b)
V˙3(t)=−(1−τ˙(t))
[ ∫ t
t−h(t)
e(θ)Tdθ
]
U1
[ ∫ t
t−h(t)
e(θ)Tdθ
]
+
2
∫ t
t−h(t)
(θ − t + τ (t))e(t)TU1e(θ)dθ+
∫ τ(t)
0
se(t)TU1e(t)ds−
∫ τ(t)
0
∫ t
t−s
e(θ)dθds 
∫ t
t−h(t)
(θ − t + τ (t))[e(t)TU1e(t) + e(θ)TU1e(θ)]dθ−
(1− τ˙(t))
[ ∫ t
t−τ(t)
e(θ)Tdθ
]
U1
[ ∫ t
t−τ(t)
e(θ)dθ
]
+
∫ τ(t)
0
se(t)TU1e(t)ds−
∫ t
t−τ(t)
(θ − t + τ (t))e(θ)TU1e(θ)dθ = τ2Me(t)TU1e(t)−
(1− τD)
[ ∫ t
t−h(t)
dθ
]
U1
[ ∫ t
t−h(t)
e(θ)dθ
]
. (13c)
From (6), we have
− fˆ1(t, e(t))Tfˆ1(t, e(t)) + e(t)TΓT1 Γ1 e(t)  0 (14a)
− fˆ2(t, e(t− h(t)))Tfˆ2(t, e(t− h(t)))+
e(t− h(t))TΓT2 Γ2 e(t− h(t))  0. (14b)
Substituting u(t) by
u(t) = K1 e(t) + K2 e(t− h(t)) + K3
∫ t
t−τ(t)
e(s) ds−
ρ(t)
BT P e(t)
‖BT P e(t)‖
(15)
for all
∥
∥BT P e(t)
∥
∥ = 0, and from (13) and adding the left
sides of equations (14) to V˙ (t), we get
H [u(t), w(t), fˆ1(t, e(t)), fˆ2(t, e(t− h(t)))] =
(C1e(t) + C2e(t− h(t)) + C3
∫ t
t−τ(t)
e(s) ds)T(C1e(t)+
C2e(t− h(t)) + C3
∫ t
t−τ(t)
e(s) ds)− γ2w(t)Tw(t)+
V˙1(t) + V˙2(t) + V˙3(t) + 2q ρ(t)ρ˙(t) 
e(t)T (S + hMR + τ
2
M U1 + C
T
1 C1 + Γ
T
1 Γ1 ) e(t)+
2e˙(t)TP e(t) + e(t− h(t))T(−(1− hD)S + ΓT2 Γ2+
CT2 C2) e(t− h(t)) + 2q ρ(t)ρ˙(t)+
2e(t)TCT1 C2e(t− h(t)) + 2e(t)TCT1 C3
∫ t
t−τ(t)
e(s)ds+
2e(t−h(t))TCT2 C3
∫ t
t−τ(t)
e(s)ds−fˆ1(t, e(t))Tfˆ1(t, e(t))−
fˆ2(t, e(t− h(t)))Tfˆ2(t, e(t− h(t)))− γ2w(t)Tw(t)−
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(1− hD)(
∫ t
t−h(t)
e(s)Tds)R(
∫ t
t−h(t)
e(s)ds)+
(
∫ t
t−τ(t)
e(s)Tds)(−(1− τD)U1 + CT3 C3)×
(
∫ t
t−τ(t)
e(s)ds). (16)
By using some matrix norm operations, the above in-
equality can be rewritten as follows:
H [u(t), w(t), f˙1(t, e(t)), f˙2(t, e(t− h(t)))] 
χ(t)TΠχ(t) + 2ρ(t)e(t)TPB
BTPe(t)
‖BTPe(t)‖ + 2qρ(t)ρ˙(t)
(17)
where
χ(t) =
[
e(t), e(t− h(t)),
∫ t
t−h(t)
e(s) ds,
∫ t
t−τ(t)
e(s) ds,
fˆ1(t, e(t)), fˆ2(t, e(t− h(t))), w(t)
]
and
Π =
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
Π11 P (A2 −BK2) + CT1 C2 0
∗ −(1− hD)S + ΓT2 Γ2 + CT2 C2 0
∗ ∗ −(1− hD)R
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
P (A3 −BK3) + CT1 C3 PN1 PN2 −PD
0 0 0 0
0 0 0 0
−(1− τD)U1 + CT3 C3 0 0 0
∗ −I 0 0
∗ ∗ −I 0
∗ ∗ ∗ −γ2I
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
(18)
where Π11 = P (A1−BK1) + (A1−BK1)TP +S + hMR+
τ 2M U1 + C
T
1 C1 + Γ
T
1 Γ1. Substituting the relation (12) in
(17), the inequality
H [u(t), w(t), fˆ1(t, e(t)), fˆ2(t, e(t− h(t)))]  χ(t)TΠχ(t)
(19)
is obtained. Let
ζ = diag {X,X,X,X, I, I, I}
with X = P−1. By premultiplying ζ and postmultiplying
ζT to the matrix inequality Π < 0 and considering S˜ =
XSX, R˜ = XRX, U˜1 = XU1X, and Li = Ki X, i = 1, 2, 3,
the LMI (10) is got by applying Schur complement lemma.
Moreover, the condition Π < 0 implies that either J∞ < 0
or
V˙ (t)  −e(t)TCT1 C1e(t)  0 (20)
for w(t) = 0. Then, we have V (t) < V (0). It can be easily
seen that (20) holds for all
∥
∥BT P e(t)
∥
∥ = 0 (with u(t) = 0
and ρ(t) = ρ0) as well. Integrating (20) from 0 to t, it
yields
V (0)V (t)+
∫ t
0
e(s)TCT1 C1e(s)ds 
∫ t
0
e(s)TCT1 C1e(s)ds.
(21)
Since the term V (0) is positive and ﬁnite, the following
limit exists and is ﬁnite:
lim
t→∞
∫ t
0
e(s)TCT1 C1e(s) ds = lim
t→∞
∫ t
0
∣
∣
∣e(s)
TCT1 C1e(s)
∣
∣
∣ ds.
(22)
Thus, according to Barbalat lemma, we obtain
lim
t→∞
e(t)TCT1 C1e(t) = 0. (23)
Then, the synchronization of master-slave systems with
mixed time-delays and nonlinear perturbations is achieved
under the neutral-delay-dependent adaptive synchroniza-
tion law (11). Moreover, it is clear that the Lyapunov func-
tion (7) results in
V (t)  λmin(P ) |e(t)|2 + λmin(S)
∫ t
t−h(t)
|e(ξ)|T dξ (24)
and one gets
V (0)  Δ ‖ζ‖2 (25)
where
Δ = λmax(P ) + hMλmax(S) +
1
2
h2M λmax(R)+
1
3
τ 3Mλmax(U1) +
1
6
τ 3Mλmax(U1).
Therefore, we have
|e(t)|2 + 
∫ t
0
|e(t)|2 ds  1
λmin(P )
[Δ ‖ζ‖2 + q ρ20] (26)
where  = λmin(C
T
1 C1)
/
λmin(P ). The substitution
Z(t) =
∫ t
0
|e(s)|2 ds (27)
reduces (26) to the following ﬁrst-order diﬀerential inequal-
ity:
Z˙(t) +  Z(t)  1
λmin(P )
[Δ ‖ζ‖2 + q ρ20] (28)
where Z(0) = 0. Solving the inequality (28), it gives
Z(t)  1− e
− t
 λmin(P )
[Δ ‖ζ‖2 + q ρ20] (29)
by transforming back to the variable |e(t)|2 in (24), we ﬁnd
out
|e(t)|2  |e(0)|2 + 1
λmin(P )
e− t[Δ ‖ζ‖2 + q ρ20] (30)
or
|e(t)|  |e(0)|+ e− t
2
[√
Δ
λmin(P )
‖ζ‖+
√
q
λmin(P )
|ρ0|
]
(31)
which indicates that the diﬀerence operator of the syn-
chronization error system e(t) is globally exponentially
386 International Journal of Automation and Computing 8(4), November 2011
bounded with an exponential decay rate /2, which de-
pends on the matrices C1 and P . Therefore, synchroniza-
tion speed can be controlled by adjusting positive constants
q and ρ0. Furthermore, from (21), it is observed that
V (t) in (7) is bounded since V (0) is ﬁnite. This implies
that e(t) and ρ(t) are bounded for all t > 0. Moreover,
the state xm(t) of the master model is always bounded,
and then, it is concluded that the state xs(t) is also
bounded. 
Corollary 1. The following master and slave systems
without time delays are considered:
{
x˙m(t) = A1 xm(t) + N1f1(t, xm(t))
zm(t) = C1xm(t)
(32)
and
{
x˙s(t) = A1 xs(t) + N1f1(t, xs(t)) + B u(t) + D w(t),
zs(t) = C1xs(t).
(33)
Under Assumptions 1–2 and for a given scalar γ > 0, the
master-slave systems (32)–(33) can be synchronized when
the adaptive synchronization controller is given by
u(t) = K1 e(t)− ρ(t) sin(Λx) (34)
with the adaptation law
ρ˙(t) = q−1 ‖Λx‖ , ρ(0) = ρ0 (35)
where K1 = L1X
−1 and the positive constants q and ρ0
are speciﬁed by the designer, and the matrix L1 and the
positive-deﬁnite matrix X are solutions of the following
LMI:
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
Π11 N1 −D XCT1 XΓT1
∗ −I 0 0 0
∗ ∗ −γ2I 0 0
∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ −I
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
< 0 (36)
with Π11 = A1X + XA
T
1 −BL1 − LT1 BT.
Proof. Similar to the proof of Theorem 1, we can easily
derive the result. Its proof is straightforward and hence
omitted. 
Remark 3. The results presented in Theorem 1 are de-
pendent on the upper bounds of the time-varying discrete
and the distributed delays and the upper bounds of their
derivative as well. These results give a less conservative
design than the available delay-independent results in [41].
Therefore, the treatment in the present paper is more gen-
eral.
Remark 4. It is worth noting that the number of
variables to be determined in the LMI (10) is n (2n +
3 r + 2). Therefore, for large dimensions “n” and/or “r”
in the LMI (10), there are some eﬃcient algorithms pro-
posed in the literature to improve LMI relaxations of in-
creasing dimensions in order to reduce the computational
complexities (see related work [476, 47]). It is also ob-
served that the LMI (10) is linear in the set of matrices
L1, L2, L3, X, S˜, R˜, and U˜1, and the scalar γ
2. It im-
plies that the scalar γ2 can be included as one of the op-
timization variables in LMI (10) in order to obtain the
minimum disturbance attenuation level. Then, the sub-
optimal solution for the adaptive synchronization problem
can be found by solving the following convex optimization
problem:
Min λ
s. t. LMI (10) with λ = γ2.
4 Simulation results
In this section, we will verify the proposed methodology
by giving two illustrative examples. We solved LMI (10)
by using Matlab LMI control toolbox, which implements
state-of-the-art interior-point algorithms and is signiﬁcantly
faster than classical convex optimization algorithms. The
example is given as follows.
Example 1. Consider the master-slave systems (1)–(2)
with the following state-space matrices for an aircraft model
A1 =
[
−0.2 0.01
−0.1 −0.5
]
,
A2 =
[
−0.1 0.2
0.01 −0.1
]
, A3 =
[
−0.3 −0.1
0.1 −0.15
]
B = D =
[
1
1
]
, N1 = N2 =
[
1 0
0 1
]
C1 = [ 1 1 ], C2 = C3 = [ 1 1 ]
with
f1(t, x(t)) = f2(t, x(t)) =
[
0.5(|x1(t) + 1| − |x1(t)− 1|)
0.5(|x2(t) + 1| − |x2(t)− 1|)
]
.
(37)
The delays h(t) = τ (t) = (1− e−t)/(1− e−t)(1 + e−t)
(1 + e−t) satisfy 0  h(t) = τ (t)  1 and h˙(t) = τ˙(t)  0.5,
where xm(t) = [x1m(t), x2m(t)]
T, xs(t) = [x1s(t), x2s(t)]
T.
It is required to design the synchronization signal (11)
with the adaptive law (12) such that the trajectories of
the slave subsystem and master subsystem (1)–(2) can be
synchronized. To this end, in light of Theorem 1, we solved
the LMI (10) for γ = 0.8 and obtained
X =
[
0.0042 0.0076
0.0076 0.0364
]
.
For simulation purposes, we set values of the designed
parameters as q = 10, ρ0 = 1 with the following initial
conditions:
xm(t) = [1, −1]T, t ∈ [−1, 0]
xs(t) = 0, t ∈ [−1, 0]
and an exogenous disturbance input is set as
w(t) =
1
1 +
√
t
, t  0.
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Now, by applying the synchronization signal (11) with
the adaptive law (12) and the parameters above, the tem-
poral evolution of each variable of the master-slave sys-
tems x1m(t), x2m(t), x1s(t), x2s(t) with the related syn-
chronization errors, i.e., e(t) = xs(t)− xm(t), are shown in
Figs. 1 and 2.It is indicated that the synchronization errors
e1(t) = xs1(t) − xm1(t) and e2(t) = xs2(t) − xm2(t) con-
verge to zero. Moreover, the adaptation parameter ρ(t) is
depicted in Fig. 3.
Fig. 1 Time responses of the ﬁrst state of the master-slave sys-
tems and the related synchronization error
Fig. 2 Time responses of the second state of the master-slave
systems and the related synchronization error
Fig. 3 Time response of the adaptation parameter
Example 2. Consider a master-slave chaotic neural
network as follows[40] :
⎧
⎪⎪
⎪⎪
⎪
⎪
⎪⎪
⎪⎨
⎪
⎪⎪
⎪
⎪⎪
⎪
⎪
⎩
x˙m(t)=
[
1 0
0 1
]
xm(t) +
[
1 + π
4
20
0.1 1 + π
4
]
f1(t, xm(t))+
[
− 1.3π
√
2
4
0.1
0.1 − 1.3π
√
2
4
]
f2(t, xm(t− h))
xm(t) =
[
1 −1
]T
, t ∈ [−h, 0]
zm(t) =
[
1 0
]
xm(t)
(38)
and
⎧
⎪
⎪⎪
⎪
⎪⎪
⎪
⎪
⎪⎪
⎪
⎪⎨
⎪⎪
⎪
⎪⎪
⎪
⎪
⎪⎪
⎪
⎪⎪
⎩
x˙s(t) =
[
1 0
0 1
]
xs(t) +
[
1 + π
4
20
0.1 1 + π
4
]
f1(t, xs(t))+
[
− 1.3π
√
2
4
0.1
0.1 − 1.3π
√
2
4
]
f2(t, xs(t− h))+
[
1
1
]
u(t) +
[
1
1
]
w(t)
xs(t) =
[
−0.1 0.3
]T
, t ∈ [−h, 0]
zs(t) =
[
1 0
]
xs(t)
with fi(t, x(t)) given in (37), h = 1 s, and w(t) is a Gaus-
sian noise with mean 0 and variance 1. With the above
parameters, the delayed neural network systems (38) and
(39) exhibit their chaotic behaviors, as shown in Fig. 4. By
applying the conditions in Theorem 1 with constant pa-
rameters q = 10, ρ0 = 1, and the disturbance attenuation
γ = 0.55, we can obtain the following controller by using
Matlab LMI control toolbox:
u(t) = 104
[
5.3901 5.3908
]
×
e(t) +
[
10.1412 10.1164
]
e(t− 1)−
ρ(t)
10−4
[
0.1855 0.1855
]
e(t)
∥
∥
∥10−4
[
0.1855 0.1855
]
e(t)
∥
∥
∥
where
ρ˙(t) = q−1
∥
∥
∥10
−4
[
0.1855 0.1855
]
e(t)
∥
∥
∥ , ρ(0) = ρ0.
The synchronization error between the master system
and the slave system is shown in Figs. 5 and 6.
5 Conclusions
In this paper, an adaptive H∞ synchronization prob-
lem was proposed for the master and slave structure of
linear systems with nonlinear perturbations and mixed
time-varying delays comprising diﬀerent discrete and dis-
tributed time delays. Using an appropriate LKF, some
delay-dependent suﬃcient conditions and an adaptation law
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that include the master-slave parameters were established
for designing a delayed synchronization law in terms of lin-
ear matrix inequalities. The controller guarantees the H∞
synchronization of the two coupled master and slave sys-
tems regardless of their initial states. Particularly, it was
shown that the synchronization speed can be controlled by
adjusting the updated gain of the synchronization signal.
Two numerical examples were given to illustrate the eﬀec-
tiveness of the method.
Fig. 4 (a) Plot of xm1 − xs1; (b) Plot of xm2 − xs2
Fig. 5 The synchronization error xm1(t) − xs1(t)
Fig. 6 The synchronization error xm2(t) − xs2(t)
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