[1] Trends in hydrologic sequences may be assessed in various ways. The coefficient of regression of flow on time may be used, particularly if the sequences are very long. Under the assumption of stationarity the variance of the regression coefficient is expressed as a function of sequence length and the autocorrelation coefficients of relevant order. Thus the variance inflation factor for assessing the statistical significance of estimated regression coefficients may be readily determined for any given stationary process. The variance inflation factor is determined for four stationary processes: independent, Markov, autoregressive-moving average of order (1, 1), and fractional Gaussian noise. The effectiveness of prewhitening observed sequences with a Markov process is nearly the same whether the first order autocorrelation coefficient is known per se or through estimation.
Introduction
[2] It is generally recognized that persistence affects the testing of statistical hypotheses. In the case of positive persistence marked by the tendency for high values to follow high values and for low values to follow low values, persistence compromises tests of significance: tests are likely to yield a lesser frequency of acceptance of a null hypothesis when in fact the null hypothesis is true. To fully account for persistence, the coefficients measuring persistence would need to be known as well as the process yielding the realization from which the statistic to be tested for significance is extracted.
[3] Several investigators have explored the interaction between deterministic trend and autoregressive process [Wilkes, 1997; Yue and Pilon, 2003; . Wilkes [1997] dealt with the effect of persistence, as well as spatial correlation, on testing the null hypothesis that the difference in mean values is a specific value. The most common case is testing the hypothesis that the difference in mean values is equal to zero. Wilkes obtained approximate variance inflation factors for the test statistics in the case where observed sequences are realizations of specific stochastic processes, in particular, a Markov process, an ARMA(1, 1) process and an autoregressive process of order 2, i.e., an ARMA(2, 0) process. For these processes, persistence has the effect of rejecting the null hypothesis more frequently than would be the case if persistence was totally absent, i.e., if the observed sequences were realizations of independent processes.
[4] Zheng et al. [1997] explored climate trends for the New Zealand region and found that a linear trend was adequate to explain annual time series of air temperature and sea surface temperature. They showed that ignoring serial correlation exhibited by sequences would result in smaller confidence intervals for trends measured as the regression coefficient of air temperature on time. Von Storch [1999] noted that prewhitening observed sequences lessens the adverse effects of persistence on tests of null hypotheses. He illustrated the effectiveness of prewhitening under the assumption that observed sequences are realizations of Markov processes. Storch notes that prewhitening with an assumed Markov process may improve the performance of test statistics, but the tests may yet reject the null hypothesis with a frequency that is unsatisfactorily high. Douglas et al. [2000] took into account a regional partition of the sequences in their assessment of trends, based on the MannKendall test, in sequences of low flows and in sequences of high flows. They found that prewhitening, based on Markov processes with sample estimates of first order autocorrelation coefficients, yielded fewer regions being interpreted as having statistically significant trends. The interaction between trend and persistence was examined by Matalas and Olsen [2001] in terms of changes in the frequency of sequences showing significant trends following detrending and removal of Markovian persistence. Yeu and Wang [2002] suggest that prewhitening is not effective in eliminating the effect of serial correlation on trend detection through the Mann-Kendall test when sequences do in fact have trending observations. The effectiveness was assessed through simulation via the estimation of the first order autocorrelation coefficient in observed sequences generated by a Markov process coupled with trend.
[5] In the following discussions the effect of persistence on the variance of the regression coefficient is assessed -the regression coefficient is taken as the measure of trend in an observed sequence. An observed hydrologic sequence is assumed to be a realization of one of four stochastic processes, an independent process, a Markov process, an autoregressive-moving average process of order (1,1), or a process of fractional Gaussian noise. For each of these processes, the variance inflation factor of the regression coefficient is determined. The effectiveness of prewhitening a generated sequence under the assumption that the sequence is a realization of a Markov process when in ''fact'' the process is Markov or one of the other three processes is assessed via Monte Carlo experiments. The effectiveness of prewhitening is assessed using the population first order autocorrelation coefficient as well as using the sample estimate of first order autocorrelation coefficient.
Hydrologic Process
[6] Assume that a hydrologic sequence, {x t : t = 1,2, . . ., n}, e.g., a streamflow sequence, is a realization of a stationary process, P, and also assume that x t $ N(m, s 2 ) 8t. Persistence may be a reflection of either short-term (finite) memory exhibited, e.g., by an autoregressive-moving average process, ARMA( p ,q) of nonnegative orders p < 1 and q < 1, or a reflection of long-term (infinite) memory exhibited, e.g., by a process of fractional Gaussian noise (FGN). In the following discussions, four processes are considered, namely, ARMA(0, 0), ARMA(1, 0), ARMA(1, 1), and FGN, where ARMA(0, 0) is an independent process and is designated as I, ARMA(1, 0) is a Markov process and is designated as M, and ARMA(1, 1) is an autoregressivemoving average process of order (1, 1) and is designated as AM. FGN is a fractional Gaussian noise process, an ARMA(0, 1) [see Mandelbrot and Taqqu, 1979] . Each of these processes has been used to describe hydrologic processes, particularly streamflow.
[7] The correlograms for P M, P AM and P FGN are alike in the sense that for each of the processes, the autocorrelation of lag k diminishes monotonically as k increases. The correlogram for an independent process (P I ) [Kendall, 1975] is defined as
The correlogram for ARMA(1, 0) (P M ) process [Kendall, 1975] is defined as
where r rjlj. If r = 0, P M reduces to P I.
[8] The correlogram for ARMA(1, 1) process (P AM ) [Wilkes, 1997] is defined as
where f = r 2 /r 1 . If r 2 = r 1 2 , P AM reduces to P M. If r 1 ! 0 and r 2 ! 0, such that f ! 1, P AM reduces to P I.
[9] The correlogram for the fractional Gaussian noise (P FGN ) process [Mandelbrot and Taqqu, 1979 ] is defined as
where H is referred to as the Hurst coefficient. Given r 1 ,
If H = 1/2, the FGN process reduces to an independent process. An ARMA( p, q) process is characterized by H = 1/28 p and q < 1.
[10] In the following discussions, unless otherwise noted, it is assumed that the value of r 1 is the same for each of the three processes, P M, P AM and P FGN, and r 2 is the same for P AM and P FGN. For a specific value of r 1 , H is determined from equation (5), whereupon r 2 is determined from equation (4). From equations (2) - (5), it is readily seen that r 2 (M ) < r 2 (AM ) = r 2 (FGN ), and that
[11] The cumulative sums of the autocorrelation coefficients for the processes are given as
where for m ! 3, S(mjI ) < S(m|M ) < S(mjAM ) < S(mjFGN ).
[12] As m ! 1, S(m) tends to a finite value for each of the processes with the exception of P FGN:
Measure of Trend Via Regression
[13] If a hydrologic process is nonstationary in the mean, then x t may be expressed as
where b denotes the coefficient of regression of x t on t, and R, the coefficient of correlation between x t and t and d t denotes the deviation about the trend line bt. Both b and R are measures of linear trend:
, where V [t] denotes the variance of t. Under the assumption that a hydrologic process is at least a second order stationary process, then b = 0, whereby R = 0, so that x t = d t . Given the observed sequence {x t : t = 1, 2, . . ., n}, the regression of x t on t yieldŝ
where
Assume
Given that the null hypothesis, H 0 : b = 0, is true, and that the hydrologic process is at least second order stationary, then E[tx t ] = tE[x t ] = 0 8t. It follows that E[b] = 0 and therefore b is an unbiased estimator of b = 0. The variance of b is conditioned on the generating process of {x t : t = 1, 2, . . ., n} and may be expressed as
where P denotes the generating process, M, AM or FGN. From equation (12),
By taking the expectation of both sides of equation (15) and then dividing through by J 2 , the variance of b may be expressed as
where J is defined by equation (13) and where the terms A(P), B(P), C(P) and D(P) are defined as follows
The term A(P) is a function only of the sequence length, n, and therefore holds for any stationary stochastic process. Given the correlogram of an arbitrary stationary stochastic process, the variance of the regression coefficient, measure of trend for a realization of the process, may be readily determined via equations (17) - (20). In the case of P M, only the value of r 1 need be given to determine the variance of the regression coefficient:
MATALAS AND SANKARASUBRAMANIAN: EFFECT OF PERSISTENCE
where r r 1 . For r = 0, equations (21), (22), and (23) reduce to the expressions for P I.
Variance Inflation Factor for the Regression Coefficient
[14] The extent to which the variance of the regression coefficient is inflated by persistence may be measured by
where K(P I ) is given by equations (16) - (20) with r t = 0 8t > 0.
[15] If the inflation factor U[bjP] > 1, then the effect of persistence on detection of linear trend is to increase the variance of b, the coefficient of regression of x t on t. In this case, if account is not taken of persistence and sequences are dealt with as though they are realizations of independent processes, then it is likely that the frequency of sequences apparently exhibiting trend will be greater than if the sequences were indeed realizations of independent processes. In such a case, the null hypothesis of stationarity would be rejected when in ''fact'' the null hypothesis is true. On the other hand, if U[bjP] < 1, then it is likely that the frequency of sequences apparently exhibiting trend will be less than if the sequences were indeed realizations of independent processes. In such a case, it is highly unlikely that the null hypothesis of stationary would be rejected.
[16] Values of U(bjP) for specific values of 0.01 r 1 0.99 and 5 n 1,000 are given in Table 1 for P M, P AM and P FGN with r 2 being computed using equations (4) and (5) conditioned on r 1 for P AM and P FGN. As a point of reference, the value U(bjP I ) = 1 8 n is given in Table 1 . The limiting values of U(bjP M ) as n ! 1,
where r r 1 , and are shown in Table 1 . For a given value of r 1 , the inflation factor increases monotonically with n, at least up to n = 1,000. For a given value of n, the inflation factor increases with r 1 , reaching a peak and then decreasing. The peak value of the inflation factor is reached with higher values of r 1 as n becomes larger. Except for very high levels of persistence coupled with small sequence lengths, the effect of persistence is to inflate the variance of the regression coefficient. Unless the level of persistence is very high, U(bjM ) < U(bjAM ) < U(bjFGN ). The inflation factor is not sensitive to P for very low levels of persistence. However, as the level of persistence increases, P becomes a more important decision variable in evaluating trend via regression. In the case of streamflow, the level of persistence on an annual scale is low and the lengths of observed sequences are generally less than 100, whereby, the degree to which variance of the regression coefficient is inflated is not overly sensitive to the choice of P for describing the streamflow process. For surrogate hydrologic processes, e.g., variations in the widths of tree rings and mud varves, higher levels of persistence and much longer sequences yield greater sensitivity to the choice of P in determining the degree to which the variance of regression is inflated.
Effect of Prewhitening on Trend Detection
[17] Prewhitening is an operation seeking to transform a process P into a process I via an assumed process P 0 . For prewhitening to be fully effective, P and its parameter values would need to be known. If P is not known, then prewhitening with an arbitrary P 0 is not likely to yield a process P* that is identically I. In the following discussions, the effect of prewhitening is assessed in the case where P 0 M, i.e., the prewhitening process is a first order Markov process characterized by parameters w = r 1 and s z .
Markov Parameter W = = R 1 Known
[18] Prewhitening P by P 0 M yields
where n denotes the presumed value of w, and where x t derives from the process P, whereby y t derives from process P*. From the assumption that m x = E[x t ] = 0 8t, it follows 
where r k denotes the kth order autocorrelation of P. Refer to equations (1) -(5). If P M with parameter n = r 1 , then R k = 0 8k > 0, whereby P* I. If P I, then R 1 = Àn/(1 + n 2 ) and R k = 0 8 k > 1.
[20] Assume that P is prewhitened by P 0 M with parameter n resulting in P*. Let u = t À 1, where t = 2, . . ., n, whereby u = 1, . . ., n À 1. Given the observed sequence { y u : u = 1, . . ., n À 1}, a realization of P*, the regression of y u on u yieldŝ
where y, u, u and b* are given by equations (10) - (12) upon corresponding change in notation. Note equation (13) yields the term J* upon corresponding change in notation and with n replaced by n À 1.
[21] The process P 0 M is second order stationary. It is assumed that the processes P is at least second order stationary, whereby the process P* is at least second order stationary. It is further assumed that the null hypothesis 
where P* derives from prewhitening P by P 0 M with parameter n. The variance of b* is given by the right hand side of equation (16) upon replacing P by P*, n by n À 1 and J by J*. The terms A(P*), B(P*), C(P*) and D(P*) are given by equations (17) - (20) upon replacing P by P*, n by n À 1, t by u and r t by R ku . See equation (29).
[22] Following prewhitening, the extent to which the variance of the regression coefficient is inflated is given by
where V[b*jP*] is given as described above, and where V[b*jI] is given by equation (16) upon replacing b, n and J by b*, n À 1 and J*, respectively. For selected values of n and r 1 , values of U(b*jP*) are given in Table 2 with r 2 being computed using equations (4) and (5) conditioned on r 1 for P AM and P FGN. From Tables 1 and 2 it is seen that prewhitening P with P 0 M in the case where w = r 1 , the characterizing parameter of M is known, greatly reduces the inflation factor. For the case P M, prewhitening with P 0 M yields P* I, whereby U(b*jI ) = 1 8 n and r 1 .
[23] The effectiveness of prewhitening is defined as the relative change in the variance of the estimate of the regression slope prior to and following prewhitening:
If h 0, then prewhitening P by P 0 is counter-productive. For selected values of n and r 1 , the effectiveness,h, of prewhitening P AM and P FGN with P 0 M are given in Table 3 with r 2 being computed using equations (4) and (5) conditioned on r 1 for P AM and P FGN. From Table 3 it is seen that prewhitening with P 0 M is as effective in reducing persistence characterizing P AM as in reducing persistence characterizing P FGN. For a given value of r 1 , the effectiveness of P 0 M is very nearly the same for P AM and P FGN for any sequence length, n. Except for r 1 very large, say r 1 > 0.8, the rate of increase in the effectiveness prewhitening as r 1 increases does not depend upon the length of sequence, n. 5.2. Markov Parameter W = R 1 Not Known
[24] In practice r 1 is not known and therefore it must be estimated from an observed sequence. Letr 1 denote the estimate of r 1 [see, e.g., Kendall, 1975] . The degrees of effectiveness in using P 0 M to prewhiten sequences that are realizations of P M and of P AM are assessed via simulation. The generating process and the parameters of P M are given by equation (32) through (34).
denotes the lag 1 autocorrelation coefficient, and where
denotes the standard deviation of the white noise term, z t , distributed as N(0, s z ). Without loss of generality, assume that E[x t ] = m x = 0 and s z = 1 8t, whereby the variance of x t can be written as s x 2 = 1/(1 À r 1 2 ) 8t. For P AM
[25] The generation of a realization of P AM is always constrained to satisfy causality, (À1 < f < 1), and invertibility, (À1 < l < 1) [see, e.g., Box and Jenkins, 1976 ]. An ensemble of N = 10,000 sequences, where each sequences was of length n generated with P M with a specified value of r 1 . For each value of n = 10, 30, 60, 100, 500, the specified values of r 1 were 0, 0.1, 0.3, 0.6, 0.9, 0.99. In all, 30 ensembles were generated. For P AM, 25 ensembles, each consisting of N = 10,000 sequences, were generated: n = 10, 30, 60, 100, 500 and r 1 = 0.1, 0.3, 0.6, 0.9, 0.99. Ensembles for r 1 = 0 were not generated since the results, estimated degrees of effectiveness of prewhitening P I with P 0 M having parameter n ¼r 1 , for those ensembles would have yielded the same results, apart from sampling errors, as the ensemble for P M with r 1 = 0, equivalently for P I. For P AM, the values of r 2 corresponding to the values of r 1 (0.1, 0.3, 0.6, 0.9, 0.99) were 0.05, 0.05, 0.3, 0.75 and 0.98 respectively.
[26] Prewhitening a realization of length n of the process P with P 0 M characterized by n ¼r 1 yields a realization of length n À 1 of P*:
where u = t À 1: t = 2,3, . . ., n, whereby u = 1, . . ., n À 1. Given {x t : t = 1, . . ., n}, a realization of P, and { y u : u = 1, . . ., n À 1}, a realization of P*, the regression of x t on t yieldsx
and the regression of y u on u yieldŝ
where b x is determined directly from equation (12) and b y is determined upon appropriate changes in notation from equations (10) -(13).
[27] For given values of n and r 1 , the variances of b x and b y are given bŷ
where N = 10,000 denotes the number of generated sequences forming the ensemble defined by n, r 1 and P*, the process derived from prewhitening P with P 0 M, where for each realization, P 0 M is characterized by n ¼r 1 . The estimated degree of effectiveness in prewhitening P with P 0 M characterized by n ¼r 1 , is given bŷ
Prewhitening is counterproductive if h 0. The effectiveness of prewhitening would be counterproductive if realizations of P I were to be prewhitened with P 0 M characterized by n ¼r 1 . For specific values of r 1 and n, the effectiveness of prewhitening P M and P AM with P 0 M characterized by n ¼r 1 are given in Table 4 . From Table 4 it is seen that effectiveness of prewhitening with P M or P AM with P 0 M characterized by n ¼r 1 increases with r 1 given n and with n given r 1 . For specific values of r 1 and n, the effectiveness of prewhitening with P 0 M characterized by n ¼r 1 is very nearly the same for P M with P 0 M. Moreover, the effectiveness of prewhitening P AM with P 0 M is nearly the same whether r 1 is known or not. Further, Tables 3 and 4 show that prewhitening P AM and P FGN with P 0 M is effective even if one does not apply the underlying model, since the effectiveness in prewhitening is greater than zero for almost all cases (except for samples of very small size with high correlation coefficient). It is an open question whether P 0 M characterized by n ¼r 1 would be equally as effective in prewhitening realizations of P FGN as in prewhitening realizations of P M and P AM.
Conclusions
[28] The variance of the sample regression coefficient is expressed as a function of sample size and the autocorrelation coefficients of relevant order. Thus the variance of the regression coefficient may be accurately determined for any process whose correlogram may be expressed in analytical form. Given the variance of the regression coefficient, the variance inflation factor for a particular stochastic process may be determined in a straightforward manner. The variance inflation factor increases monotonically with sequence length, n, conditioned on a specific value of the first order autocorrelation coefficient, r 1 . Given n, the variance inflation factor increases monotonically with r 1 until r 1 becomes very high. For values of r 1 in the hydrologic range for annual flow sequences, say r 1 < 0.5, the variance inflation factor for a FGN process is greater than that for an AM process, which in turn is greater than that for a M process, which in turn is greater than that for an P I process.
[29] Prewhitening with P 0 M in the case where r 1 is known yields smaller inflation factors for P FGN than for P AM unless r 1 is exceedingly large. Relative to not prewhitening, the effectiveness of prewhitening with P 0 M in the case where r 1 is known is very nearly the same for P AM and P FGN. Prewhitening P M or P AM with P 0 M is of equal effectiveness. The effectiveness of prewhitening P AM with P 0 M is nearly the same whether r 1 is known or not. Situation is the same as prewhitening P M with r 1 = 0, i.e., P I, with P 0 M and therefore was not assessed.
