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Abstract: In this paper, we propose several novel techniques to extract and mining opinions of 
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TÓM TẮT 
Trong công trình này chúng tôi đề xuất một phương pháp để rút trích và khai thác những ý 
kiến đánh giá tiếng Việt của khách hàng về các sản phẩm được bán trên các trang web thương 
mại điện tử ở Việt Nam. Việc đánh giá này dựa trên mức độ thể hiện tình cảm của khách hàng 
trên một sản phẩm cụ thể như điện thoại di động và máy tính xách tay. Chúng tôi chọn những sản 
phẩm này vì chúng có số lượng lớn khách hàng quan tâm, cũng như có số lượng phong phú và đa 
dạng có trên thị trường thương mại điện tử ở Việt Nam. Từ đó có thể biết được sự yêu thích hoặc 
chưa hài lòng của khách hàng về các sản phẩm cần khảo sát. 
Từ khóa: khai thác ý kiến, phân tích tình cảm, ontology, thực thể có tên. 
1. GIỚI THIỆU 
Trong thời đại này nay, có rất nhiều người sử dụng và chia sẻ thông tin trên mạng Internet. 
Ở đó, những thông tin được trao đổi hàng ngày và có rất nhiều ý kiến, bình luận của mọi người 
được chia sẽ. Vì thế việc xem xét và hiểu được các nhận xét này là rất hữu ích. Hiện nay có nhiều 
công trình tìm hiểu về các ý kiến trên các tạp chí online ([1]). Ngoài ra, Mạng xã hội như Twitter 
và Facebook phù hợp cho nhiều ứng dụng phân tích tâm lý, quan điểm của mọi người ([2]). Ví 
dụ như giám sát danh tiếng của một thương hiệu cụ thể trên mạng xã hội, cung cấp cho các ứng 
viên tham gia ứng cử biết được nguyện vọng của cử trì, từ đó điều chỉnh phát biểu và hành động. 
Hệ thống phân tích nhận xét cũng có thể ứng dụng vào việc phân tích thị trường tài chính như thị 
trường chứng khoán. 
Trong các mạng xã hội, Twitter đang trở thành nguồn cung cấp tin chính vì Twitter là một 
dạng siêu blog với hơn 340 triệu tweet (dạng tin nhắn ngắn) mỗi ngày. Vì thế việc khai thác ý 
kiến trên Twitter cũng đang được khai thác ([3], [4]). Với mỗi ngôn ngữ sẽ có một đặc trưng khác 
nhau nên việc phân tích ý kiến trên các ngôn ngữ khác nhau sẽ cần đến các kỹ thuật khác nhau. 
Các công trình phân tích ý kiến phần lớn tập trung vào tiếng Anh. Có một số ít công trình nghiên 
cứu nhận xét ở tiếng Ả Rập ([5], [6]). Công trình [7] có nghiên cứu về các nhận xét tiếng Việt 
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nhưng nhằm mục đích xem các nhận xét này có là nhận xét rác hay không. Trong khi đó, công 
trình của chúng tôi là phân tích ý kiến của các nhận xét tiếng Việt. 
Hầu hết các ứng dụng của phân tích ý kiến là nằm trong nhận xét của khách hàng về sản 
phẩm và dịch vụ ([2]). Vì thế trong công trình này, chúng tôi sẽ khảo sát các ý kiến trên các 
website thương mại điện tử. Thương mại điện tử là một bước đột phá so với kinh doanh theo 
truyền thống (người bán và người mua trao đổi trực tiếp với nhau) và đang trở nên rất phổ biến. 
Số lượng khách hàng sử dụng dịch vụ mua bán qua mạng càng nhiều và sự quan tâm của họ với 
loại hình kinh doanh này cũng ngày càng tăng lên. Do đó, sẽ có rất nhiều thậm chí hàng trăm, 
hàng nghìn những lời bình luận, nhận xét cho những sản phẩm hoặc dịch vụ mà họ quan tâm hoặc 
những sản phẩm, dịch vụ đang phổ biến trên thị trường như máy ảnh, điện thoại di động, máy tính 
xách tay, phim điện ảnh chiếu rạp, sách, khách sạn và du lịch. Chính vì vậy, thật khó để cho những 
khách hàng tiềm năng có thể tìm đọc hết những lời bình luận, nhận xét của những khách hàng 
trước đó đã sử dụng để có thể đưa ra được những quyết định hợp lý. Và cũng thật khó để các nhà 
sản xuất sản phẩm đó có thể theo dõi và quản lý những ý kiến của khách hàng để làm thỏa mãn 
khách hàng. 
Chính vì những lý do trên, hệ thống phân tích quan điểm của nhận xét tiếng Việt của chúng 
tôi nhằm mục đích khai thác và tổng hợp lại những bày tỏ ý kiến, những bình luận về những sản 
phẩm đang thịnh hành trên các trang web thương mại điện tử như điện thoại di động và máy tính 
xách tay. Hệ thống của chúng tôi sẽ xác định chủ đề nào được đề cập đến trong nhận xét. Một 
nhận xét có thể có nhiều hơn một thực thể được nói đến, ví dụ như trong nhận xét kiểu so sánh. 
Một thực thể có thể được đề cập đến thông qua các đặc trưng, thuộc tính con của nó. Tiếp theo hệ 
thống sẽ tìm kiếm các ý nghĩa mang tính tích cực, tiêu cực hoặc trung tính trong nhận xét. Từ đó 
hệ thống sẽ xác định được quan điểm của người viết nhận xét cho chủ đề được đề cập trong nhận 
xét này. 
2. XÁC ĐỊNH NGỮ NGHĨA CỦA NHẬN XÉT THÔNG QUA ONTOLOGY VÀ 
TẬP TỪ ĐIỂN 
2.1 Ontology 
Ontology bắt nguồn từ triết học, được dẫn xuất từ tiếng Hy Lạp là “onto” và “logia”. Trong 
những năm gần đây, ontology được sử dụng nhiều trong khoa học máy tính và được định nghĩa 
khác với nghĩa ban đầu. Theo đó ontology là sự mô hình hóa và đặc tả các các khái niệm một 
cách hình thức, rõ ràng và chia sẻ được ([8], [9]). Ngoài ra, ontology cần có thêm tính thống nhất, 
tính mở rộng và tính suy luận. Trong mô hình này chúng tôi nghiên cứu về 2 miền đó là về điện 
thoại di động và máy tính xách tay. Hai miền này sẽ mô tả thông qua các khái niệm của các thực 
thể dữ liệu được quan tâm, các thuộc tính, và các mối liên hệ. Các khái niệm này được tổ chức 
theo cấu trúc cây phân cấp. Mỗi nút đại diện cho một khái niệm, và mỗi khái niệm là một chuyên 
biệt hoá của nút cha. 
Hình 1 thể hiện hai miền Ontology là điện thoại di động và máy tính xách tay. Hai miền này 
chúng tôi thu thập được các thực thể tương ứng như điện thoại, máy tính Samsung, Apple, iPhone, 
Nokia và Asus. Để nhận biết được các thành phần thuộc tính của chủ đề trên thì chúng tôi đã thu 
thập các thuộc tính chung của hai dòng sản phẩm máy tính xách tay và điện thoại di động như 
cảm ứng, hệ điều hành, camera, flash, giá cả và bàn phím. 
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Hình 1. Miền Ontology về máy tính xách tay và điện thoại di động. 
Trong một nhận xét bao gồm các quan điểm về những thành phần khác nhau xoay quanh 
chủ đề được đề cập. Vì vậy việc xác định các từ hay cụm từ liên quan đến chủ đề cũng như mô tả 
những vấn đề con của chủ đề là một bước then chốt trong quá trình xử lý. Với mối quan hệ của 
các thành phần trong Ontology, chúng tôi có thể dễ dàng xác định được các thành phần con của 
chủ đề chính. Nhờ vậy chúng tôi thuận lợi hơn trong việc xác định được các chủ đề con mà tác 
giả nhắc đến trong nhận xét. Bên cạnh đó, kinh nghiệm cho thấy những từ ngữ hay cụm từ thể 
hiện những vấn đề liên quan đến chủ đề thường là các danh từ, hay đại từ, vì vậy để có thể chính 
xác và nhanh chóng hơn trong việc phát hiện và xác định các từ hay cụm từ này, chúng tôi cần 
gán nhãn cho các thành phần trong câu trước khi xử lý. 
Ví dụ: “Ipad mini có dung lượng pin thấp. Cứ Nexus mà xài cho lành, giá rẻ, cấu hình cũng 
ngon.” 
Ở ví dụ trên việc xác định các thực thể có tên như Ipad mini, Nexus và các thành phần, thuộc 
tính của những sản phẩm này như dung lượng pin, giá, cấu hình sẽ dựa vào Ontology. Dùng 
Ontology để xác định đúng những thuộc tính tương ứng với từng chủ đề cụ thể. Từ đó chúng tôi 
sẽ xác định được ngữ nghĩa trong một nhận xét của người dùng. Thực thể có tên là con người, tổ 
chức, nơi chốn, và những đối tượng khác được tham khảo bằng tên ([10]). 
2.2. Tập từ điển 
Bảng 1. Ví dụ một số động từ/tính từ có thể hiện tình cảm. 
Những từ thể hiện tình cảm Phân loại 
Buồn cười, buồn buồn, chán, chậm chạp Động từ (-) 
Cao cấp,  đáng kể, đàng hoàng Tính từ (+) 
Xấu, sến, thô kệch, tẻ nhạt Tính từ (-) 
Đặc biệt, đặc sắc, hết sẩy, hết ý, yêu, thích Động từ (+) 
Để có thể tính toán được mức độ tích cực của mỗi quan điểm sau khi xác định được các từ 
ngữ thể hiện quan điểm, trước tiên chúng tôi cần biết được sự phân cực của các từ ngữ này là tiêu 
cực (-) hay tích cực (+). Vì vậy, tập từ điển (B) trong Hình 2 là một phần của hệ thống, đây là tập 
hợp các tính từ và động từ (thể hiện quan điểm), đồng thời kèm theo sự phân cực của chúng. Với 
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Ontology này, chúng tôi sẽ có được dữ liệu cho quá trình tính toán độ tích cực của một quan điểm. 
Ví dụ: Đẹp (+), xấu (-), thích (+), ghét (-). 
Bảng 1 liệt kệ một số ví dụ về tính từ và động từ có thể hiện tình cảm. Trong đó, những tính 
từ và động từ thể hiện tính tích cực như đặc biệt, đặc sắc, cao cấp, sang trọng ,và những tính từ 
và động từ thể hiện tính tiêu cực như chán, chậm chạp, xấu, thô kệch. 
3. XỬ LÝ VÀ TÍNH TOÁN MỨC ĐỘ THỂ HIỆN TÌNH CẢM CÓ TRONG NHẬN 
XÉT 
3.1. Kiến trúc hệ thống 
Hệ thống bao gồm bảy module, một tập Ontology và một tập từ điển được thể hiện như Hình 
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Hình 2. Mô hình đánh giá các nhận xét dựa trên tập từ điển và Ontology. 
Vấn đề nhận xét một quan điểm, đó là một vấn đề liên quan nhiều đến xử lý ngôn ngữ. Để 
nhận định một nhận xét có tính tích cực, tiêu cực hoặc trung tính, chúng tôi cần xác định nhiều 
yếu tố, một trong những yếu tố then chốt của vấn đề là xác định những từ (cụm từ) thể hiện quan 
điểm. Thêm vào đó, hiệu suất của hệ thống sẽ được gia tăng nếu xem xét đến chủ đề của nhận 
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xét. Ví dụ như chúng tôi càng chi tiết về tỉ lệ những nhận xét tốt hay xấu cho một sản phẩm ở 
mức độ các thành phần của sản phẩm thì nhà sản xuất sẽ có nhiều thông tin hơn từ khách hàng 
cho từng yếu tố của sản phẩm và đưa ra biện pháp khắc phục tốt hơn. 
Ngoài ra, những nhận xét thực tế chứa đựng rất nhiều lỗi phổ biến như chính tả và ngữ pháp. 
Những yếu tố này ảnh hưởng nhiều về độ sai lệch giữa kết quả hệ thống so với thực tế, ví như 
chúng tôi bỏ qua các nhận định có lỗi chính tả hay tưởng nhầm đó là một câu bình thường. 
Vì vậy, hệ thống đạt được kết quả chính xác cần tích hợp được các tiến trình xử lý các vấn 
đề nêu trên. Kiến trúc đề xuất đã thể hiện những vấn đề được nhìn nhận và đưa ra một phương 
pháp giải quyết tổng quát. Hệ thống được xây dựng trên kiến trúc đề xuất, là một tiến trình tổng 
quát, bao gồm nhiều tiến trình con, những tiến trình đi trước tạo ra kết quả, các kết quả này qua 
từng tiến trình dần được tinh chế, để chỉ chứa các yếu tố cần thiết cho kết quả cuối cùng, và tiến 
trình sau sẽ nhận kết quả của tiến trình trước để xử lý tiếp. 
Kiến trúc đã giải quyết được những yếu tố ảnh hưởng đến kết quả của hệ thống và thể hiện 
được tính kết nối giữa các module, đó là tính tổng quan của kiến trúc, và hệ quả là một kết quả 
chính xác sau khi thực hiện tốt các module đề ra. 
Như đã đề cập, việc xác định các từ (cụm từ) liên quan đến chủ đề là một tiến trình quan 
trọng của hệ thống, giúp tăng độ chính xác và nâng cao giá trị của hệ thống. Ontology có cấu trúc 
phân lớp danh từ và thể hiện mối quan hệ giữa chúng với nhau, với những đặc tính đó, Ontology 
giúp chúng tôi giải quyết dễ dàng và chính xác nhất cho quá trình xác định chủ đề mà nhận xét 
hướng đến. 
3.2. Đánh giá điểm số 
Chúng tôi tiến hành đánh giá nhận xét thông qua việc cho điểm các từ ngữ mang tính sắc 
thái tình cảm tồn tại trong nhận xét. Theo cách này chúng tôi sẽ thực hiện việc đánh giá điểm số 
cho từng tính từ và động từ cụ thể. Kết quả điểm số của một nhận xét là giá trị đại số của điểm số 
các tính từ và động từ có liên quan trong nhận xét. 
Trong nhận xét có thể có nhiều câu, với mỗi câu chúng ta xác định danh sách tính từ, danh 
sách động từ cho từng thực thể. Từ đó hệ thống xác định được danh sách tính từ, động từ bổ nghĩa 
cho từng thực thể trong toàn nhận xét chính là hợp của các danh sách tính từ, động từ bổ nghĩa 
cho thực thể tương ứng trong từng câu. 
   Vấn đề trọng yếu là xác định được danh sách tính từ động từ cho từng thực thể trong câu. 
Vấn đề này được giải quyết bằng cách thực hiện việc xác định các thuộc tính của thực thể tương 
ứng. Ứng với từng thuộc tính,  sẽ có một từ hay cụm từ bổ nghĩa cho nó, được xác định thông qua 
vị trí tương đối so với thuộc tính. Các từ, cụm từ bổ nghĩa thường đứng trước thuộc tính và chủ 
đề được đề cập. 
Sau khi đã có được danh sách tính từ, động từ bổ nghĩa cho từng thực thể (chủ đề), chúng ta 
sử dụng các công thức sau để tính toán trọng số quan điểm của nhận xét trên từng thực thể (chủ 
đề). 
Công thức: 
score(entity) = 
∑ 𝑠𝑐𝑜𝑟𝑒(𝑎𝑑𝑗𝐿𝑖𝑠𝑡[𝑖])+ ∑ 𝑠𝑐𝑜𝑟𝑒(𝑣𝑒𝑟𝑏𝐿𝑖𝑠𝑡[𝑖])𝑠𝑖𝑧𝑒−1𝑖=0
𝑠𝑖𝑧𝑒−1
𝑖=0
∑ |𝑠𝑐𝑜𝑟𝑒(𝑎𝑑𝑗𝐿𝑖𝑠𝑡[𝑖])|+ ∑ |𝑠𝑐𝑜𝑟𝑒(𝑣𝑒𝑟𝑏𝐿𝑖𝑠𝑡[𝑖])𝑠𝑖𝑧𝑒−1𝑖=0
𝑠𝑖𝑧𝑒−1
𝑖=0 |
 
(1) 
score(adj) = s(adj)*s(auWord)*specialCase*negative  
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score(verb)  = s(verb)*s(auWord)*negative  
Trong đó:  
 score(entity): là điểm số thể hiện quan điểm của nhận xét với thực thể, thuộc đoạn 
[-1, 1]. 
 adjList: là danh sách tính từ bổ nghĩa cho thực thể tương ứng. Việc xác định danh 
sách các tính từ này dựa vào tập từ điển. 
 verbList: là danh sách động từ bổ nghĩa cho thực thể tương ứng. Việc xác định 
danh sách các động từ này dựa vào tập từ điển. 
 size: kích thước của danh sách tương ứng (danh sách tính từ hay động từ). Kích 
thước là số lượng các tính từ hoặc động từ có trong nhận xét. 
 score(adj): điểm số của tính từ ảnh hưởng đến quan điểm trong nhận xét. 
 score(verb): điểm số của động từ ảnh hưởng đến quan điểm trong nhận xét. 
 s(adj): trọng số của tính từ, thuộc đoạn [-1,1]. Trọng số của tính từ được ánh xạ từ 
tập từ điển với tính từ tương ứng. 
 s(verb): trọng số của động từ, thuộc đoạn [-1,1]. Trọng số của động từ được ánh xạ 
từ tập từ điển với động từ tương ứng. 
 s(auWord): trọng số của trợ từ bổ nghĩa cho động từ (tính từ) tương ứng, thuộc 
đoạn [-1.5; 1.5]. Trọng số của trợ từ được ánh xạ từ tập từ điển với trợ từ tương 
ứng. 
 negative: thể hiện sự xuất hiện của từ phủ định, ảnh hưởng đến cực của quan điểm, 
thuộc tập {-1; 1}. Các từ phủ định có trong câu được xác định thông qua tập từ 
điển. 
 specialCase: đây là trường hợp thể hiện mối quan hệ đặc biệt của tính từ và thực 
thể mà nó bổ nghĩa, làm thay đổi cực quan điểm của tính từ, specialCase thuộc tập 
{-1; 1}. Việc xác định specialCase dựa vào tập Ontology về mối quan hệ giữa tính 
từ và thực thể. 
Một số vấn đề về việc đánh giá điểm số cho từng thực thể được chúng tôi thể hiện như sau: 
a) Đối với loại nhận xét chỉ có một câu và có một thực thể: 
Chúng tôi cần xác định thực thể đang được nhắc đến dựa vào Ontology. Sau đó chúng 
ta xác định danh sách tính từ và động từ bổ nghĩa cho thực thể đó. 
Dựa vào danh sách tính từ và động từ ta xác định điểm số thể hiện quan điểm cho thực 
thể như công thức (1). 
b) Đối với loại nhận xét có một câu và có nhiều thực thể: 
Chúng tôi tiến hành xác định danh sách thực thể trong câu dựa vào Ontology. Sau đó 
chúng tôi xác định danh sách tính từ và động từ bổ nghĩa cho từng thực thể. Danh sách tính 
từ động từ bổ nghĩa cho từng thực thể gồm các tính từ, động từ đứng ngay sau thực thể tương 
ứng và đứng ngay trước thực thể kế tiếp (nếu tồn tại). 
Dựa vào danh sách tính từ, động từ bổ nghĩa cho từng thực thể, áp dụng công thức (1), 
chúng tôi xác định được trọng số thể hiện quan điểm của nhận xét cho thực thể tương ứng. 
c) Đối với loại nhận xét có nhiều câu và chỉ có một thực thể: 
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Chúng tôi tiến hành xác định thực thể mà nhận xét nhắc đến dựa vào Ontology. Tiếp 
theo chúng tôi xác định danh sách các tính từ và động từ bổ nghĩa cho thực thể. Danh sách 
tính từ và động từ này bao gồm các tính từ và động từ đứng ngay sau thực thể trong phạm vi 
toàn nhận xét.  
Dựa vào danh sách tính từ và động từ, áp dụng công thức (1), chúng tôi xác định được 
điểm số thể hiện quan điểm của nhận xét đối với thực thể mà nhận xét đã đề cập. 
d) Đối với loại nhận xét có nhiều câu và có nhiều thực thể: 
Chúng tôi tiến hành xác định danh sách thực thể mà nhận xét nhắc đến dựa vào 
Ontology trong tất cả các câu, bằng cách ứng với mỗi câu hệ thống xác định các thực thể 
trong câu. Ứng với mỗi thực thể, chúng tôi sẽ xác định các vị trí mà nó xuất hiện trong từng 
câu. Dựa vào vị trí của thực thể trong từng câu, chúng ta sẽ xác định được danh sách tính từ 
và động từ thể hiện quan điểm bổ nghĩa cho nó.  
Dựa vào danh sách tính từ và động từ, áp dụng công thức (1), hệ thống xác định được 
điểm số thể hiện quan điểm của nhận xét đối với từng thực thể tương ứng, score(enity)>0: 
tích cực, score(enity)<0: tiêu cực, score(enity)=0: trung tính. 
4. THỰC NGHIỆM 
Trước tiên chúng tôi xin giới thiệu về tập thí nghiệm được sử dụng để kiểm tra hệ thống 
đánh giá. Chúng tôi có tất cả ba tập kiểm tra, tập dataset 1chúng tôi thu thập gồm 200 câu bình 
luận của khách hàng trên các trang web thương mại điện tử, các diễn đàn về công nghệ thông tin1. 
Ở tập dataset 1 này, mỗi bình luận chỉ nói về một thực thể và chủ yếu nhận xét các dòng điện 
thoại di động. Tập dataset 2 chúng tôi thu thập gồm 100 câu bình luận về chủ đề điện thoại di 
động và máy tính xách tay, mỗi bình luận nhận xét về nhiều thực thể. Và tập dataset 3 chúng tôi 
thu thập gồm 100 câu bình luận trong đó kết hợp các bình luận về một thực thể và nhiều thực thể 
với nhau về chủ đề điện thoại di động và máy tính xách tay. 
Tiếp theo, chúng tôi sẽ giới thiệu về tập huấn luyện về đánh giá về điểm số và kết quả thí 
nghiệm trên tập dữ liệu gồm 100 câu bình luận mà chúng tôi đã thực hiện được. Về tập huấn 
luyện, chúng tôi thu thập 100 câu bình luận về nhiều thực thể, trong đó các thực thể thuộc chủ đề 
về điện thoại di động và máy tính xách tay. Về kết quả thực nghiệm, chúng tôi tiến hành thực 
nghiệm trên ba tập dữ liệu được chúng tôi giới thiệu như trên. 
4.1. Tập huấn luyện 
Về cách đánh giá điểm số cuối cùng mà hệ thống thực hiện được như trên, hệ thống sẽ tiến 
hành chuẩn hóa điểm số trong đoạn [-1;1] và cuối cùng đưa ra kết luận là tích cực(positive), tiêu 
cực(negative) và trung tính(neutral). Việc xác định điểm số để hệ thống nhận biết một nhận xét 
về thực thể trong bình luận là trung tính hay không là một trường hợp nhạy cảm có khi con người 
cũng không thể nhận biết được. Vì thế chúng tôi đã tiến hành thử nghiệm trên tập huấn luyện này 
để rút ra điểm số đáng tin cậy nhất cho việc xác định điểm số trung tính cho thực thể. 
Về cách hiện thực, chúng tôi cho chương trình chạy tự động điểm số trong đoạn [-1;1], giữ 
giá trị cận trên upper và cho giá trị cận dưới under chạy, mỗi lần giá trị cận dưới giảm xuống 0.05. 
Nếu kết quả trung bình của P và R lần sau mà nhỏ hơn lần trước đó thì chúng tôi không ghi vào 
kết quả thực hiện như Bảng 2. 
                                                          
1 www.thegioididong.com,  www.vatgia.com, www.tinhte.vn 
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Bảng 2.  Đánh giá điểm số trung tính 
Upper Under P (%) R (%) 
1,0 -1,0 25,03 30,00 
1,0 -0,95 31,69 35.67 
1,0 -0,65 32,03 36,00 
1,0 -0,5 32,36 36,33 
1,0 -0,3 32,69 36,67 
1,0 -0,2 33,36 37,33 
0,95 -1,0 48,56 50,39 
0,95 -0,95 60,39 61,39 
0,95 -0,65 61,06 62,06 
0,95 -0,5 61,72 62,72 
0,95 -0,3 62,39 63,39 
0,95 -0,2 63,72 64,72 
0,65 -0,2 63,89 65,06 
0,5 -0,2 65,22 66,83 
0,3 -0,2 66,00 67,83 
0,1 -0,2 66,22 68,61 
0,1 -0,1 66,56 68,94 
0 0 67,44 70,22 
Ở Bảng 2 là kết quả chúng tôi đã tiến hành thực hiện được trên tập huấn luyện. Như ta thấy, 
trên cột Upper là giá trị điểm số trên thuộc đoạn điểm số chuẩn hóa, cột Under là giá trị điểm số 
dưới thuộc đoạn điểm số chuẩn hóa và hai cột tiếp theo tương ứng là độ chính xác (P) và độ đầy 
đủ (R) trên mỗi mốc điểm số. Ứng với mỗi mốc điểm số sẽ giảm giá trị Upper xuống 0,05 và tăng 
giá trị Under lên 0,05. Hệ thống sẽ tiến hành phân tích các nhận xét trên tập huấn luyện với điểm 
số trung tính thuộc đoạn [Upper; Under]. Ở mỗi mốc điểm số, sau khi hệ thống đánh giá sẽ in ra 
kết quả nếu độ chính xác của mốc điểm số sau lớn hơn mốc điểm số trước, ngược lại hệ thống sẽ 
bỏ quả kết quả với mốc điểm số này. Như vậy, từ Bảng 2 chúng tôi rút ra được kết luận là lấy 
điểm 0 làm điểm đánh giá mức độ trung tính của một thực thể với độ chính xác cao nhất là 67,44 
%. 
4.2. Kết quả thí nghiệm 
Sau khi tiến hành thực hiện thí nghiệm trên tập huấn luyện để xác định được điểm số thích 
hợp cho việc đánh giá mức độ trung tính của một thực thể, chúng tôi tiếp tục tiến hành thử nghiệm 
trên tập 200 câu bình luận về một thực thể ở mỗi bình luận, 100 câu bình luận về nhiều thực thể 
ở mỗi bình luận và 100 câu bình luận kết hợp về một thực thể lẫn nhiều thực thể ở mỗi bình luận. 
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Bảng 3.  Đánh giá kết quả thí nghiệm 
Tập dữ 
liệu 
Số 
câu 
Tích cực (%) Tiêu cực (%) Trung tính (%) Trung bình (%) 
Độ P Độ R Độ P Độ R Độ P Độ R Độ P Độ R 
Dataset 1 200 90 97,3 91,36 94,87 89,74 72,92 90,37 88,36 
Dataset 2 100 69 76 70,33 72 63 62,67 67,44 70,22 
Dataset 3 100 82 82 87,5 88 84 86 84,5 85,33 
Ở Bảng 3 thể hiện kết quả của ba tập dữ liệu, kết quả cho ta thấy độ chính xác trên tập bình 
luận về một thực thể là 90,37 %, trên tập bình luận về nhiều thực thể là 67,44 % và trên tập bình 
luận về một hoặc nhiều thực thể là 84,5 %. Qua kết quả trên cho ta biết việc đánh giá bình luận 
trên một thực thể đơn giản hơn việc đánh giá bình luận trên nhiều thực thể. Bởi vì đối với bình 
luận nhiều thực thể có nhiều thực thể được nói đến nên hệ thống khó xác định được người sử 
dụng đang đề cập đến thực thể nào. Việc so sánh giữa nhiều thực thể với nhau cũng làm cho hệ 
thống đánh giá nhầm lẫn giữa các thực thể này. Trong khi đó, khi hệ thống đánh giá trên bình 
luận một thực thể thì hệ thống dễ xác định được những tính từ, động từ nào đang nói về thực thể 
trong câu và hệ thống sẽ xác định được điểm số chính xác nhất. 
Ví dụ 1: “máy này xài ngon, tui vừa mua về xài được 1 tuần, đã quen thuộc với máy, pin ổn, 
chức năng tuyệt vời!!!” 
Ví dụ 2: “Nhìn không ưng mắt mất đi vẻ sang trọng của nó” 
Ví dụ 3: “Tính năng ổn, tuy nhiên giá hơi cao!” 
Ví dụ 4: “Nexus hiện giờ pin rất kém. Chỉ mong bản sau pin tốt hơn là mua ngay.” 
Ví dụ 5: “xem ra con Asus này cũng không hay cho lắm, mua dell vostro 3450 có hơn 0,2 kg 
xem ra còn hay hơn.” 
Trong những ví dụ (vd) trên, từ vd 1 đến vd 4 là những bình luận về một thực thể. Trong đó 
vd 1, vd 2 và vd 3 là những ví dụ mà hệ thống đánh giá đúng tương ứng tích cực, tiêu cực, và 
trung tính. Hệ thống đánh giá đúng nhờ vào sự phân tích giữa các từ mang ý nghĩa thể hiện tình 
cảm như ngon, ổn, tuyệt vời (ở vd 1) với các thuộc tính của một sản phẩm như pin, chức năng 
mang ý nghĩa tích cực. Trong vd 2 hệ thống cũng xác định được những phủ định từ như không, 
mất, những phủ định từ này sẽ làm thay đổi những từ thể hiện tình cảm tích cực sang tiêu cực. 
Như vd 3, người sử dụng nhận xét một sản phẩm trong hai vế, ở vế đầu mang ý nghĩa tích cực, 
nhưng ở vế sau thì ngược lại, vì vậy hệ thống cho kết quả là trung tính. Tuy nhiên trong vd 4, về 
mặt ý nghĩa thì ví dụ này mang tính tiêu cực nhưng hệ thống phân tích sai ở vế thứ hai về sự mong 
muốn tích cực trong tương lai, vì vậy hệ thống đánh giá là trung tính. 
Ngoài ra, hệ thống có thể đánh giá bình luận nhiều thực thể. Việc xác định những từ thể hiện 
tình cảm đối với từng thực thể. Đối với vd 5 như hệ thống phân tích đối với một thực thể thì hệ 
thống nhận biết được Asus mang hàm ý tiêu cực, còn thực thể Dell Vostro ngược lại mang ý nghĩa 
tích cực. 
5. CÔNG TRÌNH LIÊN QUAN 
5.1. Phân tích những ý kiến dự đoán trên Web 
Trong thời đại bùng nổ công nghệ thông tin như hiện nay, việc các công ti hay một tổ chức 
tự xây dựng cho mình một trang web là rất phổ biến, trang Web này như là một kênh thông tin 
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riêng hoặc thể hiện tiềm năng của họ. Ở đó, họ có thể giới thiệu những gì mà họ đang làm như là 
các sản phẩm, các dịch vụ, các cuộc thảo luận về vấn đề xã hội, buôn bán, thu thập ý kiến của 
khách hàng [11]. 
Trong các bài nghiên cứu [12], [13], [14], [15], [16], [17], [18], các tác giả thường phân tích 
và khai thác các ý kiến đánh giá của khách hàng trên các sản phẩm như là điện thoại, máy ảnh, 
máy tính, sách, phim ảnh. Những ý kiến này thường thể hiện là thích hay không thích các sản 
phẩm đó, người ta gọi những ý kiến này là những ý kiến nhận định hoặc phán xét. Tuy nhiên 
những ý kiến này không phải là tiếng Việt. 
Và trong bài nghiên cứu [11] tác giả đề cập tới một ý kiến khác với những nghiên cứu trên 
mà tác giả gọi là ý kiến dự đoán. Ta đã nghe khá nhiều về những ý kiến dự đoán về tương lai của 
một chủ đề như thị trường bất động sản, kết quả của các trận đấu bóng đá hay là các cuộc bầu cử. 
Những dự đoán này thường dựa trên niềm tin và kiến thức của người đưa ra dự đoán là chính 
(thường là các chuyên gia). Ví dụ trong câu: “Giá của bất động sản sẽ được giảm xuống trong vài 
tháng tới”, như ta thấy đây là một câu dự đoán ở tương lai về thị trường bất động sản và trong câu 
này nó cũng thể hiện mặt tích cực trong vế “giá bất động sản sẽ giảm”. 
Do đó, để đưa ra được các dự đoán về thời tiết, động đất, sóng thần, thì các tác giả cần một 
cơ sở dữ liệu số (số liệu) rất lớn, tiến hành phân tích trên những con số đó. Tuy nhiên, trong bài 
[11] không đề cập về những phân tích dự đoán dựa trên việc phân tích số liệu mà tác giả muốn đề 
cập đến việc phân tích những câu phát biểu dự đoán trong các đoạn văn bản không có cấu trúc 
xác định dựa trên kỹ thuật xử lý ngôn ngữ tự nhiên (NLP), từ đó đưa ra kết luận về mức độ tích 
cực của từng dự đoán như ví dụ ở trên. 
Cụ thể, trong bài [11] tác giả đã thí nghiệm trên tập các ý kiến dự đoán trên Web của một 
cuộc bầu cử. Mục đích của tác giả là phân tích tự động tập ý kiến rất lớn từ những người dùng đã 
bày tỏ trên web, từ đó rút ra được Đảng nào đang chiếm ưu thế về niềm tin của người dân và đưa 
ra được con số phần trăm thắng cử của mỗi Đảng tham gia vào cuộc bầu cử này. Vì thế tác giả đã 
đưa ra mô hình đánh giá như sau: 
ElectionPredictionOpinion = (Party, Valence). 
 ElectionPredictionOpinion: Kết quả đánh giá cho mỗi Đảng 
 Party: là Đảng mà người bình luận đang muốn nói đến. 
 Valence: là tỷ lệ phần trăm thắng cử mà hệ thống tính toán được. 
Tác giả cũng xây dựng hệ thống này gồm có ba bước chính được huấn luyện bởi học máy 
sử dụng chức năng n-gram và SVM (Support Vector Machine) để lượng giá: 
1. Chức năng tổng quát hóa: chức năng này làm công việc xác định những ai liên quan đến 
Đảng đang nói đến trong câu thì qui về tên của Đảng mà người đó đang làm việc. 
2. Phân loại và đánh giá từng câu ý kiến dự đoán sử dụng kỹ thuật SVM dựa trên mô hình 
(Party, Valence). 
3. Tổng hợp lại tất cả các phân loại mà bước 2 đã làm và đưa ra được kết quả là phần trăm 
của Đảng được dự đoán thắng cuộc. 
Như vậy, ưu điểm của hệ thống trên là việc tổng quát hóa các đối tượng liên quan lại thành 
một đối tượng để đánh giá, giúp cho việc đánh giá được chính xác hơn. 
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5.2. Xây dựng một miền Ontology tự động từ một mạng ngữ nghĩa 
Khai thác ý kiến và phân tích tình cảm là nhánh con của NLP và khai thác văn bản (text 
mining) nhằm mục đích khám phá và khai thác tự động tri thức về tình cảm con người, sự đánh 
giá những ý kiến từ những dữ liệu văn bản gốc như là trang nhật ký của một người nào đó, những 
nhận xét trên website và trong những bản phản hồi từ khách hàng. 
Những tác giả trong công trình [19] đã đề xuất một phương pháp xây dựng một miền 
Ontology tự động từ một mạng ngữ nghĩa ConceptNet. ConceptNet này được xây dựng bởi các 
tình nguyện viên trên thế giới. Và kết quả của công trình trên có thể sử dụng như nguồn từ vựng 
hoặc thực hiện xác định các mục tiêu để phân tích tình cảm trong thời gian đó. 
Khác với những công trình trước (được đề cập đến trong 5.1), trong công trình nghiên cứu 
[19] các tác giả đã đưa ra được giải pháp cải tiến hơn so với những giải pháp truyền thống. Sự 
khác biệt trong giải pháp của tác giả so với những giải pháp khác là tác giả đã đề xuất một mạng 
ngữ nghĩa của common-sense knowledge-base (ConceptNet) để tạo tự động ra một miền ontology 
của những tính năng của sản phẩm và các thuộc tính của nó. Những công trình trước thường đánh 
giá chung những danh sách tính năng của sản phẩm, trong khi đó tác giả tạo ra một ontology ở đó 
những tính năng của sản phẩm như một khái niệm hoặc là những nút trên mạng ngữ nghĩa được 
kết nối với những nút khác sử dụng nhiều kiểu của quan hệ ngữ nghĩa (semantic relationship - 
theo nhiều kiểu khác nhau hoặc nhiều mối quan hệ khác nhau). Vì thế mà sản phẩm sẽ xuất hiện 
trong miền ontology và từ vựng đã tạo ra từ cách này mang ngữ nghĩa phong phú hơn là từ vựng. 
Tác giả tận dụng ConceptNet để xây dựng miền ontology. Các nút thể hiện các khái niệm, 
các cạnh thể hiện các tính chất, thuộc tính, quan hệ. Tác giả không những đưa ra những mối quan 
hệ ngữ nghĩa giống như IsA, HasA mà còn nhiều mối quan hệ khác CreatedBy, MadeOf, PartOf, 
DesireOf và DefineAs. Phạm vi của ConceptNet là những tri thức chung và không giới hạn bởi 
một miền cụ thể nào, rất là hữu dụng trong việc khai thác những câu bình luận về những tính năng 
của sản phẩm. 
Bên cạnh đó, các công trình [20], [21] và [22] có sử dụng ontology về thực thể có tên nhưng 
là để tăng hiệu quả truy hồi tài liệu. Còn công trình [23] là nhận diện nhận xét rác chứ không phải 
nhận diện quan điểm của nhận xét. 
 
6. KẾT LUẬN 
Chúng tôi đã đề xuất phương pháp sử dụng Ontology kết hợp từ điển để xác định mức độ 
thể hiện tình cảm trong nhận xét của khách hàng. Trong phương pháp này, chúng tôi đã xác định 
được những thực thể xuất hiện trong miền Ontology. Sau đó, dựa vào tập từ điển chúng tôi đã xác 
định các từ thể hiện tình cảm và điểm số của chúng (tính từ, động từ, trợ từ, phủ định từ). Từ đó, 
chúng tôi tiến hành đánh giá điểm số, tổng hợp và đưa ra được kết luận tích cực, tiêu cực hay 
trung tính cho từng thực thể tương ứng. Qua kết quả thí nghiệm trên ba tập dữ liệu gồm 200 câu 
về một thực thể chủ đề điện thoại di động, 100 câu về nhiều thực thể chủ đề điện thoại di động, 
máy tính xách tay, và 100 câu nhiều thực thể kết hợp cả hai chủ đề trên, phương pháp đánh giá 
trên tập một thực thể ở mỗi bình luận cao hơn hai tập dữ liệu còn lại dựa trên đánh giá điểm số 
cho từng thực thể tương ứng ở cả hai độ đo được đề cập ở trên. 
Hệ thống của chúng tôi chủ yếu tập trung vào xác định và đánh giá những ý kiến của khách 
hàng thông qua hai loại sản phẩm chính đó là điện thoại di động và máy tính xách tay, đây là 
những loại mặt hàng đang phổ biến hiện nay. Trong tương lai, nếu có điều kiện chúng tôi muốn 
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mở rộng ra nhiều chủ đề khác như các bình luận trên các bài báo điện tử hoặc về những bình luận 
trên các sản phẩm khác. 
Ngoài ra, trong hệ thống của chúng tôi chỉ đánh giá cho các bình luận thuộc thể loại câu 
khẳng định và so sánh, mà chưa đề cập đến những mẫu câu khác như câu nhân hóa, câu điều kiện 
và câu cảm thán. Vì thế đây là một vấn đề cần nghiên cứu về sau để xác định được quan điểm 
đúng của các câu thuộc các thể loại này. 
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