Abstract. This paper is concerned with the homogenization of Dirichlet problem of elliptic systems in a bounded, smooth domain of finite type. Both the coefficients of the elliptic operator and the Dirichlet boundary data are assumed to be periodic and rapidly oscillating. We prove the theorem of homogenization and obtain an algebraic rate of convergence that depends explicitly on dimension and the type of the domain.
Introduction
In this paper, we consider the oscillating Dirichlet problem for uniformly elliptic systems in general domains, L ε u ε (x) = 0 in Ω,
where
x ε ∂ ∂x j is a second-order elliptic operator in divergence form with rapidly oscillating periodic coefficients (Einstein's convention for summation will be used throughout). Here ε > 0 is a small parameter and Ω ⊂ R d is a smooth, bounded domain without the assumption of strict convexity and d ≥ 2. We assume that the coefficients A = A(y) = (a where λ ∈ (0, 1) is a fixed constant. Both A(y) and the Dirichlet boundary data f (x, y) are assumed to be 1-periodic in y, i.e.,
A(y + z) = A(y) and f (x, y + z) = f (x, y) ∀x ∈ ∂Ω, y ∈ R
Since we will not try to compute the minimal regularity required for A and f , we simply assume that A ∈ C ∞ (R d ) and f ∈ C ∞ (∂Ω × R d ).
(1.4)
The asymptotic analysis of problem (1.1), which is closely related to the higher order convergence rates of homogenization problems with non-oscillating boundary data (see Theorem 6.6), was raised in [9] , for instance, and remained open for decades until recently; see [6, 15, 16, 3, 4, 5, 2, 7, 21, 13, 18] and references therein. The pioneering work was due to Gérard-Varet and Masmoudi in [16] . Under the extra assumption that Ω is strictly convex, they proved that as ε → 0, the unique solution of (1.1) u ε converges strongly in L 2 (Ω) to some function u 0 , which is a solution of
in Ω,
where the operator L 0 is given by L 0 = −div( A∇), with A being the usual homogenized matrix of A, andf is the homogenized Dirichlet boundary data that depends non-trivially on f, A and also Ω (see 6.5). Moreover, they showed that for each δ > 0,
where C depends on δ, d, m, A, f and Ω. Most recently, under the same conditions, remarkable improvement was made in [7] for Dirichlet problems, where the authors obtained nearly optimal convergence rates for d ≥ 4 and improved suboptimal convergence rates for d = 2, 3. Then soon in [21] , with new ingredients from A p weighted estimates, Shen and the author of this paper obtained the nearly optimal convergence rates for Neumann problems with firstorder oscillating Neumann boundary data for all dimensions, as well as the lower dimensional cases (d = 2, 3) of Dirichlet problems. Precisely, for Dirichlet problems, it was proved in [7] and [21] that and the homogenized dataf ∈ W 1,q ∩ L ∞ (∂Ω) for any q < d − 1. The convergence rates in (1.6) are optimal up to an arbitrarily small loss on the exponent, for the optimal convergence rates, i.e., O(ε 1/4 ) for d = 2 and O(ε 1/2 ) for d ≥ 3, were shown in [5] for operators with constant coefficients. The regularity forf is also sharp in a certain sense as shown in [21] .
We emphasize that the previous results and their proofs rely essentially on the geometry of the boundary while domains with a different geometry will have completely different behaviors, for example, the difference between strictly convex domains [16, 5] and polygon domains [15, 4] . Also in a very recent paper [2] , it was shown constructively that the rate of convergence for (1.1) can be arbitrarily slow if the domain is merely non-strictly convex. In fact, the strict convexity of the domain plays an essential role in the arguments of [16, 7, 21] , for which we will give a brief interpretation in two aspects as follows. On one hand, near a given point on ∂Ω, the local behavior of the solution depends whether or not the direction of the normal vector to ∂Ω is non-resonant (with the lattice Z d ). If it is non-resonant, the quantitative analysis depends further on the so called Diophantine condition of the normal vector. For this reason, the regularity of the Diophantine function on the boundary, which is definitely guaranteed by the strict convexity of a domain, does have a crucial impact on the rates of convergence. On the other hand, when approximating u ε , a solution of an oscillating Dirichlet problem, near a given point on ∂Ω by a solution of a half-space problem with the corresponding tangent plane being the boundary, the convexity of Ω ensures that the domain lies on one side of the tangent plane and hence u ε could be well approximated near the given point. This fact obviously fails if Ω is a non-convex domain.
The main purpose of this paper is to remove the assumption of strict convexity and obtain an algebraic rate of convergence that depends explicitly on certain quantitative property of the boundary. We should point out that this is not the first paper dealing with oscillating boundary value problems in general domains. In [13] , the authors established the qualitative homogenization for Dirichlet problems of (scalar) fully nonlinear uniformly elliptic operators in general domains, whose irrational normals have a small Hausdorff dimension. In [12] and [14] , the same type of equations with oscillating Neumann boundary data was studied in general domains without flatness. However, as far as we know, this should be the first paper that studies the quantitative homogenization of periodic oscillating boundary value problem in general non-convex smooth domains.
Though the assumption of strict convexity on the domains will be removed, as we have mentioned before, we do require some restrictive condition to rule out any boundary with nontrivial resonant portion, for example, a domain with flat portion with rational normal on the boundary. In this paper, we introduce a mild condition on ∂Ω to characterize the nonflatness of ∂Ω, namely, the hypersurfaces of finite type. The notion of finite type has been well studied in many references mainly in Fourier analysis and could be defined geometrically in terms of the condition of finite order of contact on the principle curvatures. For our convenience in this paper, we prefer to introduce an equivalent analytical definition. We first give a definition of functions of finite type; also see [22, VIII.2] . Definition 1.1. A smooth function g is of type k (k ≥ 2) in some connected open set U, if there exist some multi-index α with 1 < |α| ≤ k and δ > 0 such that |∂ α g| ≥ δ in U.
Let S be a smooth hypersurface in R d . For any x 0 ∈ S, we can translate and rotate the hypersurface so that x 0 is moved to the origin and the tangent plane becomes x d = 0. Meanwhile, near x 0 , S is transformed to a graph of some function
for each x 0 ∈ S, there exist constants r > 0 and δ > 0 such that the corresponding local graph
with a lower bound δ. For a smooth domain Ω, we also say Ω is of type k if its boundary ∂Ω is of type k. 1 If S is a closed smooth hypersurface (i.e., the boundary of a bounded smooth domain), the constants r and δ can be chosen uniformly with respect to x 0 . The condition of finite type on a hypersurface sometimes is referred as finite order of contact with the tangent plane. Now, we state the main theorem as follows. Theorem 1.3. Assume that Ω is a bounded, smooth domain of type k, and that (1.2), (1.3) and (1.4) hold. Then problem (1.1) admits homogenization, i.e., the solution u ε of (1.1) converges to u 0 in L 2 (Ω), where u 0 is the unique solution of the corresponding homogenized problem (1.5) with boundary dataf . Moreover, there exist some q * > 0 and α * > 0 depending explicitly on k and d such that
8) where δ > 0 is an arbitrarily small number and C depends on δ, k, d, m, A, f and Ω.
The explicit formula for q * is given by 9) with γ = (d − 1)(k − 1). While the explicit formula for α * , which comes from optimizing several error terms, is given by
where γ is the same and a ∧ b := min{a, b}. Observe that given specific d and k, α * can be computed by solving a linear programming problem. We remark that except for lower dimensions and k = 2 (see Remark 6.5), the formula for α * seems suboptimal in general, in view of the exponent obtained for non-oscillating operators (α * = 1/k, regardless of dimensions; see Theorem 3.7 for details). Nevertheless, finding a better or optimal rate for general k and d should also be an interesting problem.
The first reduction of the proof of Theorem 1.3 is due to a new idea for quantifying the non-flatness of the boundary. Recall that one of the key points in oscillating boundary value problems is the so called Diophantine condition; see Definition 3.1. It has been shown in [16] that if Ω is a bounded, smooth and strictly convex domain, then the reciprocal of
, where σ is the surface measure of ∂Ω and n(x) is the unit outer normal to ∂Ω at x. This condition played a key role in [16, 7, 21] for oscillating boundary value problems in strictly convex domains. Similarly in our setting, to prove Theorem 1.3, we would like to show that if S is a closed (i.e., compact and boundaryless) smooth hypersurface of finite type, then (κ
for some p > 0 depending explicitly on the type (actually, p = 1/(k − 1) if k is the type). Surprisingly, we are able to show that S is finite type if and only if there exists some p > 0 such that (κ • On) −1 ∈ L p,∞ (S, dσ) uniformly for any orthogonal matrix O. This equivalence is a consequence of the famous van de Corput's lemma and a criteria established in Proposition 3.2 which involves the so called sublevel set estimate. The orthogonal matrix involved here is a necessary requirement for rotation invariance of the finite type assumption.
As another easy corollary of the criteria, we also show that S is strictly convex if and only
uniformly for all orthogonal matrix O. In addition, the relationships between finite type condition, oscillatory integrals, the property of Diophantine function and homogenization are summarized in Figure 1 .
As a consequence, Theorem 1.3 is reduced to Theorem 1.4. Assume that Ω is a bounded, smooth domain such that (κ•n) −1 ∈ L p,∞ (∂Ω, dσ), and let A and f be the same as Theorem 1.3. Then (1.1) admits homogenization, and (1.7) and (1.8) hold with q * and α * given by (1.9) and (1.10), respectively, where
Notice that Theorem 1.4 is an even more general result which recovers the special case of strictly convex domains. Actually, if Ω is bounded, smooth and strictly convex, then
) and hence γ = 1 in (1.9) and (1.10). Thus, one sees that
, which exactly coincides with the exponents of (1.6) for all dimensions d ≥ 2. For p < d − 1, it is unknown whether q * or α * are optimal.
We now present a sketch of the proof of Theorem 1.4. Our approach follows the line of [7] and [21] with some technical modifications. The starting point is the Poisson integral formula for u ε and an expansion for Poisson kernel established in [8] ,
where P Ω,ε and P Ω are the Poisson kernels associated with L ε and L 0 , respectively, in Ω, and ω ε is an oscillating function correcting the Poisson kernel. The integral in the second line of (1.11) will be denoted byũ ε and it is sufficient to consider the L 2 error ofũ ε − u 0 . In view of (2.4), the only obscure factor in ω ε is ∇Φ * ε , the adjoint Dirichlet correctors introduced in [17] . We then show that in a neighborhood of some given point on ∂Ω, ∇Φ * ε can be approximated by a function in the form of
where I is the identity matrix and χ * is the usual adjoint corrector. In the case of convex domains, the third term on the right-hand side of (1.12) is a solution of a half-space problem depending on the given point, as Ω is on one side of the tangent plane. However, for nonconvex domains in our setting, Ω may lie on both sides of the tangent plane. To handle this situation, we first obtain the approximation (1.12) in a sub-domain of Ω which inscribes ∂Ω at the given point and lies on one side of the tangent plane. Then we extend (1.12) to the other side by a standard extension argument with C 2 regularity preserved. It turns out that the convexity actually plays no role in the approximation (1.12).
We can then proceed as in [21] by introducing a Carderón-Zygmund-type decomposition of the boundary adapted to the function F = κ 1/γ , where γ is given as in Theorem 1.4, and then for each small surface cube in the decomposition, approximating the integral on ∂Ω by the integral on a carefully selected tangent plane. The sizes of surface cubes in the decomposition sit in (τ, √ τ ), where τ is a small parameter related to ε. Unlike the case of strictly convex domains where τ = ε 1− is fixed, for general domains considered in Theorem 1.4, we have to set τ = ε s for some s ∈ (1/2, 1) to be determined and eventually identify the best s by optimizing several error terms. Actually, with the decomposition proposed, we split the L 2 error ofũ ε − u 0 into two parts. The trivial part is the L 2 estimate ofũ ε − u 0 over a small boundary layer Γ ε whose volume is O(ε s ). The interior part is much involving and splits further into 5 errors (I k , k = 1, 2, 3, 4, 5), which are contained in the following:
Total error of u ε − u 0 = Error E 1 coming from (1.11)
+ Error E 2 coming from trivial estimate in Γ ε + Error I 1 coming from (1.12) + Error I 2 coming from projection onto a tangent plane + Error I 3 coming from quantitative ergodic theorem + Error I 4 coming from regularity of homogenized boundary data + Error I 5 coming from changing variables back to ∂Ω.
The right-hand side of the last expression includes all the error terms needed to bound the total L 2 error of u ε −u 0 . We point out that the error E 1 is O(ε 1− ); the error E 2 contributes the exponent s in (1.10); I 1 and I 2 contribute to exponent 4(s − ; I 4 contributes to exponent
and I 5 is smaller and ignored. Note that the parameter γ, which quantifies the non-flatness of the boundary, is only involved in I 3 and I 4 , due to the presence of the Diophantine function in the arguments. We should also mention that the quantitative ergodic theorem for the estimate of I 3 was introduced in [7] and the (optimal) regularity of the homogenized data involved in the estimate of I 4 was first proved in [21] via an A p weighted estimate.
The outline of the paper is described as follows. The preliminaries are given in Section 2, including standard notations used throughout. Section 3 is devoted to the quantification of the non-flatness of hypersurfaces of finite type. In Section 4, we establish the approximation (1.12). In Section 5, we introduce a partition of unity on ∂Ω with the assumption κ(·) −1 ∈ L p,∞ (∂Ω) for some p > 0. Finally, Theorem 1.4 and hence Theorem 1.3 are proved in Section 6, as well as a theorem concerning the higher order convergence rate for non-oscillating boundary value problems.
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Preliminaries
Throughout we will use the following notations. The indices i, j, k, ℓ usually denote integers ranging between 1 and d, whereas the small Greek letters α, β, γ usually denote integers ranging between 1 and m. The vector e i ∈ R d stands for i-th vector of canonical basis of R d and e α ∈ R m stands for α-th vector in canonical basis of
We use S d−1 and T d to denote the d − 1 dimensional unit sphere and d dimensional torus, respectively. For the coefficient matrix A, we write A ε (x) = A(x/ε) for simplicity.
For real numbers a, b, we let a ∧ b = min{a, b} and a ∨ b = max{a, b}. As usual, C and c are positive constants that may vary from line to line and they depend at most on d, m, A and Ω as well as other parameters, but never on ε or the Diophantine constant κ. The dependence on A should be interpreted as both the ellipticity constant λ and
In Section 6, we use δ to denote an arbitrarily small exponent which may also differ in each occurrence.
Assume that A satisfies (1.2) and (
We introduce the matrix of Dirichlet boundary correctors
The homogenized operator is given by L 0 = −div( A∇), where the homogenized matrix
We also introduce the adjoint operator L *
, where A * = (a * αβ ij ) and a * αβ ij = a βα ji . Note that A * also satisfies (1.2), (1.3) and (1.4). Let χ * and Φ * ε be the adjoint correctors and the adjoint Dirichlet boundary correctors, respectively, associated with L * .
Let Ω be a bounded C 2,σ domain and σ ∈ (0, 1). The matrix of Poisson kernel P Ω,ε : Ω × ∂Ω → R m×m , associated with L ε in Ω, is defined by
where n(y) is the unit outer normal and G Ω,ε is the matrix of Green's function associated with L ε in Ω. The following uniform estimates in [8] will be useful,
and
Let P Ω be the Poisson kernel associated with the homogenized operator L 0 in Ω. Clearly, P Ω possesses the same estimates (2.1) and (2.2).
Recall that the two-scale expansion of the Poisson kernel of L ε in Ω was established in [17] ,
where R ε is the remainder term satisfying
The highly oscillating factor ω ε (y) in (2.3) is given by
and h(y) is the inverse matrix of a ij (y)n i (y)n j (y).
Let u ε be the solution of (1.1). By Poisson integral formula, we have
, which we will often refer to. Definẽ
Lemma 2.1. Let Ω be a bounded C 2,σ domain and let (1.2), (1.3) and (1.4) hold. Then
for any 1 ≤ q < ∞.
This follows readily from (2.3) and a similar proof can be found in [21, Lemma 2.3]. Thanks to Lemma 2.1, the estimate for
3. Quantification of hypersurfaces of finite type 3.1. Quantification of non-flatness. In this section, we develop a new idea involving the Diophantine condition to quantify the non-flatness of hypersurfaces of a domain which could be used in homogenization of oscillating boundary value problems. It turns out that this idea has a close connection with the sublevel set estimate and van de Corput's lemma in the theory of oscillatory integrals.
To begin with, we recall the Diophantine condition for a unit vector n ∈ S d−1 .
Definition 3.1. Given n ∈ S d−1 . We say n satisfies the Diophantine condition with some fixed µ > 0, if there exists some constant C > 0 such that
We call κ = κ(n) the Diophantine constant if it is the largest constant such that (3.1) holds. As a function of n, κ(n) will also be called the Diophantine function on
One can slightly generalize the Diophantine function from S d−1 to any closed smooth hypesurface S by considering κ • n(x) for all x ∈ S, where n(x) is the outer normal to S at x. As we have mentioned in Introduction, the fact (κ
played a crucial role in oscillating boundary value problems in strictly convex domains considered in [16, 7, 21] . For general smooth compact hypersurfaces, one might also ask if there is still some possible p less than
and what condition would exactly guarantee this. In this section, we will give positive answers to these two questions.
As stated in Introduction, for any x 0 ∈ S, we can translate and rotate the hypersurface so that S is given by its local graph
Proposition 3.2. Let S be a closed smooth hypersurface in R d . The following statements are equivalent:
(ii) the function h ω defined below satisfies
uniformly for any ω ∈ S d−1 ;
(iii) there exist some r 0 > 0 and C 0 > 0 such that for all x 0 ∈ S, its local graph satisfies
for all 0 < t < 1.
Proof. First, we show that (i) is equivalent to (ii). We assume the statement (i) holds. For a fixed ω ∈ S d−1 , we can find an orthogonal matrix O such that ω is the first column of O t , where O t is the transpose of O. This implies that ω · n = e 1 · On. Now a key observation is
As a result
where in the second inequality we used the condition (κ
Now we assume that the statement (ii) holds. Let 0 < t < 1. Observe that
Using (3.2) and (3.4), we have
Now we choose µ sufficiently large so that
for any 0 < t < 1. This finishes the proof of equivalence between (i) and (ii).
Next we show that (ii) is equivalent to (iii). Assume that (ii) is true. Let x 0 be a point on S and
, where r 0 is given in Definition 1.2. Recall that by definition, φ(0) = 0 and ∇φ(0) = 0. Note that in local coordinates
It follows from (ii) that
On the contrary, we now assume that the statement (ii) is false, which means that for any large M > 0, there exist w and t (depending on M) such that
Fix such w and t. Let r 0 be given by Definition 1.2. Then it is not hard to see that there exists some point x 0 ∈ S such that
where C depends only on S. Without loss of generality, we may assume ω · n(x) ≥ 0 for x in the set involved above. Now we have a simple observation: for any u, v ∈ S d−1 and u · v ≥ 0,
As a result,
for all x ∈ {y ∈ S ∩ B(x 0 , r 0 ) : 1 − [ω · n(y)] 2 < t}, where we also used (3.8) in the last inequality. It follows that
Again, we apply the local graph
at x 0 and use (3.6) and (3.7) to obtain
This, together with (3.9), leads to
Since M can be arbitrarily large, the last inequality contradicts to (iii). This completes the proof.
A straightforward application of Proposition 3.2 is to verify that every strictly convex domain satisfies the statements in Proposition 3.2 with p = d − 1. Actually, they are even sufficient and necessary condition of each other. 
Proof. First we assume that S is strictly convex. It is sufficient to verify (iii) of Proposition 3.2. For any fixed x 0 ∈ S, let φ x 0 be the local graph of S at x 0 . Since S is strictly convex, the Hessian matrix ∇ 2 φ x 0 (0) is positive definite and its eigenvalues are bounded below uniformly in x 0 . It follows from the mean value theorem that
if |x| < r 0 for some sufficiently small r 0 depending only on S. Hence
This proves the statement (iii) with p = d − 1.
On the contrary, suppose that S is not strictly convex, then there must be some point x 0 ∈ S such that the Hessian matrix ∇ 2 φ x 0 (0) is degenerate. Without loss of generality, we can rotate the coordinates such that
for sufficiently small t. It follows that,
for some constant C and for sufficiently small t. This contradicts to (iii) of Proposition 3.2 with p = d − 1 and hence the proof is complete.
since it requires rotation invariance for the hypersurfaces, which actually rules out any hypersurfaces containing a non-trivial portion of an affine hypersurface. This is even clear if we notice that the statement (iii), a type of sublevel set estimate, alleges that the hypersurface must bend at a certain degree at each point. However, it is possible to have a flat portion on S so that
In fact, if D is the union of all the flat portions of S whose normals satisfy the Diophantine condition, then it suffices to consider the remaining portion S \ D. Fortunately, with slight modification in (iii), Proposition 3.2 still holds with S replaced by S \ D.
Hypersurfaces of finite type.
In what follows, we will consider the hypersurfaces of finite type. Note that Definition 1.2 is given in a pure analytical way. To see that this condition is relatively mild, we state an equivalent geometrical definition: a compact hypersurface S is of finite type if at least one of the principle curvatures of S does not vanish to infinite order, uniformly at each point. In view of this, we remark that, except for d − 1 dimensional linear submanifolds (i.e., a portion of an affine hypersurface), some typical cases are allowed for hypersurfaces of finite type, including disconnected hypersurfaces (related to multiply connected domains), saddle points or saddle surfaces and lower dimensional linear submanifolds (such as the side surface of a 3 dimensional cylinder). Also, we mention that any compact real-analytic hypersurface not lying in any affine hypersurface must be of finite type; see [22] .
The next theorem, in connection with the well-known van de Corput's lemma and sublevel set estimate, indicates the importance of the notion of finite type for our application.
Theorem 3.5. Let φ be a smooth function of type k in some sphere
where the constant depends only on d, k, δ and φ C k+1 (B) .
(ii) (Sublevel set estimate) for any t > 0,
The proof of part (i) can be found in, e.g., [22, VIII.2] . The proof of part (ii) follows from part (i) via a simple trick (see [11, pp. Proof. (i) Let S be of type k. By the definition, for any x 0 ∈ S, the local graph
is a function of type k in B(0, r) for some r > 0 with lower bound δ > 0. Since S is compact and smooth, the parameters r and δ involved above can be chosen uniformly in
This proves (iii) of Proposition 3.2 and therefore implies all the statements in Proposition 3.2 are true due to the equivalence.
(ii) If S is not type k, then by Definition 1.2 and the compactness of S, there must be some point
Obviously, this contradicts to the assumption that Proposition 3.2 holds with some p > (d − 1)/k.
(iii) Finally, if d = 2, combining (i) and (ii), we obtain (iii).
We remark that for d ≥ 3, there is a gap between the exponents of (i) and (ii) in Proposition 3.6, which arises naturally since, in the worst case, the finite type condition is only satisfied in a certain direction along the tangent plane. So to fill this gap by using the sublevel set estimate, a condition of (strong) finite type applied to all directions and an extra assumption of convexity of certain type on the hypersurfaces may be required; see, e.g., [10, 19] Next, we will apply the van de Corput's estimate (3.10) to prove a homogenization theorem for operators with constant coefficients in a domain of finite type. We establish the convergence rate which is optimal in the sense of (3.10) and the purpose of doing so is to provide a comparison with later result dealing with oscillating coefficients. Precisely, we consider the following Dirichlet problem with constant coefficients
where constant matrix A 0 satisfies (1.2) and f (x, y) satisfies (1.3) and (1.4). Then we have Theorem 3.7.
Let Ω be a bounded, smooth domain of type k. Then the solutions of system (3.12) converges strongly in L 2 (Ω), as ε → 0, to some function u 0 , which is the solution of
wheref (x) =´T d f (x, y)dy. Moreover, there exists C independent of ε such that
Proof. Write f ε (y) = f (y, y/ε). Let P (x, y) be the Poisson kernel of operator −∇ · A 0 ∇ in Ω. By (3.12), (3.13) and the Poisson integral formula, one has
Now we can localize the integral by applying a partition of unity on ∂Ω. Precisely, we can construct finite smooth functions {η i : 1 ≤ i ≤ N} such that 1 = η i on ∂Ω and supp(η i ) ⊂ B(y i , r 0 ), y i ∈ ∂Ω, where r 0 is chosen suitably small. Moreover, |∇η i | ≤ C. Therefore,
(3.14)
Now we fix some η = η i with y 0 = y i and supp(η) ⊂ B(y 0 , r 0 ), and consider the integral in (3.14) with η involved. By translation and rotation we can transform the surface integral to the usual one in R d−1 . Precisely, we assume that z = O t (y − y 0 ) moves y 0 ∈ ∂Ω to origin and transforms the tangent plane at y 0 to z d = 0, where O is an orthogonal matrix. As a result, ∂Ω ∩ B(y 0 , r 0 ) is transformed to the local graph z d = φ(z ′ ) = φ y 0 (z ′ ) which satisfies φ(0) = 0 and ∇φ(0) = 0. Thus it is sufficient to estimatê
where z = (z ′ , φ(z ′ )).
Next we expand f ε (y) −f (y) in Fourier series, i.e., f ε (y) −f (y) = f m (y)e iε −1 m·y , where the sum is taken over all m ∈ Z d , m = 0. The last integral now is reduced to the estimate of
To simplify the expression, let n = |Q t m|
Then, (3.16) becomes
In view of the form of ϕ(z ′ ), the estimate of oscillatory integral (3.17) can be divided into two cases.
In this case, it is easy to see that |∇ϕ(z ′ )| ≥ 1/2 on B(0, 1/2). By a standard estimate of oscillatory integral, we have
Case 2: n d ≥ δ 0 , where δ 0 is the same as case 1. Now one takes advantage of the assumption that ∂Ω is of type k and use Theorem 3.5 (i) to obtain
Combining Case 1 and Case 2, and summing m over all m ∈ Z d \ {0}, one obtains the estimate for (3.15),
Using the smoothness of f , one can easily verifies that
where β is selected to minimize the second inequality. As a consequence, we obtain
On the other hand, the Agmon-type maximal principle implies |u ε (x) − u 0 (x)| ≤ C for all x ∈ Ω. Hence,
This ends the proof.
We end this section by a diagram illustrating the relationships between finite type condition, oscillatory integrals, the property of Diophantine function and homogenization; see d : x · n < −a} with n being the unit outer normal to its boundary
where A satisfies (1.2), (1.3) and (1.4), and f is smooth and 1-periodic. Instead of solving (4.1) directly, we try to find a solution of (4.1) with a particular form, i.e., u(
To identify the system satisfied for V a , let M be a d × d orthogonal matrix whose last column is −n. Let N denote the d × (d − 1) matrix of the first d − 1 columns of M. Since MM T = I, we see that NN T + n ⊗ n = I. It follows from (4.1) and the previous settings that V a must be a solution of
where B(θ, t) = M T A(θ − tn)M and F (θ) = f (θ). Observe that if V a is a solution of (4.2) with a ∈ R, then V a (θ, t) = V 0 (θ − an, t − a), which reduces the problem to the particular case a = 0. Now we collect some important results concerning the lifted system (4.2) in the following theorem.
The system (4.2) has a smooth solution V such that for all k, s ≥ 0,
where C depends only on d, m, k, s, A and F .
(ii) If n satisfies the Diophantine condition with constant κ > 0 and V is the solution of (4.2) given in (i), then there exists a constant V ∞ such that for all α ∈ N d , k ≥ 0 and s ≥ 0,
where C depends only on d, m, k, α, s, A and F .
(iii) Let n satisfy the Diophantine condition with constant κ > 0 andñ be any other unit vector in S d−1 . Let V and V be the solutions of (4.2) corresponding to n andñ, respectively. Define W = V − V . Then for any 0 < σ < 1,
where ( N , −ñ) is an orthogonal matrix and C depends only on d, m, σ, A and F .
The proofs of (i) and (ii) are more or less well-known and can be found in [15, 7, 18] . Statement (iii) was established in [21] recently for Neumann problems by applying a weighted estimate. The proof for Dirichlet problems is similar without any real difficulty.
For problems with non-convex domains, We will also need the extension of V from T d × [a, ∞) to the whole space T d × R. We state the result as follows.
3) where C depends only on k and d.
Proof. This may be proved by a standard construction; see [1] , for example. Without loss of generality, we may assume a = 0. Then definē
where λ 1 , λ 2 , · · · , λ k+1 are the unique solution of the system of k + 1 linear equations
Then one may verify thatV ∈ C k (T d × R) and (4.3) is satisfied.
As mentioned before, one solution of (4.1) can be given by
where V is the solution of (4.2) with a = 0, given by Theorem 4.1. Due to Proposition 4.2, we can extend
where λ j is given by (4.5). Thenū is a C k extension of u in R d . Moreover, there exist constants C, c > 1 depending at most on k, d and m such that for any x 0 ∈ ∂H d n (a) and r > 0, 
where f (y) is 1-periodic and smooth.
Fix x 0 ∈ ∂Ω. The main goal of this subsection is to find an approximation of u ε in a neighborhood of x 0 . To this end, we solve the Dirichlet problem in a half-space
where a = −x 0 · n 0 and ∂H d n 0 (a) is the tangent plane of ∂Ω at x 0 . Note that v ε has a form of v ε (x) = εv 1 (x/ε), and v 1 is the solution of
The existence of the solution of (4.11) or (4.10) as well as its estimates have been established via the half-space problem in Theorem 4.1 (i) and formula (4.6). Note that Ω \ H d n 0 (a) is non-empty for non-convex domain Ω. To approximate u ε in Ω, we could extend v 1 and hence v ε , in the form of (4.7) with k = 2, to the whole space R d . Letv ε denote the extended function of v ε . It follows from (4.6), (4.7) and (4.8) that Define w ε (x) = u ε (x) −v ε (x). Observe that by the definition ofv ε , w ε is a solution of L ε w ε (x) = 0 only in Ω ∩ H d n 0 (a). Now we prove the following. Theorem 4.3. Let w ε be constructed as above. Let ε ≤ r ≤ √ ε. Then for any σ ∈ (0, 1),
where C depends on d, m, µ, σ, Ω, A and f .
To prove the theorem, we require the following lemmas.
Lemma 4.4. Let u ε be a solution of (4.9), then one has for any k ≥ 0,
where C is independent of ε.
Proof. For k = 0, we use the Agmon-type maximal principle to obtain
For k > 0, we apply a blow-up argument. Set u ε (x) = εu 1 (x/ε). Then u 1 is a solution of
where Ω ε = {x : εx ∈ Ω}. Note that the C k character of Ω ε is controlled by that of Ω. It follows from the local Schauder's estimate that for any x ∈ Ω ε ,
for any k > 0, where C depends also on k. Changing variables back to u ε , we obtain the desired estimates (4.14).
Lemma 4.5. Letv ε be constructed as above, then one has for k = 0, 1, 2,
Proof. In view of (4.12), it suffices to consider the estimates for v ε . Let v ε (x) = εv 1 (x/ε). Then v 1 is the solution of (4.11), which can also be given by the Poisson integral formula Proof of Theorem 4.3. The proof follows a line of [7] , with modifications made to adjust to our setting of non-convex domains.
Step 1: Set up and conventions. First of all, since Ω is smooth, then for each point x 0 on ∂Ω, there is another domain Ω satisfying the following: The existence of such domains is obvious since smooth domains always satisfy the uniform interior spheres condition.
Let y ∈ ∂Ω and |y − x 0 | ≤ r 0 for some r 0 depending only on Ω. We will use the following conventions: letŷ denote the projection of y on ∂H d n 0
(a) such that y −ŷ is a multiple of n 0 ; letỹ denote the first point on ∂ Ω such that y −ỹ is a multiple of n 0 . Since both Ω and Ω are at least C 2 near x 0 , it is easy to see that for all y satisfying |y − x 0 | ≤ r 0 ,
This also implies |y − x 0 | ≈ |ỹ − x 0 | ≈ |ŷ − x 0 | if r 0 is sufficiently small. On the other hand, let n(y) andñ(ỹ) denote the unit outer normal of ∂Ω and ∂ Ω, respectively. Then
Step 2: We prove the estimate (4.13) in B(x 0 , r) ∩ Ω which is a subset of B(x 0 , r) ∩ Ω, i.e.,
where B r = B(x 0 , r) and ε ≤ r ≤ √ ε. The idea for the proof of (4.21) is similar to the case of convex domains since, by the definition of w ε , w ε is a solution of L ε w ε = 0 subject to certain Dirichlet boundary condition on ∂ Ω.
Indeed, it follows from the uniform Lipschitz estimate in C 1,α domains that
Note that ∇ tan can be written as (I −ñ ⊗ñ)∇ (which can be viewed as the projection of ∇ onto the tangent planesñ ⊥ ), whereñ is the unit outer normal of ∂ Ω.
We now deal with the estimate of ∇ tan w ε on B 2r ∩ Ω. Recall that
where we have used the mean value theorem in the first inequality, and used (4.14), (4.19) and (4.20) in the second one. Similarly, taking advantage of the fact v ε = f ε on the hyperplane
By the same argument as (4.23), we obtain
Combining (4.23) and (4.24), we have
where the last inequality holds for r ≥ ε.
A similar argument also shows that ∇ 2 tan w ε L ∞ (B 2r ∩∂ Ω) ≤ Cε −2 r 2 , which, by interpolation, implies ∇ tan w ε C σ (B 2r ∩∂ Ω) ≤ Cε −1−σ r 2 for any 0 < σ < 1. As a result, to see (4.21), it is left to estimate w ε L ∞ (B 2r ∩ Ω) .
Step 3: To estimate w ε (x) in B 2r ∩ Ω, we first claim that
Actually, write agian w ε = (u ε − f ε ) − (v ε − f ε ). Using the cancellation u ε − f ε = 0 on ∂Ω and mean value theorem, we have
where in the last inequality we have used (4.14) and (4.19). The estimate for |v ε (ỹ) − f ε (ỹ)| is the same, which proves (4.25).
Then we take advantage of the Poisson integral formula and split it into two parts,
(4.26) where P Ω,ε is the Poisson kernel of L ε in Ω and satisfies the same estimate as (2.2) with Ω replaced by Ω.
To estimate the first term on the right-hand side of (4.26), we apply (2.2) and (4.25),
where we have used the observation |y
To bound the second term on the right-hand side of (4.26), we note that (4.14) and (4.17)
It follows
This, together with (4.22) and the estimates for ∇ tan w ε in Step 2, proves (4.21).
Step 4: Finally, to extend estimate (4.21) to B r ∩ Ω, it suffices to note that ∂ Ω and ∂Ω are very close near x 0 and the C 2 regularity ofv ε are preserved, thanks to 4.17. Actually, for any point y * ∈ B r ∩ Ω \ Ω, there exist y ∈ B cr ∩ ∂Ω and correspondingỹ ∈ B cr ∩ ∂ Ω such that y * is on the segment connecting y andỹ. Then
where we have used (4.19) in the last inequality. Finally, applying (4.21) for ∇w ε (ỹ), we obtain
Combing this with (4.21), we obtain (4.13) as desired.
In view of (2.3), to study the oscillating behavior of ω ε , the difficulty is to understand the behavior of ∇Φ * ε near the boundary. This can be done by applying Theorem 4.3 to u * β
For each fixed x 0 ∈ ∂Ω, the system (4.10) associated with the adjoint operator L * ε and f ε = −εχ * β j (x/ε) has a solution v * β ε,j of form
where a = −x 0 · n 0 and V * β j
given by Theorem 4.1. Note that V * β j also depends on n 0 . Now letv β ε,j be the extension of v * β ε,j given by (4.7) with k = 2 and a change of variables. Precisely,
(4.28)
Then, one may deduce from Theorem 4.3 that Theorem 4.6. Let ε ≤ r ≤ √ ε and σ ∈ (0, 1). Then for any x ∈ B(x 0 , r) ∩ Ω,
A partition of unity
For simplicity of notation, throughout this section we will write κ • n(x) as κ(x) if no ambiguity. For a large class of smooth domains, such as domains of finite type addressed in this paper, it is reasonable to assume that
Obviously, γ ≥ 1.
In the next lemma, we will construct a Calderón-Zygmund-type decomposition adapted to the function κ(x). Essentially this L ∞ -based decomposition is a modified version of [7, Proposition 3.1] or a special case of L q -based decomposition in [21, Lemma 7.2] . However, in our application for general domains, the L ∞ based decomposition is more flexible and convenient. We mention that the partition of unity, provided by the next lemma, will play a crucial role in the analysis of oscillating Dirichlet problems. As in [21] , we first describe such construction in flat spaces.
Lemma 5.1. Let F be a bounded non-negative function on some cube Q 0 ⊂ R d−1 . Let τ > 0 be a small parameter. Then there exists a finite sequence of dyadic cubes (obtained by bisecting Q 0 ) P = P τ = {Q j : j = 1, 2, · · · } such that (i) The interiors of these cubes are disjoint.
(v) There exists an absolute constant C > 0 such that
Proof of Lemma 5.1. Let U be the set of all dyadic cubes in Q 0 such that (5.2) holds. We say Q is a maximal element of U if Q is not properly contained in any other cube in U. Let P denote the set of all maximal elements of U. Clearly, by definition, the interiors of cubes in P are disjoint and (5.2), (5.3) are satisfied for each Q j in P.
To see (ii), it suffices to note that F is bounded and hence (5.2) must be satisfied for sufficiently small cubes. And (iv) follows by a similar argument as [20, Lemma 3 .2] which we will omit here.
Finally, to see (v), let t = 2 −k ℓ(Q 0 ) be fixed. We consider the number of cubes Q j ∈ P with ℓ(Q j ) = t. It follows from (5.2) that
Set λ = tτ −1 , we obtain
Finally, replacing λ with 2 k λ in the last inequality and summing up all k ≥ 0, we obtain the desired estimate (5.4).
Let F ∈ L ∞ (∂Ω). Following the lines of [21] , we can perform a partition of unity on ∂Ω based on Lemma 5.1. For readers' convenience, we will provide the outline of the construction.
Fix x 0 ∈ ∂Ω. Let r 0 be sufficiently small so that B(x 0 , r 0 ) ∩ ∂Ω is given by the local graph in a coordinate system. Let ∂H d n 0 (a) denote the tangent plane for ∂Ω at x 0 , where n 0 = n(x 0 ) and a = −x 0 · n 0 . For x ∈ B(x 0 , r 0 ) ∩ ∂Ω, let
(a). Note that P is one-to-one from B(x 0 , r 0 ) ∩ ∂Ω to its image in ∂H d n 0 (a) and keeps length and measure comparable. To construct a partition of unity on B(x 0 , r 0 ) ∩ ∂Ω for F , we use the inverse map P −1 to lift a partition on the tangent plane, given in Lemma 5.1, to ∂Ω. Precisely, for a fixed cube Q 0 in ∂H
we apply Lemma 5.1 to Q 0 for function
This generates a finite sequence of dyadic cubes {Q j } satisfying the properties in Lemma 5.1. Let x j be the center of Q j and r j be the side length. Let Q j = P −1 (Q j ). Then
gives a decomposition of Q 0 . Also, letx j = P −1 (x j ) and t Q j = P −1 (tQ j ). Now for each
Note that by Lemma 5.1 (iv), 1 ≤ j η j ≤ C 0 on Q 0 , where C 0 is a constant depending only on d and Ω. Finally, we set
on Q j , ϕ j = 0 on ∂Ω \ 2 Q j , and |∇ k ϕ j | ≤ Cr −k j . Further more, the properties (iii) and (v) in Lemma 5.1 are preserved, i.e., 6) and
For our application in homogenization, we will apply the above decomposition to F = κ 1/γ , where γ is defined in (5.1). Let { Q j : j = 1, 2, · · · } be the generated cubes on ∂Ω and other notations are also kept as before. By (5.6), for each Q j , there exists z j ∈ 18 Q j such that
Lemma 5.2. There exists some C > 0 such that for each j,
Proof. Note that κ ≤ 1. This implies that r j ≥ τ , due to (5.6). To see the other direction, we first claim that for any 0 < q < p, x ∈ ∂Ω and 0 < r < diam(Ω), 9) where C depends only on d, q, γ and Ω. This claim is an extension of [21, Proposition 7.1], whose proof is almost the same. We omit the details here.
Now by (5.9) and (5.6), we have
The following lemma is the same as [21, Proposition 7.4] which will be useful to us. We give a simpler proof here based on (5.7).
where C depends only on α, γ, d and Ω.
Proof. It follows from (5.7) that
Proof of main theorem
We first prove Theorem 1.4 and then Theorem 1.3 follows readily from Proposition 3.6. The line of argument is similar to [21, 7] .
Due to Lemma 2.1, it is sufficient to estimate ũ ε − u 0 L 2 (Ω) , whereũ ε and u 0 are defined byũ
implies that h γν δ ρν n i n j a ρβ ij = δ γβ . As a result, (6.5) is reduced tō
This exactly coincides with the homogenized boundary data defined in Theorem 3.7 for Dirichlet problems with constant coefficients.
Proposition 6.2. Let x, y ∈ ∂Ω and |x − y| < r 0 . Suppose that n(x), n(y) satisfies the Diophantine condition with constant κ(x) and κ(y) respectively. Letf be defined by (6.5). Then (i) For any σ ∈ (0, 1),
where κ = κ(x) ∨ κ(y) and C depends only on d, m, σ, Ω and A.
(ii) For any 0 < q < q
Part (i) of the last proposition is taken from [21, Theorem 6.1], which actually holds for Dirichlet problem as well and follows from Theorem 4.1 (iii). The proof of part (ii) is similar as [21, Theorem 7 .5] with an obvious modification. Note that the convexity is not necessary in the proofs.
The rest of the proof is devoted to estimating u ε − u 0 L 2 (Ω) . To begin with, we perform a partition of unity on ∂Ω and restrict ourself on B(x 0 , r 0 ) ∩ ∂Ω for some x 0 and r 0 > 0 sufficiently small. So without any loss of generality, we may assume supp(f (·, y)) ⊂ B(x 0 , r 0 ) for any y ∈ T d . Then we construct another partition of unity on B(x 0 , r 0 ) ∩ ∂Ω adapted to F = κ 1/γ , by the method described in the last section, with
for some constant s ∈ [1/2, 1], which will be properly selected by optimizing several errors. Thus, there exist a finite sequence of {ϕ j } of C ∞ 0 positive functions in R d and a finite of sequence of surface cubes { Q j } on ∂Ω, such that j ϕ j = 1 on B(x 0 , 2r 0 ) ∩ ∂Ω. Note that ϕ j is supported in 2 Q j and |∇ k ϕ j | ≤ Cr −k j , where r j is the side length of Q j as before. Note thatx j is the center of Q j . Let Γ ε denote a boundary layer
and D ε = Ω \ Γ ε . By Lemma 5.3,
Thus for any q > 0,ˆΓ
where we have used the boundedness of u ε and u 0 .
To deal with the L q norm of u ε − u 0 on D ε , we introduce a function (see [21] )
where 0 ≤ t < d − 1.
Lemma 6.3. Let Θ t (x) be defined by (6.8) . Then if q > 0 and 0
The original lemma in [21] was proved for q ≥ 1. It follows trivially from Hölder's inequality that the lemma holds also for 0 < q < 1, which will also be useful for us. This lemma will play a key role and be used repeatedly in the following context.
As in [7, 21] , we splitũ ε − u 0 into five parts
where I k , 1 ≤ k ≤ 5, will be defined below and handled separately. We point out in advance that estimates for I 3 and I 4 essentially distinguish from the case of strictly convex domains and need more careful calculations. Let δ > 0 be an arbitrarily small exponent that might differ in each occurrence.
Estimate of I 1 : Let (6.9) and z j 's are specially selected as in (5.8). Note that I 1 comes from the error terms in (6.3), which by (4.13) is bounded by
for any σ ∈ (0, 1). Observe that
For R 2 , using |P Ω (x, y)| ≤ C|x − y| 1−d and |x − y| ≈ |x −x j | for x ∈ D ε , y ∈ B(x j , Cr j ), we have
Now we estimate R 2 by Lemma 6.3 in two separate cases. If 2(2 + σ) < d − 1, then we apply Lemma 6.3 directly with q = 2 and obtain
where we have used τ = ε s and chosen σ sufficiently small. Otherwise, we choose suitable q < 2 such that q(2 + σ) = d − 1 − σ < d − 1 and then apply Lemma 6.3
where again, σ is chosen sufficiently small. Clearly, (6.11) also implies |R 2 | ≤ C. Thus, a simple interpolation leads toˆD
Combining (6.10), (6.12) and (6.13), we obtain
Estimate of I 2 : Set
where ∂H d j denotes the tangent plane for ∂Ω at z j and P −1 j is the inverse of the projection map from B(z j , Cr j ) ∩ ∂Ω to ∂H d j . We clarify that in (6.9), n(y) is the outer normal of y ∈ ∂Ω. But in the second term of (6.14), y needs to belong to ∂H d j and hence we need to update n(y) = n(z j ) for all y ∈ ∂H wheref is defined in (6.5). To estimate I 3 , we apply the quantitative ergodic theorem in [7] . As we have mention in the estimate of I 2 , the outer normal in the definition ofω γβ,z j ε (y) is constant on ∂H Now it suffices to choose s ∈ [1/2, 1] properly to maximize the exponents for the bounds of I k 's, as well as (6.7). To simplify, we note that the bound of I 5 is controlled by I 4 and the exponent 2s in the bound of I 4 can be ignored since 2s ≥ 1. As a result, it is sufficient to maximize Remark 6.4. Note that the exponent α * for γ > 1 in (6.15) can be computed precisely by solving a linear programming problem. However, for lower dimensional cases (d ≤ 5), we can determine α * easily. And for higher dimensional cases , it is not hard to find a lower bound for α * . These will be treated separately in the following. which gives s = (1 + γ)/(2γ). Substituting this back we obtain that
Theorem 6.6. Let A and Ω be the same as Theorem 1.3. Assume that u ε is the solution of L ε u ε (x) = 0 in Ω,
on ∂Ω, (6.18) where g is smooth. Let u 0 be the solution of the homogenized problem of (6.18). Then there exist a unique function v bl independent of ε such that 19) for any δ > 0, where α * is given by (1.10). Furthermore, the function v bl is the solution of a non-oscillating Dirichlet problem 
