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ABSTRACT
In this thesis we discuss the non-equilibrium dynamics of one-dimensionalmany-body quantum systems in the presence of “constraints”. Constrainedsystems are characterized by the fact that, in a truly non-equilibrium pro-
cess the Hilbert space can not be fully “explored” within time scales proportional
to any microscopical parameter of the Hamiltonian. The importance of investi-
gating these kind of problems is twofold: on the one hand it is fundamental from
a theoretical perspective, in order to understand the robustness of ergodicity in
quantum systems and when (and if) there is a breakdown of thermalization. On
the other hand, it is important from the practical point of view, because the
precise control of low-dimensional quantum systems is expected to be extremely
useful for the future development of quantum technologies.
In this work we will describe two possible kinds of constraints: systems in which
the quasi-particle excitations, which are responsible for the spreading of the in-
formation during the time evolution, interact with a “confining” potential and
systems in which the dynamics is resctricted to a given sub-space due to energetic
suppressions which make some states unaccessible.
The structure of the thesis is as follows: in the first chapter 1 we will review some
fundamental aspects concerning thermalization both in quantum and in classical
systems. This problem has always attracted the attention of physicists but there
had been an increasing interest in the last twenty years due to extraordinary de-
velopment of experimental techniques with trapped cold atoms. These techniques
made the experimental observation of real-time dynamics in closed quantum sys-
tems for very long times possible and opened the era of quantum simulators. We
will illustrate the mechanism that is believed to lead to thermalization, i.e., the
so-called eigenstate thermalization hypothesis (ETH) and the two only accepted
exceptions to this paradigm: many-body localization and quantum integrability.
vIn chapter 2 we will discuss in detail the effect of “confinement of excitations”
on the relaxation properties. We will show how the thermalization of one-
dimensional quantum systems, expected to follow the ETH, is hindered by the
presence of confinement. We investigate, using both numerical simulation and
analytical techniques, the dynamics of the transport of physically relevant quan-
tities, e.g., the energy, starting from “regular” initial states. Our results suggest
an unexpectedly long transient phase during which the system does not thermal-
ize. This phenomenon, at least for finite times, is qualitatively similar to what
happens in systems in the many-body localized phase.
In chapter 3 we will show some recent developments in the study of constrained
quantum systems in the so-called Rydberg-blockade phase. In particular, starting
by discussing some recent experimental results, we will see how Rydberg atoms
chains, can be used to mimic theories which are extremely rich from the theoret-
ical point-view and which seem to violate the ETH.
In chapter 4 we will briefly review the notion of gauge theory, which is of utmost
importance in all the fields of modern theoretical physics and in the study of
fundamental interactions and we will explain the importance and the difficulties
in both simulations and experimental probes of lattice gauge theories. Then,
we will discuss one of the main topics of this thesis, namely the connections
between the phenomena of slow-dynamics observed in Rydberg-blockade atoms
chains and the dynamics in abelian lattice gauge theories. These two models are
connected by means of an exact mapping, This fact opens the doors to several
interpretation of the experimentally observed phenomena and, moreover, it shows
that with the-state-of-the-art experimental setups in cold atoms experiments it
is possible to perform large-scale simulations of lattice gauge theories. We will
also present some theoretical considerations that can help in the understanding
the very origin of the apparent ETH violation observed in Rydberg atoms setups.
Furthermore, we propose a set of experiments that generically show long-lived os-
cillations, including the evolution of particle-antiparticle pairs, and discuss how a
tuneable topological angle can be realized, further affecting the dynamics follow-
ing a quench. We will also show the connection between spin systems analyzed
in chapter 2 and abelian lattice gauge theories.
In the last chapter we will present our conclusions summarizing briefly the con-
tent of the previous chapters and we will illustrate some of the several possible
developments along the same research line.
The original contribution of this thesis is in the second and in the fourth chapter.
Some results reported in the second chapter are still unpublished.
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CHAPTER 1
INTRODUCTION
The investigation of non-equilibrium dynamics and relaxation of physicalsystems is something of utmost importance in theoretical physics andlies at the core of statistical mechanics. Since the beginning of the mod-
ern era of theoretical physics, scientists have been fascinated by the challenge of
understanding how the time evolution in systems with many microscopical con-
stituents can display non-trivial global phenomena. These phenomena belongs
to the realm of the macroscopic world and can be studied with effective theo-
ries, as for example thermodynamics. However, they depend on an underlying
microscopic world, sometimes governed by different law of physics, as, happens,
for example, for quantum systems. Building a bridge between these two differ-
ent physical worlds is the main ambition of statistical mechanics, which aims
of pursuing this objective by means of fundamental dynamical principles and
probability theory. Among the several different global phenomena that could be
studied using statistical mechanics, one of the most difficult and profound, is
the notion of thermalization, which is the relaxation toward a state to which it
is possible to associate a temperature. This is the main subject of this thesis.
The problem can be stated as follows: let us imagine a system constituted by a
large number of microscopic particles, each of which is governed by single-body
equations that can be either classical or quantum, depending on the nature of
the problem we want to study. The question is, given that in principle we could
solve the single particles equations, either exactly or with approximate methods,
why one should introduce a statistical description of the problem? Under which
circumstances (type of interactions, initial configurations, etc...) does the system
display ergodicity? In order to try to give an answer to these fundamental ques-
tions let us start by briefly reviewing the state of the art from a classical point
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of view. Since, ultimately, our interest is in the investigation of the dynamics
of quantum systems, a general overview on the problem can not avoid to deal
with concepts that include quantum ergodicity, quantum relaxation arising from
unitary dynamics; on these topics will be largely dedicated the next sections and
chapters of this work. In our view, however, a brief introduction on classical
systems is a good starting point for discussing, in a more familiar framework,
some concepts that will be of great importance, rephrased in a proper way, also
in the study of quantum systems [1].
1.1 Ergodicity in classical systems
Although the main subject of this thesis is the study of non-equilibrium dynamics,
in this section we will briefly recall some notions concerning the equilibrium
statistical mechanics in classical systems. A classical physical system formed
by f degrees of freedom can be described by using f generalized coordinates
(q1, q2, . . . qf ) and f conjugate momenta (p1, p2, . . . pf ). Using these coordinates
it is possible to build 2f -dimensional space which is called phase space. Every
point of this space identifies a microscopic state of the system under examination.
Given a Hamiltonian H(p, q), the motion of the systems is determined by the
canonical equations of motion:
p˙j = −∂H
∂qj
, q˙j =
∂H
∂pj
, (1.1)
and the time-dependent state of the system is a one-dimensional manifold in
the phase space. This trajectory is called the phase orbit of the system. For
conservative systems this orbit is forced to lie on a surface of constant energy. A
stationary configuration is a configuration in which one does not observe changes
in the expectation values of any observable, i.e., considering a generic observable
A
∂tA(q(t), p(t)) = 0. (1.2)
In the stationary state we have that
A(q(t), p(t)) = 〈A〉 = lim
T→∞
1
T
∫
∂S
dtA(q(t), p(t)), (1.3)
where the line integral is taken over ∂S the trajectory of the system. The limit
T → ∞ should be realistically understood as performing the average over a
time window Tobs  tmicro where tmicro is the smallest microscopic time scale
associated with the dynamics of the system. However, although it is fascinating
to think about an equilibrium expectation value as the result of the time-average
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over the system’s trajectory in the phase space, it is not useful for practical
purposes. In fact, it is utopian to keep track of the orbit of the system in phase
space, because the time scales associated to the dynamical evolution are extremely
small. What we mean here is that, although on a global scale the system is kept
in a stationary state, which results in the fact that the expectation value of any
observable does not change in time, from a microscopic point of view it continues
to evolve exploring different microstates in the phase space. For this reason it
is fundamental, in order to give some quantitative prediction, to introduce the
concept probability of microstates. In particular, let us callM the set of possible
microstates of the phase space of a system that are indistinguishable under some
macroscopic condition (e.g. all they have all the same energy); classically this
set M identifies a subspace of the phase space. The probability of finding the
system in one of these different partitions of the phase space M is given by its
volume measured according to some measure f(p, q)
Pr(M) =
∫
M
f(p, q)dq1dq2 . . . dp1 . . . dpf , (1.4)
this measure is the probability distribution function over the microstates. What
we described here is essentially what in physics is called a statistical ensemble,
that consists of set of accessible microstates and a distribution function. In this
context the expectation value of an observable is given by
A = 1N
∫
M
A(p, q)f(p, q)dq1dq2 . . . dp1 . . . dpf , (1.5)
where N is a normalization constant.
One of the most fundamental statistical ensemble is the microcanonical ensemble
which contains, with equal probability, all the microscopic states of the systems
which lie in an energy shell [E,E + δE], with δE  E, namely, it describes
isolated systems which have the energy as the only conserved quantity. In this
case, the measure over the microstates of the ensemble is constant, meaning that
all the microstates belonging toM(E, δE) have the same probability,
f(p, q) =
[∫
E<H<E+δE
dq1dq2 . . . dqfdp1dp2 . . . dpf
]−1
. (1.6)
This is the apriori equal probability principle [1, 2]. Let us rewrite Eq. (1.5) in
another form. Considering the limit δE → 0 in shell energy we obtain
Pr(∆σ) =
∫
∆σ
f(p, q)dσ, (p, q) ∈ σ(E), (1.7)
with
f(p, q)dσ =
(
dσ
|∇H|
)
/
(∫
H=E
dσ
|∇H|
)
, (1.8)
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where σ(E) is the surface of states in the phase space with constant energy E
and |∇H| =
√∑
i
[(
∂H
∂pi
)2
+
(
∂H
∂qi
)2]
.
In this limit we have:
A =
∫
H=E
A(q,p)dσ
|∇H| /
∫
H=E
dσ
|∇H| . (1.9)
Having achieved this, we are ready to introduce the main point of this paragraph:
is there any difference between the expectation value reported in Eq. (1.3) and
the one in Eq. (1.9)?
The answer to this question is provided by the ergodic theorem which states that
the average 〈A〉 of an observable A over a long time and the average A over the
region of all possible microstates in the phase space are equal, i.e.,
lim
T→∞
1
T
∫ T
0
A(q(t), p(t)) =
∫
H=E
A(q,p)dσ
|∇H| /
∫
H=E
dσ
|∇H| . (1.10)
The ergodic theorem was formulated as an hypothesis for the first time by Lud-
a) b)
Figure 1.1: Sketch of a non-ergodic trajectory (a) and an ergodic one (b). In the latter case
the trajectory covers almost the allowed surface of the phase space.
wig Boltzmann [3], who assumed that a phase space trajectory Pt of a system, in
the course of time, completely covers a surface of allowed microstates, called er-
godic surface, leading to the result of Eq. (1.10) and thus allowing for a statistical
description of the equilibrium state of systems. His initial assumption, however,
was not rigorously correct because a manifold ∞1, as the phase trajectory, can
not cover a manifold ∞2f−1 [1]. Therefore the Boltzmann’s hypothesis was re-
placed by another, less stringent assumption, i.e., the quasi-ergodic hypothesis,
stating that the phase trajectory passes through any neighborhood of any point
of the ergodic surface, as sketched in Fig. 1.1.
The conjecture has been proved, becoming than a theorem, by the mathemati-
cians Birkoff, von Neumann and Koopman only in the 1930’s [4, 5, 6, 7].
The core of the proof is based on the fact that Hamilton equations reported in
Eq. (1.1) preserve the volume of the phase space. This result is the well-known
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Liouville theorem which states that the volume of an arbitrary subset of phase
space is invariant under the transformation induced by the Hamilton equations.
In other words, natural motion resembles a flow of an incompressible fluid occur-
ring in a 2f−dimensional space. The presence of conserved quantities constrains
the motion to limited parts of the ergodic surface1, however, generic systems do
not have integrals of motion other than energy, angular momentum or linear mo-
mentum. Using the notions previously introduced with the Liouville’s theorem
it is possible to prove the ergodic theorem, however we will not discuss here the
details of the proof, that can be found in classic literature of statistical mechanics
(see, e.g., Chapter 5 of Ref. [8]).
The scenario discussed so far concerns generic systems; however, there is a special
class of systems, which we want to focus on now, that do not follow the ergodic
theorem: integrable systems. A classical systems with n degrees of freedom, and
hence 2n−dimensional phase space, is said to be integrable if there exist n inde-
pendent, nontrivial integrals of motion, i.e. if we can find Q1 . . .Qn quantities
and a Hamiltonian H such that
{H,Qi} = 0, ∀i = 1, . . . , n, (1.11)
where the Poisson’s bracket between two quantities f(qi, pi) and g(qi, pi) is defined
as
{f, p} =
N∑
i=1
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
. (1.12)
Integrable systems rarely describe actual physical systems, but they are important
because they are exactly solvable and, in addition, many real physical systems
(e.g., planetary systems) can be described as suitable perturbations of integrable
systems [9]. A remarkable aspect about integrable systems is reported in the
Liouville-Arnold theorem [10], which states that a system with independent and
commuting, meaning that they have mutually zero Poisson’s bracket, integrals of
motion (charges) satisfies the following properties:
• the phase space is partitioned into “level sets”
Mq = {ξ : Qi(ξ) = qi, i = 1 . . . n}, (1.13)
each of which is invariant under the flow generated by the time evolution.
• For a given value of the charges q = (q1, . . . , qm), Mq is diffeomorphic to
Tm × Rm−n, where Tm is a m−dimensional torus. This means that the
phase space is divided in charge sectors.
1This argument will be treated in detail in the next sections, here we give just a small
anticipation
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• Assume thatm = n, in this caseMq is diffeomorphic to a n−torus. Accord-
ingly, it is possible to introduce a set of new variables in terms of which the
motion on every torus is simpler. These new coordinates are called action
- angle variables J1 . . . Jn, θ1 . . . θn and evolve in time as
Jk(t) = Jk(0), θk(t) = ωk(J)t+ θk(0), ωk(J) =
∂H
∂Jk
. (1.14)
• Given an initial point ξ(0) onMq, the time evolved trajectory point ξ(t) is
a multi-periodic function of the angles θ1 . . . θn which can be obtained by
quadratures.
What this theorem is telling us is that for integrable systems the constraint
induced by the conservation of charges affects the motion by dividing the phase-
space in invariant n−tori depending on their initial value. It should now be clear
why these systems are nonergodic: the phase-space can not be fully explored by
the time-dependent trajectory. However, it interesting to analyze what happens
if we restrict on one of these tori. Indeed, in this case, the dynamics reduces
to a rotation on the torus and it can be decomposed into that of n indepen-
dent one-dimensional harmonic oscillators. Note however, that the analogy is
not completely correct, because the corresponding frequencies may depend in a
highly nontrivial way on the action coordinates J1 . . . Jn.
There can be two different scenarios, if the rotational frequencies are incommen-
surable, ωmωn = k with k irrational, the trajectory on the torus will densely cover
it, and with some abuse of language, we could say that the system is ergodic on
each torus. In this case the equilibrium properties are effectively described in
a probabilistic framework by means of the so-called generalized Gibbs ensemble
(GGE):
ρGGE =
e−
∑
k
βkQk
Z
, (1.15)
where Qk are the conserved charges. In fact, such a generalized Gibbs ensemble
is constructed by taking into account, with proper Lagrange multipliers βk, the
constraint induced by the initial values of the conserved charges. The k = 0
charge is, usually, the energy itself. If there is only one conserved charge, the
GGE reduces to the usual Gibbs ensemble and the system is ergodic. The func-
tional form of the probability distribution is found by maximizing the entropy,
this means, by finding the less biased distribution according to our knowledge of
the system [11]. We will return on this topic in next section.
The other possible scenario occurs when the ratio between the oscillation fre-
quencies is rational, ωmωn = k with k ∈ Q. In this case, after a finite number
of oscillations, the trajectory comes back to its initial point and the motion is
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periodic on the torus, resulting in the impossibility of using the ergodic theorem
to describe the equilibrium properties of the system. These systems, as we dis-
cussed, are extremely “fine-tuned” , however the existence of these two scenarios
is extremely important because when we perturb an integrable system the tori
on which the motion is periodic (see Fig. 1.2) are destroyed by the perturbation,
while the “ergodic tori”, the ones fully covered by the trajectories, survive and
affect the motion with quasi-periodic trajectories that induce long prethermal
phases. This is the main result of the famous Kolmogorov-Arnold-Moser (KAM)
Figure 1.2: Sketch of a non-ergodic trajectory on a torus. The curve wraps several times but
it returns periodically in its original position and the torus is not densely covered.
theorem [12, 13, 14]. In the next paragraph we introduce briefly the topic of
quasi-integrable systems by discussing one of its most prominent examples, the
Fermi-Pasta-Ulam -Tsingou problem2. [16, 17, 18].
Fermi, Pasta, Ulam and Tsingou decided, in 1953, to study the thermalization
process in a solid. This work is considered pioneering for two reasons: on the
one hand they found an apparent paradox concerning the relaxation properties
of a classical many-body system opening the era of an intensive study of non-
linear physics. On the other, it is the first work in which there is a large use of
computer simulations to inspect the dynamics of a statistical system. For this
purpose it was used the computer MANIAC, which can be considered the first
machine able to perform such calculations, it was settled in the Los Alamos Lab-
oratories (USA). The main contribution of W. Tsingou was to write codes for this
computer, a task that was not trivial in the 50’s.
The idea of Fermi was to simulate the thermalization that occurs in solids using a
model of N particles coupled by springs that follow Hooke’s law but with a small
nonlinear interaction term. This anharmonicity, in his mind, would have driven
the system to equipartition of the energy among the oscillation modes (thus re-
specting ergodicity) starting from an initial state with only one mode populated.
2 See Ref. [15] for an explaination of the long-unknown role of the female scientistW. Tsingou
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To be more concrete, the Hamiltonian describing the system is:
H =
N∑
i=0
p2i
2m +
N∑
i=1
1
2(ri+1 − ri)
2 +
N∑
i=1
α
3 (ri+1 − ri)
3 +
N∑
i=1
β
4 (ri+1 − ri)
4, (1.16)
with N the number of particles, ri their position, α, β > 0. The terms propor-
tional to α and β are the non-linearities that should be responsible for the ther-
malization of the system. It was, indeed widely known that a system α = β = 0,
would have not thermalized. It was observed that, after a transient phase in
which all the modes of the oscillators (k = 1, 2, . . . ) were equally populated obey-
ing then equipartion of energy, the system returned to its initial configuration
with almost all the energy in the initially populated mode. Therefore contrary
to what it was expected, the system did not show thermalization. This problem
puzzled physicists for decades and there were some attempt to link this peculiar
behavior to the KAM theory, but this explanation was soon found to be unsatis-
factory. The solution to this paradox requires to take into account the existence
of localized excitations responsible for the drifting away from thermalization of
the system; these localized excitations were named solitons.
Another interesting aspect of this problem is that the relaxation process can be
connected to the classical Toda model, that is an integrable model. In particular,
it is possible to see that, at short times, the state of the FPU chain is completely
determined by ergodic Toda tori that are not “destroyed” by the perturbation.
This fact thus enable a transient statistical description of the state in terms of a
GGE (see Ref. [19] and references therein for details). We will not further treat
this problem here because it is not the main topic of this thesis and especially
because it would be impossible to give an exhaustive description of it in a few
lines. We, however, considered interesting to touch on this argument in order
to show how also the dynamics of very simple classical systems could be not yet
fully understood and how it is still stimulating the interest of a large part of the
statistical physics community.
To summarize this section, we have seen how from a classical point of view
generic systems, with no extensive number of conserved charges, are ergodic.
Integrable systems, instead, are non-ergodic, although, for the majority of them,
a statistical description of the equilibrium state is still possible using the GGE.
Quasi-integrable systems presents peculiar and highly nontrivial relaxation prop-
erties: the dynamics on short time-scales (compared to the inverse strength of
non-integrable perturbation) display prethermal phases characterized by fictitious
relaxation to a non-ergodic phase.
Some of these results have been obtained by studying the behavior of trajecto-
ries in the phase space. From a quantum point of view this approach does not
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work, because it is not possible to introduce a phase space, due to the uncertainty
principle, in the next section we will see how to deal with this problem.
1.2 Relaxation in quantum systems
In this section we introduce the main topic of this thesis: relaxation in quantum
systems. By relaxation we mean the approach to equilibrium after a perturbation
to the systems that took it in a non-equilibrium configuration. This equilibrium
state can be either thermal (or chaotic, we will often use this term as synonyms
here), meaning that it is possible to associate a temperature to the final state,
or not, in the latter case we will talk about ergodicity breaking. As we have
already stated in the previous section, for quantum systems the situation is a
bit more involved compared to the classical case. This topic has stimulated the
interest of physicists since the early days of quantum mechanics [20]. However,
thanks to an incredible advance in this field occurred in the last fifteen years it
is now possible to construct extremely controlled quantum systems which keep
their coherence sufficiently long to observe, in actual experiments, time-evolution
and relaxation. The impossibility to extend classical results concerning ergodicity
to quantum systems does not mean that we can not use a statistical approach
for describing the equilibrium properties in many-body quantum systems. It is
possible to introduce the notion of Gibbs ensemble also in this case by means
of the density matrix representation of quantum states, let us briefly review
some basic notions about quantum statistical mechanics [1]. The representation
of quantum states in terms of density matrix is particularly suitable when we
deal with systems in which there is a lack of information that does not permit
the construction of the entire system’s wave function, namely, when we have
mixed quantum states, that are an incoherent superposition of pure states [21].
Averaging over a mixed state in order to compute the expectation value of a
generic observable A, has, in this case, a twofold nature. It considers both the
average over the intrinsic probabilities of the quantum mechanical description and
the average over the statistics of the mixture. Also pure systems can be described
using density matrix representation, in this case only quantum fluctuations are
taken into account. Before proceeding let us understand under which hypotheses
the characterization of a thermal quantum state through the ensembles technique
makes sense.
Let us consider a quantum system described by a Hamiltonian H and let us
consider an initial state described by the wave-function |Ψ(0)〉 that is not an
eigenstate of H. The |Ψ(0〉) can be decomposed in terms of the eigenfunctions
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|ϕn〉 of H:
|Ψ(0)〉 =
∑
n
cn|ϕn〉. (1.17)
The time evolved state is:
|Ψ(t)〉 =
∑
n
e−iEn/~cn|ϕn〉 (1.18)
If we consider a certain observable A, its expectation value at time t is:
〈Ψ(t)|A|Ψ(t)〉 =
∑
n,m
c∗m(t)cn(t)〈ϕm|A|ϕn〉, (1.19)
where cn(t) = e−iEn/~tcn.
In a system in thermal contact with a bath we can divide the Hilbert space as
S⊗E, where S is the system under investigation and E is the environment. The
wave-function of this larger world can still be written as
|Ψ〉 =
∑
j
cj,E |φ〉S , (1.20)
however in this case the coefficients cj ’s are elements of the environment E. If
we consider an observable acting on the original system only: 1E ⊗OS , we have
that its expectation value can be written as
〈Ψ(t)1E ⊗OSΨ(t)〉 =
∑
m,n
〈cm(t)cn(t)〉E〈φm|Oφn〉S . (1.21)
In an actual measure what is detected is the average over a time that is large
with respect to the molecular time scale, therefore we measure
〈O〉 =
∑
m,n
〈cm(t)cn(t)〉E〈φm|Oφn〉S (1.22)
usually, extremely difficult to describe exactly the interaction between the envi-
ronment the the system we are studying. It is therefore postulated that, in this
case:
cm(t)∗cn(t) = |cn|2δn,m. (1.23)
In statistical physics this postulate is known as random phases postulate, and
states that a quantum subsystem in thermal equilibrium with a bath is an inco-
herent superposition of the eigenstates of the Hamiltonian H of the system. The
physical meaning of this postulate is that the interaction between the system and
the bath cancels all the quantum interferences among the states during the mea-
sure procedures. This is what is usually referred as a “statistical mixture”. Under
the assumption of the random phases postulate the value of a certain observable
can be written as:
〈A〉 = Tr(ρA), (1.24)
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where ρ = ∑n |cn|2|φ〉〈φn| is the density matrix of the mixed state.
Let us consider a simple example that will clarify a bit why the random phases
postulate is physically reasonable. Let us take a system S with two eigenstates
(|1〉S and |2〉S) in thermal equilibrium with an environment E that is in the state
|E〉0, and let us suppose that the environment E is much bigger than the system.
The initial state |φ0〉S+E of the composed system S + E is generically described
by the wave function:
|φ0〉S+E = (α|1〉+ β|2〉)⊗ |E〉0 = α|1, E0〉S+E + β|2, E0〉S+E . (1.25)
If we suppose to have a weak interaction Hin between the environment and the
system of the type:
Hin = C1|1〉〈1| ⊗ V + C2|2〉〈2| ⊗ V,
where V is the Hamiltonian of the environment, after a time interval t the state
will evolve in
|φt〉S+E = α|1, E(1)t 〉S+E + β|2, E(2)t 〉S+E , (1.26)
in which |E(1/2)t 〉 are the states of the environment which evolves due to the
interaction with the system. The density matrix of the system S is
ρS = ρ11|1〉〈1|+ ρ12|1〉〈2|+ ρ∗12|2〉〈1|+ ρ22|2〉〈2|, (1.27)
the matrix elements can be calculated by using the definition of the reduced
density matrix ρS = TrE [|φt〉S+E〈φt|]:
ρ11 = |α|2,
ρ22 = |β|2,
ρ12 = α∗β〈E(1)t |E(2)t 〉.
(1.28)
At this point we can make some observations. The environment has a lot of
degrees of freedom, by hypothesis it is much larger than the system S. It is
reasonable to assume that the states of the system are randomly coupled with
the states of the environment, this results in the fact that 〈E(1)t |E(2)t 〉  1, which
means that ρ12 can be neglected compared to ρ11 and ρ22 and the reduced density
matrix ρs is practically diagonal. This argument can be extended to systems with
more than two degrees of freedom.
What we have stated so far holds rigorously for systems coupled to a bath in the
thermodynamic limit, however we are interested in the study of isolated quantum
systems for which the situation is a bit different. If a system is prepared in a
pure state:
ρin = |Ψ(0)〉〈Ψ(0)|, (1.29)
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the unitary time evolution
|Ψ(t)〉 = e− iHt~ |Ψ(0)〉, (1.30)
due to the Schrödinger equation will maintain it in a pure state all times. Accord-
ingly, in order to adapt the argument previously introduced for systems coupled
to a bath with many degreees of freedom, we have have to introduce some addi-
tional notions, first of all the concept of locality. An observable O is said to be
local if depends on a limited portion of the system, i.e., O(xi, xi+1, xi+2), with
xj spatial coordinates. The actual mechanism behind thermalization in isolated
quantum systems will be defined properly in the section concerning the eigen-
state thermalization hypothesis (ETH), however, let us specify here precisely the
meaning of relaxation in isolated systems. Let us consider a quantum system,
A BB
Figure 1.3: Interaction between subsystems in an isolated quantum system
and let us divide it in two parts, A and B, as in Fig. 1.3. Let us imagine to
concentrate on the subsystem A. In this case we can describe our subsystem
integrating out the degrees of freedom of the rest
ρA = TrB|ΨA+B〉〈ΨA+B|. (1.31)
The obtained ρA is a statistical mixture, in this case we can say that the system
acts as its own bath. In studying the dynamics, however, we have to pay attention
to the proper definition of infinite time limit. In fact if we consider a finite
subsystem of a finite system and we take naively the limit t → ∞ for the time-
dependent expectation value of a local observable, Ox(t) with x ∈ A, i.e.
lim
t→∞〈Ox(t)〉, (1.32)
we will observe quantum revivals, that are periodic restoring of the initial condi-
tions, as long as the dynamics is unitary. In order to see a non-trivial approach
to an equilibrium state we must pay attention in a proper re-scaling of the time
with the size L of the system. To be more precise, we have to consider the ther-
modynamic limit for the system before considering the infinite time limit. The
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correct order of the limits is, accordingly
lim
t→∞ limL→∞〈Ox(t)〉, (1.33)
where L is a typical length scale of the system, the two limits do not commute.
Therefore we can say that our system relaxes locally if
lim
t→∞ limL→∞ ρA(t) = ρA(∞), (1.34)
exists for any subsystem A. This is a definition of relaxation in an isolated quan-
tum system, we stress, again that a system is said to be thermal if it is possible
to associate a temperature T to the equilibrium state ρA(∞). In order to study
the approach to equilibrium and to understand under which conditions (spatial
dimensionality, interactions, conserved quantities. . . ) a quantum systems ther-
malizes we have to keep track of the time evolution of local observables in purely
non-equilibrium processes.
Taking a system out of equilibrium means that we evolve it with a Hamiltonian
of which the initial state describing our system is not an eigenstate [22]. There
are many ways for driving a quantum system out of equilibrium: considering a
quantum system in an eigenstate of Hsys, it is possible to add a time-dependent
potential Hsys + V (t) that periodically drives the system out of equilibrium, i.e.
V (t+T ) = V (t). Another possibility is to consider a potential V (t) which acts as
a ramp, meaning that it perturbs the system for a given finite time window. The
protocol in which we are interested in is the so-called quantum quench. A quan-
tum quench is an abrupt change of a parameter λ of the Hamiltonian H(λ) that
describes our system. By “abrupt” we mean that the change of the parameter λ
from the initial value λ0 to a final one λf should be done in a time δt that is smaller
than the smallest time-scale τ of the system, that usually coincide with the largest
difference among two contiguous energy levels τ−1 = El+1 − El, in proper units.
In discussing approach to equilibrium we will focus mainly on one-dimensional
quantum systems for the following reasons: one dimensional quantum systems
are experimentally realized in many contexts, e.g., cold atoms quantum simula-
tors, quantum wires, quantum carbon nano-tubes and also higher dimensional
quantum magnets with particular symmetries [23]. Secondly, they are simpler to
treat with respect higher-dimensional quantum systems from the numerical point
of view because of the lower dimensionality of the Hilbert space and the smaller
entanglement entropy growth. Furthermore one dimensional systems presents
highly non-trivial aspects. As we will see in the next section, for example, it
is possible to have strongly interacting models that can be exactly solved and
presents an extensive number of non-trivial conserved quantities, this last aspect
is crucial in the discussion about approach to equilibrium, as we have seen in the
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classical case. Accordingly, the study of non-equilibrium one-dimensional quan-
tum systems is extremely interesting, especially in view of the fact that exactly
solvable higher-dimensional systems are essentially free models [24] with trivial
conserved quantities that relax towards Gibbs thermal ensembles.
1.2.1 Integrable systems
One-dimensional quantum integrable models are fine-tuned models which present
peculiar and extremely interesting properties of the equilibrium state reached
after a quantum quench. By fine-tuned we mean that these systems are ex-
tremely sensitive to external perturbations; given an integrable Hamiltonian
Hint =
∑
j g
jOj , with j spatial indices (which we will consider discrete as we
will mainly focus on lattice models) and Oj local operators, if we perturb our
system with non-integrable operators H = Hint +
∑
s gsOs the integrability (and
all the characteristics of the equilibrium state that ensue) is destroyed. The the-
oretical interest in these models has raised again only recently, in fact it is now
possible to construct highly controlled quantum setups that mimic extremely well
these systems by reducing as much as possible the breaking of integrability due
to noise and experimental imperfections, making it possible to probe the fasci-
nating relaxation properties. In the last section of this chapter we will show some
examples of experimental implementations. In this section, we will closely follow
what is reported in a very nice collection of reviews [25] about this topic that
summarizes the last ten years of intense theoretical effort. In particular, we will
focus on the reviews concerning the role of local charges in equilibrium proper-
ties of one-dimensional spin chains and the construction of the generalized Gibbs
ensemble (GGE) [26, 27].
There are different ways of defining a quantum integrable system, but none of
the possible definitions is rigorous. A suitable working definition of quantum in-
tegrability can be done starting from the classical case discussed earlier. We can
assert that a quantum system is integrable if one can find an infinite set of local
(or quasi-local) integrals of motion. Let us note that this definition resembles the
classical one upon the substitution of the Poisson bracket with the commutators
{, } → i
~
[, ]. (1.35)
We therefore obtain the following definition: a one-dimensional quantum system
in thermodynamic limit is integrable if there exists an infinite set {Im} of local
operators such that
[H, Im] = 0 and [Im, In] = 0, ∀m,n. (1.36)
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By local we mean that Im =
∑
j Ij where j is a spatial index running on the
lattice sites and Ij are densities involving only a finite number of sites, e.g.
Ij = Oj−1,j,j+1. The role of quasi-local operators, i.e. operators whose density
decades exponentially in space is discussed in Ref. [28]. The request of locality
or quasi-locality of the integrals of motion is of fundamental importance. In
fact, in a quantum system it is always possible to find an infinite set of mutually
commuting conserved charges. For example, if we consider the projectors Pk on
the eigenstates |k〉, i.e.,
Pk = |k〉〈k| (1.37)
they fulfill these conditions. Without requesting locality it would turn out that
every quantum system is integrable, which is clearly not the case. It could seem
artificial to impose the locality of the integral of motion but actually this request is
very profound. In fact, as we stated in the previous section, an isolated quantum
system relaxes locally and behaves as a mixed state only when the degrees of
freedom external to the subsystem A of interest are integrated out (see Fig. 1.3).
Accordingly, it is reasonable to concentrate on local conserved charges since we
want to inspect the local properties of the system. As we have pointed out earlier,
in a system which has only the energy E as conserved quantity,
E = Tr(ρ(t)H) = Tr(ρ(0)H), (1.38)
the equilibrium state is described locally by an ordinary Gibbs ensemble
ρloc = ρGibbs =
e−βeffH
Tr(e−βeffH) , (1.39)
in which the effective temperature βeff is fixed by the initial energy density
e = lim
L→∞
1
L
Tr(ρ(0)H) = 1
L
Tr(ρGibbsH). (1.40)
In case we have an extensive set of local conserved charges, as in Eq. (1.36) we
have to consider the fact that the presence of integrals of motion influence the
non-equilibrium dynamics of the system after a quantum quench. In fact, the
constraint imposed by the conservation laws:
〈Ψ(t)|Im|Ψ(t)〉 = const. ∀m, (1.41)
restricts the dynamics on a fixed sector of the Hilbert space where the operators
have a given expectation value. Accordingly the equilibrium state can not be
longer described by a simple Gibbs ensemble, but we have to introduce a general-
ized Gibbs ensemble (GGE) wihch takes into account the charges’ sector in which
we are. The generalized Gibbs ensemble can be constructed, as we have already
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outlined in the previous section, using the maximum entropy principle [11]. The
GGE distribution can be therefore written as
ρGGE = e
−
∑
n
λnIn
Tr(e−
∑
n
λnIn)
, (1.42)
in which the In are the local integrals of motion whose initial values fix the La-
grange’s multipliers λn, as it happens for the temperature in the case of the Gibbs
distributions. Let us show a concrete example of generalized Gibbs ensemble: for
this purpose we consider the prototypical transverse field Ising chain (TFIC) with
Hamiltonian
H(h) = −J
L∑
j=1
(
σxj σ
x
j+1 + hσzj
)
, (1.43)
where σαj are the usual Pauli’s matrices on site j. This model, as the others that
we will consider in this thesis, is short ranged. Hamiltonian (1.43) is an example
of integrable model and it is exactly solvable in terms of free fermions [29], ac-
cordingly, in the thermodynamic limit L → ∞, it has infinitely many conserved
charges [30],
I(1,+) = H(h) (1.44)
I(n,+) = −J
∑
j
[
(Sxxj,j+n + S
yy
j,j+n−2) + h(Sxxj,j+n−1 + S
yy
j,j+n−1)
]
≡
∑
j
I(n,+)j
(1.45)
I(n,−) = −J
∑
j
(Sxyj,j+n − Syxj,j+n) ≡
∑
j
I(n,−)j , (1.46)
where Sα,βj,j+l = σαj
[∏l−1
k=1 σ
z
j+k
]
σβj+l and S
yy
j,j = −σzj . A remarkable aspect of free
theories, as the TFIC once we have written (1.43) in terms of Jordan-Wigner [31]
fermions, is that the GGE can be cast, equivalently, in terms of mode occupation
number [32]. In fact, following [26], let us consider a tight-binding fermionic
model
H = −J
∑
j
c†jcj+1 + h.c.− µ
∑
j
c†jcj {c†i , cj} = δi,j , (1.47)
where the cj are zero-spin fermionic operators. Moving to Fourier space the
Hamiltonian can be written as
H =
∑
k
[−2J cos k − µk]c†(k)c(k). (1.48)
It is easy to find for such Hamiltonian a set of mutually commuting conserved
charges, e.g., the occupation number n(k) = c†(k)c(k) of the modes. However,
these charges are not local and therefore, apparently, these conserved operators
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are not proper for building the GGE. A suitable set of charges for this purpose,
in this case, is:
I(n,+) = 2J
∑
k
cos(nk)c†(k)c(k) = J
∑
j
c†jcj+n + h.c., (1.49)
I(n,−) = i2J
∑
k
sin(nk)c†(k)c(k) = iJ
∑
j
c†jcj+n − h.c.. (1.50)
Nevertheless it is possible to show that these integrals of motion I(±) can be
written as a linear combination of the mode occupation number n(k). It is for
these reason that the generalized Gibbs ensemble for free theories can be, in
general, cast in the form
ρGGE = e
−
∑
k
µknk
Tr(e−
∑
k
µknk)
. (1.51)
It is important to emphasize the fact that the generalized Gibbs ensemble is
profoundly different from a thermal Gibbs ensemble: the existence of an infinite
number of conserved charges makes it possible for the quantum state to retain an
infinite amount of memory of its initial conditions. Accordingly, the equilibrium
states described by the GGE are extremely different from the ones predicted by
a thermal ensemble. In order to show this aspect let us show an example [32]
considering a Hamiltonian of hard-core bosons:
H = −J
∑
j
b†jbj+1 + h.c. +
∑
j
Vjb
†
jbj . (1.52)
“Hard core” means that they behave as fermions, i.e., they cannot occupy the
same quantum state, but they do not have exchange antisymmetry. This Hamilto-
nian can be straightforwardly diagonalized using a Jordan-Wigner transformation
and therefore it is equivalent to a free fermionic one. An important aspect of this
model is that is easily realized experimentally using cold atoms. Let us consider,
for the model in Eq. (1.52), a non-homogeneous initial state and let it evolve
for a given period of time, until we observe a relaxation towards an equilibrium
state. A particularly interesting observable is mk(t) = 〈Ψ(t)|mk|Ψ(t)〉, the time-
dependent momentum occupation number, where m(k) = b†kbk. This observable
is particularly suitable also for experimental purposes. In Fig. 1.4, it is reported
the time-evolution of m(k) after a quantum quench and its equilibrium value;
this is compared with the expectation value given by Gibbs ensemble and by the
generalized Gibbs ensemble. As it is possible to observe, after non-equilibrium
dynamics the modes occupation number relax on a steady state that is perfectly
described by a GGE and it is different from the values predicted by the Gibbs
ensemble. In particular, in the middle panel it is possible to compare the steady
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Figure 1.4: Fig. from Reference [32]. Comparison between the dynamical expectation value of
mk and the equilibrium states predicted by a generalized Gibbs ensemble (GGE) and a thermal
Gibbs ensemble (GE).
state with the initial state, the peaks in the momenta persist also in the infinite-
time limit as a consequence of the conservation of the integrals of motion.
The presence of conserved charges in integrable systems divides the Hilbert space
in different sectors which are dynamically disconnected among each other. Such
mechanism resembles, mutatis mutandis, the division of the phase-space in in-
variant tori that occurs in classical systems. This partition of the Hilbert space
in sectors does not only influence the dynamics of local observables, as we have
seen, but it has effects also on the spectral properties of the system, affecting the
distribution of the energy levels. For a generic thermal systems in the thermody-
namic limit we expect the Hamiltonian to be close to random matrix3 that takes
into account the symmetries of the system [33]. Eugene Wigner [34, 35, 36, 37],
studying the spectrum of nuclei with finite Hilbert space, was the first who pro-
posed the connection between the local statistical behavior of the energetic levels
of nuclei in a “simple sequence”4 and the eigenvalues of a random matrix. A
statistical theory of the energy levels is not supposed to predict in detail their
structure in any physical system, but instead it is expected to describe their gen-
eral distribution. It can be shown that for generic chaotic systems the statistics
of the energy levels follow the so-called Wigner-law typical of random matrices
belonging to the Gaussian Orthogonal Ensemble (GOE) [38]. To be more precise,
given sl = (El+1−El)/∆Eavg, the separation between two contiguous energy lev-
els normalized, with ∆Eavg the average distance of energy levels, in the system
we have, for chaotic5 systems, that
P (s) = 12pise
− 14pis2 . (1.53)
3The connection between ergodic Hamiltonians and random matrices will be discussed more
precisely in the section of this chapter concerning eigenstate thermalization hypothesis.
4A simple sequence is one whose levels all have the same spin, parity, and other strictly
conserved quantities
5In this section we will refer often to ergodic systems as chaotic.
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Let us note that in this case we observe level repulsion, i.e., P (s)→ 0 as s→ 0.
For an integrable system, instead, the level statistics is generically described by
a Poisson law, as conjectured by Berry and Tabor [39]:
P (s) = e−s. (1.54)
This fact can be understood with the following intuitive argument [40]: in an
integrable system the eigenstates are labelled by an infinite set of quantum num-
bers, it is therefore highly probable that states with different quantum numbers
have the same energy, giving a Poisson distribution. In chaotic systems, instead,
we have level repulsion because the Hilbert space is not partioned in different sec-
tors according to the initial value of the conserved charges. In Fig. 1.5 we report
the two distribution in order to highlight the different behavior. An important
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Figure 1.5: Level statistics for an integrable and a chaotic system, the behavior in the proximity
of s = 0 is what maximally distinguish the two cases i.e. level attraction vs. level repulsion.
parameter that can be introduced in order to distinguish between the two cases,
i.e. Poisson distribution or Wigner-Dyson, is the r-factor [41] that is defined as
r˜n =
min(sn, sn−1)
max(sn, sn−1)
(1.55)
where sn has been previously defined as the normalized difference among the
ordered energy levels. This quantity has the advantage that it allows a more
transparent comparison with experiments compared to the traditional level spac-
ing distribution. It can be shown by studying the distribution of the r for
different types of spectra [42] that for Poissonian level statistics the average
value is 〈r〉 = 2 ln 2 − 1 ≈ 0.38629, while for Wigner-Dyson statistics one has
〈r〉 = 4− 2√3 ≈ 0.53590.
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1.2.2 Transport in quantum systems
One of the main topics concerning the study of quantum systems out-of-equilibrium
is the transport of physical quantities [43]. In order to understand how the system
behaves in non-equilibrium configurations, the study of the transport of physical
quantities plays, in fact, a privileged role. In order to understand the reason of
that, let us take a step back; one could think of relaxation in non-equilibrium dy-
namics following a quantum quench in terms of spreading of quasi-particles excita-
tions generated by the energy pumped in the system. These quasi-particles travel
in the system and correlate different parts of it eventually leading to smoothing
the initial inhomogeneities [44]. Transport of physical quantities and relaxation
toward an equilibrium state are two connected phenomena. The quasi-particle
generated in a quantum quench can spread also measurable quantities across dif-
ferent parts of the system (e.g. energy, magnetization), however, they are not
the same thing. In fact, in order to observe transport we must consider always
inhomogeneous initial states. The quasi-particles responsible for the relaxation
in non-equilibrium process are generated also when we consider a homogeneous
initial states. In order to show how transport can occur in quantum systems let
us outline two prototypical examples [43]. Let us consider a free system (as for
example the TFIC) which is initialized in a state with two disconnected reservoirs
at different temperature and chemical potential that are connected at t = 0. This
Figure 1.6: Initial setup in a prototypical inhomogeneous quench. We have two disconnected
reservoirs at different temperature that are connected at t = 0, for t > 0 the quasi-particles
spread across the system.
.
process is called inhomogeneous local quench, each part of the system is a source
of quasi-particles which will travel across it, as reported in Fig. 1.6. For t > 0
there will be quasi-particles from the right part of the system that will move to
the left (left-movers) and particles arising from the left part of the system that
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will move to the right (right-movers). Accordingly as time increases, there is a
larger and larger central region, opening as a light-cone (see Fig. 1.7) over which
the local state of system can be described as having a distribution of left-movers
equivalent to the distribution of right-movers. In order to characterize quantita-
Figure 1.7: Cartoon of the time evolution in a typical free theory, the quasi-particles do not
interact this causes a light-cone opening of the non-equilibrium steady stated zone in the middle
.
tively the transport let us consider the example of a one-dimensional free system
at criticality which can be described by a conformal field theory. In this case, it
can be demonstrated that the late-time energy current in the central region is
Jt→∞(E) =
pick2B
12~ (T
2
L − T 2R), (1.56)
in which c is the central charge of the conformal field theory TL/R are the tem-
peratures of the right and left part and kB is the Boltzmann’s constant. An easy
way to understand relation (1.56) is that the energy current is proportional to
the difference in the power radiated by the two halves. This is nothing but the
Stefan-Boltzmann law which in (1 + 1)-dimensions predict a dependence on the
square of the temperature. A similar functional shape is found also for other
models which are not described by conformal field theories. A different behavior
is instead observed in systems in which the quasi particles interact among each
other, this can happen also in exact solvable statistical systems. In fact, it has
been recently shown that, in inhomogeneous quenches, the spreading of the phys-
ical quantities follows a diffusion equation [45]. To conclude we the spreading of
information and the transport in inhomogeneous quenches can be either ballistic,
meaning that the spatial densities and currents can be written as a function of
ξ = x/t, i.e. f(ξ = x/t), and sub-ballistic. In the latter case the transport of
physical quantities is described by a diffusion equation.
Transport phenomena and spreading of quasi-particles occur in integrable and
non-integrable systems, as we have seen, in different way: in one case ballistically
in the other diffusive, eventually lead to relaxation either to Gibbs ensemble or
to GGE. However, there are cases in which the diffusion of the quasi-particles is
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completely suppressed and the relaxation is therefore hindered. This happens, for
example, in one-dimensional quantum systems which are in the so-called many-
body localized phase due to the presence of disorder in the Hamiltonian.
1.2.3 Many-body localized systems
Many-body localization (MBL) is a robust dynamical phase of matter that makes
interacting disordered systems perfect insulators also at finite temperature, thus
breaking ergodicity and hindering the relaxation in non-equilibrium processes
(see Ref. [46] for a comprehensive pedagogical introduction). Furthermore it is
the only known robust mechanism that prevents thermalization in an isolated
quantum system, thus keeping an infinite amount of information about its initial
conditions. In fact, if on the one hand MBL shares this peculiar property with
quantum integrability, as seen in Sec. 1.2.1, on the other, an important difference
with quantum integrable systems is that MBL persists also if a small perturba-
tion is added.
The fact that the presence of certain type of disorder in the couplings of a Hamil-
tonian can lead a system to behave as a perfect insulator, has been studied for the
first time in a seminal paper by Anderson [47]. In his work he considered free par-
ticles on a lattice with random on-site potential and shown that the single particle
wave-function localizes, this phenomenon is in fact known as Anderson localiza-
tion (see panel b in Fig. 1.8). Anderson localization is an extremely interesting
Figure 1.8: Figure from Ref. [46]: (a) In a crystal with no random potential the occupation
number is equal on all the sites because the single-particle eigenstates are completely delo-
calized. (b) Adding a disorder can localize the wave-function and suppress the smoothing of
inhomogeneities (Anderson localization). (c) This phenomenon of localization persists, in certain
conditions, also when an interaction among the particles is switched on.
phenomenon, in fact in the absence of disorder the single-particle eigenstates are
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Bloch-propagating waves de-localized across the system. When a disordered po-
tential is switched on, the nature of the single-particle eigenstates, Ψ(x), changes
completely and they localize spatially in the system with Ψ(x) ≈ e−xξ , where ξ
is the so-called localization length. Disordered potentials are characterized by
a quantity called strength, which is nothing but the variance of the distribution
from which the values of the in-situ potential are sampled. The origin of lo-
calization for disordered systems can be easily understood in the limit of strong
disorder, in which the varianceW of the random potential is much larger than the
tunneling between neighboring sites of the lattice. Let us consider, for example,
the following Hamiltonian
H = t
∑
j
(c†jcj + h.c.) +
∑
j
jc
†
jcj (1.57)
with  randomly sampled with equal probability from [−W,W ]. In the limit
t  W , resonant transitions between neighbouring sites are impossible. The
same holds also for transition between lattice sites at distance n, in that case
the process that allows a resonant transition would be at the nth order in per-
turbation theory and the amplitude of tunneling would decay as tn ≈ (t/W )n.
In spatial dimensions d = 1 and 2 it can be proved that any amount of disorder
leads to Anderson localization. For d ≥ 3, instead, there is a transition depending
on the strength of the disorder, between a metal phase, in which the system is
a conductor, and an insulating phase. It is, however, unrealistic to consider in
an actual system, non-interacting particles. Accordingly, a natural question that
arises is how much the picture depicted by Anderson changes when an interaction
among the particles is added in the system. This problem is highly non-trivial
because interactions can in principle open decay channels for highly excited local-
ized single-particle states into lower-energy states, thus restoring transport. The
first attempt in order to understand this problem was made in 2006 by Basko,
Aleiner and Altshuler [48]. They considered the broadening of a single particle
highly excited localized state with localization length ξ using a self-consistent
Born approximation. Within this approach they were able to capture the max-
imal possible number of excitations in an avalanche decay process that would
have led eventually to delocalization of the eigenfunction. They found that this
problem of single-particles level broadening was similar to the problem of study-
ing Anderson localization on a tree with a temperature-dependent connectivity
K ≈ T ; a posteriori this is expected, because, the available phase space in the
decay process grows as the temperature is increased. In particular, they esti-
mated a critical temperature Kc ≈ Tc ≈ 1/[λ ln |λ|], in which λ is the strength of
the interaction, below which the model presents localization. In fact, it can be
shown that below that threshold the probability of having non-vanishing decay
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rate for a localized single-particle state is zero, while for T > Tc the many-body
eigenstates of the model delocalize.
An important contribution to the problem, which opened the door to the system-
atic study of many-body localization, was the seminal work by Oganesyan and
Huse [41]in which they studied a one-dimensional lattice with finite-dimensional
local Hilbert space and with disorder. They stated that in these conditions there
could be localization even at high temperature. For this purpose they consid-
ered a free fermionic model (like the one considered in Eq. (1.57)) with on-site
disorder and next-nearest-neighbour interactions. A more detailed analysis was
made slightly later in 2008 by Prosen et al. [49]. They considered a disordered
XXZ chain and studied the transition between many-body localized and ther-
mal phases as a function of the disorder and of the interaction strength. They
considered the Hamiltonian
HXXZ =
J⊥
2
L∑
i=1
(σxi σxi+1 + σ
y
i σ
y
i+1) +
L∑
i=1
(
Jz
2 σ
z
i σ
z
i+1 + hzi σzi
)
(1.58)
where σα are Pauli’s operators and hzi are randomly distributed on-site magnetic
fields hzi sampled uniformly from [−W,W ]. This model is not different from the
one considered in Ref. [41]: in fact, by means of a Jordan-Wigner transformation,
it is possible to cast Eq. (1.58) into the Hamiltonian of a free fermionic model
with on-site disorder, in which J⊥ and Jz are transformed into the fermion hop-
ping and the nearest-neighbours interaction respectively. The phase diagram of
this model is schematically reported in Fig. 1.9. It can be observed that in order
Jz WW
⇤J⇤z0 0
MBL MBLIntegrableAnderson
Figure 1.9: Schematic phase diagram of the disordered XXZ model. In the absence of disorder
W = 0 the model is integrable via Bethe-Ansatz. In the absence of interaction the model is
equivalent to free fermions therefore there is Anderson localization.
to have many-body localization there should be a trade off between the interac-
tion strength and the disorder strength. In the extreme case of zero interaction
Jz = 0, the model is essentially equivalent to the one studied by Anderson and
therefore any amount of disorder can lead to localization. If we fix the disorder
W to a value comparable with J⊥ (i.e. W/J⊥ ≈ 1) it is possible to identify a
critical value of the interaction J∗(W ) above which the system is delocalized.
Similarly, by fixing Jz ≈ J⊥ there is a critical value of the disorder W ∗(J) above
which the system is in a many-body localized phase.
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In order to detect the existence of an MBL phase, both in Ref. [41] and in
Ref. [50], the r-parameter, that we introduced in Eq. (1.55), it is studied. As we
have previously discussed, for ergodic systems the statistics of the level spacing is
follows a Wigner-Dyson distribution on the contrary for non-thermalizing systems
we expect a Poisson distribution. In Ref. [50] Pal and Huse studied how the r-
parameter for the spectrum of the Hamiltonian (1.58) changes as a function of
the disorder strength W with J⊥ = Jz; a summary of their analysis is reported
in Fig. 1.10. In a region around W ∗ ≈ 3.5h one can observe a drop between
Figure 1.10: Figure from Ref. [50]. r-parameter as a function of the disorder strength for the
model (1.58). At the critical value of W ∗ ≈ 3.5h there is apparently a transition between an
ergodic and a MBL phase.
r ≈ 0.54, the value typical of a Wigner-Dyson distribution, and the value r ≈ 0.38,
typical of a Poissonian distribution. For this reasons it is believed 6 that at
W = W ∗ a phase transition occurs between a many-body localized phase and an
ergodic phase. These results moreover suggest that there can be an effective quasi-
integrability picture behind the lack of thermalization in a many-body localized
system.
A quantity that can provide insights about the time evolution of the system is
the time-dependent bipartite entanglement von Neumann entropy, that is defined
as (referring to Fig. 1.3)
SA(t) = −TrA(ρA(t) ln ρA(t)), (1.59)
and is a very sensitive quantity in order to detect the amount of information
that is shared by the two subsystems A and B. For symmetry reasons it holds
that SA = SB, where SB is the same quantity defined in Eq. (1.59) with the
role of A and B exchanged. If we perform a global quantum quench in a generic
6Recently some criticism about the effective validity of type of analysis has been raised. See
Ref. [51] for details.
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system, a linear growth of the entanglement entropy in time is observed [52, 44].
This fact can be understood in terms of quasi-particles spreading in the system;
for integrable models, since the quasi-particles move balistically, it is possible to
give exact analytical predictions [44, 25]. For finite systems it is observed that
the entanglement entropy, after the initial growth mentioned above, saturates
to a value that is proportional to the volume V of the systems St→∞ ∝ V .
In particular, in integrable systems that in the scaling limit are described by a
conformal field-theory, the final entanglement entropy can be proven to be equal
to
SA =
c
3 ln l + c (1.60)
in which c is the central charge of the conformal field theory and l is the length
of the sub-system A [53]. In many-body localized systems, on the contrary, the
entanglement entropy growth in time is logarithmic, i.e. S(t) ∝ ln t [54, 55].
It is interesting to note that, although the system is in a localized phase, a
perturbatively small interaction can activate a glassy dynamics, i.e. extremely
slow evolution, signaled by a slow spreading of correlations, contrary to what is
observed in Anderson localization where the entanglement does not grow in time
after an initial bump. The fact that the entanglement entropy evolves slowly
reveals a completely different behavior of the system with respect to both the
ergodic and the integrable cases, in which a linear growth of SA is observed,
signaling a breakdown of relaxation toward an equilibrium state. In Ref. [54] this
fact was observed by using matrix product states (MPS) numerical simulations on
the XXZ random system that we already introduced in Eq. (1.58). In particular,
they studied how the temporal growth of the entanglement entropy changes as
a function of the interaction strength Jz/J⊥, as can be seen in Fig. (1.11). The
logarithmic growth of the entanglement entropy in the MBL scenario can not
be explained as a consequence of the diffusion of the quasi-particle, because in
this case they are truly localized. In order to understand this peculiar behavior
of S we should take into account the fact that the wave functions Ψ(x) of the
particles in the system, as we have already stated, are exponentially localized
with a decay length given by the confinement length, i.e., Ψ(x) ≈ e−x/ξ. The
dephasing induced by the two particles will grow exponentially with the distance
d between them, because the interaction strength is proportional to the overlap
between their wave functions [55]. Since this fact is important also for the rest
of our discussion let us see in detail how it works in a simplified framework.
Let us consider two particles that are created in an initial state that is an equal
weight superposition of two neighbouring sites, |Ψ0〉 = 1/2(c†1 + c†2)(c†3 + c†4)|0〉,
where c†i creates a particle localized around the site i and |0〉 is a state without
particles. We can, for fixing the ideas, consider ci’s as fermions operators, however
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Figure 1.11: Figure taken from Ref. [54]. Growth in time of the bipartite entanglement
entropy as a function of the interaction strength Jz/J⊥ in the disordered XXZ model (1.58) in
the many-body localized phase.
the argument is completely generic. in the absence of interactions, these two
particles do not communicate and a generic two-particles state can be written as
a product state |Ψ0〉 = |αβ〉, with α and β the single particle states. In this case
the total energy is just the sum of the single particle energies, Eαβ = α + β.
The introduction of an interaction between the two particles adds a correction
term to the energy proportional to the overlap between the two single-particles
wave functions and to the interaction strength V , ∆Eαβ = CV e−x/ξ, because
the interaction term we consider is short-ranged, i.e. Hint =
∑
〈i,j〉 V ninj where
nj = c†jcj . If we consider the time-dependent reduced density matrix of one of
the two particles, i.e.,
Trβ(ρα,β)(t) =
1
2
(
1 F (t)
F ∗(t) 1
)
(1.61)
in which F (t) = e−iΩt(1−e−iδΩt), δΩ = δE14−δE24 and Ω = 1−2+δE13−δE23,
it is possible to show that the two particles are maximally entangled, with S =
ln 2, when F (t) = 0 and this happens at time tmax ≈ ~/V ex/ξ. The dephasing,
therefore, leads to the decreasing of the off diagonal elements of the density matrix
which is a clear sign of decoherence. Generalizing this argument, let us divide our
one-dimensional system in two halves L and R and let us focus on the reduced
density matrix ρL. As the time passes an increasing part of L will correlate with
an increasing part of the system R. In concrete, at time t(x) = tminex/ξ, with x
a spatial coordinate and tmin a microscopic time-scale, the degrees of freedom at
a distance x(t) ≈ ln(t/tmin) will be correlated. This creates an entropy among
the two halves that is proportional to the diagonal entropy Sent ∝ Sdiag that is
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the maximum entropy within the subsystem x(t). Since the maximum entropy
achievable by a subsystem in an initial product state is proportional to its size,
the final entropy at time t tmin is
Sdiag(t) ∝ ξ ln(V t/~). (1.62)
The correctness of this formula has been verified by comparing it with numerical
results [55]. It is important to emphasize that in the previous argument we never
introduced the concept of disorder; this mechanism, in fact, works every time
that there are localized excitations described by wave functions exponentially lo-
calized in space.
So far, we have addressed the behavior in time of entanglement entropy after
a quantum quench and we have seen that in systems in a many-body localized
phase the growth has peculiar properties compared to the other cases. This pecu-
liarity can be found also in the bipartite entanglement entropy of the eigenstates
of MBL systems. In fact, considering the eigenstates |ei〉 and computing their
entanglement entropy,
Se = −TrA(ρAei ln(ρAei)), ρAei = TrB|ei〉〈ei| (1.63)
it has been noted that they have a lower amount of entanglement compared to
thermal systems [56]. In particular, for generic systems following the eigenstate
thermalization hypothesis, that we will review in the next section, the entangle-
ment entropy of the eigenstates is volume-law, meaning that is is proportional to
the volume of the sub-system, i.e. S ∝ V . Instead for the eigenstates of MBL
systems it is area-law, meaning that Se ∝ ∂V , in particular, for one-dimensional
systems it is constant. This fact can be intuitively understood with the follow-
ing argument, as we have already discussed, in a MBL system only the degrees
of freedom at distance of the scale of the localization length ξ correlate. This
property persists, surprisingly enough, also at the spectral level for high-energy
eigenstates, contrary to what happens for other non disordered gapped systems
in which area-law scaling of the entanglement is observed only in the ground
state [57].
Area-law scaling of the entanglement entropy of the eigenstates together with a
poissonian distribution of the energy levels show that the MBL properties can
be detected also at spectral level. This behavior is similar to what it is usually
observed in integrable models, in order to formalize this idea let us consider the
following argumentation [55]. Since the eigenstates have a small amount of en-
tanglement, they are close to product states: by “close” we mean that they can
be cast in a product state form by applying a series of quasi-local unitary trans-
formations. These unitary transformations diagonalize the Hamiltonian of the
CHAPTER 1. INTRODUCTION 31
system and, since they are quasi-local, they can be used to map physical degrees
of freedom into quasi-local charges. To be concrete, let us consider a Hamiltonian
Hˆ = Hˆ0 + Hˆint, (1.64)
in which Hˆ0 is the disordered Hamiltonian and Hˆint is a nearest-neighbours in-
teraction. Let us suppose that there are N local operators σˆi such that
[Hˆ0, σˆi] = 0, ∀i = 1, . . . , N, (1.65)
with N the number of sites, which consider finite. The eigenstates of Hˆ0 can be
written in terms of product states of eigenvectors of σˆi, i.e. |{σ¯}〉 = |σ1σ2 . . . 〉. If
we turn on a weak interaction term, the |{σ¯}〉 will be no longer eigenstates of the
Hamiltonian Hˆ, but it is possible to act with unitary transformations on them in
order to find the actual eigenstates. For this purpose, let us consider quasi-local
unitary transformations Uˆ that can be factorized in terms of multi-sites local
operators, i.e. Uˆ = ∏i Uˆ (2)i,i+1Uˆ (3)i,i+1,i+2 . . . . The crucial point is that since our
system is in a many-body localized phase the global unitary operators (given by
the product of local ones) will be exponentially close to the identity,
||1− Uˆ (n)i,i+1,...,i+n||2F < e−n/ξ, (1.66)
where || · ||F is the Frobenius norm. Accordingly, it is possible to define a new
set of operators τˆi, such that Uˆ : σˆi → τˆi. These operators can be written as
τˆi = Cσˆi +
N∑
i=1
V
(n)
i Oˆ
(n)
i , (1.67)
with O(n)i local operators and V
(n)
i ≈ e−(n−i)/ξ. This implies that the Hamiltonian
Hˆ can be written in terms of some local integrals of motion (LIOMs) as
HˆMBL =
∑
i
αiτˆi +
∑
i>j
βi,j τˆiτˆj +
∑
i>j>k
γi,j,kτˆiτˆj τˆk + . . . , (1.68)
in which the long-range couplings decay exponentially, i.e. βi,j ∝ e−|i−j|/ξ. In
this perspective it is clear why the level statistics follow a Poisson distribution
and it is also explained the breakdown of the thermalization: as in integrable
systems, the presence of local quasi-conserved quantities implies a preservation
of the initial conditions during time evolution.
1.2.4 Eigenstate thermalization hypothesis
Hitherto we have analyzed in detail the two known cases in which relaxation
toward a thermal state is hindered, i.e. integrable systems and MBL systems.
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However, we have not yet discussed what is the mechanism behind the thermal-
ization in closed quantum systems, which is known as eigenstate thermalization
hypothesis (ETH) [58]. Before introducing ETH let us take a step back and let
us focus to Eq.(1.19). As we have seen, the time-dependent expectation value of
an observable A in a closed quantum system can be written as:
A(t) =
∑
n
|cn|2An,n +
∑
m 6=n
c∗mcnei(Em−En)t/~An,m. (1.69)
In the limit t → ∞ the off-diagonal terms average to zero in Eq.(1.69), if there
are no degeneracies in the spectrum, and therefore we obtain
lim
t→∞A(t) =
∑
n
|cn|2An,n. (1.70)
The crucial question at this point is [59]: is it possible to interpret the r.h.s. of
(1.70) as emerging from the expectation value on the microcanonical ensemble,
appropriate for isolated systems? This aspect is absolutely non-trivial for two
reasons: first of all, thermal expectation values should be independent of the
single states, i.e., on the values of the cns, and they should depend only on the
initial energy. Furthermore, the time required for the off-diagonal elements in
Eq. (1.69) to vanish could be extremely large, also larger than the age of the
universe, especially for actual systems in which the energy levels may be expo-
nentially close.
In section 1.2.1, we stated that an ergodic quantum system, i.e., a systems which
thermalizes, whose equilibrium state is described by a thermal ensemble, has a
Wigner-Dyson statistics of the energy levels which is typically found in random
matrices. The connection between random matrices and thermal systems is for-
malized in the ETH picture. In fact, if the Hamiltonian describing our system
was a true random matrix we could rewrite relation (1.69) (in the thermodynamic
limit) as
A(t) = A¯
∑
n
|cn|2 = A¯, (1.71)
because Am,m would be independent of m and the off-diagonal elements would be
exponentially suppressed upon increasing the system size. However, in Eq. (1.71)
there is no initial energy dependence: the states are all weighted equally, accord-
ingly, it can be considered the thermal expectation value of a state at infinite
initial temperature. In order to describe expectation value of ergodic systems for
every temperatures, it is necessary to include an energy dependence. Eigenstate
thermalization hypothesis is a way of achieving this goal, going beyond the ran-
dom matrix theory. It was Srednicki in Ref. [58] who first provided an adaptation
of random matrix theory to real physical systems. In this sense, the eigenstate
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thermalization hypothesis can be formulated as an ansatz for the expectation
value of local a observable A in ergodic quantum systems:
Am,n = A(E¯)δmn + e−S(E¯)/2fA(E¯, ω)Rm,n, (1.72)
where E¯ = (Em +En)/2, ω = (Em−En)/2, S(E) is the thermodynamic entropy
at energy E and Rmn is a random real or complex variable with zero mean and
unit variance. It is crucial that both A(E¯) and fA(E¯, ω) are smooth function of
the energy and that A(E¯) coincides with the value predicted by microcanonical
ensemble. The physical interpretation of ETH is of outstanding importance: what
Eq. (1.72) is telling us is that in ergodic systems the information about the ther-
mal expectation values of observables is encoded in every single eigenstate, and
for this reason it is called eigenstate thermalization hypothesis. Relation (1.72)
should in principle hold for all observables and all the eigenstates, this is known
as strong-ETH.
We can see how, in ETH picture, thermalization in closed quantum mechanical
systems is onthologically different from what happens in classical ones. As we
have seen at the beginning of the chapter, in classical systems the ergodicity
is given by a chaotic time-evolution of the trajectory in the phase space and
final thermal state has nothing to do with the initial state. In ETH, instead,
information about thermalization is contained in every eigenstate, therefore time
evolution has not the crucial role that had in classical systems, the only thing
that it does is to uncover thermalization by inducing decoherence in the initial
state, as sketched in Fig. 1.12. Eigenstate thermalization hypothesis describes
the approach to thermal ensemble for generic quantum systems irrespective of
their spatial dimension. The validity of ETH has been numerically proven in
many works in the last fifteen years (see Ref. [59] for a review). However the
statement according to which every eigenstate of an ergodic system must show
the signals of thermalization seems to not hold: some systems can have “rare”
states in the spectrum which violate ETH. Nonetheless, as long as the number of
these states is exponentially small, thermalization will still occur, because in the
dynamics following a quantum quench these states will have a negligible weight.
Such scenario is usually referred to as “weak” thermalization (or weak ETH) [61].
A completely different problem is the one concerning violation of ETH in non-
integrable systems with no generic symmetries. In particular, it is interesting to
understand how and in which sense this occurs in order to test the robustness
of the ETH. These arguments will be treated in detail in the next chapters and
actually represent the core of this thesis.
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Figure 1.12: Figure taken from Ref. [60]. Schematic representation of the thermalization
process in classical and quantum systems. In panel a we can se how the thermalization process
in classical systems is given by chaotic time evolution. In panel b we see, instead, how the
information about the thermal phase in quantum systems is encoded at the level of single
eigenstates.
1.3 Experimental realizations of one-dimensional quan-
tum systems
The last section of this introduction is dedicated to a brief review of some of
the most important experiments concerning relaxation in isolated quantum sys-
tems. In the last years there had been an incredible advance in the experimental
techniques involving both cold atoms and condensed matter systems, that made
the observation of coherent dynamics possible for incredibly long times. These
technological advances are of utmost importance since they have marked the be-
ginning of the golden era of quantum simulations, fulfilling Feynman’s prediction
about the use of engineered quantum systems for the study of non-equilibrium
quantum phenomena [62]. One of the main problem of numerical simulations
in quantum systems is their feasibility. In order to simulate a truly extended
statistical quantum system on a classical computer numerical techniques (MPS,
DMRG, quantum MonteCarlo, etc...) must be used, but this results in strong
limitations in the dimension of the systems one can simulate or in the maximum
time achievable. The use of properly engineered quantum systems get automat-
ically rid of these difficulties because the quantum nature of the simulation is
naturally encoded in the system; the “only” price to pay is to keep the simulator
coherent as long as possible. A particularly optimal setup for simulating quan-
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tum spin systems is represented by Rydberg atoms. They are expressly suitable
for being controlled by means of opto-acoustic traps and can mimic very well a
two level system with nearest neighbours interactions, as depicted in Fig. 1.13.
} |gi
|ei
|ri
nini+1 = 0
⌦B
⌦R
2j 2j + 1
2j
q¯
Figure 1.13: Schematic representation of Rydberg atom trapped in a harmonic trap.
The first experiment we are going to discuss is the famous quantum newton
cradle [63]. This experiment is very important because it represents the first real-
ization of a system that remains integrable for a time sufficiently long to observe
non-thermalization7. In order to inspect the dynamics of the system, they pre-
pared many arrays of trapped (with optical lattices) one-dimensional (1D) Bose
gases, each containing from 40 to 250 87Rb atoms, and observed no equilibra-
tion even after thousands of collisions. Atoms in each array are described by a
Lieb-Liniger Hamiltonian, in particular it is possible to tune interaction in the
Tonks-Girardeau limit, in which the bosons behave as free fermions. The quench
protocol consists in a trap-release, meaning that the frequency of the optical po-
tential is abruptly changed. After that the bosons are free to move and to collide,
but despite this fact coherent dynamics is observed for an unexpected long time,
as reported in second panel of Fig. (1.14). Another recent remarkable work in
which it is simulated an integrable model is reported in Ref. [64], in which there
is the first experimental observation of a generalized Gibbs ensemble (GGE).
More challenging, from the experimental point of view, is the realization of dis-
ordered systems which show MBL transition. The main difficulty in this case is
represented by the fact that in order to build a random or quasi-random poten-
tial, it is necessary to make different laser beams interfere properly. Also in this
case it is important to keep isolation from external environment for a sufficiently
long time. One the first experimental realization of a MBL system was carried
out in 2015 [65] in the group of Immanuel Bloch. They considered a fermionic
7To be more precise, the perturbations to the systems, given by the coupling with external
degrees of freedom or by the anharmonicity of the trap are perturbatively small and influence
the dynamics only at longer time-scales
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Figure 1.14: Figure from Ref. [63]. Left panel: schematic illustration of the experiment. Right
Panel: density of bosonic cloud as a function of time.
Figure 1.15: Figure from Ref. [65], experimental data for the population imbalance as a
function of time for different values of the interaction.
system with quasi-periodic potential described by the Hamiltonian
H = −J
∑
j,σ
(c†j,σcj+1,σ + h.c.) + ∆
∑
j,σ
cos(2piβj + φ)nj,σ + U
∑
j
nj,↑nj,↓. (1.73)
The system was initially prepared in a charge density wave initial state with only
the even sites occupied and then let evolve. During the non-equilibrium time
evolution the imbalance between even and odd sites, I = 〈(Ne −No)/(Ne +No)〉
was monitored. As it is reported in Fig. 1.15, when there is no disorder, ∆ = 0,
the system thermalizes, as signaled by the fact that the initial inhomogeneity is
smoothed out. But for ∆ 6= 0 the stationary value of the imbalance is different
from zero, this is an hallmark of localization.
The last experiment we discuss is slightly different from the previous ones, as
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Figure 1.16: Figure from Ref. [23]. Structure of the SrCo2V2O8 from two different perspectives.
The role of the spin-1/2 degrees of freedom is played by the magnetic moment Co2+ ions, the
interaction strength J , much larger than other inter-chains interactions, is responsible for the
effective one-dimension of the material.
it represents an example of an actual condensed matter systems (quantum mag-
net) which is well described by a one-dimensional spin system. This experiment
involves systems showing, confinement which we will extensively describe in the
next chapter. Z. Wang et al. in Ref. [23] were able to observe bound states of
magnons in a chain of SrCo2V2O8 crystal that is described by a spin-1/2 XXZ
anti-ferromagnetic Hamiltonian in a longitudinal magnetic field, i.e.,
H = J2
N∑
n=1
(σxnσxn+1 + σynσ
y
n+1 + ∆σznσzn+1)− gµBB
N∑
n=1
σzn
2 (1.74)
where σαi are Pauli’s spin operators and B is the strength of an external magnetic
field. The reason why a three-dimensional crystal can be effectively described by
a one-dimensional chain is because the interaction strength between the Co2+
ions along the direction of the symmetry axis (J intra-chain coupling) is much
larger than the interaction strength between the other chains in the ochtahedra
(J⊥, inter-chain coupling), in particular in their experiment J⊥/J < 10−2, as
reported in Fig. 1.16. The main purpose of the experiment was to detect the first
excited states above the ground state. This goal can be achieved using optical
or neutron scattering on the sample material. In fact, by means of terahertz
optical spectroscopy in a longitudinal field B up to B ≈ 30 T, it is possible to
see clear evidences of the existence of bound states of magnons, by observing the
transmission spectra and resonances as a function of the frequency and of the
magnetic field applied, Fig. 1.17. It is particularly interesting to observe how in
the ordered phase the excitations have a linear dependence on the longitudinal
field strength, as it should be expected in confining bound states.
The importance of this experiment relies on the fact that shows the possibility of
building high controllable quantum systems using real crystals. Moreover, this
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Figure 1.17: Figure from Ref. [23]. Experimental data for the transmission spectra and dis-
persion relation as a function of the magnetic field, either in ordered phase and in critical phase.
specific setup mimics systems whose excitations can be confined in bound states,
this aspect leads to some crucial and unexpected feature in non-equilibrium dy-
namics that will be discussed in the next chapter.
CHAPTER 2
CONFINEMENT AND SLOW-DYNAMICS
In this chapter we discuss one of the main topics of this thesis: how the pres-ence of a confining interaction can influence the approach to thermal equilib-rium in systems that should follow the eigenstate thermalization hypothesis.
All the results that we are going to present actually hold for general class of one
dimensional quantum systems. In fact, the only thing that we require is that
the excitations on top of the ground state can be described by quasi-particles
that interact with a linear potential, i.e. V (x1, x2) ∝ |x1 − x2|, with x1 and x2
the positions of the particles. Similar phenomena have been shown to emerge in
several one-dimensional condensed-matter models [66, 67, 68, 69]. This kind of
interaction can mimic the effect of the confinement typical of gauge theories, and,
at least in one-dimension, the physical implications are qualitatively (and in some
cases also quantitatively) similar. Therefore, the interest in studying this kind of
systems is twofold: from the statistical physics point of view they represent an
example of systems with a unexpected slow dynamics in the absence of disorder,
from high-energy physics perspective the possibility of building condensed matter
models with confinement can be an extremely powerful tool for the simulation of
dynamical properties in gauge theories.
Here we will study in detail the prototypical case of the ferromagnetic quantum
Ising chain with a transverse and a longitudinal magnetic field, hz and hx and we
will discuss also the similarities between this and other models, as for example
the XXZ chain. The Hamiltonian of Ising chain with longitudinal field is:
H(hz, hx) = −J
L−1∑
i=1
σxi σ
x
i+1 − hz
L∑
i=1
σzi − hx
L∑
i=1
σxi . (2.1)
Here, as usual, σx,y,zi are the Pauli matrices acting on the site i, J > 0 is the Ising
exchange parameter, L the system size. For hx = 0, the model is exactly solvable
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Figure 2.1: Graphical description of confinement of excitation in Hamiltonian (2.1).
in terms of free fermions [70] which, in the ferromagnetic phase with |hz| < J ,
physically correspond to freely moving domain-walls (or kinks) connecting the
two oppositely magnetized ground states with 〈σxj 〉 6= 0. Switching on a finite
hx 6= 0 causes a non-perturbative modification of the spectrum of the elementary
excitations: it selects as a ground state the one with 〈σxj 〉 along hx and raises the
energy of configurations with domains of reversed spins by an amount propor-
tional to their extension, as schematically reported in Fig. 2.1. This corresponds
to a linear, V-shaped interaction potential between two consecutive kinks delim-
iting a domain, which therefore become confined into composite objects called
mesons. This effect is qualitatively similar to the quark confinement in quan-
tum chromodynamics, in particular in the Lund parton-model that, although it
is a simple effective hadronic theory, is able to describe quite complex phenom-
ena [71]. This modification of the spectrum has been studied in the vicinity of the
critical point hz → 1 exploiting field-theoretical methods [72, 73, 74]. In these
works the spectroscopy of the Ising field theory in an external magnetic field is
studied and the masses of the particles, bound states of kink and anti-kink, are
exactly calculated. in the absence of external magnetic field there are eight sta-
ble particles Ai(i = 1, . . . , 8)1, but five of them lie above the energetic stability
threshold. When integrability is broken, hx 6= 0, they become unstable and their
decay width can be perturbatively computed [73].
Another interesting regime of this problem is the one in which the excitations are
dilute in the ferromagnetic phase, i.e. hx  hz < J . This case has been recently
faced both from high-energy physics perspective, studying the spectroscopy of
the bound-states with a semiclassical approach [76], and from a statistical physics
point of view, analyzing the non-equilibrium dynamics in a homogeneous quan-
tum quench [77]. Since the strange properties of relaxation found in Ref. [77]
have initially drawn our attention on problems with confinement, we will briefly
summarize their result. We have to keep in mind, however, that we will be in-
terested in the regime in which the transverse field hz is the lowest scale of the
problem, i.e. hz  J, hx.
1This fact is connected with the E8 symmetry group spectrum, see [75]
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2.1 Homogeneous Initial State
The study of the non-equilibrium dynamics starting with homogeneous initial
states in systems described by Hamiltonian (2.1) shows clearly the effect of the in-
teraction between the quasi-particles on the thermalization. The quench protocol
studied by Kormos et al. in Ref. [77] consists in preparing the system the ground
state of Eq. (2.1) and then changing abruptly the fields H(hiz, hix)→ H(hfz , hfx).
What one naively would expect is that the expectation value of local observables,
as for example the magnetization 〈σx〉, should attain a thermal value predicted
by the microcanonical ensemble, and that this should happen on a time scale that
is related to some microscopical parameter of the Hamiltonian, e.g. τ ≈ 1/Jhx.
What is observed, instead, is that there are persistent oscillations that do not
decay until surprisingly long times, see Fig. 2.2. In this case, as usual, the initial
Figure 2.2: Figure from Ref. [77]. Time-dependent expectation value of the magnetization
in a global quench in a system with confinement. Note the persistent oscillations given by the
presence of a confining potential between the quasi-particles. The spectral analysis of this time
series is peaked on the values of the masses of the mesons (or their difference) predicted in
semiclassically in Ref. [76].
state behaves as a source of quasi-particles , however since they interact with a
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linear potential they form bound states and oscillate, this phenomenon is similar
to the Bloch oscillations which describe the motion of a particle (typically an elec-
tron) in a crystal under the action of a constant force. The fact that in Fig. 2.2
the data of the time series for different sizes obtained with exact diagonalization
and the ones obtained with infinite Time Evolution Block Decimation (iTEBD)
coincide, indicate that this a bulk effect. In other words, the bound states of
kink anti-kink (mesons) are not propagating in the system. This effect can be
explained considering that for hx = 0 the initial state can be written in terms of
the quasi-particles excitations as
|Ψ0〉 = N
∏
k>0
(1 + iK(k)a†ka†−k)|0〉, (2.2)
where |0〉 is the vacuum, a†k Bogolioubov fermions, k the momenta of the quasi-
particles and K(k) = tan(∆k/2) with ∆k the difference between the Bogolioubov
angles in the pre-quench and post-quench Hamiltonians, in other words, ∆k is a
parameter that measures the “intensity” of the quench. If hx 6= 0, with hx  hz,
this picture still holds, the only effect of an external magnetic field, is a linear
potential among the excitations. Therefore if hfz ≈ hiz, i.e. if ∆k  1, high-
order terms like K(k)K(k′)a†ka†−ka†k′a
†
−k′ with a non-zero total momentum, are
suppressed resulting in non-propagating mesons. For comparison let us see what
happens if we perform a big quench. For this purpose we prepare our system
in the ground state of (2.1) with H(hz = 0, hx = 0.2) and we let it evolve with
H(hz = 0.7, hx = 0.2), we perform a numerical simulation using Time Evolution
Block Decimation (TEBD) [78]. As we can see in Fig. 2.3, in this case the time-
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Figure 2.3: Time-dependent expectation value of the magnetization and of entanglement en-
tropy in a “big” quench.
dependent expectation value of the magnetization is different, in particular it
decays faster at the beginning with respect to what is observed in Fig. 2.2. This
happens because there is a non-vanishing number of mobile mesons that enhance
evolution of the initial state.
The slow dynamics of the system in presence of a confining field can be de-
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tected also observing the time evolution of the bipartite entanglement entropy.
In Fig. 2.4 are reported the numerical results performed in Ref. [77] for different
quenches. In this case only a qualitative analysis is reported, it is not discussed if
the presence of the longitudinal field hx changes the temporal growth of the en-
tanglement entropy from linear (as it is for hx = 0) to logarithmic. We will study
this aspect in the last section of this chapter. For small quenches, i.e. quenches in
Figure 2.4: Figure from Ref. [77]. Entanglement entropy growth for different values of the
longitudinal field hx.
which ∆k  1, only the first modes above the ground state are excited, and thus
only small mesons are created. The oscillations observed in the time-evolution
of magnetization in Fig. 2.2 are related to the masses of the created mesons that
can be estimated using Bohr-Sommerfeld quantization of the phase space of an
effective theory on lattice [76]. The dispersion relation of fermionic excitations,
in the absence of longitudinal field, is:
(k) = 2J
√
1− 2hz cos k + h2z (2.3)
for small longitudinal field, hx  hz the only effect we have is a potential among
the kinks that is proportional to the distance d between the two quasi-particles,
i.e., V (d) = ξd with χ = 2Jhxσ¯. Accordingly, it is possible to build an effective
Hamiltonian that mimics the interaction between the quasi-particles
H(k1, k2) = (k1) + (k2) + χ|x1 − x2| (2.4)
If we perform a canonical transformation and express Hamiltonian (2.4) in terms
of center of mass and relatives coordinates
X = x1 + x22 , x = x2 − x1 (2.5)
K = k1 + k22 , k = k2 − k1, (2.6)
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the Hamiltonian (2.4) takes the form
H = ω(k,K)− χ(x), (2.7)
with ω(k,K) = (k + K/2) + (k − K/2). We can interpret q = k as a spatial
coordinate and x = −p as its conjugate momentum, at this point Eq. (2.7)
describes the periodic motion of a particle with kinetic energy ξ|p| in a potential
ω(k,K). Using the Bohr-Sommerfeld quantization condition, paying attention to
the fact that for K < 2 arccoshz the function ω(K, k) has one minimum, but for
K > 2 arccoshz it has two minima, it is possible to find the masses of the first
mesons that coincide with the peaks observed in the bottom panels of Fig. (2.2).
2.2 Inhomogeneous initial state
The physical picture described in the previous section seems to suggest a certain
qualitative similarity with the slow dynamics typical of disordered systems in
MBL phase. In order to understand if this similarity can be pushed forward we
study the transport properties in systems with confinement [79]. The typical way
through which transport properties are investigated, is by means of a so-called
inhomogeneous quench. An inhomogeneous quench consists in joining, at time
t = 0, two complementary subsystems that are initially prepared in two different
equilibrium states, such that they evolve according to a common, homogeneous
Hamiltonian. We preliminarly consider the simplest inhomogeneous initial state,
namely a domain-wall with a single kink in the middle of the chain which reads,
in terms of the eigenstates |↑〉j and |↓〉j of σxj ,
|Ψ0〉 =
L/2⊗
j=1
|↑〉j
L⊗
j=L/2+1
|↓〉j ≡ |↑↑ . . . ↑↑↓↓ . . . ↓↓〉 , (2.8)
and which is also an eigenstate of H(0, hx). The quench protocol consists in
turning on, at time t > 0, a transverse field hz 6= 0. We study the non-equilibrium
evolution of the energy density profile 〈Hj(t)〉 as a function of j, where
Hj = −Jσxj σxj+1 −
hz
2
(
σzj + σzj+1
)
− hx2
(
σxj + σxj+1
)
. (2.9)
For hx = 0, the initial energy density 〈Hj(t = 0)〉 is equal on the two sides of the
junction, due to the Z2 symmetry. However, in the presence of a non-vanishing
hx > 0, the chain acquires an initial macroscopic energy imbalance between the
left (“cold”) part and the right (“hot”) part. In particular, the latter may be
viewed as a “false vacuum” whose energy lies in the middle of the many-body
spectrum, and may thereby be expected to decay into a finite density of traveling
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Figure 2.5: Evolution of the energy density 〈Hi(t)〉 (left panel) and of the energy current
density 〈Ji(t)〉 (right panel) profiles, governed by the Hamiltonian (2.1) starting from the inho-
mogeneous domain-wall state (2.8), obtained from TEBD simulations, for a range of increasing
field values hz = 0.2 (L = 50), 0.4 (L = 100) and hx = 0.15, 0.3, 0.6, varying as indicated by the
axes. (Units are fixed such that J = 1.) The same qualitative behavior as that illustrated here
persists up to long times t = 103. Note the oscillations of the profiles around the junction, with
spatial amplitude ∝ hz/hx and frequency ∝ hx, while there is no evidence for the activation of
transport.
excitations upon activating the transverse field hz 6= 0, leading to a meltdown
of the initial imbalance after a transient [80]. We shown, that actually this
expectation is, surprisingly, unfulfilled. In order to explore numerically the non-
equilibrium evolution of the chain, we employ matrix product state techniques, in
particular TEBD simulations. It turns out that the entanglement grows slowly2
up to moderate values of the field hz < 0.4J . This fact, in particular, allows
us to extend the simulations to long times tM = 103J−1 with modest computa-
tional efforts, because the maximum bond dimension of the MPS representation
of the time-evolved state, remains low, see Fig. (2.6). We further investigate the
behavior of 〈Hj(t)〉 [see Eq. (2.9)] and of the associated current 〈Jj(t)〉, with
Jj = Jhz
(
σxj−1σ
y
j − σyj σxj+1
)
, (2.10)
for various values of hx,z. The results of the simulations are illustrated in Figs. (2.5,2.6)
for different fields and times. As it is possible to see, in both the “strong”
(hx  hz) and “weak” (hx < hz) confinement regime, energy transfer between
the two halves of the chain is suppressed even at late times. The main dynamical
2We will quantify precisely the entanglement entropy growth in a successive section of this
chapter.
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Figure 2.6: Evolution of the energy density for long times. Until moderate high times t =
103J−1 and t = 5 · 102J−1 nothing happens. This means that the time scales associated with
the thermalization, in this setup are extremely long. In panel (a) L = 50, hz = 0.2, hx = 0.6, in
panel (b) L = 100, hz = 0.4, hx = 0.15.
effect of switching on hz is given by pronounced oscillations of the profiles around
the position j = L/2 of the junction, with characteristic emergent amplitudes and
frequencies which depend on the values of the fields. In particular, the energy
current density is zero everywhere apart around the junction, where it oscillates
between positive values (aligned with the energy gradient) and negative values
(against the energy gradient). We emphasize that, within our protocol, an in-
crease in the energy gradient between the two halves, caused by a stronger hx,
does not result in the activation of transport: on the contrary, it turns out that
the oscillations at the junction acquire an even smaller amplitude (see Fig. (2.5)
from top to bottom and panel (a) of Fig. (2.6)).
The oscillations of the profiles shown in Figs. (2.5,2.6) may be interpreted as
the quantum motion of the isolated kink initially localized at the junction, trig-
gered by the transverse field hz 6= 0. In fact, the kinetic energy associated with
this motion has a finite bandwith ∼ hz on the lattice, and therefore, because
of energy conservation, the kink quasi-particle can travel, in the linear confining
potential V (l) ∼ −hxl, at most a distance lconf ∼ hz/hx (confinement length
scale), before bouncing back and oscillating. This phenomenon is analogous to
the Wannier-Stark localization of electrons in a one-dimensional crystal subject
to a constant electric field [81]. In order to rationalize the above intuition and
make a quantitative treatment of the evolution of the profiles, we propose a simple
analytical approach based on dressing the meson quasi-particles perturbatively
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in the transverse field hz  J , with arbitrary hx3. We stress, again, that this
regime differs from the one hx  J , hz < J , of validity of the semiclassical tech-
nique of Ref. [76]. The approximation consists in neglecting the creation of new
quasi-particles, which, in our setup, only affect the quantum fluctuations in the
two homogeneous bulks away from the junction, as recognized in Refs. [77, 76].
In fact, we show that the dynamics at the junction is very well captured within
this scheme up to moderate values of hz. In the spirit of an effective quasi-
particle description of mesons [82], we map the motion of the isolated kink onto
the problem of a single quantum particle hopping on a one-dimensional lattice,
by projecting the many-body Hilbert space onto the single-kink linear subspace.
This L − 1-dimensional subspace is spanned by the states {|n〉} with a single
domain-wall located between sites n and n+ 1, with n = 1, 2, . . . , L− 1., i.e.,
|n〉 =
n⊗
i=1
| ↑〉i
L⊗
i=n+1
| ↓〉i with n = 1, 2, . . . , L− 1. (2.11)
For simplicity we assume hx > 0, such that the single “meson” in the state
|n〉 is given by a block of L − n spins reversed with respect to the longitudinal
field direction x. Note that the initial state |Ψ0〉 in Eq. (2) of the main text
corresponds to |L/2〉. These states are eigenstates of the Hamiltonian H(0, hx),
H(0, hx)|n〉 = [2J + 2(L− n)hx + EGS]|n〉, (2.12)
where the ground state energy EGS = −J(L−1)−hxL of H(0, hx) is an additive
constant which we neglect in what follows. The transverse field hz provides a
kinetic energy to the kinks and, as a matter of fact, it allows transitions from the
state |n〉 to states |n± 1〉: since σzj | ↑〉j = | ↓〉j (and σzj | ↓〉j = | ↑〉j), one has
(V )nm = −hzδn,m+1 − hzδn,m−1, (2.13)
where as V here we denote the perturbation proportional to hz, i.e. V =
−hz∑Li=1 σzi in (2.1). Therefore, the effective Hamiltonian Heff governing the
evolution of the system in the single-kink subspace reads(
Heff
)
nm
= [2J + 2(L− n)hx] δn,m − hz(δn,m+1 + δn,m−1), (2.14)
This Hamiltonian can be exactly diagonalized in terms of Bessel functions (see
Appendix (A)). Let us note that the off-diagonal perturbation produces an ef-
fective hopping amplitude for the kink quasi-particle. Accordingly, this effective
3Note, however, that resonances occur at particular values of hx, commensurate with 2J .
Correspondingly, it costs no energy to break a single meson into multiple mesons by flipping
individual spins. These transitions cause quantitative but not qualitative modifications to the
evolution of the energy profile, which are not captured by the single-kink subspace projection
discussed here. Evidence of this aspect will be discussed later.
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Hamiltonian Heff describes the dynamics in terms of a single particle hopping in
a one-dimensional lattice in the presence of a linear potential, where the state of
the particle is described by a vector {ψn} with n = 1, 2, . . . , L− 1. The absolute
value squared of the n-th component of the wavefunction ψn(t) is equal to the
probability that the particle is at site n at time t. Within this picture, the initial
state in Eq. (2.8) maps to ψn(0) = δn,L/2, corresponding to a particle completely
localized at the junction between the two chains. Similarly, the magnetization
〈σxj (t)〉 at site j and time t can be expressed within this single-particle picture as
mj(t) ≡ 1− 2
j−1∑
n=1
∣∣ψn(t)∣∣2, (2.15)
where ψn(t) =
∑
m(exp(−iHefft))nmψm(0) is the time evolved state within the
projected space. In order to test the accuracy of our approximation, we compare
the dynamics obtained from the above effective single-particle problem with the
exact dynamics generated by H (see Eq. (2.1)) in the full many-body Hilbert
space, starting from the domain-wall initial state |Ψ0〉 of Eq. (2.8) as obtained
via both exact diagonalization (ED) and TEBD techniques 4. The comparison
between mL/2(t) and 〈σxL/2(t)〉 is shown in Fig. 2.7. In particular, we observe
that the agreement is fairly good up to moderate values of the transverse field
hz < 0.4J . Similarly, the relevant non-equilibrium profiles of the energy and
energy current densities can be studied within the above effective single-particle
description. This is achieved by projecting the energy density Hj at site j in
Eq. (2.9) onto the single-kink subspace,(
Heffj
)
nm
= 12 [J(2δj,n − 1)− hxsgn(n− j)] δn,m
− hz2 (δj,m+1 + δj+1,m+1) δn,m+1 + (m↔ n), (2.16)
where the sign function sgn(x) equals 1 for x > 0, −1 for x < 0 and 0 for x = 0.
From the continuity equation
dHeffj
dt
= i[Heff,Heffj ] = J effj − J effj+1, (2.17)
we can infer the corresponding effective expression for the energy current density
operator Jj at site j, i.e.,(
J effj
)
nm
= 2iJhzδn,m+1 δm,j−1
− i2h
2
zδm,j−2 δn,m+2 −
i
2h
2
zδm,j−1 δn,m+2
− (m↔ n)
(2.18)
4In this case, the simulations based on exact diagonalization of the Hamiltonian can be
pushed until unexpected long times because finite-size effects such as revivals are suppressed,
due to the fact that excitations are confined [77]
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Note that the energy current J effj obtained in this way differs from the one
which would have been obtained by projecting directly the current operator in
Eq. (2.10) on the single-kink subspace, with an analogous prescription as the one
followed above for Heffj . In fact, this procedure would have led to
(J˜j)nm = 2iJhzδn,m+1δm,j−1 + h.c., (2.19)
which differs from J effj in Eq. (2.18) by terms of order h2z. However, in the regime
of validity of our approximation scheme, corresponding to hz  J , terms of order
h2z are negligible and there is actually no difference in using both definitions.
The time-dependent expectation value of the energy density at site j within this
single-particle picture can therefore be written as
ej(t) ≡
∑
n,m
ψ∗n(t)
(
Heffj
)
nm
ψm(t), (2.20)
with an analogous expression for the current jj(t), in terms of J effj .
In Figs. (2.8,2.9) we compare the time evolution of eL/2(t) and jL/2(t) with
the corresponding exact quantities 〈HL/2(t)〉 and 〈JL/2(t)〉 as obtained from the
TEBD simulations. (One can show that the spectrum of the effective Hamiltonian
(2.14) consists of multiples of 2hx, which results in exactly periodic behavior of the
blue lines in Figs. (2.8,2.9). It is remarkable that, in spite of the simplicity of this
approach, the agreement is excellent for small values hz = 0.2J of the transverse
field, whereas for larger values hz = 0.4J , small quantitative discrepancies appear,
still retaining a fairly good qualitative agreement.
Let us briefly discuss the range of applicability of this single-kink approximation
and the limitations of its quantitative predictability in some special fractal points
that we call resonances. As outlined before, we focus on the dynamics generated
by H(hz, hx) in Eq. (2.1), within a perturbative expansion for hz  J . Let
us first discuss the structure of the spectrum of the unperturbed Hamiltonian
H(hz = 0, hx). Its eigenstates can be written in terms of the eigenvectors | ↑〉 =
1√
2(1, 1), | ↓〉 =
1√
2(1,−1) of the Pauli matrix σx. Examples of these eigenstates
are reported in Fig. (2.10), where the various arrows correspond to the lattice
sites of the chain. In particular, the ground state |GS〉 of H(0, hx) is
|GS〉 = |↑↑ . . . ↑↑〉 (2.21)
for hx > 0 (a similar analysis can be done for hx < 0). The energy levels E(k, l)
of the excited states can be characterized by two quantum numbers, namely the
total number k of kinks (or domain-walls) and the total number l of reversed
spins (i.e., arrows pointing downward), as
E(k, l) = EGS + 2Jk + 2hxl, (2.22)
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Figure 2.7: Comparison between the numerical results 〈σxL/2(t)〉,(symbols), and the analytical
predictions mL/2(t), for the magnetization at the junction j = L/2, as obtained from ED
(with L = 16) and from the effective single-particle model, respectively. These curves refer to
hx = 0.45, hz = 0.2 (top row), and hx = 0.3, hz = 0.4 (bottom row). (Units are fixed such
that J = 1.) Note that discrepancies between symbols and solid lines appear as time increases,
due to the neglected multi-kink processes. The associated time scale, however, increases upon
decreasing hz.
with EGS = −J(L−1)−hxL. Note that the corresponding eigenspaces are highly
degenerate, because energy is unchanged upon separately shifting each domain
with consecutively reversed spins (“meson”) by arbitrary distances, retaining the
same number of kinks k. Given this structure, we can pictorially arrange the
energy levels of the excited states in bands labelled, e.g., by the number k of
kinks, as reported in Fig. (2.11). When the perturbation
V = −hz
L∑
i=1
σzi (2.23)
is switched on, transitions between states |k, l〉 and |k′, l′〉 become possible, where
|k, l〉 (|k′, l′〉) denotes a representative state in the eigenspace identified by k and l
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Figure 2.8: Comparison between the numerical results 〈HL/2(t)〉 (symbols), and the analytical
predictions (solid lines). Same values of Fig.(2.7).
Figure 2.9: Comparison between the numerical results 〈JL/2(t)〉 (symbols) and the analytical
predictions (solid lines). Same values of Fig.(2.7).
(k′ and l′). For the single-kink (k = 1) initial states considered in the main text,
the possible transitions occurring up to the first order in hz are schematically
shown in Fig. (2.11). In particular, they change l by one, while k can either
remain constant or increase by two (in this discussion, for simplicity we disregard
spin flips occurring at the boundary of the chain), i.e.,
1. |k, l〉 → |k, l ± 1〉;
2. |k, l〉 → |k + 2, l ± 1〉.
At the first order in perturbation theory, the associated long-time transition am-
plitudes are proportional to the matrix element 〈k′, l′ |V | k, l〉 of the perturbation
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Figure 2.10: Schematic representation of some excited states of H(hz = 0, hx), where the
arrows indicate the eigenvectors | ↑〉, | ↓〉 of σx at the various lattice sites of the chain while the
red vertical bars indicate the occurrence of domain-walls or kinks.
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Figure 2.11: Energy spectrum E−EGS of the excited states of H(hz = 0, hx). From the initial
state |k, l〉 marked in red, belonging to the single-kink (k = 1) band shaded in blue, the allowed
transitions at first order in hz are indicated by the various arrows and they correspond to single
spin flips. If hx  J , the transitions (dashed arrows) occurring outside the single-kink band are
suppressed with respect to those (solid arrows) occurring within it.
between the two states divided by their energy difference E(k′, l′)−E(k, l) (see,
e.g., Ref. [21]), i.e., to
1. hz/(±2hx);
2. hz/(4J ± 2hx).
For hx  J , the probability amplitude of process 1 above is much larger than
that of process 2. Accordingly, transitions between single-kink states dominate
the dynamics, which therefore can be conveniently projected onto the subspace
spanned by these states (see Fig. 2.11). If the value of hx is, instead, comparable
to or larger than J , the transitions discussed above are generically suppressed as
long as the corresponding energy denominators do not vanish.
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Figure 2.12: Comparison between the numerical data [determined by exact diagonalization
(ED) with L = 16] of the magnetization
〈
σxL/2(t)
〉
at the junction j = L/2 and the corresponding
analytical prediction mL/2(t). At variance with what is observed in Fig. 2.7, a qualitative
discrepancy emerge between the two curves, due to resonances at first order in perturbation
theory. These curves refer to hx = 2 and hz = 0.2, where the units are fixed such that J = 1.
2.2.1 Resonant points
The agreement between the effective dynamics within the single-kink subspace
discussed in the previous sections and the exact dynamics in the full many-body
Hilbert space is fairly good for arbitrary values of hx/J . However, if hx and J
are commensurable, degeneracies occur in the unperturbed energy spectrum in
Eq. (2.22). In particular, this happens when the energies E(k, l) and E(k′, l′) of
two states |k, l〉 and |k′, l′〉, respectively, are equal, i.e., when
E(k, l)− E(k′, l′) = 2J(k − k′) + 2hx(l − l′) = 0. (2.24)
If two such states are connected by n spin flips, then resonances occur at the
n-th order in perturbation theory, and therefore their effect becomes manifest
only at a correspondingly long time scale. For instance, at the first order in hz,
the process 2 above is resonant when hx ' 2J . In this case, it costs no energy
to break the single initial meson into multiple mesons via single spin flips. Dur-
ing the evolution, a finite density of isolated reversed spins is thus generated,
thereby lowering the average local magnetization. Since these states have k > 1,
they no longer belong to the single-kink subspace and the effective single-particle
description employed in the main text is therefore not expected to properly cap-
ture the resulting dynamics, as indeed demonstrated in Fig. (2.12). In order to
understand if there are qualitative differences in the approach to relaxation and
transport properties let us consider a more general initial state, namely a state
with two reversed-domains of different length (we will refer often to these reversed
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Figure 2.13: TEBD simulations for generic inhomogeneous initial state close to the first res-
onance hx = 2J . First raw from left to right, density plot of the magnetization and of the
bipartite entanglement entropy, the latter is obtained putting the cut on every bond. Second
raw, details of the magnetization and of entanglement. In the inset we report the entangle-
ment entropy growth in log-scale on the x axes, there are indications of logarithmic growth of
entanglement entropy, this aspect will be treated in the next section.
domains as strings). As we can observe from a preliminary analysis in Fig. 2.13
in this case the reversed domains (in yellow) evolve because there is no energet-
ical cost for flipping a spin. This fact implies that we have creation of particles
which makes the strings unstable. This phenomenon resembles what usually in
high energy theories is referred as string breaking connected to the Schwinger
effect [83, 84, 85], that is the pair creation in the vacuum in the presence of an
external field, recently studied numerical in similar setups [86]. This fact is not
a coincidence, indeed, we can imagine that the decay of the false vacuum in our
case happens in a similar way, through the creation of particles (kink) which
lower the external field (linear potential in the string). We must keep in mind,
however, that the Schwinger effect was introduced in field theories; the effect of
discretization is usually absorbed in the coupling constants of the lattice models
and this results in a hard quantitative comparison.
The fact that the strings are evolving is evidenced also by the value of entangle-
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ment entropy inside the them which results to be higher with respect to outside.
The surprising (and not yet understood) fact is that also in this case the trans-
port is still completely suppressed. Therefore, although producing new particles
has a zero cost in terms of energy, they do not propagate. This implies that the
inhomogeneities of the initial state persist also when string breaking occurs.
The time evolution of this system at resonant points strongly depends on the
initial state, in particular, there is a peculiar initial configuration in which it is
no longer true that the dynamics is essentially frozen, nevertheless also in this
case no thermalization is observed. Let us consider as initial state a Néel state
that, in terms of the local spins is written as
|Ψ0〉 =
L−1⊗
i=1
|↑〉i|↓〉i+1 (2.25)
in this case the magnetization presents a weird time behavior, as reported in
Fig. 2.14, in fact the only effect of the time evolution are coherent oscillations
between the two Néel ordered states. This fact was observed for the first time
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Figure 2.14: Time dependent magnetization starting from a Néel ordered state at the first
resonance hx = 2J . Coherent oscillations between Néel and anti-Néel states are observed, in
this case the state is not frozen but there is still a lack of thermalization.
in an experiment in 2013 [87] but it has very recently drawn the attention of the
community [88, 89]. It is, possible to show that Ising Hamiltonian (2.1) at the first
resonance hx = 2J in the limit hz  1 can be mapped, using a Schrieffer-Wolf
transformation, in the so-called PXP-model described by a locally constrained
Hamiltonian
H =
∑
i
Piσ
x
i Pi, Pi =
1− σzi
2 , (2.26)
that is a special case of the Fendley-Sachdev-Sengupta (FSS) model [90, 91]. In
this case the mechanism behind the slow-thermalizaion is completely different
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and it is related to the existence of a special band of states which violate ETH
(quantum scars). This phenomenon can be actually viewed in a complementary
way by means of gauge theories [92]. This topic will be extensively explored in
the second part of this thesis, we decided to make a small anticipation in order
to show how these two phenomena are inter-connected.
2.2.2 Generality of the phenomenon
Hitherto we have analyzed the effects of confining interactions in systems that
can be described by Ising Hamiltonian in a longitudinal field (2.1), however, as
we have stated at the beginning of this chapter, this phenomenon can be observed
in large class of systems. In this section we report some results concerning the
effects of confinement in anti-ferromagnetic XXZ chain in a longitudinal staggered
magnetic field, described by the Hamiltonian
HXXZ = J˜
L−1∑
i=1
(Sxi Sxi+1 + S
y
i S
y
i+1 + ∆Szi Szi+1)− h
L∑
i=1
(−1)iSzi , (2.27)
where Sαi = 12σαi . Let us note that in this case the magnetization is conserved,
in fact we have
[HXXZ , Szi ] = 0.
Hamiltonian (2.27) has a phase transition when ∆/J˜ = 1, for ∆/J˜ > 1 the
ground state has an anti-ferromagnetic axial order, instead for −1 < ∆/J˜ < 1 it
presents planar order, this model for h = 0 was exactly solved by Yang and Yang
using Bethe ansatz [93]. In the ordered phase5 the excitations can be described
by kinks, as the Ising model in the ordered ferromagnetic phase (hz < J). The
“Ising limit” is, in fact, recovered when |∆|  1. As we have seen in the previous
chapter, Hamiltonian (2.27) describes with a good approximation the intra-chain
interactions in SrCo2V2O8 crystals [67, 23], in this case the external staggered
magnetic field is given by the average effect of the inter-chains interactions. In
Refs. [94, 67], the masses of the first bound states are computed, using semi-
classical and perturbative approximations, and an almost perfect match with the
experimental data, obtained with neutron scattering, is found. However, we are
interested in the investigation of the dynamical properties in non-equilibrium, as
we have done for the Ising model in longitudinal field. For this purpose let us
stick in the ∆ > 1 sector, where the ground state is Néel-ordered. In the limit
∆  1 the ground state, twofold degenerate, is well approximated by the Néel
5For ∆/J˜<-1 the ground state has ferromagnetic order. We will discuss the anti-
ferromagnetic case for experimental relevance [67, 23] however the same arguments apply for
the ferromagnetic case without the staggerization of the external field.
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(|N〉) and the anti-Néel (|AN〉) states
|N〉 =
L/2⊗
i=1
|↑〉i|↓〉i+1 |AN〉 =
L/2⊗
i=1
|↓〉i|↑〉i+1. (2.28)
Kinks interpolate between these two vacua and for h = 0 they have no long-range
interactions. If we switch-on an external staggered magnetic field the spectrum
changes in a non-perturbative way. In particular, the two vacua are no longer
degenerate, one is the true vacuum and the other the false vacuum laying in the
middle of the spectrum. In this case the quasi-particle excitations feel a long-
range confining potential, as sketched in Fig. ??. In order to study the dynamics,
✏ ✏
J J
 E = hl
Figure 2.15: Sketch of the origin of confinement in XXZ Hamiltonian in a staggered external
magnetic field, described by Eq. (2.27).
let us rewrite Hamiltonian (2.27), defining J = J˜/∆ and  = 1/∆, as
HXXZ = J
L−1∑
i=1
Szi S
z
i+1 + (Sxi Sxi+1 + S
y
i S
y
i+1)− h
L∑
i=1
(−1)iSzi . (2.29)
We fix J = 1 and we consider  < 1 in order to be in the anti-ferromagnetic
phase. We consider as initial state a combination of Néel and anti-Néel states,
we can define this as an “anti-ferromagnetic domain-wall”
|Ψ0〉 =
L/2−1⊗
i=1
|↑〉i|↓〉i+1
L−1⊗
i=L/2+1
|↓〉i|↑〉i+1, (2.30)
and we study the evolution of the staggered magnetization, i.e. Szj,stagg = (−1)jSzj .
In Fig. 2.16 we report the space-time density plot of the staggered magnetization.
As we can observe there is a radical change in the transport properties when the
external staggered magnetic field is turned on. In particular, for h = 0 we can
observe a diffusive transport between the two halves, but for h 6= 0 we have an os-
cillating behavior. This effect, analogously to what already observed in the Ising
model, is caused by the confining nature of the long-range interaction. It is inter-
esting to note that the frequency of oscillation ν, also in this case, is proportional
to the external magnetic field strength ν ∝ h. The similarity with the Ising case
can be pushed forward observing the dependence of the confinement length lconf
on the parameters of the Hamiltonian (2.29). In Fig. 2.17, in fact, we can observe
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⌫ / h
Figure 2.16: TEBD simulation of the staggered magnetization starting from an anti-
ferromagnetic domain wall defined in Eq. (2.30). For h = 0, there is diffusion, as expected
for interacting models. As soon as we switch an external confining field there is a strong change
in the behavior of the system, we observe the same qualitative features already observed in the
Ising model with longitudinal external field.
that lconf ∝ h , that is the same relation found earlier in the Ising case upon the
substitution hx → h and hz → . We can observe as in this case the system is
extremely sensitive to the parameter  that is proportional to the inverse mass of
the quasi-particles. Indeed, as we increase  toward the Heisenberg isotropic limit
( = 1), the false vacuum becomes more unstable and the thermalization process
is enhanced. We expect that in the planar phase (|| > 1), in which the exci-
tation are massless, the effect of the confinement disappears, however numerical
simulations in this regime are extremely computationally demanding. The effect
of the confinement can be also quantified investigating the entanglement entropy
growth. In particular from the average time-dependent entanglement entropy,
defined as Savg =
∑
i Si/L with Si the entanglement entropy computed across
the boundary at site i, for several values of h, we can observe (Fig. 2.18) as until
a given t∗ there is essentially no difference in the time evolution of the system, as
evidenced by the fact that the curves are almost perfectly overlapped. This time
t∗ is related to the confinement length, indeed t∗ = lconf/vmax, where vmax is the
maximum velocity of the quasi-particles excitations. Also in this case the oscil-
lations of the kink in the middle can be viewed as Bloch-oscillations and studied
analytically considering an effective Hamiltonian obtained projecting (2.29) onto
the one-kink subspace (see Appendix (A)).
2.3 General characterization of slow-dynamics
In this section we want to analyze some general features about slow dynamics
in the class of systems with confinement, and we characterize it quantitatively
by giving a lower bound on the thermalization time and predictions concerning
entanglement entropy growth [95]. We will furthermore discuss (in the last sec-
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Figure 2.17: Dependence of the confinement length on the parameters h and  of Hamilto-
nian (2.29).
t⇤
t⇤1
Figure 2.18: Average entanglement entropy growth, starting from initial state defined in
Eq. (2.30) and evolving with Hamiltonian (2.29), for different values of h.
tion of Chapter 4) how this problem can be related exactly with string-breaking
phenomena in lattice gauge theories (LGTs); it is possible to show how, in one-
dimension, statistical models with confining potential can be viewed as matter-
integrated abelian LGTs. For this reason we will refer henceforth to kinks as
particles, bound states of kinks as mesons, and long domain of reversed spins as
strings.
Let us preliminarly show a quite remarkable fact concerning the time-evolution
of the “false-vacuum” of Hamiltonian (2.1). The problem of the false vacuum
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decay in such systems was already treated in Ref. [80] in the scaling regime, i.e.
(hx ≈ 1), however, the dynamics of the bipartite entanglement entropy has never
been investigated. In particular, what happens in the long transient phase in
which the false vacuum is stable and how it depends on the size of the system.
These questions are of relevant importance because the false vacuum lies in the
middle of the spectrum of the Hamiltonian (2.1), therefore it is a high-temperature
state in a non-integrable system so we expect that it should behave as a thermal
state. We thus consider time evolution starting from |Ψ0〉 = ⊗Li=1 |↑〉i and we
let it evolve with the Hamiltonian (2.1) with, hx < 0. In this case the initial
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Figure 2.19: Time evolution of the bipartite entanglement entropy in the false vacuum. It is
possible to see how the constant value reached is system size independent, at least for a very
long transient time. This fact seems to suggest the existence of area-law high energy states also
in this system.
state is very close to the false vacuum of the theory and it can be written as
superposition of high energy states. In Fig. 2.19 we report the result of TEBD
simulations for different sizes of the system. It is possible to observe that the
value of the entanglement entropy is constant and independent of the system
size, this means that there is at least one high-energy state of (2.1) which shows
area-law of entangelement entropy. Physically it is clear why this happens: the
quasi-particles produced during the quench do not propagate, and the only con-
tribution to the entanglement growth is given by the ones produced close to the
cut of the system. An interesting point is understanding whether the stability of
these states is something that survives at infinite time [96, 97], thus representing
a violation to eigenstate thermalization hypothesis, or if it is possible to associate
a time-scale for thermalization in this setup.
In order to rationalize this concept let us be more quantitative and let us consider
separately all the different processes that could eventually lead to thermalization.
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There essentially three different processes that take part to the thermalization of
the system: string breaking and production of mobile mesons, quantum diffusion
of small mesons, scattering processes between the particles which lead to the cre-
ation of mobile mesons. Each of this process is dominant for a given range of
parameters. The Hamiltonian of a generic spin system with confinement can be
cast in the following form:
H = m ·Hmass + g ·Hmotion + h ·Hint, (2.31)
the precise meaning of every term in (2.31) will be clearer after that we will have
explained the relation with LGTs. However for the Ising model with longitudinal
field (2.1) we have
m ·Hmass = J
∑
i=1
σxi σ
x
i+1 (2.32)
g ·Hmotion = hz
∑
i
σzi (2.33)
h ·Hint = hx
∑
i
σxi . (2.34)
In what follows we will focus our attention on two type of initial states, namely,
“string-states” that are states with a string of length l in the middle and “many-
particle states” that are states in which there is a particle every l sites, in the
latter case p = 1/l can be interpreted as a chemical potential for the kinks.
Furthermore, for sake of simplicity, we will hencefort consider the prototypical
case of Ising model in longitudinal field (2.1), however, the results hold in general.
It is important to point out that the parameter p is of primary importance in
the thermalization, in fact for p > 0.5 states with many particles close to each
other are no longer “rare-states” and scattering processes eventually take the
system toward an equilibrium state smoothing out any initial inhomogeneity, as
shown in Fig. 2.20. The value of the chemical potential at which thermalization
starts to occur in the usual way is related to the confinement length. In fact,
when the average distance among the particles lavg = 1/p is comparable with the
confinement length lconf ≈ g/h we observe thermalization. In order to avoid to
be in such situation, in which the thermalization process is trivially explained,
when we will deal with multi-particles states we will consider the parameters such
that lconf  lavg, that is in the Ising case phz  hx.
Let us first analyze first the string-breaking mechanism which is the way through
which states with big strings, as the one reported in Fig. 2.1, may thermalize.
We are interested in the regime in which the mass term is the biggest scale
of the system, i.e. m  h, g. In this regime the effect of string breaking is
suppressed and it is possible to perturbatively expand the Hamiltonian in series
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Figure 2.20: Example of thermalization by scattering with p ≈ 0.5. In the circled region we
see how the initial inhomogeneity is rapidly smoothed out.
of 1/m. Ergodicity would prescribe the meltdown of the inhomogeneity by means
of creation of particles inside the string. However, in order to occur, this process
must be energetically possible, meaning that, since the configurational energy
in a string is proportional to its length En = hlstr, it can happen only if it is
possible to convert this energy (that is nothing but the energy of the gauge field)
into a particle-antiparticle pair. This process takes place when hl˙string ≥ 2m.
We assert that strings can break up, but the time-scale with which this happens
is exponentially long in the parameters of the model. This fact can be rigorously
proven by sistematically constructing the effective Hamiltonian governing string
dynamics in perturbation theory in the parameter 1/m. Before doing this let us
understand why this phenomenon is slow, as we have already stated, in order to
conserve energy, the two particles produced in string breaking must be separated
to a distance d such that hd ≈ 2m, this is a process at the dth order in perturbation
theory, therefore if m h we have d 1 and the process is unlikely to occur.
Let us now prove this, for this purpose let us split Hamiltonian (2.31) in two
parts, H0, the dominant one proportional to the mass term m, and a potential
V . The H0 part has a block-diagonal structure, each block is labelled by the
number of particles and is highly degenerate. The perturbation term V can be
further split in Vdiag = H1, which accounts for the motion of the particle without
creating or destroying them and Voffdiag ≡ R1, that connects different blocks.
The off-diagonal term can be eliminated using a proper unitary transformation
eS1 that transforms the Hamiltonian as
H ′ = eS1He−S1 = H0 + H1 + R1 + [S1, H0] + second order, (2.35)
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S1 is an anti-hermitian operator such that R1 + [S1, H0] = 0. The resulting
effective Hamiltonian H(1)eff = H0 + H1 describes the intra-blocks motion until a
time that is quadratic in m. This procedure can be generalized to an arbitrary
order n upon defining a unitary transformation eS≤n , with S≤n = −S†≤n = S1 +
S2 + · · ·+ Sn which transform the Hamiltonian as
H ′ = eS≤nHe−S≤n = H0 + H1 + · · · + Hn + R>n ≡ H(n)eff + V>n, (2.36)
with [Hj , H0] = 0, ∀j = 1, . . . , n. In other words, also in this case H(n)eff describes
motion of particles within each block up to order n dressing the hopping. The
operators Vn can be explicitly written in terms of Sk [95].
The crucial point illustrated by Abanin et al. in Ref. [98] is that the magnitude
of the term Hn is bounded by n! and that there is an optimal point n∗ where
the truncation of the perturbation series minimizes the error. At this order the
inverse of the error gives us an exponential bound for the thermalization time in
the perturbation strength, for the Ising model in a longitudinal field this can be
estimated as
hztsb ∼ exp(J/
√
h2x + h2z). (2.37)
This is perhaps the most important result of this section, it says that, upon tuning
appropriately the parameters, we can ignore string-breaking effects on thermal-
ization up to exponentially long times.
The explicit computation of the effective Hamiltonian order by order is computa-
tionally extremely hard because the complexity of all the commutators increases
rapidly. For the Ising in longitudinal magnetic field, we report the first two orders
that have been manually computed
H0 = −J
∑
j
σzjσ
z
j+1 (2.38)
H1 = −h
∑
j
σzj − g
∑
j
P ↑j−1σ
x
j P
↓
j+1 + P
↓
j−1σ
x
j P
↑
j+1 (2.39)
H2 =
g2
4J
∑
j
+ P ↑j−1(σ−j σ+j+1 + σ+j σ−j+1)P
↑
j+2 (2.40)
+ P ↓j−1(σ−j σ+j+1 + σ+j σ−j+1)P
↓
j+2 (2.41)
− P ↑j−1(σ+j σ+j+1 + σ−j σ−j+1)P ↓j+2 (2.42)
− P ↓j−1(σ+j σ+j+1 + σ−j σ−j+1)P ↑j+2 (2.43)
− σzjσzj+1. (2.44)
(2.45)
We have seen that if we consider in Eq. (2.31) m, g, h we have a very-long time
until which string-breaking processes can not occur and the motion of particles is
CHAPTER 2. CONFINEMENT AND SLOW-DYNAMICS 64
controlled by an effective Hamiltonian Heff. Let us characterize the dynamics of
the system in this regime, for this purposes let us consider states with only one
string, i.e. a particle and an antiparticle. As we have reported in Appendix (A),
the single-particle wave function for a particle localize around the site n reads
Ψ(n)j = Jj−n(lconf ), (2.46)
where Jj−n is a Bessel function of the first kind. An initial state with many parti-
cles localized on different sites can be written as product states of single-particle
state. Since the Bessel’s functions decay very fast for |n − j|  lconf , if the
average distance between the kinks is greater than the confinement length, i.e.
1/p  lconf , particles keep oscillating around their initial position and thermal-
ization and transport are completely hindered. If instead the average distance
between the particles is of the same order of the confinement length the situation
is more intriguing. In fact, in this case, the overlap between the orbitals of the
particles is no-longer negligible and they interact. Our aim is to quantitatively
describe the effects of this interaction. It is important to point out that we are
not treating the case in which 1/p ≤ lconf , indeed in that case we would need a
scattering theory that we currently lack and whose implementation is not easy.
Let us project Hamiltonian (2.1) onto the Hilbert space with only one string,
i.e. with a particle on the site n1 and an antiparticle on the site n2, the low-
est order Hamiltonian, can be split in two parts, diagonal (configurational) and
off-diagonal (hopping), also in this case
(Hdiag)n1n2,m1m2 = hx(n2 − n1) δn1,m1δn2,m2 (2.47)
and
(Hhop)n1n2,m1m2 = hz(δn1+1,m1δn2,m2 + δn1−1,m1δn2,m2
+ δn1,m1δn2+1,m2 + δn1,m1δn2−1,m2). (2.48)
It is convenient to adopt the relative and center of mass coordinates,n± =
n1 ± n2. The Schrödinger equation, HΨ = EΨ, with the ansatz wave function
Ψn+,n−(K) = eiKn+ψn−(K), reduces simply to the single particle Wannier-Stark
lattice problem, since the dependence from the center of mass coordinate can be
factored out,
hxn−ψn− + 2hz cosK(ψn−−1 + ψn−+1) = Eψn− (2.49)
with the condition that ψn−=0 ≡ 0, because n− > 0. The presence of this
boundary is of utmost importance in this problem, in fact, particles very distant
among each other are not affected by this constraint. In this case the energy levels
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are independent of K and hence their band is flat, El(K) = hxl. This means that
large strings, for which n−  lconf do not diffuse, because the motion of the
center of mass is related with the group velocity vg = ∂E(K)/∂K = 0, this fact
can be interpreted as these particles are too massive to diffuse. However, for
strings whose length is comparable with the confinement length we have a non-
zero band curvature. This can be estimated by considering that the modification
of the bulk Wannier-Stark wave function around a site l ≥ lconf induced by the
presence of the hard-wall, is proportional to the wave-function amplitude, i.e.
Jl(2g/h) ∼ 1
l! (g/h)
2l. (2.50)
This result agrees with the perturbative calculation which states that, in order
to move a string of length l we have to destruct and reconstruct the whole string,
it is, therefore, a process which occur at the lth order in perturbation theory.
The quantum diffusion time-scale, i.e. the time-scale in which the string starts to
move as whole, is the inverse of the band curvature, therefore for a general many-
particle state with chemical potential p, in which the average particle-particle
distance is 1/p we have that
hztdiff(p) ∼ Γ(1/p)
(
h
g
)2/p
. (2.51)
We note that tdiff  tsb, therefore, in this regime, this is the most relevant dy-
namical time-scale of the problem.
We have seen that the single-particle wave functions Jl(lconf ) are highly localized
objects. This picture is extremely similar to what is observed in many-body local-
ization problems (See Chapter 1) it is therefore natural to ask whether the same
features concerning suppressed growth of entanglement entropy are observed.
Applying straightforwardly the procedure of Ref. [55] we find that the prediction
for the time growth of entanglement entropy in a state with chemical potential
p, should be
S(t) ∼ p log
(
g2t
h log(gt)
)
, (2.52)
in the regime in which p ≥ hz. The correctness of (2.52) is still under numerical
investigation a preliminary result is reported in Fig. 2.21. We observe how there
is a clear dependence of the slope on p, however relation (2.52) seems to hold only
in one case, the reason is that the regime in which it is derived is quite peculiar
we must have that p > hz, but p  p∗(hz, hx) at which the confinement length
is of the order of the 1/p.
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Figure 2.21: Average entanglement entropy for different chemical potential values p. In this
case only “regular realizations” are considered, i.e. one particle every 1/p sites. In the left
panel the comparison between several values of p, in the right panel the comparison between
the theoretical prediction of Eq. (2.52) and the simulation for one realization, the only one in
this regime in which it works.
CHAPTER 3
SLOW DYNAMICS IN RYDBERG ATOMS CHAINS
In this chapter we introduce the second main topic of this thesis, i.e. slowdynamics arising from energetic constraints that restrict the Hilbert space.As we have pointed out in the previous chapter, in this case we do not observe
a frozen dynamics that maintains the initial inhomogeneities for extremely long
times, but we rather see coherent long-lived oscillations between some accessible
states. This fact is highly unexpected because the effective theories that describe
thesw constrained models are usually non-integrable, i.e. they do not have explicit
conservation laws that could give an easy interpretation of non-thermal behavior.
Henceforth we will focus the anomalous dynamics observed in some Rydberg
atoms setups [88, 87] with the so-called “blockade” constraints, that prevent
two contiguous atoms to be both in the Rydberg (excited) state. We show how
the effective theoretical model which describe the system, i.e. the “massless” FSS
model, sometimes called PXP, presents some intriguing properties connected with
the recently studied phenomenon of the quantum scars [99, 100, 101, 102]. In this
chapter we give a brief overview of the last two years of investigation of this model
both from experimental and theoretical perspective, in the next one we will show
how these phenomena can be connected with some prototypical features of high-
energy physics.
3.1 Anomalous dynamics in Rydberg atom chains
Let us start by describing an experiment concerning anomalously slow dynam-
ics observation. The first relevant observation of this phenomenon has been
done in 2016 by H. Bernien et al. [88] in Harvard. They prepared a chain of
strongly interacting Rydberg atoms trapped in an optical lattice by means of
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optical tweezers. This kind of technology is of extreme importance because it
enables to construct the setup atom-by-atom and therefore to have an extreme
control on it. In Ref. [88] 51 87Rb atoms, called “qubits” since they mimic a
two-levels system, are loaded in a trapping potential, they interact with a repul-
sive Van-Der-Walls interaction, the Hamiltonian governing the dynamics of the
system is a long-ranged Ising one, i.e.
H
~
=
∑
i
Ωi
2 σ
i
x −
∑
i
∆ini +
∑
i<j
Vi,jninj (3.1)
where, Vi,j = V/|i− j|6, σix = |gi〉〈ri|+ |ri〉〈gi| is the operator which connects the
ground states and Rydberg states of the atoms, ∆i is a detuning (mass) term,
which is set to zero, ni = |ri〉〈ri| counts the number of excitations (i.e. atoms in
the Rydberg state) and Ωi is the Rabi frequency.
Figure 3.1: Figure from Ref. [88]. Experimental setup, using optical tweezers it is possible to
have control at the level of single atom.
The aspect that makes the experiment relevant from our purposes is that the
atoms in the trap are strongly interacting, this means that
Vi,i+1  ∆ Ω Vi,i+2 (3.2)
this regime is formally called “Rydberg blockade”. The energetic constraint (3.2)
has deep consequences on the dynamics of the system, in fact it reduces the num-
ber of states that can be explored during the time evolution thus limiting the
accessible Hilbert space to the states in which there are no contiguous excita-
tions, i.e. nini+1 = 0 (see Fig. 3.2). The dynamics of the system in this regime
Figure 3.2: Local Hilbert space in the strongly interacting regime (3.2), no contiguous excita-
tions are allowed.
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results to be initial-state dependent, meaning that, starting from Néel ordered
(Z2 symmetric) initial states, i.e.,
|Ψ0〉 = |rgrgrgrgr . . .〉 (3.3)
persistent oscillations in local observables are observed. In particular in Ref. [88]
the number of defects, i.e. the number of contiguous atoms in the ground state
|Ψ(t)〉 = | . . . gg . . .〉, as a function of time have been counted. We can clearly
Figure 3.3: Figure from Ref. [88]. Left panel: experimental data for different system sizes.
Right panel: numerical simulation both for a realistic system, with full interactions and a fully
constrained one.
observe (see Fig. 3.3) persistent oscillations and a damping, however the damping
in the actual experimental data is given by the fact that it is not possible to set
Vi,i+j = 0 ∀j ≥ 1. It is possible to isolate this effect, in fact the damping time-
scale τ is related to the inverse of the next-to-nearest neighbours interaction
strength τ ∝ V −1i,i+2. Performing numerical simulations, as reported in the right
panel of Fig. 3.3, it is possible to see how a pure constrained model, i.e. Vi,i+j = 0
∀j ≥ 1 does not show signs of damping. This, together with the suppressed
(but still linear) temporal growth of the entanglement entropy, is a sign of slow
dynamics.
It is important to stress that this effect can be observed only starting from a Néel
ordered state, in fact as reported in Fig. 3.4, considering as initial state
|Ψ〉 = |gggggggggg〉,
in which all the atoms are set in the ground state, we see that either evolving
with the fully constrained model or with the real strong interacting Hamiltonian,
no persistent oscillations are observed and the entanglement entropy saturates to
its usual thermal value.
The Hamiltonian (3.1) can be rewritten in terms of the Pauli matrices σαj
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Figure 3.4: Figure from Ref. [88]. Difference in the time evolution for homogeneous and Néel
ordered initial states either for the full Hamiltonian and the constrained one. It is possible to
observe how persistent oscillations are observed only starting from |Ψ0〉 = |rgrgrgrg− . . .〉. This
fact is signaled also by an appreciable difference in the entanglement entropy growth.
defining σzi = 2ni − 1, we have
H =
L∑
j=1
Ω
2 σ
x
j −∆
σz + 1
2 +
∑
i<j
Vi,j
(
σzi + 1
2
)(
σzj + 1
2
)
. (3.4)
In the blockade regime of the experiment we have ∆ = 0 and Vi,i+1  Vi,i+2,
therefore we can cast Eq. (3.4) in the following form
H =
L∑
j=1
Ω
2 σ
x
j +
V
2 σ
z
i +
V
4
L−1∑
i=1
σzi σ
z
i+1, (3.5)
let us note that this Hamiltonian is identical to Eq. (2.1) upon setting hx = 2J
that is exactly the first resonant point. In Fig. 2.14 we observed persistent oscil-
lations between the two Néel states, as we have already pointed out in chapter 2,
this phenomenon is exactly the same observed in the experiment [88]. The ef-
fective Hamiltonian governing the dynamics can be further simplified, defining
 = Ω/2V , in the blockade regime we have  1, therefore we can rewrite (3.5)
as
H = H0 + H1 =
L−1∑
i=1
(σzi + 1)(σzi+1 + 1) + 
L∑
j=1
σxj , (3.6)
performing a Schrieffer-Wolf transformation we obtain, at the first order, Hamil-
tonian (2.26), i.e.,
H =
∑
i
σxi with nini+1 = 0. (3.7)
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Hamiltonian (2.26), is a the massless case of the FSS Hamiltonian
HFSS =
∑
i
σxi + Uni + V nini+2, (3.8)
where ni = (σzi +1)/2, U is the mass term and V is the next-to-nearest neighbours
interaction strength. The FSS model was introduced in Ref. [90] as a possible
description of tilted Mott insulators. Its ground state phase-diagram is very rich
from physical point of view: there are first-order and second-order (in the same
class of universality of the Ising model) critical lines, Kosterlitz transition zones,
and even some regions in which the nature of the phase phase transition is still
not clear. In Fig. 3.5, in particular, it is possible to observe how there are two
Figure 3.5: Figure from Ref. [91]. Phase diagram of the ground state of the FSS model.
lines of integrability and two different ordered phases (Z2 and Z3). In particular
for V = 0, that is the regime in which we work, it is possible to note that there
are two phases, a Néel ordered one for U < U∗ and a paramagnetic one, these
are separated by an Ising-like second order phase transition.
3.2 Quantum scars and proximity to integrability
The observation of coherent oscillations in the FSS model have raised some
doubts concerning the validity of ETH. In fact, this model is non-integrable,
non-disordered, therefore, the natural expectation would be to observe a fast
relaxation toward a thermal state; especially because in this case there are no
physical reasons (e.g. confining interactions) for a slowdown of the dynamics.
The proper way to attack this problem is studying the full spectrum of the sys-
tem. This procedure, however, is not always very informative because in order
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Figure 3.6: Figure from Ref. [100]. Fibonacci graph for L = 8, at the two extreme of the graph
there are the two Néel ordered states.
to study the spectrum one has to diagonalize huge matrices and this results in
a strong limitations on the accessible sizes of the system. In this case it could
be difficult to distinguish between truly physical effects and finite size ones. The
PXP model, however, as already discussed, presents a reduced Hilbert space
due to the presence constraint. In fact, a spin system of L sites usually has an
exponentially growing Hilbert space in L, i.e., dimH = 2L. For the PXP model,
instead, the Hilbert space grows according to the Fibonacci sequence. This fact
can be demonstrated counting recursively the allowed states: the last spin in such
states can either be in the ground state | . . . g〉 or in the Rydberg state | . . . r〉. In
the first case the state can be obtained by adding g or r to a state with L − 1
sites, but in the second one it is possible to obtain it only adding a couple gr to
a state of L− 2 sites. Accordingly, the Hilbert space with L sites is obtained, by
adding the two contributions, as
dL = dL−1 + dL−2 (3.9)
with the conditions that d0 = 1 and d1 = 2, this is exactly the Fibonacci series.
In particular, for open bounday conditions the Hilbert space of the PXP coin-
cides with the (L − 2)th term of the sequence, for periodic conditions we have
to add a corrective term, but behavior is the same. As it has been studied in
Ref. [100] the constrained dynamics can be viewed as a path a on subgraph of an
hypercube, this graph is known in the computer science literature as Fibonacci’s
graph. In Fig. 3.6 is schematically reported how this graph looks for L = 8. The
two Néel states between which coherent oscillations are observed are in the edge
of it. These two states seem to play a fundamental role in the dynamics of the
model, for this reason in Refs. [99, 100] the overlap between them and the eigen-
states of the PXP have been studied. As it has been reported in Fig. 3.7, it is
possible to observe how there is a special band of eigenstates, equally separated in
energy, that has a considerably higher overlap with the Z2 ordered states. More-
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Figure 3.7: Figure from Ref. [100]. Overlap between Néel ordered states and eigenstates of
the PXP (bottom panel). Entanglement entropy of the eigenstates (upper panel).
Figure 3.8: Figure from Ref. [100]. Expectation value of the magnetization on the eigenstates
of the PXP model.
over, these states have a non-thermal behavior as signaled by the fact that the
entanglement entropy has a smaller value with the respect the other states. The
strong violation of ETH is evident in the fact that the local magnetization 〈Z1〉,
measured on the special band of eigenstates, is clearly out from the thermal cloud
around the canonical expectation value, as reported in Fig. 3.8. These states are
thus responsable for the critical slowdown of the thermalization process. In anal-
ogy to what happens in the single-particle chaotic biliards [103], they have been
named many-body quantum scars. In fact, in the semiclassical quantization of
single-particle chaotic billiards, scars represent an enhancement of eigenfunction
density along the trajectories of classical periodic orbits.
It is important to stress that the number of this ETH-violating states scales
lineraly with the system size L, therefore the ratio between the Hilbert space
dimension and the number of these special states goes to zero in thermodynamic
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limit. The crucial point is that for some initial states they play a fundamental
role in the dynamics. Similar phenomena have been recently observed also in
other models, e.g. Ref. [104], while it is not clear whether an akin circumstance
occurs also in Ising model with longitudinal field [96].
Quantum scars’ argument gives a detailed description of the mechanism behind
the slow-dynamics in this model, however it does not clarify the reason of the ex-
istence of this special band of ETH-violating states. A step toward this direction
has been done by Khemani et al. in Ref. [102]. In this work the authors built a
suitable deformation of the Hamiltonian (2.26), preserving its symmetries, which
reads
H = HPXP +
∑
i
hXZ(Pi−1σxi Pi+1σzi+1 + σzi−2Pi−1σxi Pi+1)+
hY Z(Pi−1σyi Pi+1σzi+2 + σzi−2Pi−1σ
y
i Pi+1), (3.10)
where, as usual, Pi =
(1−σzi
2
)
. This deformed Hamiltonian represents an expan-
sion up to the fourth order of Eq. (2.26). Studying the r−parameter, that we
introduced in Chapter (1), averaged over the middle-third of the spectrum (in
order to capture the infinite temperature properties of the system) they realized
that for a particular value of the couplings there is a drop of r from r = 0.6
typical of gaussian unitary ensemble (GUE) random matrices (or r = 0.53 when
hY X = 0 typical of gaussian orthonormal ensemble (GOE)) to r = 0.39, a typical
value of poissonian statistics of energy level that is observed in integrable systems
in which there is not level repulsion. As reported in Fig. 3.9, for hY Z = 0 and
hXZ ≈ −0.02, the system seems to have a truly poissonian statistics. The fact
that the averaged value of r tends to rise increasing the system size is the signal
that integrability is not fully restored at the fourth order in the expansion, and
further terms are necessary. We can see how for both hXZ and hY X set to zero,
restoring thus the PXP limit, the average value of r is still not completely ther-
mal, at least for finite L. This means that the proximity to integrability could
influence the dynamics of the system. In other words, some of the conserved
charges that should be present in the actual integrable model could affect the
dynamics slightly away from this special point. In this perspective the observed
slow dynamics observed in the experiment [88], could be seen as a prethermal
effect, this is in strong opposition with what reported in Refs. [99, 100]. The ar-
gument concerning the “proximity to integrability” seems to have some pitfalls,
first of all it has been shown in earlier works in the Aﬄeck-Kennedy-Lieb-Tasaki
(AKLT) model [105, 106], that it is possible to construct ETH-violating states
with low entanglement entropy and arbitrary energy even when the spectrum
is fully thermal. Secondly, in Ref. [101], it has been reported the possibility of
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Figure 3.9: Figure from Ref. [102]. Level statistics as a function of the parameters of the
deformation (3.10). In panel (b) the average value of r is reported for hYX = 0 as a function
of hXZ and L. It is possible to observe that although the constraints, the average value of r is
almost everywhere GOE, thus signaling fast thermalization.
constructing suitable deformations of the PXP model that, not only keep the
spectrum thermal, as signaled, again, by the average value of the r parameter,
but show enhanced (or perfect) scars. This means that the dynamics starting
from a Z2 ordered state returns exactly to it after one period. In other words, the
Loschimdt echo (or fidelity) is periodically almost one (see Fig. 1 in [101]). Let us
be slightly more specific, the deformations added in Ref. [101] are, again, fourth-
order deformations, but, in this case, they are longer-ranged perturbations, i.e.
the R-sites deformation reads
δHR = −
∑
i
R∑
d=2
hdCσxi C(σzi−d + σzi+d), (3.11)
where C = ∏i[1− (1 + σzi )(1 + σzi+1)/4]. The coupling constant hd is numerically
optimized in order to maximize the fidelity. It turns out that this optimal value
is
h∗d = h0(φd−1 − φ−(d−1))−2, (3.12)
in which φ = (1 +
√
5)/2 is the golden ratio. It is interesting to note that the
coupling strength decreases exponentially with the distance.
As we have observed in this brief chapter, the arising of slow dynamics in this
simple model is convoluted and still not completely understood. If, on the one
hand, the description of the phenomenon seems to be under control and well
explained by the existence of this band of atypical states, on the other we still
lack a satisfying motivation of why these states arise and especially why they play
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a crucial role in the dynamics of particular initial states (i.e. Z2 ordered). This
phenomenon may be connected with the Shiraishi-Mori mechanism [107] which
permits to build non-integrable models that sistematically violates strong-ETH.
In the next chapter we will explain in detail our interpretation of the phenomenon,
we will show in particular, how this can be connected to the dynamics of lattice
gauge theories.
CHAPTER 4
A LATTICE GAUGE THEORY PERSPECTIVE
In this chapter we will take stock of some arguments that we touched on inthe previous chapters. In particular we will see how it is possible to inter-pret the Rydberg Blockade constraints as an effect of gauge symmetry and
thus how the anomalous dynamics can be understood in terms of pair produc-
tion and string-breaking phenomena [108, 109]. The core of the discussion lies in
the fact that in one spatial dimension Rydberg blockade systems can be exactly
mapped to a U(1) gauge theory in which we have integrated out the matter field
exploiting the Gauss’ law constraint. This re-interpretation is twofold impor-
tant, in fact, on the one side it enables us to see the slow dynamics occurring
in these systems under a new light, and thus to use the machinery developed in
high-energy contexts to tackle this problem. On the other side it could open the
door to simulations of lattice gauge theory in large systems, thing that so far
has been elusive. After our work [92] (on which is mainly based this chapter),
successive papers have attempted to generalize and adapt the argument also in
higher dimensions [110, 111], thus demonstrating the interest of the community
in reaching the task of performing simulations of lattice gauge theories in large
(and scalable) systems. We will furthermore show how some phenomena reported
in Chapter 2 can be interpreted in matter-integrated-out gauge theory language,
and we will highlight the similitudes between frozen dynamics in Ising model
with longitudinal field and the Schwinger model in the presence of confinement.
Before explaining the details of our work, let us review briefly the concept of
gauge theory and its staggered fermions version on lattice made by Kogut and
Susskind [112], we will, for sake of simplicity, consider only the Abelian case.
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4.1 Reminds of gauge invariance
In classical field theory the electromagnetic field is described by a four-vector Aµ,
with µ = 0, 1, . . . space-time indices, A0 = φ the electric potential and Ai = ~A
the vector potential, for which ~∇× ~A = ~B and ~E = ~∇φ. The field strength tensor
is defined as
Fµν = ∂µAν − ∂νAµ, (4.1)
the quadratic lagrangian of the free electromagnetic field is
L = −14FµνF
µν . (4.2)
From it we can derive the Maxwell’s equations written in covariant form, the first
two are given by the equations of motion
∂µF
µν = 0, (4.3)
which can be rewritten in the more common form as ~∇· ~E = 0 and ~∇× ~B = ∂0 ~E.
Defining F˜µν = 12µνρσFρσ we obtain the second pair of Maxwell’s equations
∂µF˜
µν = 0, (4.4)
obtained by the contraction of an antisymmetric tensor µνρσ with a symmetric
one ∂µ∂ρ. A crucial aspect of Lagrangian (4.2) is that it is, by construction,
invariant under a U(1) local symmetry, i.e. it is invariant upon redifining the
vector potential as:
Aµ → Aµ − ∂µθ. (4.5)
Free fields are described by the Dirac lagrangian
L = Ψ¯(iγµ∂µ −m)Ψ, (4.6)
in which Ψ is a four-components Dirac spinor and Ψ¯ = γ0Ψ†, with γ0 the Dirac
matrix. In order to consider matter field interacting with gauge fields we need to
make it gauge invariant, i.e. invariant under the transformation
Ψ→ eiqθ(x)Ψ Ψ¯→ e−iqθ(x)Ψ¯. (4.7)
From (4.5), which describe how Aµ changes under the action of gauge transfor-
mation, it is straightforward to see that this task is achieved by redifining the
derivative as
Dµ = ∂µ + iqAµ, (4.8)
in which q, the only parameter of the Abelian group U(1), is the charge. The
introduction of the covariant derivative is the standard way through which the in-
teraction between gauge fields and matter is described. The resulting Lagrangian
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can be quantized using the covariant quantization that enables us to identify par-
ticles and anti-particles [113].
The discretization of a gauge theory is not an easy task, in fact, a naive approach
can lead to problems that make the lattice lagrangian unphysical, as for example
the fermion doubling problem [114]. There are essentially two different ways of
proceed: using the Wilson approach [115], or by means of the Kogut staggered
fermions technique [112]. In the last case, that is the one in which we are inter-
ested in since it is more straightforward to be implemented with cold atoms, the
four-component Dirac spinor is divided in its Weyl components ψL/R, the left
part ψL is placed on the even (odd) sites of the lattice and the right one ψR on
the odd (even) ones.
4.1.1 Discretization of a gauge theory
Let us briefly summarize how to build a discrete version of a lattice gauge theory.
For this purpose, henceforth, we will focus on the prototypical Schwinger model
which describes the electromagnetic interaction in (1 + 1)-dimensions [83, 84].
This model, despite its simplicity, captures some non-trivial aspects of a gauge
theory, in particular it can describe the physics of confinement. In order to
discretize a gauge theory we have to introduce a length scale a, the lattice spacing.
This length-scale can be seen as an ultraviolet cut-off at energies of the order 1/a,
this means that gauge theory on the lattice is not useful if one wants to describe
high-energy properties of the model under examination. However, this aspect
is not a problem in our case since we are interested in studying the dynamical
effects of confinement and these are low-energy properties of the system; meaning
that they appear only at a length scales much bigger than the lattice spacing.
In order to study high-energy features of the system, thanks to the asymptotic
freedom, which essentially tells us that at very short distance the system behaves
as a free one, it is possible to use perturbative methods directly on the continuum
theory.
In (1 + 1)-dimensions the vector potential Aµ has only two components µ = 0, 1
and the electric field has only one component, i.e1.
F 01 = Eˆ = −∂0Aˆ1(x), (4.9)
Eˆ represents the conjugate momentum to Aˆ1(x). In the abelian case we have the
following commutation relations
[Aˆ1(x), Eˆ(y)] = −iδ(x− y). (4.10)
1In this case both Aˆ(x) and Eˆ(x) are operators living on a given Hilbert space
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Choosing a time-like axial gauge, i.e. A0 = 0, the Hamiltonian of the Schwinger
model can be written as:
Hˆ =
∫
dx
[
−iΨ¯(x)γ1(∂1 + igAˆ1(x))Ψ(x) +mΨ¯(x)Ψ(x) + 12Eˆ
2(x))
]
, (4.11)
in which, again, Ψ¯(x) = Ψ(x)†γ0, with γ0 = σˆz and γ1 = iσˆy and Ψ(x) =(
Ψe−(x),Ψ†e+(x)
)
is a spinor field. In order to discretize Hamiltonian (4.11)
we consider fermionic matter fields on the sites of a lattice and bosonic gauge
fields on the links (or on the dual lattice), absorbing the lattice spacing in the
renormalization of the couplings. In (1 + 1)-dimensions the description in terms
of both matter and gauge field is redundant, because of the constraint given by
the Gauss’ law, which in the continuum can be cast in the following way
∂1E = gΨ¯(x)Ψ(x). (4.12)
Before showing in detail how to define the fermionic fields on the lattice, let us
introduce the most important object which encodes gauge symmetry in a LGT.
When a lattice gauge theory is regularized on the lattice it is of fundamental
importance to maintain its invariance, in the continuum the vector potential
transforms according to the (4.5), and thus involves an infinitesimal neighborhood
of a point x due to the presence of the derivative. In the discrete, it is therefore
natural to integrate the continuum gauge field along the link which connects two
sites x and y, however this must be done in the proper way. Following Wilson’s
work [115] we can construct the parallel transporter
Uxy = exp
[
ig
∫ x+a=y
x
dzA1(z)
]
, (4.13)
which is a U(1) object. Under the action of the gauge group we have
A
′(z) = A1(z)− ∂1α(z), (4.14)
where αz is an arbitrary regular function, therefore,
U
′
xy = exp
[
ig
∫ x+a=y
x
dzA
′
1(z)
]
= exp
[
ig
∫ x+a=y
x
dz(A1(z)− ∂1α(z))
]
(4.15)
= exp
[
ig
∫ x+a=y
x
dzA1(z)− α(y) + α(x)
]
(4.16)
= ΩxUxyΩ†y, (4.17)
where we have introduced the lattice gauge transformation operator
Ωx = exp[igα(x)] ∈ U(1). (4.18)
The parallel transporter is the truly gauge degree of freedom on the lattice from
which we can can derive the vector potential operator Aˆxy living on the link
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as Uˆxy = exp[iagAˆxy]. The electric field operator on the link Eˆxy, being the
conjugate operator to the vector potential, can be defined as
Eˆxy = −i ∂
∂(agAˆxy)
. (4.19)
This gives rise to the following commutation relations
[Eˆxy, Uˆrs] = δxrδysUˆxy [Eˆxy, Uˆ †rs] = δxrδysUˆ †xy, (4.20)
we note how on the lattice the gauge degrees of freedom of an Abelian gauge
theory have an SU(2) algebra.
At this point we are ready to write the Hamiltonian on the lattice, let us slightly
change notation, we define
Lˆn =
1
g
Eˆxn,xn+a θˆn = −agAˆxn,xn+a.(4.21)
The staggered matter fields are
Φˆ(xn) =
√
aΨˆe−(xn) even sites (4.22)
Φˆ(xn) =
√
aΨˆ†e+(xn) odd sites. (4.23)
We see how the two Weyl components are fictitiously separated, this is done in
order to ensure the continuity of the Dirac equation when the limit a → 0 is
performed. The Hamiltonian can be written as:
Hˆ = −iw
N−1∑
n=1
[
Φˆ†nUˆn,n+1Φˆn+1 − h.c.
]
+m
N−1∑
n=1
(−1)nΦˆ†nΦˆn + J
N−1∑
n=1
Lˆ2n, (4.24)
where N is the number of sites, m is the mass of the fermions and we have defined
w = 12a and J =
g2a
2 . Using the natural units (~ = c = 1) w, J,m and g have
the dimensions of the inverse of a mass. In this representation the Gauss’ law
operator becomes
Gˆn = Lˆn − Lˆn−1 − Φˆ†Φˆ + 12[1− (−1)
n], (4.25)
by construction the Hamiltonian (4.24) commutes with Gˆn. The operator defined
in Eq. (4.25) is the generator of an infinitesimal gauge transformation, a general
Ωx can be represented by
Vˆ =
∏
x
exp(igα(x)Gˆx) (4.26)
such that Vˆ †Ψˆ(x)V = ΩxΨ(x). Hamiltonian (4.24) can be rewritten, using a
Jordan-Wigner transformation and integrating out the gauge fields, as a long-
range interacting spin model [116]. For this purpose, we first rewrite the fermion
operator Φˆn(x) in terms of Pauli’s spin operators
Φˆn(x) =
∏
l<n
[iσˆzl ]σˆ−n , (4.27)
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secondly, we eliminate the operators θˆn performing a gauge transformation
σˆ−n →
∏
l<n
e−iθˆl
 σˆ−n (4.28)
which essentially rotates every Pauli operator by a phase depending on the gauge
fields on the previous links. Finally we obtain
H = w
N−1∑
n=1
[
σˆ+n σˆ
−
n+1 + h.c.
]
+ m2
N∑
n=1
σˆz + J
N−1∑
n=1
Lˆ2n, (4.29)
in this formulation the Gauss’ law takes the form Lˆn−Lˆn−1 = 12 [σˆzn+(−1)n], from
which we obtain Lˆn = 0 + 12
∑n
l=1(σˆzl + (−1)l), 0 is a background electric field,
this term can be rewritten as 0 = θ2pi , where θ is called topological angle [117].
Using this we can rewrite the last term in (4.29) in terms of spin operators. In
writing the Gauss’ law using the spin formalism we have assumed to be in the
zero charge subspace, i.e., for the physical states Gˆn|ΨPhys.〉 = 0, this assumption
will be valid henceforth.
4.1.2 Quantum-Link models
The electric field on the link in Hamiltonian (4.24) can take every integer value
Lˆn = 0,±1,±2, . . . (4.30)
therefore the dimension of the Hilbert space is infinite on every link. This fact
makes the model (4.24) of poor practical use, especially in the perspective of
quantum simulating a gauge theory using cold atoms (usually bosons-fermions
mixtures). In order to tackle this problem we can “cut” the dimension of the gauge
field on the links by choosing a finite dimensional representation of the algebra.
As we have seen in the Abelian case the gauge fields follow an SU(2) algebra (see
Eq. (4.20)), therefore we can use a spin representation in order to decrease the
degrees of freedom. This is clearly an approximation, in fact, doing this we lose
some configurations of the electric field, but we have still a good agreement with
the actual theory, especially if we choose a high S-spin representation, but the
basic features of the theory are captured also in small S-representation. This can
be achieved by simply defining
Uˆ †xy = S1xy − iS2xy = S−xy Uˆxy = S1xy + iS2xy = S+xy (4.31)
Eˆxy = S3xy, (4.32)
where Sα = 12σα in the case of S = 1/2 quantum link models.
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Figure 4.1: Gauge-theory interpretation of Rydberg-atom quantum simulations. a: Schematics
of a Rydberg atom chain. Each potential well of the optical lattice hosts a single atom, which can
be either in the ground (black) or excited Rydberg (yellow) state. The two levels are coupled by
a laser field. The Rydberg blockade prevents the simultaneous excitations of neighboring atoms.
b: Degrees of freedom of a U(1) LGT in the spin-1/2 quantum link model (QLM) formulation.
Gauge fields are represented by spin variables residing on links. Matter fields are represented
by Kogut-Susskind fermions: an occupied site corresponds to the vacuum on odd sites, and to
a quark q on even sites. An empty site, instead, to the vacuum on even sites and to an anti-
quark q¯ on odd sites. c: Mapping between Rydberg-blockaded states and configurations of the
electric field constrained by the Gauss law in the QLM. Due to the staggered electric charge,
the allowed configurations of the electric field depend on the link, as illustrated. The two so-
called charge-density wave configurations “CDW1” and “CDW2” of the Rydberg-atom arrays
are mapped onto the “string” and “anti-string” states, respectively, characterized by uniform
rightward or leftward electric fluxes. The empty configuration with all Rydberg atoms in their
ground state is mapped to a state filled by adjacent particle-antiparticle pairs. d: Time evolution
of the Rydberg array governed by the effective Hamiltonian HFSS in Eq. (4.34), starting from
the CDW1 state. The plot shows the space and time resolved population 〈nj〉 of the excited
Rydberg atoms. e: Evolution of the expectation value of the electric field operator Eˆj,j+1 in the
QLM. These dynamics map exactly onto the ones shown in panel d via the mapping illustrated
in panel c. The thin lines highlight the oscillation between CDW1, CDW2 (left, bottom of panel
c) or string and anti-string (right) states. In these simulations, L = 24 and δ = m = 0.
4.2 Lattice gauge theories and string dynamics
In this section we show that (1 + 1)-dimensional LGTs akin to quantum elec-
trodynamics are naturally realized in state-of-the-art experiments with Rydberg
atom arrays [88, 118], building the bridge between the slow dynamics described
in Chapter 3. In particular, we show how the dynamics of Rydberg excitations
in these chains is exactly mapped onto a spin-1/2 quantum link model (QLM), a
U(1) LGT where the gauge fields span a finite-dimensional Hilbert space, equiva-
lent to a lattice Schwinger model in the presence of a topological term [117], what
has been reported in this section can be found in Ref. [92]. The key element of our
mapping, which is schematically illustrated in Fig. 4.1, is that gauge invariance
has a natural counterpart in the Rydberg blockade mechanism, which constrains
the Hilbert space in the same way as Gauss law does in gauge theories. This
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provides an immediate interpretation of the recent experiment with Rydberg-
blockaded atom arrays in Ref. [88] as the first large-scale quantum simulation of
a LGT at the edge of classical computational methods [119].
From a theoretical viewpoint, the mapping offers a hitherto unexplored per-
spective on the anomalously slow relaxation recently observed in experiments:
the long-lived oscillations in the population of excited Rydberg atoms corre-
spond to a string inversion, a phenomenon which is directly tied to string break-
ing [120, 121, 122] prototypical of gauge theories including dynamical matter
(cf. Fig. 4.1d and (4.1)e). The mapping indicates that this phenomenon has
a natural interpretation in the LGT framework, and suggests the occurence of
slow dynamics in other U(1) gauge theories, such as higher-spin QLMs [123],
Higgs theories [124], and the Schwinger model [84, 112]. These theories have
been widely discussed in the context of Schwinger pair production taking place
at high-intensity laser facilities, thus providing a highly unexpected, direct link
between apparently unrelated experimental platforms [108, 122, 125, 86, 126].
We discuss the generality of this type of quantum evolution by extending our
analysis to other relevant instances of "slow dynamics", characterized by the ab-
sence of relaxation on all time scales corresponding to any microscopic coupling
present in the system. As initial states, we focus on those consisting of particle-
antiparticle pairs, corresponding to regular configurations of the Rydberg-atom
arrays with localized defects, which are accessible within the setup of Ref. [88].
We show that these defects propagate ballistically with long-lived coherent in-
terference patterns. This behavior is found to be governed by special bands of
highly excited eigenstates characterized by a regularity in the energy-momentum
dispersion relation. These findings open up a novel perspective which comple-
ments and extends towards gauge theories recent approaches to slow relaxation
in Rydberg-blockaded atomic chains [99, 100, 82, 127, 101, 102].
4.2.1 Rydberg atom arrays
We are interested in the dynamics of a one-dimensional array of L optical traps,
already introduced in the previous chapter, each of them hosting a single atom,
as schematically illustrated in Fig. 4.1a. The atoms are trapped in their elec-
tronic ground state (black circle), denoted by |↓〉j , where j numbers the trap.
These ground states are quasi-resonantly coupled to a single Rydberg state, i.e.,
a highly excited electronic level, denoted by |↑〉j . The dynamics of this chain of
qbits {|↑, ↓〉j}j=1,...,L is governed by Ising-type Hamiltonian already introduced
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in Chapter 3, [128, 129]:
HˆRyd =
L∑
j=1
(Ω σˆxj + δ σˆzj ) +
L∑
j<`=1
Vj,`nˆjnˆ`, (4.33)
where σˆαj are Pauli matrices at site j, the operator nˆj = (σˆzj + 1)/2 signals the
presence of a Rydberg excitation at site j, 2Ω and 2δ are the Rabi frequency
and the detuning of the laser excitation scheme, respectively, and Vj,` describes
the interactions between atoms in their Rydberg states at sites (j, `). For the
cases of interest here, this interaction is strong at short distances and decays
as 1/|j − `|6 at large distances. The dynamics described by HˆRyd has already
been realized in several experiments utilizing either optical lattices or optical
tweezers [118, 130, 88]. In particular, Ref. [88] investigated, as we have seen, the
case in which Vj,j+1 is much larger than all other energy scales of the system,
resulting in the so-called Rybderg blockade effect: atoms on neighboring sites
cannot be simultaneously excited to the Rydberg state, hence the constraint
nˆjnˆj+1 = 0.
In this regime, the resulting Hamiltonian, again, is
HˆFSS =
L∑
j=1
(
Ω σˆxj + 2δ nˆj
)
, (4.34)
where we neglect longer-range terms which do not affect qualitatively the dy-
namics. HˆFSS acts on the constrained Hilbert space without double occupancies
on nearest-neighbor sites, as illustrated in Fig. 4.1a. As we show below, the di-
rect connection between Rydberg atomic systems and gauge theories is indeed
provided by this constraint at the level of the Hilbert space.
4.2.2 Rydberg blockade as a gauge symmetry constraint
We establish here the exact mapping between the FSS Hamiltonian in Eq. (4.34)
governing the dynamics of the Rydberg atom quantum simulator in Ref. [88] and
a U(1) LGT. The latter describes the interaction between fermionic particles,
denoted by Φˆj and residing on the lattice site j, mediated by a U(1) gauge field,
i.e., the electric field Eˆj,j+1, defined on lattice bonds, as depicted in Fig. 4.1b.
We use here Kogut-Susskind (staggered) fermions [112], with the conventions that
holes on odd sites represent antiquarks q¯, while particles on even sites represent
quarks q. Their dynamics is described by:
Hˆ = −w
L−1∑
j=1
(Φˆ†jUˆj,j+1Φˆj+1 + h.c.) +m
L∑
j=1
(−1)jΦˆ†jΦˆj + J
L−1∑
j=1
Eˆ
2
j,j+1, (4.35)
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where the first term provides the minimal coupling between gauge and matter
fields through the parallel transporter Uˆj,j+1 with [Eˆj,j+1, Uˆj,j+1] = Uˆj,j+1, the
second term is the fermion mass, and the last one is the electric field energy. The
generators of the U(1) gauge symmetry are defined as
Gˆj = Eˆj,j+1 − Eˆj−1,j − Φˆ†jΦˆj +
1− (−1)j
2 , (4.36)
and satisfy [Hˆ, Gˆj ] = 0, so that gauge invariant states |Ψ〉 satisfy Gauss law
Gˆj |Ψ〉 = 0 for all values of j. Restricting the dynamics to their subspace is by
far the most challenging task for quantum simulators.
Different formulations of U(1) LGTs are obtained for different representations
of gauge degrees of freedom Eˆj,j+1. While in the standard Wilsonian formulation
(i.e., the lattice Schwinger model) they span infinite-dimensional Hilbert spaces,
here we first focus on the U(1) QLM formulation [123, 131], where they are
represented by spin variables, i.e., Eˆj,j+1 = Sˆzj,j+1 and Uˆj,j+1 = Sˆ+j,j+1, so that
[Eˆj,j+1, Sˆ+j,j+1] = Sˆ+j,j+1. As noted in Ref. [132], this formulation is particularly
suited for quantum simulation purposes.
In the following, we consider the QLM with spin S = 1/2, in which all the
possible configurations of the electric field have the same electrostatic energy,
rendering the value of J inconsequential; we anticipate that this model is equiv-
alent to the lattice Schwinger model in the presence of a θ-angle with θ = pi 2.
The Hilbert space structure following Gauss law is particularly simple in this
case [132]: as depicted in Fig. 4.1c, for each block along the chain consisting of
two electric fields neighbouring a matter field at site j, there are only three pos-
sible states, depending on the parity of j. In fact, in a general (1+1)-dimensional
U(1) LGT, the configuration of the electric field along the chain determines the
configuration of the charges via the Gauss law. Accordingly, Hˆ in Eq. (4.35) can
be recast into a form in which the matter fields Φˆj are integrated out.
We now provide a transformation which maps exactly the latter form into the
FSS Hamiltonian (4.34). The correspondence between the two Hilbert spaces is
realized by identifying, alternately on odd and even lattice sites, the computa-
tional basis configurations of the atomic qubits allowed by the Rydberg blockade
with the classical configurations of the electric field allowed by the Gauss law
(see Fig. 4.1c). In terms of the two Hamiltonians (4.34) and (4.35), this unitary
transformation consists in identifying the operators
σˆxj ↔ 2Sˆxj−1,j (4.37)
σˆy,zj ↔ (−1)j2Sˆy,zj−1,j (4.38)
2The similarity between the phenomenology of the two models was pointed out in Ref. [132].
Here, we are instead interested in establishing an exact relation.
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and the parameters
Ω = −w (4.39)
δ = −m. (4.40)
This mapping overcomes the most challenging task in quantum simulating gauge
theories, by restricting the dynamics directly within the gauge-invariant Hilbert
space. The only states that would violate Gauss law are nearest-neighbor occu-
pied sites which are strongly suppressed by the Rydberg blockade and can be
systematically excluded via post-selection of the configurations. Beyond provid-
ing a direct link between Gauss law and the Rydberg blockade mechanism, the
most important feature of the mapping is that, differently from other remarkable
relations between HˆFSS and lattice models with gauge symmetries [133, 134], it
provides an immediate connections between Rydberg experiments and particle
physics phenomena, as we describe below.
4.2.3 Gauge-theory interpretation of slow dynamics
The exact description of Rydberg-blockaded chains in terms of a U(1) LGT allows
us to shed a new light on the slow dynamics reported in Ref. [88], by interpreting
them in terms of well-studied phenomena in high-energy physics, related to the
production of particle-antiparticle pairs after a quench akin to the Schwinger
mechanism.
In the experiment, as we discussed in chapter 3, the system was initialized in
a charge density wave state (CDW1 in Fig. 4.1c), and subsequently, the Hamil-
tonian was quenched, inducing slowly-decaying oscillations between CDW1 and
CDW2. As shown in Fig. 4.1c, CDW1 and CDW2 are mapped onto the two
states of the S = 1/2-QLM with uniform electric field Sˆzj,j+1 = ±1/2. The exper-
imental results in Ref. [88] may thus be interpreted as the evolution starting from
one of the two degenerate bare particle vacua |0±〉 (i.e, the vacua in the absence
of quantum fluctuations, w = 0) of the gauge theory. In Fig. 4.1d and in the first
column of Fig. 4.2, we illustrate these dynamics as it would be observed in the
excitation density 〈nj〉 along the Rydberg-atom quantum simulators ("Rydberg")
and compare it with that of the electric field 〈Ej,j+1〉 within its gauge-theory de-
scription ("QLM") in Fig. 4.1e and in the second column of Fig. 4.2, respectively,
utilizing exact diagonalization.
The qualitative features of this evolution are strongly affected by quantum
fluctuations, whose impact is quantified by the ratio between the coupling con-
stant w and the particles mass m. For small values of m/w (first two lines in
Fig. 4.2), production of particle-antiparticle pairs occurs at a finite rate. We
CHAPTER 4. A LATTICE GAUGE THEORY PERSPECTIVE 88
0
10
20
tΩ
a Rydberg
0
10
20
tw
Quantum Link
0
10
20
tw
m
/w
=
0.0
Schwinger
0
10
20
tΩ
b
0
10
20
tw
0
10
20
tw
m
/w
=
0.25
0
10
20
tΩ
c
0
10
20
tw
0
10
20
tw
m
/w
=
0.655
0 20j
0
10
20
tΩ
d
0 20j
0
10
20
tw
0 20j
0
10
20
tw
m
/w
=
1.5
0.0 0.2 0.4 0.6 0.8 1.0
n
−0.4−0.2 0.0 0.2 0.4
E
Figure 4.2: Slow dynamics in Rydberg atoms, U(1) quantum link model (QLM), and the lattice
Schwinger model. Coherent quantum evolution of (first column) the local Rydberg excitation
density profile nj(t) = 〈nˆj(t)〉 in the FSS model [see Eq. (4.34)], starting from a charge-density
wave, of the local electric field profile (second column) Ej,j+1(t) = 〈Sˆzj,j+1(t)〉 in the QLM, and
(third column) 〈Lˆj,j+1(t)− θ/(2pi)〉 (see further below in the main text) in the lattice Schwinger
model [see Eq. (4.35)] with J/w = 1.5 and θ = pi. The four rows correspond to increasing values
of the detuning δ (Rydberg) or, equivalently, of the particles mass m = −δ (QLM and Schwinger
model). Figures (4.1)d and (4.1)e correspond to the first two plots in panel a here. Data in
the first and second columns are connected by a unitary transformation, while a remarkable
similarity is manifest between the second and third column despite the larger Hilbert space of
the gauge degrees of freedom in the Schwinger model. The persistent string inversions observed
within the symmetric phase with m < mc = 0.655|w| (first two lines) are suppressed as the
quantum critical point is approached. The dynamics in the third column feature edge effects
due to the imposed open boundary conditions.
remark that this effect is reminiscent of the Schwinger mechanism [120], which
however concerns pair creation from the true (and not the bare) vacuum. These
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Figure 4.3: Characterization of slow dynamics in the FSS model. a: Hilbert space character-
ization of the persistent string inversions (m = 0, L = 28): alternating strong revivals of the
overlaps G±(t) = | 〈0±|e−iHˆt|0+〉 |2 with the two bare vacuum states |0±〉, corresponding to the
two charge-density wave configurations of Rydberg-atom arrays. Both the total density ρ = 〈ρˆj〉
of particle-antiparticle pairs, with ρˆj = (−1)jΦˆ†jΦˆj + [1− (−1)j ]/2 and the half-chain entangle-
ment entropy (see the supplementary information) have regularly-spaced maxima between the
peaks. b: Persistent oscillations of electric field for two values of the mass and of the system
size.
particles get accelerated by the electric field and progressively screen it, until
coherent pair annihilation takes place and eventually brings the system to a
state with opposite electric flux. This process, referred to as string inversion,
occurs several times in a coherent fashion, causing a dramatic slowdown of ther-
malization and of quantum information scrambling. As a further evidence, we
compute both the total electric flux and the vacuum persistence amplitude (or
Loschmidt echo), defined as G+(t) = | 〈0+|e−iHˆt|0+〉 |2, whose large value ' 1
was already noted in Ref. [135]. The anomalous long-lived oscillations of these
quantities experimentally detected with Rydberg atom arrays in Ref. [88] show a
clear analogy with several previous numerical studies of the real-time dynamics
of higher-spin QLMs [86] as well as of the Schwinger model [108, 136, 125] and
Higgs theories [124]. In addition, as noted in Ref. [132], the dynamics discussed
here describes the coherent oscillations of the parity-symmetric order parameter
(in our case, 〈Eˆj,j+1〉) as a function of time, reminiscent of the decay of a chi-
ral condensate in QCD [126]. We thus provide here a bridge among all these
observations.
However, if fermionic particles are sufficiently heavy, with m/w exceeding a
critical threshold, pair production is a virtual process and string inversion cannot
be triggered, as shown in the third and fourth line of Fig. 4.2. We find that this
behavior is related to the quantum phase transition occurring in the FSS model
at δc = −0.655|Ω| [90]. This transition corresponds to the spontaneous breaking
of the chiral symmetry in the LGT (4.36) at mc = 0.655|w| [137]. Let us observe
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that this transition occurs in the ground state of the FSS model, while here we
are studying the dynamics of the excited states. The fact that the properties
of the ground state influence also the dynamics of excited states is not a trivial
aspect. The four rows in Fig. 4.2 show the temporal evolution of the same initial
uniform flux configuration (CDW or “string” in Fig. 4.1c) upon increasing values
of the mass m/w = 0, 0.25, 0.655, 1.5 corresponding to the dynamics (a, b) at
m < mc, (c) at the quantum critical point m = mc, and (d) at m > mc.
Figure (4.3) further illustrates the appearance of string inversions for m < mc
and the corresponding slow dynamics. Panel a shows the long-lived revivals of
the many-body wavefunction in terms of the evolution of the probability G±(t)
of finding the system at time t in the initial bare vacuum state |0+〉 or in the
opposite one |0−〉, corresponding to G+ or G−, respectively, as well as in terms
of the time-dependent density ρ of particle-antiparticle pairs. The entanglement
entropy of half system also displays an oscillatory behavior (see supplementary
information). Panel b shows the scaling of the collective oscillations of the electric
field with respect to the system size L, as well as their persistence with a small
but non-vanishing fermion mass m < mc.
4.2.4 Slow dynamics in the Schwinger model
The above phenomenology is not restricted to QLMs, but is expected to be a
generic feature of LGTs including dynamical matter. We show this in the context
of a Wilsonian LGT, i.e., the lattice version of the Schwinger model in Eq. (4.35).
In this case, Uˆj,j+1 = eiϑˆj,j+1 are U(1) parallel transporters with vector poten-
tial ϑˆj,j+1, the corresponding electric field operator is Eˆj,j+1 = Lˆj,j+1 − θ/(2pi),
where Lˆj,j+1 have integer spectrum and θ/(2pi) represents a uniform classical
background field parameterized by the θ-angle. Canonical commutation relations
for the gauge degrees of freedom read [ϑˆj,j+1, Lˆp,p+1] = iδjp. In our numerical
simulations, we utilize the spin formulation of the model obtained upon integra-
tion of the gauge fields under open boundary conditions [85, 138].
We consider the case of a θ-angle with θ = pi, such that two uniform field
configurations have equal electrostatic energy. In the limit J/w → ∞, the lat-
tice Schwinger model is equivalent to the spin-1/2 QLM discussed above. We
find evidence that the corresponding behaviour persists qualitatively down to
J ' w, when the electrostatic energy competes with the matter-field interaction,
as shown in the third column of Fig. 4.2. Despite the strong quantum fluctuations
allowed in principle by the exploration of a locally infinite-dimensional Hilbert
space, a qualitative similarity (which becomes a quantitative correspondence con-
cerning the relationship between the coupling and the period of oscillation) with
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the case of the locally finite-dimensional Hilbert space of the QLM is manifest in
the second column of Fig. 4.2, related to the observed dynamics in Ref. [88].
The generality of the occurrence of oscillations which do not decay on time
scales immediately related to the microscopic couplings points to a rather robust
underlying mechanism. In fact, we suggest here that this behavior may arise
from a universal field-theoretical description of the nonequilibrium dynamics of
states possessing a well-defined continuum limit. Concerning the U(1) LGTs dis-
cussed in this work, the reference continuum field-theory description is provided
by the Schwinger model, representing quantum electrodynamics in one spatial
dimension. In the massless limit m = 0, this model can be exactly mapped by
bosonization to a free scalar bosonic field theory (see Appendix B), described
in terms of the canonically conjugate fields Πˆ and φˆ by the integrable Hamilto-
nian [120]
HˆB =
∫
dx
[
1
2Πˆ
2 + 12(∂xφˆ)
2 + 12
e2
pi
φˆ2
]
. (4.41)
Within this bosonized description, the field φˆ(x, t) represents the electric field,
and all its Fourier modes φ˜(k) correspond to decoupled harmonic oscillators. The
evolution starting from a false vacuum with a uniform string of non-vanishing elec-
tric field 〈φˆ(x, t = 0)〉 = const 6= 0 represents an excitation of the single uniform
mode with k = 0, and hence the electric field will show uniform periodic string
inversions around zero, with a frequency ω0 = e/
√
pi, where e is the charge of
the fermion. A non-vanishing value of m leads to the additional potential term
−cmω0 cos(2
√
piφˆ−θ) in the integrand in Eq. (4.41), such that the resulting total
potential shows a transition from a shape with a single minimum for m < mc
to two symmetric minima for m > mc. This weak local non-linearity introduced
by a small m couples the various Fourier modes and hence induces a weak inte-
grability breaking. In this case, the uniform string inversions of the electric field
evolving from a false vacuum configuration with 〈φ˜(k = 0)〉 6= 0 are expected
to be superseded by slow thermalization processes at long times (see, e.g., Ref.
[139]).
We suggest that a remnant of this slow dynamics induced by the underlying
integrable field theory may persist in lattice versions of this gauge theory as long
as initial states with a well-defined continuum limit are considered. With the
latter, we mean states whose field configuration is smooth at the level of the
lattice spacing: for our case here, the two Néel states represent the smoother
ones, as they correspond to the bare vacuum of the fermionic fields, and no
electric field excitations. At a qualitative level, the effect of integrability-breaking
induced by lattice effects is expected to be much weaker in the small Hilbert space
sector involving uniform excitations with k = 0 only, where the long-lived string
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inversion dynamics take place. The number of states in this sector grows linearly
with the lattice size L and their energy spans an extensive range, in agreement
with the characteristics of “many-body quantum scars”, see Ref. [99] and Sec.
4.2.6 below.
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Figure 4.4: Slow dynamics of particle-antiparticle pairs. a: Cartoon states representing the
propagation of particle-antiparticle pairs q-q¯. The notation is the same as in Fig. 4.1c, while the
yellow stripes denote regions of space with largest particle density and therefore 〈Eˆj,j+1〉 ' 0.
b: Evolution of the particle density in the QLM starting from a bare vacuum or "string" state,
see Fig. 4.1c, with initial particle-antiparticle pairs. c: Same as in panel b, but in the Rydberg
excitation density representation. Left column: the oscillations observed in the light-cone shaped
region originating from the particles is expected to be out of phase with respect to those of the
bare vacuum. Right column: In the presence of two q-q¯ pairs, an additional change of periodicity
is expected in correspondence of elastic scattering. In these simulations, m = δ = 0.
4.2.5 Propagation of particle-antiparticle pairs
States of the QLM corresponding to particle-antiparticle pairs in the bare vacuum
can be constructed in Rydberg-atom quantum simulators by preparing two or
more defects in a charge-density wave configuration, each corresponding to pairs
of adjacent non-excited Rydberg atoms.
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As an illustration, we discuss how the time-evolution of one or two particle-
antiparticle pairs for m < mc features the emergence of slow dynamics. In
Fig. 4.4, we show the time evolution of both the particle density in the QLM
and the corresponding density of excitations in the Rydberg chain, fixing for sim-
plicity m = 0. The pairs in the initial state break and ballistic spreading of quark
and antiquark takes place. The string inversion dynamics induced by this prop-
agation shows coherent interference patterns with long-lived oscillations. Due to
retardation effects induced by the constrained dynamics, these oscillations are
shifted by half a period with respect to the vacuum oscillation, as captured by
second-order perturbation theory.
These unusual dynamics turn out to be robust under experimentally realistic
conditions: In Fig. 4.5 we consider the evolution of a particle-antiparticle pair,
the simulated dynamics of which is not constrained to the subspace satisfying
nˆjnˆj+1 = 0 and includes the effect of the long-range Rydberg interactions be-
tween atoms. The evolution is performed via Krylov subspace techniques in the
unconstrained Hilbert space with the Hamiltonian in Eq. (4.33), with δ = 0 and
Vj,k = V1|j−k|−6. The value of V1/Ω = 25.6 is the same as considered in Ref. [88].
The dynamics displayed Fig. 4.5 is similar to the constrained one in Fig. 4.4b,c
at short times, after which the effects of having realistic interactions gradually
kick in.
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Figure 4.5: Propagation of a particle-antiparticle pair q-q¯ with realistic Rydberg interactions.
Left panel: density of Rydberg excitations. Right panel: density of particles/antiparticles (ρ in
the QLM language). Results are obtained for a chain of L = 23 sites governed by the realistic
Hamiltonian (4.33) with Vij = V1r−6ij and no constraints in the Hilbert space. Parameters:
δ = 0, V1/Ω = 25.6. We checked explicitly that the violation of Rydberg blockade is always
small, 〈njnj+1〉 < 10−2.
4.2.6 Spectral properties and bands of non-thermal states
We characterize the anomalous ballistic spreading of particle-antiparticle pairs
discussed in the previous Section in terms of the emergence of corresponding
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anomalous spectral properties of the FSS model, which generalize those recently
observed [99] in the special case m = 0, involving families of special energy
eigenstates referred to as “many-body quantum scars”. The latter are constituted
by towers of regularly-spaced states in the many-body spectrum with alternating
pseudo-momentum k = 0 and k = pi, characterized by non-thermal expectation
values of local observables as well as by anomalously large overlaps with the
charge-density wave initial states. The long-lived coherent oscillating behavior
has been attributed in Ref. [99] to the existence of these “scarred” eigenstates.
Fig. 4.6a shows that the modulus of the overlap between the energy eigenstate
|ψ〉 with energy E and the above described inhomogeneous states |φqq¯〉 with
momentum k clearly identifies a number of special bands of highly-excited energy
eigenstates characterized each by an emerging functional relationship E(k). As
shown in Fig. 4.6d some of the states in these bands strongly deviate from
the thermal value 〈nj〉th ' 0.276. This fact has already been observed in the
previously studied quantum-scarred eigenstates, which coincide with the extremal
points of these bands at momenta k = 0 and k = pi. A closer inspection of these
energy-momentum relations, presented in Fig. 4.6b, shows that they are close to
cosine-shaped bands, suggesting the emergence of single-particle excitations in
the middle of the many-body energy spectrum.
We further characterize this spectral structure by constructing a quasi-particle
variational ansatz |χk〉 on top of the exact matrix-product-state zero-energy eigen-
state of the Hamiltonian (4.34) with δ = 0, recently put forward in Ref. [82]. In
order to obtain physical intuition on the emergence of regular energy-momentum
bands in highly-excited states which govern the non-equilibrium evolution of lo-
calized defects, we propose the following wavefunction
|χk〉 =
L∑
j=1
e−ikjOˆj−1,j,j+1 |Φk=0〉 , (4.42)
where |Φk=0〉 is the exact eigenstate found in Ref. [82] with momentum k = 0
and energy 0, and Oˆj−1,j,j+1 is a three-site operator depending on a number of
variational parameters. Due to the constraints, the space where this operator
acts is reduced from dimension 23 to 5. The inversion symmetry with respect
to site j reduces the number or free variational parameters in Oˆj−1,j,j+1 to 11.
We choose a basis of operators {Mˆαj−1,j,j+1}11α=1 for parameterizing Oˆj−1,j,j+1 and
define
|φαk 〉 =
L∑
j=1
e−ikjMˆαj−1,j,j+1 |Φk=0〉 . (4.43)
For each k, we minimize the energy variance in the space spanned by the
states |φαk 〉. To this aim, we compute the three matrices Nkαβ = 〈φαk |φβk〉, P kαβ =
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〈φαk |Hˆ|φβk〉, Qkαβ = 〈φαk |Hˆ2|φβk〉. In order to prevent numerical issues in the mini-
mization, we diagonalize the matrix of the norms Nk and we compute the (rect-
angular) matrix Uk whose columns are the eigenvectors of Nk having non-zero
eigenvalues. We then find the vector ck =
(
c1k, . . . , c
m
k
)
that minimizes
σ2
Hˆ
= c
†
kU
k†QkUkck
c†kUk
†
NkUkck
−
 c†kUk†P kUkck
c†kUk
†
NkUkck
2 . (4.44)
Note that by introducing the matrix Uk we restrict the minimization to states
with non-zero norms, thus further reducing the number of variational parameters
to m(k) ≤ 11. The optimal wavefunction is then obtained as
|χk〉 =
11∑
α=1
m∑
β=1
Ukαβc
β
k |φβk〉 . (4.45)
As shown in Fig. 4.6c, the optimal quasi-particle ansatz has the largest overlap
with the states on the energy-momentum bands of special eigenstates closest to
zero energy, thus reinforcing the above emergent quasi-particle picture.
4.2.7 Tuning the topological θ-angle in Rydberg experiments
So far, our discussion has focused exclusively on the relation between Rydberg
experiments and the Schwinger model with topological angle θ = pi. A natural
question to ask is whether, within the present setting, it is possible to realize
genuinely confining theories, i.e., generic values of the topological angle θ 6= pi.
This is possible within the strong coupling limit upon introducing a linear
term in the electric field. To see this, with reference to the lattice Schwinger
model introduced in chapter 3, let us introduce the parameter  = θ/pi− 1 which
quantifies the deviation of the topological angle from pi. For ||  1, the two
lowest energy states of the electric field have Lj,j+1 = 0,+1 on each bond. In
order to keep the structure of the Hilbert space compatible with the FSS model,
one requires the energy gap ∆ = 2J(1 + ) of the next excited state (either
Lj,j+1 = 2 or Lj,j+1 = −1 depending on the sign of ) to be much larger than
that separating the first two, i.e., σ = J. Accordingly, the lattice Schwinger
model with strong J  Ω,m and with a topological angle θ = pi(1 + σ/J)
is efficiently approximated by the QLM with an additional term linear in the
electric field and proportional to σ. The confining nature of the potential can be
intuitively understood as follows: starting form the bare vacuum (the “string”
state in Fig. 4.1), creating and separating a particle-antiparticle pair at a distance
` entails the creation, between the two, of a string of length ` with opposite
electric field. The corresponding energy cost is proportional to `σ, signalling the
confining nature of the potential.
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Figure 4.6: Emergent quasi-particle description of highly-excited states. a: Largest overlaps
of the initial state |φqq¯〉 with a localized defect in a charge-density wave configuration of the
Rydberg-atom chain with the energy eigenstates |ψ〉 of the FSS Hamiltonian (δ = 0, L = 20)
in Eq. (4.34), as a function of their corresponding momentum and energy. Within the gauge-
theory description, the initial state corresponds to having a localized particle-antiparticle pair
q-q¯. b: The eigenstates with the largest overlaps display a regular functional dependence of
energy on momentum that is remarkably close to a simple cosine band. c: The largest overlaps
of the optimal matrix-product state quasi-particle ansatz |χk〉 built on an exact eigenstate with
zero energy (see the main text) accurately reproduce the corresponding emergent quasi-particle
band of panel a. d: Anomalous (non-thermal) expectation values of a local observable in energy
eigenstates. The red boxes highlight the correspondence between the most relevant eigenstates
building up |φqq¯〉 (panel a) and the most non-thermal eigenstates (panel d). The emergent
spectral structure illustrated in this picture underlies the clean ballistic spreading of particle-
antiparticle pairs displayed in Fig. 4.4.
In turn, within the exact mapping outlined in Sec. 4.2.2 and illustrated in
Fig. 4.1, this θ−angle term corresponds to an additional staggered field in the
FSS model, leading to the Hamiltonian:
HˆRyd =
L∑
j=1
(Ω σˆxj + δ σˆzj ) +
L∑
j=1
(−1)j σ2σ
z
j . (4.46)
The new term can be experimentally realized, e.g., by utilizing a position de-
pendent AC Stark shift or, alternatively, a space-dependent detuning on the
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transition between ground and Rydberg states.
In Fig. 4.7, we show the effect of the θ−angle on the evolution of the total
electric field in the QLM starting from a uniform string state. As data clearly
show, while in the symmetric phase with m < mc, the explicit symmetry break-
ing caused by the electric field energy imbalance leads to damping of the string
inversions, in the broken-symmetry (chiral) phase with m > mc the effect of con-
finement is dramatic, causing the persistence of the initial electric string, with
small long-lived oscillations. Focusing on the latter phase, in Fig. 4.8 we show the
dynamical evolution of a finite electric string generated by a particle-antiparticle
pair (left panels), at the deconfined point θ = pi (top) and in the confined phase
with θ 6= pi (bottom). The right panels show the same evolution as it would
appear in terms of measurements of Rydberg atom excitations. While for σ = 0
nothing prevents the initially localized bare particles to propagate along the chain
(top panels), the presence of a linear confining potential proportional to σ be-
tween them stabilizes the electric string, leading to effective Bloch oscillations of
the edges and to a surprisingly long lifetime [79] (bottom panels). This effect
signals that confinement can dramatically affect the non-equilibrium dynamics,
potentially slowing it down as observed in both gauge theories [140] and statistical
mechanics models [77, 96].
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Figure 4.7: Effect of the θ−angle on the dynamics of the electric field from uniform string
states of the QLM. Data are shown for a chain of L = 28 sites, for increasing values of the
particle mass m/w and of the parameter σ, quantifying the deviation of the θ−angle from pi
(see the main text). Dynamics for σ = 0 correspond to the second column of Fig. 4.2.
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Figure 4.8: θ−angle and string-breaking dynamics. Evolution of a bare particle-antiparticle
pair state is displayed in terms of space- and time-dependent electric field in the QLM (left
panels) and of the density of excited atoms in the Rydberg array (right panels), with m = −δ =
1.5Ω and L = 28. Simulations in the top row have σ = 0, corresponding to the deconfined field
theory with θ = pi. Effects of confinement emerge in the second row, where a non-vanishing
σ = 0.3Ω stabilizes the electric string.
4.3 Similarities between Ising model and Schwinger
model
In this section we report some results which show how the confinement observed
in the lattice Schwinger model (4.29) causes similar effects in the dynamics of
string states of the linear interaction among the quasi-particles excitations in the
Ising model with longitudinal field (2.1). For this purpose let us consider “string”
initial states, in which we have a particle q and an anti-particle q¯ at a distance
d, and let us measure the electric field on site, 〈Lˆn〉, defined as
Lˆn =
1
2
n∑
l=1
(σˆzl + (−1)l). (4.47)
In this case we consider θ = 0. As we can observe in Fig. 4.9, the bare vacuum
evolves creating many pairs of particle and antiparticles, as signaled by the fast
oscillations of the electric field. However, inside the string, the dynamics is es-
sentially frozen, this fact is reminiscent of the dynamics in multiple-kink states
observed in Chapter 2. The similitude is not only qualitative, but also quanti-
tative. It is in fact possible to interpret the Ising model with longitudinal field
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Figure 4.9: Space-time dependence of the electric field starting from initial states with one
e+e− pair, for different values of the coupling J/w and of the mass m/w in Hamiltonian (4.29).
as a matter-integrated-out gauge theory [95]. In order to show this aspect let us
rewrite Hamiltonian (2.1) changing notation,
H = −J
∑
j
σzjσ
z
j+1 − h
∑
j
σzj − g
∑
j
σxj . (4.48)
Let us introduce two species of fermions (+ and −) living on the bond of the
lattice. The corresponding operators (c+j,j+1)† and (c−j,j+1)† create an anti-particle
q¯ or a particle q at the bond (j, j + 1), respectively. Denoting the occupancy
numbers n±j,j+1 = (c±j,j+1)†c±j,j+1, we can write
HU(1) = Hmatter +Hgauge +Hint (4.49)
where
Hmatter = m
∑
j
(n+j,j+1 + n−j,j+1) + U
∑
j
n+j,j+1n
−
j,j+1 (4.50)
Hgauge =
τ
2
∑
j
σzj (4.51)
Hint = w
∑
j
(c+j−1,j)†σ−j c+j,j+1 + h.c. + (4.52)
(c−j−1,j)†σ+j c−j,j+1 + h.c. + (4.53)
(c+j−1,j)†σ+j (c−j,j+1)† + h.c. + (4.54)
(c−j−1,j)†σ−j (c+j,j+1)† + h.c. (4.55)
We must to point out that in order to obtain an exact correspondence with the
Ising chain, it is necessary to prevent that particles and antiparticles to occupy
the same place; this can be enforced with a strong Hubbard interaction U →∞.
Gauge-invariance of interactions is expressed, as usual, by the local conservation
laws
[H,Gj ] = 0 (4.56)
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with
Gj =
σzj+1
2 −
σzj
2 − (n
+
j,j+1 − n−j,j+1), (4.57)
which give rise to the Gauss law constraints within the neutral gauge sector
Gj ≡ 0. The redundant matter degrees of freedom may be thereby eliminated
using these constraints. It is possible to check that all matrix elements of the
Hamiltonian (4.55) coincide with the corresponding matrix elements of the quan-
tum Ising chain, upon identifying m = 2J , τ = 2h, w = g.
CHAPTER 5
CONCLUSIONS
In this thesis we have analyzed the extremely fascinating topic of dynamicsin isolated constrained quantum statistical systems. We have shown howthis class of systems shows peculiar dynamical properties. In fact, although
being non-integrable and non-disordered, they present an extremely slow dynam-
ics, unrelated to any microscopical parameter of the Hamiltonian, which prevents
a relaxation toward a thermal ensemble.
In the first original part of this thesis, reported in chapter 2, we focused on
a general class of spin systems which, in the presence of an external field, has a
linear confining potential between the excitations. Motivated by some recent re-
sults concerning the spreading of the correlation in these systems, we have shown
that the transport properties are strongly affected by the presence of this kind
of interaction. Despite its simplicity, this interaction may deeply influence the
dynamics of the system for an unexpected long time-scale, unaccessible in any
state-of-the-art experimental setup. In particular, we considered the prototypi-
cal case of the Ising model with a longitudinal field and we studied the dynamics
starting from inhomogeneous initial states with energy imbalance. Contrary to
the common expectation of seeing these inhomogeneities being smoothed out by
the time evolution for some, easily realizable, initial states, we observed a per-
sistence of them, resulting in a freezing of the dynamics. We argued that this
phenomenon is expected to occur in a general class of spin systems and that it
is also relevant for experimental purposes, being some actual crystals effectively
described by similar Hamiltonians. We discussed, in particular, the example of
the antiferromagnetic XXZ model with a staggered magnetic field. In addition,
we have tried to tackle this problem in a general way by giving a lower bound
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on the ultimate thermalization time that turned out to be exponentially long in
the parameters J and hz/x of the Hamiltonian (2.1). By studying the temporal
growth of the entanglement entropy, starting from multiple-kink states, we have
shown that in some regimes this growth is logarithmic in time, thus confirming a
physical picture that, at least on long time scales, is similar to what is observed
in many-body localized systems.
In the second part of the thesis we focused on another type quantum systems, i.e.,
systems that have some energetic constraint (Rydberg atom chains in the block-
ade regime) which prevent them from fully exploring the Hilbert space during the
non-equilibrium time evolution. Also in this case, as witnessed by recent exper-
iments, an anomalously slow dynamics is observed if the system is prepared in
certain initial states. These strongly interacting systems can be described by sim-
ple effective Hamiltonians. In particular, we analyzed the case of Rydberg atoms
chain in the blockade regime that is described by the Fendley-Sachdev-Sengupta
(FSS) model. Our major contribution to this topic has been to establish a con-
nection between the FSS model and an abelian lattice gauge theory, namely the
S = 1/2 quantum link model (QLM), which can mimic the electrodynamics in
(1 + 1)-dimensions described by the Schwinger model. This enabled us to in-
terpret the observed persistent oscillations as a consequence of string breaking
processes. Another interesting aspect of the mapping between the FSS model
and the S = 1/2-QLM is that it shown the possibility of performing large scale
experiments in lattice gauge theory with the state-of-the-art-technology, although
many steps have still to be done in this direction to simulate more complex the-
ories.
The two parts of the thesis, as we emphasized in several occasions in the main
text, are connected. This aspect has been highlighted, in particular in the last sec-
tion of Chapter 4, in which we shown some phenomenological similarities between
the dynamics of string states in the Schwinger model and in the Ising model with
longitudinal field, and, furthermore, how the latter can be interpreted as U(1)
lattice gauge theory in which we have integrated out the gauge fields.
It would be relevant to understand whether the mapping between the FSS model
and the S = 1/2-QLM can provide some insight concerning the origin of quantum
scars (see chapter 3).
A possible interpretation is based on the fact that the continuum Schwinger model
with m = 0 is integrable, as it can be shown using bosonization techniques (see
Appendix B). This fact suggests us that for certain initial states, namely those
for which the field configuration is smooth in space, the discretization procedure
does not completely hide the effects of integrability. In this perspective, quantum
scars could be seen as an effect of an underlying integrable field theory. This idea,
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although fascinating, at the moment has not been tested. It would be interesting
in the future to investigate further this issue by performing a also comparison
with other models.
Another possible line of research would be to understand whether it is possible to
engineering some cold atom systems with constraints that mimic a non-abelian
gauge theory: this would represent a further step towards the “Holy Grail” of
performing quantum simulations of non-abelian gauge theories in higher dimen-
sions.
Concerning both part of the thesis it would be of extreme interest to perform ex-
periment for testing the results discussed here. In particular, new initial states,
with particles and antiparticles in the presence of a θ term slightly different from
pi, could be already created with the present technology and could be used to
mimic very easy “scattering processes” with cold atoms quantum simulators.
APPENDIX A
EFFECTIVE HAMILTONIAN
In this appendix we discuss the solution of the effective Hamiltonian (2.14) in-
troduced in chapter (2). This Hamiltonian is obtained once that we project the
Ising long range Hamiltonian (2.1), or the XXZ in a staggered field Hamilto-
nian (2.29), onto the one-kink Hilbert space. It thus describes the oscillatory
motion of a single particle on a lattice in the presence of a constant force, caused
by the Bloch’s band structure. Under the action of a constant force, the moment
of the quasi-particle grows linearly in time k(t) = k(0) + Ft/~ until it reaches
the boundary of the Bloch’s band and it is “reflected”. This phenomenon was
discovered and studied in the early days of the quantum mechanics during the
twenties [141, 142]. A recent review about Bloch’s dynamics in periodic potentials
can be found in [143].
A.1 Ising with longitudinal field
Let us consider a tight-binding Hamiltonian described in terms of the Wannier
states |n〉 which represent “a particle” localized on the site n:
H = −∆4
∑
n
(|n〉〈n+ 1|+ |n+ 1〉〈n|) + dF
∑
n|n〉〈n|, (A.1)
where F is the force’s intensity and d is the periodicity of the potential, in our case,
the lattice spacing. Let us note that Hamiltonian (A.1) is equivalent to (2.14)
upon replacing ∆/4 → hz and dF → −2hx. In order to find the eigenstates of
(A.1) let us move to the Fourier space defining the Bloch’s waves functions
|κ〉 =
∑
n
|n〉〈n|κ〉 =
√
d
2pi
∑
n
|n〉einκd (A.2)
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that satisfy the Bloch condition 〈n + 1|κ〉 = eikd〈n|κ〉. The quasi-momentum κ
is confined in the Brillouin zone −b/2 ≤ κ ≤ b/2 with (b = 2pi/d). In this basis
Hamiltonian (A.1) is diagonal 〈κ′ |H|κ〉 = δ(κ′ − κ)H(κ) with
H(κ) = −∆2 cos(κd) + iF
d
dκ
. (A.3)
Hamiltonian (A.3) is diagonalized, solving a first order differential equation, by
the Wannier-Stark states |Ψm〉
− ∆2 cos(κd)Ψ(κ) + iF
dΨ(κ)
dκ
= EΨ(κ), (A.4)
which satisfy periodic boundary conditions Ψ(κ+ b) = Ψ(κ). We thus obtain
Ψm(κ) =
√
d
2pi e
−i(mκd+γ sin(κd)) m = 0,±1, . . . , (A.5)
with γ = ∆/2dF , and Em = mdF . In real space the description is a little bit
more elaborate, in fact a Fourier transformation leads to
Ψm(n) = 〈n|Ψm〉 =
∫ b/2
−b/2
dκ〈n|κ〉〈κ|Ψm〉 =
= d2pi
∫ b/2
−b/2
dκei[(n−m)κd−γ sin(κd)] =
= 12pi
∫ +pi
−pi
duei[(n−m)u−γ sinu] = Jn−m(γ), (A.6)
where Jn−m(γ) is a Bessel function. Therefore the Wannier-Stark states in the
Wannier representation are written in terms of the Bessel functions
|Ψm〉 =
∑
n
Jn−m(γ)|n〉. (A.7)
The time evolution operator is periodic with period equal to the Bloch period
TB = 2pi~/(dF ), the propagator in the basis of the Wannier states is
Unm = 〈n|U(t)|m〉 =
∑
l
〈n|Ψl〉e−iElt/~〈Ψl|m〉 =
Jn−m
(
2γ sin ωBt2
)
ei(n−m)(pi−ωBt)/2−imωBt, (A.8)
where ωB = 2pi/TB. Therefore for the time evolution of generic state we have
|Ψ(t)〉 =
∑
n
cn(t)|n〉,
∑
n
|cn|2 = 1, (A.9)
assuming an extreme localized initial condition (that is the one in which we are
interested) cn(0) = δn0 we obtain
cn(t) = Un0(t) = Jn
(
2γ sin ωBt2
)
ein(pi−ωBt)/2 (A.10)
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The eigenfunctions of the Hamiltonian (2.14) can be therefore written as
|Ψm〉 =
∑
n
Jn−m
(
hz
hx
)
|n〉, (A.11)
with m = 1, . . . , L, L number of sites, is the site where the kink is localized.
Indeed in our problem the eigenvalues can be labelled with the position of the
kinks because the state with a kink localized at site n has energy En = (L−n)hx.
Let us note as the argument of the eigenfunction is exactly the confinement
length lconf and that when |n − m|  lconf the wave function decays faster
than exponential. At this point we can obtain the analytical expressions for the
quantities that we have discussed in chapter (2). A domain-wall initial state (2.8)
in this picture corresponds to having one particle localized in the middle of the
chain, therefore
ψn(0) = δn,L/2. (A.12)
Time-dependent magnetization at a site j, defined in (2.15) can be thus be cast
in the following form
mj(t) = 1− 2
j−1∑
n=1
|cn(t)|2 = 1− 2
j−1∑
n=1
J2
n−L2
(2lconf sin(hxt)). (A.13)
Similar calculations can be carried out for the computation of the energy density
and energy current.
A.2 XXZ with staggered external field
For the antiferromagnetic XXZ chain defined in Eq. (2.27) similar calculations
can be done, however there is an important difference, because in this case the
quantum fluctuations term, i.e. hQFi = (Sxi Sxi+1 +S
y
i S
y
i+1), allows for a hop of the
kink of two sites. In order to understand this fact let us rewrite (2.27) applying
the so-called staggered inversion operator defined as
I =
L/2∏
j=1
eipiS
x
2j I† = I−1, (A.14)
we have
I†HXXZI = −
L−1∑
j=1
(Sxi Sxi+1 − Syi Syi+1 −∆Szi Szi+1)− hSzi . (A.15)
In the limit ∆ > 1, in this case, the ground state is ferromagnetic ordered. If we
consider a state with a kink at position n, i.e. |ψ〉 = ⊗ni=1 |↑〉⊗Li=n+1 |↓〉 = |n〉,
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assuming h > 0, we have−∆ L−1∑
j=1
Szi S
z
i+1 −
L∑
j=1
Szj
 |n〉 = [EGS + 2∆ + 2(L− n)h]|n〉 (A.16)
for the diagonal part,
L−1∑
i=1
Sxj S
x
j+1|n〉 = |n± 2〉 (A.17)
for the off-diagonal one. At this point, we can straightforwardly repeat the same
procedure done for the Ising chain in longitudinal field, upon substituting hz → J ,
hx → h and J → J∆, obtaining
HeffXXZ =
∑
n
[(J∆ + (l − n)h)|n〉〈n|+ J(|n〉〈n+ 2|+ |n+ 2〉〈n|)] , (A.18)
we see how the odd and even sectors are disconnected, i.e. if we initialize a
particle on odd (even) site it will hop only on odd (even) sites. Also in this
case the Hamiltonian (A.18) can be diagonalized in terms of Bessel functions and
accordingly all the quantities (magnetization...) can be analytically computed.
APPENDIX B
CONTINUUM LIMIT OF THE MASSIVE SCHWINGER
MODEL
The massive Schwinger model (4.11) describes the quantum electrodynamics of
fermions of mass m and charge e in 1 + 1 dimensions. Its Lagrangian density is
L = −14FµνF
µν + ψ¯(i∂ − eA−m)ψ (B.1)
where Fµν = ∂µAν − ∂µAν . The indices µ, ν = 0, 1 indicate respectively the time
and space directions, and the slash notation indicates contraction with the Dirac
matrices γµ. This model can be formulated in terms of a bosonic field φ [85]. We
briefly recall here the main points of the derivation of the bosonic Hamiltonian
obtained in Ref. [117].
In the Coulomb gauge (A1 = 0), the Euler-Lagrange equation for A0 yields
∂21A0 = −ej0 (B.2)
where j0 = ψ†ψ is the charge density. Integrating Eq. (B.2), we obtain the
continuum version of the Gauss’ law (4.25),
F01 = −∂1A0 = e∂−11 j0 + F (B.3)
where F is a number, representing a classical background field. The Hamiltonian
density obtained from the Lagrangian (B.1) has the form
H = ψ¯(iγ1∂1 +m)ψ + 12F01
2. (B.4)
The interacting Hamiltonian for the fermions can be formulated using Eq. (B.3)
to integrate out the gauge fields. Integrating by parts in the zero charge sector,
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i.e.,
∫
dx j0(x) = 0, we obtain
H =
∫
dx ψ¯(iγ1∂1 +m)ψ
− e
2
4
∫
dx dy j0(x)j0(y)|x− y| − eF
∫
dx xj0(x). (B.5)
Similarly to the lattice version of this model [cf. Eq. (4.29)], the resulting Hamil-
tonian contains the energy of massive free fermions, the Coulomb interaction be-
tween charges (which increases linearly in one spatial dimension) and the interac-
tions between the charges and the background field. The method of bosonization
can be applied, by noting that in 1 + 1 dimensions the conserved vector field
jµ = ψ¯γµψ can be written as the curl of a scalar field φ
jµ = pi−1/2µν∂νφ. (B.6)
By substituting in Eq. (B.3) we get
F01 = epi−1/2φ+ F, (B.7)
and, from the results obtained for a free massive Dirac field [144], we know
ψ¯(iγ1∂1 +m)ψ → Nm
[1
2Π
2 + 12(∂1φ)
2 − cm2 cos(2pi1/2φ)
]
. (B.8)
where c = eγ/(2pi), γ ' 0.577 is the Euler constant and Nm indicates normal
ordering with respect to the mass m. Inserting Eqs. (B.7) and (B.8) in Eq. (B.4),
the Hamiltonian density reads
H = Nm
1
2Π
2 + 12(∂1φ)
2 − cm2 cos(2pi1/2φ) + e
2
2pi
(
φ+ pi
1/2F
e
)2 . (B.9)
By shifting the field φ → φ − pi1/2F/e and defining a new normal ordering with
respect to the mass µ = pi−1/2e, we finally obtain
H = Nµ
[
1
2Π
2 + 12(∂1φ)
2 − cmµ cos(2pi1/2φ− θ) + µ
2
2 φ
2
]
(B.10)
where θ = 2piF/e.
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