ABSTRACT Motivation: It is widely believed that for two proteins A and B a sequence identity above some threshold implies structural similarity due to a common evolutionary ancestor. Since this is only a sufficient, but not a necessary condition for structural similarity, the question remains what other criteria can be used to identify remote homologues.
INTRODUCTION
Finding the three-dimensional structure of proteins is one of the fundamental problems in molecular biology today. The improvements in throughput of classical methods for determining the structure-e.g. using x-ray diffraction analysis or NMR-cannot keep up with the everincreasing speed at which proteins are sequenced. It is thus desirable to have methods allowing structure prediction solely from sequence data, either ab initio, modeling the molecular folding process, or homology based, using protein sequences with known structures as a template.
The main idea in the latter case is based on the fact that sequence similarity allows detection of homology, i.e. the existence of a common evolutionary predecessor, and thus to infer similar structure and even function virtue of this shared history (Pearson, 1997; Yona et al., 1998) . Note, that the same structure or function does not imply a common ancestor; likewise, a common ancestor does not imply a common function, but probably a shared fold.
The relation of sequence similarity-as obtained by pair-wise alignments-to structural or functional properties has been the goal of a number of publications (Brenner et al., 1998; Pearson, 1995 Pearson, , 1997 ). An widely accepted rule-of-thumb is that 30% identity over aligned regions (Chothia and Lesk, 1986) suffices. More recent studies (Sander and Schneider, 1991; Rost, 1999) qualified this rule. We will call a sequence similarity above this threshold significant. Histogram of pair-wise alignment scores for all pairs from the same super-family in the SCOP1 data set. Note, the large proportion well below the 30% mark which shows that it is impossible to distinguish super-family and unrelated pairs only by their pair-wise alignment score.
There are lots of examples-e.g. pairs of SCOP super-family sequences with low similarity scores, cf. Figure 1 -of homologue proteins with a sequence similarity below any reasonable threshold. Detecting those distant homologues, bringing light into the so-called twilight zone of low similarity, has been investigated with a number of different approaches (Abagyan and Batalov, 1997; Park et al., 1997; Pearson, 1997; Gerstein, 1998; Krause and Vingron, 1998; Salamov et al., 1999; Arvestad et al., 2000) . Fundamental in several of those approaches was the concept of transitivity of homology.
Transitivity is a property of (mathematical) relations. In the context of homology, the relation between proteins is defined as having a shared ancestor, which can be interpreted as follows. If for three given proteins A, B and C, A and B as well as B and C have a common ancestor, then also A and C have a common ancestor. This can be used to detect remote homologues, when the sequence similarity between A and C is too low to infer homology with a sufficient degree of confidence. If the level of sequence similarity between A and B as well as that between B and C allows to infer homology directly, we can then use transitivity to infer homology between A and C indirectly, using B as an intermediate sequence (cf. Figure 2) . The question remains, if transitivity extends to arbitrary numbers of intermediate sequences, and whether it holds on data sets as large as SwissProt (Bairoch and Boeckman, 1992) .
We will show later that multi-domain proteins constitute a problem in the use of transitivity for inferring remote homologues. We have developed a method capable of dealing with this problem, while still employing transi- tivity to a large degree. In the following sections, we will give a detailed account on this novel graph-based clustering algorithm, discuss the choices in the implementation and the data-sets used, present the results of our method and conclude with a discussion and an outlook on further extensions to our method.
ALGORITHM
We developed a novel graph-based clustering algorithm for structure prediction by transitive homology. Graphs are a natural model for objects and relations between those objects and have been successfully used for clustering in other contexts. See for example Roberts (1984) , for an introduction to graph theory and Jain and Dubes (1988) for graph-based clustering. We identified protein sequences with nodes of our cluster graph and will from now on use the terms interchangeably.
Computing pair-wise similarities At first, a complete undirected graph G was computed, where each edge between proteins P and Q was weighted with their raw Smith-Waterman (Smith and Waterman, 1981) local alignment score (See Section Directing the edges for implementation details), denoted by raw(P, Q). Note, that an arbitrary similarity measure can be used as input for the clustering.
One concern in clustering protein-sequences are multi-domain proteins which form unwanted 'bridges', connecting clearly unrelated proteins. As Figure 3 shows, this is caused by the relation being symmetric, i.e. by not distinguishing between (A, B) and (B, A). If protein A is more or less a domain of protein B, instead of the whole of protein A being similar to the whole of protein B, false positives will result during clustering (Park et al., 1997) .
A computationally inexpensive method for reliable prediction of domains solely from sequence information would be highly desirable to accurately establish such a domain relation between protein sequences. Unfortunately, to our knowledge, no such method exists.
Directing the edges
We developed the following simple criterion to approximate the knowledge we would obtain from a domainprediction method. Noting that there has to be a difference in length between sequences if multi-domain proteins cause a problem, we decided to direct the edges in the graph. Each undirected edge was replaced by two directed edges, where the weight of the edge from P to Q, (P, Q), was computed as
and similarly for w(Q, P), resulting in a similarity score between 0 and 100% scaled by the raw score of an alignment of P with itself. Note, that the raw self similarity score raw(P, P) is approximately proportional to the length of P. In the case of two sequences P and Q of distinct length this results in distinct similarity scores for the edges (P, Q) and (Q, P); see Figure 4 . The resulting graph is denoted by G d .
Clustering in a threshold graph
The next step in the clustering procedure is to proceed to a threshold graph. That is, all edges from G d with a similarity score of less or equal than some fixed threshold τ are removed, resulting in the graph G d (τ ). All similarity values below this threshold are assumed to be produced by chance and not to be an indicator of true structural homology. Since using a single-link clustering algorithm would only solve part of the problem with multi-domain proteins, we made use of a standard concept in graph theory, the so-called strongly connected component. DEFINITION 1. In a directed graph G, a Strongly Connected Component (SCC) is a maximal set C of nodes of G, such that for every pair of nodes p and q in C there is one directed path in G from p to q and one from q to p.
The nodes of a directed graph are partitioned into SCCs, all of which can be computed efficiently with complexity O(n + e) (Sedgewick, 1990 ) for a graph with n nodes and e edges. Some care has to be taken in an efficient implementation of the algorithm and the underlying graph data structures to allow interactive handling of graphs of close to 100 000 nodes and 20 000 000 edges.
As at least two distinct paths, one in each direction, have to exist, using SCCs as clusters is comparable to using a more conservative algorithm such as average linking. Note, that in Figure 3 only proteins number two and three are in an SCC. Thus, using an SCC as a cluster does not make use of a large amount of information. Nevertheless, we chose to evaluate the performance of our algorithm on the basis of the SCCs alone to establish the validity of our approach.
IMPLEMENTATION AND EVALUATION
The algorithms presented here have been implemented in the C++ package ProtClust. They have been tested and used on various Sun Ultra computers (Ultra 5 up to Sun Enterprise 10 000), running Solaris 7 and earlier versions, using the GNU g++ compiler, as well as on a Compaq ES40 running Tru64 Unix V5.1, employing Compaq's cxx compiler, version 6.20.
We used our own implementation of the SmithWaterman local alignment algorithm (Smith and Waterman, 1981) for computing sequence similarity. The choice of the alignment algorithm was motivated by the superior sensitivity (Brenner et al., 1998) for low-scoring alignments as compared with other, faster algorithms such as BLAST (Altschul et al., 1990) . The substitution matrix, an integerized version of BLOSUM80 (Blocks Substitution Matrix; Henikoff and Henikoff, 1993) , was chosen based on the results of the investigations of one of the authors (Schneckener, 1998) .
We chose the gap opening (gop) and gap extension penalties (gep) used in the alignment algorithm to be gop = 90 and gep = 9. This was decided after trying out a wide range of choices with extensive computations on the SCOP1 data set (see Section Data). After computing a pair-wise sequence alignment for all sequences against all, we performed single-link-clustering for thresholds from 5 to 95. By assigning a SCOP super-family to each cluster by maximal intersection we implied a measure of error by the number of sequences belonging to families distinct from the assigned. The gap penalties appeared to have a limited influence on the performance.
Data
We used SwissProt (Bairoch and Boeckman, 1992) version 39 as of June 2000, excluding all sequences with less than 40 amino acids (a.a.), resulting in a set of 86 494 protein sequences after removal of identical sequences. The total running time for the pair-wise Smith-Waterman alignment was on the order of 1400 CPU-days. We used a simple tool (Schliep, 1998) to distribute the work over about 40 computers with a total of 55 CPUs available.
For the evaluation, the SCOP database (Murzin et al., 1995) was employed. It provides a high quality handcrafted partition of protein sequences at different levels. For our application, the relevant levels are family-sets of sequences with more than 30% sequence identity and possible functional identity-super-family-sets of sequences likely to have a common ancestor, low sequence identity, but structural and functional similarity-and fold-sets of sequences having structural similarity. All data sets defined in the following were based on version 1.37 of SCOP as obtained from http://scop.mrc-lmb.cam. ac.uk/scop/pdbd.html.
SCOP1. This data set of 2692 sequences contains all non-identical sequences from SCOP having at least 40 amino acids excluding sequences belonging to classes 8, 9 or 10. There are 65 464 pairs of homologue sequences; i.e. pairs where both sequences are in the same super-family and 3556 622 pairs where the sequences are in distinct super-families. On the SCOP-fold level the corresponding numbers are 76 660 and 3545 426 pairs, respectively.
SCOP1 + SP.
To avoid having to uniquely identify sequences from the data set SCOP1 in the SwissProt data we used, we simply pooled the two sets of sequences, yielding a total of 85 961 sequences. Arvestad et al. (2000) we also used a subset of 609 randomly chosen sequences from SCOP. It contains sequences shorter than 40 amino acids, but no sequences from classes 8, 9 or 10.
SCOP2. For comparison with
Performance measure A natural quality measure for detecting remote homologues is counting the number of truly homologous pairs of sequences and relating this to the number of errors made. A pair is taken to be truly homologous in this context, if both sequences are for example in the same SCOP super-family. We will call correctly identified true homologue pairs True Positives (TP), not identified true homologues False Negatives (FN), non-homologue pairs predicted to be homologue False Positives (FP) and non-homologue pairs correctly identified True Negatives (TN).
Sensitivity specifies the proportion of identified homologue pairs sens = #TP #TP + #FN and specificity the proportion of errors among the pairs predicted to be homologues
Note, that sens = spec = 1 would be the most highly desired performance, since it implies that neither false positive nor false negative errors are made.
DISCUSSION
It should be noted that, for a very large proportion of pairs of sequences from the same SCOP super-family, an alignment score in the twilight zone (cf. below reasonable thresholds for a pair-wise comparison is obtained. This supports the need for methods employing intermediate linking.
At first we evaluated the method on the SCOP1 data set. As Figure 6 shows, the algorithm has maximum specificity over a very wide range of thresholds. For a conservative threshold choice of 32, we obtain a sensitivity of 55.6%. One factor contributing to the relatively small proportion of homologues found due to intermediate linking, about 8.0% at the chosen threshold, is that SCOP1 is a small data set, providing not enough sequences for intermediate linking. Also, it cannot be expected to recover all SCOP relations, since the super-families contain sequences which are only likely to have a common ancestor. As a matter of fact, we are not aware of any method which fully recovers even SCOP families. The rapid change in sensitivity and specificity at a threshold of 23 is due to lifting off the noise floor; a similar behavior is observed for pair-wise sequence comparisons.
The evaluation on the SCOP1 + SP data set allows us to investigate two different aspects of our method. First, we should be able to benefit from the presence of more sequences in the clustering, as we are likely to find more indirect links. Secondly, there might be a large loss of specificity caused by unbounded transitivity. We computed the clustering for the whole data set, containing SCOP1 and SwissProt sequences. Therefore, sequences from SCOP1 might be joined by intermediate sequences from SwissProt not present in SCOP1 itself. The evaluation itself was only performed on pairs of SCOP1 sequences. Figure 7 shows a very favorable performance of the method on this substantially larger data set. Again, we achieve a 100% specificity over a wide range of thresholds while additional sensitivity is gained. At a threshold choice of 32, a sensitivity of 57.9% and specificity of 99.8% is obtained. This is an absolute increase in sensitivity of 2.3, and a relative of 4.1%. The proportion of true positives found due to intermediate linking is increased by 3.6-11.6%. The noise floor is higher than in the previous case, as can be seen from the shift of the point of sudden decrease in specificity to the right in Figure 7 . However, a more than 30-fold increase in the number of sequences only requires a minor adjustment of the threshold to again obtain near optimal specificity. To investigate possible reasons for the somewhat surprising magnitude of the increase in sensitivity due to the additional sequences from SwissProt, we compared histograms of cluster sizes (cf. Table 1 ). The SCC-based clustering is of a very conservative nature, as can be observed in the number and sizes of clusters obtained. Few large and a large number of single element clusters are produced. Note, that larger clusters in general do not merge to one 'super cluster' as the threshold decreases, indicating a good separation of clusters and thus the validity of our approach. This observation can be readily explained by the fact that terminal sequences, connected only with an unidirectional path, are excluded from the SCC (cf. Figure 5) .
To stress the importance of intermediate linking algorithms we compared our algorithm with Arvestad et al. (2000) . While it employs only pair-wise sequence comparisons, their approach uses a more involved scoring method, optimized substitution matrices, and gap penalties, to achieve a substantial improvement over straight-forward pair-wise sequence comparisons. From Figure 8 , noting that the graphs are nearly parallel to the x-axis and that a high sensitivity is obtained at nearly maximum specificity, we can deduce the quality and the conservative nature of our method on the SCOP2 test set. The SCCs based on the Smith-Waterman score scaled by self-similarity thus realize a 24% better sensitivity at virtually equal specificity. The handling of the problem with multi-domain proteins was investigated by manual inspection of pair-wise alignments along paths connecting false positives (not shown) present at low clustering thresholds. The analysis of the alignments and a comparison with scores not scaled by self-similarity showed the expected behaviour. Unfortunately, a comprehensive analysis was not feasible due to the limited amount of domain data available.
The clustering algorithm, queries on the clusters etc. are low both in theoretical complexity and practical running-time. Thus, they are even suitable for interactive work. As our experience shows, even the computation of the alignment matrix can be performed without need for specialized hardware or high-performance computers. Nevertheless, using substantially larger databases such as TrEMBL (Bairoch and Apweiler, 1999) might not be feasible without additional computing hardware.
We have demonstrated that the SCCs are conservative and highly specific clusters of protein sequences at the super-family level. They can be used as seeds for further advances in the clustering, ultimately obtaining an automated, biologically meaningful partition of protein space.
In the next stage, the information from nodes connected to but not part of an SCC will be taken into account. This should greatly improve the sensitivity of the method. As a further step, statistical significance, e.g. classical length dependent extremal value distribution fitting (Levitt and Gerstein, 1998) , E-values, can be used to improve the quality of the threshold graph and thus the quality of the resulting clusters. Also, length dependent threshold functions (Arvestad et al., 2000) should be investigated.
