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Econometric modeling based on the Student’s t distribution introduces an
additional parameter — the degree of freedom. In this paper we use a simulation
study to investigate the ability of (i) the GARCH-t model (Bollerslev, 1987)
to estimate the true degree of freedom parameter and (ii) the sample kurtosis
coe!cient to accurately determine the implied degrees of freedom. Simulation
results reveal that the GARCH-t model and the sample kurtosis coe!cient
provide biased and inconsistent estimates of the degree of freedom parameter.
Moreover, by varying 2, we ﬁnd that only the constant term in the conditional
variance equation is aected, while the other parameters remain unaected.
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11 Introduction
Most theoretical and applied research using the linear regression model assumes that
the error term follows a Normal distribution. In many real world applications, how-
ever, there is substantial evidence showing that the distribution of errors has thicker
tails than the Normal. One area where this distinction becomes particularly relevant
is in modeling speculative price data where thick tails and volatility clustering are
well documented features. In a seminal paper, Mandelbrot (1963) already pointed
out these empirical regularities and proposed replacing the Normality assumption
with the Pareto-Levy (Stable) family of distributions in an attempt to capture the
leptokurticity and inﬁnite variance in the distribution of returns. Fama (1965) also
makes similar suggestions. Alternatives have also been proposed by Praetz (1972)
and Blattberg and Gonedes (1974) among others, where continuous mixtures of Nor-
mal distributions leading to Student’s t errors for modeling stock price indices are
used.
By the end of the 1970s, however, it was largely recognized that existing volatility
models based on the Pareto family were unable to account for the volatility clustering
present in speculative price data. This gave rise to a new line of research which be-
gan with the introduction of the Autoregressive Conditional Heteroskedastic Model
(ARCH) in a classic paper by Engle (1982). The original ARCH(s) model assumes a
conditional error distribution that is Normal but expresses the conditional variance
as a swk order weighted average of past (squared) disturbances, and is thus able to
explicitly capture volatility clustering in ﬁnancial series. Following this, an enor-
mous body of research has focused on extending and generalizing the ARCH model,
primarily by suggesting alternative functional forms for the conditional variance.
In 1986 an important contribution to this literature occurred when Bollerslev
2proposed the Generalized ARCH (GARCH) model as a more parsimonious way to
capture volatility dynamics. In order to better account for the observed leptokur-
tosis, Bollerslev (1987) further extended the GARCH speciﬁcation to allow for the
conditional Student’s t distribution as an alternative to the Normal. In addition
to these models, alternatives to the GARCH family utilizing the multivariate Stu-
dent’s t distribution have been proposed by Spanos (1994), McGuirk, Robertson and
Spanos (1993) and Heracleous and Spanos (2005). These authors begin by assuming
a multivariate Student’s t distribution for the observables and impose appropriate
probabilistic reduction assumptions to derive the conditional statistical model. Con-
ditional model speciﬁcations obtained using this approach naturally accommodate
static and dynamic heteroskedasticity as well as non-linear dependence.
Econometric modeling based on the Student’s t distribution, however, introduces
an additional parameter  the degree of freedom parameter, which measures the ex-
tent of leptokurtosis in the data. One can also interpret this as a measure of the
extent of departure from the Normal distribution. This in turn raises an estimation
issue, since Zellner (1976) shows that there do not exist maximum likelihood esti-
mates for the linear regression coe!cients, the dispersion parameter and the degree
of freedom parameter. Consequently, to use maximum likelihood, it is necessary to
assign a degree of freedom parameter that reﬂects the distributional properties of the
error term. One commonly proposed technique for selecting the degree of freedom is
by using the kurtosis coe!cient as a guide to solve for the implied degrees of freedom.
Most studies using the Student’s t distribution, however just assume that the degree
of freedom parameter is known so that the standard maximum likelihood approach
can be used. Bollerslev (1987) is an exception where the degree of freedom parameter
as well as the GARCH parameters are all estimated by maximum likelihood methods.
In this paper we conduct a simulation study to examine two questions that natu-
3rally arise in the context of the Student’s t distribution. The ﬁrst relates to the relia-
bility of the estimated degree of freedom parameter from Bollerslev’s (1987) GARCH
t model as well as its consequences. Secondly, we investigate the usefulness of us-
ing the sample kurtosis coe!cient for determining the appropriate degree of freedom
parameter for the Student’s t distribution.
The plan of this paper is as follows. In the next section the Student’s t distribution
is introduced and the theoretical questions to be investigated are discussed. In section
3 we then provide a detailed description of the simulation set up. Section 4 presents
the simulation results. The ﬁnal section contains a summary of results and some
concluding remarks.
2 Theoretical Background
We begin this section by deﬁning and stating some of the properties of this distrib-
ution. Let y =( |1>| 2>===| q) be a q × 1 vector which has a multivariate Student’s t

























where  and 2 are respectively the degree of freedom parameter and the dispersion
parameter. The degree of freedom parameter is also referred to as the shape parameter
because the peakedness of the density function and thickness of the tails in equation(1)
depend on its value. It is well known that as  $ 4 the t-distribution approaches
the Normal but for small values of  the t-distribution is more sharply peaked and
4has thicker tails than the Normal. The student’s t distribution is symmetric around















As already mentioned, ﬁnancial data such as stock prices, interest rates and ex-
change rates seem to have a distribution which is much closer to the Student’s t.
Thus, an important decision to be made when using the Student’s t distribution
for modeling such data is to choose the appropriate value of the degree of freedom
parameter. Some authors have used density estimates (Spanos 1994), standardized
Student’s t P-P plots (Heracleous and Spanos 2005) as well as the kurtosis coe!cient
as guides for the an initial value of = In these papers however the ﬁnal choice of
 is made on statistical adequacy grounds. By contrast, Bollerslev (1987) does not
prespecify the degree of freedom but treats it as a parameter to be estimated. This
will be discussed in detail in the following section.
2.1 Bollerslev’s GARCH - t model
In view of the fact that the Gaussian GARCH model could not explain the leptokur-
tosis exhibited by asset returns, Bollerslev (1987) suggested replacing the assumption
of conditional Normality of the error with the conditional Student’s t distribution.
He argued that this formulation would permit us to distinguish between conditional
leptokurtosis and conditional heteroskedasticity as plausible causes of the uncondi-
tional kurtosis observed in the data. This model can be speciﬁed in terms of its ﬁrst
two conditional moments. The conditional mean is constant as follows:
5|w =  + xw xw@Fw31  Vw(0>k
2
w) (3)
where Fw31 represents the past history of the dependent variable. The GARCH (p,q)
conditional variance, k2
w f o rt h i sm o d e lt a k e st h ef o r m :
k
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w3m>s  1>t  1 (4)
where the parameter restrictions $A0>d l  0> m  0 ensure that the conditional






m ? 1 is required for the convergence
of the conditional variance. The distribution of the error term according to Bollerslev































However, McGuirk et al. (1993) argue that the above distribution in equation
(5) can be obtained by substituting the conditional variance k2
w in the functional
form of the marginal Student’s t distribution and re-arranging the dispersion (scale)
parameter. This would be indeed the correct strategy for the Normal distribution,
where one does not have to be concerned about the degree of freedom parameter.
For the Student’s t distribution however, the degree of freedom in the conditional
distribution change depending on the number of the conditioning variables. In fact
McGuirk et al. (1993) further show that if we derive the conditional distribution
from the joint distribution of the observables i(|w>| w31>===|w3s;#) we get the expression
































Note that the parameter in the gamma function in the two equations are dierent.
More importantly however, we observe that 2 does not appear in equation (5). This
suggests that estimation of the degree of freedom parameter,  from the GARCH- t
model à la Bollerslev (1987), that ignores 2 will give an incorrect mixture of both 
and 2. To investigate this issue further we allow 2 to vary and examine its eect
on all estimated parameters of the GARCH- t model.
2.2 Sample Kurtosis Coe!cient
T h es a m p l ek u r t o s i sc o e !cient introduced by Pearson (1895) measures of the peaked-
ness in relation to the tails of the distribution. It is deﬁned as the standardized fourth
central moment as follows: 4 =
4
(2)2= I nt h ec a s eo ft h eS t u d e n t ’ st distribution the
sample kurtosis coe!cient is related to the degree of freedom parameter in the fol-
lowing way: 4 =3 + 6
34= This provides one way of choosing the degrees of freedom
parameter = The Normal distribution, with a value of 4 =3 > is often used as a
benchmark. Distributions with 4 A 3 are called leptokurtic and have a sharper peak
and fatter tails than the Normal. Typically, for ﬁnancial data the kurtosis coe!cient
is well above 3 indicating possible non-Normality.
Even though the sample kurtosis coe!cient is widely used in quantitative ﬁnance,
it has been criticized in the statistics literature as a “vague concept”(Mosteller and
Tuckey, 1977). Also Ballanda and MacGillivray (1988) point out that “although
moments play an important role in statistical inference they are very poor indicators
7of distributional shape”. Its usefulness has also been questioned since it is based
on sample averages, which are sensitive to outliers. This eect can be ampliﬁed
easily since they are raised to the fourth power. Fisher pointed out the weakness of
using moments beyond the second as early as 1922. Given these criticisms it is not
apparent that the kurtosis coe!cient is a useful way to compute the implied degrees
of freedom. Hence we use simulations to investigate the sampling distribution of the
kurtosis coe!cient and the sampling distribution of the implied degrees of freedom
parameter.
3 Simulation Set Up
Data for this simulation were generated in the following way. First, a raw series of
Student’s t random numbers with mean 0 and variance 1 is generated. The degree
of freedom parameter was allowed to vary in dierent simulations according to the
needs of the study. The raw Student’s t numbers were generated using the algorithm
proposed by Dagpunar (1988). This algorithm uses numbers from a uniform distrib-
ution as an input, allowing the user to control the seed. The following procedure was
used in order to enable easy reproduction of the data from any given run. The initial
seed was set to 211  1 and series of Student’s t numbers were generated. The gen-
erated data were tested for skewness and kurtosis using tolerance levels speciﬁed in
Paczkowski (1997). Only samples that met the standards were used in the simulation
study. Maximum allowable skewness was set to ±0=1. The tolerance for kurtosis was
set to ±0=5 around the value implied by the degree of freedom parameter according





8Note that for  =4the above relationship breaks down and the allowable kurtosis
range was set to 7.58.5.
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Next, we use the Cholesky factorization as shown below to impose the necessary












where J is the series of raw Student’s t numbers and P1
W is the scale matrix, and
fkro(=) refers to the Cholesky factorization. Using this method we generate the joint
Student’s t distribution directly.
To study the questions of interest mentioned in the previous section we consider a
number of dierent scenarios. Sample sizes (q) of 50, 100, 500 and 1000 were chosen
since ﬁnancial data series can be available annually, monthly, weekly or daily. Three
dierent degrees of freedom  =4 > 6> and 8 were used in this study. The true value
of 4 is 6 when  =6and 4.5 when  =8 .F o r =4 > 4 is undeﬁned. Most ﬁnancial
data are leptokurtic and thus can be described by degrees of freedom in the range
of 48. Moreover, as  increases above 8 the distribution looks much closer to the
Normal and it would not be pertinent to consider larger degrees of freedom. For each
combination of the sample size and , 1000 data sets were generated. Also for sample
size 500 we allowed 2 to vary. It was allowed to take the values 1, 0=25 and 4.I n
each of these instances the value of 2 aects only the scale matrix P1
w,l e a v i n gt h e
other parameters unchanged. For 2 =1 >(P1
w)31 takes the values given in equation
(8). In general for 2 = n> n A 0> the inverse of the scale matrix in equation (8) is
10multiplied by the factor of 1
n.1
4 Results
In this section we present the results of the simulation study. In the ﬁrst part we
present the results for the sample kurtosis coe!cient 4 and the implied degrees of
freedom parameter (inu)c o m p u t e du s i n g4. In the second part we focus on the
degrees of freedom parameter as estimated in Bollerslev’s (1987) model. By allowing
2 to take die r e n tv a l u e sw ee x a m i n ei t si m p a c to na l le s t i m a t e dp a r a m e t e r s .
4.1 Estimates of 4 and the Implied Degrees of Freedom
In Table 1 we report descriptive statistics for the empirical distribution of the esti-
mates. We observe that the sample kurtosis coe!cient, 4> is relatively stable around
5.6 for  =4 . Similarly it is stable around 4=5 for  =6 > and around 3.7 for  =8 .
Also note that as  increases, 4 decreases as expected. However, once we use 4 to
derive the implied degrees of freedom (lqx), we ﬁnd some interesting features. In all
three cases ( =4 >6>8) the implied degrees of freedom consistently exceed the true
ones. For  =4 >l q xis around 6 (starting at 6.7 for a sample size of 50 and going
down to 6.3 for sample size of 1000). Also note that the standard error decreases
dramatically from a value of 10 (q =5 0 ) to a value of 0.46 (q =1 0 0 0 ). For  =6 ,
at sample size 50, lqx =1 0 , but stabilizes around 8 for sample sizes of 500 and 1000.
I n t e r e s t i n g l y ,f o rs a m p l es i z e1 0 0 ,i tj u m p st o14 and the standard error is high as
well. For  =8we ﬁnd evidence of erratic behavior especially for sample sizes of 50
and 100 where lqx = 1=4 and lqx =9 9 2respectively.
1The computer code for this simulation exercise was written in GAUSS 4.0 and the
Student’s t GARCH model was estimated using the FANPAC toolbox which is part of the
GAUSS package.































































































































Table 1: Descriptive Statistics for Sample Kurtosis and inu
12As the sample size increases the implied degrees of freedom parameter decreases
to 13 for q =1 0 0 0and possibly could decrease even more for sample sizes beyond
1000. This erratic behavior at small sample sizes can largely be explained by the fact
t h a taf e wb a dd r a w sc a na ect the (mean) estimates for small sample sizes. Also as
mentioned before, for  =6and  =8 , we ﬁnd that 4 is around 4 and 3 respectively.
Recall that lqx =4 + 6
433. Hence, for  =6and  =8 , there is a higher probability of
getting unusually large values for inu. This can explain the erratic behavior observed
above. Overall, the results suggest that the sample kurtosis coe!cient is not a good
measure of the true degrees of freedom. This result is not surprising. In fact, Wang
and Ip (2003) have shown theoretically that the moment estimate of the degree of
freedom parameter of the multivariate Student’s t distribution for the disturbance in
the linear regression model is inconsistent.
4.2 Estimates of the GARCH- t parameters
Table 2 provides descriptive statistics for the empirical distribution of the degree of
freedom parameter (qx), estimated by Bollerslev’s (1987) model. The results suggest
that the GARCH- t model consistently overestimates the true degree of freedom
parameter. For instance, when  =4 > the estimated value is around 8. Also note
that for small sample sizes the empirical standard error of the parameters is larger
than their estimated value. Even if sample size increases the standard error is quite
large giving rise to imprecise estimates. For  =4estimated qx is stable around the
value of 8. For  =6and  =8 > as the sample size increases, we observe a downward
trend towards the true value of . However, the ﬁnal estimates are never close enough
to the true value.
































































Table 2: Descriptive Statistics for Estimated nu
Next we present Table 3 which shows how the estimates of the conditional variance
from the GARCH- t model vary for dierent values of 2. We chose to use a sample
size of 500 in this case to avoid any problems with small sample sizes. Recall that 2
is not a free parameter that can be estimated in Bollerslev’s (1987) formulation (see
equation 5). Therefore we can interpret this as the 2 =1case that serves as the
benchmark for our simulation.
Interestingly, we ﬁnd that the only parameter which varies with 2 is $  the
constant term in the conditional variance equation. Moreover, we observe that there
is a proportional relationship between 2and $= For example when  =4and 2 =4
the estimate of $ is 4.5016 which is roughly four times the value of $ when 2 =1 .
This relationship holds for  =6and 8 (see Table 4). We can also see from Table 3
that the estimated degree of freedom (qx), and the GARCH and ARCH parameters
in the conditional variance remain unchanged as 2 varies. Thus, these results suggest
that the eect of the 2 (the missing parameter) in Bollerslev’s formulation is fully
absorbed by the constant in the conditional variance equation.


































































1. 1 is the GARCH parameter, d1 is the ARCH parameter and $ is the constant
in the Student’s t GARCH model (Bollerslev, 1987)
Table 3: Descriptive Statistics for the Student’s t GARCH parametes, n=500
We also present Normal kernel density estimates of the empirical distribution of
qx for various sample sizes and  =6in ﬁgures 1-6. The dashed lines in these ﬁgures
represent the contour of the Normal density, with the same mean and variance as the
data whose distribution is shown in the graph. Figures 1-4 show the kernel density
for  =6 > 2 =1and sample sizes q =5 0 >100>500 and 1000 respectively. In ﬁgures
5-6 we let 2 take the values of 4 and 0.25 while  =6 > and q =5 0 0 .I ti se a s yt o
see from ﬁgures 1  6 that the distribution is leptokurtic, skewed to the left and the
mode and the mean are far from the true value ( =6 ). Graphs for  =4and  =8
exhibit similar patterns and hence have been omitted.

















































Table 4: Descriptive Statistics for the constant in the Student’s t GARCH model,
n=500
Figure 1: Kernel density for qx,  =6 > 2 =1 >q=5 0
16Figure 2: Kernel density for qx,  =6 > 2 =1 >q=1 0 0
Figure 3: Kernel density for qx,  =6 > 2 =1 >q=5 0 0
17Figure 4: Kernel density for qx,  =6 > 2 =1 >q=1 0 0 0
Figure 5: Kernel density for qx,  =6 > 2 =0 =25>q=5 0 0
18Figure 6: Kernel density for qx,  =6 > 2 =4 >q=5 0 0
5 Conclusion
The Student’s t distribution provides a useful alternative for modeling ﬁnancial data.
Relative to the Normal distribution, it has an additional variable — the degree of
freedom parameter for capturing the leptokurtosis in the data. However, it also raises
an additional question — how do we ascertain the appropriate degrees of freedom? In
this paper we evaluate this question in the context of the sample kurtosis coe!cient
which is often used to determine the implied degree of freedom, and for Bollerslev’s
GARCH- t model (1987) where the degree of freedom parameter is also estimated.
Our simulation results reveal that the sample kurtosis coe!cient provides a bi-
ased and inconsistent estimator of the degree of freedom parameter. Our simulations
further show that the GARCH- t model also provides biased and inconsistent esti-
mates. This is mitigated by the fact that the conditional mean parameters, the ARCH
and GARCH coe!cients as well as the degree of freedom parameter in the Student
19t GARCH model are not aected when the dispersion parameter, 2, is allowed to
vary. However, we do ﬁnd that the constant term in the conditional variance equa-
tion is aected when 2 varies. This will certainly have consequences for estimating
and predicting volatility. Finally note that there seems to be a proportional relation-
ship between the change in 2 and the eect on the constant term in the volatility
equation.
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