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Abstract
We compute the shear viscosity of two-flavor QCD plasma in an external mag-
netic field in perturbative QCD at leading log order, assuming that the magnetic
field is weak or soft: eB ∼ g4 log(1/g)T 2. We work in the assumption that the mag-
netic field is homogeneous and static, and the electrodynamics is non-dynamical in
a formal limit e→ 0 while eB is kept fixed. We show that the shear viscosity takes
a form η = η¯(B¯)T 3/(g4 log(1/g)) with a dimensionless function η¯(B¯) in terms of
a dimensionless variable B¯ = (eB)/(g4 log(1/g)T 2). The variable B¯ corresponds
to the relative strength of the effect of cyclotron motions compared to the QCD
collisions: B¯ ∼ lmfp/lcyclo. We provide a full numerical result for the scaled shear
viscosity η¯(B¯).
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1 Introduction
The transport properties of nuclear matter under extreme temperature or density that
are ultimately described by Quantum Chromo Dynamics (QCD) play important roles in
our understanding of dynamics of the Quark-Gluon Plasma (QGP) created in relativistic
heavy-ion collision experiments and dense quark-matters that could possibly be formed
at the center of neutron stars. The relevant space-time scales in real-time descriptions
of these systems (or the inverse scales of momentum and energy of inhomogeneity) are
reasonably assumed or argued to be much larger than the scale of the microscopic QCD
interactions that may be called an effective mean-free path. In this case, the powerful
universal framework of hydrodynamics, that needs only a small number of inputs such as
equation of states and a few transport coefficients together with the conservation laws of
energy-momentum and charges, can be used to describe the interesting real-time evolution
of the system (see Refs.[1, 2, 3] for recent reviews). Most of the current realistic numerical
simulations of the QGP in heavy-ion collisions and the nuclear matter of (merging) neutron
stars are based on the hydrodynamics framework, at least in the major parts.
One of the most important transport coefficients in these hydrodynamics descriptions
is the shear viscosity that governs the rate of momentum transfer in a presence of inho-
mogeneity of fluid velocity, while the bulk viscosity describes the change of local pressure
when the fluid element is either expanding or contracting. In the case of QGP in relativis-
tic heavy-ion collisions, a detailed comparison between the hydrodynamic predictions and
the experimental data on the momentum anisotropy of emitted particles (called elliptic
flow) in the azimuthal angle perpendicular to the beam direction [4, 5] indicates that the
shear viscosity to entropy density ratio of QGP is close to probably the smallest value
that has ever been realized in Nature [6]; η/s ∼ 1/4pi, that could only be possible when
the QCD is strongly coupled in these systems, that is, the coupling constant of QCD is
not small.
Although the theoretical and experimental analysis of these systems to date strongly
suggests that the dynamics of QCD in the relevant regimes of these systems is strongly
coupled in most history of the time evolution, the QCD in asymptotically high tempera-
ture is weakly coupled and the perturbative theory in finite temperature becomes valid.
Although the values of transport coefficients in this perturbative regime are of little sig-
nificance to the actual experiments, the computation of transport coefficients in this high
temperature perturbative regime [7, 8, 9, 10] have given us useful insights on the underly-
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ing physics of transport coefficients, and could also provide useful bench-mark information
on the value of the transport coefficients in one extreme end, compared to those in the
other end of infinitely strong coupling that may be computed in the AdS/CFT correspon-
dence [6]. On a more practical side, the perturbative regime is where one can perform a
systematic and reliable theoretical computation typically allowing even analytic results,
at least up to certain lowest orders.
In this work, we compute the shear viscosity of QCD plasma in the presence of mag-
netic field in high enough temperature, so that perturbative QCD can apply. The QCD
plasma or nuclear matter in magnetic field has been studied extensively recently, due to
its relevance in off-central heavy-ion collision experiments and in rotating compact stars
(magnetars) (see Refs.[11, 12, 13] for the recent reviews). Our proposed study of QGP
in magnetic field in high enough temperature is motivated by the off-central heavy-ion
collisions, where a huge magnetic field, albeit transient, is present and may affect the
properties of the created QGP fireball [14]. The typical strength of the magnetic field at
very early time is eB ∼ (200− 400 MeV )2 [15, 16, 17, 18], while it becomes smaller by a
factor 10 roughly after 1 fm/c, beyond which it remains more or less constant over a few
fm/c due to the Lenz effect [19, 20]. Compared to the expected temperature of the QGP
of about 250 − 400 MeV, the scale of magnetic field is comparable to the temperature
initially, but becomes smaller in most of the stages after 1 fm/c. This motivates our
assumption that the strength of magnetic field is parametrically smaller than the temper-
ature (that is, eB  T 2) in powers of coupling constant g  1 in our perturbative QCD
computation. We should point out that our assumption with a particular g-dependence of
magnetic field that is described in section 3 is not entirely motivated by the experiments,
but also by the practical reason that we can perform a reliable and interesting (to our
eyes, at least) perturbative QCD computation with this assumption. Up to our knowl-
edge, there has not been a systematic perturbative QCD computation of shear viscosity
either in weak magnetic field limit that we study in this work or in strong magnetic field
limit (that is, eB  T 2). For the recent computation of bulk viscosity in strong magnetic
field limit, see Ref.[21]. See also Refs.[22, 23, 24, 25, 26] for the computations of other
transport coefficients in strong or moderate magnetic field limit in perturbative QCD,
and Ref.[27] for the shear viscosity in magnetic field in the AdS/CFT correspondence for
strong coupling regime.
We also consider a simplified set-up where the magnetic field is homogeneous and
static. This also means that we neglect back reactions from the plasma to the electro-
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magnetic fields, that is, we do not include dynamics of electrodynamics, and the magnetic
field is treated as an external environment (for example, there is no induced electric field).
This approximation can be formally justified in the limit where the electric coupling that
governs the back reaction goes to zero e → 0 while eB that governs the effect of the
magnetic field to the plasma remains fixed. Note, however that the Lenz effect mentioned
in the above is due to the back reaction from the plasma to the magnetic field. There-
fore, this limit we consider is purely of theoretical nature, not driven by any experimental
conditions. We will show in the next section that in this case, the components of fluid
velocity transverse to the magnetic field direction freeze to zero, that is, they decay with
a finite relaxation rate even in a zero spatial gradient limit, so that they are no longer
long-lived hydrodynamics variables in the emerging new hydrodynamics at a sufficient
low momentum regime. We will identify the transport coefficients in this new effective
hydrodynamics at low energy, and show that there is only one shear viscosity (and two
bulk viscosities) surviving in this regime. We compute this shear viscosity in this work.
If one considers a more realistic case of dynamical electromagnetism coupled to the
plasma, it is well known that there emerges a new hydrodynamics at scales below k < σ (σ
is the conductivity), coined as magnetohydrodynamics (MHD) (see Refs.[28, 29, 30, 31, 32]
for recent developments of relativistic MHD). The hydrodynamics variables of MHD are
the magnetic field in local rest frame, Bµ ≡ µναβuνFαβ, and the fluid velocity uµ, while
the electric field in the local rest frame Eµ = uνF
µν and the local charge density n =
uµj
µ decay to zero with a finite relaxation time τ ∼ 1/σ and are thus excluded in the
hydrodynamics variables of MHD by the same reason as above. Note that in the lab
frame, Eµ ∝ ~E + ~v × ~B. In more physical terms, what is happening is that for any ~v
and ~B, the plasma back-reacts to Lorentz force via induced currents to ensure that ~E
relaxes to the local equilibrium value ~Eeq = −~v× ~B within a time scale 1/σ (it is the local
equilibrium value, since Eµ is the electric field in the local rest frame of fluid which should
vanish in order to be in equilibrium). In the presence of a background magnetic field ~B0
in this set-up, this essentially fixes the electric field fluctuations in terms of transverse
velocity fluctuations to the magnetic field at linearized level: δ ~E = −δ~v× ~B0. The ensuing
MHD equations of motion give rise to a propagating wave of these fluctuations along the
background magnetic field, called Alfven wave with velocity v2A = B
2
0/(+p+B
2
0) ( and p
are energy density and pressure). We should also point out that there are currently much
efforts to simulate the heavy-ion collisions with dynamical electromagnetism coupled to
the plasma fireball [33, 34], aiming at reliable theoretical predictions of various transport
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phenomena associated to magnetic and electric fields, such as the Chiral Magnetic Effect
[35, 36], the charge dependent elliptic flows [37, 38] and the slope of v1 in rapidity due to
Lorentz force [39].
In our simplified limit of non-dynamical electromagnetism (e→ 0), we don’t have such
MHD regime, noting that σ is proportional to e2 in our convention, so the time scale for the
MHD is arbitrary long and is never realized. Instead, we can make the following connection
between the above discussion and our limit of non-dynamical electromagnetism: in our
limit of non-dynamical electromagnetism, let’s work in the lab frame where ~E = 0 always,
while ~B = ~B0 is a fixed external field. Making E
µ ∼ ~v × ~B0 = 0 for local equilibrium is
only possible with the transverse components of velocity to the magnetic field vanishing.
This is the ultimate reason why the transverse velocity is excluded in the low energy
description in our limit (note that the transverse velocity is not excluded in the MHD.
Only the combination ~E + ~v × ~B0 is excluded in the MHD and ~v can be an independent
MHD variable). However, the relaxation mechanism (and therefore the relaxation time) is
different from that in the MHD via dynamical Maxwell’s equation: in our case, it will be
shown in Eq.(2.3) that it comes solely from the induced current and the associated Lorentz
force (without any dynamical Maxwell equations) with the relaxation time τ ∼ (+p)
σB20
,
which is finite in our limit recalling that σ contains e2 and eB0 is finite in our e→ 0 limit.
The new low energy hydrodynamics in our limit appears in the scales k < 1/τ .
In summary, in the case of dynamical electromagnetism (with or without a background
magnetic field), there appears a new low energy hydrodynamics, called the MHD in the
scales k < 1/σ. The hydrodynamical variables of the MHD are significantly reduced
compared to the original “microscopic hydrodynamics” that is valid when k > 1/σ. In
our case of non-dynamical electrodynamics (e → 0) with a finite background magnetic
field eB0 6= 0, there appears a new low energy hydrodynamics at the scales k < σB
2
0
+p
. The
hydrodynamics variables in this low energy hydrodynamics are also reduced compared to
the microscopic hydrodynamics, and one such reduction is the absence of the transverse
velocity to the background magnetic field (if there is no other external electromagnetic
field applied). As explained in the paragraph around Eq.(2.10) in the next section, another
reduction is the absence of transverse charge current and hence the transverse conductivity
in a neutral plasma∗.
∗If the plasma has a non-zero charge density n, there exists a Hall current ~j = n~veq = n
~E⊥× ~B0
B20
in
response to an external small electric field ~E⊥. See for example, Ref.[26] for a recent study. We focus on
a relativistic neutral plasma in this work where such Hall effect is absent.
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We should emphasize that our consideration of hydrodynamics in a background mag-
netic field is not at all new, and there are several previous studies on the subject with
notable progress [28, 29, 30, 31], and it is pertinent to summarize how our low energy
effective hydrodynamics and the corresponding shear viscosity is related to those studies.
One important criterion in this comparison is whether electrodynamics is assumed to be
dynamical or non-dynamical. For example, Ref.[27] works with non-dynamical electrody-
namics, the Refs.[28, 29] consider the dynamical case, and the Ref.[30] considered both
non-dynamical and dynamical cases. In the non-dynamical case, our result for the relax-
ation time τ ∼ (+p)
σB20
in fact agrees the one in Ref.[30], for example Eq.(3.14) in a neutral
case. The difference is not about the result, but instead about what energy regime we
are focusing on, and what effective description we have for different regimes. Since the
dispersion Eq.(3.14) in Ref.[30] is not truly hydrodynamic as it doesn’t vanish in k → 0
limit, this mode corresponding to transverse velocity is excluded in a sufficiently low mo-
mentum regime. In the dynamical case, on the other hand, since the full components
of fluid velocity remain as the hydrodynamics variables in the MHD, and a background
magnetic field breaks rotational invariance, there naturally appear five different shear vis-
cosities corresponding to five different shear gradient modes with respect to the magnetic
field direction, nicely classified in Refs.[28, 29, 30]. As explained in the above, the MHD
regime is pushed to zero momentum (that is, k < σ → 0) in the limit of non-dynamical
electromagnetism (e → 0), and there is no overlap between the MHD regime and the
regime of our low energy effective hydrodynamics in the non-dynamical limit: k <
σB20
(+p)
,
so there is no logical correspondence that can be made between these five shear viscosities
and our shear viscosity. Computation of these five shear viscosities in the MHD regime
therefore remains as an open problem.
However, in either case, if the momentum scale is higher than the relaxation scale of σ
or
σB20
(+p)
, so that we go to the regime of “microscopic” hydrodynamics, the full component of
velocity is included in the hydrodynamics variables, and the five different shear viscosities
make sense in this “UV” regime. The results in Refs.[27, 30] for the non-dynamical case
should be viewed in this way. Then, our shear viscosity can be considered as the low
energy limit of (one of) those five “UV” shear viscosities, while the other four viscosities
lose their meaning in the new low energy hydrodynamics (in fact, two of the five viscosities
in Ref.[29], η3 and η4, are odd under charge-conjugation and they vanish identically in the
neutral plasma n = 0 that we are considering, irrespective of the regimes. If we relax the
neutrality condition, we also show in the Appendix that we have one more shear viscosity
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coming from η4 of Ref.[29] surviving in our low energy regime. The same is true for the
Hall conductivity, see the footnote in the previous page).
In summary, the five shear and two bulk viscosities in the Refs.[27, 30] in the case of
non-dynamical electromagnetism are for the “microscopic hydrodynamics” in high mo-
mentum regime, and the framework needs to be replaced by our new hydrodynamics at
sufficiently low momentum scales. In the Appendix, we show explicitly how the five shear
and two bulk viscosities nicely classified in Ref.[29] reduce to our one shear and two bulk
viscosities in a neutral plasma when we remove the transverse components of fluid veloc-
ity to the magnetic field direction in our low energy limit (Note that the classification
in Ref.[29] relying only on the tensor structures and symmetries can be applied to any
regime, either in the MHD regime or in the “UV” regime).
2 Emergent low energy hydrodynamics and shear vis-
cosity in an external magnetic field
In this section, we show that in a presence of an external non-dynamical magnetic field,
there emerges a new effective low energy hydrodynamics at sufficiently low scales and the
hydrodynamical variables are reduced in this low energy hydrodynamics. Specifically, we
will argue that the transverse components of velocity perpendicular to the magnetic field
disappear in this regime, and there is only one meaningful notion of shear viscosity in this
effective hydrodynamics emerging in sufficiently low energy regime.
As in the conventional approach, hydrodynamics describes the modes that live arbi-
trary long when their spatial gradient is arbitrary small. This can only be possible if these
modes correspond to the parameters characterizing possible equilibrium states, so that
they stay constant when they are homogeneous. All other modes have finite relaxation
times even in the homogeneous limit, and are excluded in the hydrodynamic description
in sufficiently low energy regime: they are quasi-normal modes. Therefore, we should first
identify all equilibrium parameters of the plasma in the presence of an external magnetic
field, in order to construct a hydrodynamics in a non-dynamical magnetic field. Let the
magnetic field point to z-direction in a fixed lab frame, eB = eBzˆ. Detailed balance with
energy conservation gives us the temperature T as one of such parameters. Without a
magnetic field, the momentum conservation would give us a vector parameter, the fluid
velocity v, as another parameter for equilibrium. However, in the presence of an external
magnetic field, the transverse momentum perpendicular to zˆ direction is not conserved
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due to Lorentz force, and only the longitudinal momentum along the magnetic field di-
rection is conserved. We therefore expect that the longitudinal fluid velocity, v‖ = vz,
remains as an equilibrium parameter, but v⊥ is no longer an equilibrium parameter, and
should be excluded in the emerging low-energy hydrodynamics with an external magnetic
field. We show that v⊥ indeed becomes a quasi-normal mode in the following.
Let us assume the existence of conventional hydrodynamics valid in the regime where
the magnetic field can be treated as a first order in gradient expansion. We call this
“microscopic hydrodynamics”. The 4-velocity uµ = (γ, γv) is a hydrodynamic variable in
this microscopic hydrodynamics. The current in this regime is given by
jµ = σEµ , Eµ ≡ F µνuν , (2.1)
where σ is the conductivity. In non-relativistic limit γ ≈ 1 with a finite v⊥, the spatial
component of the current becomes,
j = σv⊥ ×B , (2.2)
whose origin is nothing but the Lorentz force in the lab frame, or equivalently the Ohmic
current in the rest frame of the fluid. From the transverse component of the energy-
momentum conservation, ∂µT
µν = F ναjα (which originates from Lorentz force again),
and the constitutive relation T 0⊥ = (+ p)v⊥, we have
∂tv⊥ =
1
(+ p)
j ×B = − σB
2
(+ p)
v⊥ ≡ − 1
τR
v⊥ , (2.3)
which means that v⊥ is a quasi-normal mode with a relaxation time τR. In the emerging
low-energy hydrodynamics in the energy regime smaller than 1/τR, we no longer have v⊥
as a hydrodynamic variable.
We consider only neutral plasma in this work, and the low energy hydrodynamic
variables are T and vz (or equivalently 1+1 dimensional velocity vector u
µ
‖ where µ runs
only along (t, z) and it is normalized as uµu
µ = −1), which vary slowly in space-time:
T (x), uµ‖(x). Note that the variation can happen along the transverse direction as well
as in the longitudinal direction. In the Appendix, we show that the energy-momentum
tensor up to first order in gradient generally takes a form,
T µν = (+p‖)u
µ
‖u
ν
‖+p‖g
µν
‖ +p⊥g
µν
⊥ −η(∂µ⊥uν‖+∂ν⊥uµ‖)−(ζ(uµ‖uν‖+gµν‖ )+ζ ′gµν⊥ )(∂‖αuα‖ ) , (2.4)
with one shear viscosity η and two bulk viscosities (ζ, ζ ′). This η is what we compute in
this work. Our metric convention is gµν = (−1,+1,+1,+1) where the first two indices cor-
respond to 1+1 dimension of (t, z) and the last two the transverse dimensions x⊥ = (x, y).
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We also define gµν‖ = (−1, 1, 0, 0), gµν⊥ = (0, 0, 1, 1), ∂µ‖ = (−∂t, ∂z, 0, 0), ∂µ⊥ = (0, 0, ∂x, ∂y),
and uµ‖ = γ(1, vz, 0, 0) where γ = (1− v2z)−
1
2 . The combination (uµ‖u
ν
‖ + g
µν
‖ ) ≡ ∆µν‖ is the
rest-frame space projection operator orthogonal to uµ‖ in 1+1 dimensions, and g
µν
⊥ = ∆
µν
⊥
is the space projection to the transverse (x, y) dimensions (see Appendix for a detailed dis-
cussion on these). In the same Appendix, we also make a detailed connection between the
above viscosities and the previous five shear and two bulk viscosities introduced/classified
in Ref.[29]. If we take only the first three ideal parts, we simply have in components in
the rest frame of the fluid (where uµ‖ = (1, 0, 0, 0))
T µνideal = (, p‖, p⊥, p⊥) , (2.5)
which is the most general form of the ideal energy-momentum in a rest frame with a mag-
netic field (recall that the magnetic field is invariant under the boost along its direction,
so it is the same in an arbitrary fluid rest frame). The ideal part of (2.4) is obtained by
boosting this along the z direction by uµ‖ . In non-relativistic limit, the shear viscosity
appears as
T⊥z = −η∂⊥vz , (2.6)
and our computation in the following sections is based on this.
Although this is not a subject we study in this work, we can follow the same logic to
find that there is no notion of transverse electric conductivity in the emerging low energy
hydrodynamics with an external magnetic field. Let’s apply a small transverse electric
field E⊥ so that |E⊥|  |B|. The microscopic hydrodynamics gives the current from
jµ = σEµ as
j = σ(E⊥ + v⊥ ×B) , (2.7)
and the energy-momentum conservation gives the equation
∂tv⊥ =
1
(+ p)
j ×B = σ
+ p
(
E⊥ ×B −B2v⊥
)
= − 1
τR
(veq − v⊥) , (2.8)
where the equilibrium transverse velocity veq is
veq =
E⊥ ×B
B2
. (2.9)
The above equation tells us that the transverse velocity relaxes to veq with the same
relaxation time τR, that is, any deviation from veq is a quasi-normal mode in the low
energy hydrodynamics. With veq, the current vanishes
j = σ(E⊥ + veq ×B) = 0 . (2.10)
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The physics behind this result is the following: the frame moving with velocity veq is
precisely the frame where the electric field vanishes and there exists only a non-zero
magnetic field. We know that in this frame, the transverse velocity should relax to zero
with the relaxation time τR according to our previous discussion. In the original lab frame,
this is equivalent to the relaxation of the velocity to veq. Since there is no electric field
in the equilibrium rest frame, the current vanishes in this frame and hence in the original
frame as well (recall that our plasma is neutral).
The situation is different when |E⊥| > |B| and there is no such frame where electric
field vanishes. Instead, we have a frame moving with velocity v⊥ = E⊥×BE2⊥
where the
magnetic field vanishes, and the electric field becomes
E′⊥ = E⊥
(
1− B
2
E2⊥
)
. (2.11)
We then have a current
j = σE′⊥ = σE⊥
(
1− B
2
E2⊥
)
Θ(E⊥ −B) . (2.12)
3 QCD Boltzmann equation in leading log
In this section, we describe the technical details of our computation of shear viscosity in
weak/soft magnetic field in perturbative regime of QCD. More explicitly, we assume that
the magnetic field is weak or soft in the sense that its scale is comparable to the effective
2-to-2 QCD collision rate in leading log, or more precisely,
eB ∼ g4 log(1/g)T 2  T 2 . (3.13)
In this case, we will show that the shear viscosity in leading log takes a form
η = η¯(B¯)
T 3
g4 log(1/g)
, B¯ ≡ eB
g4 log(1/g)T 2
, (3.14)
with a dimensionless function η¯(B¯). We provide a full numerical result for this function in
the massless NF = 2 QCD in section 4. In the limit eB → 0, it reduces to the previously
known shear viscosity without magnetic field in leading log order [9].
In this regime, the magnetic field appears only in the advective term in the effective
Boltzmann kinetic theory, and its effects to the QCD collision term is of higher order and
sub-leading compared to the usual leading order collision term C which is already of order
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C ∼ g4 log(1/g)T . This is because the dominant energy-momentum carriers responsible
for the shear viscosity are hard particles of momentum p ∼ T , and possible corrections
from the magnetic field to the dispersion relation of hard particles are suppressed by√
eB/T ∼ g2. It is by the same reason that the leading order collision term is obtained
by using free dispersion relations of external hard particles without thermal corrections.
Moreover, the screening mass (that is, the Debye mass) of order mD ∼ gT that regulates
IR divergences of t-channel collision terms between these hard particles should also be
the one without the magnetic field corrections. This is because the screening mass is
provided by “hard thermal 1-loop”, that is, the screening is provided by hard particles
themselves. Any correction to the dispersion relation of these hard particles is of order√
eB/T ∼ g2, and therefore the correction to mD from magnetic field is naturally of order
mD ×
√
eB/T ∼ mDg2. Since the net collision term is already of C ∼ g4 log(1/g)T , the
correction to C from the correction to the screening mass is of higher order than this,
which is not relevant in our computation.
Any remaining effect of eB can only appear in the possible on-shell singularity in quark
propagators with a long-lived intermediate fermion interacting with the background eB
field, that may have an IR enhancement. But, this is precisely what the advective term of
the Boltzmann equation captures. The effect of background eB on the long-lived charged
quasi-particles is described by the Lorentz force in the advective term,
∂f
∂t
+ pˆ · ∂f
∂x
+ p˙ · ∂f
∂p
= C[f ] , p˙ = ±qF pˆ× (eB) , (3.15)
where qF = (
2
3
,−1
3
) for (u, d)-quarks, and ± refers to quark and anti-quark.
Another way of thinking about it is in terms of time scales. The space-time duration
of each collision, lcoll, satisfies T
−1  lcoll  (gT )−1, due to the fact that the log-
enhancement in the t-channel 2-to-2 processes arises from the momentum exchanges lying
between gT and T . This time scale is much shorter than the time scale of cyclotron orbits
induced by magnetic field which is lcyclo ∼ p/(eB) ∼ (g4 log(1/g)T )−1, so that each
collisions look localized during any significant cyclotron motion, and are not affected by
the magnetic field. This is why C in the Boltzmann equation remains the same. However,
the inverse rate of large-angle collisions, or equivalently the mean-free distance between
each collisions is lmfp ∼ C−1 ∼ (g4 log(1/g)T )−1, which is comparable to lcyclo. This means
that the cyclotron motions and the QCD collisions are equally important in the transport
dynamics of hard particles. Therefore, one has to solve the above Boltzmann equation
keeping both the Lorentz force term and the collision term C, in order to capture the
10
Figure 1: The meaning of the three length scales, lcoll, lmfp and lcyclo.
interplay between cyclotron motions and the QCD collisions. The dimensionless variable
B¯ in (3.14) corresponds to the relative strength of the effect of cyclotron motions compared
to the QCD collisions: B¯ ∼ lmfp/lcyclo.
To compute the shear viscosity, we consider the kinetic theory of quarks/anti-quarks
and gluons, whose distribution functions (f q, f q¯, f g) satisfy the Boltzmann equation with
leading log collision term,
∂tf
q + pˆ · ∂xf q + qF e(pˆ×B) · ∂pf q = Cq ,
∂tf
q¯ + pˆ · ∂xf q¯ − qF e(pˆ×B) · ∂pf q¯ = C q¯ ,
∂tf
g + pˆ · ∂xf g = Cg . (3.16)
The equilibrium distribution with an arbitrary longitudinal velocity uµ‖ = γ(1, vz,0⊥),
γ ≡ (1 − v2z)−
1
2 satisfies the detailed balance (that is, C = 0), and is a solution of the
Boltzmann equation since (pˆ×B) · ∂pfeq = 0,
f q,q¯,geq (p, u
µ
‖) = 1/(e
− 1
T
pµu
µ
‖ ± 1) , pµ = (|p|,p) . (3.17)
When we have a non-zero gradient of uµ‖ or vz along the transverse space, ∂⊥vz 6= 0, the
collision term which is local in space-time still vanishes with the above distribution, but
the spatial gradient term in the advective term on the left no longer vanishes. Considering
the local rest frame of a point x = 0 in space-time where the velocity is expanded in first
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order gradient as vz = (∂⊥vz)x⊥ +O(x2⊥), we have
pˆ · ∂xfeq(p, uµ‖(x))
∣∣∣
x=0
= (pˆ⊥ · ∂⊥vz)βpznF/B(p)(1∓ nF/B(p)) , β = 1/T , (3.18)
where nF/B is the Fermi-Dirac/Bose-Einstein distribution function
nF/B(p) = 1/(e
β|p| ± 1) . (3.19)
This gradient term acts as a source for the disturbance of the distribution function away
from the local equilibrium given by feq(p, u
µ
‖(x)). The solution of the Boltzmann equation
in linear order in (∂⊥vz) at the point x = 0 is then
f = feq(p, u
µ
‖(x)) + δf(p) , (3.20)
where δf satisfies the linearized Boltzmann equation
(pˆ⊥ · ∂⊥vz)βpznF (p)(1− nF (p)) + qF e(pˆ⊥ ×B) · ∂pδf q = Cq[δf q, δf q¯, δf g] ,
(pˆ⊥ · ∂⊥vz)βpznF (p)(1− nF (p))− qF e(pˆ⊥ ×B) · ∂pδf q¯ = C q¯[δf q, δf q¯, δf g] ,
(pˆ⊥ · ∂⊥vz)βpznB(p)(1 + nB(p)) = Cg[δf q, δf q¯, δf g] ,(3.21)
where we assume that a stationary state ∂t = 0 is achieved in the time scale much longer
than the expected relaxation time 1/τR ∼ g4 log(1/g)T that defines the boundary of the
low energy hydrodynamics.
Once δf is found from the above equations, the energy momentum tensor of our
interest is computed as
T⊥z =
∫
d3p
(2pi)3
p⊥pz
Ep
(
νq
∑
F
(δf q + δf q¯) + νgδf
g
)
, (3.22)
where νq = 2Nc = 2dq and νg = 2(N
2
c − 1) = 2dA are the number of states of quarks/anti-
quarks or gluons with a given momentum p. (dq and dA are the dimensions of color
representation). Comparing the result with (2.6), we obtain the shear viscosity η.
The leading log QCD collision term has been well known in literature starting from
Refs.[7, 8] culminating in the full determination in Ref.[9]. It was nicely re-derived and
summarized in Ref.[40] and we will follow the notations of Ref.[40]. There are two types
of contributions to the leading log collision term: I) t-channel soft gluon exchanges and II)
t-channel soft fermion exchanges. The type I processes do not change the particle species
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and give rise to diffusions in momentum space, whereas the type II processes convert
fermions into gluons and vice versa. Writing δf as
δfa = nF/B(1∓ nF/B)χa , a = q, q¯, g , (3.23)
the linearized collision term is obtained by
Ca[δf(p)] = −(2pi)
3
νa
δI[χ]
δχa(p)
, (3.24)
where I = II + III with
II = Tm
2
Dg
2 log(1/g)
16pi
∑
a
Caνa
∫
p
na(p)(1∓ na(p))
(
∂χa(p)
∂pi
)2
− g
4 log(1/g)
16pidA
(∑
a
Caνa
∫
p
na(p)(1∓ na(p))
(
pˆ · ∂χ
a(p)
∂p
))2
− g
4 log(1/g)
16pidA
(∑
a
Caνa
∫
p
na(p)(1∓ na(p))∂χ
a(p)
∂pi
)2
, (3.25)
III = γ
∑
a=q,q¯
νa
∫
p
1
|p|nF (p)(1 + nB(p)) (χ
a(p)− χg(p))2
+
16γ
T 2
∑
a=q
νa
∫
p
1
|p|nF (p)(1 + nB(p)) (χ
a(p)− χg(p))
∫
k
1
|k|nF (k)(1 + nB(k)) (χ
a¯(k)− χg(k))
− 8γ
T 2
∑
a=q,q¯
νa
(∫
p
1
|p|nF (p)(1 + nB(p)) (χ
a(p)− χg(p))
)2
, (3.26)
where Ca is the quadratic Casimir of the species a and
∫
p
≡ ∫ d3p
(2pi)3
and
m2D =
g2T 2
3
(
Nc +
NF
2
)
, γ =
C2FT
2g4 log(1/g)
64pi
. (3.27)
Since the collision term is rotationally invariant, an inspection of the linearized Boltz-
mann equation (3.21) dictates the following form of the solution,
χq(p) = (p⊥ · ∂⊥vz) pz χ+(|p|) + (p⊥ × ∂⊥vz) pz χ−(|p|) ,
χq¯(p) = (p⊥ · ∂⊥vz) pz χ+(|p|)− (p⊥ × ∂⊥vz) pz χ−(|p|) ,
χg(p) = (p⊥ · ∂⊥vz) pz χG(|p|) , (3.28)
where
(p⊥ · ∂⊥vz) ≡ pi⊥ · ∂xi⊥vz , (p⊥ × ∂⊥vz) ≡ ijpi⊥∂xj⊥vz , i, j = x, y , (3.29)
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and the functions χ±, χG depend only on p ≡ |p|. This is the most general form consistent
with the isometry of the collision term and the residual SO(2)⊥ rotational symmetry in
the advective term in the presence of a background magnetic field. Note that the second
term in the first two equations involving χ− comes from the Lorentz force term in (3.21)
due to the magnetic field, and takes opposite sign between quark and anti-quark. When
B = 0, χ− vanishes.
Inserting this form of the solution into (3.21) and working out the collision term (3.24)
explicitly, one obtains a coupled set of second order differential equations for χ±(p) and
χG(p). It is easy to see that only the first lines in (3.25) and (3.26) contribute to the
final collision term, while the other terms vanish for our solutions in (3.28). After some
amount of algebra, we get the differential equations (′ ≡ ∂
∂p
and nF/B ≡ nF/B(p)),
1
8pi
Tm2Dg
2 log(1/g)CF
(
[nF (1− nF )]′
(
2χ+(p) + pχ
′
+(p)
)
+ nF (1− nF )
(
6χ′+(p) + pχ
′′
+(p)
))
= βnF (1− nF ) + qF eBnF (1− nF )χ−(p) + 2γnF (1 + nB) (χ+(p)− χG(p)) , (3.30)
1
8pi
Tm2Dg
2 log(1/g)CF
(
[nF (1− nF )]′
(
2χ−(p) + pχ′−(p)
)
+ nF (1− nF )
(
6χ′−(p) + pχ
′′
−(p)
))
= −qF eBnF (1− nF )χ+(p) + 2γnF (1 + nB)χ−(p) , (3.31)
1
8pi
Tm2Dg
2 log(1/g)CA ([nB(1 + nB)]
′ (2χG(p) + pχ′G(p)) + nB(1 + nB) (6χ
′
G(p) + pχ
′′
G(p)))
= βnB(1 + nB) + 2γ
2Nc
(N2c − 1)
nF (1 + nB)
∑
F
(χG(p)− χ+(p)) . (3.32)
Once the solution is found, inserting (3.28) into (3.22) and performing angular inte-
gration using∫
d3p
(2pi)3
pi⊥p
j
⊥p
2
z
Ep
=
δij
2
∫
d3p
(2pi)3
p2⊥p
2
z
Ep
=
δij
2(2pi)2
∫ +1
−1
dx x2(1−x2)
∫ ∞
0
dp p5 =
δij
30pi2
∫ ∞
0
dp p5 ,
(3.33)
we have the shear viscosity
η = − 1
30pi2
∫ ∞
0
dp p5
(
2(N2c − 1)nB(1 + nB)χG(p) +
∑
F
4NcnF (1− nF )χ+(p)
)
.
(3.34)
4 Results for shear viscosity in magnetic field
It is more convenient to formulate the equations in the previous section in terms of dimen-
sionless variable p¯ ≡ p/T . In our numerical analysis in this work, we take a simplifying
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approximation of considering two identical flavors with a same charge q¯F , and replace∑
F → NF = 2. We expect that this will not affect the major features of our result
presented below, and leave a full consideration of the case of different charges in the fu-
ture. At least we know that the sign of the charge should not matter for shear viscosity,
since the effects from magnetic field appear in combination of q2F (eB)
2 due to charge-
conjugation symmetry. Defining the dimensionless magnetic field strength introduced in
the introduction
B¯ ≡ |q¯F eB|
g4 log(1/g)T 2
, (4.35)
with the similar definitions for dimensionless quantities
m¯2D ≡ m2D/T 2 , γ¯ ≡ γ/(T 2g4 log(1/g)) , (4.36)
and the dimensionless functions
χ¯± ≡ T 3g4 log(1/g)χ± , χ¯G ≡ T 3g4 log(1/g)χG , (4.37)
we have the dimensionless differential equations (′ ≡ ∂
∂p¯
)
1
8pi
m¯2DCF
(
[nF (1− nF )]′
(
2χ¯+ + p¯χ¯
′
+
)
+ nF (1− nF )
(
6χ¯′+ + p¯χ¯
′′
+
))
= nF (1− nF ) + B¯nF (1− nF )χ¯− + 2γ¯nF (1 + nB) (χ¯+ − χ¯G) , (4.38)
1
8pi
m¯2DCF
(
[nF (1− nF )]′
(
2χ¯− + p¯χ¯′−
)
+ nF (1− nF )
(
6χ¯′− + p¯χ¯
′′
−
))
= −B¯nF (1− nF )χ¯+ + 2γ¯nF (1 + nB)χ¯− , (4.39)
1
8pi
m¯2DCA ([nB(1 + nB)]
′ (2χ¯G + p¯χ¯′G) + nB(1 + nB) (6χ¯
′
G + p¯χ¯
′′
G))
= nB(1 + nB) + 2γ¯
2NcNF
(N2c − 1)
nF (1 + nB) (χ¯G − χ¯+) , (4.40)
in terms of which the shear viscosity is written as
η = η¯(B¯)
T 3
g4 log(1/g)
, (4.41)
with the dimensionless function
η¯(B¯) = − 1
30pi2
∫ ∞
0
dp¯ p¯5
(
2(N2c − 1)nB(1 + nB)χ¯G(p¯) + 4NcNFnF (1− nF )χ¯+(p¯)
)
.
(4.42)
In principle we can solve numerically the above inhomogeneous second order differen-
tial equations imposing regular boundary conditions at p¯ = 0 and p¯ = ∞ that uniquely
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determine the solution for given B¯. However we find that it is not practically easy to do
this using the shooting method since we have three functions and we need to scan three
dimensional parameter space of initial conditions. For the case of B = 0, we have χ− = 0
and we can barely manage to find the solution scanning the reduced two dimensional space
of initial conditions. We get in this way η¯ = 86.46 for B = 0 and NF = 2. For NF = 0
where both χ+ and χ− vanish, we get η¯ = 27.12. These results agree very well with the
previous results by Arnold-Moore-Yaffe [9], and give us confidence that our differential
equations in the above do not contain trivial mistakes.
It is possible to solve the above equations in the limiting case of B¯ → ∞. It can be
shown without difficulty that in this limit,
χ¯+ ∼ O(1/B¯2) , χ¯− ∼ O(1/B¯) , χ¯G ∼ O(1) , (4.43)
so that it is enough to solve the last equation (4.40) for χ¯G neglecting χ¯+ to get the
limiting value of η¯(∞). This can easily be done by the shooting method, and we obtain
η¯(B¯) = 18.87 +O(1/B¯2) , B¯ →∞ . (4.44)
Instead of solving the differential equations by the shooting method, we follow Ref.[9]
to find approximate solutions within a finite dimensional functional space formed by a
well-chosen set of basis functions. We first show that our original problem of solving the
differential equations and computing the integral (4.42) for the shear viscosity is equivalent
to a variational problem of a quadratic action. Defining the “Lagrangians” I+, I−, IG
and Imix by
I+ = −4NcNF
30pi2
(
1
8pi
m¯2DCFnF (1− nF )
(
p¯2([p¯2χ¯+]
′)2 + 6p¯4χ¯2+
)
+ 2γ¯p¯5nF (1 + nB)χ¯
2
+
)
,
I− = +4NcNF
30pi2
(
1
8pi
m¯2DCFnF (1− nF )
(
p¯2([p¯2χ¯−]′)2 + 6p¯4χ¯2−
)
+ 2γ¯p¯5nF (1 + nB)χ¯
2
−
)
,
IG = −2(N
2
c − 1)
30pi2
(
1
8pi
m¯2DCAnB(1 + nB)
(
p¯2([p¯2χ¯G]
′)2 + 6p¯4χ¯2G
)
+ 2γ¯
2NcNF
(N2c − 1)
p¯5nF (1 + nB)χ¯
2
G
)
,
Imix = − 1
15pi2
4NcNF
(−2γ¯p¯5nF (1 + nB)χ¯+χ¯G + B¯p¯5nF (1− nF )χ¯+χ¯−) , (4.45)
and the source by
S = − 1
15pi2
(
4NcNF p¯
5nF (1− nF )χ¯+ + 2(N2c − 1)p¯5nB(1 + nB)χ¯G
)
, (4.46)
we consider the action functional
η¯[χ¯+, χ¯−, χ¯G] ≡
∫ ∞
0
dp¯ (I+ + I− + IG + Imix + S) , (4.47)
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Figure 2: The numerical result for η¯(B¯) with NF = 2.
which is at most quadratic in χ¯’s. It is then straightforward to show that the equations
of motions from the above action coincide with the differential equations in (4.38), (4.39),
and (4.40), so that the solution of the differential equations corresponds to the extrema of
the action functional. Moreover the value of the action evaluated at the extrema is equal
to the dimensionless function η¯(B¯) in (4.42), that is
η¯(B¯) = η¯[χ¯+, χ¯−, χ¯G]
∣∣∣
solution
. (4.48)
We perform this variational analysis in a finite dimensional functional space spanned
by a set of basis functions φ(m)(p¯) (m = 1, . . . , N): writing χ¯± and χ¯G as
χ¯±(p¯) =
∑
m
a
(m)
± φ
(m)(p¯) , χ¯G(p¯) =
∑
m
b(m)φ(m)(p¯) , (4.49)
with variational coefficients (a
(m)
± , b
(m)) ≡ A, we evaluate the action to find
η¯[A] = −1
2
ATIA+ ATS , (4.50)
with a (3N)×(3N) symmetric matrix I and a (3N)-dimensional column vector S. Solving
for the extremum by A = I−1S and evaluating the action at the extremum, we get the
approximate result for the shear viscosity
η¯(B¯) =
1
2
STI−1S . (4.51)
Following Ref.[9] we choose the basis functions
φ(m)(p¯) =
p¯m−1
(1 + p¯)N−1
, m = 1, . . . , N , (4.52)
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with N up to 10 which was claimed to produce a good precision in the case of B = 0. In
our case with B 6= 0, we expect the numerical results to be less accurate, since the action
functional η¯[χ¯+, χ¯−, χ¯G] with B 6= 0 is not bounded above and the extremum doesn’t
correspond to a global maximum of η¯: note that I− in (4.45) is positive definite, while
I+ and IG is negative definite. Our numerical result is estimated to be trustable within
±1% level. Figure 2 shows our numerical result of η¯(B¯) for NF = 2. Starting from
η¯(0) ≈ 86.46, it rapidly decreases up to B¯ = 1, beyond which η¯(B¯) decreases slowly to
the limiting value η¯(∞) = 18.87.
5 Discussion
We emphasize that our result is limited to the case where the strength of magnetic field is
weak compared to the temperature, with a parametric dependence eB = B¯g4 log(1/g)T 2
where B¯ is a dimensionless number. We also assume that the electromagnetism is non-
dynamical and external, which means that the magnetohydrodynamics (MHD) regime is
never realized. With these assumptions, our leading log value of shear viscosity takes the
following scaling form η = η¯(B¯)T 3/(g4 log(1/g)), where η¯(B¯) depends only on the ratio
B¯ = eB/(g4 log(1/g)T 2). Our result could give a useful insight on the effects of magnetic
field on the shear viscosity of quark-gluon plasma in late stages of the heavy-ion collisions
where the magnetic field becomes weak compared to temperature scale. However, a more
realistic study of the transport coefficients in the MHD regime with five shear and bulk
viscosities classified in Refs.[29, 30] still remains demanding.
A peculiar feature in our result shown in Figure 2 is a steep fall of the value of η¯(B¯)
within a narrow region of B¯ near zero. This can be understood as follows. First of
all, the limiting finite value at B¯ → ∞ comes solely from the contribution of gluons
which are neutral and have no cyclotron orbits, whereas the quarks and anti-quarks do
not contribute to the transport in this limit because their cyclotron orbits become very
small compared to the collisional mean free path. This can be explicitly seen in (4.43).
Note that the transport of gluons still feel the presence of quarks and anti-quarks via the
collisions with the background quarks and anti-quarks (that is reflected in the value of
the Debye mass m2D in the collision terms depending on the number of flavors), and this
is why the shear viscosity in this limit is not equal to the one in NF = 0 case. Indeed, in
a pure gluon case of NF = 0, we checked that if one simply replaces the Debye mass in
the NF = 0 case with the one in NF = 2 case, one obtains precisely our limiting value of
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18.87 for the shear viscosity.
Therefore, the question is why the quark and anti-quark contributions drop quickly.
We first recall from our discussion around Figure 1 that their contributions would drop
significantly when the size of the cyclotron orbit lcyclo becomes comparable to the colli-
sional mean free path lmfp. Denoting the characteristic size of the collision term as C ∼
C g4 log(1/g)T with a dimensionless number C, we have lmfp ∼ C−1 ∼ C−1/(g4 log(1/g)T ).
On the other hand, the cyclotron orbit size is lcyclo ∼ p/(eB) ∼ B¯−1/(g4 log(1/g)T ) with
our dimensionless parameter B¯. This means that their ratio is
lmfp/lcyclo ∼ B¯/C , (5.53)
and therefore we expect that η¯(B¯) will drop significantly around B¯ ∼ C. Now the shear
viscosity at B¯ = 0 is simply proportional to lmfp ∼ C−1 ∼ C−1/(g4 log(1/g)T ) (times
kinematic factors): in other words, the numerical value of η¯(0) should be roughly given
by C−1. It is just a feature of explicit QCD collision terms that C is a numerically small
number: for example, it should be about 1/80 to give the value η¯(0) = 86.46 for NF = 2.
This would mean that an order 1 value of B¯ is already in the regime where lmfp/lcyclo  1
and the quark contribution should be negligible. In summary, the numerical smallness
of the QCD collision term in unit of g4 log(1/g)T is responsible for both a large value of
η¯(0) and the narrowness of the B¯ dependence. This inverse correlation between η¯(0) and
the width in B¯ is universal, and can also be found, for example, in the Drude picture of
transport in magnetic field.
As a future direction, it seems possible to go one step further and compute the shear
viscosity in soft magnetic field in complete leading order, using the variational approach
as in Ref.[10]. It will also be interesting to compute the bulk viscosities in magnetic field
appearing in the constitutive relation (2.4). See Ref.[21] for recent development.
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Appendix
In this Appendix, we show that the most general tensor structures for the first order
viscous part of energy-momentum tensor in a magnetic field classified in Refs.[28, 29]
precisely reduce to our expression in Eq.(2.4), when the fluid velocity is restricted to be
only longitudinal along the magnetic field direction, say zˆ, and the plasma is neutral. As
a by-product, we will be able to relate the five shear and two bulk viscosoties in Ref.[29]
with our three viscosities in Eq.(2.4).
Let us start from the most general viscous part of the energy-momentum tensor clas-
sified, e.g. in Eq.(39) in Ref.[29] (the signs of a few terms are reversed due to our different
metric convention, see Eq.(B7) in Ref.[27] for a direct comparison with the same metric
convention with ours):
τµν = −2η0
(
wµν − 1
3
∆µνθ
)
− η1
(
∆µν − 3
2
Ξµν
)(
θ − 3
2
φ
)
+ 2η2
(
bµΞναbβ + bνΞµαbβ
)
wαβ + 2η3
(
Ξµαbνβ + Ξναbµβ
)
wαβ
− 2η4(bµαbνbβ + bναbµbβ)wαβ − 3
2
ζ⊥Ξµνφ− 3ζ‖bµbνϕ , (5.54)
where ∆µν = uµuν + gµν is the projection operator orthogonal to the velocity uµ, wµν =
1
2
∆µα∆νβ(∂αuβ + ∂βuα) =
1
2
(∆µuν + ∆νuµ) is the projected shear tensor (∆µ = ∆µα∂α),
θ = ∂µu
µ is the expansion, bµ = Bµ/|B| is the unit vector (bµbµ = 1) proportional to the
magnetic field Bµ = 1
2
µναβuνFαβ, Ξ
µν = ∆µν − bµbν is the transverse projection operator
orthogonal to both uµ and bµ (note that bµ is already orthogonal to uµ), bµν = µναβuαbβ
is the unit normalized field strength tensor (that is, bµν = F µν/|B|), φ = Ξµνwαβ and
ϕ = bµbνwαβ are the transverse and longitudinal expansions respectively. Our convention
is gµν = diag(−1,+1,+1,+1) and txyz = +1.
Now, let’s fix the direction of the magnetic field to be ~B = Bzˆ (or Fxy = B), and as-
sume that the fluid velocity has only the longitudinal components, uµ = uµ‖ = γ(1, vz, 0, 0),
where the first two components are for (t, z) directions and the last two for (x, y) (γ =
(1− v2z)−
1
2 as usual, so that uµ‖u‖µ = −1). With this general uµ‖ vector, we can still keep
the 1+1 dimensional Lorentz covariance in the above expression, whereas the transverse
boosts that will change the background magnetic field into electric field are not useful, and
we don’t intend to keep covariance for them. Let us introduce some of our notations: we
decompose the metric into its longitudinal and transverse components by gµν = gµν‖ + g
µν
⊥
where gµν‖ = diag(−1,+1, 0, 0) and gµν⊥ = diag(0, 0,+1,+1), then it is easy to see that gµν⊥
can be identified with the projection operator to the transverse (x, y) space, ∆µν⊥ = g
µν
⊥ .
20
We also introduce the longitudinal projection operator that is perpendicular to the veloc-
ity and the transverse space, ∆µν‖ = u
µ
‖u
ν
‖ + g
µν
‖ . Then the full projection operator is the
sum of the above two: ∆µν = uµ‖u
ν
‖ + g
µν = ∆µν‖ + ∆
µν
⊥ . We define the purely transverse
gradient as ∂µ⊥ = ∆
µν
⊥ ∂ν = g
µν
⊥ ∂ν . We introduce the 1+1 dimensional antisymmetric ten-
sor µν‖ where it is non-zero only when (µ, ν) is along (t, z) with the convention 
tz
‖ = +1.
Similarly, we introduce the transverse antisymmetric tensor in (x, y) directions µν⊥ with
xy⊥ = +1.
With these at hand, we now describe several simplifications happening when the ve-
locity is purely longitudinal. All the results below can most easily be checked by working
out explicitly in the local rest frame where uµ‖ = (1, 0, 0, 0), and since these equations are
covariant under 1+1 dimensional Lorentz transformations, they must be true in the lab
frame as well. However, it would be also useful to give some general argument for these
simplifications as we do in the following. The bµ is a longitudinal 1+1 dimensional vector
as the magnetic field and the velocity are also longitudinal, and at the same time it is
perpendicular to uµ‖ . In 1+1 dimensions, the unique unit vector (up to a sign) that is
perpendicular to uµ‖ is 
µν
‖ u‖ν (this is simply because there are not enough number of dimen-
sions in 1+1 dimensions), so bµ should be equal to this up to a sign: bµ = sgn(B)µν‖ u‖ν .
This also means that the longitudinal projection operator ∆µν‖ perpendicular to u
µ
‖ can be
constructed from bµ, that is, ∆µν‖ = u
µ
‖u
ν
‖ + g
µν
‖ = b
µbν . Then, the projection Ξµν becomes
Ξµν = ∆µν − bµbν = ∆µν‖ + ∆µν⊥ − bµbν = ∆µν⊥ = gµν⊥ , that is a purely transverse projection
operator. Also from bµν = F µν/|B|, it can be written as bµν = sgn(B)µν⊥ . As a final and
most non-trivial simplification, we show that the following is true:
∆µα‖ ∆
νβ
‖ ∂αu‖β = ∆
µν
‖ θ . (5.55)
This can be shown in the local rest frame, where µ = ν = α = β = z for a non-zero value
in the left-hand side, and θ = ∂µu
µ
‖ = ∂zu
z
‖ since u‖µ∂νu
µ
‖ = 0 for all ν (from u‖µu
µ
‖ = −1)
means that ∂νu
t
‖ = 0 in the local rest frame. Note also that θ = ∂µu
µ
‖ = ∂‖µu
µ
‖ where
∂µ‖ = ∆
µν
‖ ∂ν . The above equation which is covariant in 1+1 dimensions should then be
true in any frame.
With these simplifications, it is straightforward to derive the following reduction of
the tensors appearing in (5.54),
wµν − 1
3
∆µνθ =
1
2
(∂µ⊥u
ν
‖ + ∂
ν
⊥u
µ
‖) +
2
3
∆µν‖ θ −
1
3
gµν⊥ θ ,
∆µν − 3
2
Ξµν = ∆µν‖ −
1
2
gµν⊥ ,
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(
bµΞναbβ + bνΞµαbβ
)
wαβ =
1
2
(∂µ⊥u
ν
‖ + ∂
ν
⊥u
µ
‖) ,(
Ξµαbνβ + Ξναbµβ
)
wαβ = 0 ,
(bµαbνbβ + bναbµbβ)wαβ =
1
2
sgn(B)
(
µα⊥ ∂⊥αu
ν
‖ + 
να
⊥ ∂⊥αu
µ
‖
)
,
Ξµνφ = 0 ,
bµbνϕ = ∆µν‖ θ . (5.56)
Using these, the viscous part of the energy-momentum tensor (5.54) greatly reduces to
τµν = −η(∂µ⊥uν‖ + ∂ν⊥uµ‖)− (ζ∆µν‖ + ζ ′gµν⊥ )θ
+ η4 sgn(B)
(
µα⊥ ∂⊥αu
ν
‖ + 
να
⊥ ∂⊥αu
µ
‖
)
, (5.57)
where the first line agrees with precisely what we have in our Eq.(2.4) with the identifi-
cation
η = η0 − η2 , ζ = 3ζ‖ + 4
3
η0 + η1 , ζ
′ = −2
3
η0 − 1
2
η1 . (5.58)
It is interesting that the transverse bulk viscosity ζ ′ in response to longitudinal expansion
can be negative (that is, the transverse pressure can increase when the longitudinal ex-
pansion is positive) when 2η0 + η1 > 0, but we don’t have a good understanding on this.
The second line in the above is also interesting: since it is charge-conjugation (C) odd
due to the fact that the magnetic field is C-odd, it vanishes in a neutral plasma (the same
is true for η3 from the fact that both b
µ and bµν are C-odd). To understand this clearly,
the second line term for a non-relativistic velocity gives a contribution to T zi (i = x, y) as
T zi = η4 sgn(B)
ij
⊥∂⊥jvz , (5.59)
which is a momentum transfer perpendicular to the gradient of velocity in the (x, y) plane.
It is not difficult to understand this in terms of Lorentz force acting on microscopic charged
particles that are transported in the direction of velocity gradient, and since this Lorentz
force is opposite between quarks and anti-quarks, their contributions to this momentum
transport coefficient cancel with each other in a neutral plasma.
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