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In this paper, a nonparametric method based on quadratic programming (QP)
for identiﬁcation of nonlinear autoregressive systems with exogenous inputs
(NARX systems) is presented. We consider a mixed parametric/nonparametric
model structure. The output is assumed to be the sum of a parametric linear
part and a nonparametric Lipschitz continuous part. The consistency of the
estimator is shown assuming only that an upper bound on the true Lipschitz
constant is given. In addition, diﬀerent types of prior knowledge about the
system can easily be incorporated. Examples show that the method can give
accurate estimates also for small data sets and that the estimate of the linear
part sometimes can be improved compared to the linear least squares estimate.
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Abstract
In this paper, a nonparametric method based on quadratic program-
ming (QP) for identiﬁcation of nonlinear autoregressive systems with ex-
ogenous inputs (NARX systems) is presented. We consider a mixed para-
metric/nonparametric model structure. The output is assumed to be the
sum of a parametric linear part and a nonparametric Lipschitz continu-
ous part. The consistency of the estimator is shown assuming only that
an upper bound on the true Lipschitz constant is given. In addition,
diﬀerent types of prior knowledge about the system can easily be incorpo-
rated. Examples show that the method can give accurate estimates also
for small data sets and that the estimate of the linear part sometimes can
be improved compared to the linear least squares estimate.
1 Introduction
The class of nonlinear autoregressive systems with exogenous inputs (NARX
systems) (Sjöberg et al., 1995) is a straightforward generalization of linear ARX
systems that has been used in many applications. For an NARX system, the
optimal one step ahead predictor is a nonlinear function of a ﬁnite number
of past output and input components. Using a version of the prediction-error
method (Ljung, 1999), we will here simultaneously estimate both a nonparamet-
ric NARX model and a parametric ARX model such that their sum give an as
good prediction of the output as possible. Related model structures have been
used in semiparametric or partially linear models (see, for example, Heckman,
1988; Chen et al., 2001).
It is interesting to consider nonparametric methods for nonlinear system
identiﬁcation since the assumptions about the true system are usually weaker
for such methods than for parametric methods. For a nonlinear system, it can
be hard to tell in advance whether a speciﬁc assumption about, for example,
the shape of the nonlinearities is reasonable or not. In this paper, the only
assumption about the true NARX system is that its nonlinearities are Lipschitz
continuous.
This assumption makes it possible to use an approach where the identiﬁ-
cation problem is formulated as a quadratic programming (QP) problem. By
solving this problem, both the parameters of the linear ARX model and the
nonparametric NARX model can be estimated at the same time. A version
of this idea, without the linear, parametric part, has previously been used for
1nonparametric regression and for maximum likelihood estimation of unknown
parameters in probability density functions (Bertsimas et al., 1999). Other
methods for nonparametric regression can be found in, for example, Fan and
Gĳbels (1996).
Lipschitz conditions are a common way to guarantee that a function, or
some of its derivatives, will be smooth. For example, functions with a Lipschitz
continuous gradient can be identiﬁed using local modeling such that the worst-
case mean-square error is minimized (Roll et al., 2005).
A small nonlinear system component can have a large inﬂuence on an esti-
mated linear approximation of the system if standard methods for linear iden-
tiﬁcation are used (Mäkilä, 2005; Enqvist and Ljung, 2004). In some cases, this
behavior can be understood if the nonlinear contribution to the system output
is viewed as a nonlinear disturbance (Pintelon et al., 2001; Schoukens et al.,
1998). The method presented in this paper will make the estimate of the linear
model more robust against nonlinearities in the system since the nonparamet-
ric NARX model can compensate for some of the nonlinear eﬀects. A related
concept is the notion of unknown but bounded noise and set membership iden-
tiﬁcation (Garulli et al., 1999), since a bounded nonlinearity might aﬀect the
system output in a similar way as such a noise term.
2 NARX Identiﬁcation
Consider an NARX system with input u(t) and output y(t) that can be written
y(t) = θT
0 ϕ(t) + r0(ϕ(t)) + e(t), (1)
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is a regression vector and where e(t) is white noise. The constant vector θ0
deﬁnes a linear ARX part of the system while the function r0 can be nonlinear.
Assume that e(t) and ϕ(t) are independent for all t and that r0 is a Lipschitz
continuous function with Lipschitz constant L0, i.e., that
|r0(ϕ1) − r0(ϕ2)| ≤ L0kϕ1 − ϕ2k2, ∀ϕ1,ϕ2 ∈ Rn, (3)
where n = na + nb + 1. Furthermore, assume that a dataset (ϕ(t),y(t))N
t=1
consisting of N measurements of the regression vector and the system output is
available.
Using this dataset, estimates ˆ θN and ˆ rN of θ0 and r0, respectively, can be
obtained by solving the QP problem
minimize
θN,ρN
1
N
PN
t=1(y(t) − θT
Nϕ(t) − ρN(t))2
subject to ρN(t) − ρN(s) ≤ Lkϕ(t) − ϕ(s)k2
∀s,t ∈ {1,2,...,N}.
(4)
2In this problem, ρN is a vector with N elements ρN(t) which can be viewed as
estimates of r0(ϕ(t)). The constraints on the variables ρN(t) imply that these
variables will satisfy
|ρN(t) − ρN(s)| ≤ Lkϕ(t) − ϕ(s)k2
for all s,t ∈ {1,2,...,N}. If the variables ρN(t) are viewed as samples from
some function, this implies that a Lipschitz condition holds for the sample points
(ϕ(t))N
t=1. Note that N of the constraints in (4) are trivial (0 ≤ 0) and present
in (4) only for notational convenience. These constraints can be removed with-
out changing the solution of the problem.
An optimal solution (ˆ θN, ˆ ρN) to the problem (4) can be used to construct
one step ahead predictions
ˆ yN(ϕ(t)) = ˆ θT
Nϕ(t) + ˆ ρN(t) (5)
of the system output for the observed regression vectors (ϕ(t))N
t=1. In order
to obtain a predictor which can be used for an arbitrary regression vector, the
nonparametric function estimate ˆ ρN has to be interpolated.
When ϕ(t) is a scalar, linear interpolation is probably the most natural type
of interpolation. However, for ϕ(t) ∈ Rn with n > 1, linear interpolation of the
variables ˆ ρN(t) will in general not result in a function that satisﬁes the Lipschitz
condition for the choice of L used in (4). Instead, for n > 1, an estimate ˆ rN of
r0 can be deﬁned as
ˆ rN(ϕ) =
1
2
max
1≤t≤N
(ˆ ρN(t)−Lkϕ−ϕ(t)k2)+
1
2
min
1≤t≤N
(ˆ ρN(t)+Lkϕ−ϕ(t)k2) (6)
using a similar construction as in Bertsimas et al. (1999). The function ˆ rN is
Lipschitz continuous since it is the mean of two Lipschitz continuous functions.
Using ˆ θN and ˆ rN, a general one step ahead predictor
ˆ yN(ϕ) = ˆ θT
Nϕ + ˆ rN(ϕ) (7)
can be constructed. At ﬁrst sight, it might seem that the N + n variables used
in the problem (4) and for the construction of the model (7) are too many since
there are only N measurements. However, thanks to the randomness of the
disturbance e(t) in (1), the constraints in (4) will impose an averaging eﬀect on
the nonparametric function estimate.
Without these constraints, one optimal solution to (4) is θN = 0, ρN(t) =
y(t) for t = 1,2,...,N. Of course, since the measurements of the output are
noisy, such a solution does not give a good model of the true system. By
adding constraints like in (4), two variables ρN(t) and ρN(s) are allowed to
diﬀer only marginally from each other if the distance kϕ(t) − ϕ(s)k2 between
the corresponding regression vectors is small. In this way, the ρ variables are
imposed to have similar properties as samples from the true Lipschitz continuous
function r0. If the set of regression vectors gets more dense when N increases,
ˆ θT
Nϕ(t)+ˆ ρN(t) will approach θT
0 ϕ(t)+r0(ϕ(t)). For an intuitive understanding of
this convergence, consider a small region in Rn which contains many regression
vectors. The corresponding ρ variables will with a high probability be close to
the mean of y(t)−ˆ θT
Nϕ(t) since the constraints in (4) implies that the ρ variables
3should have values close to each other. The consistency of the predictor function
estimator (7) will be discussed in Section 3.
Several types of extensions can be made to the identiﬁcation method pre-
sented here. For example, if any prior knowledge about the true system can
be written as linear constraints on θN and ρN, this knowledge can easily be
incorporated in the QP problem (4). Examples of such prior knowledge are:
• Bounds on the function r0 are known in a subset of its domain.
• Diﬀerent Lipschitz constants can be used in diﬀerent parts of the domain
of r0.
• The function r0 is known to be odd or even.
• An expression for the function r0 is known in a subset of its domain.
Sometimes it could also be interesting to consider the case when only a
Lipschitz continuous function should be estimated (setting θN = θ0 = 0 in (1)
and (4)). Analogously to (4), we can handle this case by solving a QP
minimize
ρN
1
N
PN
t=1(y(t) − ρN(t))2
subject to ρN(t) − ρN(s) ≤ Lkϕ(t) − ϕ(s)k2
∀s,t ∈ {1,2,...,N}.
(8)
The construction of ˆ rN using the interpolation method (6) can be used also in
this case. In the next section, the consistency of both presented nonparametric
identiﬁcation methods will be shown.
3 Consistency
Before we consider the consistency of the approaches, let us study the behavior
of the mean of the predicted outputs at (ϕ(t))N
t=1. As the following lemmas
show, it is quite simple to show consistency for these.
Lemma 3.1
The optimum of (4) satisﬁes
1
N
N X
t=1

ˆ θT
Nϕ(t) + ˆ ρN(t)

=
1
N
N X
t=1
y(t), (9)
and, for NFIR systems,
E
"
1
N
N X
t=1

ˆ θT
Nϕ(t) + ˆ ρN(t)



(ϕ(t))N
t=1
#
=
1
N
N X
t=1
θT
0 ϕ(t) + r0(ϕ(t)). (10)
Proof: The Lagrangian of (4) (see Boyd and Vandenberghe (2004)) can be
written
L(θN,ρN;λ) =
1
N
N X
t=1
(y(t) − θT
Nϕ(t) − ρN(t))2 (11)
−
N X
i=1
N X
j=1
λij (Lkϕ(i) − ϕ(j)k2 − ρN(i) + ρN(j)).
4The optimum should satisfy ∂L
∂ρN(k) = 0 for k = 1,...,N:
−
2
N
(y(k) − ˆ θT
Nϕ(k) − ˆ ρN(k)) +
N X
i=1
(ˆ λki − ˆ λik) = 0. (12)
Summing (12) over k gives (9). Taking expectations over both sides of (9) then
gives (10).
Lemma 3.2
The optimum of (8) satisﬁes
1
N
N X
t=1
ˆ ρN(t) =
1
N
N X
t=1
y(t), (13)
and, for NFIR systems,
E
"
1
N
N X
t=1
ˆ ρN(t)



(ϕ(t))N
t=1
#
=
1
N
N X
t=1
r0(ϕ(t)). (14)
Proof: As for Lemma 3.1.
As it now turns out, the identiﬁcation methods given by (4) and (8), respec-
tively, have fairly attractive properties. We will now show consistency of the
estimator given by the QP problem
minimize
θN,ρN
1
N
PN
t=1(y(t) − θT
Nϕ(t) − ρN(t))2
subject to ρN(t) − ρN(s) ≤ Lkϕ(t) − ϕ(s)k2,
∀s,t ∈ {1,2,...,N}
±θN 4 mθ,
(15)
where 4 denotes component-wise inequality. This optimization problem is a
version of (4) where bounds on θN have been added. It should be pointed
out that these bounds can be chosen arbitrarily large. Hence, the restriction
compared to (4) is not very severe in practice.
Since (8) is a special case of (15), the consistency of the nonparametric
function estimator without a linear part follows from the more general case. A
related consistency result for the estimator deﬁned by (8) is shown in Bertsimas
et al. (1999) using results from Vapnik (1998). However, the result in the follow-
ing theorem is based on diﬀerent assumptions and is shown using an alternative
proof.
Theorem 3.1
Consider data sets (ϕ(t),y(t))N
t=1 generated from the nonlinear system
y(t) = θT
0 ϕ(t) + r0(ϕ(t)) + e(t) , f0(ϕ(t)) + e(t), (16)
where e(t) is a white stationary stochastic process with zero mean and bounded
variance σ2 and where ϕ(t) is a stationary stochastic process. For each data
set, let ˆ θN and ˆ ρN(t) be the optimal solution to (15). Furthermore, let ˆ fN be
the predictor function given by this solution, i.e.,
ˆ fN(ϕ) = ˆ θT
Nϕ(t) + ˆ rN(ϕ),
where ˆ rN is deﬁned in (6). Suppose that
51. ϕ(t) ∈ Φ, where Φ is a compact set such that the probability density func-
tion p(ϕ) for ϕ(t) is positive for all ϕ ∈ Φ and that for any ε > 0, Φ can
be partitioned
Φ =
d [
i=1
Φi, (17)
where ϕ1,ϕ2 ∈ Φi ⇒ |ϕ1 − ϕ2| ≤ ε and pi = P(ϕ(t) ∈ Φi) > 0 for all
i = 1,2,...,d,
2. the stochastic process ϕ(t) is such that Ni/N → pi when N → ∞ w.p.1
for all i in any ε-partitioning (17) where
Ni = card(Ti) and Ti = {t | ϕ(t) ∈ Φi, t ≤ N}, (18)
3. e(t) and ϕ(t) are independent, but ϕ(t) may depend on past e(s),
4. |r0(ϕ1) − r0(ϕ2)| ≤ Lkϕ1 − ϕ2k2 for all ϕ1,ϕ2 ∈ Φ,
5. |f0(ϕ1) − f0(ϕ2)| ≤ ˜ Lkϕ1 − ϕ2k2 for all ϕ1,ϕ2 ∈ Φ, where ˜ L = L + Mθ
and
M2
θ =
na+nb+1 X
i=1
m2
θ,i.
Then
lim
N→∞
1
N
N X
t=1
( ˆ fN(ϕ(t)) − f0(ϕ(t)))2 = 0 w.p.1 (19)
and
ˆ fN(ϕ) → f0(ϕ) uniformly on Φ as N → ∞ w.p.1. (20)
Proof: Take an arbitrary ε > 0 and consider an ε-partitioning such that the
ﬁrst assumption is satisﬁed. Let IΦi(ϕ) be the indicator function for the set Φi,
i.e.,
IΦi(ϕ) =
(
1, ϕ ∈ Φi,
0, otherwise.
Consider arbitrary realizations of the processes ϕ(t) and e(t). With probability
one, these realizations are such that Ni/N → pi as N → ∞ and that
lim
N→∞
1
piN
X
t∈Ti
e(t) = lim
N→∞
1
piN
N X
t=1
IΦi(ϕ(t))e(t) = 0, (21a)
lim
N→∞
1
piN
X
t∈Ti
|e(t)| = lim
N→∞
1
piN
N X
t=1
IΦi(ϕ(t))|e(t)| ≤ C, (21b)
lim
N→∞
1
N
N X
t=1
e(t)2 = σ2 (21c)
for some constant C and for all i = 1,2,...,d. The limits (21) follow from the
law of large numbers. Let
˜ e(t) = IΦi(ϕ(t))e(t),
6and consider two arbitrary diﬀerent time instants s and t. Without loss of gen-
erality, we can assume that s > t. Since ϕ(t), ϕ(s) and e(t) are all independent
of e(s), this implies that
E(˜ e(t)˜ e(s)) = E
 
IΦi(ϕ(t))e(t)IΦi(ϕ(s))

E
 
e(s)

= 0,
i.e., that ˜ e(t) and ˜ e(s) are uncorrelated. Similarly, with
e∗(t) = IΦi(ϕ(t))(|e(t)| − E(|e(t)|)),
e∗(t) and e∗(s) can be shown to be uncorrelated. Furthermore, the variances of
˜ e(t) and e∗(t) are ﬁnite. Hence, the version of the strong law of large numbers
in Theorem 5.1.2 in Chung (1974) imply that (21a) and (21b) hold. The con-
vergence of the series in (21c) follows from the strong law of large numbers for
independent variables (Chung, 1974, Theorem 5.4.2).
For two ﬁxed realizations of ϕ(t) and e(t) for which (21) holds, we can thus
ﬁnd an N0(ε) such that





1
piN
X
t∈Ti
e(t)





≤ ε, ∀i ∈ {1,2,...,d}, (22a)
1
piN
X
t∈Ti
|e(t)| ≤ 2C, ∀i ∈ {1,2,...,d}, (22b)
1
N
N X
t=1
e(t)2 ≤ 2σ2 (22c)
for all N > N0(ε). This result follows since the partitioning is ﬁnite for any ε.
The fourth and ﬁfth assumption in the theorem imply that
fN(ϕ(t)) , θT
Nϕ(t) + ρN(t) = f0(ϕ(t))
is a feasible choice of function in the optimization problem (15), either with
ρN(t) = r0(ϕ(t)) and θN = θ0 or sometimes with some smaller θN and larger
ρN(t):s. Hence, we have
1
N
N X
t=1
(y(t) − ˆ fN(ϕ(t)))2 ≤
1
N
N X
t=1
(y(t) − f0(ϕ(t))2 =
1
N
N X
t=1
e(t)2,
which means that
1
N
N X
t=1
(f0(ϕ(t)) − ˆ fN(ϕ(t)))2 ≤





2
N
N X
t=1
e(t)(f0(ϕ(t)) − ˆ fN(ϕ(t)))





. (23)
Note ﬁrst that, by applying Cauchy-Schwarz inequality to the right hand side,
we obtain that
1
N
N X
t=1
(f0(ϕ(t)) − ˆ fN(ϕ(t)))2 ≤
4
N
N X
t=1
e(t)2.
Since f0 is bounded by Cf0 = supϕ∈Φ |f0(ϕ)| and (22c) holds for all N > N0(ε),
ˆ fN(ϕ) as deﬁned by (6) and (7) must be bounded too. Hence, we can choose a
constant C ˆ f, such that for N > N0(ε) we have C ˆ f > supϕ∈Φ | ˆ fN(ϕ)|.
7Since Ni → ∞ for all i, there will be many ϕ(t) in every set Φi in the
ε-partitioning. Choose t∗
i ∈ Ti and let
fi = f0(ϕ(t∗
i)),
ˆ fN,i = ˆ fN(ϕ(t∗
i)).
This means that for t ∈ Ti, it holds that
|f0(ϕ(t)) − fi| ≤ ˜ Lε
and
| ˆ fN(ϕ(t)) − ˆ fN,i| ≤ ˜ Lε.
Inserting this into the expression (23) gives
1
N
N X
t=1
(f0(ϕ(t)) − ˆ fN(ϕ(t)))2
≤





2
N
N X
t=1
e(t)(f0(ϕ(t)) − ˆ fN(ϕ(t)))





=





2
N
d X
i=1
X
t∈Ti
e(t)(f0(ϕ(t)) − fi + fi − ˆ fN(ϕ(t)) + ˆ fN,i − ˆ fN,i)





=





2
d X
i=1
pi
 
1
piN
X
t∈Ti
e(t)

fi − ˆ fN,i

+

1
piN
X
t∈Ti
e(t)(f0(ϕ(t)) − fi − ˆ fN(ϕ(t)) + ˆ fN,i)
!




≤ 2
d X
i=1
pi

εmax
i
|fi − ˆ fN,i| +
1
piN
X
t∈Ti
|e(t)|2˜ Lε

≤ C0ε for N > N0(ε),
where C0 = 2Cf0 +2C ˆ f +8˜ LC. Since ε and the realizations were arbitrary, (19)
has been proven.
We will now prove that the result (19) implies the uniform convergence
in (20). First, we will consider pointwise convergence. Consider arbitrary re-
alizations of ϕ(t) and e(t). With probability one these realizations are such
that the second assumption in the theorem is satisﬁed and that the convergence
in (19) holds. Consider two arbitrary realizations where these limits hold and
assume that ˆ fN does not converge pointwise to f0(ϕ) on Φ, i.e., that there exists
a ϕ0 in Φ, a δ > 0 and an inﬁnite strictly increasing sequence of integers Kj,
j ∈ Z+, such that
| ˆ fKj(ϕ0) − f0(ϕ0)| > δ
for all j. Consider a δ/4˜ L-partitioning of Φ such that the two ﬁrst assumptions
are satisﬁed, i.e., a partitioning where
ϕ1, ϕ2 ∈ Φi ⇒ |ϕ1 − ϕ2| <
δ
4˜ L
8and where Ni/N → pi for all i = 1,2,...,d. Consider the set Φl that contains
ϕ0. For every ϕ in Φl, it holds that
| ˆ fKj(ϕ) − f0(ϕ)| ≥ | ˆ fKj(ϕ0) − f0(ϕ0)| − | ˆ fKj(ϕ) − ˆ fKj(ϕ0)| − |f0(ϕ0) − f0(ϕ)|
≥ δ − ˜ L
δ
4˜ L
− ˜ L
δ
4˜ L
=
δ
2
. (24)
Moreover, from the second assumption in the theorem, it holds that Kj,l/Kj →
pl when j → ∞, where Kj,l is the number of ϕ(t) in Φl when the total number
of measurements is Kj. The convergence
lim
N→∞
1
N
N X
t=1
( ˆ fN(ϕ(t)) − f0(ϕ(t)))2 = 0
implies that
lim
j→∞
1
Kj
Kj X
t=1
( ˆ fKj(ϕ(t)) − f0(ϕ(t)))2 = 0.
However, using (24), it follows that
1
Kj
Kj X
t=1
( ˆ fKj(ϕ(t)) − f0(ϕ(t)))2 ≥
1
Kj
X
t∈Tl
( ˆ fKj(ϕ(t)) − f0(ϕ(t)))2
≥
1
Kj
X
t∈Tl
δ2
4
=
δ2Kj,l
4Kj
.
Since
δ2Kj,l
4Kj
→
δ2pl
4
> 0, j → ∞,
we have a contradiction. Thus, ˆ f must converge pointwise to f0 on Φ.
It turns out that pointwise convergence gives uniform convergence in this
case. Take an arbitrary ˜ ε > 0 and assume that ˆ fN(ϕ) converges pointwise to
f0(ϕ) on Φ. Select a ﬁnite number of points ˜ ϕk, k = 1,2,...,d˜ ε in Φ such that
for every point ϕ in Φ,
|ϕ − ˜ ϕk| <
˜ ε
3˜ L
for some k. Choose an N˜ ε such that for all k it holds that
| ˆ fN(˜ ϕk) − f0(˜ ϕk))| <
˜ ε
3
, ∀N > N˜ ε.
Hence, for an arbitrary point ϕ in Φ, there is a k such that
| ˆ fN(ϕ) − f0(ϕ)| ≤ | ˆ fN(ϕ) − ˆ fN(˜ ϕk)| + |f0(˜ ϕk) − f0(ϕ)| + | ˆ fN(˜ ϕk) − f0(˜ ϕk)|
< ˜ L
˜ ε
3˜ L
+ ˜ L
˜ ε
3˜ L
+
˜ ε
3
= ˜ ε, ∀N > N˜ ε,
where we have used that both f0 and ˆ fN satisfy a Lipschitz condition with
Lipschitz constant ˜ L. Since ˜ ε and ϕ were arbitrary it follows that ˆ fN converges
uniformly to f0.
9Remark 3.1. The theorem is still true if {e(t)} is a mixing process, independent
of the process {ϕ(t)}, since the only thing that matters is that (21) holds.
From the fourth and ﬁfth assumption in Theorem 3.1, it can be seen that
the constant L in the QP problem must be an upper bound on the true Lip-
schitz constant for the nonlinear function r0 and that ˜ L = L + Mθ must be
an upper bound on the Lipschitz constant of the true predictor function f0
for the consistency result to hold. These conditions are quite intuitive since the
estimated function must be allowed to vary at least as much as the true function.
However, it is interesting to see that the choice θN = θ0 does not have to be a
feasible point to (15) since the linear part of the system (1) can be modeled by
the nonparametric function ˆ rN, provided L is large enough. However, although
a too hard bound on θN might not ruin the consistency, an unnecessarily large L
will give a less smooth function estimate with a ﬁnite number of measurements.
One of the main beneﬁts of including also a linear parametric term in the model
structure is that the smoothness of the estimate of the nonlinear part in that
case will not depend on how large the linear part of the system is.
The fact that the linear part of the nonlinear system can be described by
the nonparametric nonlinear part of the model explains why Theorem 3.1 does
not discuss consistency for the individual linear and nonlinear estimators. In
general, these estimators are not consistent since the separation of the system
into a linear and a nonlinear part is not unique if a too large Lipschitz constant
L is used. However, when mθ,i = 0, it follows that ˆ rN converges uniformly to
r0.
Some further properties of the proposed mixed parametric and nonparamet-
ric method will be discussed in the examples in the next section.
4 Examples
The previously presented method for combined parametric and nonparametric
estimation of NARX systems has been used in a couple of numerical examples.
The ﬁrst example concerns identiﬁcation of a static nonlinearity.
Example 4.1
Consider the system
y(t) = 0.4u(t) + r0(u(t)) + e(t), (25)
where both u(t) and e(t) are white noise processes and independent of each
other. The input u(t) has uniform distribution on the interval [−10,10] while
the noise e(t) is normally distributed such that its mean is zero and its variance
is 25. The nonlinearity in this system is
r0(u(t)) =
40
5 + |u(t)|

u(t)
1 + |u(t)|
−
u(t) − 3
1 + |u(t) − 3|
−
u(t) + 6
1 + |u(t) + 6|
+
3
28

. (26)
This function is Lipschitz continuous with L0 = 7.4 and bounded since |r0
0(x)| <
7.4 and |r0(x)| < 3.1, for all x ∈ R.
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Figure 1: The values of y(t) plotted against u(t) for the dataset with 40
measurements used in Example 4.1.
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Figure 2: The predictor function estimated from 40 measurements
(dashed) and the true predictor function (solid) from Example 4.1.
A small dataset consisting of 40 realizations of the input and output in (25)
has been generated and is shown in Figure 1. Note that the shape of the
nonlinear function is not obvious in this ﬁgure. The method (4) with L = 7.4 has
been used with this dataset and linear interpolation has been used to construct
ˆ rN. The resulting predictor function ˆ yN(ϕ) is shown in Figure 2. From this
ﬁgure, it seems that the function estimate has managed to pick up some key
features of the true function, despite the small number of measurements.
In this case, the L value used in the method is equal to L0. In a more
realistic example, the true Lipschitz constant would typically be unknown. An
alternative would then be to divide the dataset into estimation data and valida-
tion data and try diﬀerent values of L. By evaluating the predictor (7) on the
validation data for diﬀerent choices of Lipschitz constant, it would be possible
to ﬁnd a good choice of L.
A larger dataset consisting of 500 realizations of the input and output in (25)
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(c) L = 4
Figure 3: The predictor function estimated from 500 measurements for
three choices of L (dashed) and the true predictor function (solid) from
Example 4.1.
has also been generated and a couple of models have been estimated using an
extended version of (4) where bounds ±ρN(t) ≤ 4 have been added. One model
was estimated using L = 15 and the resulting predictor function is shown in
Figure 3a. The choices L = 7.4 and L = 4 gave the results shown in Figure 3b
and 3c, respectively. From these ﬁgures, it seems that the function estimates
contain no signiﬁcant systematic errors and that a larger value of L gives more
variations. Note that for L = 4, the true function r0 is not a feasible solution
to the identiﬁcation problem. However, the obtained function estimate gives a
rather good approximation of r0 anyway.
In the case with L = 15, the obtained estimate of the linear regression
parameter θ0 = 0.4 was ˆ θN = 0.31 while L = 7.4 gave ˆ θN = 0.33 and L = 4 gave
ˆ θN = 0.39. Using the same dataset but with a completely linear model, the least-
12squares method gave an estimate ˆ θLS = 0.23. Hence, it seems that including
a bounded nonlinear Lipschitz continuous term in the model sometimes can
improve the estimate of the linear part.
The method (4) combined with the interpolation (6) has also been used
on a NARX system where the regression vector consists of two past output
components and one input component. The results of this numerical experiment
are described in the following example.
Example 4.2
Consider the following NARX system:
y(t) = −y(t − 1) − 0.2y(t − 2) + u(t − 1) (27)
+ arctan(u(t − 1) + y(t − 1)) + sin(y(t − 2)) + e(t).
This system can be viewed as being composed by a linear part θT
0 ϕ(t) (with
θ0 = (1 0.2 1)T) and a nonlinear part r0(t) with Lipschitz constant L0 =
√
3.
Furthermore, |r0(t)| ≤ π/2 + 1. The noise terms are independent, normally
distributed variables with unit variance.
The system has been estimated using an estimation dataset of 500 samples
generated from u(t) ∈ N(0,4). Three Lipschitz constants have been tried:
L = 4, L =
√
3 and L = 1.4, together with the upper bound on r0(t). The
obtained models have been evaluated on a validation dataset of 500 samples
generated under the same conditions as the estimation data. As quality measure,
the ﬁt has been calculated according to
 
1 −
sP
t(y(t) − ˆ yN(ϕ(t)))2
P
t(y(t) − ¯ y)2
!
· 100%, (28)
where ˆ yN(ϕ(t)) is the output value predicted by the model and ¯ y is the arith-
metic mean of (y(t))N
t=1.
The results are given in Table 1. As comparison, a linear ARX model has
also been identiﬁed. Furthermore, the ﬁt has been calculated for a one step
ahead predictor using the true parameter values and nonlinearities. Clearly, the
NARX models outperform the linear ARX model. They also get rather close in
performance to the true model. Note that the NARX model with a “too small”
Lipschitz constant performs best. The reason for this is that in the region where
data is available, we can decrease the Lipschitz constant of the nonlinear part
by “tilting it” and properly adjust the linear part of the model.
5 Discussion
As mentioned previously, it is easy to incorporate various kinds of prior knowl-
edge into the identiﬁcation problem. In fact, we can regard the presented ap-
13Table 1: Fits for the estimated models in Example 4.2.
Model Fit (validation data)
NARX, L = 1.4 69.625
NARX, L =
√
3 69.050
NARX, L = 4 66.231
ARX 63.743
True model 72.039
proach as a special instance of the more general identiﬁcation problem
minimize
θN,ρN
1
N
PN
t=1(y(t) − θT
Nϕ(t) − ρN(t))2
subject to A

ρN
θ

4 b.
(29)
This is still a convex QP problem. An interesting special case of (29) is
minimize
θN,ρN
1
N
PN
t=1(y(t) − θT
Nϕ(t) − ρN(t))2
subject to |ρN(t)| ≤ M
∀t ∈ {1,2,...,N}.
(30)
It turns out that minimizing (30) gives exactly the same linear part as using an
ε-insensitive norm for identiﬁcation of ARX models, i.e.,
minimize
θN
1
N
N X
t=1

y(t) − θT
Nϕ(t)

k
ε (31)
with
|x|ε =
(
0 |x| ≤ ε
|x| − ε |x| > ε
and with k = 2 and ε = M. This norm (or the corresponding norm with k = 1)
is often used in support vector machines (Vapnik, 1998), and similar approaches
are also used in robust adaptive control (Peterson and Narendra, 1982). To see
the equivalence between (30) and (31), deﬁne
¯ r(t,θ) =

 
 
M y(t) − θTϕ(t) > M,
y(t) − θTϕ(t) −M ≤ y(t) − θTϕ(t) ≤ M,
−M y(t) − θTϕ(t) < −M.
Then we can write (31) as
minimize
θN
1
N
N X
t=1

y(t) − (θT
Nϕ(t) + ¯ r(t,θN))

k
.
On the other hand it is easy to see that, for a given θ, the minimum of (30)
is obtained precisely when ρN(t) = ¯ r(t,θ). Since ¯ r(t,θ) automatically has a
magnitude not greater than M, the desired equivalences follow.
14The advantage with using the formulation (30) instead of (31) is that the
explicit representation of ρN again makes it possible to combine diﬀerent types
of requirements on the nonlinearity, just as was done in Example 4.2.
Instead of assuming a nonlinearity in the system, we can also interpret the
terms ˆ ρN as estimates of deterministic noise terms ρ0. These could for instance
be bounded (unknown but bounded noise) like in (30) or satisfy a Lipschitz
condition as in (4). Another option would be that their variation over time
could be bounded, i.e.,
|ρN(t + 1) − ρN(t)| ≤ Lt.
6 Conclusions
In this paper, NARX systems that can be written as the sum of a linear ARX
part and a nonlinear, Lipschitz continuous, NARX part have been studied.
It has been shown that a model with a linear, parametric ARX part and a
nonparametric NARX part of such an NARX system can be estimated by solving
a quadratic programming problem. A novel proof of the consistency of this
method has been presented. It should be noted that the consistency does not
rely on knowledge of the true Lipschitz constant L0. In fact, the only knowledge
necessary is an upper bound of L0. The tighter the upper bound, however, the
faster convergence to the true function we can expect. The examples indicate
that the method is fairly robust to incorrect values of L.
The examples also show that the introduction of a nonlinear term in the
model sometimes can improve the estimate of the linear ARX term. Further-
more, the described method can produce NARX models that can predict the
output in a validation dataset much better than an ARX model. The method
can be useful also when the dataset is relatively small.
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