Combining the projection method of Solodov and Svaiter with the Liu-Storey and Fletcher Reeves conjugate gradient algorithm of Djordjević for unconstrained minimization problems, a hybrid conjugate gradient algorithm is proposed and extended to solve convex constrained nonlinear monotone equations. Under some suitable conditions, the global convergence result of the proposed method is established. Furthermore, the proposed method is applied to solve the 1 -norm regularized problems to restore sparse signal and image in compressive sensing. Numerical comparisons of the proposed algorithm versus some other conjugate gradient algorithms on a set of benchmark test problems, sparse signal reconstruction and image restoration in compressive sensing show that the proposed scheme is computationally more efficient and robust than the compared schemes. (P. Kumam).
Introduction
Let C be a non-empty, closed and convex subset of and ∶ → be a continuous and monotone mapping. By monotonicity, it means for all , ∈ , the function satisfies ( ( ) − ( )) ( − ) ≥ 0.
(1)
In this paper, we are interested in finding solution of the nonlinear monotone equations with convex constraints of the form
It has been found that various problems with vast applications in interdisciplinary areas can be elegantly modeled using (2) . For instance, the power flow equations [1] , compressive sensing [2] , the economic equilibrium problem [3] . To this effect, researchers have focused on numerical methods for solving (2) . Several algorithms have been proposed for solving (2) . For example, Newton method, Quasi-Newton method, method [18] , the Liu-Storey (LS) [19] method, Dai-Yuan (DY) method [20] . Motivated by the good practical behavior of the LS method and strong convergence of the FR method, Djordjević [21] proposed a hybrid conjugate gradient algorithm for solving unconstrained minimization problem. Numerical experiment indicates that the proposed algorithm is efficient and superior to other conjugate gradient algorithms such as the conjugate gradient descent algorithm which is often referred to as CG_DESCENT [2] . Recently, the CG_DESCENT was extended to solve large-scale nonlinear convex constraint monotone equations by Xiao and Zhu [2] . The method was shown to be efficient in solving monotone equations arising from compressive sensing. Can the method of Djordjević be extended to solve constrained monotone equations inheriting the good practical behavior of the LS method and strong convergence of the FR method? Also, how about the computational performance of the method? The focus of this article is to give a positive answer to these questions.
The main contribution of this paper is to propose, analyse and test a hybrid conjugate gradient algorithm combined with the projection technique of Solodov and Svaiter to solve problem (2) . Furthermore, with the reformulation of the 1 -norm problem as a non-smooth monotone equation [22] , the proposed algorithm is used to solve sparse signal and image restoration problem. In addition, we show that the proposed algorithm exhibit some appealing properties. For instance, the algorithm exhibit less number of iterations and function evaluations. Under some mild assumptions, the global convergence of the algorithm is established. Numerical experiment indicates that the proposed algorithm is efficient, robust and competitive. This paper is structured as follows: In section 2, we recall some preliminaries. Next, we give the description of our proposed algorithm. Analysis of its global convergence is given in section 3. Numerical results obtained from testing the new method to solve some benchmark test problems are reported in section 4. Finally, we end this paper with section 6 where we demonstrate application of the proposed method in recovery sparse signal and image restoration.
Preliminaries and algorithm
Given an initial point 0 , an iterative scheme for (2) generally generate a sequence of iterates { } by
where > 0 is the step length which is computed by a certain line search and is the search direction usually satisfying
with positive constant . If is the gradient of a real-valued function ∶ → , the descent condition means that is a direction of sufficient descent at . For convenience, we abbreviate ( ) as . To describe our algorithm, we recall the projection map denoted as , which is a mapping from onto the nonempty convex set , that is ( ) ∶= arg min{‖ − ‖ ∶ ∈ }, which has the well known nonexpansive property
In what follows, we assume that satisfies the following assumptions. Assumption 1. The mapping is Lipschitz continuous on . That is,
Assumption 2. The solution set * is nonempty.
In this paper, we propose the search direction based on the method proposed in [21] . Specifically, is determined by
where ∶= − = and parameter computed as a convex combination of LS and FR methods. That is,
Substituting (8) into (6), we have
We select such that the search direction satisfies the famous conjugacy condition. That is,
We have
rearranging gives, =
) .
Next, we formally present a hybrid conjugate gradient algorithm as a convex combination of LS and FR method for solving (2) . For simplicity, we refer to this algorithm as HLSFR algorithm. If ∈ (0, 1), then compute using (8) If ≥ 1, then compute = If ≤ 1, then compute = If Λ = 0, we set = 0. Step 1. Let = max{ | = 0, 1, 2, ⋯} be determined by the following line-search
Step 2. Compute the trial point
Step 3. If ∈ and ‖ ( )‖ ≤ , stop. Otherwise, compute +1 ∶=
where ∶= ( ) ( − ) ‖ ( )‖ 2
Step 4. Set ∶= + 1 and go to step 1.
Remark 2.2.
It is clear to see that the we propose is similar to that proposed in [21] but with different definition on and . The search direction defined by (6) originated in [23] which was originally used in solving unconstrained optimization problem. Here, the method is extended to solve nonlinear monotone equations with convex constraints.
Lemma 2.3. Let
be the search direction generated by (6) . Then, always satisfies the sufficient decent condition (4) . That is,
for all ≥ 0.
Proof. From the definition of (6), it is easy to see that (15) holds. □
Convergence analysis
Lemma 3.1. The line search is well defined. That is, for all ≥ 0, there exists a non negative integer satisfying (12) .
Proof. We begin by contradiction. Suppose there exist 0 ≥ 0 such that (12) is not satisfied for any nonnegative integer , that is
Using the continuity of and letting → ∞ yields − 0 0 ≤ 0 which contradicts (15) . This completes the proof. □ Lemma 3.2. The HLSFR algorithm is well defined.
Proof. The first step is to notice that, from the line search (12) , if ≠ , then ̄= −1 does not satisfy (12) , that is,
Equation (16) combined with (15), we have
Since is a Lipschitz continuous function, then the above inequality is valid. Thus, from (17), (14) in HLSFR algorithm, then there exists > 0 such that
Proof. Recall that, from the nonexpansiveness of the projection operator, it holds that for any * ∈ * ,
The above inequality (21) implies that the sequence {‖ − * ‖} is a decreasing sequence. Therefore, the sequence { } is bounded, that is
In addition, we obtain
Using the Lipchitz continuity of , we have
Setting = ‖ 0 − * ‖ proves Lemma 3.3. □ Lemma 3.4. Let { } and { } be sequences generated by (13) and (14) respectively under Assumption 1-2 using HLSFR Algorithm, then − ( ) is a descent direction of the function 1 2 ‖ − * ‖ 2 at the point where * ∈ * .
Proof. At , the function 1 2 ‖ − * ‖ 2 has a gradient of − * . By monotonicity property (1), it can be seen that 
which indicates that the function 1 2 ‖ − * ‖ has a descent direction − ( ) at the iteration point . □ Lemma 3.5. Suppose Assumption 1-2 hold and the sequence and are generated by (13) and (14) respectively in HLSFR algorithm. Then,
Proof. (i) From (23), we know that the sequence { } is bounded.
From (25) , we have
Utilizing (19) and (1), we have
Combined with (26) , it is easy to deduce that
Then, we obtain,
which means
From the fact that the function is continuous and the sequence { } is bounded, we know that the sequence {‖ ( )‖} is bounded. Hence, there exist a positive 1 > 0 such that ‖ ( )‖ ≤ 1 and furthermore
Hence,
(iii) From the nonexpansiveness of the projection operator, we have
The following theorem establishes the global convergence of HLSFR algorithm. Theorem 3.6. Suppose conditions of Assumption 1-2 hold. Then, the sequence { } generated by (14) in HLSFR method converges globally to a solution of (2) .
Proof. Suppose (28) does not hold, meaning there exists a constant
By (15), we know
By (6), we have
for all ∈ ℕ. Since (27) hold, it follows that for every 1 > 0 there exist
for every ∈ ℕ. Integrating with (18) , (29) , (30) and (31), we know that for any sufficiently large
The last inequality yields a contradiction with ( ) in Lemma 3.5. Consequently, (28) holds. The proof is completed. □
Numerical results
We present a detail report of the numerical experiment in testing the performance of HLSFR. We compared HLSFR with the CGD, PCG, PDY and ACGD methods in [2, 13, 24, 25] respectively. The mapping G is taken as
where the associated initial points for these problems are
) ,
We made use of the following benchmark test problems in testing the effectiveness and robustness of the methods.
Problem 1.
This problem is the Exponential function [26] with constraint set = + , that is,
Problem 2. Modified Logarithmic function [26] with constraint set = { ∈ ∶ ∑ =1 ≤ , > −1, = 1, 2, … , }, that is,
Problem 3. The Nonsmooth Function [27] with constraint set = + .
( ) = 2 − sin | |, = 1, 2, 3, ..., .
Problem 4. The Strictly convex function [28] , with constraint set = + , that is,
Problem 5. Tridiagonal Exponential function [29] with constraint set = + , that is,
The Trig exp function [26] with constraint set = + , that is, The codes for all methods were written on a windows 10 HP personal computer with 2.40 GHz processor, 8 GB RAM of Intel(R) Core (TM) i3-7100U using Matlab R2019b software. We choose the following parameters: = 10 −4 , = 0.6, = 1.8 in implementing HLSFR. For the other methods, their parameters were set as in their respective papers. Furthermore, for each test problem, the iterations are terminated when the inequality ‖ ‖ ≤ 10 −6 is satisfied. Failure is declared if the inequality is not satisfied after 1000 iterations. A comprehensive results of our numerical experiment are presented in the appendix section. The columns of the presented tables have the following definitions: IP: denotes the initial points DIM: denotes the dimension of the problem NI: represents iterative number NF: denotes iterative number of function evaluation. CPU: denotes the CPU time in seconds when the algorithms terminate NORM: denotes the final norm equation
From Tables 3, 4 , 5, 6, 7, 8, 9, 10, 11 and 12, it is not difficult to see that all methods solved all the test problems successfully. However, the HLSFR method highly performs better compared with CGD, PCG, PDY and ACGD in terms of the iteration number and the number of function evaluations. Tables 3, 4 , 5, 6, 7, 8, 9, 10, 11 and 12 in the appendix section. It can be seen that the HLSFR algorithm is the best solver with probability of solving 60% and 68% of the test problems with the least number of iterations and function evaluation respectively.
Application in compressive sensing

General description
Digital image processing plays an important role in medical sciences, biological engineering and other areas of science and engineering [32, 33, 34] . Let ∈ × ( < ) be a linear operator and ̄be a sparse original signal. For a given observation ∈ that satisfies
=̄.
It is necessary to reconstruct the original signal ̄from the linear system ̄= . However, the framework is typically ill-conditioned and grant infinite solutions. In this case, it is typical to look for the sparsest one among all solutions provided that is gained from a profoundly sparse signal. As a rule, the Basis Pursuit denoising problem is appropriate
where is a positive parameter.
In what follows, we give a short overview of the reformulation of (32) into a convex quadratic program by Figueiredo in [35] . Consider any vector such that ∈ . The vector can be rewritten as
where ∈ , ∈ and = ( ) + , = (− ) + for all ∈ [1, ] with (⋅) + = max{0, ⋅}. Subsequently, we represent the 1 -norm of a vector as ‖ ‖ 1 = + , where is an -dimensional vector with all element one. Hence, (32) can be rewritten as
Moreover, from [35] , with no difficulty, (33) can be rewritten as
Obviously, is a positive semi-definite matrix, which implies that equation (34) is a convex quadratic programming problem. Quite recently, equation (34) was translated into a linearly inequality problem by Xiao and Zhu [2] which is equivalent to
where ( ) is said to be continuous and monotone, see [22, 36] . Therefore, (34) can be effectively solved using the HLSFR method.
Numerical results
In this subsection, our main focus is utilizing HLSFR Algorithm in the restoration of one dimensional sparse signal and image restoration. We begin the experiment with the restoration of a one dimensional sparse signal from its limited measurement with additive noise. Similar to [2, 37, 38] , the quality of restoration is measured by using their mean squared error (MSE) defined by
where ̄is the original signal and is the restored signal. The parameters for HLSFR were set as follows: = 0.8, = 0.9 and = 10 −4 . The goal of our experiment is to recover a sparse signal of length from observations with << . Due to the capacity restrictions of the PC, we select a small size signal with signal length of 1029 and sampling measurement of 512. The original signal ̄contains 128 randomly non-zero elements. Furthermore, during experiment, a random Gaussian matrix using the Matlab command ( , ) is generated. In the test, the measurement is computed by =̄+ where is the Gaussian noise distributed as (0, 10 −4 ).
To evaluate the performance of HLSFR, we test it against similar algorithms which were specially designed to solve monotone nonlinear equations with convex constraints and reconstructing sparse signal in compressive sensing. These algorithms include: CGD [2] , PCG [24] and IPBDF [39] . For fairness in comparing the algorithms, iteration process of all algorithms started at 0 = and terminated when
is the objective function and denotes the function value at . See Fig. 4 for the numerical results consisting of the original sparse signal, the measurement and the reconstructed signal by each algorithm. Moreover, in Fig. 5 , we give a visual illustration of the performance of each method relative to their convergence behavior from the view of merit function values and relative error as the iteration numbers and computing time increases.
Comparing the four algorithms in Fig. 4 , it is not difficult to see that the original signal was recovered by the four algorithms. However, HLSFR won in decoding sparse signal in compressive sensing. This is reflected by its lesser number of iterations, computing time and lesser MSE. To further illustrate the efficiency HLSFR, we repeated the experiment on 10 different noise samples. Each time the experiment is run, HLSFR proves to be more efficient than the CGD, PCG and IPDBF in terms of iteration numbers and CPU time and most importantly, MSE. See summary in Table 1 .
Next, we illustrate the performance of HLSFR algorithm in image restoration. In this experiment, a matrix (partial DWT matrix) whose rows are randomly selected from the × DWT matrix. This type of matrix requires no storage and helps in speeding up the matrix-vector multiplications involving and . The test images we considered are personal images with color which were taken with a digital camera. These images include: TP1, TP2, TP3 and TP4. All test images are of the size 800 × 800 except for TP1 which is 720 × 720.
The quality of image restoration is determined by signal-to-ratio (SNR) and the peak signal-to-noise ratios (PSNR). For the image restoration experiment, the chosen parameters for HLSFR are = 0.05, = 10 −4 . See Fig. 6 for the original, blurred, and restored images by each algorithm.
Furthermore, five Gaussian blur kernel were utilized in testing the efficiency of the methods. Their numerical performance is reported in the table that follows where ( ) denotes that the test problem which is solved by a Gaussian blur kernel with standard deviation .
From Table 2 , it can be observed that, under the five Gaussian blue kernel, the quality of the restored images by HLSFR is much better than that of CGD, IPBDF. This is reflected by smaller value of the ObjFunc and MSE. Similarly, larger SNR, SSIM and PSNR indicate that the restored images from the blurred images by HLSFR are much more closer to the original one than the recovered ones by CGD and IPDBF in most cases. The MATLAB implementation of the SSIM index can be obtained at http://www .cns .nyu .edu /~lcv /ssim/. 
Conclusions
We have presented a hybrid conjugate gradient projection method for solving convex constrained nonlinear equations. The algorithm is a convex combination of two conjugate gradient algorithm for solving unconstrained optimization problem [15, 19] . Under some appropriate conditions, the global convergence of the method is established. Results from numerical experiment show that our method is practical, effective and out performs the CGD, PCG, PDY and ACGD for some given convex constraint benchmark test problems with dimension ranging from 5000 to 100,000 and different initial points. Furthermore, one major contribution of this article is the utilization of the proposed algorithm in solving the 1 -norm regularized problem in compressive sensing. Computational results from reconstructing sparse signal and blurred images have shown that the proposed method is competitive with the compared ones.
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