First hitting time and place for pseudo-processes driven by the equation ∂∂t=±∂N∂xN subject to a linear drift  by Lachal, Aimé
Stochastic Processes and their Applications 118 (2008) 1–27
www.elsevier.com/locate/spa
First hitting time and place for pseudo-processes driven
by the equation ∂
∂t = ± ∂
N
∂xN
subject to a linear drift
Aime´ Lachal
Institut National des Sciences Applique´es de Lyon, Baˆtiment Le´onard de Vinci, 20 avenue Albert Einstein,
69621 Villeurbanne Cedex, France
Received 3 July 2006; received in revised form 21 February 2007; accepted 28 March 2007
Available online 5 April 2007
Abstract
Consider the high-order heat-type equation ∂u/∂t = (−1)1+N/2∂N u/∂xN for an even integer N > 2,
and introduce the related Markov pseudo-process (X (t))t>0. Let us define the drifted pseudo-process
(Xb(t))t>0 by Xb(t) = X (t)+ bt . In this paper, we study the following functionals related to (Xb(t))t>0:
the maximum Mb(t) up to time t ; the first hitting time τba of the half line (a,+∞); and the hitting
place Xb(τba ) at this time. We provide explicit expressions for the Laplace–Fourier transforms of the
distributions of the vectors (Xb(t),Mb(t)) and (τba , X
b(τba )), from which we deduce explicit expressions
for the distribution of Xb(τba ) as well as for the escape pseudo-probability: P{τba = +∞}. We also provide
some boundary value problems satisfied by these distributions.
c© 2007 Elsevier B.V. All rights reserved.
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Keywords: Pseudo-process; Joint distribution of the process and its maximum; First hitting time and place; Escape
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1. Introduction
Let N be an even integer greater than 2. In this paper, we consider the high-order heat-type
equation
∂u
∂t
= (−1)1+N/2 ∂
Nu
∂xN
+ b ∂u
∂x
(1.1)
where b is a fixed real number.
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Partial differential equations of order 3 or 4 (or greater) arise in many models of linear
elasticity: flexion and deformations of rods, bars, beams subject to loads; vibrations and buckling
of plates, shells. . . which are associated with various boundary conditions depending on how are
fixed the rods, bars, beams, plates or shells. . . at their extremities or their boundary: embedded in
a wall (fixed ends), only put on a support (hinged ends) with possible cantilever, or free at one
or both sides. . . . This class of boundary value problems has numerous applications, for instance
in modeling the deflection of railroad tracks due to stresses, the rails being tied to the railbed; or
in studying networks of beams modeling the construction of floor systems for buildings, bridges,
and ships. . . . Such models often involve the so-called two-Laplacian, or biharmonic operator
∆2 (corresponding to the order N = 4). The order N = 2 is directly associated with the most
famous Brownian motion, and diffusion processes more generally. In this case, a huge quantity
of information and connections with second order parabolic partial differential equations are well
known. Let us mention, for instance, the following very important connection:
• The solution of a (second order) PDE can be expressed by means of an appropriate expectation
of the corresponding process. As an important application, this provides an efficient means of
numerical evaluation with the aid of Monte-Carlo algorithms, while ordinary deterministic
numerical schemes are not efficient any longer in dimensions higher than 1;
• Conversely, the probability distribution functions of many functionals of the process (first
hitting time of a fixed level, sojourn time in certain sets. . . ) are solutions to boundary value
problems involving the PDE associated with the process.
So, in view of such applications, it would be tempting to get similar connections between
higher order (that is more than 2) and some stochastic processes. Unfortunately, the natural
construction of a Markov-like process is much more difficult: it leads to some objects leaving
the ordinary probability field and gives rise to the so-called pseudo-processes driven by a signed
measure. Nevertheless, pseudo-processes have been considered by several probabilistic authors
and obey many interesting features. For the case of PDE (1.1) associated with the value b = 0
(the “free” case, say), namely
∂u
∂t
= (−1)1+N/2 ∂
Nu
∂xN
, (1.2)
we mention some noteworthy analogies with Brownian motion or Le´vy processes, for instance
concerning the pseudo-distribution of the sojourn time of the pseudo-process in a half-line:
this pseudo-distribution is very close to the famous arcsine law (see [1,2,5]). In contrast to
this analogy, one discovers unusual features concerning the first hitting time of a half-line.
The corresponding pseudo-distribution, in the case of (1.2), must be viewed as a Schwarz
distribution, and more specifically is a linear combination of the successive derivatives of
the Dirac distribution (see [6,7,11,12]). This fact gives a curious insight into the presumed
discontinuity of the paths of the pseudo-process: the paths are perhaps discontinuous but,
contrary to Le´vy processes, they should carry a “strong weight” at each point in a certain
sense. . . . This question will be one of the main tasks of this paper in the case of drifted pseudo-
process.
Now let us remind ourselves how the pseudo-process associated with Eq. (1.2) is built. Let
p(t; x) be the fundamental solution of Eq. (1.2). The function p is characterized by its Fourier
transform∫ +∞
−∞
eiuξ p(t; ξ)dξ = e−tuN . (1.3)
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Conversely, p admits the following integral representation:
p(t; ξ) = 1
2pi
∫ +∞
−∞
eiξu−tuN du. (1.4)
With Eq. (1.2), one associates a Markov pseudo-process (X (t))t>0 defined on the real line and
governed by a signed measure P, which is not a probability measure and is called a pseudo-
probability. According to the usual rules of ordinary stochastic processes:
Px {X (t) ∈ dy} = p(t; x − y)dy
and for 0 = t0 < t1 < · · · < tn , x0 = x ,
Px {X (t1) ∈ dx1, . . . , X (tn) ∈ dxn} =
n∏
i=1
p(ti − ti−1; xi−1 − xi )dxi .
Relation (1.3) reads, by means of the pseudo-expectation associated with P,
Ex
(
eiuX (t)
)
= eiux−tuN .
Actually, a proper construction for the pseudo-process consists of defining it on dyadic times
k/2n for all k, n ∈ N. We give an appropriate definition in Section 2.1.
In this paper, we consider the drifted pseudo-process (Xb(t))t>0 defined by Xb(t) = X (t)+
bt , where b is a fixed real number. This pseudo-process is driven by (1.1) (see Section 2.2). For
it, we introduce:
• The up-to-date supremum is: Mb(t) = sup06s6t Xb(s);
• The first hitting time of the half line (a,+∞) is: τ ba = inf{t > 0 : Xb(t) > a} if the set
{t > 0 : Xb(t) > a} is not empty, else we set τ ba = +∞;
• The related hitting place is : Xb(τ ba ).
Following the previous remark related to the proper definition of the pseudo-processes, these
rough and intuitive settings have to be clarified, and this will be done in Section 2.1. Nevertheless,
it will be convenient for us to use them throughout this paper.
In the free case (b = 0), the maximum functional and the first hitting time have been studied
by some authors ([1,2,4–7,11,12] and see the references therein). The drifted pseudo-process has
been introduced by Nakajima and Sato [10] in the case N = 4. In [10], the authors provide
an explicit and simple formula for the Laplace–Fourier transform of the vector (τ ba , X
b(τ ba )).
Their method consists of using a suitable version of the famous Spitzer identity established by
Nakajima [9].
The aim of this work is to describe the distribution of the vector (τ ba , X
b(τ ba )) for any even
integer N . One of the main results lies in Theorem 4.1. We give two proofs of formula (4.1)
displayed therein.
• One proof consists of deriving first the joint distribution of the vector (Xb(t),Mb(t))
(Theorems 3.2 and 3.5) and then writing a relationship with that of the vector (τ ba , X
b(τ ba ))
displayed in Lemma 4.2 from which the latter distribution emerges. The main tool is the
famous Spitzer identity. This formula is very often used in the classical theories of random
walks (discrete time) and Le´vy processes (continuous time). It is worth to observe that the
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Spitzer identity is based on combinatorial and analytical arguments (involving no probabilistic
ones) and, as a byproduct, it can be applied to the pseudo-process we consider here.
• Another proof hinges on another suitable version of the Spitzer identity obtained by Nakajima
that we apply to our situation.
Next, we compute the marginal density of the hitting place Xb(τ ba ) (Theorem 5.2) – we should
say “distributional density” in the sense of Schwartz distributions instead – as well as the so-
called “escape pseudo-probability” Px {τ ba = +∞} (Theorem 5.1). We write out below the two
meaningful corresponding results: for b < 0,
Px {Xb(τ ba ) ∈ dz, τ ba <∞}/dz =
N/2−1∑
p=0
1
|b| pN−1
 ∑
R(ϕ˜ j )>0
apjeϕ˜ j |b|
1
N−1 (x−a)
 δ(p)a (z)
and, in particular,
Px {τ ba <∞} =

∑
R(ϕ˜ j )>0
b jeϕ˜ j |b|
1
N−1 (x−a) for x 6 a
1 for x > a
for certain constants apj and b j , with the ϕ˜ j ’s being the (N − 1)th roots of (−1)1+N/2. See
Examples 5.4 and 5.5 corresponding to the cases N = 4 and N = 6 for getting a better
insight into both the above formulas. The last foregoing pseudo-probability, which is a linear
combination of the derivatives of the Dirac distribution weighted by exponential functions, is a
counterpart to the famous escape-probability of drifted Brownian motion (N = 2): for b < 0 and
x 6 a,
Px {τ ba = ∞} = 1− e−b(x−a).
It is worth it to point out that the first of both foregoing pseudo-probabilities actually should
be viewed as a Schwarz distribution. The support of Xb(τ ba ), which was a priori the interval
[a,+∞) when x 6 a, e.g., reveals itself to be concentrated at the point a. The appearance of the
derivatives of the Dirac distribution is one of the most curious features of the pseudo-process we
are dealing with. This fact has been called “monopoles, dipoles, multipoles” by Nishioka [11,
12] and the author [6,7] in the free case, the reference being to electrical dipoles. This remark
shows that the paths carry a “strong weight” at each hitting deterministic point, this weight being
quantified by δ(p)a , 0 6 p 6 N/2− 1.
We conclude this work by writing out some differential equations satisfied by the distributions
of the vectors (Xb(t),Mb(t)) and (τ ba , X
b(τ ba )) (Theorems 6.1 and 6.4).
The proper justifications of certain results arising in this work are based on rather complicated
estimates related to the heat-kernel pb. Such estimates have been completely written out in the
free case b = 0 by Nishioka [12] for N = 4, and by Lachal [7] for even integers N , and in the
drifted case by Nakajima and Sato [10] for N = 4. A similar analysis can be carried out in the
same manner in our context. For brevity, we will refer to [7,10,12] when parts of our analysis are
sufficiently similar.
2. Settings
We introduce some notations that will be used throughout the paper.
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2.1. Some proper definitions
An appropriate definition for the pseudo-process (Xb(t))t>0 involves the introduction of an ad
hoc pseudo-expectation for a functional which can be seen as the limit of the dyadic observations
of the pseudo-process. Namely, consider a functional F of the form, roughly speaking,
F = lim
n→∞Φ(X
b(k/2n), k ∈ N).
Then, provided the following limit exists, the pseudo-expectation of F is defined as
Ex (F) = lim
n→∞Ex [Φ(X
b(k/2n), k ∈ N)]. (2.1)
Since the regularity of the paths of the pseudo-process X (and Xb) remains to be properly
investigated, the foregoing definition of the pseudo-expectation deliberately bypasses any
treatment of path regularity. We refer the reader to [11,12] for a precise account of this definition
in the case N = 4, and [6,7] for the general case, these references include the notions of “tame”
and “admissible” functionals. Specifically, a functional of the form F = ∫ +∞0 e−λtϕ(Xb(t))dt
where ϕ is a bounded Borel function on R is interpreted as the limit, as n →∞, of
∞∑
k=0
∫ (k+1)/2n
k/2n
e−λtϕ(Xb(k/2n))dt =
∞∑
k=0
ϕ(Xb(k/2n))
∫ (k+1)/2n
k/2n
e−λtdt
= 1− e
−λ/2n
λ
∞∑
k=0
e−λk/2nϕ(Xb(k/2n)),
and for this functional we set
Ex
[∫ +∞
0
e−λtϕ(Xb(t))dt
]
= lim
n→+∞
1− e−λ/2n
λ
∞∑
k=0
e−λk/2nEx [ϕ(Xb(k/2n))]. (2.2)
We then give appropriate definitions for the pseudo-expectations of the functionals Mb(t), τ ba ,
and Xb(τ ba ) below. Set, for each integer n,
Xbn,k = Xb(k/2n), Mbn,k = max06 j6k X
b
n, j = max(Xbn,0, Xbn,1, . . . , Xbn,k),
τ ba,n = 2−n min{k ∈ N : Xbn,k > a}.
Observe that τ ba,n is dyadic, and then X
b(τ ba,n) is well defined. So, imitating (2.2), we give the
following definitions.
Definition 2.1. For any bounded Borel function ϕ on R2, we define
Ex
[∫ +∞
0
e−λtϕ(Xb(t),Mb(t))dt
]
= lim
n→+∞
1− e−λ/2n
λ
∞∑
k=0
e−λk/2nEx [ϕ(Xbn,k,Mbn,k)], (2.3)
Ex
[
ϕ(τ ba , X
b(τ ba ))
]
= lim
n→+∞Ex
[
ϕ(τ ba,n, X
b(τ ba,n))
]
, (2.4)
provided the series lying in (2.3) absolutely converges and the limits lying in (2.3) and (2.4) exist.
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Hence, we can correctly compute some pseudo-expectations without defining the pseudo-
process over all positive times.
2.2. The drifted heat kernel
Let pb be the Markov kernel of the drifted pseudo-process:
pb(t; x − y) = Px {Xb(t) ∈ dy}/dy = Px {X (t) ∈ d(y − bt)}/dy = p(t; x − y + bt)
and in particular pb(t; x) = p(t; x+bt). In view of (1.2), the kernel pb satisfies Eq. (1.1), which
is nothing but the backward Kolmogorov equation related to (Xb(t))t>0, and we have by (1.3):
Ex
(
eiuX
b(t)
)
=
∫ +∞
−∞
eiuξ pb(t; x − ξ)dξ = eiux−t (uN−ibu). (2.5)
It is important to point out that the integral of pb is absolutely convergent for any even integer N
as it is displayed in [5]:
ρ
def=
∫ +∞
−∞
|pb(t; ξ)|dξ =
∫ +∞
−∞
|p(t; ξ)|dξ < +∞. (2.6)
This fact does not hold any longer in the case of an odd N , and this is the main reason why we
restrict our analysis to the case of an even integer N . We shall use the elementary inequality
|Ex [Φ(Xb(1/2n), . . . , Xb(k/2n))]| 6 ρk sup
Rk
|Φ|. (2.7)
2.3. The polynomial uN + ibu + λ
We shall evaluate certain integrals with the help of the theorem of the residues involving the
polynomial uN + ibu+ λ (whereR(λ) > 0 is considered as a parameter). For this, we introduce
its roots: ωbl (λ), 1 6 l 6 N . We split the set of indices {1, . . . , N } into
J b(λ) = {l ∈ {1, . . . , N } : =(ωbl (λ)) > 0},
K b(λ) = {l ∈ {1, . . . , N } : =(ωbl (λ)) < 0}.
Explicit expressions for ωbl (λ) cannot be obtained for b 6= 0 and general N (N > 6). Actually, we
do not need them. However, some qualitative useful information can be derived and we mention
them just below.
Observe that none of the ωbl (λ)’s are real (else one would have ω
b
l (λ)
N + R(λ) = 0, which
is impossible since N is assumed to be even andR(λ) > 0). Invoking the continuity of the maps
(λ, b) 7−→ ωbl (λ), we see that the real axis is a cut-line between the sets {ωbl (λ), l ∈ J b(λ)}, and
{ωbl (λ), l ∈ K b(λ)}. As a byproduct, the sets J b(λ) and K b(λ) do not depend on the parameters
b and λ, provided that R(λ) > 0. Hence, we can set J b(λ) = J and K b(λ) = K . Moreover,
#J = #K = N/2, as can be easily checked in the case b = 0, λ = 1. We shall use the
factorization
µN − ibµ+ λ =
N∏
l=1
(µ+ ωbl (λ)) =
∏
j∈J
(µ+ ωbj (λ))
∏
k∈K
(µ+ ωbk (λ)) (2.8)
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as well as the equality
N∏
l=1
ωbl (λ) =
∏
j∈J
ωbj (λ)
∏
k∈K
ωbk (λ) = λ. (2.9)
For b = 0, the polynomial of interest reads uN + λ, and in this case, the roots are written as
ω0l (λ) = iθl N
√
λ, where the θl ’s are the N th roots of (−1)1+N/2.
2.4. The potential of the drifted pseudo-process
We now introduce, for R(λ) > 0, the λ-potential of pb:
Φb(λ; ξ) =
∫ +∞
0
e−λtdtP0{Xb(t) ∈ dξ}/dξ
=
∫ +∞
0
e−λt pb(t;−ξ)dt =
∫ +∞
0
e−λt p(t; bt − ξ)dt.
Using (1.4), we get (by changing u into −u)
Φb(λ; ξ) = 1
2pi
∫ +∞
−∞
eiξudu
∫ +∞
0
e−(λ+ibu+uN )tdt
= 1
2pi
∫ +∞
−∞
eiξu
uN + ibu + λdu.
The foregoing integral can be evaluated by using the theorem of residues. We integrate the
complex function u 7−→ eiξu/(uN + ibu + λ) on a closed semi-circle, centered at the origin
with a radius growing up to infinity included in the half-plane {z ∈ C : =(z) > 0} if ξ > 0, in
{z ∈ C : =(z) 6 0} if ξ 6 0. The value of the residue of the function u 7−→ eiξu/(uN + ibu+ λ)
at ωbl (λ) is e
iξωbl (λ)/(Nωbl (λ)
N−1 + ib). Thus, we obtain the following expressions for Φb.
Proposition 2.2. The λ-potential of Xb is given by
Φb(λ; ξ) =

i
∑
j∈J
eiξω
b
j (λ)
Nωbj (λ)
N−1 + ib if ξ > 0,
−i
∑
k∈K
eiξω
b
k (λ)
Nωbk (λ)
N−1 + ib if ξ 6 0.
Remark 2.3. We find it interesting to check that both expressions ofΦb(λ; ξ) coincide for ξ = 0.
We have to show that
∑
j∈J 1/(Nωbj (λ)N−1 + ib) = −
∑
k∈K 1/(Nωbk (λ)N−1 + ib), that is
N∑
l=1
1
Nωbl (λ)
N−1 + ib = 0.
Since ωbl (λ)
N−1 = −ib − λ/ωbl (λ), this boils down to show that
∑N
l=1 ωbl (λ)/(ω
b
l (λ) +
Nλ
(N−1)ib ) = 0 or, equivalently,
N∑
l=1
1
ωbl (λ)+ Nλ(N−1)ib
= (N − 1)ib
λ
.
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Set ul = ωbl (λ) and β = Nλ/[(N − 1)ib]. Referring to (2.8), we plainly have
N∑
l=1
1
ul + β =
d
dβ
(
log
N∏
l=1
(ul + β)
)
= d
dβ
log(βN − ibβ + λ),
and then, since λ = (N − 1)ibβ/N ,
N∑
l=1
1
ul + β =
NβN−1 − ib
βN − ibβ + λ =
NβN−1 − ib
β(βN−1 − 1N ib)
= N
β
= (N − 1)ib
λ
.
We have checked the equality of both expressions of Φb(λ; 0). 
3. Distribution of the vector (Xb(t), Mb(t))
In this part, we supply a representation for the joint distribution of the vector (Xb(t),Mb(t)).
To this end, we begin by computing its 3-argument (λ, µ, ν) Laplace–Fourier transform (which
is given in Theorem 3.2), and we next invert the Laplace–Fourier transform with respect to the
2-arguments (µ, ν), which provides a simple expression for the 1-argument (λ) Laplace
transform of the distribution we are looking for (see Theorem 3.5).
3.1. Laplace–Fourier transform
We first recall the famous Spitzer identity, which concerns a sequence of i.i.d. random
variables (governed by an ordinary probability measure). This identity will be a crucial step in our
analysis. Actually, as mentioned in the introduction, the Spitzer identity hinges on combinatorial
and analytical arguments using no probability, thus it can be applied to the case of the pseudo-
variables provided the corresponding signed measure has finite total variation.
Lemma 3.1. Let (ξk)k>1 be a sequence of i.i.d. random variables and set X0 = 0, Xk =∑k
j=1 ξ j for k > 1, and Mk = max06 j6k X j for k > 0. The following relationship holds
for |z| < 1:
∞∑
k=0
E
[
eiµXk−νMk
]
zk = exp
[ ∞∑
k=1
E
[
eiµXk−νX
+
k
] zk
k
]
.
Now, we state the following result.
Theorem 3.2. The Laplace–Fourier transform of the vector (Xb(t),Mb(t)) is given, forR(λ) >
0, µ ∈ R and ν > 0, by
Ex
[∫ +∞
0
e−λt+iµXb(t)−νMb(t)dt
]
= e
(iµ−ν)x∏
j∈J
(ωbj (λ)+ µ+ iν)
∏
k∈K
(ωbk (λ)+ µ)
. (3.1)
Proof. Set formally
Fb(λ, µ, ν) =
∫ +∞
0
e−λt+iµXb(t)−νMb(t)dt.
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We compute the 3-argument Laplace–Fourier transform Ex
[
Fb(λ, µ, ν)
]
by imitating the
method related to the free case (that is b = 0, see Section 4.1 in [7]).
• Step 1
Following Definition 2.1, the pseudo-expectation Ex
[
Fb(λ, µ, ν)
]
is given by
Ex
[
Fb(λ, µ, ν)
]
= lim
n→+∞
∞∑
k=0
∫ (k+1)/2n
k/2n
e−λtEx
[
eiµX
b
n,k−νMbn,k
]
dt
= lim
n→+∞
1− e−λ/2n
λ
∞∑
k=0
e−λk/2nEx
[
eiµX
b
n,k−νMbn,k
]
. (3.2)
According to (2.3), we must check that the series lying in (3.2) is absolutely convergent. Actually,
this fact holds under the conditionR(λ) > 2n ln ρ, where ρ is defined by (2.6). Indeed, we easily
deduce from (2.7)∣∣∣Ex [eiµXbn,k−νMbn,k]∣∣∣ 6 ρk .
This estimate gives an upper bound for the absolute value of the generic term of the series
lying in (3.2) by the geometric series of parameter ρe−λ/2n , this series being convergent when
|ρe−λ/2n | < 1. This explains the aforementioned condition on λ.
• Step 2
Now, to evaluate the sum in (3.2), we apply Lemma 3.1 to ξk = Xb(k/2n)− Xb((k − 1)/2n).
This lemma works in this situation because condition (2.6) ensures that the signed measure
associated with the pseudo-variables ξk’s, k > 2 has a finite variation. Thus, we observe that
1− e−λ/2n = exp[log(1− e−λ/2n )] = exp[−∑∞k=1 e−λk/2n/k], equality (3.2) writes
1− e−λ/2n
λ
∞∑
k=0
e−λk/2nEx
[
eiµX
b
n,k−νMbn,k
]
= 1
λ
e(iµ−ν)x exp
[ ∞∑
k=1
e−λk/2n
k
(
E0
[
eiµX
b(k/2n)−νXb(k/2n)+]− 1)] (3.3)
where
ψb(µ, ν; t) = E0
[
eiµX
b(t)−νXb(t)+]− 1
= E0
[(
eiµX
b(t) − 1
)
1{Xb(t)<0}
]
+ E0
[(
e(iµ−ν)Xb(t) − 1
)
1{Xb(t)>0}
]
=
∫ 0
−∞
(
eiµξ − 1
)
pb(t;−ξ)dξ +
∫ +∞
0
(
e(iµ−ν)ξ − 1
)
pb(t;−ξ)dξ. (3.4)
It is easy to check that the rhs of (3.3) supplies an analytical extension of the lhs viewed as a
function of the variable λ to the half-plane R(λ) > 0. Then, it can be seen that the domain of
validity of (3.2) may actually be extended to the half-plane R(λ) > 0. This claim hinges on a
sharp result on the Dirichlet series, namely Bohr’s lemma (see [7,12]), which stipulates that if
a Dirichlet series, whose coefficients satisfy a certain condition, is convergent on the half-plane
{z ∈ C : R(z) > α} for a certain α > 0, and admits an analytical extension to the half-plane
{z ∈ C : R(z) > 0} which is bounded over each half-plane {z ∈ C : R(z) > ε}, ε > 0, then this
Dirichlet series is absolutely convergent on the half-plane {z ∈ C : R(z) > 0}.
10 A. Lachal / Stochastic Processes and their Applications 118 (2008) 1–27
In regard to this result, we have to check that (3.3) is bounded over each half-plane {λ ∈
C : R(λ) > ε}, ε > 0. For this, some estimates for the integrals ∫ 0−∞ eiµξ pb(t;−ξ)dξ and∫ +∞
0 e
(iµ−ν)ξ pb(t;−ξ)dξ are needed, leading to an estimate of the form, for a certain positive
constant C not depending on λ, of
∞∑
k=1
e−λk/2n
k
(
E0
[
eiµX
b(k/2n)−νXb(k/2n)+]− 1) 6 C[R(λ)]1/N 6 Cε1/N for R(λ) > ε.
We shall omit the details for brevity’s sake; hints can be found in [7,12]. Hence, the Dirichlet
series (3.2) reveals itself to be convergent for any λ such that R(λ) > 0.
The above discussion allows us to write, for R(λ) > 0,
Ex
[
Fb(λ, µ, ν)
]
= lim
n→+∞
1
λ
e(iµ−ν)x exp
[ ∞∑
k=1
e−λk/2n
k
(
E0
[
eiµX
b(k/2n)−νXb(k/2n)+]− 1)]
= 1
λ
e(iµ−ν)x exp
[∫ ∞
0
e−λtψb(µ, ν; t)dt
t
]
. (3.5)
• Step 3
Next, multiplying (3.4) by 1t e
−λt written as
∫ +∞
λ
e−tsds and then integrating the obtained
product, we get∫ +∞
0
e−λtψb(µ, ν; t)dt
t
=
∫ +∞
λ
ds
∫ +∞
0
e−stψb(µ, ν; t)dt
=
∫ +∞
λ
ds
[∫ 0
−∞
(
eiµξ − 1
)
Φb(s; ξ)dξ +
∫ +∞
0
(
e(iµ−ν)ξ − 1
)
Φb(s; ξ)dξ
]
. (3.6)
In view of (3.6), we see that we need to evaluate integrals of the form∫ +∞
λ
ds
∫ 0
−∞
(
eαξ − 1)Φb(s; ξ)dξ for R(α) > 0
and ∫ +∞
λ
ds
∫ +∞
0
(
eαξ − 1)Φb(s; ξ)dξ for R(α) 6 0.
From Proposition 2.2, it follows that, for R(α) 6 0,∫ +∞
0
(
eαξ − 1)Φb(s; ξ)dξ = i∑
j∈J
1
Nωbj (s)
N−1 + ib
∫ +∞
0
(
eαξ − 1) eiωbj (s)ξdξ
=
∑
j∈J
1
Nωbj (s)
N−1 + ib
(
1
ωbj (s)
− 1
ωbj (s)− iα
)
. (3.7)
We have to integrate (3.7) with respect to s on (λ,+∞). For this, we perform the change of
variables σ = ωbj (s) for any j ∈ J . Differentiating the equation ωbj (s)N + ibωbj (s) + s = 0
with respect to s, we get dσ = dωbj (s) = −ds/(Nωbj (s)N−1 + ib). On the other hand, the image
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of the half-line [λ,∞) by the map s 7−→ ωbj (s) is a curve starting at the point ωbj (λ) ending at
infinity (if the curve were bounded, the quantity ωbj (s)
N−1 + ibωbj (s), which equals −s, would
be bounded, and this would lead to a contradiction). Therefore,∫ +∞
λ
(
1
ωbj (s)
− 1
ωbj (s)− iα
)
ds
Nωbj (s)
N−1 + ib = −
∫ +∞
ωbj (λ)
(
1
σ
− 1
σ − iα
)
dσ
= log
(
ωbj (λ)
ωbj (λ)− iα
)
and then∫ +∞
λ
ds
∫ +∞
0
(
eαξ − 1)Φb(s; ξ)dξ =∑
j∈J
log
(
ωbj (λ)
ωbj (λ)− iα
)
. (3.8)
We may obtain, in the same way, for R(α) > 0, that∫ +∞
λ
ds
∫ 0
−∞
(
eαξ − 1)Φb(s; ξ)dξ = ∑
k∈K
log
(
ωbk (λ)
ωbk (λ)− iα
)
. (3.9)
Consequently, by choosing α = iµ− ν in (3.8) and α = iµ in (3.9), it comes from (3.6):∫ +∞
0
e−λtψb(µ, ν; t)dt
t
=
∑
j∈J
log
(
ωbj (λ)
ωbj (λ)+ µ+ iν
)
+
∑
k∈K
log
(
ωbk (λ)
ωbk (λ)+ µ
)
.
Plugging this last relation into (3.5), we obtain
Ex
[
Fb(λ, µ, ν)
]
= e
(iµ−ν)x
λ
∏
j∈J
ωbj (λ)
ωbj (λ)+ µ+ iν
∏
k∈K
ωbk (λ)
ωbk (λ)+ µ
which, with the help of (2.9), completes the proof of Theorem 3.2. 
Remark 3.3. By setting b = 0 in (3.1), since ω0l (λ) = iθl N
√
λ for 1 6 l 6 N as mentioned in
Section 2.3, we retrieve the result (4.1) exhibited in [7] corresponding to the free case. 
We have been able to invert the 3-argument (λ, µ, ν) Laplace–Fourier transform (3.1) with
respect to the argument ν (Section 3.2) and next to the argument µ (Section 3.3).
3.2. Inversion with respect to ν
Proposition 3.4. We have, for R(λ) > 0, µ ∈ R and z > x,∫ +∞
0
e−λtdtEx
[
eiµX
b(t)1{Mb(t)∈dz}
]
/dz
= −i
∑
j∈J
e−iω
b
j (λ)x∏
l∈J\{ j}
(ωbl (λ)− ωbj (λ))
ei(µ+ω
b
j (λ))z∏
k∈K
(µ+ ωbk (λ))
.
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Proof. Let us expand the function ν 7−→ 1/∏ j∈J (ωbj (λ)+ µ+ iν) into partial fractions:
1∏
j∈J
(ωbj (λ)+ µ+ iν)
=
∑
j∈J
Abj (λ)
ν − i(µ+ ωbj (λ))
with
Abj (λ) =
−i∏
l∈J\{ j}
(ωbl (λ)− ωbj (λ))
.
Observing now that
e(iµ−ν)x
ν − i(µ+ ωbj (λ))
= e−iωbj (λ)x
∫ +∞
x
e−(ν−i(µ+ω
b
j (λ)))zdz,
we can write Ex
[
Fb(λ, µ, ν)
]
as a Laplace transform with respect to ν, namely
Ex
[
Fb(λ, µ, ν)
]
= 1∏
k∈K
(µ+ ωbk (λ))
∫ +∞
x
e−νz
(∑
j∈J
Abj (λ)e
−iωbj (λ)x+i(µ+ωbj (λ))z
)
dz
which immediately completes the proof of Proposition 3.4. 
3.3. Inversion with respect to µ
Theorem 3.5. The Laplace transform with respect to time t of the joint distribution of
(Xb(t),Mb(t)) is given, for R(λ) > 0 and z > x ∨ y, by∫ +∞
0
e−λtdtPx {Xb(t) ∈ dy,Mb(t) ∈ dz}/dydz = χbJ (λ; x − z)χbK (λ; z − y) (3.10)
where
χbJ (λ; ξ) =
∑
j∈J
e−iω
b
j (λ)ξ∏
l∈J\{ j}
(ωbl (λ)− ωbj (λ))
and
χbK (λ; ξ) =
∑
k∈K
e−iωbk (λ)ξ∏
l∈K\{k}
(ωbl (λ)− ωbk (λ))
.
Proof. As in the previous subsection, we expand the function µ 7−→ 1/∏k∈K (µ+ ωbk (λ)) into
partial fractions:
1∏
k∈K
(µ+ ωbk (λ))
=
∑
k∈K
Bbk (λ)
µ+ ωbk (λ)
with Bbk (λ) =
1∏
l∈K\{k}
(ωbl (λ)− ωbk (λ))
,
and we write
eiµz
µ+ ωbk (λ)
= ie−iωbk (λ)z
∫ z
−∞
ei(µ+ωbk (λ))ydy.
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It stems from Proposition 3.4 that, for z > x ,∫ +∞
0
e−λtdtEx
[
eiµX (t)1{M(t)∈dz}
]/
dz
= 1∏
k∈K
(µ+ ωbk (λ))
(∑
j∈J
Abj (λ)e
−iωbj (λ)x+i(µ+ωbj (λ))z
)
= i
(∑
j∈J
Abj (λ)e
−iωbj (λ)(x−z)
)∫ z
−∞
eiµy
(∑
k∈K
Bbk (λ)e
iωbk (λ)(y−z)
)
dy
and the proof of Theorem 3.5 is immediately achieved. 
Remark 3.6. The functions χbJ and χ
b
K can be written in an alternative form:
χbJ (λ; ξ) =
1∏
j∈J
ωbj (λ)
∑
j∈J
( ∏
l∈J\{ j}
ωbl (λ)
ωbl (λ)− ωbj (λ)
)
ωbj (λ)e
−iωbj (λ)ξ ,
χbK (λ; ξ) =
1∏
k∈K
ωbk (λ)
∑
k∈K
( ∏
l∈K\{k}
ωbl (λ)
ωbl (λ)− ωbk (λ)
)
ωbk (λ)e
−iωbk (λ)ξ .
Let us introduce ω˜bj (λ) = −iωbj (λ), 0 6 j 6 N − 1. The ω˜bj (λ)’s are the roots of the real
equation (−1)N/2uN − bu + λ = 0; so, the roots with a positive imaginary part and those with a
negative imaginary part are conjugate. With these settings at hand, we can write
χbJ (λ; ξ) =
i1−#J∏
R(ω˜bj )>0
ω˜bj (λ)
∑
R(ω˜bj )>0
 ∏
R(ω˜bl )>0,l 6= j
ω˜bl (λ)
ω˜bl (λ)− ω˜bj (λ)
 ω˜bj (λ)eω˜bj (λ)ξ (3.11)
and a similar expression holds for χbK (λ; ξ). As a result, despite its complex form, it is now clear,
by associating each conjugate term in (3.11), that the product χbJ (λ; ξ)χbK (λ; ξ) is real, and then
the pseudo-distribution of (Xb(t),Mb(t)) is a real quantity. 
Remark 3.7. Setting then b = 0 in (3.10) with the aid of the expressions for χbJ and χbK
displayed in Remark 3.6, we find
χ0J (λ; ξ) =
(i N
√
λ)1−#J∏
j∈J
θ j
∑
j∈J
( ∏
l∈J\{ j}
θl
θl − θ j
)
θ jeθ j
N√
λξ ,
χ0K (λ; ξ) =
(i N
√
λ)1−#K∏
k∈K
θk
∑
k∈K
( ∏
l∈K\{k}
θl
θl − θk
)
θkeθk
N√
λξ .
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We retrieve the result (4.11) exhibited in [7] corresponding to the free case. Indeed, with the help
of (2.9), we get∫ +∞
0
e−λtdtPx {X (t) ∈ dy, max
06s6t
X (s) ∈ dz}/dydz
= −λ2/N−1
∑
j∈J
( ∏
l∈J\{ j}
θl
θl − θ j
)
θ jeθ j
N√
λξ
∑
k∈K
( ∏
l∈K\{k}
θl
θl − θk
)
θkeθk
N√
λξ . 
4. Distribution of the vector (τ ba , X
b(τ ba ))
The goal of this section is to provide an explicit representation for the Laplace–Fourier
transform of the joint distribution of the vector (τ ba , X
b(τ ba )). We obtain the following expression.
Theorem 4.1. Let x < a. The Laplace–Fourier transform of the distribution of the vector
(τ ba , X
b(τ ba )) is given, for R(λ) > 0 and µ ∈ R, by
Ex
[
e−λτ ba+iµXb(τ ba )1{τ ba<∞}
]
=
∑
j∈J
( ∏
l∈J\{ j}
ωbl (λ)+ µ
ωbl (λ)− ωbj (λ)
)
eiµa−iω
b
j (λ)(x−a). (4.1)
We propose two ways for accessing (4.1). Set
Gba(λ, µ) = e−λτ
b
a+iµXb(τ ba )1{τ ba<∞} and G
b
a,n(λ, µ) = e−λτ
b
a,n+iµXb(τ ba,n)1{τ ba,n<∞}.
4.1. Laplace–Fourier transform. Proof 1
A first proof of Theorem 4.1 consists of using Theorem 3.2. We invoke a relationship between
the distributions of the vectors (τ ba , X
b(τ ba )) and (X
b(t),Mb(t)), which is stated in Lemma 4.2
below.
Lemma 4.2. The distributions of the vectors (τ ba , X
b(τ ba )) and (X
b(t),Mb(t)) are related each
other according to, for R(λ) > 0, µ ∈ R and x 6 a, for example:
Ex
[
e−λτ ba+iµXb(τ ba )1{τ ba<∞}
]
=
(
λ− ibµ+ µN
) ∫ +∞
0
e−λtEx
[
eiµX
b(t)1{Mb(t)>a}
]
dt. (4.2)
Proof. Following Definition 2.1 and writing the event {τ ba,n = k/2n} as the event {Mbn,k−1 6
a < Mbn,k}, we get
Ex
[
Gba(λ, µ)
]
= lim
n→+∞Ex
[
Gba,n(λ, µ)
]
= lim
n→+∞Ex
[ ∞∑
k=0
e−λk/2
n+iµXbn,k1{Mbn,k−16a<Mbn,k }
]
.
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We have to prove the absolute convergence of the foregoing series. Thanks to the equality
{Mbn,k 6 a} = {Xbn,1 6 a, . . . , Xbn,k 6 a} and estimate (2.7), we have∣∣∣Ex [e−λk/2n+iµXbn,k1{Mbn,k6a}]∣∣∣ 6 (ρe−R(λ)/2n )k .
We can show similarly that∣∣∣Ex [e−λk/2n+iµXbn,k1{Mbn,k−16a}]∣∣∣ 6 (ρe−R(λ)/2n )k
and then, by subtracting both pseudo-expectations, we get∣∣∣Ex [e−λk/2n+iµXbn,k1{Mbn,k−16a<Mbn,k }]∣∣∣ 6 2(ρe−R(λ)/2n )k .
Thus, the series is absolutely convergent if the condition R(λ) > 2n ln ρ is fulfilled. Now we
have
Ex
[
Gba(λ, µ)
]
= lim
n→+∞
∞∑
k=0
e−λk/2n
[
Ex
(
eiµX
b
n,k − e−λ/2neiµXbn,k+1
)
1{Mbn,k>a}
]
= lim
n→+∞
∞∑
k=0
e−λk/2nEx
[
eiµX
b
n,k1{Mbn,k>a}
(
1− e−λ/2nE0
[
eiµX
b(1/2n)
])]
= lim
n→+∞
1− e−
(
λ−ibµ+µN )/2n
2n
∫ +∞
0
e−λtEx
[
eiµX
b(t)1{Mb(t)>a}
]
dt
where we used (2.5) in the last step for simplifying the quantity E0
[
eiµX
b(1/2n)
]
, as well as (2.3).
This proves (4.2) under the condition R(λ) > 2n ln ρ. Invoking Bohr’s lemma, it may be shown
that this restriction can be removed; actually, (4.2) is valid for R(λ) > 0. This claim hinges on
sharp and tedious estimates for the integral
∫ +∞
0 e
−λtEx [eiµXb(t)1{Mb(t)>a}]dt that we shall omit
in order to keep the paper short (see [12] for similar estimates associated with the case b = 0 and
N = 4). 
Let us now compute the Laplace transform of (4.2) with respect to a. Set
Hba,x (λ, µ, ν) =
∫ +∞
x
e−νaEx
[
Gba(λ, µ)
]
da.
Using (2.5) and (3.1), we get
Hba,x (λ, µ, ν) =
(
λ− ibµ+ µN
) ∫ +∞
0
e−λtEx
[
eiµX
b(t)
∫ +∞
x
e−νa1{Mb(t)>a}da
]
dt
= 1
ν
(
λ− ibµ+ µN
) ∫ +∞
0
e−λt
[
e−νxEx
(
eiµX
b(t)
)
− Ex
(
eiµX
b(t)−νMb(t))] dt
= 1
ν
(
λ− ibµ+ µN
)[ e(iµ−ν)x
λ− ibµ+ µN − Ex
(
Fb(λ, µ, ν)
)]
= e
(iµ−ν)x
ν
1− λ− ibµ+ µN∏
j∈J
(ωbj (λ)+ µ+ iν)
∏
k∈K
(ωbk (λ)+ µ)
 .
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Due to (2.8), we obtain that
Hba,x (λ, µ, ν) =
e(iµ−ν)x
ν
[
1−
∏
j∈J
ωbj (λ)+ µ
ωbj (λ)+ µ+ iν
]
. (4.3)
Expanding into partial fractions the fraction of the ν variable arising in the foregoing equality
yields
1
ν
∏
j∈J
ωbj (λ)+ µ
ωbj (λ)+ µ+ iν
= 1
ν
−
∑
j∈J
C j
ν − i(µ+ ωbj (λ))
with
C j =
∏
l∈J\{ j}
ωbl (λ)+ µ
ωbl (λ)− ωbj (λ)
.
Therefore, (4.3) becomes
Hba,x (λ, µ, ν) = eiµx
∑
j∈J
C je−νx
ν − i(µ+ ωbj (λ))
. (4.4)
Writing finally
e−νx
ν − i(µ+ ωbj (λ))
=
∫ +∞
x
e−νaei(µ+ω
b
j (λ))(a−x)da
the rhs of (4.4) can be rewritten as a Laplace transform with respect to ν, and this completes the
proof of Theorem 4.1. 
Example 4.3. For N = 2, the polynomial u2 + ibu + λ has one root with a positive imaginary
part: ω = i2 (
√
b2 + 4λ − b). We retrieve the well-known formula for Brownian motion:
Ex
[
Gba(λ, µ)
] = eiµa−(√b2+4λ−b)(x−a)/2. 
Example 4.4. For N = 4, the polynomial u4 + ibu + λ has two roots with positive imaginary
parts, ω1 and ω2. We retrieve a formula by Nakajima and Sato [10, Theorem 3.4]:
Ex
[
Gba(λ, µ)
]
= eiµa
[
µ+ ω1
ω2 − ω1 e
−iω1(x−a) + µ+ ω2
ω1 − ω2 e
−iω2(x−a)
]
. 
4.2. Laplace–Fourier transform. Proof 2
We now propose another proof of (4.1) based on a suitable form of the Spitzer identity due to
Nakajima [9] (see also [8]), which we recall below for the convenience of the reader.
Lemma 4.5. Let (ξk)k>1 be a sequence of i.i.d. random variables and set X0 = 0, Xk =∑k
j=1 ξ j for k > 1. Fix a > 0, and let us introduce Na = min{k > 1 : Xk > a} (with
the convention min∅ = ∞) and put ϕa(λ, µ) = E
(
e−λNa+iµXNa 1{Na<∞}
)
for R(λ) > 0 and
µ ∈ R. The following relationships hold:
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• (Feller [3])
1− ϕ0(λ, µ) = exp
(
−
∞∑
k=1
e−λk
k
E
[
eiµXk1{Xk>0}
])
;
• (Nakajima [9])
1− ϕa(λ, µ) = lim
ε→0+
1
2pi
∫ +∞
−∞
ei(a+ε)ν − e−iεν
iν
1− ϕ0(λ, µ)
1− ϕ0(λ, µ− ν)dν
where the integral
∫ +∞
−∞ must be viewed as the principal value limA→+∞
∫ A
−A.
We point out that both results of Lemma 4.5 are based on analytical arguments involving no
probability, and then can be applied to our situation. Let us choose
ξk = Xb
(
k
2n
)
− Xb
(
k − 1
2n
)
= X
(
k
2n
)
− X
(
k − 1
2n
)
+ 1
2n
.
We have
Ex
[
Gba,n(λ, µ)
]
= eiµx − eiµx
(
1− E0
[
Gba−x,n(λ, µ)
])
= eiµx
[
1− lim
ε→0+
1
2pi
∫ +∞
−∞
ei(a−x+ε)ν − e−iεν
iν
φbn (λ, µ, ν)dν
]
(4.5)
with
φbn (λ, µ, ν) =
1− E0[Gb0,n(λ, µ)]
1− E0[Gb0,n(λ, µ− ν)]
= exp
(
−
∞∑
k=1
e−λk/2n
k
(
E0
[
eiµX
b
n,k1{Xbn,k>0}
]
− E0
[
ei(µ−ν)X
b
n,k1{Xbn,k>0}
]))
.
In (4.5), we have to compute a limit as ε tends to 0+. For this, we can easily see that
(ei(a−x+ε)ν−e−iεν)/ν is bounded. On the other hand, using a similar analysis to that of Nakajima
and Sato [10], the following estimate may be shown: φbn (λ, µ, ν) 6 c1/(νN/2 + c2) for certain
positive constants c1 and c2. The right-hand side of this estimate does not depend on ε or n,
and is integrable with respect to ν. As a by product, the dominated convergence theorem can be
applied twice as follows:
Ex
[
Gba,n(λ, µ)
]
= eiµx
[
1− 1
2pi
∫ +∞
−∞
ei(a−x)ν − 1
iν
φbn (λ, µ, ν)dν
]
and next
lim
n→+∞Ex
[
Gba,n(λ, µ)
]
= eiµx
[
1− 1
2pi
∫ +∞
−∞
ei(a−x)ν − 1
iν
lim
n→+∞φ
b
n (λ, µ, ν)dν
]
.(4.6)
On the other hand, we have
lim
n→+∞φ
b
n (λ, µ, ν)
= exp
(
−
∫ +∞
0
e−λt
(
E0
[(
eiµX
b(t) − ei(µ−ν)Xb(t)
)
1{Xb(t)>0}
] dt
t
))
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= exp
(
−
∫ +∞
λ
ds
∫ +∞
0
e−stdt
∫ +∞
0
[
eiµξ − ei(µ−ν)ξ
]
pb(t;−ξ)dξ
)
= exp
(
−
∫ +∞
λ
ds
∫ +∞
0
[
eiµξ − ei(µ−ν)ξ
]
Φb(s; ξ)dξ
)
.
Using (3.9) with α = iµ and α = i(µ− ν), we obtain
lim
n→+∞φ
b
n (λ, µ, ν) =
∏
j∈J
ωbj (λ)+ µ
ωbj (λ)+ µ− ν
. (4.7)
Now, according to (2.4), it comes from (4.6) and (4.7)
Ex
[
Gba(λ, µ)
]
= eiµx
[
1− 1
2pi
∫ +∞
−∞
ei(a−x)ν − 1
iν
(∏
j∈J
ωbj (λ)+ µ
ωbj (λ)+ µ− ν
)
dν
]
.
The evaluation of the foregoing integral is postponed to the Appendix (Lemma A.1). Its value is
given by
1
2pi
∫ +∞
−∞
ei(a−x)ν − 1
iν
(∏
j∈J
ωbj (λ)+ µ
ωbj (λ)+ µ− ν
)
dν
= 1−
∑
j∈J
( ∏
l∈J\{ j}
ωbl (λ)+ µ
ωbl (λ)− ωbj (λ)
)
ei(ω
b
j (λ)+µ)(a−x)
from which (4.1) immediately ensues. 
5. Hitting place and escape pseudo-probability
In this section, we first intend to derive the distribution of the hitting place Xb(τ ba )1{τ ba<∞}
and then to deduce the so-called “escape” pseudo-probability: Px {τ ba = ∞}. This is
the pseudo-probability that the pseudo-process Xb never overshoots the level a. Actually,
the “complementary pseudo-probability” Px {τ ba < ∞} can be deduced from the quantity
Ex
[
Gba(λ, µ)
]
by choosing µ = 0 and then letting λ tend to 0+. We shall see that the result
strongly depends on the sign of the drift coefficient b, as in the Brownian case (N = 2). It is
useful to recall that for N = 2 and x < a:
Px {τ ba <∞} =
{
e−b(x−a) if b 6 0,
1 if b > 0.
5.1. The case b < 0
Assume that b is negative. Letting λ tend 0+ in the equation uN + ibu + λ = 0 leads to the
equation uN + ibu = 0, the solutions of which are 0 and ϕl |b| 1N−1 where ϕl , 1 6 l 6 N − 1,
are the (N − 1)th roots of i . Let J˜ = { j ∈ {1, . . . , N − 1} : =(ϕ j ) > 0} and K˜ = {k ∈
{1, . . . , N − 1} : =(ϕk) < 0}. It can be easily seen that # J˜ = N/2 and #K˜ = N/2 − 1, and
then, by continuity of the roots with respect to λ, since we have #J = #K = N/2 forR(λ) > 0,
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the null limiting root comes from the lower half-plane and has no contribution to the sum lying
in (4.1). Therefore, taking the limit of (4.1) as λ→ 0+,
Ex
[
eiµX
b(τ ba )1{τ ba<∞}
]
=
∑
j∈ J˜
 ∏
l∈ J˜\{ j}
µ+ ϕl |b| 1N−1
ϕl − ϕ j
 eiµa−iϕ j |b| 1N−1 (x−a)
|b| N/2−1N−1
. (5.1)
Putting µ = 0 in (5.1), we extract the pseudo-probability of interest:
Px {τ ba <∞} =
∑
j∈ J˜
 ∏
l∈ J˜\{ j}
ϕl
ϕl − ϕ j
 e−iϕ j |b| 1N−1 (x−a). (5.2)
It can be easily seen that this quantity is real. This fact will be checked just after Theorem 5.2.
Noting that ϕl
ϕl−ϕ j = 1
1−ei
2( j−l)pi
N−1
, we can rewrite (5.2) as follows.
Theorem 5.1. Assume b < 0. The pseudo-probability of hitting the half-line (a,+∞) is given,
for x 6 a, by
Px {τ ba <∞} =
∑
j∈ J˜
e−iϕ j |b|
1
N−1 (x−a)∏
l∈ J˜\{ j}
(
1− ei 2( j−l)piN−1
) .
This means that, due to the negative drift, there is a non-vanishing pseudo-probability that the
pseudo-process never overshoots the level a.
Our aim now is to derive the distribution of the hitting place Xb(τ ba )1{τ ba<∞}. We have
to expand the product lying in the rhs of (5.1) with respect to µ. For this, we introduce the
elementary symmetric sums of the ϕl ’s, l ∈ J˜ \ { j}: σ0, j = 1 and for 1 6 p 6 N/2− 1,
σp, j = σp(ϕl , l ∈ J˜ \ { j}) =
∑
l1<···<l p
l1,...,l p∈ J˜\{ j}
ϕl1 . . . ϕlp . (5.3)
We have∏
l∈ J˜\{ j}
(
µ+ ϕl |b| 1N−1
)
=
N/2−1∑
p=0
σN/2−p−1, j |b|
N/2−p−1
N−1 µp
and thus (5.1) gives
Ex
[
eiµX
b(τ ba )1{τ ba<∞}
]
=
N/2−1∑
p=0
∑
j∈ J˜
σN/2−p−1, j∏
l∈ J˜\{ j}
(ϕl − ϕ j )e
−iϕ j |b|
1
N−1 (x−a)
 µp|b| pN−1 eiµa .
(5.4)
Observing that
µpeiµa = ip
∫ +∞
−∞
eiµzδ(p)a (z)dz
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where δ(p)a is the pth derivative of the Dirac distribution δa viewed as a Schwartz distribution,
the following result ensues from (5.4).
Theorem 5.2. Assume b < 0. The “distributional” density of the hitting place Xb(τ ba )1{τ ba<∞}
is given, for x 6 a, by
Px {Xb(τ ba ) ∈ dz, τ ba <∞}/dz =
N/2−1∑
p=0
ip
|b| pN−1
∑
j∈ J˜
cpje−iϕ j |b|
1
N−1 (x−a)
 δ(p)a (z) (5.5)
where cpj = σN/2−p−1, j∏
l∈ J˜\{ j}(ϕl−ϕ j ) , the σp, j ’s being defined by (5.3).
It is worth noting that the density must be viewed as a Schwartz distribution. Moreover, the
presence of the successive derivatives of δa entails that the hitting place Xb(τ ba ) is strongly
concentrated at the point a. The reader is referred to [7,11,12], where the notions of monopole,
dipole, and multipole connected with this feature are explained. On the other hand, despite
its form, the pseudo-density (5.5) is a real function. Indeed, introducing ϕ˜ j = −iϕ j for
1 6 j 6 N − 1 which are the (N − 1)th roots of (−1)1+N/2, and setting similarly
c˜pj = σ˜N/2−p−1, j∏
l∈ J˜\{ j}
(ϕ˜l − ϕ˜ j ) with σ˜p, j =
∑
l1<···<l p
l1,...,l p∈ J˜\{ j}
ϕ˜l1 . . . ϕ˜lp
we have the relationship σp, j = ipσ˜p, j . Hence, cpj = i−p c˜pj and then, with ξ = x − a,
ip
∑
j∈ J˜
cpje−iϕ j ξ =
∑
R(ϕ˜ j )>0
c˜pjeϕ˜ j ξ .
In this form, it is clear by associating each conjugate term in the last sum, that it is a real quantity,
which confirms our claim.
Remark 5.3. We are able to compute the limit of (5.5) as b tends to zero. Put ε = |b| 1N−1 .
We need to expand ε−p
∑
j∈ J˜ cpje−iϕ j ε(x−a) for p 6 N/2 − 1. With the aid of the classical
expansion
e−iϕ j ε(x−a) =
ε→0+
p∑
q=0
(−i)q(x − a)q
q! ϕ
q
j ε
q + o(ε p),
we get
ε−p
∑
j∈ J˜
cpje−iϕ j ε(x−a) =
ε→0+
ε−p
p∑
q=0
(−i)q(x − a)q
q!
∑
j∈ J˜
cpjϕ
q
j
 εq + o(1). (5.6)
Now we have to evaluate
∑
j∈ J˜ cpjϕ
q
j :∑
j∈ J˜
cpjϕ
q
j =
∑
j∈ J˜
σN/2−p−1, j∏
l∈ J˜\{ j}
(ϕl − ϕ j )ϕ
q
j . (5.7)
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We can relate the elementary symmetric sums (5.3) of the ϕl ’s, l ∈ J˜ \ { j}, namely σp, j , to those
of the ϕl ’s, l ∈ J˜ , say
σp = σp(ϕl , l ∈ J˜ ) =
∑
l1<···<l p
l1,...,l p∈ J˜
ϕl1 . . . ϕlp .
Indeed, using the recursive relation σp = σp−1, jϕ j + σp, j , it follows that
σp, j =
p∑
m=0
(−1)mσp−mϕmj . (5.8)
Plugging (5.8) into (5.7) yields
∑
j∈ J˜
cpjϕ
q
j =
N/2−p−1∑
m=0
(−1)mσN/2−p−m−1
∑
j∈ J˜
ϕ
m+q
j∏
l∈ J˜\{ j}
(ϕl − ϕ j ) . (5.9)
Remarking that the 1/
∏
l∈ J˜\{ j}(ϕl−ϕ j ), j ∈ J˜ , are the solutions of a well-known Vandermonde
system, we have
∑
j∈ J˜
ϕrj∏
l∈ J˜\{ j}
(ϕl − ϕ j ) =
{
0 if 0 6 r 6 # J˜ − 2 = N/2− 2,
(−1)1+N/2 if r = # J˜ − 1 = N/2− 1.
We then see that the only non-vanishing term in sum (5.9) is obtained when choosing the index
m = N/2− p − 1 therein, and that in the only case p = q:∑
j∈ J˜
cpjϕ
q
j =
{
0 if 0 6 q 6 p − 1,
(−1)p if q = p.
Putting this last equality into (5.6), we obtain
ε−p
∑
j∈ J˜
cpje−iϕ j ε(x−a) −→
ε→0+
ip(x − a)p
p!
and we finally retrieve, by (5.5), the remarkable result of [7]: for x 6 a,
Px {X (τ 0a ) ∈ dz}/dz =
N/2−1∑
p=0
(a − x)p
p! δ
(p)
a (z). 
Example 5.4. For N = 4, the roots ϕ j , j ∈ J˜ , are given by ϕ1 = ei pi6 , ϕ2 = ei 5pi6 and the
quantities (5.1) and (5.5) respectively can be written, after straightforward computations, as
Px {τ ba <∞} = pb0(x − a)
Px {Xb(τ ba ) ∈ dz, τ ba <∞}/dz = pb0(x − a)δa(z)+ pb1(x − a)δ′(z)
22 A. Lachal / Stochastic Processes and their Applications 118 (2008) 1–27
with
pb0(ξ) =
2√
3
e
1
2
3√|b|ξ cos
(√
3
2
3
√|b|ξ + pi
6
)
pb1(ξ) = −
2√
3 3
√|b|e
1
2
3√|b|ξ sin
(√
3
2
3
√|b|ξ) . 
Example 5.5. For N = 6, the roots ϕ j , j ∈ J˜ , are given by ϕ1 = ei pi10 , ϕ2 = ei 5pi10 = i, ϕ3 = ei 9pi10 ,
and formulas (5.1) and (5.5) give, after some algebra,
Px {τ ba <∞} = pb0(x − a)
Px {Xb(τ ba ) ∈ dz, τ ba <∞}/dz = pb0(x − a)δa(z)+ pb1(x − a)δ′(z)+ pb2(x − a)δ′′(z)
with
pb0(ξ) =
1
4 sin2 pi5
[
e
5√|b|ξ + 1
cos pi5
e(cos
2pi
5 )
5√|b|ξ cos
((
sin
2pi
5
)
5
√|b|ξ + 2pi
5
)]
pb1(ξ) =
1
2 sin2 pi5
5
√|b|
[(
cos
2pi
5
)
e
5√|b|ξ
+ e(cos 2pi5 ) 5
√|b|ξ cos
((
sin
2pi
5
)
5
√|b|ξ − 2pi
5
)]
pb2(ξ) =
1
4 sin2 pi5
5√
b2
[
e
5√|b|ξ − 1
cos pi5
e(cos
2pi
5 )
5√|b|ξ cos
((
sin
2pi
5
)
5
√|b|ξ − pi
5
)]
. 
5.2. The case b > 0
In the case when b is positive, the solutions of the equation uN + ibu = 0 are 0 and ψlb 1N−1
where ψl , 1 6 l 6 N − 1, are the (N − 1)th of −i. The similar sets of indices for which
the corresponding roots have positive or negative imaginary parts have, respectively, N/2 − 1
and N/2 as cardinals. Hence, in this case, the null limiting root, say ψ0, comes from the upper
half-plane and has a contribution to the sum lying in (5.2). Now, all the limiting coefficients
within (5.2) vanish except for one, which is equal to 1. As a result, we get
Px {τ ba <∞} = 1.
This means that, with pseudo-probability 1, the positive drift forces the pseudo-process
to overshoot the level a. Concerning the distribution of the hitting place Xb(τ ba )1{τ ba<∞},
formula (5.5) holds in this case.
Example 5.6. For N = 4, the roots ψ j are given by ψ0 = 0, ψ1 = i and the quantity (5.5) writes
Px {Xb(τ ba ) ∈ dz, τ ba <∞}/dz = δa(z)+
1
3
√
b
(
1− e 3
√
bξ
)
δ′a(z). 
Example 5.7. For N = 6, the roots ψ j are given by ϕ0 = 0, ϕ1 = ei 3pi10 , ϕ2 = ei 7pi10 and the
quantity (5.5), after some algebra, is
Px {Xb(τ ba ) ∈ dz, τ ba <∞}/dz = δa(z)+ pb1(x − a)δ′a(z)+ pb2(x − a)δ′′a (z)
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with
pb1(ξ) =
1
5
√
b
[
2 cos
pi
5
+ 1
sin pi5
e(cos
pi
5 )
5√bξ sin
((
sin
pi
5
)
5√bξ − 2pi
5
)]
pb2(ξ) =
1
5√
b2
[
1− 1
sin pi5
e(cos
2pi
5 )
5√bξ sin
((
sin
2pi
5
)
5√bξ − pi
5
)]
. 
6. Relationships with differential equations
In this last part, we write out some differential equations satisfied by the main quantities
we introduced throughout the paper. This makes the connection between the distributions we
obtained and PDE (1.1) driving the pseudo-process (Xb(t))t>0.
6.1. Differential equation for the vector (Xb(t),Mb(t))
The distribution of the vector (Xb(t),Mb(t)) can be expressed by means of the functions χbJ
and χbK (see Theorem 3.5). Let us recall that χ
b
J (λ; ξ) is defined, for λ > 0, by
χbJ (λ; ξ) = i
∑
j∈J
Abj (λ)e
−iωbj (λ)ξ
where the coefficients Abj (λ) are written within the proof of Proposition 3.4.
Theorem 6.1. The function ξ < 0 7−→ χbJ (λ; ξ) is the unique solution of the differential
equation
(−1)1+N/2 d
NχbJ
dξ N
+ bdχ
b
J
dξ
= λχbJ
which is bounded on the interval (−∞, 0), and which satisfies the initial conditions
dkχbJ
dξ k
(λ; 0−) =
{
0 if 0 6 k 6 N/2− 2,
−i1+N/2 if k = N/2− 1.
Proof. Let us differentiate χbJ with respect to ξ several times. Keeping in mind that the ω
b
j (λ)’s
are the roots of the polynomial uN + ibu + λ, we obtain
dNχbJ
dξ N
(λ; ξ) = i
∑
j∈J
Abj (λ)(−iωbj (λ))N e−iω
b
j (λ)ξ
= (−1)1+N/2i
∑
j∈J
Abj (λ)(ibω
b
j (λ)+ λ)e−iω
b
j (λ)ξ
= (−1)1+N/2
[
−bdχ
b
J
dξ
(λ; ξ)+ λχbJ (λ; ξ)
]
.
On the other hand, we get for k 6 #J − 1 at point ξ = 0:
dkχbJ
dξ k
(λ; 0−) = −(−i)k+1
∑
j∈J
Abj (λ)(ω
b
j (λ))
k .
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Noticing that the 1/
∏
l∈J\{ j}(ωbl (λ) − ωbj (λ)), j ∈ J , are solutions to a Vandermonde system,
we have∑
j∈J
ωbj (λ)
k∏
l∈J\{ j}
(ωbl (λ)− ωbj (λ))
=
{
0 if 0 6 k 6 #J − 2 = N/2− 2,
(−1)1+N/2 if k = #J − 1 = N/2− 1.
We then easily derive the specified initial conditions. The assertion concerning the boundedness
is clear by observing that R(iωbj (λ)) = −=(ωbj (λ)) < 0 for any j ∈ J .
Finally, let us check the uniqueness of the solution of the differential equation subject to the
aforementioned conditions. The bounded solutions of the differential equation on (−∞, 0) have
the form ξ 7−→ ∑ j∈J α je−iωbj (λ)ξ , where the N/2 coefficients α j , j ∈ J , satisfy the N/2
conditions∑
j∈J
ωbj (λ)
kα j =
{
0 if 0 6 k 6 N/2− 2,
(−1)−1+N/2 if k = N/2− 1.
This is a Vandermonde system which has a unique solution (α j = i Abj (λ)), and this achieves the
proof of the theorem. 
Remark 6.2. We have checked that the function ξ 7−→ χbJ (λ; ξ) satisfies the boundary value
problem written out in Theorem 6.1 by using its explicit expression, which we obtained through
a pseudo-probabilistic way. Conversely, its expression might be obtained by solving the problem
directly, as done in the last part of the foregoing proof (which leads to a Vandermonde system,
the solution of which is well known). Nevertheless, it seems difficult to justify properly why
this function satisfies a priori the differential equation together with the initial and boundedness
conditions displayed in Theorem 6.1. This problem is related to the Feynman–Kac functional for
the pseudo-process Xb, but this aspect is not completely clear. 
Remark 6.3. Introducing the function u : (t; x, y) 7−→ Px {Xb(t) ∈ dy,Mb(t) ∈ dz}/dydz,
formula (3.10) gives∫ +∞
0
e−λtu(t; x, y)dt = χbJ (λ; x − z)χbK (λ; z − y).
Hence, u satisfies the dual PDEs (backward and forward Kolmogorov equations)
(−1)1+N/2 ∂
Nu
∂xN
+ b ∂u
∂x
= ∂u
∂t
and (−1)1+N/2 ∂
Nu
∂yN
− b ∂u
∂y
= ∂u
∂t
. 
6.2. Differential equation for the vector (τ ba , X
b(τ ba ))
Recall that the distribution of the vector (τ ba , X
b(τ ba )) can be expressed through its
Laplace–Fourier transform by means of the function υba (λ, µ; ξ) =
∑
j∈J Abj (λ, µ)e
iµa−iωbj (λ)ξ ,
ξ < 0, with Abj (λ, µ) =
∏
l∈J\{ j}
ωbl (λ)+µ
ωbl (λ)−ωbj (λ)
for λ > 0 (see Theorem 4.1).
Theorem 6.4. The function ξ < 0 7−→ υba (λ, µ; ξ) is the unique solution of the differential
equation
(−1)1+N/2 d
Nυba
dξ N
+ bdυ
b
a
dξ
= λυba
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which is bounded on the interval (−∞, 0), and which satisfies the initial conditions
dkυba
dξ k
(λ, µ; 0−) = (iµ)keiµa for 0 6 k 6 N/2− 1.
Proof. The derivation of the differential equation is similar to that of Theorem 6.1. The
boundedness condition is also obvious. Now, we focus ourselves on the initial conditions. Let
us differentiate υba with respect to ξ several times. We get for k 6 #J − 1 at point ξ = 0:
dkυba
dξ k
(λ, µ; 0−) =
∑
j∈J
Abj (λ, µ)(−iωbj (λ))keiµa .
Noticing that the function µ 7−→ Abj (λ, µ) is nothing but the Lagrange interpolation polynomial
associated with the set {ωbj (λ), j ∈ J } (one has Abj (λ,−ωbl (λ)) = δ j,l ), we see that the
function µ 7−→ ∑ j∈J Abj (λ, µ)(−iωbj (λ))k − (iµ)k is a polynomial of degree not greater than
#J − 1 which vanishes at least at the (#J ) points −ωbj (λ), j ∈ J . So, this polynomial vanishes
everywhere. As a result,∑
j∈J
Abj (λ, µ)(−iωbj (λ))keiµa = (iµ)k for 0 6 k 6 #J − 1.
Finally, the proof of the uniqueness of the solution is analogous to that of Theorem 6.1. 
6.3. Differential equation for the escape pseudo-probability
Suppose b < 0. According to (5.2), the escape pseudo-probability can be expressed by means
of the function pb0(ξ) =
∑
R(ϕ˜ j )>0 A je
ϕ˜ j |b|
1
N−1 ξ , ξ < 0, with A j = ∏R(ϕ˜l )>0,l 6= j ϕ˜lϕ˜l−ϕ˜ j ; recall
that the ϕ˜ j ’s are the (N − 1)th roots of (−1)1+N/2. Performing calculations similar to those of
both foregoing subsections, we obtain the result below.
Theorem 6.5. The function ξ < 0 7−→ pb0(ξ) is the unique solution of the differential equation
dN−1 pb0
dξ N−1
= (−1)N/2bpb0
which is bounded on the interval (−∞, 0), and which satisfies the initial conditions
pb0(0
−) = 1 and d
k pb0
dξ k
(0−) = 0 for 1 6 k 6 N/2− 1.
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Appendix
Lemma A.1. Let α and β two real numbers such that α 6 0 6 β, and let ul , l ∈ L, be complex
numbers such that =(u j ) > 0 for any j ∈ J and =(uk) < 0 for any k ∈ K where J ∪ K = L.
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The following identity holds:
1
2pi
∫ +∞
−∞
eiβν − eiαν
iν
(∏
l∈L
ul
ul − ν
)
dν
= 1−
∑
j∈J
eiβu j
∏
l∈L\{ j}
ul
ul − u j −
∑
k∈K
eiαuk
∏
l∈L\{k}
ul
ul − uk . (A.1)
Proof. We compute the integral
∫ +∞
−∞
eiβν
iν
∏
l∈L (ul−ν)dν by using the theorem of residues. We
integrate the map of interest on the curve C+R ∪ IR,δ ∪ C+δ where C+R = {Reiθ , θ ∈ (0, pi)},
IR,δ = [−R,−δ] ∪ [δ, R], C+δ = {δeiθ , θ ∈ (0, pi)} with 0 < δ < R and we let tend δ to 0+ and
R to +∞. On the one hand, assuming that the small circle C+δ is oriented clockwise, we have
lim
δ→0+
∫
C+δ
eiβν
iν
∏
l∈L
(ul − ν)dν = limδ→0+
∫ 0
pi
eiβδe
iθ∏
l∈L
(ul − δeiθ )dθ = −
pi∏
l∈L
ul
.
On the other hand, the residue of the map ν 7−→ eiβν/[iν∏l∈L(ul − ν)] at the point u j is given
by −eiβu j /[iu j ∏l∈L\{ j}(ul − u j )]. Consequently,∫ +∞
−∞
eiβν
iν
∏
l∈L
(ul − ν)dν =
pi∏
l∈L
ul
− 2pi
∑
j∈J
eiβu j
u j
∏
l∈L\{ j}
(ul − u j ) . (A.2)
Using the curve C−R ∪ IR,δ ∪ C−δ , where C−R = {Reiθ , θ ∈ (−pi, 0)}, C−δ = {δeiθ , θ ∈ (−pi, 0)}
for the integral involving the exponent α, we similarly get∫ +∞
−∞
eiαν
iν
∏
l∈L
(ul − ν)dν = 2pi
∑
k∈K
eiαuk
uk
∏
l∈L\{k}
(ul − uk) −
pi∏
l∈L
ul
. (A.3)
Finally, subtracting (A.3) from (A.2), and next multiplying the obtained result by the term
1
2pi
∏
l∈L ul , we immediately find (A.1). 
Remark A.2. For α = β = 0, the rhs of (A.1) is
1−
∑
j∈J
∏
l∈L\{ j}
ul
ul − u j −
∑
k∈K
∏
l∈L\{k}
ul
ul − uk = 1−
∑
m∈L
∏
l∈L\{m}
ul
ul − um .
Noticing that the
∏
l∈L\{m}
ul
ul−um , m ∈ L , are solutions of a Vandermonde system, it can be seen
that they sum to unity and then the rhs of (A.1) vanishes, which is in good agreement with the
fact that the lhs plainly vanishes too. 
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