ree-dimensional models of buildings have a variety of applications, e.g., in urban planning, for making decision where to locate power lines, solar panels, cellular antennas, etc. O en, 3D models are created from a LiDAR point cloud, however, this presents three challenges. First, to generate maps at a nationwide scale or even for a large city, it is essential to e ectively store and process the data. Second, there is a need to produce a compact representation of the result, to avoid representing each building as thousands of points. ird, it is o en required to seamlessly integrate computed models with non-geospatial features of the geospatial entities.
INTRODUCTION
In urban planning, many computations rely on 3D models of buildings and vegetation [11] . For instance, the deployment of power lines should take into account buildings and their height, solar panels should be positioned while taking into account shades cast by Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. SIGSPATIAL '19, Chicago, IL, USA © 2019 ACM. 978-1-4503-6909-1/19/11. . . $15.00 DOI: 10.1145/3347146.3359372 tall buildings, and panoramas could be a ected by nearby skyscrapers. It is, therefore, essential to use accurate models of building, for e ective planning.
A particular use case of 3D building models is 5G planning. e next generation of cellular networks, namely 5G, is receiving a growing a ention by cellular companies worldwide [1, 3, 7] . Telecommunication companies are investing billions of dollars in deployment of 5G networks and are required to develop planning tools to provide an optimal cellular coverage at a minimum cost. 5G networks use high-frequency millimeter waves which signi cantly increase the network speed, but only work at a short range, and are blocked by objects like buildings and trees. A network planning system for 5G must rely on accurate models of the buildings, when computing an optimal con guration of the antennas-con guration that would provide high coverage of the deployment area, at a minimum cost, i.e., with a minimum number of antennas. e modeling process has two goals. First, it needs to add height to buildings, for discovering blockage of cellular transmissions. Second, it is required to extract facets of the building-at surfaces that might re ect electromagnetic waves. For buildings whose height changes in di erent parts of the structure or that have di erent facets, the modeling leads to a partition of the building into separate prismatoids (polygonal shapes with height), or produces truncated prisms (prismatoids whose top surface is slanted).
When computing building models at a large scale, initially the area of each building is extracted from satellite images, by applying an ML segmentation algorithm [4] . en, heights are computed based on a LiDAR point cloud-a high-density grid of points that associate coordinates with the surface height above sea level. e point cloud yields a digital surface model (DSM) that represents the height of buildings, vegetation and anything else on the earth surface. However, in its raw form, it is di cult to use the point cloud, for three reasons. First, representing each buildings as thousands of points is wasteful in terms of storage space and for computations like line-of-sight, viewsheds or shade casting. Second, for computation of electromagnetic wave re ection from roofs, it is required to know whether the roof consists of large at surfaces. ird, computations o en require integration with additional data, such as the building usage, whether the exterior is mostly brick, glass or wood, etc.
Using LiDAR point clouds to model buildings received a ention in the literature [5, 6, [8] [9] [10] . However, their focus was on standalone algorithms and on the accuracy of the models, not on running times. We, in comparison, built a system that provides scalability, e ciency and integration capabilities. Our system copes with largescale planning tasks like deployment of 5G networks. To that end, our modeling provides a favorable tradeo between accuracy and Figure 1 : A point-cloud snippet-the real-world distance between each two adjacent pixels is 15 centimeters scalability, and is di erent from that of [5, 6, [8] [9] [10] . Our main contributions are as follows.
• An end-to-end con gurable and scalable solution to the modeling of buildings based on LiDAR points. • Fast and scalable computation by exploiting a database management system, relying on its storage capacity, indexes and optimizations techniques. • Compact representation of the results by extracting only polygonal shapes with su cient size and signi cance. • Adapted clustering algorithm.
SYSTEM ARCHITECTURE AND OVERVIEW
We present now an overview of the system and the extraction process. e process of height and facet extraction is depicted in Figure 2 . Initially, building footprints are extracted from a satellite image and are stored in the database. In the current version, the system uses the Microso US-Building-Footprint dataset (h ps://github.com/microso /USBuildingFootprints). e LiDAR point cloud is provided in a compressed format as depicted in Fig. 1 . For easy processing and integration with additional data sources, the LiDAR points are inserted into a database and are indexed. e system maps the LiDAR points to the buildings that contain them.
In its basic form, the LiDAR point cloud takes a lot of space and is not easy to work with. For example, it is di cult to compute viewsheds or an optimal location for a cellular antenna based on LiDAR point clouds like the one in Fig. 1 . Our system applies clustering to compute a compact representation of the information. A polygon is computed for each cluster, to store a small number of polygons per each building rather than thousands of points.
e system architecture is presented in Fig. 3 . e data processing modules are depicted on the le . e storage module is based on a PostgreSQL relational database management system (RDBMS), however, the system is modular, so it is possible to replace the RDBMS by several instances of RDBMS or by a distributed system, to increase scalability. e RDBMS facilitates integration of the geospatial information with other information sources [2] . e system maintains a table of buildings gathered from di erent sources. e data sources are merged, duplications are detected is provides a rich description per each building, which is needed for complex planning tasks, like 5G planning.
A RESTful API, based on Flask (h p:// ask.pocoo.org/), supports easy integration of the system with other systems and applications, e.g., with a Mapbox tileserver (h ps://www.mapbox.com/) that presents vector tiles. A QGIS API (h ps://www.qgis.org/) facilitates unmediated visualization of the data.
CLUSTERING DSM POINTS
e process presented in Section 2 includes clustering of the DSM points, to provide a compact representation of buildings and a partition based on height or slope. We describe now the clustering algorithm we use, and illustrate its e ectiveness. e system supports both clustering based on height and clustering based on the slope (gradient of the surface).
Height-Based Clustering
In height-based clustering, the goal is to nd consecutive (or nearly consecutive) surfaces that are all at the same height. is allows detecting level shi s, to improve the accuracy of viewshed computations based on the building models. e system clusters points based on height, and computes the convex hull of the points, to create the result polygonal shape. Combined with height, this polygon can be presented as a prismatoid.
Unlike traditional clustering algorithms, where the locations of points are unknown, here we already have points in locations that can be easily computed. Hence, to speedup the computation, when processing the DSM points of a given building, we start by creating a temporary grid index for the points. is is done in a single pass over the set of points, and it allows retrieving the neighbors of a given point in constant time, that is, with O(1) time complexity. Since the computation requires sorting the points, the overall time complexity is O(n log n), where n is the number of points. Clusters.add(cluster) 23: end while 24: return Clusters e pseudocode of the clustering algorithm is presented as Algorithm 1. e indexed points are inserted into a list L and sorted. If all the points have the same height (the di erence between the maximum height and the minimum height is below a threshold θ ) the entire set is returned as a single cluster. Otherwise, a point p is added to a new cluster and removed from L (Line 9). Iteratively, the element in position i in the constructed cluster is examined (namely, current), and neighbors that are at the same height as the one for which the cluster is built are added to the cluster and removed from L (lines 16, 17). is continues until all the points in the cluster are processed, i.e., all their neighbors are examined. When there are no more points to examine, the cluster is complete and is added to the list of result clusters.
Each cluster is a set of points. e system computes the convex hull for each such set and then intersects the convex hull with the e parameters of the computation can be modi ed by the user. is includes the following.
• e threshold θ . Small θ could result in a partition into fragments that are too small. Large θ might not distinguish between levels that the height di erence between them is small. As a rule of thumb, θ is equal to the resolution, i.e., to the distance between adjacent points.
• Distance between points to be considered as neighbors. If this distance is too small, the method could be too sensitive to noise where clusters could be partitioned by small barriers or bumps. A large distance makes the computation more expensive and may connect clusters that are too far from each other. • Bounding box of the processed area. is allows a partition of a large area into smaller ones, for parallel processing, to increase scalability. • Minimum cluster size (minimum number of points per cluster). To prevent noise or a partition into many tiny fragments, the system discards polygonal areas that are too small. is limit is controlled by the user.
To compute the relative height of buildings, with respect to the terrain, in cases where we do not have a digital elevation model (DEM), we nd for each building its nearest road segment that is not covered by vegetation, and consider it as the height of the terrain.
is is needed for buildings that are surrounded by vegetation.
Gradient-Based Clustering
To nd surfaces on a slanted roof, the system computes the unit vector perpendicular to the plane, at each point, and clusters points based on the di erence between these vectors. e clustering algorithm and the construction of the polygons are similar to those presented in Section 3.1. e unit vector perpendicular to the plane at a point p 0 is computed based on perpendicular vectors to neighbor points p 1 and p 2 (see Fig. 4 ). e heights h 0 , h 1 , h 2 of points p 0 , p 1 , p 2 are their height in the LiDAR point cloud. Suppose that the distance between the projections of neighbor points on the 2D map is d. In the dataset we used d = 15 centimeters (see Fig. 1 ). Let p 0 be the origin of the axes, that is, point (0, 0, 0). en, the vector 1 = (x 1 , 1 , z 1 ) to point p 1 is (0, d, h 1 − h 0 ). e vector 2 to point p 2 is (d, 0, h 2 − h 0 ). e unit vectors are computed by normalizing these vectors
e unit vector perpendicular to the plane is u 0 = u 1 × u 2 . e gradient di erence between two points is the dot product of their unit vectors, which provides cosine similarity and re ects the angle between them. As in the case of height-based clustering, the system provides control over the similarity threshold and the distance between neighbors, to control the clustering.
PARTITION RESULTS
We illustrate partition results to demonstrate the process. e examples we provide are of buildings in Atlanta, Georgia, USA. Figures 5, 6 , and 7 present a satellite image of a partitioned building and the result partition for height-based clustering. e air conditioner units on the roof, in gures 5 and 6, and their e ect on the partition illustrate the accuracy of the partition. Note that the sensitivity could be reduced to only detect bigger height di erences. A building in which di erent parts have di erent heights is depicted Fig. 7 . Figure 8 depicts partitions based on the slope. It is shown that planes with di erent slopes yield separate polygons. e accuracy of the results is a ected by the resolution of the point cloud and the con gured parameters. For 5G planning, we compute a model with an error of approximately 0.2 meters. e result model is presented as a 3D map, as presented in Fig. 9 .
