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Abstract 
Knowledge-driven marketing is defined as the use of data, information and 
knowledge to aid in the planning of marketing strategies, selection of 
customers, and the execution of those strategies via marketing treatments 
applied to those customers. 
The subject area of KDM, requires a new framework to accommodate the 
interest fuelled by the worldwide demand for customer relationship 
management (CRM), the vast amount of information now captured by many 
organisations and the new capabilities promised by information technology. 
KDM is important to organisations with large amounts of customer data.  
Within customer data are patterns that can reveal many facets of customer 
behaviour, organisational behaviour and how they affect each other. 
There currently exist a number of weaknesses in KDM practice and limitations 
in KDM research. Current scholarly and professional literature only partially 
represents current practice in organisations sophisticated in knowledge-driven 
marketing. 
This study focuses on the models, processes and metrics that are used in 
knowledge-driven marketing, particularly in banks, other financial services and 
telecommunications industries. 
The intersection of the new strategies, the data warehouse and knowledge-
driven marketing with the need for quantifiable business outcomes has been 
little explored in scholarly literature.  The exploitation of this intersection is the 
overarching leadership issue to be explored by this thesis. 
The research methodology used brings together models from different 
disciplines in the literature in a paradigmatic approach.  This knowledge is 
supplemented with case study interviews to identify and confirm key issues 
and processes concerning KDM in Australia.  Axioms and critical success 
factors are developed, against which new models are evaluated in a novel 
evaluation framework. 
More specifically, this thesis examines existing KDM models in professional 
practice, identifying the components of complex KDM, which are then 
examined in detail.  The models are extended to address the issues identified by 
the interviews and literature review. An end-to-end process of developing and 
executing comprehensive KDM in practice is developed.  Existing measures of 
customer lifetime value (CLV) are extended and applied to the components of 
KDM to address these issues.  Within the new model, the CLV metric plays an 
integral part, unifying the components of KDM and providing organisations the 
means to align strategic planning, resource allocation and evaluation towards a 
common objective. 
 
 
 1 
Chapter 1 Thesis Overview and Research Significance 
1.1 Introduction 
This thesis examines the field of knowledge-driven marketing (KDM).  KDM 
is important to organisations with large amounts of customer data.  Within 
customer data are patterns that can reveal many facets of customer behaviour, 
organisational behaviour and how they affect each other. 
A paradigmatic approach has been used to frame the novelty and innovation 
presented in this research within the current paradigm in knowledge-driven 
marketing. 
In the Australian marketplace, industry sectors have different levels of 
sophistication regarding the use of knowledge to drive marketing decisions.  
Banks are seen as being more sophisticated than other industries.  This study 
focuses on the models, processes and metrics that are used in knowledge-
driven marketing, particularly in banks, other financial services and 
telecommunications industries. 
Marketing use of knowledge of customers may take a number of forms, 
including direct marketing communications, targeted marketing, electronic 
marketing, pricing, local area marketing, merchandising, customised product 
formulation, determining the service levels that customers receive, product 
features, advertising, new product development, market research and market 
testing. 
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Devise/revise Strategy
Collect Data
Analyse Data
Test
ImplementData 
repository
 
Figure 1–1 A simplified model of the strategic use of knowledge in 
marketing 
As illustrated in Figure 1–1, there are a number of steps in the strategic use of 
knowledge for marketing.  (A more detailed discussion of these steps is given 
in Chapter 5.)  Data collection and analysis is undertaken in support of the 
strategy.  As a result, various hypotheses are tested, the results monitored, and 
the strategic direction revised in light of the results: it is a continuous process.  
There currently exist a number of weaknesses in KDM practice, and limitations 
in KDM research; an overview of these issues is given in this chapter, with a 
thorough examination in later chapters. 
The research methodology used is as follows.  The literature is used to bring 
together models from different disciplines in a paradigmatic approach.  This 
knowledge is supplemented with case studies to identify and confirm key 
issues and processes concerning KDM in Australia.  Due to its sophistication, 
focus is on the banking sector; however, interviews have been performed with 
a mix of marketing agents who consult to a range of clients and industries, and 
a marketing practitioner from a credit card and banking organisation. 
The remainder of the thesis examines existing KDM models in professional 
practice.  The many components of KDM are unified using common metrics 
and criteria, bringing them together in a paradigmatic framework, and 
extending the models to address the issues identified by the interviews and 
literature review. 
1–THESIS OVERVIEW AND RESEARCH SIGNIFICANCE 
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This study addresses the very important issues of how the success of KDM 
may be evaluated and measured, and how the information should be used to 
improve marketing efficiency, effectiveness, planning and decision making.  
An extended measure of customer lifetime value (CLV) is formulated and 
applied to the various components of KDM in this capacity. 
The reader may note the length of this study.  Due to the complexity of 
decision and analytic processes in the areas being addressed, the thesis has 
included supplementary material to give the reader background in areas 
perhaps familiar to some readers. 
1.2 Background 
1.2.1 Scope of Investigation 
This thesis explores current issues in knowledge-driven marketing (KDM), and 
the use of knowledge to make informed marketing decisions.  Knowledge-
driven marketing is an inclusive term that encompasses database marketing and 
analytical customer relationship management (CRM).  Shaw (1993) defines 
database marketing (DBM) as  
Database marketing is an interactive approach to marketing, which 
uses individually addressable media and channels (such as mail, 
telephone, and the sales force): 
• To extend help to a company’s target audience 
• To stimulate their demand 
• To stay close to them by recording and keeping an electronic 
database memory of customer, prospects and all communications 
and commercial contacts, help improve future contacts and to 
ensure more realistic planning of all marketing. 
By this definition, database marketing includes the use of customer information 
to drive individual customer contact strategies and marketing campaigns.  This 
includes such initiatives as customer relationship management (CRM), 
relationship marketing, one-to-one marketing, interactive marketing and 
targeted marketing. CRM is also considered to be a management approach that 
enables organisations to identify, attract and increase retention of profitable 
customers by managing relationships with them; in other words, knowledge-
driven marketing (Ryals and Payne, 2001).  Since some of these fields may be 
considered separately to DBM in the literature, this thesis uses the term 
‘knowledge-driven marketing’ to include all related management analytics. 
Payton and Zahay (2003) define CRM as a process or application that permits 
organisations to gather and analyse customer data rapidly, while seeking to 
improve customer retention and profitability via targeted products. 
Padmanabham and Tuzhilin (2003) define analytical eCRM (Internet CRM) to 
include customer analysis, customer interactions and optimisation of 
performance metrics.  KDM as a field encompasses this definition of CRM, as 
well as definitions of database marketing. 
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Knowledge-driven marketing is defined as the use of customer and market data 
to aid in the planning of marketing strategies, selection of customers, and the 
execution of those strategies via marketing treatments made to those 
customers.  The treatments may include direct marketing communications and 
differential pricing.  A customer contact may not be the sole means of 
executing a knowledge-driven strategy. 
The use of knowledge of customers may take a number of forms, including 
direct marketing communications, targeted marketing, electronic marketing, 
pricing, local area marketing, merchandising, customised product formulation, 
service levels that customers receive, product features, advertising, new 
product development, market research and market testing.   
Direct marketing communications may take place over a number of channels, 
including direct mail, door to door, email, SMS, outbound telemarketing and 
via an agent at an outlet.  They may be made opportunistically when a 
customer or prospective customer interacts with an organisation, through 
channels such as outlets, telephones, web sites, payment channels, kiosks and 
ATMs.  Targeted marketing may be used to identify the best customers for a 
direct communication, or the best mix of media for a multi-media campaign.   
Targeting may be performed via manual selection using a marketer’s intuition, 
predictive modelling or a combination of both.  New electronic channels, such 
as email, the World Wide Web and mobile phones are additions to the 
marketing channels of a few years ago, and have the potential to reach different 
audiences.   
Knowledge of the effect of pricing and product configuration changes on the 
acquisition of new customers, and the behaviour of existing customers, can 
allow organisations to set optimal prices for different customers, whether it be 
via explicit personalised prices or personalised incentives.  Depending on the 
different characteristics of customers in different geographical locations, 
organisations can plan the location of their outlets, outdoor advertising, partner 
relationships and sales networks.   
Better knowledge of customers can lead to ideas for the development of new 
products to meet customers’ needs.  Data from customers’ transactions and 
organisational data can be effectively enhanced with externally sourced data, 
and market research can be used to supplement knowledge.  Use of market 
research and market testing can be used to ensure knowledge of the effects of 
the organisation’s actions on customer behaviour is tested and understood, 
allowing the refinement of strategies, targeting and product development.  
Figure 1–2 illustrates the use of data and knowledge in the development of 
products. 
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Figure 1–2 Using customer knowledge to develop and refine new products 
and actions 
 
Individual customer contact occurs when a customer or prospective customer is 
identified and contacted directly via individual media.  This is in contrast to 
mass or broadcast media such as television advertising, radio advertising, 
newspaper and magazine advertisements, billboards, inserts or web banner 
advertisements.   
Of particular focus in this thesis is the integration of technology and predictive 
modelling and resource allocation techniques within the KDM process in 
business-to-consumer organisations, especially banks.  Implementation of 
relationship marketing principles without the aid of technology in organisations 
who have large numbers of consumer customers (that is, more than 300,000) is 
problematic because 
• small increases in the costs to serve individuals result in a large decline in 
return on marketing investment 
• the size of the customer database means that it is practical for staff to 
manage customer portfolios manually for only the most valuable customers 
• existing information technology that manages customers’ interactions with 
the organisation generate a vast amount of customer information 
For organisations to become more proficient in knowledge-driven marketing, 
there are a number of issues that they must consider.  There is often a general 
lack of information.  This lack of information comes about because of 
shortcomings in the literature (see section 2.2).  However, some sources of 
information are available, including the scholarly literature, professional 
knowledge, knowledge of information technology system vendors, internal 
expert knowledge, knowledge from other organisations and external consultant 
knowledge (see section D.6). 
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Determining requirements for resources, hardware and software to support 
increased KDM sophistication is difficult, given a lack of understanding of the 
capabilities that KDM can bring during the initial phases of a project.  
Increasing KDM sophistication may require marketing processes to be re-
designed to facilitate better use of resources.  Models for organisations to 
evaluate their KDM readiness or proficiency are not generally available. 
Compared with a few years ago, there is a proliferation of channels, making 
effective marketing more difficult.  Using the vast amount of information that 
can be collected on the individual effectively over those channels poses many 
challenges for organisations.  It requires adaptation of the existing ‘direct mail’ 
business model and philosophies to processes for newer marketing execution 
models, such as continuous, opportunistic and real-time marketing (see Chapter 
6).  The marketing function must be integrated with analysis and predictive 
modelling functions (see Chapter 11).  
Systems need to be integrated to allow examination of customer behaviour, 
quantification of costs of servicing customers’ marketing actions and 
measuring marketing effectiveness.  This thesis addresses the challenges faced 
by organisations, by developing critical success factors, new models and 
frameworks for KDM. 
1.2.2 Requirements for the Research in this Study 
The research in this study is required to bridge the gap between scholarly and 
professional literature and best practice in industry.  KDM is potentially of 
strategic importance to organisations in that a unified approach allows 
organisations to optimise their marketing policies and customer 
communications.  
The intersection of the new strategies, the data warehouse and knowledge-
driven marketing with the need for quantifiable business outcomes has been 
little explored in scholarly literature.  The exploitation of this intersection is the 
overarching leadership issue to be explored by this thesis.  Insight, new 
leadership models and new leadership roles emerging from this study will 
benefit professions involved in KDM.  A cross-disciplinary approach is 
required to bring together research in disparate fields. This thesis examines the 
scholarly literature from a number of fields, including marketing, computer 
science, machine learning, data mining, knowledge management, statistics, 
econometrics, management and information technology. 
There are a number of components that need to be included in extended 
models, including data collection practices, decision criteria for allocating 
marketing resources, evaluation of KDM and its components and the 
streamlining of processes.  These are identified and examined further in later 
chapters. 
1.2.3 Current Weaknesses in KDM 
While different organisations have different implementations of KDM, there 
are a number of common weaknesses in KDM practice and knowledge.  There 
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has been a different rate of development and adoption between different 
industries and geographic regions. 
Organisations have not experienced the returns expected from their 
investments in CRM systems and data warehouses to date, and technology 
push has often preceded the data strategy.  KDM can be difficult for 
organisations to develop, as there is a shortage of skilled resources, in terms of 
creating the vision, creating a data strategy in line with the vision and 
executing the vision.  KDM is not always afforded high status within an 
organisation, and middle and senior management may not be data literate.  It 
may require a cultural shift for organisations to orient their decision processes 
around knowledge rather than the current structure of decision-making.  Access 
to data sourced from operational systems can be a barrier to making 
knowledge-based decisions. 
Organisations who rely heavily on advertising agencies for their marketing 
strategies have difficulty in using KDM strategically, as it cannot become part 
of operations while out-sourced.  
Commonly used measures of customer performance not related to decision 
criteria or organisational measures of performance have meant that the 
performance of the organisation and marketers has been unrelated to customer 
value.  The measurement of success of KDM needs to be consistent with 
organisational and customer measures of performance, and this is often not the 
case. Few organisations view KDM as a strategy to be measured over time.  
Rather, marketing is viewed as a series of products to be sold at regular periods 
throughout the year. 
Knowledge on sophisticated KDM is not widely available to organisations, and 
is often held by consultants, vendors and industry-leading organisations.  The 
data mining literature is focused on discovering knowledge, rather than 
deliberately collecting data and formulating hypotheses to be validated. 
To address the weaknesses in KDM described above, new KDM paradigms 
and an overarching integration framework are required. 
1.2.4 Limitations of Current Research into Marketing Issues 
There are a number of limitations of current research into issues pertaining to 
KDM.  In general, the scholarly literature in KDM tends to provide detail on 
the components of KDM, without considering how the components may be 
brought together.   
Professional literature is aimed at applying existing approaches to industry 
problems.  However, case studies of applications that have delivered quantified 
benefits to organisations rarely give the professional audience sufficient details 
to implement the approaches.   
Papers studying KDM that identify its components are rare.  Consensus has not 
been reached regarding the components required to deliver sophisticated KDM 
to an organisation. 
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Much of leading-edge professional practice in knowledge-driven marketing is 
carried out by consulting firms or by leading business-to-consumer 
organisations with large research and development budgets. There are few 
articles published in scholarly journals that study knowledge-driven marketing 
issues as a whole rather than as separate components. 
The scholarly literature tends to cover detail, but often is narrow in scope, or 
several years behind current practice in the area of knowledge-driven 
marketing. The literature is weak in the application of statistical methods to 
KDM.  The data mining literature tends to treat knowledge-driven marketing as 
but one application for data mining among many potential applications.  Many 
data mining papers and texts focus on particular algorithms, rather than the 
subsequent marketing use of the results and the decisions to be made from the 
results of applying the algorithms.   
Knowledge-driven marketing is often viewed as a tactical marketing tool rather 
than a strategic one, and as a capability that is easily developed.  Contrary to 
this view, we report evidence that KDM is a dynamic, sophisticated process 
that requires a systemic approach that integrates a number of organisational 
departments. Without a systemic approach to KDM, the marketing capability 
of an organisation may be seriously underdeveloped. 
These self-evident limitations in KDM research need to be addressed by new 
models that integrate diverse disciplines. 
1.2.5 Technological Impacts on Requirements for Research 
Changes in technology are having a profound effect on the strategies and 
structure of many organisations. The creation of data warehouses and the 
implementation of knowledge-driven business strategies is creating demand for 
new leadership and innovation models for information technology 
professionals in general, and in particular for analytics professionals in KDM. 
Best practice in knowledge-driven marketing is highly dependent on 
information technology.  The IT environment in organisations is changing 
rapidly.  Information technology vendors are developing hardware and 
applications with superior capabilities at a rapid pace.  This can mean that new 
‘legacy’ systems are being produced more quickly than ever because of the 
increased rate of obsolescence.  
Many implementations of applications and systems to support knowledge-
driven marketing are part of a larger CRM infrastructure project, and these 
projects are taking a long time to deliver tangible benefits.  KDM is often not 
integrated into an organisation’s CRM strategy, either in terms of systems or as 
a strategy. 
Marketers and consumers alike are adapting to electronic channels of 
communication and finding the most effective uses of these channels.  This 
adaptation continues to evolve, so there are no industry standards.  New 
technology and IT models are required to shift away from batch-mode data 
warehousing to the real-time data stores required to make this feasible. 
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The introduction of new technology into marketing operations fosters three 
types of innovation:  
1. the implementation of new technology 
2. changes in business processes to populate the data warehouse and to make 
use of the information available 
3. innovative new marketing campaigns now being aimed at the customer 
based on the increased information available and the enhanced ability to 
analyse and track customer behaviour 
One of the major agents of change in modern industry is technology, and a 
major effect of this change is an increased rate of innovation. 
Telecommunications industries are using technological innovation to provide 
more services to customers, reduce costs and gain more detailed customer 
information.  Financial services companies are using technological innovation 
to provide new services to customers, reduce costs and manage customer 
relationships more effectively, resulting in investment in CRM and call centre 
technologies. 
Technical innovations are increasing demand for innovations related to 
software, information flows and business processes.   
New technology is implemented because it will give the organisation greater 
capability; however, the scope and realm of the new capability is not always 
fulfilled.  Technological innovation requires business innovation. 
Technological innovation is placing pressure on existing KDM paradigms.  
New paradigms and models are required to cope with the complexity and 
capability imposed by new technology. 
1.2.6 Customer Lifetime Value Rationale 
The use of customer lifetime value to make decisions, rather than the 
traditional objective of maximising the profit per transaction, offers a number 
of advantages.  The discrete profit maximisation objective leads to 
organisational behaviour that concentrates on acquiring new customers and 
maximising sales over the short term, without regard for other potential 
business. 
However, this strategy ignores two key assumptions that underpin CRM.  The 
first is that it is less costly to retain existing customers than to recruit new ones.  
Organisations who concentrate on maximising short-term profit tend to have 
high rates of customer acquisition, and correspondingly high rates of customer 
defection.  The second is that existing customers are more receptive to further 
business from an organisation than a prospective customer with no relationship 
with the organisation.  This means that it is more efficient to cross-sell 
additional products to existing customers than to recruit new customers. 
The customer lifetime value rationale is consistent with relationship marketing 
principles.  It allows organisations to grow the profitability of existing 
customers with high potential, while reducing resource wastage to low-
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potential customers.  In using the objective of maximising CLV, organisations 
are able to concentrate on maximising a return on marketing expenditure. 
1.2.7 Classes of Models 
This study refers to a number of different models in KDM.  These models can 
be viewed as a hierarchy, as outlined below.  The hierarchy comprises 
paradigmatic models, process models, and models of marketing execution. 
• Paradigmatic models: these models describe the philosophy and strategy 
of implementing KDM.  Chapter 5 gives further details on paradigmatic 
models. 
• Process models: these models describe the process of implementing a 
paradigmatic model, outlining the sequence of steps that must be 
undertaken.  Chapter 6 gives more details on process models. 
• Models of KDM execution: these models describe the process of 
execution of a particular type of communication over specific channels, for 
example, the mail-shot model describes the execution of a campaign using 
direct mail. Chapter 6 gives further details. 
These models are further defined and explored in later chapters. 
1.3 Scholarly and Professional Perspectives 
This thesis reviews the literature from scholarly and professional sources.  The 
proposed paradigmatic model for KDM combines and extends existing models 
and approaches from a number of sources, including scholarly papers, 
scholarly texts and papers that focus on existing paradigms to aid professionals. 
This thesis brings together the scholarly and professional perspectives.  The 
result is a model that can be adopted by professionals, by taking an overarching 
model of knowledge-driven marketing and examining its components in 
greater detail within an evaluation framework. 
1.4 Leadership Aims and Objectives 
This work aims to investigate current issues for business-to-consumer 
organisations in KDM.  Specifically, its objectives are to 
• review current models and processes in KDM and provide a critique of 
their sophistication 
• review the scholarly and professional literature and evaluate the extent that 
the models support sophisticated KDM practices 
• define an evaluation framework for leadership and innovation in KDM 
• propose a paradigmatic model that supports sophisticated KDM, addresses 
the identified issues and extends existing models 
• develop a process model to support the paradigmatic model 
• examine the components of the paradigmatic model in greater detail 
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• highlight areas where existing models, practices and processes can be 
extended and improved 
• provide a basis for measurement and assessment of the components of 
KDM 
• unify the components of KDM using an extended formulation of customer 
lifetime value 
• apply the extended form of CLV to the components of KDM 
• evaluate and identify data structures to support the model 
These objectives are further defined, explored and fulfilled in later chapters.  
The advantages and improvements made by the proposed model will be 
evaluated by identifying current issues, the extent to which organisations are 
addressing them, and contrasting these with the paradigmatic model. 
The paradigmatic model will include the following components: 
• strategic and tactical planning 
• support for strategic and tactical marketing initiatives and treatments 
• evaluation of strategic and tactical initiatives 
• evaluation of predictive models, selections and targeting 
• evaluation of treatments 
• evaluation of testing, experimentation and learning 
• experimentation, testing, learning and refinement 
• dissemination of information and learnings 
• targeting and predictive modelling 
• resource planning, allocation and decision criteria 
The paradigmatic model supports a number of existing processes, unifying, 
extending and integrating them in the overall marketing process.  Models of 
execution to be examined include the mail-shot model, the closed-loop model, 
single-campaign processes, opportunistic marketing, integration of the KDM 
process with predictive modelling, resource allocation, experimentation and 
learning, industry-standard processes for data mining, processes for monitoring 
and assessment of marketing initiatives, targeting and the refinement of 
targeting, integrating planning and execution of marketing initiatives, processes 
to detect and act upon important events in the customer’s lifecycle, processes 
to support mass customisation and real-time marketing.  See Chapter 6 for 
further details. 
Common objectives of sophisticated KDM supported by the paradigmatic 
model include 
• short- and long-term marketing planning 
• customer lifecycle planning 
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• product planning and development 
• customer acquisition 
• customer retention 
• customer value management and optimisation 
• resource planning 
• reduction in marketing costs 
• increase in marketing effectiveness 
• resource allocation 
• customer information management 
• customer segmentation 
• differential incentives and pricing 
Sophisticated KDM delivers the following benefits to businesses (DeTienne 
and Thompson, 1996; Magidson, 1988; Schoenbachler et al., 1997): 
• increased marketing revenue 
• reduced operational marketing costs 
• increased understanding of customers 
• increased response rates to marketing offers 
• increased average customer value and profitability 
• better resource utilisation 
This study proposes new models to help organisations achieve their objectives 
and obtain these benefits. 
1.5 Key Contributions Made Towards Professional Practice 
This work presents a number of innovations of use to the marketing 
professional and marketing analyst, using a paradigmatic approach.  This 
approach takes paradigms from many disciplines, including different scholarly 
fields of study and professional practice.  Models for different KDM 
components are brought together and integrated. 
The approach developed in the thesis is innovative in unifying marketing 
models and the components of KDM around customer lifetime value (CLV), 
which is developed, extended and subsequently used as a planning, selection, 
decision, prioritisation and evaluation criterion for KDM.  It is used across 
three identified levels of KDM: program, campaign and treatment.  The 
approach uses CLV to measure an organisation’s total customer equity.  CLV 
is used in the strategic planning process of an organisation and to determine the 
optimal set of campaigns, programs and treatments.  This helps organisations 
to achieve their strategic goals using resources efficiently. 
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The approach is practical.  Although the goal is to increase KDM 
sophistication, this may be done using a phased approach.  Experimentation 
techniques can be used to collect information and refine knowledge in the 
medium term, but organisations can use the framework to derive immediate 
benefits. 
The literature review brings together papers and texts from diverse disciplines, 
including marketing, database marketing, marketing science, marketing 
research, computer science, data mining, statistics, machine learning, and 
knowledge management.  Scholarly and professional papers and texts are 
brought together in the context of the paradigmatic KDM model and processes.  
The combined literature is then reviewed critically against the objectives 
outlined in this chapter. 
The thesis identifies key issues for organisations developing and adopting 
sophisticated KDM.  Issues are classified into one of the following: strategic, 
data and information, organisational and people, processes, and information 
technology.  The requisite axioms (proposed CDFs) are validated and 
developed further using case study interviews with practitioners and marketing 
agents. 
1.6 Innovation and Research Significance 
A paradigmatic model is developed that extends and unifies existing KDM 
models by supporting sophisticated KDM planning, targeting, resource 
allocation, experimentation, learning and evaluation.   
The paradigmatic model is extended to include a process model for KDM.  
This process model extends and enhances existing process models to embrace 
the issues identified in earlier chapters. 
The components within the paradigmatic model are examined, and the existing 
models are extended using the components of KDM: experimentation and 
learning, customer lifetime value, predictive modelling, evaluation of KDM, 
data management and interfaces, and resource allocation. 
1.6.1 Current KDM Paradigms 
The scholarly and professional literature are critically reviewed, as well as 
current professional practice in KDM and its components, with concurrent 
development of the requisite evaluation framework. 
1.6.2 Innovation Management 
The thesis identifies organisational issues in developing sophisticated KDM.  
The significance of these issues is supported by the literature and case study 
interviews in the context of people-related and organisational, strategic, data 
and information, IT and technical and process taxonomies. 
Critical success factors are identified that must be satisfied for organisations to 
implement and develop sophisticated KDM.  Leadership and innovation 
models as applied to KDM and the impact of technology on professional 
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practice, innovation and KDM are examined.  Functional roles in the 
innovation process within an organisation are identified. 
1.6.3 Models for KDM 
An axiomatic framework is derived from the issues and critical success factors 
identified in this research, and applied to each of the components of KDM. 
A paradigmatic model for KDM is developed that links to, and extends, 
existing models in the literature.  This model identifies the components of 
KDM and how they interrelate. 
1.6.4 Processes in KDM 
In Chapter 6, existing KDM processes are identified and reviewed.  
Requirements for processes to support sophisticated KDM are identified.  The 
thesis extends existing process models in the context of identified changes in 
the marketing environment.  A model of the analytical components of KDM is 
derived. 
An extended process model is defined that includes the components of KDM, 
linking strategic and tactical initiatives.  Standard industry process models for 
some of the components of KDM are mapped to the extended process model. 
Methods of integrating current KDM processes are examined, and customer 
lifetime value is advocated as having an important integration role.  
1.6.5 Customer Lifetime Value (CLV) 
The taxonomy introduced by Dwyer (1989) is further developed, with the 
revenue-producing elements of CLV identified within the different categories 
of the taxonomy.  The thesis brings together literature from several fields, 
including marketing, database marketing, survival analysis and management 
journals. 
The roles of CLV within KDM are defined, and an extended calculation of 
CLV is detailed that facilitates planning and decision making in KDM.  A basic 
weakness of current methodology is addressed by introducing metrics for 
evaluating a measure of CLV. 
1.6.6 Experimentation and Learning Objectives 
A model is introduced that extends existing models by explicitly defining the 
role of experimentation and testing within a KDM process, and experimental 
design tasks are identified.  Links between the experimentation and resource 
allocation, data collection, campaign design and campaign analysis 
components are identified.   
Processes and information flow for experimentation in KDM are developed, 
including a formalisation of champion–challenger methodologies.  Decisions 
on whether to explore or exploit for continuous KDM are formulated, and 
algorithms are proposed for design in continuous KDM.  Experimental design 
flows for alternative marketing campaign models are developed. 
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The field of reinforcement learning is critically reviewed in its potential 
application to KDM.  The role of experimentation in facilitating data mining 
and predictive modelling is defined, including the use of causal factors in 
KDM and its components. 
1.6.7 Strategic Evaluation of KDM 
CLV is used as a measure to evaluate the success of KDM and its components, 
as well as the potential of alternative policies of marketing actions. 
1.6.8 Resource Allocation 
The requirements for, and role of, decision making and resource allocation in 
KDM are defined.  Current models are extended using CLV as the decision 
criterion, and the link between planning and execution is made explicit.  
Models are extended to include multiple campaigns, opportunistic marketing 
and inbound marketing. 
1.6.9 Predictive Modelling 
The role of predictive modelling within KDM is defined, as well as the 
predictive modelling process within the KDM process model.  Requirements 
for KDM to allow automated model building and model application are made 
explicit. 
Requirements for predictive modelling within KDM are defined, and a number 
of processes for increasing the efficiency of an organisation’s predictive 
modelling are proposed and compared against the defined requirements.  
1.6.10 Data Models and Information Flows 
The thesis defines the requirements for data models and information flows to 
support sophisticated KDM.  Data models and information flows are developed 
for each component of KDM.  Current models of integration are introduced, 
compared and extended.  Data models and information flows are defined for 
the extended models and processes. 
1.7 Conclusion 
This chapter has given an outline of the aims and objectives of this thesis, and 
has identified the key contributions and innovations that this thesis has made to 
leadership in professional practice. 
Chapter 2 reviews the general scholarly and professional literature concerning 
KDM, gives a summary of the history of KDM and provides a comparison of 
paradigms in KDM.  Modern developments are noted, and their effects on 
KDM practice examined.  Specific issues that organisations should address in 
developing and adopting sophisticated KDM as a method of achieving strategic 
objectives are identified.  Key KDM and CRM papers are critically reviewed to 
gauge the extent that the identified issues are being investigated and addressed 
by scholarly research. 
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Chapter 3 introduces the research methodology and brings together the results 
of the research, identifying key issues.  Leadership and innovation in 
professional practice and KDM are explored in Chapter 4. 
A framework for leadership and innovation is introduced in Chapter 5.  
Axioms are developed from existing frameworks, paradigms and issues.  The 
framework is used to develop a model for sophisticated KDM and the 
evaluation of its effectiveness.  The components of the model are identified and 
introduced for further investigation in later chapters.  Links between the model 
and the role of external data are investigated. 
Chapter 6 extends the model by introducing marketing processes that are 
designed to support sophisticated KDM.  The enhanced marketing processes 
are compared with existing process models from the literature.  Industry-
standard process models for data mining and predictive modelling are 
compared with the new process, and mapped onto the model to demonstrate 
how it extends and integrates existing process models. 
The concept of customer lifetime value (CLV) is introduced in Chapter 7.  The 
requirements for a CLV are defined against the model, and existing approaches 
critically examined.  Extensions to existing approaches are given that explicitly 
link with experimentation (Chapter 8), resource allocation (Chapter 11) and 
assessment of KDM (Chapter 9). 
Chapter 8 covers experimentation, testing and learning.  The requirements for 
testing and experimental design in a sophisticated marketing environment are 
detailed and compared with other applications of the concepts.  The literature is 
reviewed in more detail, and the concepts are extended to cover KDM.  Finally, 
the balance between experimentation and optimising resource allocations is 
explored. An information-theoretic approach is outlined. 
Extending the concepts of experimentation is explored in Chapter 9, 
particularly the evaluation of KDM and its components using the CLV metric.  
Evaluation criteria are detailed, as well as a process of planning and evaluation 
at strategic and tactical levels. 
Chapter 10 covers decisioning and resource allocation.  Earlier chapters 
highlight the need for better decisions that result in increased resource 
utilisation, prioritisation and marketing effectiveness.  This chapter details how 
decision criteria, such as CLV, are used to increase the effectiveness of 
resource allocation, and how they fit into the model and other KDM processes.  
The role of effective decisioning in strategic planning is explored. 
One of the inputs to decisioning, experimentation and CLV modelling is 
predictive modelling, covered in Chapter 11.  The current uses of predictive 
modelling in KDM are explored and critically evaluated.  The interface 
between the predictive modelling process and the KDM process is examined in 
more detail, as well as changes in current modelling processes required to 
support new marketing models.  Finally, information-theoretic techniques are 
proposed to support automated modelling.  Appendix E provides the data 
models required to support the KDM process and conceptual model, as well as 
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the information flows between the various KDM components and external 
systems.   
Finally, Chapter 12 outlines future research directions, and details the extent to 
which the conceptual model addresses the objectives and issues identified in 
this chapter and in Chapter 2.  The value of the process to practitioners is 
further highlighted, together with the implications for business process 
modelling innovation and contribution to leadership in professional practice. 
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Chapter 2 Comparative Study of Paradigms in KDM 
2.1 Introduction 
The subject area of KDM is undergoing profound change in theory and 
practice.  Growing interest is fuelled by the worldwide demand for customer 
relationship management (CRM), the need to include vast amount of 
information now captured by many organisations, and the new capabilities 
promised by information technology.   
There are many different tools and methodologies available to marketers, 
including predictive modelling; customer value modelling; campaign 
management and marketing automation software; customer segmentation 
schemes; experimental design software; on-line analytical processing (OLAP), 
reporting and tracking tools; resource allocation and prioritisation algorithms; 
work-flow tools that help to define roles and responsibilities; and campaign 
and marketing planning tools. 
For major organisations, knowledge-driven marketing is a core competency 
that requires a well-defined process for innovation, planning, execution and 
measurement.   
This research uses a paradigmatic approach that integrates methods and models 
from several disciplines and sources.  These include experimental design, 
classical statistics, computer science and machine learning, data mining, 
management science, marketing, information technology, knowledge 
management and marketing research.  Sources include academia, professional 
practice journals and the author’s personal knowledge and professional 
practice, reinforced by in-depth interviews with marketing agents and 
practitioners.  The study develops on an end-to-end process of developing and 
executing comprehensive KDM in practice.  This chapter examines, reviews, 
codifies and unifies the literature using a wide range of sources.  Models of 
KDM are evaluated using a paradigmatic approach, which brings together 
conventions and theories drawn from a number of academic disciplines.   
The state of current sophistication in KDM varies between different countries, 
industry sectors and organisations within industry sectors.  Current scholarly 
and professional literature only partially represents current practice in 
organisations sophisticated in knowledge-driven marketing.  It is, therefore, 
necessary to chart the evolution of KDM and provide a critical review of the 
scholarly and professional literature in KDM.  Components of KDM are 
identified, and the literature that relates specifically to individual components 
is dissected in more detail in later chapters with the component in question.  
The evolution of KDM is placed in context with modern trends and current 
developments in KDM.   
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2.2 Critical Review of Scholarly and Professional Literature 
2.2.1 The Literature Nexus with Knowledge-Driven Marketing 
The role of knowledge-driven marketing is increasing in significance in many 
major organisations in Australia and around the world.  Knowledge-driven 
marketing has particular significance for business-to-consumer organisations 
who interact directly with their customers and capture details of their 
interactions in a database.  Even companies who historically did not have a 
direct relationship with their customer are seeking ways to have one, as 
evidenced by the introduction of loyalty schemes.  The Internet is also seen as 
a means of interacting directly with customers. 
Knowledge-driven marketing has an important role to play within an 
organisation for several reasons.  First, it is a means of driving revenue.  Many 
companies require a business case promising a specified rate of return for every 
marketing campaign.  KDM is one of the few tools that an organisation has to 
plan to increase revenue, and measure the extent to which marketing has 
contributed to revenue increases. 
Second, the use of existing customer information allows companies to increase 
their understanding of customers and their behaviours.  New products can be 
designed based on the knowledge obtained from customer profiling, modelling 
and segmentation exercises.  Profiles can be used to identify customers 
unlikely to respond to a particular treatment, reducing the cost compared with 
contacting the entire customer base.  However, in some organisations KDM is 
perceived as a mass-marketing tool. 
Third, unlike above-the-line marketing like television advertising, knowledge-
driven marketing is measurable.  The use of designed marketing campaigns and 
the subsequent analysis can produce measurable return on investment (ROI). 
However, knowledge-driven marketing is often not seen as a system 
comprising a number of components, each requiring specialised processes, 
staff and information technology (IT).  The overall process of knowledge-
driven marketing is not considered as a resource that helps the organisation 
achieve its strategic objectives.  Without a systemic approach to knowledge-
driven marketing, the marketing capability of an organisation may be 
underdeveloped.  Conversely, an organisation’s strategy may not take into 
account the marketing capability that can be attained. 
The components of knowledge-driven marketing, defined in section 2.3, are 
drawn from several areas of the scholarly and professional literature.  Subjects 
include machine learning, computer science, operations research, management, 
management science, data mining, statistical design of experiments, marketing 
and marketing research, relationship marketing and interactive marketing. 
In general, the scholarly literature in KDM tends to provide detail on the 
components of KDM, without considering how the components may be 
brought together.   
In contrast, the professional literature is aimed at applying existing approaches 
to industry problems.  However, case studies of applications that have 
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delivered quantified benefits to organisations rarely give the professional 
audience sufficient details to implement the approaches.   
Papers studying KDM that identify its components are rare in themselves.  
Lewington et al. (1996) defines the components of KDM to include the 
marketing database, database enhancements, decision making, performance 
measurement and predictive modelling.  The model of Berger et al. (2002) 
includes a customer database, marketing actions, customer segmentation , 
customer lifetime value (CLV), resource allocation and customer actions.  
Jonker et al. (1998) includes testing, targeting for selections, evaluation and 
communication.  Consensus has not been reached regarding the components 
required to deliver comprehensive KDM to an organisation. 
As reflected in Dwyer (1989), Blattberg (1987) and Bult and Wansbeek (1995), 
much of leading-edge professional practice in knowledge-driven marketing is 
carried out by consulting firms or by leading business-to-consumer 
organisations with large research and development budgets.  While some of the 
techniques employed within leading-edge organisations are proprietary 
techniques owned by the organisations and its software vendors, and not 
generally divulged to the public domain, there has been some standardisation in 
many of the tools and techniques in common use.  There are few articles 
published in scholarly journals that study knowledge-driven marketing issues 
as a systemic process rather than as separate components. 
An extensive review of the application of statistical methods in marketing is 
given by Rossi and Allenby (2000).  Although a substantial portion of the 
paper discusses knowledge-driven marketing, there are no references to the 
scholarly literature that discuss the specific knowledge-driven marketing 
issues.  However, there are a number references to techniques from market 
research that may be adapted to knowledge-driven marketing. 
Part of the reason for the lack of attention that KDM receives in the literature 
may be due to an organisation’s perception of competitive advantage.  For 
software vendors, the use of proprietary techniques represents intellectual 
property, and offering specific details to the public domain would amount to 
forfeiting that intellectual property.   
Services offered by consultants include providing a solution to the client, so it 
is not in their best interests to publish details of their services in the public 
domain.  For organisations who are undertaking sophisticated KDM, millions 
of dollars may have been invested in a customised marketing infrastructure in 
an attempt to gain competitive advantage. 
By contrast, the scholarly literature tends to cover detail, but often is narrow in 
scope, or several years behind current practice in the area of knowledge-driven 
marketing.  Part of the reason for this is the disparity of components required 
from diverse disciplines.  However, marketing literature has made use of 
information technology and statistical concepts for decades – examples include 
structural equation modelling and choice modelling techniques (see Rossi and 
Allenby, 2000). 
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The data mining literature tends to treat knowledge-driven marketing as but 
one application for data mining of many potential applications.  Furthermore, 
many data mining papers and texts focus on particular algorithms, rather than 
the subsequent marketing use of the results and the decisions to be made from 
the results of applying the algorithms.  Interest lies in how to make a better 
algorithm, rather than how to use data mining for more effective marketing, or 
indeed for applications generally. 
The use of Bayesian techniques would seem to be well matched to KDM 
applications.  Bayesian techniques have the advantage of being able to use 
information already known in the form of prior distributions.  It is somewhat 
surprising that there is little research treatment of Bayesian techniques in a 
KDM context.  In the review of Bayesian statistics in marketing given by Rossi 
and Allenby (2003), there are only a handful of KDM-related papers occurring 
in their annotated bibliography, and those that do appear concern retail 
applications rather than service organisations, such as financial services and 
telecommunications. 
Payton et al. (2003) notes that as many as 50%–70% of CRM implementations 
have failed.  The factors identified for successful implementations revolve 
around the fitness of the data to support marketing and CRM initiatives, fitness 
for use by marketers, and useability factors. One conclusion to draw from the 
study is that if a data warehouse or CRM implementation does not directly 
support KDM, then there is no business imperative behind the implementation, 
and failure is likely. 
Knowledge-driven marketing (KDM) is often viewed as a tactical marketing 
tool rather than a strategic one, and as a capability that is easily developed 
(Blattberg, 1987; Bult and Wansbeek, 1995; DeTienne and Thompson, 1996; 
Dwyer, 1989; Bligh and Turk, 2004).  KDM is a sophisticated process that 
requires a systemic approach that integrates a number of organisational 
departments. Without a systemic approach to KDM, the marketing capability 
of an organisation may be underdeveloped. 
KDM is an interactive approach to marketing using individually addressable 
media and channels (Desai et al., 2001; Desai et al., 1998; Lewington et al., 
1996).  The terms ‘data mining’ and ‘predictive modelling’ are often used 
interchangeably to mean the process of analysing customer data to produce 
models that predict the behaviour of the population in question. 
Much of the advanced practice in KDM is performed within private 
organisations, which may explain partly the lack of articles published in the 
scholarly literature that relate to KDM issues (DeTienne and Thompson, 1996).  
The successful use of KDM as a strategic tool can give competitive advantage 
to an organisation (Bligh and Turk, 2004).  The benefits of KDM include 
improvements in the ability to control costs, plan budgets and measure 
marketing plan performance, the identification of strategic advantage through 
better use of customer and market information, the facilitation of long-term 
customer relationships that increase lifetime value and loyalty, improved 
accuracy in customer segmentation, and the ability to relate customer 
characteristics to behaviour (DeTienne and Thompson, 1996; Magidson, 1988; 
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Schoenbachler et al., 1997).  However, a major inhibitor to KDM is that it 
requires strategic and organisational changes beyond technological superiority 
to gain many of the benefits of its capabilities.  Ryals and Payne (2001) 
examines KDM from a financial services point of view.  A key role of KDM is 
that it provides a bridge between IT and marketing strategies. 
KDM is being recognised as having significance for organisations with 
customer relationships.  It is an important means of driving revenue, gaining 
customer insight from which new products may be developed, and resulting in 
measurable benefit.  However, resources available to the professional are 
scarce: the scholarly literature tends to be narrow in scope, while the 
professional literature does not cover detail.  Best practice is restricted to 
private organisations without there being widespread information in the public 
domain, while unsophisticated organisations may fail to understand the 
potential of KDM.  A KDM strategy is vital for the success of CRM projects 
and other marketing-related initiatives, and successful KDM leads to 
competitive advantage for an organisation. 
2.2.2 The Knowledge-Driven Marketing Process 
KDM has its origins with catalogue retailers based in the USA selling directly 
to customers.  The principal channel used was direct mail, and mailing of new 
catalogues usually took place to the whole database of customers (DeTienne 
and Thompson, 1996).  Analysis of the results of the mailings led to the 
adoption of techniques to improve targeting, such as CHAID (Chi-Squared 
Automated Interaction Detection) and logistic regression (DeTienne and 
Thompson, 1996; Magidson, 1988; Schoenbachler et al., 1997).  The addition 
of centralised call centres and the Internet to the KDM mix introduced the 
elements of interactivity and personalisation (Kelly, 2000).  During the 1990s, 
the data-mining boom popularised such techniques as artificial neural 
networks, market basket analysis, Bayesian networks and decision trees 
(Berson et al., 2000; Coates et al., 1994). 
The first decision support system (DSS) appeared in the UK in the 1970s, 
making decisions on new customers for accounts.  In the 1980s, banks started 
using decision support systems in their collections processes.  The 1990s saw 
the use of predictive modelling in a business-to-consumer setting across a 
number of areas of application, including fraud, risk management, retention, 
cross-selling of new products, up-selling of existing products.  Decision 
systems supported the centralisation of decision making in organisations, 
giving them greater standardisation of processes and better accountability 
compared with individual credit managers making many of these decisions.  It 
also allowed more decisions to be made, which in turn allowed many 
treatments to be applied to prospective customers (Turner, 2003). 
The increasing sophistication of KDM requires extension of the existing 
process models.  Current KDM capabilities are still evolving at different speeds 
within different industries and geographical locations.  Barriers to the adoption 
of KDM include the cost of development, poor data and system quality, lack of 
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a KDM strategy, and a lack of a company-wide marketing orientation (Desai et 
al., 1998).   
KDM has increased in complexity, with the introduction of sophisticated 
targeting techniques and the proliferation of channels through which 
interactions with the customer may take place.  In some business areas, 
decision support systems have allowed centralisation and standardisation of 
decision making.  The increase in complexity demands new paradigms and 
models in KDM, a key focus of this thesis. 
2.2.3 Knowledge-Driven Marketing Paradigms and Models 
Early KDM models concentrated on a one-off marketing campaign, where 
there were a number of potential marketing treatments to be applied to different 
customer segments.  This model was extended for a campaign containing new, 
untested treatments, such as the launch of a new product (Morwitz and 
Schmittlein, 1997).  Different treatments were applied to a sample of the target 
population in a testing phase before applying the most effective treatments to 
the remainder of the eligible customer base (Levin and Zahavi, 1996). In 
Blattberg’s model (1987), successful direct marketing treatments are continued 
to responsive customers.  A refinement to this model occurs with the addition 
of a predictive modelling step to refine the targeting of customers, rather than 
using simple metrics of responsiveness and average order value (Berson et al., 
2000). 
The three-element model proposed in Lewington et al. (1996) identifies the 
database, a market modelling process, and a mechanism for performance 
measurement feedback as being the important elements for effective KDM. 
Although it covers the major elements of KDM, this model does not illustrate 
the complexity of the process required for success. 
Taking a more detailed view of KDM is the ‘closed loop’ model, in which 
KDM is seen as part of a process of organisational learning (Hirschowitz, 
2001).  Hirschowitz’s model identifies the key steps as being idea generation, 
analysis, customer targeting and treatment allocation, campaign creation and 
response measurement, campaign execution, campaign monitoring and 
campaign refinement.  The monitoring of campaigns feeds information back to 
the campaign refinement and idea generation stages.  Metrics to evaluate the 
success of the campaign are defined as part of the campaign development 
process.  However, the closed-loop model fails to consider the integration of 
experimental design and predictive modelling within an environment in which 
each campaign is a part of an overall marketing strategy. 
A recent addition to the existing paradigm, assisted by technological 
innovation and the advent of the Internet, is for the marketing effort to take 
place opportunistically: that is, when the customer contacts the organisation, a 
list of campaigns for which the customer is eligible is delivered immediately 
(Herschel, 2001).   
In the transformation of KDM from mass marketing, marketers are making 
frequent, highly targeted offers over a variety of marketing channels, including 
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direct mail, call centres, email and the world-wide web (Doyle, 2000).  
Consequently, the amount of KDM activity is increasing within an 
organisation.  This study contends that as this marketing activity increases, a 
number of issues become paramount: once a marketing campaign has been 
designed and developed, execution of the campaign process must require little 
or no human intervention (Lewington et al., 1996); technology used must 
support development and management of a large number of predictive models, 
but in a way that supports analysts rather than replacing them (Hand, 1998b); 
the process of monitoring the campaign and predictive model performance 
must be automated; and there must be a capability to manage many campaigns 
concurrently in line with business policy, and to plan customer-focused 
communications.   
Lewington et al. (1996) contends that a comprehensive model of KDM is of 
interest to the scholarly community and professionals.  However, the models 
presented do not accurately reflect current KDM practice.  Lewington et 
al. also provides professionals with a template from which organisations can 
build their internal KDM capabilities. 
One of the most attractive aspects of KDM to an organisation is its ability to 
test the marketing approaches (Shaw, 1993).  One of the deficiencies in the 
literature is the lack of integration of data mining and experimental design in 
KDM.  By changing the levels of key factors to be tested, causal information 
can be added to the database.  Causal inferences can be drawn with some 
confidence in the likely effects, and treatments can be designed to optimise 
those effects. Thus, the aims of the design process are to capture information 
about the effects of different treatments on different customer segments so that 
causal inferences may be drawn, and design must be closely linked to analysis 
and predictive modelling.  Almquist and Wyner (2001) provide a good 
overview of the use of experimental design for targeted marketing, extolling 
the benefits of multi-variable testing and illustrating the points with case 
studies, and extending the work of other authors (Berger and Magliozzi, 1993; 
Paas, 2002; Vriens et al., 1998).  However, the use of designed marketing 
experiments to provide evidence of causation in a data-mining framework is 
rarely seen. 
Knowledge-driven marketing models and paradigms have evolved over time; 
however, they fail to include old and new paradigms found in practice, as well 
as components such as experimentation.  New paradigms are required to define 
the components of KDM and their interfaces with each other. 
2.2.4 Marketing Software Applications 
Evolution through stages of campaign management has led to current practice, 
the best examples of which combine predictive modelling with an automated 
marketing process.  The 1960s saw direct marketing techniques being used, 
such as the merging of files, targeted mailing based on files and the first stages 
of segmentation.  Statistical techniques began to be used in the 1970s, with 
techniques such as list testing and enhanced segmentation.  Relational 
databases gained popularity in the 1980s along with the rise of population data 
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enhancements, and the prevailing paradigm of leading-edge organisations in 
the 1990s was relationship or one-to-one marketing (SAS Institute Inc, 2001). 
There have been a number of generations of marketing software used to aid the 
marketing process.  The first generation from the early 1990s automated 
operational marketing tasks, such as storing and retrieving contact lists and 
generating personalised letters.  These applications used proprietary databases 
to replace the manual or flat file methods, as general-purpose databases did not 
support the marketing analysis well.  These systems improved the effectiveness 
of individual campaigns.  
The second generation of marketing software used open relational databases, 
such as Oracle and IBM’s DB2, to automate product-oriented campaign 
processes.  They benefited organisations by reducing the reliance on IT 
departments for operational marketing, and supported faster campaign cycles.  
Many of these are still in use today. 
The third generation of software focused around a customer view that 
combined information from multiple systems, integrating other customer 
systems such as sales force automation and call centre systems, under the name 
of CRM.  These systems fed results of marketing and campaigns back into the 
database to give “closed-loop marketing”. 
Fourth-generation marketing applications combine marketing processes with 
analytical techniques to optimise each customer contact and enable 
opportunistic marketing. 
As reflected in Payton et al. (2003), there are many failed implementations of 
KDM tools.  Some organisations purchase applications to address a tactical 
issue instead of using the application to implement an existing and thought out 
data strategy. 
Marketing automation and campaign management tools fulfil only part of an 
organisation’s requirements for KDM.  Failure to recognise other components 
has led to failed implementations of CRM, data warehouses and knowledge-
driven marketing initiatives (Bligh and Turk, 2004).  New paradigms are 
required for organisations to understand and integrate the components of KDM 
they require. 
2.2.5 Internet Marketing 
The effect of the Internet on business in general, and marketing in particular, 
has been the subject of many papers and texts.  Much of the focus has been on 
business-to business use of the Internet, but this thesis concentrates on 
business-to-consumer marketing applications. 
The evolution of the Internet, and the business issues surrounding it, has 
progressed quickly.  Evidence of this is seen in Godin (1995), which was seen 
as ground breaking at the time of its release, but has now dated to the point 
where the bulk of the text is no longer applicable. 
Several authors relate Internet marketing to knowledge-driven marketing (see 
Adam and Westberg, 1998; Allen et al., 2001; Bayne, 2000; Rohner, 1998).  
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Mena (1999) refers to the new issues that need to be addressed in data mining 
on the web, given the interactive nature of the medium,  the difficulties in 
identifying individuals and the intricacies of linking web-derived data with 
other data.  This last issue is explored further by Büchner and Mulvenna 
(1998). 
The initial type of marketing done for the web was banner advertising and its 
email equivalent, known as ‘spam’.  Banner advertising was initially 
approached in the same way as broadcast, mass-media advertising: intrusive, 
passive and highly visual.  The sale of banners as an advertising medium 
formed the major (and occasionally sole) revenue stream of many web-based 
content providers.  Recently focus has shifted to using the web and email as 
key components in a targeted marketing mix, which also includes direct and 
indirect off-line channels.  Personalisation has replaced mass advertising in 
many instances, and remains the focus of many CRM software vendors 
(Desmond, 2000). 
Internet marketing shares some similarities with knowledge-driven marketing; 
however, they are not the same.  The Internet can be used to provide additional 
channels of interaction with customers, via which KDM-related interactions 
may be appropriate. 
2.2.6 Direct and Other Marketing 
A trend in the marketing literature that has only started to change in the last 
five years is the marked separation between ‘above-the-line’ mass-media 
advertising and marketing, and ‘below-the-line’ or direct marketing.  Direct 
marketing was seen as being less glamorous and less creative than other 
marketing (McCorkell, 1997), and often a tactical tool rather than a strategic 
component. 
The advent of relationship marketing shifted focus towards a view of the 
customer over his or her lifetime with the organisation, particularly in a 
business-to-business context (Cranfield School of Management, 2000; Newell, 
1997; Payne, 1995).  Marketing science and analysis focused more on issues 
surrounding market research than knowledge-driven marketing (Blankenship 
and Breen, 1992; Lilien and Rangaswamy, 1998). 
Blattberg (1987) provides an excellent background to many facets of direct 
marketing, including testing, segmentation, predictive modelling and 
psychology.  Many concepts that appear in this paper continue to be relevant 
today.  The concepts are updated and expanded by Blattberg and 
Deighton (1991), including relevant case studies, the strategic use of direct 
marketing, loyalty programs and building a marketing database. 
Jenkinson (1995) brings together the concepts of customer value, customer 
information, relationship marketing and knowledge-driven marketing, in a text 
that would be of value to all marketers.  These concepts are expanded further 
by Newell (1997) and Peppers and Rogers (1997), using terms such as ‘one-to-
one marketing’ and ‘enterprise marketing’.  These concepts have formed the 
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cornerstone of the CRM movements, and the ideas have been updated 
accordingly (Newell, 2000). 
Above-the-line and below-the-line marketing should not be viewed as separate; 
rather as different elements in the KDM mix.  Concepts such as return on 
marketing investment (ROMI) and customer lifetime value (CLV) must be 
integrated into models for KDM to facilitate highly segmented marketing. 
2.3 Current Professional Practice in KDM and its Components 
2.3.1 Components of KDM 
There is a lack of literature that examines KDM as a whole.  This literature 
review includes papers and texts covering several potential components of a 
KDM model.  These components include data mining and idea generation; 
modelling, targeting and selection; experimentation and learning; resource 
allocation, prioritisation and optimisation; evaluation and metrics; customer 
value; KDM processes; and data repositories, data models and information 
flows.   
The sections below review some of these components, and they are examined 
in greater detail in later chapters. 
2.3.2 Background of Professional Literature 
The professional literature is characterised by high-level overviews of software 
or consultants’ capabilities, often citing case studies.  However, the state of the 
literature is beginning to improve in the area of knowledge-driven marketing, 
with a number of new and renamed periodicals covering the subject area.  
Examples include Journal of Database Marketing and Customer Strategy 
Management, Journal of Financial Services Marketing, Journal of Targeting, 
Measurement and Analysis for Marketing, Interactive Marketing and Journal 
of Interactive Marketing (formerly Journal of Direct Marketing). 
2.3.3 Data Mining and Predictive Modelling in KDM 
The data mining literature in KDM has some serious limitations.  Often it 
refers to many specific approaches that have been developed, but few texts 
give an overview of data mining in KDM, or methods for selecting the 
technique that is appropriate for a given situation. 
The task of data mining encompasses part of the discipline known as 
knowledge discovery in databases (KDD).  It is not always clear in the 
literature whether the knowledge is assumed to be already contained in the 
database waiting to be discovered, or the discovery is part of a separate 
process.  Other parts of the KDD process can be found within the knowledge-
driven marketing process described elsewhere in this thesis, but there are uses 
of KDD that are not related to marketing.  Knowledge-driven marketing is but 
one application of KDD methodologies.  
Common limitations of the data mining literature include trying to find 
multiple applications for a limited technique, focusing on the ‘finding hidden 
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knowledge’ problem exclusively; and ignoring the possibility that chance 
interactions are detected rather than knowledge (Hand, 1998b). 
Data mining is often presented as being secondary data analysis (Glymour et 
al., 1997; Hand, 1998b; Mackinnon and Glick, 1999), the data available having 
been collected by an automatic process that generates a large amount of data.  
This will change in the future: as KDM proves its value, initiatives based on 
KDM results will be implemented.  This will in turn influence new information 
coming into the database, so new information coming into the database will be 
experimental.  Causality can be inferred if the treatments applied to customers 
have been treated as an experiment (see Chapter 8). 
The concept of ‘data mining’ within business and marketing applications varies 
from author to author.  For example, Westphal and Blaxton (1998) use the term 
exclusively to mean the discovery of previously unknown information from 
purely observational databases. 
There have been many papers written in the subject area of predictive 
modelling that attempt to evaluate the performance of two or more specific 
predictive modelling techniques, algorithms or approaches.  These papers are 
typically aimed at either proving the value of (the author’s) new techniques, or 
to finding the “best” technique to solve a specific class of problem (for some 
examples, see Eiben et al., 1998; and Liu et al., 1998). 
Ripley (1996) notes that there can be no single technique that performs best for 
a simple metric, such as predictive classification accuracy, across a range of 
problem types.  Other authors prefer alternative definitions of the usefulness of 
predictive models, such as transparency of models or ease of modelling, rather 
than predictive accuracy. 
Many papers in data mining and predictive modelling take an empirical 
approach to evaluating different algorithms, which is to be commended.  
Classical statisticians have had a tendency to prefer applications of theoretical 
concepts rather than the empirical (Hand, 1998a), which explains in part the 
slow initial adoption, in the statistical community and professional practice, of 
techniques such as classification and regression trees (CART), neural 
networks, naïve Bayes and association rules, which are common in the data 
mining community (see, for example, Heckerman et al., 1997). 
2.3.4 Organisational Learning 
Experimentation plays an important role within KDM, as identified in earlier 
chapters.  This chapter examines the use of experimentation to support learning 
objectives, such as organisation learning. 
The use of predictive modelling along with experimental design techniques 
presents organisations with an opportunity to discover causal knowledge.  
Causal knowledge is particularly useful, as it gives organisations knowledge of 
the form “if action x is performed, then y will result with probability p”, as well 
as allowing them to examine different scenarios regarding possible actions they 
might take.  For example, many organisations know information in the form 
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“response is improved by 10% with a plain letter versus a coloured-paper 
letter.”  
Causal knowledge in many organisations may be limited to high-level analysis 
of past campaigns, or knowledge of which treatments produce better responses.  
There may be little knowledge of the effects of pricing on responses, revenue, 
costs, customer attrition or churn and effects on competitors. 
The practice of statistical experimental design to support testing and analysis of 
marketing treatments has been slow to take off.  Similar methods are widely 
used in other fields such as agriculture, industrial processes, clinical trials and 
market research (see, for example, Montgomery, 1991). 
The controlled use of designed marketing experiments to provide evidence of 
causation in a data mining context is rarely seen, and in many papers, the data 
set being analysed is assumed to be observational (see, for example, Glymour 
and Cooper, 1999).  Experimentation and market testing specifically designed 
to add causal information to the database, or of repeated predictive modelling 
(see, for example, Westphal and Blaxton, 1998), is not usually considered.   
Berger and Magliozzi (1993) introduce the use of fractional factorial designs 
for marketing use. Vriens et al. (1998) extends the use of fractional factorial 
designs as used in conjoint analysis and choice modelling to a knowledge-
driven marketing framework, but miss the opportunity to extend the design to 
include observations over time.  Longitudinal studies are important to evaluate 
the effects of treatment sequences and to allow for shifting environmental 
conditions.  Such studies are common practice in clinical trials (a good 
overview is given in Moyé, 2003). 
Kestnbaum et al. (1998) introduces longitudinal designs in KDM at a high 
level, but gives no details as to the techniques used, or the appropriate methods 
of analysis and measurement. 
Wyner (1997) discusses past, present and future applications of experimental 
design within marketing research, and believes that the use of experimental 
design techniques will increase as companies strive for increased marketing 
effectiveness and efficiency. 
Bell (2000) presents a simple marketing experimental design, focusing on the 
benefits and cost effectiveness of doing experimentation via “e-channels” such 
as email, web and SMS.  This philosophy is put into practice in the form of 
software as offered by Memetrics (2005).  XOS, their software package, 
concentrates on testing via presenting different treatments, primarily on the 
web. 
Almquist and Wyner (2001) provides an excellent overview of the use of 
experimental design for knowledge-driven marketing, extolling the benefits of 
multi-variable testing and illustrating the points with case studies.  Although 
the paper is aimed at marketing professionals rather than statisticians, it 
provides a valuable resource in creating demand for marketing testing within 
organisations. 
A PARADIGMATIC APPROACH TO MANAGING COMPLEXITY IN KDM 
30 
Another application of experimental design theory overlooked in a marketing 
context is that of response surface optimisation (as used in Box and Draper, 
1998).  Some of these concepts are used in Rossi et al. (1996) to determine the 
optimal coupon to send a household.  Generalisation of such techniques to a 
KDM application remains an area for future research; for example, the 
identification of optimal product configurations. 
There are alternative viewpoints for determining causality, as opposed to the 
statistical argument that involves randomisation.  Cox (1996) discusses using 
known associations as the basis for building decision trees, thereby learning 
further causal associations from those already known.  Glymour and Cooper 
(1999) advocates the use of directed acyclic graphs to investigate and model 
cause-and-effect relationships. 
An alternative branch of the literature from the data mining community that 
shows promise is reinforcement learning (see Kaelbling et al., 1996 for an 
overview).  Some examples have been developed in a KDM context (Abe et 
al., 2002; Jonker et al., 2002b; Pednault et al., 2002), but the concept has not 
been fully integrated within a KDM process.  Reinforcement learning is 
examined in further detail in sections 8.2.2 and 8.5.3. 
The main deficiency of the literature in knowledge-driven marketing is that 
testing, experimentation and learning has not been incorporated into a KDM 
model, and that the organisational elements of learning (as put forward by 
Senge, 1990) are not integrated with the technological requirements. 
A paradigmatic approach to organisational learning is of significance, and 
paradigms such as KDM have valuable contributions to make in this context.  
Organisational learning cannot take place without a number of additional 
considerations which are outside the scope of this thesis.  The reader interested 
in modern developments in organisational learning may find Senge (1990) 
useful.   
2.3.5 Predictive Modelling Techniques 
The increased popularity of data mining techniques, as applied to the 
knowledge-driven marketing problem, has led to an increase in the number of 
techniques commonly used.  While the most popular of these include artificial 
neural networks (known as ANNs or simply ‘neural networks’), decision trees 
(including CHAID and CART), naïve Bayes and logistic regression, there are 
numerous other techniques in use (Bhattacharyya, 1999).  
Uses of predictive models in KDM include 
• propensity modelling in the form of propensity-to-own and propensity-
to-buy models (Drew et al., 2001; Magidson, 1988), often extended to 
account for likely customer value (Masand and Piatetsky-Shapiro, 
1996) 
• survival analysis to identify key attributes of attrition or lapsing 
behaviour (Bayus and Mehta, 1995; Drye et al., 2002; Harrison and 
Ansell, 2002) 
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• classification modelling to group unseen instances into one of two or 
more classes (Bhattacharyya, 1998; Bult, 1993) 
• value modelling to allow the calculation of CLV models (as described 
in Chapter 7, with references in Berger and Nasr, 1998; Bolton, 1998; 
Dwyer, 1989; Hughes, 1997; Jain and Singh, 2002; Reinartz and 
Kumar, 2003; Rust et al., 2001; Rust et al., 2004; Thomas, 2001) 
• channel preference modelling (Doyle, 2000; Hedgcock, 1998) 
• development of scorecards, with a rich history derived from credit-
scoring models (see Hand and Henley, 1997, for an overview) 
• data enrichment on the marketing data view (Blattberg and Deighton, 
1991; Cooke, 1994; Klopp, 2000; Lewington et al., 1996; McCorkell, 
1997; Schoenbachler et al., 1997) 
• support for online and opportunistic marketing (Berry, 2000) 
• a required input for resource allocation and scenario planning (Doyle, 
2002) 
One of the problems rarely addressed in the literature is how the modelling 
process should be embedded within the KDM process, and how the outcomes 
from modelling activities should be used.  As predictive modelling forms part 
of an overall KDM process, there are often a number of conflicting 
requirements for models that must be balanced; these are potentially different 
from other applications of predictive models.   
• Many models are required, so the modelling process must be 
streamlined to ensure that the required volume of models can be 
produced without requiring many human modellers.   
• Automation of the application of models is essential to process 
databases without human intervention as data refreshes occur.   
• The models must be understood by those using them, such as marketing 
analysts making selections. 
• The modelling process must be integrated within other KDM processes. 
Table 2–1 evaluates the predictive modelling techniques against the objectives 
of KDM. 
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Table 2–1 Evaluation of common predictive modelling techniques 
Predictive Modelling 
Technique 
Advantages Disadvantages 
Artificial Neural 
Networks 
Account for complex 
interrelationships 
between variables 
Can be used where 
automated learning is 
important 
Difficult to interpret 
May not generalise well 
Complex to implement 
manually 
Decision Trees (e.g. 
CART, CHAID, C5.0) 
Smaller trees are easy to 
interpret 
Easily to implement as a 
series of rules 
Do not work well when 
there are few instances 
 
Logistic Regression Standard technique used 
in credit risk 
management 
Performs well with 
many variables 
Individual variables are 
easily interpreted 
Generalises well 
Transformation of 
variables can be manual 
Multiple models need to 
be searched to find the 
best solution 
 
Naïve Bayes Performs well with 
many variables  
Individual variables are 
easily interpreted 
Generalises well 
Tends not to be as 
predictive as other 
techniques 
 
Strategies for addressing the shortcomings of various techniques in the context 
of KDM are explored in detail in section 11.5. 
2.3.6 Customer Lifetime Value 
Customer lifetime value (CLV) is defined in the literature as the present (or 
discounted) value of expected future benefits from a customer, less the cost to 
serve that customer (Calciu and Salerno, 2002; Dwyer, 1989).  Customer 
lifetime value typically comprises two elements: an estimation of future value 
of the customer, combined with an estimate of the duration of the customer’s 
tenure.   
There are two dominant streams in the CLV literature: papers that examine 
CLV as a calculation involving estimates of future customer value combined 
with estimates of lifetime, and those that concentrate on lifetime and ignore the 
value element.  The two types of paper tend to use different methodologies, 
2–COMPARATIVE STUDY OF PARADIGMS IN KNOWLEDGE-DRIVEN MARKETING 
33 
with the latter concentrating on techniques such as survival analysis (for 
example, Bolton, 1998; Drye et al., 2002; Harrison and Ansell, 2002; Reinartz 
and Kumar, 2003). 
In Chapter 7, which gives a full treatment of CLV, the literature is divided into 
four sections: (i) the use of recency, frequency and monetary value (RFM), (ii) 
the survival analysis approach, (iii) other approaches that are neither purely 
RFM nor survival analysis, and (iv) the approach to CLV where the customer 
is viewed as an asset.  Each of the approaches has distinct advantages and 
disadvantages, as outlined in Table 2–2 below. 
Table 2–2 Advantages and disadvantages of CLV models 
CLV model Advantages Disadvantages 
RFM-based models Simple to calculate 
based on observed 
behaviour 
Can account for value of 
purchases and tenure 
Fixed purchase and 
retention rates 
Limited scope for 
organisations to interact 
with individuals 
Detailed calculations 
may require untested 
assumptions 
Survival analysis 
approach 
Used to understand 
underlying behaviour 
Not a predictive 
approach 
Difficult to apply to all 
customers 
The ‘customer-as-asset’ 
approach 
Account for complex 
behaviour 
Can be used to manage 
customer relationships 
Can be extended to non-
customers 
Can use to allocate an 
organisation’s resources 
optimally 
Need to acquire 
additional data to extend 
to non-customers 
Need to understand how 
marketing actions affect 
customer behaviour 
 
Customer lifetime value plays an important role in allocating resources and the 
evaluation and measurement of KDM; a brief overview from the literature is 
given in the sections below. 
2.3.7 Resource Allocation and Customer Lifetime Value 
One issue of interest to marketers in KDM has been to which customers to 
apply a treatment.  For the direct mail model, this was a one-dimensional 
question, where there is a population of customers, a model or targeted 
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selection to identify the customers most likely to respond, and an evaluation of 
the outcomes of those responses.  This concept is explored in different guises 
by Bhattacharyya (1998), Bult and Wansbeek (1995), Gönül and Meng (1998), 
Haughton and Oulabi (1997), Levin and Zahavi (1998), Ling and Li (1998), 
Piersma and Jonka (2000) and Ratner (2000). 
Several papers start with a simple model of response and subsequent value, for 
example, Ling and Li (1998), Levin and Zehavi (1998) and Ratner (2000).  
Bhattacharyya (1998) instead considers selecting the best model from several 
depending on the final cut-off score, or “mailing depth”.  That is, the likelihood 
of response is estimated via a predicted modelling technique.  The customer’s 
subsequent value is predicted, conditional on the customer’s response to a 
treatment.  In these papers, the treatment is typically a mailing piece. 
Bult and Wansbeek (1995) add complexity to subsequent modelling, and show 
that optimisation depends on the distributional assumptions for the one-
dimensional case.  A similar approach is taken by Colombo and Jiang (1999). 
An approach to addressing the specific problem of ‘churn’ in 
telecommunications companies is to be found in a thorough study from Drew 
et al. (2001), using a combination of artificial neural networks, survival 
analysis techniques and clustering functions to find distinct segments of 
customers, using proportional-hazard functions. 
Knowledge-driven marketing historically has been particularly favoured by 
retailers based in the USA, and as a consequence many papers concentrate on 
RFM modelling (Kelly, 2000).  Such models are less applicable to the financial 
services or telecommunications industries, where customers are continually 
serviced by the organisation rather than the customer making purchases at 
various intervals.  The financial services and telecommunications are the 
industries of particular interest in this thesis. 
Porter-Kuchay (2000) extend to multiple channels the concept of which cut-off 
value to choose, using optimisation techniques.  However, there has been little 
research treatment of this concept; it is explored further in Chapter 9.   
2.3.8 Evaluation and Customer Lifetime Value 
The key to improved or optimal selection of customers hinges largely on the 
metrics and methods used to measure and evaluate the success of marketing 
activity.  Response rates and simple metrics of the success of marketing in the 
form of gains charts and decile analysis have developed into concepts of 
customer lifetime value (CLV) and marketing ROI.   
Dwyer (1989) examines CLV models, providing a taxonomy that divides 
businesses into two segments: ‘always a share’ and ‘lost for good’.  
Assumptions underlying the two segments lead to the formation of a separate 
CLV model for each segment. 
Extending the CLV concept to short- and long-term value, Blattberg and 
Deighton (1996) discuss the importance of metrics and how to combine short- 
and long-term customer value optimally, developing the customer equity test. 
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Berger et al. (1998) covers many types of CLV model, and gives a good 
overview of marketing metrics.  Pfeifer and Carraway (2000) extends customer 
value models to Markov chains, where a customer’s current state of CLV is 
independent of previous states. 
A gap in the scholarly and professional literature concerns using additional 
customer data to model CLV.  The extensive databases of telecommunications 
companies, financial services organisations and airlines provide detailed 
information that can be used to estimate the likely tenure and potential value of 
a customer. 
2.3.9 KDM Processes and Marketing Automation 
The extension of knowledge-driven marketing to marketing processes, and 
associated logistical issues, is not well covered in the scholarly literature, and 
only lightly covered in the professional publications. 
Marketing automation makes possible the shift from ‘batch’ style marketing to 
continuous marketing and interactive marketing (see, for example, Hedgcock, 
1998).  In the professional literature, the terms ‘marketing automation’ and 
‘campaign management’ are used interchangeably. 
SAS (2001) outlines the requirements for marketing automation.  There are 
some gaps in the definition of application requirements, such as the ability to 
plan and evaluate scenarios, and the ability to integrate batch campaigns with 
continuous campaigns. 
SAS contends that predictive modelling must be provided in the marketing 
automation application, but do not explore the differences in the skill level of 
user that might exist and the interrelation between a marketing function and the 
analytics function.  A marketing user may not have strong analytical skills, and 
an analytical user may not have marketing skills. 
Wyner (1996) describes the steps and methodological issues that must be taken 
into account when using a database as a research tool.  The process of testing, 
analysing the results and adapting for the next test is recognised as being a 
continuous one; the term used by Wyner is ‘adaptive research design’.  
However, Wyner does not consider the process in the context of automation. 
Demery (1999) gives several excellent case studies on the benefits of 
marketing automation for credit card companies, and examines the use of 
software products, including SAS Enterprise Miner, Exchange Applications’ 
VALEX,  Unica and Nestor One. 
Grimes (1999) examines CRM evolution, with a brief section on marketing 
automation that includes the use of email as an addition to the targeted 
marketing tool kit.  Software products are discussed, including E.piphany’s 
CRM suite and VALEX. 
2.3.10 Piecemeal Versus Integrated KDM 
As part of its evolution from catalogue marketing and direct mail to that of an 
enterprise-wide strategic focus, KDM has generally progressed from being 
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‘piecemeal’ to integrated (Grimes, 1999).  This general shift in strategic 
direction is reflected in the broadening of scope of journals that were once 
focused on database and direct marketing: the Journal of Direct Marketing has 
become the Journal of Interactive Marketing. 
Database marketing has had many successes, and can be seen as piecemeal 
KDM.  Usually focused on a single channel, piecemeal KDM has a number of 
advantages: limited integration is required with other channels, measurement of 
success is straightforward.  It is particularly well suited to organisations with 
limited products and limited channels.  For other organisations, piecemeal 
KDM is a tactical proposition that can be readily duplicated by competitors. 
However, organisations are recognising that actions based on insight from 
KDM lead to competitive advantage (Osterfelt, 2001).  The increase in the 
number of channels of communication available to the marketer requires 
changes in the marketing process to increase efficiency and effectiveness, and 
is driving a need for strategic, integrated KDM that is a much more challenging 
proposition (Srivastava et al., 2002; Chan, 2005; Ozimek, 2002; Patron, 2002). 
An integrated approach to KDM has the following advantages: it can be used 
strategically to improve understanding of customers, build relationships across 
the customer lifecycle (Chan, 2005; Rossjohn, 2004), and lead to continual 
organisation learning and hence competitive advantage.  It main difficulty is its 
complexity and need to be embraced by different levels and areas of an 
organisation to succeed: breaking the KDM vision into a number of disparate 
pieces is one of the causes of CRM failure (as referenced in the previous 
paragraph). 
2.3.11 KDM in Financial Services 
Of the industries who most use customer data and have large databases in 
Australia and the Asia–Pacific region, financial services have the largest 
requirement for comprehensive KDM, especially banking and credit cards.  
This is due to a number of possible factors, including deregulation of the 
banking industry.  The deregulation has lead to a continuing threat from 
smaller organisations targeting a niche market, product specialists and overseas 
entrants. 
The diversity of products and the opportunity for customers to have multiple 
products with multiple organisations adds to the competitive environment of 
banks.  This diversity leads to a depth and breadth of data collected on 
customers as part of managing their accounts that is unrivalled by other 
industries, except perhaps for telecommunications companies.  Customers may 
use multiple providers concurrently, even within the same product line, and 
there are diverse contact and fulfilment channels available. 
For credit cards, there are many factors that determine whether a customer is 
profitable: card activation, usage levels, the amount of monthly balance, 
interest paid, use of cash advanced, participation in points schemes, risk of 
default, credit limit, annual percentage interest rates, annual fees. Changing 
product configuration, pricing and other marketing actions can affect many of 
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these factors.  Within financial service organisations, IT is a core operational 
competency. 
As a market leader, National Australia Bank (NAB) has often made bold 
advances in decisions surrounding KDM activity.  To some extent some of the 
other Australian banks have copied technical architectures and recruited key 
personnel from NAB.  For example, the Teradata platform from NCR is used 
by NAB as a key part of their National Leads program (Khirallah, 2001).  
Subsequently, Westpac, St George and the Commonwealth Bank of Australia 
have all invested in Teradata technology (Riley, 2003). 
2.4 Summary of Conclusions 
This review of the literature has revealed several gaps in information available 
to the professional.  The paradigmatic approach in this thesis addresses a 
number of the gaps by bringing disparate components into a united framework.  
The increasingly important role that KDM plays in organisations means that 
KDM needs to be viewed as a strategic competency that permeates all facets of 
a business.  Models of modern KDM practice must be developed and 
disseminated, addressing requirements such as multiple channels, opportunistic 
marketing and continuous campaigns.  These models must incorporate a 
number of components of KDM, including data mining, experimentation, 
planning, resource allocation and strategic evaluation. New process models for 
knowledge-driven marketing must be developed. 
Current models in the scholarly and professional literature are inadequate.  The 
two bodies of literature can lead researchers to conflicting conclusions.  The 
scholarly literature tends to be disparate, with the detail available on 
components not proportionally related to their importance within KDM.  A 
systems view of KDM is not taken; for example, CLV in the marketing 
literature is not used for multiple purposes. 
The professional literature tends to take a systems view at the expense of detail.  
The components of KDM are not universally understood, and there is no 
consensus for the KDM process.  The literature fails to explore the relative 
value of the components. 
This study addresses many of these deficiencies, and introduces several 
additional features.  There is a requirement to identify components of KDM 
and expand them to include experimentation, predictive modelling, data 
mining, resource allocation and prioritisation.  Viewed as largely disparate in 
the literature, these components need to be brought together in a new process 
model. 
New marketing paradigms, such as opportunistic marketing and the Internet, 
need to be combined with traditional paradigms, such as above-the-line 
advertising and direct mail, in a model that integrates multiple channels in the 
marketing mix.  New and old paradigms must be measured using consistent 
measures at multiple levels ranging from the customer to the organisation, such 
as CLV and ROMI. 
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The effects of technological innovation are to increase the complexity of KDM 
while also increasing organisations’ abilities to manage that complexity.  
Streamlining and automation of processes is required, which in turn demand 
new, integrated process models for KDM.  
2.5 Addendum – Note on Data Mining Literature Sources 
Several text books on data mining for marketing or business are available; most 
are aimed at a reader with a business background rather than an IT or statistical 
background.  Other, more general, texts on data mining and machine learning 
tend to be highly specialised texts with no general marketing applicability (for 
example, Cios et al., 1998; Guo and Grossman, 1999; Michalski et al., 1998).  
Berry and Linhoff (2000) is designed for the business user who has little 
experience of data mining.  Groth (1999) is aimed more at students rather than 
professionals, but offers an excellent critique of many commonly used data 
mining techniques, as well as case studies.  Berson et al. (2000) has good 
coverage with regards to current professional practice, including sections on 
data mining, resource allocation and software applications for campaign 
management and marketing automation.   
There are many textbooks with a less specific focus but still aimed at the 
professional.  Applications of data mining techniques extend beyond those of 
marketing and business.  Han and Kamber (2001) provides a good overview of 
techniques, without any bias towards either machine learning or statistics.  Rud 
(2001) is targeted squarely at the professional, concentrating on segmentation 
and predictive modelling. 
Some texts focus on specific subject areas and techniques.  Mena (1999) 
concentrates on data mining as applied to the Worldwide Web.  Some analysis 
applications presented are marketing-oriented, but many deal with 
understanding web site behaviour. 
Weiss and Indurkhya (1998) has a different approach, discussing the inferences 
that can be made from the outcomes of data mining.  They have a perceived 
bias against “statistics” and towards machine learning, where their concept of 
statistics excludes ‘modern’ statistics as found in current statistical texts and 
packages (for example, Venables and Ripley, 1997). 
Most papers evaluating predictive modelling performance are lacking in the 
area of designing experiments (Ripley, 1996).  Common elementary mistakes 
include performing the experiment on only one data set (a sample size of one), 
and biasing the relative performance measurement, by using expert users to 
evaluate the technique of interest compared with the remaining techniques.  A 
more desirable approach is to test the techniques across a range of data sets, 
using experts in each of the various techniques to perform the analysis.  There 
are a number of data mining papers that purport to pertain to KDM 
(Bhattacharyya, 1998; van der Putten, 1999); however the bulk of these do not 
explore the specific issues encountered in KDM. 
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Chapter 3 Research Process 
3.1 Introduction 
This chapter details the methodology used in this research.  This thesis 
proposes new models for knowledge-driven marketing.  The basis for these 
models is a combination of 
• extensions of existing models in the literature 
• integration of existing models in the literature 
• new models to address the more substantive issues identified in current 
practice 
A number of sources are used as inputs to the derivation of new models.  These 
include existing models in the literature, issues identified in current practice, 
and case-study interviews carried out to supplement and validate the literature, 
having regard to the need for an evaluation framework. 
One of the weaknesses in the literature found in Chapter 2 is the lack of 
coverage of current professional practice suitable for the professional.  Because 
of the paucity of literature that describes current practice, the literature was 
supplemented by case study interviews with professionals in KDM.  The 
research methodology is explained more fully in section 3.2, with an overview 
of the case study interview process and themes is given in section 3.3.  Detailed 
findings from these interviews are given in Appendix D. 
3.2 Research Methodology 
3.2.1 Research Proposition 
This thesis extends and integrates existing models of KDM from the literature 
and professional practice, and develops new models in response to the issues 
uncovered.   To supplement the information available in the scholarly and 
professional literature, case study interviews with marketing practitioners and 
agents were undertaken, with the intention of developing models by 
investigating important issues, such as issues relating to people, strategy, data, 
information technology, processes and sources of KDM knowledge.  The 
models’ usefulness in addressing issues in KDM is to be addressed via critical 
success factors, an axiomatic framework for research evaluation and a 
paradigmatic approach to complexity in KDM.  Processes, knowledge, 
business rules and metrics will be derived from the new models.  These will be 
used to evaluate the models, updating and refining the critical success factors, 
goals and propositions. 
The research aims to confirm the components and processes required for 
sophisticated KDM by reviewing current processes in common use and 
identifying the importance of different KDM components.  Issues that are 
significant are identified, and the role of automation and technology is 
evaluated in the context of the role of skilled personnel. 
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Key issues faced by organisations in developing KDM capability are identified 
from the literature and practice.  The requisite goals, propositions and critical 
success factors are defined by these issues in conjunction with input from the 
case-study interviews. 
As part of the research, a series of case-study interviews was conducted, in 
which issues faced by organisation in KDM were identified and explored.  The 
consistent themes from the interviews enabled their general applicability 
(Rubin and Rubin, 1995). to be evaluated in prepositional form (axioms).  In 
addition, current capabilities were described, along with strengths and 
shortcomings.  The research uses these interviews in conjunction with the 
literature to propose and extend models of KDM, unifying the components 
using customer lifetime value. 
Marketing agents bring a cross-industry view that takes into account the trends 
of multiple organisations in different industry sectors, while professionals from 
organisations provide greater depth regarding the issues and challenges to the 
adoption and development of sophisticated KDM. 
Practitioners &
marketing
agents
Goals,
propositions,
CSFs
Axioms derived
from business
input
Evaluation of
models
Business rules,
knowledge &
metrics
Academic &
practitioner
literature
Models
Existing models
in practice
 
Figure 3–1 Research process 
 
Figure 3–1 diagrams the research processused in this thesis.  Inputs to the 
research include existing models, the scholarly and professional literature and 
case study interviews with marketing agents and professionals.  The inputs are 
used to formulate a set of goals, issues, propositions and critical success factors 
(CSFs) for the adoption of sophisticated KDM.  A set of axioms is derived 
from the goals in Chapter 5, incorporating knowledge obtained from the 
models, literature and marketing agents.  The CSFs are used to develop models 
of KDM and its components, ensuring that the extended models address the 
issues raised in the literature and interviews.  Business rules, common 
knowledge and metrics are derived from the extended models; these are used to 
evaluate the models formulated, in turn refining the goals, propositions and 
critical success factors. 
3.3 Case Study Interviews  
Case study interviews were selected to collect additional data and to validate 
the conclusions drawn from studies.  The full details of the case study 
interviews can be found in the Appendices: Appendix A details the initial 
questions that were presented to the interview subjects, Appendix A gives a 
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brief biography of the interview subjects, Appendix C gives the full transcripts 
of the case study interviews, and Appendix D summarises the interview 
findings more fully than presented in this chapter. 
The approach used is one of interpretive research, in which studies generally 
attempt to understand phenomena through the meanings that people assign to 
them.  Interpretive methods in information systems are aimed at understanding 
the context of the information system, and the process by which the 
information system influences and is influenced by the context (Walsham, 
1993). 
A survey approach was unsuitable because of the inadequate representation of 
suitable organisations in Australia.  Survey approaches are also unlikely to 
elicit information on leading professional practice, as the survey requirement of 
many questionnaires administered and responses observed tends to reflect 
popular practice (Choudrie and Dwivedi, 2005).  
A series of open-ended questions, given in Appendix A, was used in the case 
study interviews.  Open-ended questions allow the interviewee to communicate 
a rich understanding of the topic, and the interviewer to solicit ideas and 
themes (Rubin and Rubin, 1995).  Interviews should be designed for theory 
building, rather than confirming existing theory. 
The questions concerned overall KDM, KDM success, issues in KDM, skills 
required for KDM, sources of knowledge for KDM, organisational strategy, 
organisational links, processes, KDM objectives and the business benefits of 
KDM.  During the interviews, further exploration on the subjects’ responses 
was undertaken by the author.  The questions were developed from the issues 
identified from the literature search and practice. 
The questions were tested and subsequently refined based on the findings. 
However, the case study interview approach meant that the all the interviews 
were valuable.  Slightly different versions of the open-ended questions were 
used depending on whether the subject was a marketing agents or a 
practitioner.  As each question was open ended, the answer given by the 
interview subject usually led to further questions, resulting in a detailed 
exploration of the issues being discussed. 
Interviews were done in person.  Each interview was recorded, and the tapes of 
the interviews accompany this thesis.  A transcript of each interview was made, 
and sent to the subjects, who verified its accuracy after making any 
amendments required.  
A brief biography of the interview subjects is given in Appendix A.  Interviews 
were conducted with two marketing agents with experience across many 
organisations and industries, and one knowledge-driven marketing practitioner 
with in-depth experience in a leading Australian financial services 
organisation. 
Transcripts of the interviews are given in Appendix C, including references to 
the original tape recordings. 
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The findings from the interview, given in Appendix D have been divided into a 
number of areas: people and organisational, strategic, data and information, 
information technology, processes, sources of KDM knowledge, KDM 
objectives and benefits and a comparison of industries.  The summary includes 
key points regarding the sources of KDM knowledge, the objectives and 
benefits of KDM and a comparison of industries and their KDM sophistication.  
The interview findings are combined with findings from the literature and 
existing models in Chapter 5. 
Consistent themes emerged from the case-study interviews, including 
consistency across the cases, coherence in the themes and consistency of the 
individuals interviewed.    Consistency is required in interviewing, as specified 
by Rubin and Rubin (1995).  These consistent themes are highlighted in the 
following paragraphs. 
People and organisational issues are a key component of KDM, as 
organisations need to acquire, develop and retain the appropriate skills.  
Turnover of staff reduces marketing capacity, and current marketing education 
is not providing organisations enough people with the right skills.  The vision 
required to make KDM a successful strategy needs to be shared through 
various organisational levels, including improved data literacy of middle and 
senior management.  The trend to outsourcing is not yet widespread in KDM. 
KDM has not delivered the benefits to organisations that were expected, due, in 
part, to unrealistic expectations.  A long-term, strategic drive throughout 
various organisational levels and a continuous learning approach is required to 
achieve success, which needs to be well measured. 
Access to data and understanding data is a key requirement for KDM success.  
For KDM success, technological development needs to work together with the 
business to ensure success, and support complex processes.  Processes in turn 
have generally not kept pace with the technological capabilities, as the size and 
volume of data available has grown.  As the importance of analysis and KDM 
increases, processes must become more operational in nature. 
Organisations have obtained information on KDM from a number of sources, 
including industry analysts, consulting houses, marketing professionals, 
organisations’ internal research, niche professional journals, industry 
conferences and peer groups. 
There are substantial benefits to be gained from KDM, including maximising 
the value of customers, increasing the return on marketing expenditure, 
minimising customer defection (“churn”) and implementing a customer 
management strategy.   
Different industries have different expectations from KDM.  Financial services 
and telecommunications have a compelling case, while the utility sector has 
less scope for sophisticated KDM, and the retail sector in Australia is less 
developed than in other world markets. 
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3.4 Summary 
In this chapter the research methodology has been explained.  Extensions to 
existing models are to be built using the existing literature.  To validate the 
literature, case-study interviews with marketing agents and practitioners were 
performed.  These interviews focused on sophisticated KDM, and confirmed 
many issues that organisations face in developing KDM sophistication, and 
also the components of KDM.  A summary of these issues and components was 
given, and is detailed further in Appendix D.  These issues and components 
will be used in later chapters, in particular, Chapter 5. 
 
 44 
Chapter 4 Leadership and Innovation Issues in KDM 
4.1 General Leadership and Innovation Issues 
Changes in technology are having a profound effect on the strategies and 
structure of many organisations. The creation of data warehouses and the 
implementation of knowledge-driven business strategies is creating demand for 
new leadership and innovation models for information technology 
professionals in general, and in particular analytics professionals in KDM. 
The intersection of the new strategies, the data warehouse and knowledge-
driven marketing with the need for quantifiable business outcomes has been 
little explored in scholarly literature.  The exploitation of this intersection is the 
overarching leadership issue to be explored by this thesis.  Insight, new 
leadership models and new leadership roles emerging from this study will 
benefit professions involved in KDM. 
Organisational transformation in business has struggled to keep up with the 
relentless pace of technological change (Ciborra, 1993).  Innovations in IT 
promise an increasing variety of possibilities, but the application of the 
technology has lagged behind the latest business methods. 
The interrelationship between organisations and IT has shifted: there has been 
considerable innovation in the last five to seven years, much of it business 
driven (see, for example, Berry, 2000; Doyle, 2000; Doyle, 2002).  Databases, 
data warehouses and data marts are being increasingly used for marketing 
purposes, via older information delivery channels and by newer electronic 
channels.  They are being consolidation into a single resource – a ‘single 
customer view’ – that acts as a central repository for managing customers’ 
communications.  In general, the role of IT is shifting away from being an 
enabling technology to being a required business tool (Morrison, 1999). 
Innovation and information technology have become the two hallmarks of the 
1990s and early 2000s.  In what is sometimes known as the knowledge 
economy, intellectual capital is viewed as an asset (Buderi, 1999).  At the same 
time, knowledge-driven marketing is moving beyond the third-generation 
model of targeted campaigns to an ‘opportunistic’ marketing model where 
treatments are applied to customers at the point of interaction with an 
organisation.  Marketing is coming closer to the ideal of one-to-one marketing: 
organisations are looking to maximise customer lifetime value to the benefit of 
the customer and the organisation.  New tools and methodologies in the 
database-marketing sphere are examined along with the impact they have had 
on the effectiveness of the organisation’s marketing.  
The overarching strategic leadership issue examined by this thesis is managing 
the intersection between information technology, data analysis, customer 
relationship management and business outcomes.   
The work examines new models for implementing strategic KDM initiatives 
and the associated business paradigms.  These models and paradigms will offer 
new insights to analytical professions, which will ultimately result in new 
leadership models and professional roles. 
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This chapter examines the impact of information technology on leadership and 
innovation within knowledge-driven marketing, and the corresponding effects 
on professional practice. 
4.2 Limitations of Current Professional Practice 
Knowledge-driven marketing is a core competency that requires a well-defined 
process for leadership and innovation.  
Best practice in knowledge-driven marketing is highly dependent on 
information technology.  The IT environment in organisations is changing 
rapidly.  Information technology vendors are introducing hardware and 
applications with superior capabilities at a rapid pace.  This can mean that 
unsupported ‘legacy’ systems are being produced more quickly than ever 
because of the increased rate of obsolescence.  
Many implementations of applications and systems to support knowledge-
driven marketing are part of a larger CRM infrastructure project, and these 
projects are taking a long time to deliver tangible benefits.  Such projects can 
tend to suffer from ‘scope creep’, and have a high rate of failure (Payton and 
Zahay, 2003).  Paradoxically, KDM is often not integrated into an 
organisation’s CRM strategy, either in terms of systems or as a strategy (Chen 
et al., 2001; Winer, 2001). 
Marketers and consumers alike are adapting to electronic channels of 
communication and finding the most effective uses of these channels.  This 
adaptation continues to evolve; hence there are no industry standards.  The 
challenge of opportunistic and interactive knowledge-driven marketing is being 
investigated by many organisations, but there are difficulties in its 
implementation.  New technology and IT models are required to shift away 
from batch-mode data warehousing to the real-time data stores required to 
make this feasible. 
Analytical capabilities in marketing, while becoming increasingly common, are 
not yet a core marketing competency (Dove, 2004; Rossjohn, 2004; Thompson, 
2003).  Very few organisations outside of the United States have a mature 
capability, and there have been few potential customers for the resource 
allocation software applications now becoming available (Dove, 2004). 
4.3 Leadership Models in KDM 
The strategic use of databases and knowledge discovery techniques to achieve 
business deliverables requires the integration of a number of disciplines, 
including computer science, statistics, database administration, data modelling, 
organisational structure, direct marketing, relationship marketing and risk 
management.   
Changes in technology are having a profound effect on the strategies and 
structure of many organisations. The creation of data warehouses and the 
implementation of knowledge-driven business strategies is creating new 
leadership models for information technology professionals in general, and 
analytics professionals in particular. 
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The intersection of the new strategies, the data warehouse and the CRM 
movement, with the need for quantifiable business outcomes has been lightly 
explored in scholarly literature.  Insight, new leadership models and new 
leadership roles emerging from this thesis will benefit the analytics 
professions. 
Several forms of leadership are implicit in the scope of KDM.  Two forms of 
managerial leadership are particularly important: informational and decisional.  
The question of how an organisation should better use its informational assets 
to produce favourable outcomes depends upon informational leadership, while 
the question of how an organisation adapts to a changing market environment 
depends upon decisional leadership. 
4.3.1 Leadership Roles within Science and Technology 
Historically the role of science in industry has been either a research and 
development (R&D) one, or an enabling one.  Leadership roles in science and 
technology were generally either (a) leading a team of professionals, scientist 
or technologists (R&D), or (b) the implementation of science or technology 
projects (enabling).   
Organisations are finding that information technology is a key competency 
because it is an enabling technology (McDonald, 1999).  For example, 
information technology enables banks to process millions of transactions per 
day.   
A different, but increasingly important role for information technology is 
management information, with management information systems (MIS), on-
line analytical processing (OLAP) systems and decision-support systems (DSS) 
delivering information to leaders to help them make better-informed decisions.    
More recently the strategic use of management information technology has 
meant that there are more roles for science and technology professionals that 
concentrate on how technology should be used to help the organisation reach 
its goals.  That is, the strategic use of management information is fostering the 
strategic use of technology by the business leaders of organisations.  Managers 
and professionals must now have a good understanding of technology issues, 
and will be required to interact with information technology professionals. 
Professionals of all types are increasingly required to interface with 
technology, especially those professionals in information-rich fields, such as 
accountants, engineers, information technologists, statisticians and analytics 
professionals. 
The implementation of new technology typically takes place in major 
organisations via change projects.  These predominantly relate to the 
implementation of new technology (either within the industry or within the 
organisation), with change being a core competency across all industries in the 
climate of hypercompetition (D’Aveni, 1995).  Successful leadership of such 
large-scale projects and the numerous smaller projects they comprise requires a 
leader with a blend of project and time management skills, leadership skills, an 
understanding of technology issues and an understanding of business issues. 
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With technology as common ground, project teams are increasingly multi-
disciplinary. Professionals must interact with, and influence where necessary, 
professionals from different backgrounds (Snee, 1998).  The leadership skills 
of the professional must adapt to the change.  Professionals must be prepared to 
sell their point of view to be effective, but they must also be open-minded to 
different views and backgrounds.  The increased use of technology to aid 
decision-making is leading to makes informed decisions based on data and 
analysis. 
Changes in information technology present unique challenges to the analytics 
profession; technology can be both a threat and an ally. Threats include a 
greater requirement for professionals to be computer literate, professionals 
from other fields competing for data analysis work, and increased software 
functionality enabling savvy business users to perform complex analyses. 
These threats also present opportunities.  The proliferation of automatic data 
collection and data warehouses is providing organisations with much more 
information that can be analysed.  The increased role of knowledge-driven 
marketing in business decision-making requires increased analysis of 
marketing and behavioural data.  The increased capability of computer 
software and hardware means that more complex analysis is feasible. 
The change in information technology has led to parallel, complementary 
developments in several disciplines: 
• the development of machine learning in computer science 
• the use of artificial neural networks in electrical engineering 
• the widespread availability of powerful predictive modelling and data 
mining tools 
• the increasing development and usage of data warehouses and specialised 
data repositories in organisations 
• the abundance of data available through the Internet and being collected on 
the world wide web (WWW) 
• the increased interest in KDM, often seen as a key business application for 
knowledge discovery in databases 
• the interest in managing customer service via data bases and technology 
(CRM)  
• the increased role of information technology in management 
The effect that these changes are having is to change the way that organisations 
are thinking about their customers and, more importantly, themselves.  This is 
creating demand for knowledge-driven marketing professionals, data analysts, 
data miners and statisticians – any one person can be all of these.  The levels in 
demand range from junior to senior positions. 
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4.4 Innovation Models in KDM 
Information technology is having a profound effect on all industries around the 
world.  Databases, data warehouses and data marts are being increasingly used 
for marketing purposes, via older information delivery channels and by newer 
electronic channels, spurred on by the advent of electronic commerce via the 
Internet.  The role of IT is shifting away from being an enabling technology to 
being a required business tool. 
Organisational transformation in business has struggled to keep up with the 
relentless pace of technological change.  Innovations in IT promise an 
increasing variety of possibilities, but the application of the technology has 
lagged behind the latest business methods. 
The introduction of new technology leads to innovative business practices in 
using the new technology in a way that captures the market.  New technology 
can enable innovative products that were not originally conceived as a use for 
the technology.  
4.4.1 Definition of Innovation 
In this chapter, ‘innovation’ refers to the successful practical application of a 
new idea or invention.  As an idea or invention is the abstract result of creative 
thinking, innovation is the use of that idea in a new or unusual way.  A creative 
person may not be an innovator – an artist is creative but does not innovate.  
An innovator may or may not be the person who came up with an idea.   
An innovation can include  
• a new product, product feature or service 
• a new process 
• an improvement to an existing process 
Innovations can have vastly different effects. Although an invention or new 
idea may become generally available, true innovation comes about when a new 
use is found for it.   
Some innovations define new markets or change the rules of competing in 
existing markets, for example, Post-It Notes and facsimile machines.  These are 
known as radical innovations.   
Other innovations merely improve existing products or services.  They can give 
organisations competitive advantages, but they are often temporary.  These 
innovations are called incremental innovations (Fairtlough, 1994).   
The driving force behind innovations is usually one of technology push or 
market pull.  Some innovations are due to marketing push. 
• Technology push occurs when a new technology is introduced to the 
market without there being a recognised need for the product, or even 
market understanding.  This is often the case with radical innovations. 
• Market pull is where the market is demanding an innovation to fill an 
existing need. 
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• Marketing push innovations are becoming more frequent.  This term 
describes the situation where organisations strive to differentiate their 
propositions from their competitors by introducing new attributes, in an 
attempt to capture the imagination of the market.  The addition of new 
attributes can also be a motivation to increase the total price of the product, 
and so increase revenues.   
Fairtlough (1994) distinguishes between product and process innovations, 
where the former tends to involve radical innovation and the latter incremental.  
He also distinguishes between pioneers and followers in innovations, the latter 
relying on superior skills in incremental or architectural innovation to overtake 
the pioneers. 
The innovation model developed in this thesis can be considered a novel 
process innovation, involving experiential learning in analytics. 
4.4.2 The Innovation Process 
The main stages of innovation are 
• Invention: idea creation 
• Acceptance: the decision to pursue the idea after rough evaluation 
• Development: further evaluation and assessment of the creative idea 
• Implementation: putting the developed idea into practice 
Initially there needs to be a requirement for change to spark the idea into 
existence.  Many new products and ideas are not successful – innovative 
companies are willing to risk occasional failure to gain ultimate success (Smith 
and Ainsworth, 1985).  To pursue a strategy of innovation, an organisation 
must have the intent to innovate, and a keen sense of opportunity and 
approaching problems. 
Innovative people must be recruited and nurtured in an environment that 
encourages creativity.  Creative outputs need to be carefully balanced with 
rational techniques to ensure that actionable ideas are occasionally produced. 
An organisation must decide that it wants to encourage creativity. This can 
represent a major shift in an organisation’s culture.  Creative people tend to 
have characteristics that make them difficult to manage by conventional 
techniques.  They tend not to conform and not to be loyal, as well as being 
unconcerned with status, consensus or the opinions of others (Shapero, 1985). 
4.4.3 Functional Roles in the Innovation Process 
An individual may perform more than one of the roles outlined in Table 4–1 
within the innovation process.   
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Table 4–1 Function roles in innovation 
Role Description 
Idea generator The person who comes up with the idea and owns the idea 
Technological gatekeeper Specialist knowledge of technological developments concerning the 
innovation 
Market gatekeeper Understands the requirements of customers and the market 
Project champion This vital role sells the idea through the acceptance phase 
Designer Plans the implementation 
Project manager Manages the development and implementation phases 
Executive champion Gives top-level support 
 
Table 4–2 shows in which phases of innovation each functional role 
participates. 
Table 4–2 Phases of innovation and functional roles 
Phase Role 
Invention Idea generator 
Acceptance Project champion 
Development Technological gatekeeper 
Market gatekeeper 
Project manager 
Implementation Designer 
Executive champion 
Project champion 
Project manager 
 
4.4.4 Organisational Conditions Conducive to Innovation 
In order to develop an innovative culture, organisations must 
• decide that innovation forms part of their strategy as opposed to, for 
example, copying and refining other market offerings or acquiring 
companies 
• recognise that innovation is a process (Davenport, 1993), and does not just 
happen by changes to mission statements 
• commit resources to innovation 
Davenport (1993) argues that most western-world companies regard the 
process of innovation as being outside everyday business practices compared to 
Japanese organisations. 
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To encourage creative ideas to germinate into applied innovations and 
successful end products, an organisation must explicitly support all phases of 
the innovation process, as illustrated in Table 4–3. 
Table 4–3 Innovation phases and required support 
Stage Support required 
Idea creation Maintain a supportive environment 
Do not repress ideas at this stage 
Acceptance Evaluate ideas 
Development Business case 
Preliminary design 
Production and technology 
Implementation Commit resources 
Open channels of communication 
High-level support to minimise the organisation’s political issues 
 
4.4.5 Which Ideas are Valuable? 
For an idea to be valuable, it needs to be actionable be practical and increase 
revenue, decrease costs or provide infrastructure for future innovations. 
For knowledge-driven marketing, there will be marketing ideas that cannot be 
identified as valuable by the application of rules.  No set of criteria can truly 
predict consumers’ responses to new products and services.  In a knowledge-
driven marketing environment, such ideas can often be tested via relatively 
small and inexpensive tests.  If the idea is successful, the campaign can be 
implemented on a large scale. 
Organisations require processes to determine which ideas are of value as part 
of their commitment to a culture of innovation. 
4.4.6 The Impact of IT Innovation 
Information technology is continually changing the way that business is done.  
However, its role is changing: where it used to be an enabling tool for business, 
IT is becoming a mass-media consumer communications channel, a vital 
business tool across an organisation’s entire operation and an enabling tool for 
consumers. 
As the number of different contact channels that organisations have with their 
customers has proliferated, databases are being used to capture the details of 
the customer–organisation interactions in an effort to replace (or duplicate) the 
levels of customer service that single-channel face-to-face interaction may 
once have offered.  Knowledge-driven marketing and CRM are key 
components that use new technology to manage customer relationships. 
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Developments in information technology have many different effects on 
organisations.  Innovations, and the constantly increasing speed and decreasing 
cost of storage and processing mean that the base of what is technologically 
feasible is constantly shifting.  New paradigms change the way in which 
organisations and people work.   
The cycle of continual updates of software and hardware means that old 
‘legacy’ systems many no longer be supported – the manufacturers may no 
longer even exist.  Further support and development must then be performed 
in-house by the organisation itself.  Thus, organisations become experts in 
obsolete technology (Rossjohn, 2004).  A disadvantage of this is that an IT 
department can consist of experts with a bias towards older technology and 
paradigms, reducing the organisation’s ability to introduce new technology 
quickly. 
Some organisations are increasingly looking to purchase third-party software 
rather than to develop software and processes in-house.  The advantages of this 
approach are the installation of well-tested software and the availability of 
vendors to avoid the mistakes of the predecessors.  The disadvantage is that the 
purchased software is unlikely to provide the organisation with an innovation 
to the industry, as the market needs to have reached a certain level of maturity 
for enough prospective buyers to be interested.  Unless the organisation is an 
early adopter in the geographical region or the industry, competitive advantage 
is unlikely from installation of software alone. 
Management of IT innovation is key in service industries such as financial 
industries, telecommunications organisations and online retailers. 
IT and innovation play complementary roles in three major ways within 
organisations: 
1. The innovation involved in implementing IT that is new to the 
organisation. 
2. The innovation required in adjusting business processes to maximise 
the potential of IT. 
3. The marketing innovations that the introduction of IT enables. 
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Figure 4–1 The innovation diffusion process in IT 
 
For example, the introduction of a data warehouse project into an organisation 
fosters the three types of innovation:  
Innovations 
in technology
Internal External
• data mining techniques
• OLAP, DSS tools
• CRM, campaign management
• call-centre management
• contact management
Innovations in 
business processes
Incremental Radical
• reduced costs
• improved customer services
• increased capability
• increased sophistication
Innovations in 
marketing
• competitive advantage
• increased products & services
• deeper customer relationships
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1. the implementation of new technology 
2. changes in business processes to populate the data warehouse and to make 
use of the information available 
3. innovative new marketing campaigns now being aimed at the customer, 
based on the increased information available and the enhanced ability to 
analyse and track customer behaviour 
Although the trend in IT for outsourcing is far from the dominant model in 
KDM, outsourcing can benefit organisations by reducing their costs of 
acquiring a KDM capability, and delivering access to KDM technology 
without a large initial capital expenditure.  Outsourcing firms typically provide 
service based on best practice for a given function, and provide such service for 
multiple functions (Bligh and Turk, 2004).  Organisations need to balance the 
cost savings from outsourcing with a possible lack of competitive advantage, 
and need to outsource the operational – or certain tightly defined components, 
such as analytics – of KDM without outsourcing their strategy (Osterfelt, 
2001). 
The issue of the cost of developing a KDM capability is related to 
organisational risk.  On the negative side of the ledger are the costs in 
investment in capital, human resources, research and development, data 
collection and storage and restructuring to support the KDM strategy.  
Counterbalancing these costs are the revenue and cost-reduction benefits of 
KDM itself (which can be measured by KDM), competitive advantage, market 
leadership and the opportunity cost of not developing the capability in a 
competitive market. 
One of the challenges that organisations have placed upon their IT support 
functions is that of developing a single customer view.  The data repository that 
supports KDM must integrate data from disparate sources in the form of a 
single customer view (Chan, 2005; McKnight, 2001; de Torcy et al., 2005).  
The IT systems that support the original operational processes also support the 
collection of data.  The KDM paradigm requires organisations to view the 
business of allocating marketing resources to customers strategically, so that 
supporting IT platforms and processes must have a complete view of those 
customers.  
4.4.7 Models of Innovation in IT 
4.4.7.1 Innovations in Software 
The software world is full of new ideas, few of which are applicable for use in 
an organisation; that is, they are inventions rather than innovations.  Those 
ideas that are valuable and practical either 
• use hardware in an innovative way 
• improve productivity and increase the capability of an organisation 
For example, voice-recognition software works with microphones and audio 
digitisers to identify individuals, and campaign management software reduces 
costs by automating manual processes, while increasing capabilities by 
4–LEADERSHIP AND INNOVATION ISSUES IN KDM 
55 
allowing organisations to initiate marketing actions based on detecting events 
of significance from customer data. 
Being innovative does not guarantee success, however, especially when larger 
competitor organisations are able to use their size and market power to 
advantage.  The market will support only a few solutions once the wave of 
innovation and imitations has died down.  Rationalisation occurs through 
acquisitions or a lack of market share.  Often the dominating software will not 
have been the original innovative software that defined the market – a 
company’s key strength may not be innovation, but copying and refining 
existing ideas and the subsequent marketing of the software.   
4.4.7.2 Innovations in Hardware 
The consistent trend of increasing processing speed and storage capacity 
coupled with decreasing costs mean that concepts that were previously 
unthinkable because of their prohibitive demands are today feasible.  It is hard 
to see when this trend will stop (Ciborra, 1993).    
Current impacts are that organisations are no longer concerned with the sizes of 
the database.  It is now commonplace for computers to handle and transmit 
large multimedia files of many varieties.  Such advances means that IT is 
moving away from merely processing calculations quickly, accurately and 
efficiently, towards becoming another communications medium along the lines 
of television and the telephone, as businesses and consumers interact. 
4.4.8 Impact of Technology on Innovation in Professional Practice  
One of the major agents of change in modern industry is technology, and a 
major effect of this change is an increased rate of innovation.  In some sectors 
innovation is becoming a key to survival: organisations nurturing innovation 
are succeeding in the climate of hypercompetition (D’Aveni, 1995).   
Telecommunications industries are using technological innovation to provide 
more services to customers, reduce costs and gain more detailed customer 
information.  Financial services companies are using technological innovation 
to provide new services to customers, reduce costs and manage customer 
relationships more effectively, resulting in investment in CRM and call centre 
technologies. 
The management of innovation has become a core competency.  Companies 
lacking an explicit strategy to nurture innovation and process the resulting 
ideas risk being unable to change to a shift in the market in which they 
compete. 
Technological changes are increasing demand for innovations related to 
software, information flows and business processes.  For example, the 
continuing development of Internet technology has created demand for 
software and business processes that support direct, personalised marketing on 
the worldwide web. 
Some large organisations do have R&D laboratories, which tend to concentrate 
on developing technology that will give them an industry-specific competitive 
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advantage.  When an organisation is faced with implementing new information 
technology, it is usually faced with the following options (which are not 
mutually exclusive): 
1. Build the relevant systems in-house. 
2. Purchase purpose-specific software and hardware that encompasses the 
new capability, with the vendors of the software providing advice. 
3. Hire external consultants to determine the needs of the organisation and 
to recommend, purchase, build and implement information technology 
as appropriate. 
Thus, key roles for analytics professionals in information technology 
innovation in organisations are 
• managing implementation of innovation 
• evaluating the suitability of innovation 
• recommending solutions to innovation proposals 
• creating new business processes to use technology in innovative ways 
The latter point can be overlooked in some organisations, but it is vital: it is the 
interface between the business function and IT departments which can make 
the difference between a successful and unsuccessful implementation. 
With the increased pace of technological change and innovation, there has been 
a necessary change in professional practice, in general.  Professionals are often 
required to manage innovation, either within their own organisation or in a 
consulting role. 
The professional in a business environment also has a responsibility to the 
profession in keeping abreast of developments relevant to the industry, and to 
introduce concepts from outside the organisation as appropriate.  By working 
on continuing professional development, the professional can be aware of 
relevant innovations across many industries and geographical regions, and be 
in a position to evaluate opportunities and threats of losing competitive 
advantage presented by new technology and innovations. 
In an innovative environment, the professional needs to play a role in 
innovation: 
• idea generator – creativity, coming up with ideas 
• evaluation – screening and assigning value to ideas 
• champion or sponsor 
• management, design and implementation – integrating new ideas with 
existing processes and products 
Often in-house R&D cannot provide the necessary innovations without the help 
of external consultants and vendors, especially when the innovations concern 
processes or information technology, especially in service industries such as 
financial services and telecommunications. 
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New technology is implemented because it will give the organisation greater 
capability; however, the scope and realm of the new capability is not always 
fulfilled.  Technological innovation requires business innovation. 
Hence the management of innovation is vital.  Companies lacking an explicit 
strategy to nurture innovation and process the resulting ideas risk being unable 
to react to a shift in the market in which they compete (Fairtlough, 1994).  
Often large and bureaucratic organisations are not known for their innovation 
and flexibility, and it is these well established organisations that are at risk 
from new, innovative competitors with product or service offerings targeted at 
niche markets. 
The strategic management of research and development plays a vital role in the 
continued competitiveness of the organisation; the R&D department should be 
the heart of innovation in the company. 
Studies and experience have shown that the R&D effort needs to be directed – 
by far the greatest number of innovations come from research initiated to fulfil 
a need (Lloyd, 1998).  An example is the large number of technological 
innovations developed as part of military needs.  
4.4.9 Financial Services and Telecommunications Industries 
For telecommunications and financial services companies, technological 
innovations allow an organisation to 
• provide additional services and functionality to customers 
• reduce the costs of providing services 
• store and access better information on customers 
• replace labour-intensive processes with automated technological processes 
If innovations do not generate additional revenue via new markets or reduce 
costs of the provision of existing services, organisations may find that new 
technologies erode their profitability.  However, the new technology has 
become an effective barrier to entry in the market, meaning that new market 
entrants need to match the services of competitors in order to be accepted by 
customers. 
Information technology is moving beyond being an enabling technology for 
commercial use.  Rather, it is becoming relevant to the consumer.  The advent 
of the Internet as another channel that interacts with customers means that 
companies that haven’t been seen as information technology companies are 
forming strategic alliances with Internet companies (Morrison, 1999). 
4.4.10 Impact of Innovation on KDM 
As innovations in technology, hardware and software are passed on to 
organisations, knowledge-driven marketing is being affected progressively.  
There are an increasing number of channels via which customers can interact 
with organisations beyond direct mail, the telephone and branches.  Table 4–4 
outlines some of the channels available. 
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Table 4–4 Examples of the channels available to marketers 
Channel Mode of 
Communication 
Channel Mode of 
Communication 
Direct Mail Outbound Call centres Interactive Inbound 
Statement inserts Outbound ATMs & Kiosks Interactive Inbound 
Branches Interactive 
Inbound/Outbound 
WWW Interactive Inbound 
Telemarketing Interactive Outbound WAP Interactive Inbound 
SMS Outbound Sales Force Interactive Outbound 
E-mail Outbound Facsimile Outbound 
Point of sale Interactive Inbound Chat Interactive Inbound 
 
In some organisations, the marketing department is being allocated an R&D 
budget so that marketing innovations may be evaluated in a test-market 
environment – they are performing research on effective marketing techniques 
to selected customers.  It is well known, even by marketing departments, that 
many product launches are ultimately unsuccessful.  Theories have been 
developed around the product lifecycle in different markets.  Test markets have 
been used for manufactured products for some time.  Knowledge-driven 
marketing best practice is now seeing concurrent test marketing of many 
variations on product features and incentives.   
A number of recent innovations have increased the importance and the 
potential of knowledge-based marketing. 
• Improved contact management – complete contact histories of 
customers’ dealings with the organisation can be held in a central database 
and made available for detailed analysis. 
• Increased data availability – customer behaviour can be analysed in more 
detail because transactional-level data and complete snapshot histories of 
the customer file are available in data marts custom-built for marketing 
purposes.  With data warehouse projects maturing in many large 
organisations around the world, marketing and predictive modelling data 
marts are becoming available to suit specific marketing requirements. 
• Predictive modelling – advances in the ease-of-use of predictive 
modelling tools result in the ability to create and manage more predictive 
models.  Data marts and extraction tools simplify the process of obtaining 
the information.  
• Marketing software applications – campaign management software 
enables organisations to automate manual knowledge-driven marketing 
processes and manage multiple complex marketing campaigns. 
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• Continuous KDM – organisations have the capability to market to a 
customer based on his or her observed behaviour matching a pre-defined 
trigger, such as changing address, getting married or making a large deposit 
at a bank branch.  Such triggers can be based on life events or behaviour. 
4.4.11 Innovation and KDM Roles 
In this section the functions found in divisions relevant to KDM are outlined, 
with the general roles in the innovation process highlighted. 
The marketing functions below may or may not be performed by different 
individuals, depending on the size of the organisation and the marketing focus 
that it has.  The following types of marketing function are involved in KDM, 
typically within the marketing division. 
• Product / Brand Managers (product management and marketing) – have 
responsibility over revenue sources, product costs and product features 
• Customer Segment Managers – have responsibility for managing the 
relationship between the organisation and a specific segment of customers 
• Channel Managers  – have responsibility over the provision of services 
over specific channels such as branch networks and call centres 
The roles in innovation of these functions are idea generators, market 
gatekeepers and project champions.  Idea generators innovate by creating new 
marketing treatments, new products and innovative product features.  Market 
gatekeepers have a close knowledge of market requirements and customer 
needs.  Project champions provide screening of ideas. 
The information team (often the campaign, customer or marketing insight 
team) provides a hybrid function responsible for liaison between IT and 
marketing functions.  The information team performs the following functions. 
• Marketing Advisers –have business knowledge and technical knowledge, 
bridging the gap between the marketers and the IT departments 
• Campaign Managers – responsible for the execution and management of 
direct marketing campaigns  
• Reporting Analysts – provide timely reports and up-to-date campaign 
tracking and monitoring analysis 
• Business Statisticians and Analytics Professionals – typically perform 
campaign analysis, predictive modelling, CLV modelling and campaign 
design 
The roles in innovation of the information team are design, technological 
gatekeeper, project manager and implementation.  The design role innovates to 
produce new analytical techniques and new processes.  The technological 
gatekeepers have an understanding of IT issues and their relationship with 
business objectives.  Because of the understanding that project managers have 
of IT and business issues, the types of people in these roles are in a unique 
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position to coordinate innovation projects.  The implementation role uses the 
new technology and processes applied to business objectives. 
Individuals within operational marketing, which is responsible for the 
marketing communications between an organisation and its customers, 
typically oversee all the components below on a campaign-by-campaign basis. 
• Agency Liaison – liaise with direct marketing agencies 
• Fulfilment – brief those operationally responsible for fulfilment, both 
internal and external to the organisation (sometimes known as channel 
management) 
• Purchasing – procurement of media, direct marketing lists and other 
external services 
• Market Research – procure appropriate survey and panel research (this 
function is being moved to the information team in many organisations) 
The roles that the operational marketing team perform in innovation are market 
gatekeeper, idea generation and project manager.  The market gatekeeper role 
understands which consumer stimuli result in a favourable response to 
marketing treatments.  The idea generation and project manager roles combine 
in the production of ‘creative’ material designed to elicit a favourable response 
from the consumer. 
4.5 A Framework for Leadership and Innovation 
The aims of the research presented in this thesis are to validate and give 
support to a model of KDM.  Table 4–5 gives the inputs required for 
sophisticated KDM, and the outcomes that organisations may derive from 
KDM. 
Optimisation of the allocation of marketing resources requires planning and 
evaluation at each of three levels: 
• program: the strategic level of marketing initiatives for a period of time in 
the future 
• campaign: planning for a specific initiative 
• treatment: the tactical translation from plan to execution 
 
Table 4–5 Inputs to, and outcomes of, sophisticated KDM 
Inputs to sophisticated KDM Outcomes of sophisticated KDM 
• Processes and systems 
• Organisational factors, personnel and 
competencies 
• Data strategy, information and 
knowledge 
• Increased customer satisfaction 
• Competitive advantage 
• Competitor differentiation 
• Increased efficiency 
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• Information technology infrastructure • Develop or enhance KDM 
capability 
• Increase customer equity 
 
There is some research that relates KDM sophistication to financial outcomes: 
(Desai et al., 2001; Desai et al., 1998; Lewington et al., 1996).  The most 
complete of these is the conceptual model of Desai et al. (2001).  Their model 
relates marketing orientation with KDM uptake for financial services 
institutions; information orientation and KDM uptake for financial services, 
fundraisers and retail organisations; marketing orientation and KDM 
sophistication for fundraisers and financial services; and information 
orientation and KDM sophistication across all industries investigated. 
In this model KDM sophistication is measured by a count of the number of 
types of campaign that are measured, the amount of customer information held, 
and a measure of the degree to which planning, implementation and control 
was undertaken.  Desai et al. (2001) found that their measure of KDM 
sophistication was consistent with an organisation’s internal (subjective) 
evaluation of KDM sophistication.  However, components that may be found 
in organisations’ sophisticated KDM today, such as use of predictive 
modelling, use of experiments and customer decisioning, were not considered.  
A possible reason for this is that few organisations were sophisticated at the 
time of the study, and hence too few responses would have been received for a 
meaningful study.  The measures used by Desai et al. (2001) are no longer 
consistent with KDM sophistication. 
Lewington et al. (1996) concludes that competitive advantage is derived from 
segmentation of customers, market research and experimentation through 
databases and evaluation of marketing scenarios.  The latter is directly 
analogous to resource allocation and customer prioritisation.  They found that 
inhibitors to sophisticated KDM include a misconception of KDM’s 
capabilities as little more than computerised mailing lists, control by IT 
specialists (also observed by Dove, 2004), inadequate design by IT, a poor 
specification of business requirements, the need to integrate over functional 
boundaries within organisations and the extent to which KDM supports an 
organisation’s core strategy. 
Desai et al. (1998) contends that sophisticated KDM systems must be capable 
of supporting relationship marketing rather than short-term, transaction-
focused marketing.  Sophisticated KDM requires strategic and organisational 
changes in organisations.  Barriers to the adoption of sophisticated KDM in 
financial services include the cost of development; data residing in highly 
fragmented systems; data quality; an account-based view as opposed to a 
customer-based view; a lack of a KDM strategy; a lack of marketing 
orientation; a lack of direct marketing specialists; a fragmented sales and 
marketing organisation, lack of senior management backing; advertising 
agency relations; and poor relations between marketing and IT. 
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In the UK, retail and service industry sectors were found to be most 
sophisticated, as were financial services to a lesser degree (Desai et al., 1998).  
In Australia, the financial services sector is seen as the most sophisticated, 
followed by telecommunications.  Most retailers are seen as less sophisticated 
with the possible exception of the largest organisations (Dove, 2004). 
4.6 Summary 
The impact of IT, technological innovation and the strategic use of data to 
make business decisions in marketing demands new models of leadership and 
innovation in KDM.   
Organisations are changing the way that they think about themselves and their 
customers.  This shift is creating opportunities for analytics professionals to 
address current limitations in professional practice: 
• implementing KDM as part of larger CRM systems, and integrating the two 
within the business 
• ensuring that a single customer view is developed to support KDM 
• making analytical capabilities part of an organisation’s core competencies 
in marketing 
• organisations viewing KDM as a strategy to be measured over time 
• lack of models for opportunistic and knowledge-driven interactive 
marketing 
• a lack of the deliberate use of experimentation as part of an organisation’s 
learning strategy 
This chapter has reviewed leadership and innovation issues in KDM, 
particularly those relating to IT innovation and its effects on current KDM 
practice.  Different functions have been identified and the role they play in 
innovation in KDM detailed.  Innovation is creating demand for increased 
sophistication in KDM, which in turn leads to increased innovation in 
marketing. 
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Chapter 5 A Model for Knowledge-Driven Marketing 
5.1 Introduction 
A model for KDM is proposed in this chapter.  The model draws on a number 
of sources to extend existing models, including scholarly and professional 
literature, and interviews performed with marketing agents and practitioners.  
Key issues regarding KDM have been identified from these sources. 
These issues are used to derive critical success factors (CSFs), which can be 
used to evaluate new and existing models of KDM.  The CSFs are used with 
existing models of KDM to form a new, extended model for KDM.  The extent 
to which this model addresses the CSFs is reviewed, and the extensions that the 
model makes over existing models of KDM are highlighted.  
The aim of the model is to provide a standard that can be used by professionals 
seeking to implement sophisticated KDM.  The model provides a link between 
planning, action and learning.  In combination with the CSFs, it provides a 
checklist of components, process and organisational links to help successful 
use of KDM in an organisation. 
5.1.1 Terminology 
In this chapter, a number of terms are introduced. 
• actions – alternatively termed ‘treatments’, actions are those KDM 
initiatives that may be applied to a customer.  An action may be related to a 
product or incentive, or may be a null action.  An action may involve a 
marketing communication, but this is not necessary.  Actions may extend to 
other areas of customer management not traditionally considered to be 
marketing applications. 
• data repository – this refers to a central store of data that is used to 
support KDM, in terms of supplying relevant data and capturing the results 
of KDM initiatives.  It may take the form of a data warehouse, a custom-
built data mart in a relational database or a collection of data sets in an 
analytical package, such as SAS. 
• eligibility – refers to the pairing of an action and a customer.  A customer 
is eligible for an action if the organisation’s generic policy allows that 
action to be applied to a customer.  Eligibility conditions include product 
policies, credit ratings, and contact volume and frequency rules. 
• knowledge base – extends the computer-based data repository to include 
data, information, knowledge and learnings arising from KDM. 
• policy – a series of actions that has been determined. Policies are typically 
based on a customer’s current profile of behaviour, demographics and 
characteristics. 
• treatments – synonymous with actions. 
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5.2 General Objectives of KDM 
There are a number of objectives of KDM that different organisations have, 
including  
• improving the profitability of customer portfolios 
• improving the management of customer relationships in a mass market 
• more closely aligning product and service offerings with customers’ needs 
and wants 
• identifying the potential demand for services and features not currently 
offered 
 
Identification of
strategies to be
supported by KDM
Problem identification &
specification
Data specification
Data collection
What data to
collect
“Causal inference”
Refinement &
corrections
Data mining & analysis Creation of actionablehypotheses to be tested
Obtain buy-in for
analysis
Design of campaign
trials to test hypothesis
Analysis of trials
Implement successful
trials
Refinement & adaptation of
strategy
Data
repository
Refinement
Trial
“Causal hypothesis”
 
Figure 5–1 Steps in the strategic use of KDM 
 
The benefits of KDM to an organisation include more accurate market 
segmentation and the ability to relate externally sourced data to individual 
behaviour (Lewington et al., 1996).  The adoption of strategic KDM practices 
can lead to increased marketing effectiveness, increased marketing efficiency 
and competitive advantage (Desai et al., 2001; Desai et al., 1998; Dove, 2004; 
Fletcher et al., 1992; McCorkell, 1997; Rossjohn, 2004; Tapp, 2002; 
Thompson, 2003). Organisations have a desire to understand customers and 
build relationships with them (Rossjohn, 2004).  This desire needs to be 
translated into meaningful action for KDM to achieve its objectives. 
Figure 5–1 shows the steps in the strategic use of databases, data warehouses 
and data repositories.  Central to KDM is the data repository, which supplies 
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key information to the KDM process.  The data repository is also shaped by the 
KDM process, in terms of specifying the type of data required for strategic 
management and the results from the KDM process. 
The overall strategy must be at the core of the business for the approach to 
succeed.  The organisation must be prepared to use data and results to make 
decisions (Dove, 2004; Rossjohn, 2004).  This is not always easy for 
organisations which have a culture of ‘top down’ decision-making, as it means 
that relatively lowly analysts will be involved in recommending strategic 
directions. 
The outcome of the ‘identification of strategies’ phase is that the data 
repository needs to support the knowledge discovery process.  The 
specification for the support requirements needs to be developed by business 
decision-makers and technologists working collaboratively. Unsuccessful data 
warehouse projects have often been built to a brief specified by technologists 
within the organisation, with the result that the functionality required by the 
business is absent (Dove, 2004). 
There is a vast amount of literature that concentrates on the ‘data mining and 
analysis’ phase (see, for example, Berry and Linhoff, 1997; Berry and Linhoff, 
2000; Berson et al., 2000; Bhattacharyya, 1998; Groth, 1999; Ling and Li, 
1998; van der Putten, 1999; Westphal and Blaxton, 1998).  However, it is only 
one step among many, and typically there are greater gains to be made by 
concentrating on the whole KDM process as a system rather than improving 
the particular data mining algorithm (Dove, 2004). 
An important outcome of the data-mining phase is the creation of actionable 
hypotheses.  Such hypotheses can be causal, where the action of the 
organisation will lead to a result.  True causality is difficult to infer from 
observational data alone; a better method is via randomisation in market trials 
(Wang, 1993).  This concept is explored further in Chapter 8. 
Once treatments have been tested in the market, they can be implemented in a 
continuous fashion, if appropriate.  For example, if analysis has shown that 
offering new home buyers an extra $3000 on their credit card leads to high card 
acceptance and spending in a high proportion of those made the offer, then 
such a treatment should be applied to new home buyers automatically. 
The results of trials need to be fed into the data repository and incorporated in 
future data mining for two major reasons: 
1. By systematically running market trials, an organisation gains a greater 
understanding of the dynamics of the market and the behaviour of 
customers. 
2. If trials are successful, the behaviour of customers will change in response 
to marketing treatments, resulting in predictive models becoming outdated.  
Predictive models must be monitored and periodically updated to maintain 
acceptable performance. 
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This means that KDM represents a continual cycle of formulating ideas, testing 
them, and learning from the results, as shown in Figure 5–2 (Srivastava et al., 
2002).  The model introduced in section 5.5 explicitly uses this cycle. 
 
Plan Target Act Learn
 
Figure 5–2 The continuous learning cycle 
5.3 Investigation of Issues in KDM 
The adoption of strategic KDM practices can lead to increased marketing 
effectiveness, marketing efficiency and competitive advantage (Chan, 2005; 
Desai et al., 2001; Desai et al., 1998; Dove, 2004; Fletcher et al., 1992; 
McCorkell, 1997; McKnight, 2001; Rossjohn, 2004; Tapp, 2002; Thompson, 
2003; Winer, 2001).   
‘Effectiveness’ refers to the performance of marketing activity.  Such 
performance can be measured by improvements to targeting via data mining, 
predictive modelling and segmentation.  Better treatments and products can 
also lead to increased effectiveness, via better understanding of customer 
needs, and the adoption of test-and-learn practices.  More timely treatments, 
reactions and anticipation of customer needs will also increase marketing 
effectiveness by producing better targeting and more relevant treatments. 
Equally important is what must be measured: targeting and selection 
performance against alternatives; treatment performance; product performance; 
resource utilisation; marketing and fulfilment costs; and performance of actual 
results against plans.  
Increased efficiency refers to the ability to do more using the same or fewer 
resources, and can manifest itself via streamlining of processes and better 
allocation of resources, leading to increased productivity.  The streamlining of 
processes reduces costs, requires fewer resources, means that processes are less 
prone to error with reduced rework costs, increases fulfilment capability, and 
increases an organisation’s ability to manage KDM complexity.  Better 
allocation of resources in sophisticated KDM occurs via optimised resource 
allocation and prioritisation. 
Competitive advantage stems from the strategic use of the new capability.  
Uses of KDM capability include strategic planning, scenario evaluation, 
product planning, and customer lifecycle planning. 
The issues that organisations have in either improving current KDM processes 
with the aid of IT, or in deriving maximum benefits from existing capabilities 
can be divided into five categories: 
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1. people-related and organisational 
2. strategic and planning 
3. information technology and technical infrastructure 
4. data, information and knowledge 
5. processes 
More detail on the issues in each of these areas is given in the subsections 
below.   
5.3.1 People-Related and Organisational 
Sophisticated KDM requires skilled and specialised staff.  Organisations 
therefore need to employ, or have access to, such staff (Dove, 2004; Rossjohn, 
2004).  Organisations need to decide to what extent resources should be 
sourced from within the organisation compared to being contracted from an 
external provider. 
One of the issues of importance to many organisations is the location of the 
KDM function, both physically and conceptually (Frawley and Thearling, 
1999).  Since the function involves a number of specialised skills that may not 
be readily available within an organisation, outsourcing can be attractive, as 
opposed to building an in-house capability (Osterfelt, 2001).  The extent of 
outsourcing may not be total, with external expert consultants used to develop 
a capability, and subsequently, transfer their knowledge to the organisation for 
continued execution and implementation to be performed in-house. 
As many organisations are viewing KDM as a core competency that will lead 
to competitive advantage, there is often a desire to build the capability in 
house.  The difficulty faced in developing an in-house capability from a low or 
non-existent current level of capability is in defining the requirements for the 
new capability.  When an organisation has poor understanding of the details of 
sophisticated KDM, and the effects that it may have on the operations of the 
business, it will not be in a position to make informed decisions on the 
requirements.  Its existing personnel are unlikely to be experts in implementing 
or using sophisticated KDM.  It may need to obtain external advice, hire an 
expert to define the requirements or hire external expertise to build the 
capability (McGovern and Quelch, 2005; Osterfelt, 2001; Rossjohn, 2004).  On 
the other hand, the external experts may not have detailed domain knowledge 
of the business, resulting in the proposed solution not meeting the 
organisation’s strategic requirements, or not fully engage with the stakeholders 
in an organisation, resulting in poor adoption of KDM (Chan, 2005).  However, 
it is not desirable to outsource strategy (McGovern and Quelch, 2005). 
Even with the appropriate staff in place, an organisation may desire to access 
external resources in order to keep abreast of current developments and to 
provide understanding of the organisation’s current position and capability, 
relative to competitors and best practice (Dove, 2004; Osterfelt, 2001; 
Rossjohn, 2004). 
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In many organisations, one of the initial barriers is the recognition that the 
internal skills of an organisation will not support the new marketing paradigm 
made possible by sophistication in KDM, and that many decisions are made 
based on the current paradigms, rather than the new paradigm.  Successful 
KDM requires members of marketing, analytical and IT teams to work together 
to define KDM requirements and plan marketing campaigns.  It also requires 
marketing, analytical and IT processes to integrate to execute marketing 
campaigns. 
Many types of skills need to be blended for organisations to adopt sophisticated 
KDM. To support KDM, links must be developed between marketers, analysts 
and IT.  Analytical skills such as data mining, statistical data literacy, data 
analysis and data strategy skills are important for understanding and using the 
data.  Some of these skills will not be core competencies of an organisation that 
has not reached data maturity; it will need to develop or acquire these skills 
(McGovern and Quelch, 2005).  Information technology skills – such as 
database management, Internet, software applications, applications support and 
systems integration – provide the infrastructure.  Business and marketing skills, 
including product design, communications and marketing planning, provide the 
products and communication required.  To bring these together, a liaison 
between analytics, IT, marketing and other areas of the organisation is 
required.  Strategic planning skills provide the strategic direction for KDM 
(Dove, 2004; Rossjohn, 2004; Thompson, 2003).  A lack of integration 
between operations and analytics can result in decreased marketing 
effectiveness, customer retention and loyalty (Chan, 2005). 
5.3.2 Strategic 
KDM is being recognised as a core competency that can be used to address 
strategic issues.  McKnight (2001) states that the only long-run competitive 
advantage that an organisation has is the ability to make better decisions 
quicker.  Actions that organisations take based on insight from KDM lead to 
competitive advantage (Osterfelt, 2001).  Many organisations have 
implemented relationship management systems without customer 
understanding and KDM principles; this is a reason for failure of CRM and 
KDM initiatives.  Importance is not placed on analysing and understanding the 
customer, leading to KDM failure in applying strategic treatments to customers 
(Srivastava et al., 2002). 
KDM is a combination of strategy and IT, where IT plays the role of an enabler 
(Chan, 2005).  One of the organisational issues – whether to build, buy or 
outsource a capability – has strategic and cost implications.  An off-the-shelf or 
outsourced solution may not bring competitive advantage or differentiation of 
itself, although it can overcome barriers to entry in certain markets.  
Differentiation will be realised via the strategic use of the capability, and 
competitive advantage from the integration of the capability into the 
organisation’s processes, culture and operations.  
In determining the requirements for KDM capability the strategic implications 
need to be taken into account.  Building the capability around the strategic 
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requirements allows a business case to be developed, and ensures that the 
resulting projects are of the appropriate scale. 
A typical strategic requirement is to improve understanding of customers and 
build relationships across the customer lifecycle (Chan, 2005; Rossjohn, 2004).  
This is done via the acquisition of new customers, initial and continued product 
usage; increasing the value of customers’ purchases; increasing the number of 
products that a customer has; and defending the customer from being enticed 
by competitor propositions.   
Because of its inherent ability to be measured and assessed, one of the strategic 
issues that KDM can address is continued organisational learning.  In order to 
become a learning organisation, an organisation must employ systems thinking, 
challenge established assumptions through experimentation, have a long-term 
focuse and employ a feedback mechanism (Senge, 1990). 
KDM can be used as a platform for experimentation of consumer responses to 
marketing and product stimuli (a first step in how this might be done is given 
by Pednault et al., 2002), and the measurement and assessment of the outcomes 
can be used to drive further strategic actions.  To do this requires commitment 
on the part of senior management to learning, experimentation, measurement, 
and making decisions and taking action based on learning from data (Chan, 
2005; Rossjohn, 2004).  The lack of a feedback loop hampers customer 
intelligence and operations, encouraging over-reliance on acquisition and 
discounting tactics (Banasiewicz, 2004). 
By definition, experimentation and learning will mean that mistakes will be 
made and that sub-optimal actions will be taken initially.  Management needs 
to make a commitment to finding answers to questions by market testing (in 
addition to alternative methods such as market research) and making decisions 
based on the strength of the results of that testing.  A process for 
experimentation and organisational learning should be included in the 
marketing operations and interfaces.  The organisation needs to recognise that 
competitive advantage can be realised by making better decisions on the use of 
the customer as an asset to be developed (Berger et al., 2002; Blattberg and 
Deighton, 1996), and that these decisions need to be based on good quality 
information. 
For an organisation there are a number of communications strategies that need 
to be defined.  Many organisations have a contact strategy that limits the 
amount of marketing contacts that can be made with a customer.  These limits 
may specify the maximum volume and frequency of contacts, and may be 
specific to the channel over which the treatment is applied, and the type of 
treatment being applied (Piersma and Jonker, 2000).  However, such strategies 
tend not to be founded upon investigation and analysis, and often no distinction 
is made between the channels by which the treatment can be applied, despite 
the customer expressing explicit preferences.  It would be better to understand 
the causal relationship between contact actions and customer response in 
formulating the contact strategy.  The customer is a valuable resource to an 
organisation, and by not utilising resources fully, organisations are failing to 
realise the maximum potential value of those customer resources.  On the other 
A PARADIGMATIC APPROACH TO MANAGING COMPLEXITY IN KDM 
70 
hand, over-use of resources may lead to reduced retention rates and hence 
reduced CLV.  Organisations need to develop optimal contact strategies, 
including the frequency, volume and channel for contacting individuals.  It 
must be able to act upon these contact strategies. 
If competitive advantage and marketing efficiencies are to be gained from 
strategic learning and improved resource allocation, then a key issue surrounds 
defining appropriate metrics for decision criteria.  Metrics may include 
customer profitability, response rates or estimated lifetime.  This thesis 
contends that the metric for decision criteria is customer lifetime value (CLV), 
which meets the need of understanding which customers will deliver long-term 
profits (Winer, 2001). An organisation may wish to identify the best actions to 
take for a customer and apply them through the appropriate channel, in such a 
way that maximises CLV (Venkatesan and Kumar, 2004). A thorough 
treatment of customer lifetime value is given in Chapter 7. 
A final issue concerns the strategic assessment of the components of KDM.  
This includes determining the success or failure of initiatives, quantifying 
return on marketing investment, quantifying improvements in processes and 
efficiencies, quantifying improvements in effectiveness, and assess competitive 
advantage. Having measurement systems in place to measure the success of 
KDM and its components is required for its success (Winston, 2004).  To 
optimise KDM performance, metrics must be defined across the organisation, 
driven by customer-centric goals (Chan, 2005).  This study proposes that CLV 
be used as a metric for assessment of KDM and its components.  Chapter 9 
gives more details of how CLV is used in assessment of KDM success. 
5.3.3 Data, Information and Knowledge 
There are a number of issues concerning the role of data and information in 
KDM.  Operational systems collect a vast amount of data pertaining to 
customers’ behaviour, and this data is often not used effectively in marketing 
(Srivastava et al., 2002).  Data may reside in operational systems, or in a data 
mart designed to support a different business function from KDM, such as 
financial reporting or risk management. 
Systems that collect data and facilitate communications with customers need to 
be integrated to support examination of customer behaviour, tracking the costs 
of servicing customers and tracking the costs of marketing actions (Chan, 
2005). 
The data repository that supports KDM must integrate data from disparate 
sources in the form of a single customer view (Chan, 2005; McKnight, 2001).  
The user requires access to the appropriate data at the appropriate level in a 
suitable format.  Data must be timely, and the turnaround time for access to 
data must be reasonable.  Organisations must ensure that data to support 
marketing and business decision-makers can be understood, and that the data 
are appropriate to meet the strategic and tactical needs of the organisation 
(Rossjohn, 2004). 
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Information needs to be stored and presented in a form useful to marketers.  
This may be different for the purposes of analysis, predictive modelling, 
planning and managing campaigns.  Customer-centred strategies demand a 
view of data centred on the customer; evaluating product profitability requires 
a product view.  Different data marts may be required for different business 
purposes; for example, the campaign selection data mart may contain a 
different view of an organisation’s data than the predictive model development 
data mart (Chan, 2005).  Information may include transactions, contact history 
and responses, descriptive information and segmentation, time series, 
demographics and product holding data (Winer, 2001). 
Increased KDM sophistication creates additional demands for predictive 
modelling, resource allocation and CLV calculations.  This, in turn, increases 
the requirement for data collection to ensure that such calculations can be made 
accurately. 
Many organisations have poor data from which to build predictive models and 
make customer selections.  Initially data tends to be observational rather than 
observed responses to a designed experiment of marketing stimuli (Srivastava 
et al., 2002).  An organised and systematic collection of data facilitates the 
building of predictive models, the calculation of CLV and resource allocation.  
This is different from the typical perception that an organisation has regarding 
the quality of its data – where organisations think that data quality is poor, it is 
due to problems in data collection and system integration, not the lack of causal 
information. 
For decision-making, resource allocation and prioritisation, the appropriate 
metrics must be defined, captured and calculated.  This is required to ensure 
that strategic assessment of the components of KDM can be performed. 
5.3.4 IT and Technical Infrastructure 
Sophisticated KDM can require specialised IT infrastructure and support.  
Requirements may include specialised data marts, query tools, support for 
opportunistic marketing, support for multiple channels, campaign management 
software, data mining and predictive modelling software, resource allocation 
software, and the ability to provide customer information and marketing 
treatments to service staff.  A detailed IT infrastructure that integrates diverse 
components is typically required (Chan, 2005).  Depending on the specific 
KDM requirements of an organisation, its require the development of a 
customised IT infrastructure. 
Data to support the components of KDM are collected and stored in a data 
repository (Winer, 2001).  Algorithms for models and customer prioritisation 
are executed against the data repository; communications are often managed 
and presented to the customer through an organisation’s IT infrastructure. 
Software often balances ease of use with power.  Less technical, business 
focused users will want easy-to-use applications, whereas experienced analysts 
will require tools that improve their productivity.  Adoption of new tools is an 
important factor in the success of KDM (Payton and Zahay, 2003). 
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5.3.5 Processes 
In many organisations, KDM processes have evolved rather than having been 
explicitly designed.  They may need to be re-designed or streamlined to 
facilitate better use of resources as KDM sophistication and marketing 
complexity increases (as stated by Rossjohn, 2004).  Typically policies, such as 
customer contact rules that govern the number and frequency of 
communications a customer may receive, are determined by internal processes 
rather than knowledge-based decisions. 
The increase in the number of channels of communication available to the 
marketer requires changes in the marketing process to increase efficiency and 
effectiveness.  These changes may help to ensure that each channel is used as 
part of a strategic marketing mix.  Increased channel complexity has made it 
more difficult for marketers to select the best mix without using sophisticated 
KDM techniques (Chan, 2005). 
The increase in marketing complexity that KDM can bring about means that 
organisations need the capability to service and fulfil increased marketing 
activity with limited resources (Rossjohn, 2004).  Processes must be 
streamlined to support the new complexity.  Key process steps should be 
automated where possible, for example, targeting, modelling, scoring and 
tracking of individuals’ contacts and responses.  This has been seen as a lower 
priority to developing sophisticated KDM; however, once KDM sophistication 
has been developed, automation increases efficiency and capability of KDM. 
Historically, the dominant business model for KDM has been a direct mail one, 
as shown by the focus of earlier texts, such as Detienne and Thompson (1996), 
Magidson (1988) and Blattberg (1987).  The advent of new KDM paradigms, 
such as CRM, eCRM, continuous marketing and opportunistic marketing, 
require a shift in this model (Ozimek, 2002; Patron, 2002). 
Targeting and selection processes need to be integrated as part of the overall 
KDM process (Chan, 2005).  This may involve the deployment of model 
outcomes so that they are available for targeting selection.  Such analysis to 
facilitate targeting needs to be effectively integrated into the marketing 
process, so that the appropriate treatments are applied to customers.  These 
processes include continuous and opportunistic marketing models (see section 
6.2.1 for details on these processes). 
In many industries, there are significant events that require a timely marketing 
action.  Examples include an unusually large deposit or a change in the 
customers’ address.  The detection and the treatment of such events needs to be 
included in the marketing planning and execution processes. 
A driver of acceptance of products and treatments is the price.  Too high a 
price makes the offer unattractive, while too low a price reduces the revenue 
obtained.  The KDM process should support the provision of individual pricing 
on a segment-by-segment or customer-by-customer basis, and the 
determination of the optimal price for a customer (even if not used) (Winer, 
2001). 
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Typically, there are tens, if not hundreds or thousands, of product configuration 
combinations.  There are also a similar number of communications channels, 
media and incentive combinations, particularly in the financial services and 
telecommunications industries.  The KDM process should support the customer 
being able to configure their desired product easily, while determining the best 
combination of features and marketing options to present to the customer 
(Winer, 2001).  The process of supporting an individually configured product 
is known as ‘mass customisation’ (Wind and Rangaswamy, 2001).   
An increase in KDM sophistication will lead to an increase in the complexity 
that needs to be managed (Rossjohn, 2004).  Rather than mass marketing, 
differentiated treatments will be applied to different segments, resulting in 
many more treatments for the same number of communications.   This needs to 
be supported and facilitated without requiring extra human resources as 
complexity increases.  The increase in complexity that can be supported by 
sophisticated KDM will mean that streamlining across key tasks and processes 
is required to avoid such an increase in resource requirements.  Processes and 
tasks to be automated may include predictive model building, application of 
model predictions to customers (scoring), extraction of target customers for 
marketing campaigns, feeding of data to and from operational systems, 
monitoring and tracking, reporting, management of selections for treatments, 
tracking of communications and responses, and learning. 
A balance is required between applying the current ‘champion’ marketing 
treatment to a segment of customers and performing further testing to gain 
more information as to which treatment is optimal (Pearce et al., 2002b).  A 
champion–challenger methodology involves using the ‘business as usual’ 
treatment for the majority of customers, using a challenger treatment as a test 
to a sample of customers.  More information on champion–challenger 
approaches is given in Chapter 8.   
The case to be made for experimentation is that by learning and marketing 
testing more information can be gained, leading to better decisions in selecting 
customers and applying treatments to them.  For some organisations a case 
may be made against experimentation: by definition, a less-than-optimum 
treatment may be applied to some customers selected for testing.  A 
requirement, therefore, is to balance the amount of information currently 
known about the different treatments against the likely costs and benefits of 
obtaining more information. 
5.4 Critical Success Factors for KDM 
The literature review and case study interviews have identified a number of 
important issues that organisations have in implementing sophisticated KDM, 
as well as the expected business benefits that are derived from KDM. 
These issues and benefits can be expressed as critical success factors (CSFs).  
Critical success factors identify what needs to happen for KDM to be 
successfully implemented and adopted.  The critical success factors that have 
been identified from this research are: 
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1. Senior management support is essential for the continued development of 
sophisticated KDM. 
KDM must be recognised as a core competency.  Senior management must 
support an organisation’s making decisions based on knowledge, where it 
is available. 
2. KDM must contribute to organisational learning via testing and 
experimentation. 
Experimentation allows organisations to learn customers’ responses to 
treatments, and can be used to collect better information. 
3. The key components of KDM – planning, targeting, testing, resource 
allocation, operational execution and evaluation – must be integrated. 
Integration is required to ensure that KDM is performed as a system rather 
than disconnected components. 
4. Sophisticated KDM requires strong links between analytical, IT and 
marketing resources.  
KDM requires a number of different skills that need to be used seamlessly 
and effectively. 
5. KDM must display measurable and quantifiable business benefits. 
Because of its inherent measurability, KDM can be used to assess 
alternative strategies. 
6. KDM must be adopted as part of an organisation’s operations and culture. 
If KDM is not part of operations and culture, decisions will be made on 
criteria other than those based on knowledge. 
7. KDM must support strategic planning and resource allocation. 
This is required for KDM to improve efficiency by allowing CLV to be 
maximised, allowing for resource constraints. 
8. Organisational measures must be in place to measure customer value and 
the effectiveness of KDM. 
If this is not done, effectiveness, efficiency and value cannot be measured.  
This affects an organisation’s ability to learn. 
9. KDM must streamline routine tasks while supporting human decision-
making. 
Streamlining and automation of tasks is required to ensure that KDM 
increases efficiency, and that increases in complexity and volume do not 
require additional resources. 
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5.5 A Model for KDM 
5.5.1 Requirements for a Model 
Marketing models should aim to identify the basic components, illustrate 
actions and indicate directions for future improvements (Lewington et al., 
1996).  They should not be overly complex, but should highlight the key 
components. 
The model proposed in this chapter extends existing models, and includes the 
components of KDM identified in earlier sections, namely 
• data mining and idea generation 
• modelling, targeting and selection 
• experimentation and learning 
• resource allocation and prioritisation 
• evaluation and metrics 
• data repositories, data models and information flows 
• the cycle of generating ideas, testing them, and learning based on the 
results of testing 
Later chapters further refine the components of the model, and provide more 
detail where appropriate.  They address the issues identified in section 5.3. 
5.5.2 Review of Existing Models 
Using the findings from research, Lewington et al. (1996) produced a model of 
knowledge-driven marketing. Lewington et al. (1996) stresses that it is 
important to assess the outcomes of alternative marketing programs. This 
model, shown in Figure 5–3, incorporates the following components: 
• development of a marketing data repository 
• addition of database enhancements by integrating internal systems and 
obtaining external data 
• modelling and segmentation to effect data reduction 
• investigation of alternative scenarios and optimisation of marketing 
programs 
• measurement of performance 
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Figure 5–3 A model of knowledge-driven marketing (Lewington et al., 
1996) 
 
Although Lewington et al. (1996) covers many of the components of KDM, it 
fails to include steps for experimentation, testing, strategic planning and 
maximising customer value as an organisational goal. 
The model of Berger et al. (2002) includes a customer database, marketing 
actions, customer segmentation, customer lifetime value, resource allocation 
and customer actions. Berger et al. (2002), while covering the CLV and 
resource allocation aspects of KDM, considers segmentation-based approaches 
rather than customer-level decision-making. 
Jonker et al. (1998) includes testing, targeting for selections, evaluation and 
communication, although the model proposed concentrates on the process, and 
will be examined further in Chapter 6.  The authors note that consensus has not 
been reached regarding the components required to deliver sophisticated KDM 
to an organisation. 
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Figure 5–4 The model of Berger et al. (2002) 
 
The model of Ryals and Payne (2001), shown in Figure 5–5, is centred on 
relationship marketing philosophy.  It relates to three other components of 
KDM: the data repository; customer-focused actions to maximise CLV; and the 
organisation structure required to support KDM.  Theirs is a high-level model 
that fails to include strategic planning or experimentation.  Although it 
emphasises the involvement and support of senior management and the 
appropriate organisational structure, it does not aid in developing or defining 
these components. 
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Figure 5–5 The model of Ryals and Payne (2001) 
 
Ryals and Payne (2001) contend that financial services are generally more 
sophisticated in KDM than other industry segments; this is also supported by 
Dove (2004).  Ryals and Payne develop a framework for the adoption of KDM 
that includes three facets that support a central philosophy of ‘relationship 
marketing’.   
1. Tactical data utilisation for customer management, complemented by data 
enhancement for customer insight, a process for the identification and 
prioritisation of marketing initiatives, analysis and monitoring.   
2. The appropriate organisational structure and infrastructure. 
3. The ability to leverage data via analysis skills, data updating, data feeds and 
access criteria. 
5.5.3 The KDM Process 
In order for organisations to address the requirements for a marketing process, 
a KDM model is required.  Figure 5–6 shows a basic process for KDM.  The 
model outlines a closed-loop process that facilitates organisational learning, 
showing the sequence of events that are required. 
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Figure 5–6 A basic KDM process model  
 
The marketing data repository plays a vital role to the KDM process.  It 
provides a central location in which data from all pertinent sources is 
accessible.  The repository is analysed (or ‘mined’) to find new hypotheses and 
to support formulated hypotheses from other sources.  Program, campaign and 
treatment details are stored, such as design details, models used, customer–
treatment allocations and response details.  It is where information is stored for 
predictive model development, along with details and results from the models 
developed. 
Ideas may come from a number of sources, whether they be marketers’ prior 
experiences, the results of analysing previous campaigns, structure in the data 
uncovered by a data exploration process, or as a result of implementing a 
marketing strategy.  The objective or goal of the campaign should be identified 
before this stage. 
The ‘campaign design’ phase produces designs that explore uncharted territory 
in terms of treatments and selections, maximise the information being 
collected, and ensure that measurement can be done effectively.  The outputs 
consist of a number of cells associated with each treatment to be included in 
the campaign.  Chapter 8 covers the design phase in more detail. 
The ‘selection and allocation’ phase takes the design from the previous phase 
and allocates individuals to treatments for each cell.  Estimated campaign costs 
and revenues are calculated for alternative scenarios to determine marketing 
ROI.  Alternative scenarios may be investigated to identify the best allocation 
of customer to treatments and the allocation of other resources.  This allows 
resources to be allocated effectively and an informed decision made regarding 
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campaigns’ proceeding to the execution phase.  (This may include a specific 
approval phase.) 
The ‘campaign execution’ phase manages the list generation: extracting a list 
of individuals and their contact details, communicating with, and management 
of, execution channels, which include direct mail, call centres and email. 
The ‘response tracking’ phase collects data to facilitate the refinement of 
targeting and the development of good predictive models.  It monitors the 
performance of the campaign, and tracks customer behaviour subsequent to the 
treatment being applied. 
The ‘campaign analysis’ phase draws heavily on the campaign design phase to 
perform analysis.  Comparisons are made to evaluate cells, treatments, 
targeting, models and channels.  New sub-segments of customers may be 
identified as part of this process. 
The results of the ‘campaign analysis’ phase feed back into ‘idea generation’ to 
allow subsequent campaigns to be modified based on the knowledge gained 
from the previous phases.  It is important that results be stored in an open, 
consistent and accessible format to facilitate learning. 
5.5.4 An Extended Model for KDM 
The central premise of this thesis is that organisations use their knowledge of 
customer behaviour and customer value to manipulate their actions to 
maximise total customer value.  The high-level model shown in Figure 5–6 
covers the process of KDM but does not include the central premise.  
Extending the process model, and other models from the literature, is the model 
in Figure 5–7, which shows the extended model for KDM developed in this 
thesis.  The model is an extension of existing models, and divides KDM into 
five main components: 
1. Plan – in this component, marketing policies are formulated to align with 
strategic objectives.  The chosen policies maximise customer equity1 (CE), 
and identify the level of resources required to execute the plan.  The 
outcome of this phase is a planning blueprint that details which policies are 
required.   
2. Experiment – this component takes the planning blueprint and allocates 
customers to actions.  This phase improves the accuracy of selection and 
value models by collecting data.  This is done by improving the state of 
current knowledge of cause-and-effect via experimentation.  The outcome 
of this phase is a design blueprint that details the allocation of customers to 
cells.   
3. Enact – this component takes the planning blueprint and determines which 
actions are to be applied to which customers.  This is done by quantifying 
the expected gain in CLV for alternative actions, then allocating resources 
                                                 
1
 Customer equity is the total of CLV across a portfolio of customers.  More detail on customer 
equity is given in section 7.5.2. 
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including the allocation of actions to customers.  The outcome of the enact 
phase is a treatment blueprint that details what action (treatment) is to be 
applied to a customer.  The treatment blueprint maps to the planning 
blueprint for a particular set of actions.  Different cells are associated with 
different actions.  The experiment and enact phases may occur concurrently 
or in sequence as required. 
4. Evaluate – this component evaluates the responses to the alternative 
actions applied in the experiment and enact phases.  The effect of each 
alternative action on CLV is estimated, along with other appropriate 
metrics.  The results are fed into the knowledge base for use in the plan, 
enact and experiment phases. 
5. Knowledge Base – the knowledge base incorporates the components of 
KDM that are used in the other components of the model.  These include  
• the processes of idea generation and innovation, where existing 
knowledge is examined for ideas 
• selection models that find the customers most likely to respond 
positively to an action applied to them 
• value models that are built to estimate the CLV of alternative actions 
that may be taken 
• the central data repository that is used to store models, model scores, 
model algorithms, meta-data pertaining to models and the data used to 
build models 
• a historical record of actions applied to customers and their responses 
• data enhancement from external sources 
• the creation of an appropriate view of the customer that brings together 
data from diverse sources and systems 
• costs of operational data such as costs of alternative actions, constraints 
on channels, fulfilment and budgets 
• customer contact policies 
• customer–treatment eligibility criteria 
The outcomes from the enact and experiment phases continue to build on 
the knowledge held in the knowledge base.  Stored within the knowledge 
base is a library of potential policies and actions, which are fed to the other 
components at the identification stages.  Value and selection models are 
used to quantify the expected CE and CLV under alternative policies and 
treatments.  The blueprints are stored in the knowledge base, along with the 
results of applying the blueprints and the subsequent learnings. 
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Figure 5–7 A model for KDM 
 
The model addresses many of the shortcomings of previous models.  It 
explicitly includes a process for experimentation and learning, identified as a 
key issue in section 5.3.2.  The experiment and evaluate phases ensure that the 
model supports organisational learning.  The customer is viewed as an asset 
and limited resource whose utilisation is to be maximised (Berger et al., 2002; 
Blattberg and Deighton, 1996).  CLV and customer equity measures are used 
as key decision and evaluation metrics, ensuring support for customer-level 
decision-making.  The model addresses data collection as a part of the 
experimentation and learning process.  
By generating the appropriate marketing blueprints and incorporating a plan–
test–learn cycle, shown in Figure 5–2, the model supports new KDM 
paradigms such as continuous KDM and opportunistic KDM.  It integrates 
planning, targeting, testing, resource allocation, execution and evaluation, 
linking resources from marketing, information technology and analytical areas 
of an organisation. 
The ‘plan’ phase ensures that KDM initiatives align with an organisation’s 
strategic objectives, supporting strategic planning and resource allocation, 
hence garnering senior management support.  The ‘evaluate’ phase ensures that 
KDM measures the business benefits it facilitates. 
Table 5–1 evaluates the model for KDM against the CSFs identified in section 
5.4.  The model supports sophisticated KDM in that it facilitates each of the 
critical success factors. 
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Table 5–1 Evaluation of the KDM model against the CSFs 
Critical Success Factor How CSF is Addressed Model Component 
1. Senior management 
support 
 
Alignment with an 
organisation’s strategic 
objectives is detailed in 
the planning blueprint 
‘Plan’ 
2. Organisational 
learning 
Experimentation is 
performed to increase 
knowledge.  New data is 
evaluated and stored in the 
knowledge base. 
‘Experiment’, ‘evaluate’ 
and ‘knowledge base’ 
3. Integration The model provides a 
framework for integration 
The model in entirety 
4. Links between 
analytics, IT and 
marketing 
The model provides a 
framework for linking 
different areas within the 
learning process 
The model in entirety 
5. Measurable and 
quantifiable business 
benefits 
The model identifies the 
benefits that can be 
expected, and evaluates 
results against the 
expected benefits using 
CLV 
Use of CLV in ‘plan’ and 
‘evaluate’ 
6. Adoption in operations 
and culture 
The model ensures that 
KDM can be used in 
operations and become 
part of culture 
The model in entirety 
7. Support planning and 
resource allocation 
The model fully supports 
planning and resource 
allocation  
‘Plan’ and ‘enact’ 
8. Customer value The model explicitly uses 
CLV to plan, allocate 
resources and evaluate 
‘Plan’, ‘enact’ and 
‘evaluate’ 
9. Streamlining The model provides a 
framework for 
streamlining and 
automation of the process 
The model in entirety 
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Table 5–2 details and compares the components of the model.  The aims of the 
components are related, and each has similar tasks and themes.  The inputs 
used in each are similar, as are the relationship with the knowledge base. 
 
Table 5–2 Comparison of components of the model for KDM 
 Plan Enact Experiment 
Aim Optimise the policy Optimise actions 
given available 
resources 
Gain information 
where lacking and 
maintain information 
where it exists 
Outcome Planning blueprint – 
optimise policies and 
resources 
Treatment blueprint – 
optimise actions and 
resource utilisation 
Design blueprint – 
optimise increase in 
information 
Inputs Knowledge from 
Enact and Experiment 
Knowledge base 
Idea generation 
Planning blueprint 
 
Learnings from 
Experimentation 
Knowledge base 
Idea generation 
Planning blueprint 
 
Knowledge base 
 
Idea generation 
Common 
themes 
Potential policies Potential action–
customer 
combinations 
Potential cells 
 Identify eligibility 
(medium term 
probability) 
Identify eligibility Identify eligibility 
 Estimate change in 
CE given alternative 
policies 
Estimate change in 
total CLV given 
alternative actions 
Obtain data to 
facilitate CE and 
CLV calculations 
  Apply configuration 
of potential actions 
and resources 
Apply configuration 
of potential actions 
 Evaluate Evaluate Evaluate 
 Quantify actual CE 
for policies 
Quantify actual CLV 
for actions 
Quantify expected 
CLV for actions 
 Update and refine 
knowledge – 
selection and value 
models 
Update and refine 
knowledge – 
selection and value 
models 
Update and refine 
knowledge – 
selection and value 
models 
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Table 5–3 compares the model introduced by Lewington et al. (1996) with the 
model for KDM presented in this thesis.  The model for KDM encompasses 
and extends the key components in the model of Lewington et al. 
 
Table 5–3 Links between the model of Lewington et al. (1996) and the new 
model 
Item  New model Link 
Marketing database (data-
rich environment) 
Knowledge base 
(marketing data 
repository) 
The central store of data 
and information leads to 
marketing knowledge 
Database enhancement Knowledge base 
(marketing data 
repository) 
Enhancements are 
contained in the 
knowledge base 
Enhancements facilitate 
select and value models 
Market modelling Knowledge base 
Plan 
Scenario planning, 
statistical analysis and 
optimisation of resources 
 Evaluate Campaign performance 
analysis 
Performance measurement Evaluate Measurement, metrics and 
monitoring 
Treatment and model 
evaluation 
Database marketing 
manager actions 
Plan Planning blueprint  
 Enact Treatment blueprint 
 
The model of Berger et al. (2002) is compared with the model for KDM in 
Table 5–4.   
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Table 5–4 Links between the model of Berger et al. (2002) and the new 
model 
Item  New model Link 
Customer actions Evaluate Actions, responses and 
customer value 
Marketing actions Experiment – design 
blueprint 
Pricing and promotion 
 Enact – treatment 
blueprint 
Actions 
Customer database Knowledge base 
(marketing data 
repository) 
Comprehensive data 
including costs and 
revenues 
Customer segmentation  Knowledge base Selection models and data 
enhancements 
Segmentation 
Calculate CLV Plan, Enact & Evaluate Decision criterion for 
resource allocation and 
evaluation 
Allocate resource Plan & Enact Act on the planning 
blueprint and treatment 
blueprint 
 
5.6 Conclusions 
In this chapter, a number of issues derived from the literature and interviews 
have been identified and explored.  The issues have been classified into five 
key areas: people and organisational; data, information and knowledge; 
information technology and infrastructure; strategic; and process.  
The issues raised were used to develop a set of critical success factors for 
KDM – those things that an organisation needs to do to adopt sophisticated 
KDM successfully.  These critical success factors include senior management 
support, a commitment to learning, integration of components, strong internal 
links, delivery of measurable business benefit, adoption in an organisation’s 
culture, measurement of customer value, and streamlining of key tasks. 
A new model for KDM was proposed that extends existing models.  The new 
model was compared and contrasted with the previous models, demonstrating 
that the new model encapsulates the earlier models.  The critical success 
factors were used to evaluate the new model. 
Sophisticated KDM consists of a number of analytical components.  Several 
later chapters examine in detail the integration challenges that the components 
pose.  Figure 5–8 gives a model of how the components relate together.  All 
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components are underpinned by the marketing data repository and data flows 
as detailed in Appendix E. 
Strategic planning.  Using the outcomes of previous evaluations and 
resource plans, objectives for KDM are identified as part of the 
strategic planning process.   
Experimentation and learning.  This component facilitates KDM in a 
number of ways: by collecting data to facilitate predictive model 
building, by providing an analytical framework for strategic evaluation 
and by collecting data to enable optimised treatment configuration. 
Predictive modelling.  Predictive models form the basis of customer 
value measures such as CLV and provide customer behaviour and 
treatment configuration information to the decisioning and resource 
allocation component. 
Customer lifetime value measures (CLV).  The central analytical 
component, the customer value measure forms the basis for resource 
allocation, decisioning and evaluation.  The customer value measure 
considers changes to customer behaviour under different scenarios to 
enable the value of the customer portfolio to be optimised. 
Decisioning and resource allocation.  Using CLV as the criterion to 
be maximised, this component allocates treatments to customers for 
communication while using available resources as efficiently as 
possible.  This component may also feed into the strategic evaluation 
component. 
Strategic evaluation.  Using the analytical framework set up from the 
experimentation and learning components, results from the execution 
phase are evaluated on (the change in) customer value measures as well 
as other measures, as appropriate.  The learnings from this phase are fed 
back into the other components. 
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Figure 5–8 Model of the analytical components of KDM 
 
The new model overcomes the shortcomings of previous models, and provides 
professionals with an actionable starting point for developing and enhancing 
sophisticated KDM.  The ensuing chapters in this thesis further refine the 
components of KDM. 
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Chapter 6 Processes in Knowledge-Driven Marketing 
6.1 Introduction 
This chapter examines, formalises and extends the processes for KDM found in 
practice and in the literature.  Processes are important in KDM for a number of 
reasons. 
• The increased complexity resulting from increased sophistication in KDM 
needs to be managed with consistent processes. 
• Inefficient processes can result in errors and inconsistent treatment of 
customers. 
• Ad hoc processes may result in high levels of manual intervention, 
increased internal costs and reductions in marketing capacity. 
• Changes in capabilities brought about by sophisticated KDM facilitate 
changes in processes, leading to competitive advantage and marketing 
efficiency (Rossjohn, 2004). 
• Automation of policies requires a KDM process to be specified and 
understood. 
The processes that surround the implementation of predictive modelling and 
other KDM components into marketing can be complex.  Some parts of the 
process can be automated, and some are best left for human judgement (Levin 
and Zahavi, 1996).  An integral part of the overall success of KDM is the 
fusion between the emerging technology and the human factor concerning 
innovation, assessments and judgements. 
The effect of this trend is that the amount of marketing activity is increasing 
within organisations.  As this marketing activity increases, a number of issues 
become paramount. 
• Marketing automation tools must aid the human component of the process, 
and in so doing, reduce process errors. 
• Technology used must support development and management of a large 
number of predictive models, in a way that supports analysts rather than 
replacing them (Hand, 1998b). 
• Tools to monitor campaign and predictive model performance must aid the 
human component of the process (Rossjohn, 2004). 
• There must be a capability to manage many campaigns concurrently in line 
with business policy, and to plan customer-focused communications 
(Rossjohn, 2004). 
• Other marketing processes need to adjust to cope with the increased 
capability facilitated by the increase in sophistication (Doyle, 2000; 
Rossjohn, 2004). 
To cope with these issues, a systemic process is required.  The previous models 
of Blattberg (1987), Hirschowitz (2001) and Herschel (2001) each describe a 
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part of the knowledge-driven marketing process, but fail to describe an 
environment to cope with the complexity of many concurrent campaigns. 
A number of models have been proposed in the literature; these are explored 
more fully in section 6.2.  An extended model is proposed that encompasses 
the models from the literature in section 6.4, where the process model’s 
relationship with critical success factors and the integration of processes is also 
examined.  Section 6.5 explores a standard industry process: CRISP-DM, 
which is mapped to the extended model. 
6.2 Review of Existing KDM Processes from the Literature 
KDM has its origins with catalogue retailers based in the USA selling directly 
to customers.  The principal channel used was direct mail, and mailing of new 
catalogues usually took place to the whole database of customers (DeTienne 
and Thompson, 1996).  Analysis of the results of the mailings led to the 
adoption of techniques to improve targeting and selections, such as CHAID 
(Chi-Squared Automated Interaction Detection) and logistic regression 
(DeTienne and Thompson, 1996; Magidson, 1988; Schoenbachler et al., 1997).  
The addition of centralised call centres and the Internet introduced the elements 
of interactivity and personalisation (Kelly, 2000).  During the 1990s, the data-
mining boom popularised such techniques as artificial neural networks, market 
basket analysis, Bayesian networks and decision trees (Berson et al., 2000; 
Coates et al., 1994). 
KDM processes have progressed from mail only, to using multiple channels 
(Doyle, 2000).  Predictive modelling techniques to improve targeting have 
been used to aid customer selection, if not always fully integrated into the 
KDM process.  Published processes in the literature fall mainly into one of two 
categories: mailing models for direct-mail organisations (Blattberg, 1987) and 
customer communication processes for CRM (Desmond, 2000; Hirschowitz, 
2001; Khirallah, 2001). 
The increasing sophistication of KDM requires extension of the existing 
process models.  Current KDM capabilities are still evolving at different speeds 
within different industries and geographical locations.  Barriers to the adoption 
of KDM include the cost of development, poor data and systems quality, lack 
of a KDM strategy and a lack of a company-wide marketing orientation (Desai 
et al., 1998).  
A recent addition to the existing paradigm is for the marketing effort to take 
place opportunistically.  Technological innovation and the advent of the 
Internet have assisted this addition.  When the customer contacts the 
organisation, a list of treatments for which the customer is eligible is delivered 
immediately (Herschel, 2001; Pearce et al., 2002a) to the channel of 
interaction.   
Doyle (2000) addresses the effects on processes that marketing automation and 
campaign management applications have.  While Doyle supports many of the 
assertions raised in this thesis, there is little detail given on methods that may 
be used, and process interfaces and integration are given only a cursory 
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treatment.  Also absent is support for strategic initiatives such as strategic 
planning, support for executing strategies via existing segmentation, resource 
and budget planning, and support for strategic-level experimental design and 
testing cell allocation, as explored further in Chapter 8. 
6.2.1 Models for Knowledge-Driven Marketing  
There are two dominant marketing paradigms for campaigns: product push and 
customer demand. 
• Product Push: Product push is an organisation-centred paradigm, where 
the organisation applies product-based treatments to the most appropriate 
customers.  The objective is to increase sales of products.  These campaigns 
are mostly used at a tactical level, but product push marketing can also be 
used for strategic seasonal communications, particularly in conjunction 
with recurring campaigns (see later in this section).  
• Customer Demand: In the customer demand paradigm, the organisation 
takes a customer-centred view.  The best treatment is decided at a point in 
time from many potential treatments.  The objective is to maximise a 
customer-level value metric, such as CLV (see Chapter 7).  The customer 
demand paradigm requires a resource allocation process engine to make 
customer-centric decisions.  This compares with product push, which risks 
some products being emphasised at the expense of others. 
The term ‘campaign’ has largely replaced the term ‘mailing’ found in earlier 
literature with the common expansion of channels to call centres, e-mail, web, 
SMS and others.  A campaign can be based around a single event, or around a 
group of events that trigger communications aimed at the same strategic 
objective.  Campaigns can be complex in that they incorporate multiple 
channels, multiple levels and multiple segments. 
Common models in KDM include the mail shot model, the closed loop model, 
the test-and-rollout model and continuous KDM.  Models can also be divided 
into outbound marketing models and opportunistic models.  Outbound KDM is 
typically an outbound batch-driven interaction, whereas opportunistic KDM is 
typically an inbound interaction. 
A dominant model for KDM historically has been single treatment, single 
channel (usually direct mail) and single phase – the mail shot model. This 
model continues to have some relevance in industries with simple product 
structures, such as fundraising and charities.  However, organisations who 
persist with this model are missing opportunities.  For multiple-product, 
multiple-channel industries, such as banking and telecommunications, a more 
sophisticated model is required. 
In the mail shot model, direct mail is used to send many mail pieces to many 
individuals (although usually only one piece per individual in a given period).  
Responses are analysed before the next mail shot goes out.  Typically this 
model is product-focused, using a single product at a time. 
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In the closed loop model, which extends the mailshot model, responses are 
captured and analysed.  The results of the analysis are used to modify the 
selections and treatments to optimise the return for subsequent campaigns. 
Test-and-rollout models concentrate on one-off marketing campaigns where 
there are a number of potential marketing treatments to be applied to different 
customer segments.  This model is used for campaigns containing new, 
untested treatments, such as the launch of a new product (Morwitz and 
Schmittlein, 1997).  Different treatments are applied to a sample of the target 
population in a testing phase, before applying the most effective treatments to 
the remainder of the eligible customer base (Levin and Zahavi, 1996). In 
Blattberg’s model (1987), marketing is continued to responsive customers.  A 
refinement to this model occurs with the addition of a predictive modelling step 
to refine the targeting of customers rather than using simple metrics of 
responsiveness and average order value (Berson et al., 2000). 
KDM can be an iterative process, as highlighted in the model for KDM.  
Successful one-off campaigns and treatments can be added to the suite of 
campaigns to be regularly executed.  This is termed continuous KDM. 
Continuous knowledge-driven marketing is an extension of previous models 
where customers are either targeted periodically based on changes in 
behaviour, or have treatments applied at a the point of interaction (Demery, 
1999; Grimes, 1999; Hedgcock, 1998). The key difference between a 
continuous campaign and a one-off campaign is that a continuous campaign 
will continue to be active for a period of time.  This allows for the collection of 
data and ongoing modification of the campaign structure, based on analysis of 
the results collected to date (Pearce et al., 2002b).   
There are two main types of continuous campaign: event triggered and 
recurring campaigns.  Continuous knowledge-driven marketing campaigns can 
have a strategic focus compared to one-off campaigns, but they can also be 
used tactically.  They allow campaigns to be executed based on trigger events 
for event-triggered campaigns, or periodically for recurring campaigns (Pearce 
et al., 2002b).   
In an event-triggered campaign, a significant event is the trigger for a 
treatment because the customer is potentially receptive to a treatment (typically 
a cross-sell or up-sell offer), in danger of lapsing, or experiencing a time-
sensitive occurrence representing an opportunity that may be lost if not acted 
upon promptly. 
In a recurring campaign, customer selections are made periodically, based on 
changes in customers’ attributes from period to period.  Compared with event-
triggered campaigns, recurring campaigns occur at predetermined periods.  
Customers are selected based on changes in multiple criteria from one period to 
the next. 
Several papers in the literature propose KDM processes that partially address 
the paradigms identified above.  The three-element model proposed in 
Lewington et al. (1996) identifies the database, a market modelling process, 
and a mechanism for performance measurement feedback as being important 
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elements for effective KDM. Although it covers the major elements, this model 
does not illustrate the complexity of the process required for successful KDM.  
The authors identify the need for understanding of how processes affect KDM.  
Challenges include fragmenting marketing, shorter product life cycles and 
increased competition. 
However, Lewington et al. (1996) does not map out a process; rather, a series 
of components identified in the research is given.  The model presented in this 
thesis gives process structure to the components as outlined by Lewington et 
al. (1996) and others. 
Jonker et al. (1998) develops a framework around the mail shot model, shown 
in Figure 6–1.  A campaign is defined as a number of sequential steps or stages 
aimed at a particular goal or objective.  A campaign is different from a policy 
in that a campaign’s steps apply treatments to many customers, whereas a 
policy specifies the actions to be applied to a particular customer or segment.  
The framework developed by Jonker et al. is most suitable for direct mail, 
although multiple channels are considered.  The framework has a test-and-
rollout methodology embedded.  While Jonker et al. talks of the strategic use 
of KDM as being aimed at developing and enhancing customer relationships, it 
fails to consider that a relationship with a customer is unlikely to be achieved 
via a single campaign. 
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Figure 6–1 The KDM framework of Jonker et al. (1998) 
 
Taking a more detailed view of KDM is the ‘closed loop’ model of 
Hirschowitz (2001), in which KDM is seen as part of a process of 
organisational learning.  Hirschowitz’s model identifies the key steps as being 
idea generation, analysis, customer targeting, treatment allocation, campaign 
creation, response measurement, campaign execution, campaign monitoring 
and campaign refinement.  The monitoring of campaigns feeds information 
back to the campaign refinement and idea generation stages, and organisational 
learning takes place.  Metrics to evaluate the success of the campaign are 
defined as part of the campaign development process.  However, Hirschowitz 
does not consider the integration of experimental design and predictive 
modelling within an environment in which each campaign is a part of an 
overall marketing strategy. 
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6.3 KDM Processes 
6.3.1 Changes in Marketing Processes in Response to Changes in the 
Marketing Environment 
Until recently, virtually all direct marketing campaigns were executed via a 
combination of manual processes and intensive coding of extracts from 
databases.  The next generation of campaign execution led to the development 
of automated list-generation software based on proprietary databases designed 
for quick responses to queries.  The platform tended to be a mainframe 
computer.    
The advent of data warehouses and customer-centric data marts has enabled 
campaign management software applications to automate the process, giving 
organisations the capability to run more complex campaigns more often.  The 
benefits of this approach have included 
• Using smaller customer segments 
• Reducing size of campaign contacts 
• Quicker time to market 
• Fewer errors and rework 
• A reduced reliance on skilled resources 
Irrespective of whether some or all of the process is executed by software 
applications, the core steps remain the same: 
• identification of target customers 
• matching marketing treatments to target customer and prospect segments 
• extraction of customer name, contact details and other information relevant 
to the personalisation of campaign material for the target segments 
• transfer of the extracted information to the appropriate channel for delivery 
to the customer, e.g. a direct mail bureau, e-mail server, web server, 
telemarketing bureau or call centre 
• if appropriate, transfer of the marketing material to the appropriate channel 
• make a record of which customers received which treatment 
• responses to the marketing treatments need to be recorded, stored and 
tracked, whether they be “hard” responses such as the purchase of a 
product, or “soft” (inferred) responses such as an increase in monthly usage 
• subsequent actions may be taken on the basis of responses 
As organisations embrace CRM and enhanced knowledge-driven marketing 
strategies, they need to re-design their business processes. Closely aligned with 
the business processes will be the processes surrounding data: how data is 
obtained, managed, and transferred to the next phase in the overall knowledge-
driven marketing process.  Data structures and information flows are examined 
further in Appendix E. 
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Business processes and related data processes need to be flexible, responding 
to the changing needs of the organisation in the future.  As opposed to 
operational systems, by the very nature of knowledge-driven marketing 
systems, the information required will change as new products and services are 
made available and as the market changes. 
Processes not only concern the individual steps of the marketing process but 
also the integration and interrelation between the components.  For example, 
how will the outcomes of data mining be made available for campaign 
execution? 
6.3.1.1 Campaign Execution and Processes 
By using smaller segments in marketing, organisations are able to increase the 
response rates and return on investment by making communications and 
treatments more relevant.  Better allocation of resources via these smaller 
segments will result in increased return on investment and customer lifetime 
value. 
Automation of the process results in standardisation, so that errors are less 
likely to be made, resulting in less checking and a reduced development cycle.  
Campaigns are brought to market more quickly, resulting in competitive 
advantage.  The automation of the process also results in skilled analytical 
resources being freed up from the mechanical process of manual campaign 
extractions and checking, allowing them to perform more analysis in ‘idea 
generation’. 
6.3.1.2 Opportunistic KDM and Outbound Batch KDM 
One of the existing models for KDM is the outbound batch-marketing model: 
lists of individuals to be contacted in campaigns are created and sent to the 
channels that will communicate to the individuals. 
Technological innovations have led to a new paradigm in which the marketing 
treatment is applied opportunistically.  When the customer contacts the 
organisation, a list of treatments for which the customer is eligible is delivered 
immediately to the channel of interaction.  Information about the customer’s 
current interaction may also play a part in the decision as to which specific 
treatment will be applied to the customer.  For example, a large deposit at a 
bank branch may trigger a special term deposit offer to be made via the teller. 
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Figure 6–2 The outbound communication model 
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The outbound batch KDM model is useful for contacting customers who are no 
longer interacting with the organisation or responding over the channels of 
interaction.  A strength of the opportunistic model is that communications take 
place to customers as they contact the organisation, so that compliance with 
privacy policy and legislation is maintained.   
Figure 6–2 and Figure 6–3 show the differences in process between the ‘push’ 
style of the outbound paradigm and the opportunistic marketing model.  Figure 
6–2 shows communications driven by the organisation, whereas Figure 6–3 
shows the customer driving the interaction with the organisation taking 
advantage of the situation. 
 
Customer DecisionEngine
‘Best’
treatment
World-wide web
Call centre
Branch
WAP
ATM
Point of Sale
 
Figure 6–3 The opportunistic marketing model 
 
The opportunistic model requires an explicit decision to be made regarding 
which, if any, of several treatments should be applied during an interaction.  
Berry (2000) refers to the advantages of this approach, and terms the 
application that facilitates the decisions a decision engine.  The role of decision 
engines is explored further in Chapter 10, and their effect on data requirements 
in Appendix E. 
The infrastructure required to facilitate the opportunistic model poses some 
technical difficulties.  For up-to-date information to be available, the system at 
the point of contact needs to ‘call’ the decision engine to determine which 
treatment to apply, in light of the most current information. 
6.3.1.3 Permission Marketing 
Another marketing paradigm gaining relevance and Internet bandwidth is 
‘permission marketing’ (Godin, 1999).  Under the old model of direct 
marketing, organisations would send out targeted communications to 
customers and prospects until they were asked to desist by the customer.  With 
the ease of use of e-mail communications, organisations are finding a definite 
consumer backlash against unsolicited marketing communications, known as 
‘spam’ or unsolicited bulk email. 
A prevailing paradigm with organisations seeking customer respect is that it is 
better to gain someone’s permission to send them marketing material explicitly 
A PARADIGMATIC APPROACH TO MANAGING COMPLEXITY IN KDM 
98 
(known as ‘opt-in’), and to allow them to change their minds easily at any time 
(‘opt-out’).  Response rates to e-mail communications from customers who 
have explicitly opted in can be encouragingly high (Godin, 1999).  If the same 
model were applied to other direct marketing channels, the corresponding 
response rates may be even better.  Privacy legislation, direct marketing 
association codes of practice (Australian Direct Marketing Association, 2001) 
and emerging de facto Internet standards (Australian Direct Marketing 
Association, 2004) are further encouraging permission-based marketing. 
6.3.2 Requirements for KDM Processes 
The fundamental change from a campaign-centric view to a customer-centric 
one has the potential to bring about significant increases in marketing 
efficiency and effectiveness.  Although marketing applications may help to 
automate many components of KDM, there are further requirements for 
marketing processes. 
 Targeted customer segments must be selected, managed, have treatments 
allocated, and performance tracked. 
 The extraction of data and distribution of campaign and treatment 
information to communications channels must be streamlined. 
 Communications history to customers must be systematically tracked at the 
customer level, for treatments applied and responses received. 
 Complex and sophisticated selections must be managed. 
 Resources must be allocated, and outcomes allocated to treatments, in 
accordance with planned strategic objectives. 
 The plan of treatments to be applied to customers over time (for example, a 
marketing calendar) must be managed.  This includes different types of 
campaign, allocation of resources, tactical campaigns, strategic campaigns, 
batch campaigns, opportunistic campaigns, one-off campaigns, continuous 
campaigns and test-and-rollout strategies. 
 Design, experimentation and analysis must be integrated to facilitate 
learning. 
 Predictive models must be integrated with the selection and execution 
processes. 
Doyle (2000) identifies the requirement to move beyond batch processing for 
marketing campaigns, and outlines a number of required processes.   
• Maintenance of a communications history is required to track and store the 
treatments applied to customers and the resulting responses.  The 
communications history is stored in the knowledge base and available to 
users and analysts. 
• Data transfer to a channel of execution for delivery of communications 
takes place to ensure that the treatment blueprint of customer–treatment 
allocations can be applied. 
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• Execution of communications and capturing of responses can pose 
problems. 
• Integration of components is required, particularly predictive modelling 
and customer selection. 
6.3.3 Process Implementation Requirements 
Detailed below are the requirements for process implementation.  As 
sophistication in KDM increases, so does the number of segments and potential 
actions.  A decision engine that provides recommendations to interactive 
channels will replace the need for extensive training for operators of manual 
channels, such as the call centre, and will be necessary to facilitate automated 
web-based marketing. 
6.3.3.1 Outbound Batch Marketing 
Batch channels include direct mail, mobile phones (using SMS or one of its 
derivatives) and email.  A communication is made to the customer without an 
immediate opportunity for dialogue.  The customer must initiate a response.  
The requirements for outbound batch marketing are: 
• A single customer view must be available for selections and customer–
treatment allocation. 
• Marketing users must have access to segmentation codes or predictive 
models to aid in selections of customers. 
• To facilitate learning, there must be the ability to capture and track 
responses via direct mail and other channels. 
• The ability to extract lists of customers and their contact details and provide 
them to the channel of execution is required. 
6.3.3.2 Interactive Outbound Marketing 
In this type of marketing, the customer is contacted by the organisation with a 
treatment in mind, but then may be involved in dialogue.  The channel making 
the offer may record a response.  Example channels are outbound 
telemarketing, email with web and sales force automation.  Requirements for 
interactive outbound marketing include: 
• A single customer view must be available to the agent. 
• There must be some degree of timeliness regarding customer information; 
otherwise the agent will lose confidence in the knowledge base. 
• In the case where the selected treatment turns out to be inappropriate for 
the customer, the agent must have access to alternative treatments that the 
customer is eligible for. 
6.3.3.3 Inbound Opportunistic Marketing 
In this type of marketing, the customer initiates a dialogue with the 
organisation for an interaction not necessarily related to the marketing 
initiative.  The organisation uses this opportunity to apply a treatment to that 
A PARADIGMATIC APPROACH TO MANAGING COMPLEXITY IN KDM 
100 
customer, in the form of a differential treatment.  Example channels include the 
call centre, web, sales force automation and point-of-sale at outlets.  
Requirements for opportunistic marketing include 
• A single customer view must be available to all agents. 
• There must be some degree of timeliness regarding customer information; 
otherwise the agent will lose confidence in the knowledge base. 
• Agents must have access to segmentation codes that act as guidelines for 
differential customer treatments. 
• Agents must have access to treatments that a customer is eligible for and 
likely to respond to positively, including next-best actions. 
• For channels that require the agent to make decisions on which treatment to 
apply, guidance for scripting of differential treatments is required. 
• To aid in optimal treatments to be applied, given the most up-to-date 
customer information, agents must have access to real-time decision-
making, possibly aided by a decision engine. 
6.4 An Extended KDM Process Model 
6.4.1 Background 
Historical processes have been predominantly batch-based. Sophisticated KDM 
is driving change towards an automated process where the best treatments are 
prioritised and identified for each customer, subject to operational and budget 
constraints, and communicated by the most appropriate channels.  Channel 
attributes may be inherent in the treatments and the selections of individuals 
that correspond with the treatments. 
6.4.2 Data Model for KDM Processes 
The data model given in Figure 6–4 shows, at a high level, the key process 
components to support KDM initiatives. 
At the highest level, a strategic objective holds the overall objective that the 
KDM initiative is aiming for.  The strategic objective is addressed by a 
program: a series of campaigns with a common goal. 
A campaign is made up of one or more treatments. 
A treatment (or action) is applied to selections of customers.  A treatment will 
be related to a product.  A predictive model may determine a selection and its 
cut-off score. 
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Figure 6–4 Entity relationships of the components of the KDM process 
 
This thesis contends that KDM is best executed at three hierarchical levels: the 
program, campaign and treatment levels.  
At the program level, strategic initiatives are planned and resources allocated 
to certain marketing activities throughout a period, often referred to as 
‘marketing campaigns’.  The period may be a year or more, or the duration of 
the initiative.  For example, an initiative may involve the acquisition of 
customers.   
The initiatives identified at the program level need to be instantiated: 
individual customers need to be identified and alternative treatments to enact 
the initiatives formulated.  This takes place at the campaign level; a program 
may consist of a number of such campaigns.   
At the next level down – the treatment level – the individual treatments are 
formulated, different cells identified for different treatments, and customers 
allocated to the different treatment–cell combinations.   
Each of the three levels of KDM needs to be supported by a process of 
planning and execution.  KDM must support both the planning process and the 
ability to act against the plan.  Planning may include strategic planning, 
campaign planning, tactical planning and customer-centric lifetime planning. 
Program
Product
Strategic 
Objective
Customer
Campaign
Treatment
Selection
Predictive Model
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The extended process model shown in Figure 6–5 gives the flow of the phases 
required to undertake sophisticated KDM.  It breaks the KDM process into a 
series of tasks.  Each task is aligned with one of the three levels of KDM: 
program, campaign or treatment. 
Program Campaign Treatment
Align program with
strategy
Develop program Generate ideas
Develop predictive
models &
selections
Design campaign
Develop treatments
Design program
Prioritise campaign
/ channel /
treatment
Execute campaign
Allocate treatments
to customers
Deliver to channels
Capture responses
Analyse campaignAnalyse program
Refine program Refine campaign Refine models &treatments
Profile responders
Authorise
campaign
 
Figure 6–5 The extended process model 
 
Each of the points below corresponds to a stage in the process model. 
1. Align program with strategy: Programs are identified in line with 
strategic objectives.  Such objectives may include cross-selling, increasing 
share of wallet (that is, the proportion of available expenditure from an 
individual being received by an organisation) and increasing customer 
lifetime value.  The objectives identified should be measurable, as 
ultimately the program’s success will be evaluated against these objectives. 
2. Develop program: Developing the program entails identifying the broad 
customer segments, and the broad treatments to be applied.  A program 
may run against all customer segments for a specific set of products and 
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incentives, or may cover all products and incentives for a specific customer 
segment or stage in the customer’s lifecycle. 
3. Generate ideas: This stage is analogous with ‘idea generation’ that takes 
place against the knowledge base in the model for KDM in section 5.5.4.  
Creative processes may be used to identify the set of treatments to be 
applied, or adjustments may be made using the results of previous 
treatments.  Analysis of the knowledge base and previous results can aid 
the idea generation process. 
4. Design program: In this stage, allocation of customer to strategic global 
control groups takes place (see section 8.4.3), overall parameters are set,  
including the duration of the program and how the program is to be 
evaluated.  The planning blueprint is produced. 
5. Develop treatments: The treatments to be applied are developed.  Factors 
such as price, product, mechanisms by which customers may respond, 
incentives, cost of making the offer and cost to fulfil the responses to the 
offer are determined.  Eligibility criteria are determined.   
6. Develop predictive models and selections: Each treatment developed 
needs to be applied to a selection of customers.  This selection is a subset of 
all eligibile customers.  The selection may be made as a set of criteria, or 
via predictive models.  If predictive models need to be developed, there are 
two typical approaches: (i) develop separate models for each treatment, or 
(ii) develop models for each product, and modify the predictions based on 
the factors comprising the treatments. Predictive models may select 
customers based on take-up of the treatment or customer lifetime value 
(CLV).  See Chapter 11 for more detail. 
7. Design campaign: This stage determines the different cells to be used, 
including control cells, random cells, champion–challenger and test–
treatment configurations. Metrics for the evaluation of campaign success 
are identified.  Sample sizes are determined, and estimates for campaign 
performance are made. A design blueprint is produced that determines how 
the effects of different factors and cells will be analysed, along with the 
sample sizes required and other campaign parameters. 
8. Prioritise campaign / channel / treatment: If a system or procedure is 
used to manage potential allocation of multiple exclusive treatments to a 
single customer, the prioritisation is done at this stage.  For example, a 
campaign with an objective of customer retention may take precedence 
over campaigns aiming to increase the value of existing product holdings.  
See Chapter 10 for more details on resource allocation. 
9. Allocate treatments to customers: In this stage, customers are paired with 
the appropriate treatment.  Allocation may take place for both outbound 
and opportunistic KDM.  Where there are potential conflicts over which 
treatments are to be applied to a customer, they are resolved via one of the 
resource allocation methods described in Chapter 10. 
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10. Execute campaign: In this stage, customer extracts are created and entries 
for selections updated in the campaign history tables in the knowledge 
base. 
11. Deliver to channels: The details of customers selected are made available 
to the channel that will communicate with the customer.  Customers who 
have been communicated with (sometimes known as presentation of a 
treatment) are stored in the campaign history. 
12. Capture responses: Once responses to the communications and 
interactions with the customer can be measured, responses are captured, 
and the entries for responses updated in the campaign history.  Responses 
may be direct or inferred.  Direct responses result from a customer 
responding explicitly; inferred responses use analysis to determine 
customers’ responses.  For example, comparisons with a control group or 
meeting response criteria specified in the incentive are methods of inferring 
responses. 
13. Profile responders: Responders are compared with non-responders to 
identify defining characteristics. 
14. Analyse campaign: Performance of the campaign, campaign cells, 
treatments, factors and selections is evaluated.  This may be done by 
comparing champion and challenger cells, or treatment and control cells. 
15. Analyse program: Performance of the program is undertaken.  This may 
be done by comparing the performance of global control customers with 
the general portfolio of customers involved in the program. 
16. Refine models and treatments: Using the profiles of responders and non-
responders, models are evaluated and refined.  Comparisons of random and 
selection cells aids the evaluation and refinement of predictive models.  
Treatments are refined based on campaign analysis and the profiles of 
responders.  Segmentation may be performed to match the best types of 
responders to the most appropriate treatment. 
17. Refine campaign: Based on the campaign and treatment analysis, 
campaigns are refined, and potentially rolled out if they were test 
campaigns. 
18. Refine program: Based on the program analysis, the program is refined.  
Information is fed back into the development stage, via the knowledge 
base’. 
The process model enables development of a plan to achieve an organisation’s 
strategic objectives.  Once the strategy is defined, the best plan can be found to 
achieve its objectives, using resource allocation techniques to investigate and 
optimise alternative scenarios, as described in Chapter 5.  These techniques use 
selection and value models together with operational constraints to produce a 
blueprint.  The blueprint details the best mix of treatments to apply to achieve 
the strategic objectives, along with resource requirements.  The goal of the 
blueprint is to maximise total equity, that is, the sum of customer equity and 
prospect equity, as defined further in section 7.5.2. 
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The next stage is to define individual campaign plans based on the blueprint.  
The campaign plans select treatments and customers in a campaign designed to 
achieve the customer and prospect equity defined in the blueprint.  
From the campaign design, the individual treatments and customer selection 
strategies are identified.  Predictive models for selection and value are used to 
prioritise treatments, allocate resources and assign customers to treatments.  
Operational constraints are taken into account as part of the prioritisation 
process. 
The campaign is executed via the communications channels identified and 
responses captured.  The responses are analysed, and the models, treatments, 
campaigns and strategic blueprint are modified according to the learnings. 
 
Program Campaign Treatment
Align program with 
strategy
Develop program Generate ideas
Develop predictive 
models & 
selections
Design campaign
Develop treatments
Design program
Prioritise campaign 
/ channel / 
treatment
Execute campaign
Allocate treatments 
to customers
Deliver to channels
Capture responses
Analyse campaignAnalyse program
Refine program Refine campaign Refine models & treatments
Profile responders
Authorise 
campaign
Plan Enact / Experiment
Evaluate
 
Figure 6–6 Mapping the KDM model from section 5.5.4 to the process 
model 
 
Figure 6–6 shows how the process model maps to the model of KDM from 
section 5.5.4.  The ‘plan’ phase corresponds with the development of a 
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program.  Both the ‘enact’ and ‘experiment’ phases are concerned with 
allocating customers to treatments and applying the appropriate treatments.  
The ‘evaluate’ phase is concerned with capturing responses, evaluating 
performance and learning. 
6.4.3 The Extended Process Model and Critical Success Factors 
As KDM sophistication increases, so does KDM’s management complexity 
increase.  Automation and streamlining of tasks is vital to ensure that there are 
no unnecessary manual processing bottlenecks.  This is particularly relevant 
when considering processes for continuous KDM and opportunistic KDM. 
KDM processes need to address the critical success factors identified in 5.4.  
Table 6–1 evaluates the extended process model against the CSFs.  The process 
supports sophisticated KDM in that it facilitates each of the critical success 
factors. 
 
Table 6–1 Evaluation of the extended process model against the CSFs 
Critical Success Factor How CSF is Addressed Model Component 
1. Senior management 
support 
 
Alignment with an 
organisation’s strategic 
objectives is the first step 
in the process 
Align program with 
strategy 
2. Organisational 
learning 
Experimentation is 
performed to increase 
knowledge 
Design program 
Design campaign 
Develop treatments 
Profile responders 
Refine models & 
treatments 
Analyse campaign 
Refine campaign 
Analyse program 
Refine program 
3. Integration The model integrates 
components in the process 
by breaking out the steps 
and explicitly stating the 
interrelationship between 
them 
Develop predictive models 
& selections 
Prioritise 
campaign/channel/treatme
nt 
Authorise campaign 
Execute campaign 
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Critical Success Factor How CSF is Addressed Model Component 
4. Links between 
analytics, IT and 
marketing 
The model links different 
areas by breaking out the 
steps in the process and 
explicitly stating the 
interrelationship between 
them 
The model in entirety 
5. Measurable and 
quantifiable business 
benefits 
The model ensures that 
benefits can be evaluated 
by ensuring that results are 
captured and evaluated 
according to the design 
Design program 
Design campaign 
Profile responders 
Analyse campaign 
Analyse program 
6. Adoption in operations 
and culture 
The model ensures that 
KDM can be used in 
operations and become 
part of culture by 
providing a step-by-step 
blueprint 
The model in entirety 
7. Support planning and 
resource allocation 
The model fully supports 
planning and resource 
allocation  
Develop program 
Prioritise 
campaign/channel/treatme
nt 
8. Customer value Use of models to select 
customers, resource 
allocation and analysis are 
able to use CLV at 
different levels 
Develop predictive models 
& selections 
Prioritise 
campaign/channel/treatme
nt 
Analyse campaign 
Analyse program 
9. Streamlining The model provides a 
framework for 
streamlining and 
automation of the process 
The model in entirety 
 
6.4.4 Experimentation and Learning 
The addition of an experimental philosophy, enabling multiple factors to be 
tested, concurrently requires adaptations to the basic process.  Experimental 
design philosophies can be included in the process to optimise the test-and-
rollout model. With continuous KDM, the test-and-rollout model is adapted so 
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that testing continues as part of the ongoing execution of the campaign, as 
given in the steps below. 
1. Identify potential new treatments and their component factors. 
2. Allocate the treatments to customer selections according to an experimental 
design that balances exploration with exploitation. 
3. Execute the campaign. 
4. Observe the responses. 
5. Develop optimal treatments. 
6. Optimise and prioritise the selections made to the treatments. 
7. Use the optimised combination in a continuous campaign. 
8. Continue to experiment, observe and refine treatments and selections. 
This methodology ensures that the treatments applied are changing so that they 
automatically guide the allocation of customers to treatments toward the 
optimum.  For example, a bank may be offering different types of credit cards 
to existing bank customers who qualify.  Attributes of the treatment, like the 
number of loyalty points offered, cash back, and the interest rate, are 
continually adjusted throughout the campaign.  The result is that the marketing 
treatments are adjusting to changing customer preferences in the marketplace. 
Continuous KDM requires testing to monitor model performance, to detect 
shifts in the market and to identify when products and product messages have 
matured.  Testing is also required to collect general data for predictive models 
(see Chapter 8). 
Organisations may find resistance and inefficiency performing extensive 
testing in time-critical situations; a small test with a quick-to-execute channel 
such as email may prove far more effective than focus groups. 
6.4.5 Integration of Current Processes 
Integration of current processes occurs in many forms: 
• Integration may revolve around a customer value metric such as CLV. 
• Software applications, such as a campaign management packages, facilitate 
integration between many KDM components. 
• Some organisations have developed overarching processes to ensure that 
the required data is made available to each step of the process, and to 
ensure that targeting and selection integrates predictive modelling within 
the KDM process. 
• A decision engine that allocates treatments to communications channels 
may facilitate integration. 
Targeting brings together decision variables that include customer-based 
knowledge, business rules, product and channel preferences, propensity scores 
and estimated customer potential in the form of customer lifetime value. 
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Treatment definition brings together decision variables that include treatment-
based knowledge, treatment attributes and estimated propensities and potential. 
Targeting is the ‘glue’ that relates customers and treatments together.  It 
requires knowledge of individuals and treatments.  From the product point of 
view, characteristics of individuals likely to respond to treatment A can be 
identified from historical data.  From an individual’s point of view, the best 
products, channels and treatments to apply to customer B can also be 
identified.  
A thorough exploration of data structures and data flows is given in Appendix 
E. 
 
6.5 An Industry Standard Process 
The review of the literature has identified a lack of standard processes of KDM 
across industries.  There are a number of reasons for this.  Different industries 
and organisations have different marketing objectives and practices.  There is 
no consensus regarding KDM best practice, and dissemination of information 
across, and within, industries is poor.  Many organisations perceive that KDM 
processes directly lead to competitive advantage (Rossjohn, 2004), and so are 
reluctant to share their practices with potential competitors.  The complexity 
and diversity of fulfilment systems that marketing processes interact with also 
make standardisation difficult. 
Where there are shared KDM processes between organisations, they are mainly 
due to common processes demanded by using common software applications.  
For example, a campaign management application may facilitate a particular 
sequence of tasks over another, encouraging the organisations that use the 
software to follow that sequence.  However, many applications include 
flexibility in processes and workflow planning, highlighting the existence of 
process heterogeneity between organisations. 
There are some components of KDM where there has been some process 
standardisation: data mining and predictive modelling.  One standard exists 
with some degree of use in organisations around the world: CRISP-DM.  
CRISP-DM has been developed by a consortium of software vendors and 
organisations active in data mining as a general process model.  Organisations 
are able to map the methodology to specific projects within the organisation.   
6.5.1 Mapping of CRISP-DM to the Extended KDM Process 
This section examines the industry standard process of CRISP-DM.  CRISP-
DM is mapped to the process model, as shown in Table 6–2.  CRISP-DM 
applies to the components of the KDM model pertinent to predictive modelling 
and data mining: idea generation, selection models and value models within the 
knowledge base. 
The Cross-Industry Standard Process for Data Mining (CRISP-DM) is a 
process developed by a consortium of software vendors that includes NCR, 
SPSS and DaimlerChrysler (Chapman et al., 2000; Shearer, 2000; van der 
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Putten et al., 2002).  CRISP-DM is available as a document that can be 
downloaded from the Internet (CRISP-DM Consortium, 2004).  The stated 
benefits of a standard process include improving results from data mining and 
encouraging data mining practices into maturity. 
CRISP-DM is presented as a standard industry process model for data mining.  
Input for the model has been sourced from industry and data mining groups at 
universities.  CRISP-DM is neutral with respect to industries, tools and 
applications; however, some particular modifications should be made for 
successful application within KDM. 
There are six phases within the CRISP-DM process model: 
1. business understanding 
2. data understanding 
3. data preparation 
4. modelling 
5. evaluation 
6. deployment 
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Table 6–2 Links between CRISP-DM and the process model 
Process Model Phase of CRISP-DM Link and Common 
Themes 
Strategic alignment of 
projects with strategy 
Business understanding Identify business problem 
and sets parameters for 
program objectives 
Program development Business understanding Develop specific strategic 
objectives 
Idea generation  Business understanding Actualises the strategic 
initiatives by identifying 
tactical approaches to 
achieve specific strategic 
objectives 
Predictive model 
development 
Data understanding 
Data preparation  
Modelling 
Encapsulates the technical 
tasks involved in predictive 
model building 
Program design Evaluation Manage multiple predictive 
models within campaigns at 
the program level 
Constraint planning 
Campaign design Evaluation Attributes of the predictive 
models will determine (in 
part) the cut-off score, and 
how many are suitable, 
affecting the campaign 
design parameters 
Treatment development Evaluation Predictive models may 
identify particular 
preferences for product 
attributes and channel, as 
well as causal modelling 
Campaign / channel / 
treatment prioritisation 
Evaluation 
Deployment 
Predictive models are key 
inputs into prioritisation 
decisions – both probability 
of response and subsequent 
value are used 
Campaign execution Deployment Predictive model outcomes 
are used as part of an 
executing campaign 
Customer–treatment 
allocation 
Deployment Customers are allocated to 
treatments (and vice versa) 
based on Campaign Design 
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Process Model Phase of CRISP-DM Link and Common 
Themes 
and predictive model 
outcomes 
Responder profiling 
Model and treatment 
refinement 
Modelling Response analysis allows 
model refinement 
 
In deploying the results of data mining, the tasks in the ‘evaluation’ phase need 
to be divided between theoretical evaluation of the model and market testing 
and evaluation.  The latter evaluation falls within the ‘evaluate’ phase of the 
KDM model. 
The ‘deployment’ phase needs to include deployment of the algorithm, scoring 
of the population, dissemination of model knowledge in the form of meta-data 
and human knowledge, and application and selection of the model to support 
the overall strategic objectives identified in the ‘plan’ phase.   
Use of design techniques, as described in Chapter 8, may be employed to assist 
with the deployment and subsequent evaluation of the model, in conjunction 
with multiple treatments and cells, used in a rolled-out campaign. 
Within the process model presented in Figure 6–5, most of the CRISP-DM 
process aligns with the ‘idea generation’ and ‘selection and allocation’ phases.  
This is because CRISP-DM is used to find new knowledge from existing data 
and to aid with targeting.  It does not apply to the process of using new 
knowledge and targeting to evaluate actions to change consumer behaviour, as 
is required with KDM. 
The CRISP-DM model fits into KDM as detailed in Table 6–2.  Within the 
‘idea generation’ process, the marketing initiative is identified, along with 
candidate treatments, products, communications channels and selection criteria. 
CRISP-DM allows further idea generation by data mining taking some of the 
outcomes of the idea-generation phase into its ‘business understanding’ and 
‘data understanding’ phases.  
Models are built and validated against existing data.  Once a satisfactory model 
has been identified, it is deployed.  Deployment may be via scoring (segments 
of) the population of individuals eligible for the relevant treatment, or by 
providing an algorithm to be executed later as required.  An example of the 
distinction is for outbound communications as opposed to inbound 
communications. 
The knowledge gained from the modelling phase must also be made available 
for decision-making, such as deciding the optimal individual–treatment 
allocation.  This deployment phase feeds models, and meta-data surrounding 
the models and knowledge gained from the model-building process into the 
‘selection and allocation’ phase of the KDM process.  The deployment phase 
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may also feed into the Design phases so that treatment strategies may be 
determined based on knowledge of the attributes of likely respondents.   
For example, data mining may identify two segments for a mailing, and define 
some demographic rules that describe each of the segments.  These 
demographic descriptions, such as age and family status, can be used to design 
segment-specific treatments. 
CRISP-DM is an example of a process that is standardised, documented and 
adopted by industry.  Organisations such as banks have adopted CRISP-DM as 
a standard, while marketing services organisations who perform data mining 
for clients often actively promote their methodologies that include CRISP-DM. 
6.6 Conclusions 
Overarching KDM process models are required to help organisations to 
manage increasing complexity resulting from the additional capabilities 
acquired when sophisticated KDM is adopted.  The process model introduced 
in this chapter helps organisations to streamline their processes where 
appropriate, thereby reducing errors, inconsistent treatment of customers, 
manual intervention and costs of marketing to the customer. 
Existing process models in the literature fail to address KDM as a process in 
itself.  Industry standard process models, such as CRISP-DM, concentrate on 
certain components of KDM only.  The literature has not expanded its process 
models from those that support outdated marketing models to today’s 
sophisticated KDM requirements.  New marketing models, made possible by 
advances in technology, require new processes.  Different models have been 
examined and detailed, and their shortcomings compared to current practice 
identified. 
A new process model that includes the components of KDM was formulated, 
and mapped to the KDM model given in section 5.5.4.  It was mapped against 
CRISP-DM, validating the process model’s general applicability for 
sophisticated KDM.  A high-level data model that supports the KDM process 
was included.  Analysis of how the different steps in the process model need to 
be integrated is given. 
The process model provides a standard process that can be used by 
professionals in the adoption and implementation of KDM.  Steps in the 
process are examined in detail in later chapters. 
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Chapter 7 Customer Lifetime Value  
7.1 Introduction 
The concept of customer lifetime value (CLV) is central to sophisticated 
knowledge-based marketing.  One of the benefits of KDM for an organisation 
is its ability to measure the performance of programs, campaigns and 
treatments.  
The uses of CLV within KDM have high overarching importance, particularly 
in the measurement of KDM, understanding customer behaviour and the role 
that modelling plays in general.  Measurement of KDM, as explored further in 
Chapter 9, allows the appropriate resources to be allocated to the appropriate 
customers to maximise return to the organisation.  This is done by quantifying 
previous responses to marketing actions, understanding the behaviour of those 
customers who responded favourably, using modelling techniques to quantify 
the effect on return, and identifying which customers are most likely to respond 
favourably to future actions. 
Customer lifetime value (CLV) is defined in the literature as the present (or 
discounted) value of expected future benefits from a customer, less the cost to 
serve that customer (Calciu and Salerno, 2002; Dwyer, 1989).  Customer 
lifetime value typically comprises two elements: an estimation of future value 
of the customer, combined with an estimate of the duration of the customer’s 
tenure.   
This thesis defines CLV as the discounted total expected value of a customer, 
given current and potential future product holdings.  Different forms of CLV 
are explored in this chapter, based on assumptions made about future actions of 
the customer and the organisation. 
CLV is an important measure, because an understanding of future customer 
value means that organisations can make actions based on the expected value 
of that customer, given that action is taken.  CLV models should incorporate a 
measure of customer attrition, as a customer who is no longer a customer has 
zero or even negative CLV.  Common uses of CLV calculations include 
budgeting for acquisition of customers, media spending allocation, and 
budgeting for retention of customers (Pfeifer and Carraway, 2000). 
CLV is a superset of alternative measures, including return on investment 
(ROI), net present value (NPV), lifetime, current customer value and other 
commonly used metrics, as it takes into account future potential revenue.  It 
can be used as a component of organisational metrics, such as total equity, 
customer equity and potential equity, which are explored in this chapter.  Such 
organisational metrics supersede arbitrary measures of brand equity (as 
explored in Rust et al., 2001). 
Alternative measures of customer value may include historic customer value to 
date, the expected lifetime of a customer and expected future earnings from 
current product holdings (sometimes termed net present value). 
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The definition of CLV and retention may not be consistent between 
organisations.  In a survey of UK businesses, Aspinall et al. (2001) found that 
definitions of customer retention included keeping customers, repeat 
purchasing, renewal of business, response to marketing activity and customer 
satisfaction. 
Being an important component of KDM, CLV must be calculated from good 
quality information.  Data collection techniques must aim to refine the data that 
provides input to CLV calculations. 
The application of CLV can be broad.  It can include evaluation of customers, 
channels, treatments, campaigns, predictive models, selections, strategic 
planning scenarios, products, prospects and resource-allocation decisions.  It 
can be used to examine assumptions regarding the actions taken to increase a 
customer’s CLV, and identify the optimum course of action, given resource 
constraints.  CLV allows planning of those resources. 
By using CLV to understand potential customer lifetime value against a 
historical measure of actual value, strategic treatments can be applied to 
customer segments.  Those customers with a low current value and a high CLV 
may be actively encouraged to fulfil their potential, while those with a high 
current value and low CLV may be maintained in their current state, for 
example. 
To determine which actions can maximise an individual’s CLV, CLV should 
be calculated conditional on actions that the organisation can take regarding the 
individual, and compared with the current (or champion) policy, as outlined by 
the model for KDM (given in section 5.5.4).  This allows the evaluation of 
alternative scenarios, and the development of optimal policies.  
Customer lifetime value is central to sophisticated KDM because it can be 
applied at different points in the KDM model: 
• CLV can be used as a decision criterion to decide which customers to select 
to have a specific treatment applied.  It can be used to prioritise distinct 
treatments to a customer where there is a potential conflict.  CLV can be 
used as the metric to optimise planning and resource allocation, for 
example, selecting the policy of marketing actions that maximises CLV to 
the organisation. 
• CLV can be compared with current customer value to identify which 
customers should be retained, which should be sold additional products, 
and those whose costs to serve should be reduced. 
• CLV is also a key evaluation metric.  It can be used to evaluate programs, 
campaigns and treatments, as well as other dimensions.  Those campaigns 
that increase total CLV for applicable customers are ultimately successful. 
• It can be used to evaluate the performance of predictive models.  Those 
models that successfully predict an increase in CLV for a treatment are 
successful. 
• CLV can be used to evaluate a customer’s performance through his or her 
lifecycle.  By comparing CLV with market estimates of customer value for 
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‘similar’ customers, an organisation may understand the share of a 
customer’s potential it might hope to capture.   
• It is a central point of integration across multiple analytical components of 
KDM. 
The requirements for a CLV calculation are outlined in section 7.3.  A 
taxonomy of different CLV approaches from the literature is developed in 
section 7.2.2.  In section 7.3 the role of CLV within KDM is examined, and 
links with other components of the KDM model are detailed in section 7.4.2.  
The role of CLV in addressing the critical success factors is given in section 
7.4.3.  Proposed extensions of approaches derived from the literature are 
reviewed in section 7.5. 
7.2 Review of CLV in the Literature and Professional Practice 
With a few exceptions, the treatment of CLV within industry tends to be naïve, 
rather than sophisticated, and limited to calculations of current profitability that 
are combined with propensity models (Dwyer, 1989). Techniques such as RFM 
(recency, frequency and monetary value) dominate, although organisations’ 
systems may not keep the required historical data to support these types of 
analysis.  
Scholarly research literature is also limited in its treatment of CLV.  In general, 
isolated numerical examples are presented, with no general modelling 
discussed (Berger and Nasr, 1998).  There are two dominant streams in the 
CLV scholarly and professional literature: papers that examine CLV as a 
calculation involving estimates of future customer value, combined with 
estimates of lifetime, and those that concentrate on lifetime and ignore the 
value element.  The two types of paper tend to use different methodologies, 
with the latter concentrating on techniques such as survival analysis (for 
example, Bolton, 1998; Drye et al., 2002; Harrison and Ansell, 2002; Reinartz 
and Kumar, 2003). 
Crédit Agricole initially used a historically based measure of net profitability to 
segment its Belgian customers (de Torcy et al., 2005).  This type of 
segmentation is common in banks, and de Torcy et al. cite another case study 
using current value. 
Crédit Agricole then used customers’ current activity levels as a proxy for 
expected future, or lifetime value.  This enabled it to target customers more 
efficiently.  Moving to a CLV approach, Crédit Agricole would be able to 
predict value better, resulting in a better allocation of resources. 
The literature is divided into four sections below: (i) the use of recency, 
frequency and monetary value (RFM), (ii) the survival analysis approach, (iii) 
other approaches that are neither purely RFM or survival analysis, and (iv) the 
approach to CLV where the customer is viewed as an asset. 
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7.2.1 Notation 
In the following sections, a consistent notation will be used to denote the 
common elements of different CLV approaches.  Table 7–1 shows the 
commonly used notation. 
 
Table 7–1 Notation for CLV calculations 
Notation Description 
V  Customer lifetime value (CLV) 
,T t  Time 
r  Revenue received 
d  Discount rate 
λ  Attrition rate or hazard function 
α  General threshold values 
p , P  Probability of purchase of a product 
y , Y  Probability of response to a treatment 
c  Costs 
pi  Policy 
a  Action or treatment 
x  Customer covariates 
z  Treatment attributes or factors 
 
In general, capital letters denote observed values, and bold letters denote 
vectors or matrices.  Subscripted indices, typically i , may be assumed for a 
specific customer in the interest of simplicity of notation. 
A summary of CLV models evaluated in this thesis is given is section 7.7 as 
background, using the same notation. 
7.2.2 CLV Approach Taxonomy 
In this section, CLV approaches are categorised.  The approach that an 
organisation takes depends on its business relationship with its customers. 
Customers can be grouped into one of two broad categories: always a share, 
where there is always a reasonable non-zero probability that a customer will 
purchase a product; and gone for good, where customers have made long-term 
commitments to an organisation because switching costs are high. An example 
of ‘always a share’ is the relationship between a customer and a brand of 
petrol, where a customer can be reasonably expected to purchase among a 
number of suppliers.  An example of ‘lost for good’ is the long-distance 
telephony provider.  As changing the long-distance call provider requires 
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paperwork and separate billing, customers tend to have only one provider at a 
time.  The dichotomy between ‘always a share’ and ‘gone for good’ is explored 
in more detail by Dwyer (1989), formulating the customer retention model 
(‘gone for good’), and the customer migration model (‘always a share’). 
Financial services organisations’ customers tend to be somewhere between the 
two.  Switching costs may be high, but it is commonplace for a customer to 
have multiple accounts with different banks.  Telecommunications companies, 
however, are ‘gone for good’ – switching costs are high, and it is rare for a 
consumer to divide a need, for example their Internet service, among different 
providers.  There are also aspects of telecommunications companies’ 
relationships with their customers that are similar to product purchase 
incidence, such as usage charges, ‘value-added’ services charges, messages, 
and ring-tone purchases. 
The literature is rich with different methods of calculating CLV based on the 
present value of future revenue streams for a customer.  This may alternatively 
be defined as net present value (NPV).  Different techniques may be used to 
perform the calculation, including Markov chains, logistic regression, 
discriminant analysis, survival analysis, RFM modelling, Tobit models and 
negative binomial models.  However, in the literature the discussion of CLV is 
kept completely separate from how it is to be used in a customer decision 
framework beyond a ‘yes–no’ decision for mailings or budget calculations, 
with a few exceptions given in section 7.2.6.  There is no discussion regarding 
the criteria that define a good measure of CLV, or the metrics for evaluating 
the success of CLV measures, and so there is no benchmark for comparison of 
the various measurements. 
In CLV calculations, there are a number of potential revenue-producing 
elements.  Table 7–2 shows the revenue-producing elements for the two main 
types of CLV model: (a) where revenue is driven by purchase incidents, such 
as fundraising, retail and mail order, and (b) where revenue is driven by 
ongoing service components, such as telecommunications, utilities and 
financial services.  Some industries and organisations will mix components of 
both CLV models.  ‘Purchase incidence’ corresponds to ‘usage’ components in 
financial services and telecommunications companies, from which revenue 
may be received and costs incurred.   
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Table 7–2  Revenue- and cost-producing elements of CLV 
Purchase Incidence (Usage) Service 
Probability of purchase in period t  
Volume and frequency of purchases in 
period t  
Value (contribution) of purchases in 
period t  
Customer lifetime of purchasing 
Discounted value of future purchases 
Some revenue is directly linked to 
marketing communications  
Some revenue linked to extrinsic factors: 
advertising, product appeal, visiting an 
outlet (baseline probability is 
independent of targeted communications) 
Revenue is attributable to product usage 
– usage charges, features used 
Revenue may be directly linked to 
marketing communications: 
merchandise, additional features, usage 
incentives  
Probability of relationship with the 
customer being active at time t  
The value (contribution) of the 
relationship during period t  
Value of new product take-up during 
period t  
Discounted value of future revenue 
Probability of the product account being 
active at time t  
Periodic revenue is directly related to the 
relationship – fees, interest and charges 
 
 
7.2.3 The RFM Approach 
Dwyer (1989) gives two models: the customer retention (‘gone for good’) 
model, and the customer migration (‘always a share’) model.  In the customer 
retention model, renewal rates are based on analysis of historical data, and 
revenue projections hinge on assumptions regarding future pricing strategies.  
This model treats all customers similarly, with individual characteristics 
brought into the calculation around price only.  
Dwyer’s customer migration model divides customers into a number of 
recency cells, based on the customer’s probability of purchase in a given 
period. 
While both of these models capture value over time, their value is limited to 
assessing the viability of acquisition and spending initiatives.  Assessing the 
viability of initiatives involves decisions on whether the initiative is to go 
ahead, based on the CLV of the initiative justifying its costs.   
In the case of the customer migration model, the initiative will go ahead only to 
certain recency cells.  Because these models treat customers as homogeneous 
(beyond recency cells), they are of no value in supporting decisions regarding 
which customers to include in an initiative, and which to exclude.  The effects 
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of the retention rate or the purchase rate are assumed fixed, and unrelated to 
any actions that might be taken by the organisation or one of its competitors.  
Dwyer’s models take a static historical analysis and apply it forward, making 
assumptions on revenue, probability of purchase, retention rates and costs to 
serve the customer. 
Berger and Nasr (1998) present a number of scenarios, and adapt their general 
model for each.  Probabilistic models are used in conjunction with discounting.  
The basic model assumes sales occur once per year, spending on customer 
retention is constant, the retention rate is constant, and yearly revenues are 
constant.  This basic model relates CLV to revenue, costs, the retention rate per 
annum and to an annual discount rate.   
The assumptions are then relaxed to give the case where cash flows are 
continuous, and purchase history is used to predict future repeat purchase 
behaviour.  In these models, CLV is related also the total number of customers 
and the probabilities in each cell of purchase. 
The methods used by Berger and Nasr to determine parameter values are given 
only a cursory treatment.  The same future revenue streams are attributed to all 
customers, and a decision framework that distinguishes between potential for 
different customers is not considered.  Applications of the models are therefore 
restricted to those at the organisational level.  The model cannot examine 
whether a particular prospect is expected to have CLV V α> , for some 
threshold α , or whether to invest an amount x  in retaining customer A, as 
opposed to customer B. 
The methods of Berger and Nasr are extended by Kumer et al. (2004), who 
explores CLV as a basis of calculating customer equity (per section 7.5.2). 
Extending the idea of RFM modelling to customer lifetime modelling, 
Colombo and Jiang (1999) use the binomial distribution to determine the 
probability of termination of the relationship, and generalise to the beta and 
negative binomial distributions. The estimate of CLV thus assumes constant 
expected customer lifetimes, which is a far from realistic assumption.  Since 
covariates are not included in the distributions, a blanket approach is taken to 
all customers so that a general policy can be determined.  The use of 
generalised linear models and quasi-likelihood methods (McCullagh and 
Nelder, 1989) could extend these models to include customer-specific 
covariates, x , with the distributions being used to specify the distributions of 
the error term: 
 ( )y η λ ε′= = +β x  
where λ  is the probability of attrition, ( )η λ  is a transformation of λ , such as 
the logistic transformation, x  is the vector of covariates, β  the parameter 
vector, and ε  distributed as binomial, beta or negative binomial, as suggested 
by Colombo and Jiang.  The logistic transformation with binomial error case is 
simply a commonly used logistic regression. 
Pfeifer and Carraway (2000) introduce Markov chains to describe the transition 
of customers through recency cells.  While the obvious application of this 
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formulation is for determining the probabilities of purchase, the equations can 
be generalised to a retention application by replacing the probabilities of 
purchase with the probabilities of remaining a customer.   
Pfeifer and Carraway contend that this formulation moves CLV modelling 
closer to one-to-one marketing.  However, no discussion is given to 
formulating the probability matrix P  and revenue matrix R  (see section 7.7).  
These may vary on a per-customer basis, and need to be estimated under 
Pfeifer and Carraway’s formulation. 
Calciu and Salerno (2002) continue Dwyer’s dichotomous framework (Dwyer, 
1989) of retention versus migration modelling.  A number of lifetime models 
are proposed under various assumptions, with the outcomes centred around 
finding optimum budgets for acquisition and retention for all customers.  
Detailed financial and transactional flows are considered, but not in the context 
of the stochastic nature of the customer relationship.  There is no scope for 
customer-specific decisions to be made, and Calciu and Salerno’s approach is 
best used for industries where only mass-media treatment strategies are 
appropriate. 
The RFM-based literature is poorly suited for generalisation to sophisticated 
KDM, due to its failure to consider customers as having potentially different 
value beyond their current cell membership.  This leaves the approach 
unsuitable for financial services and telecommunications applications, and 
doubtful even for retail applications where customer purchase history is 
available. 
7.2.4 Survival Analysis Approach 
Bolton’s (1998) model of CLV uses survival analysis to bring together 
perceived value with a number of covariates.  The components of perceived 
value are explored further, developing a model of expected duration, based on 
cumulative satisfaction and the perceived loss or gain of satisfaction from new 
experiences. 
The approach of Bolton is that of a research piece studying the drivers of 
customer value, rather than a recommendation of a modelling approach to use 
for a customer database, due to the necessity of surveying customers at 
different intervals to determine their satisfaction. Deploying this model in an 
organisation to determine CLV for all customers would not be practical – the 
approach is better suited as a monitor of overall customer satisfaction. 
In a basic applications paper that does not present any new methodology, Drye 
et al. (2002) proposes the use of survival analysis to adjust for biased means 
that may occur through censoring.  The authors use many covariates in a 
pragmatic model-fitting exercise, based on annual renewal for an insurance 
company.  
Rather than CLV, Reinartz and Kumar (2003) model profitable lifetime 
duration at a customer level.  Profitable lifetime duration is assumed to be a 
function of a customer’s exchange characteristics and customer heterogeneity.   
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Reinartz and Kumar develop a detailed CLV model and framework.  The 
framework is validated against a set of hypotheses surrounding the drivers of 
profitable lifetime duration.  Although the framework is useful, it is developed 
to understand underlying behaviour, as opposed to optimising decisions and 
resource allocation (although these are mentioned by the authors as being 
noteworthy uses). 
7.2.5 Other Approaches 
Rather than concentrating on value, Reinartz and Kumar (2000) model the 
probability of a customer being ‘alive’ in a non-contractual setting.  A 
customer is deemed to be ‘alive’ if there is sufficient probability (e.g. greater 
than 0.5) of the customer making a subsequent purchase within a given time 
frame.  The approach uses a negative binomial model based purely on the most 
recent transaction of the customer.  This results in an estimation of 
Pr(Alive)λ =  based on past behaviour, and the customer is deemed ‘alive’ if 
0.5λ >  and ‘dead’ if 0.5λ ≤ .  However, the benefits of this approach versus 
selecting a fixed lifetime are not made clear.  Because of its reliance on recent 
purchase transactions, the model cannot be generalised readily to contractual 
relationships. 
Thomas (2001) points out that, because behavioural data is recorded on a 
database only for acquired customers, management decisions regarding which 
customers to retain could be biased.  Thomas (2001) uses Tobit models with 
selection to account for the effects on retention of subsidising or enticing the 
customer at the time of acquisition.  However, this is only a small part of the 
customer lifetime equation, and lifetime duration estimates need to be 
combined with value estimates to get an understanding of CLV. 
Although Gurua and Ranchhod (2002) contend that the analysis and 
management of customer profit is key, their approach replaces measurement of 
CLV with measurement of customer satisfaction, as a proxy for profitability.  
Customer satisfaction is used to determine the appropriate return on various 
types of marketing activity.  Some valid points are raised, and a rough outline 
of segmentation requirements is given.  However, the benefits of using 
customer satisfaction rather than profitability are not explored.  Although the 
authors contend that measurement of customer profitability or CLV is difficult, 
possible methods of measuring customer satisfaction are not given, and 
methods for appending a customer satisfaction score to every customer would 
seem impractical. 
Padmanabham and Tuzhilin (2003) propose combining optimisation and data 
mining techniques directly against performance metrics in KDM, for example, 
to optimise CLV directly in models.  An important KDM problem is finding 
the optimal CLV by determining data strategies that maximise lifetime profits.  
However CLV optimisation is difficult to solve in the presence of large 
volumes of data, and CLV needs to be defined and calculated in order that 
models may optimise its value. 
Details on CLV modelling that takes into account an organisation’s additional 
internal information is missing from the literature.  The extensive databases of 
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telecommunications companies, financial services organisations and airlines 
provide detail that can be used to estimate the likely length of tenure of a 
customer, their likely value and their potential value.   
7.2.6 The Customer as an Asset 
Extending the CLV concept to short- and long-term value, Blattberg and 
Deighton (1996) discuss the importance of metrics and how to combine short- 
and long-term customer value optimally to produce the “customer equity test”. 
Rust et al. (2001) includes CLV as part of a ‘customer equity’ framework, in 
which the sum of all customers’ CLV gives customer equity, which in turn 
comprises value equity, brand equity and relationship equity.  Value equity is 
the objective value of the brand, and is a function of quality, price and 
convenience.  Brand equity is the subjective value of the brand, and is a 
function of image and personal meaning.  Relationship equity is the strength of 
the relationship above and beyond the brand, and consists of initiatives such as 
loyalty programs, special customer recognition and treatment, affinity, 
community building and knowledge building. 
The approach of Rust et al. models customer utility using multinomial logistic 
regression at a market level, as opposed to an organisational level.  To model 
customer equity, information on an individual’s market preferences must be 
captured beyond the purchases with the organisation.   
Rust et al. approaches this data collection issue by using market research to 
gather information about individuals.  The results from the market research are 
analysed to build a model of customer equity that uses internal and external 
data.  While this approach is commendable in its aims to combine different 
drivers of customer equity, it is a flawed approach in terms of a useful tool 
within a customer management and decision framework, compared with the 
requirements for a CLV model given in section 7.3.  There are three areas of 
deficiency: 
1. There is no indication of how to operationalise the key drivers across a 
customer database from the market research results.  This will lead to 
problems in matching the customer survey’s definition of drivers to the 
data actually available in the organisation. 
2. The approach lends itself well to applications where customers purchase 
certain brands at discrete points in time, but does not translate well to 
service-based industries where purchases may follow a cycle that is not 
determined by brand choice, for example, credit card usage or mobile 
phone usage.  The approach is applicable to new business or ‘always a 
share’ rather that ‘gone for good’.  It can be applied to non-customer data 
via market research. 
3. The market research approach means that individual-level data is collected 
from only a sample of customers (and possibly non-customers).  In order to 
have individual-level behaviour data available for strategic decision-
making, models need to be built to match current customers not surveyed to 
those who were surveyed, in order to estimate purchase value, purchase 
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frequency and contribution margin.  This may be done via a data fusion 
method, such as k-nearest neighbours or MOSAIC–Pixel as explored 
further in Appendix E.  Because stated preference information is used, it 
may need to be adjusted – to reflect an organisation’s actual rate of 
customer acquisition and attrition – to give a good understanding of 
customer equity and total equity. 
Extending the concept of CLV in the context of decision support is Berger et 
al. (2002).  In this paper, the customer is viewed as a strategic asset to be 
valued and managed as for other strategic assets.  The customer as an asset is 
defined as an entity that provides a stream of revenue.  When viewed as such, it 
is important to evaluate the long-term profitability of the organisation’s 
marketing strategies and their effects on the long-term profitability of 
customers.   
Berger et al. views CLV as a dynamic construct that influences, but is also 
influenced by, marketing activity.  The authors propose a framework that 
encapsulates the key steps in managing the customer as an asset (Figure 7–1): 
creating a database guided by marketing intelligence, segmenting according to 
customers’ needs, forecasting CLV under alternative scenarios, and allocating 
resources to maximise the value of the customer base. 
 
 
Figure 7–1 A framework for managing customers as assets (Berger et al., 
2002) 
 
Within this framework, marketing actions are evaluated based on their effects 
on CLV.  In order for this to be done, customer segmentation is tightly defined, 
based on product need and purchase behaviour, rather than on less objective 
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measures such as psychographics or responsiveness to creative styles.  A 
system of models may be required that segments customers and captures their 
purchase behaviour.  The effects of actions across the complete range of 
products owned, or potentially owned, by the customer can then be evaluated.  
The role of decision support models is to go beyond measuring lifetime value 
and choose the marketing actions that maximise CLV. 
Rather than recommend any particular form of CLV, Berger et al. summarises 
previous work within the context of their framework.  It also does not provide 
details of how decisions should be made to maximise CLV.  The study 
provides a comprehensive view of customer management, and introduces 
important ideas.  However, the authors’ view of being able to create a database, 
perform segmentation and then maximise the value of the customer base 
ignores two key components: 
1. The allocation of resources to maximise value can take place at the 
strategic level in the planning stages, and at the tactical level to maximise 
the value of an individual campaign.   
2. It presupposes that the universe of marketing actions and their effects on 
customer behaviour and CLV is known.  It is not clear how this information 
might become available to an organisation. 
Bolton et al. (2004) introduces a framework for customer asset management, 
called CUSAMS (customer asset management of services).  The framework 
concentrates on determining the effects of marketing instruments on customer 
value, and is similar in concept to the KDM model.  The marketing 
instruments, which are analogous to actions in this thesis, are divided into 
categories: price, service quality programs, direct marketing promotions, 
relationship marketing instruments (e.g., reward programs), 
advertising/communications and distribution.  Using behavioural constructs 
derived from previous research, the instrument categories are related to one of 
relationship depth, breadth and length. 
The approach of Bolton et al. uses these constructs, rather than knowledge-
based methods, to estimate the strength of the customer relationship, and hence 
value.  The authors struggle with relating the instruments to value in general, 
and causal relationships in particular.  The use of experimentation methods to 
collect data, and determine causal relationships between actions and customer 
value, is not explored within the framework of Bolton et al. 
In using a choice-modelling approach for CLV and CE, Rust et al. (2004) 
shares the same problems from a KDM point of view as other papers with a 
market research component.  A market research approach means that the CLV 
measure is difficult to apply to all customers.  One possible method of applying 
the market research results across a database is to use a data fusion approach 
that uses predictive modelling techniques to apply market research information 
across a database. 
Both the KDM model and KDM process developed in this thesis explicitly 
include a multi-stage approach that includes strategic and tactical levels.  They 
also recognise the need to collect information on marketing actions in a 
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planned experimental fashion, so that the results can be used to maximise CLV 
in the short and long term. 
7.2.7 Interim Conclusions 
The wealth of research in CLV provides valid models for some industry 
sectors, and links have been made between a customer-level metric and an 
organisational level metric, viewing the customer as an asset. 
However, the literature fails to provide a unified treatment of CLV that can be 
applied generally across a number of industries; service industries in particular.  
Many organisations capture information on customers that can be used to 
predict behaviour and value, beyond understanding the drivers of lifetime value 
as explored by some authors.   
A treatment of CLV is required that brings together predictive models to help 
organisations quantify the effect that different marketing actions have on 
different customers or customer segments, and can also be used to prioritise the 
allocation of actions to customers. 
7.3 Requirements for CLV  
The concept of customer lifetime value allows organisations to plan actions 
around customers’ potential value, not only their current value.  It also allows 
organisations to measure and evaluate the success of strategic and tactical 
initiatives at different points in time.  CLV must support individual campaign 
decisions, marketing planning and the evaluation of programs, campaigns, 
treatments and selections or models.   
In order to support these uses, CLV has the following requirements. 
• CLV must be measurable, meaningful and calculated regularly. 
• It must be applicable to all customers on a database. 
• CLV should estimate the future earnings that an organisation might make 
from a customer, given certain assumptions on future product holdings and 
lifetime. 
• It should be calculated for actions that an organisation might apply to 
customers. 
• It is desirable, but not essential, for CLV to be calculated for potential 
customers as well as current customers.  Such calculations may be different 
for potential customers and current customers. 
In order for a measure of CLV to be useful in the context of customer resource-
allocation decisions, it must  
• be accurate in prediction over a given time frame 
• take into account a number of inputs and customer covariates and potential 
actions  
• be measurable, with both metrics and evaluation methods understood 
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• include individual customer information 
• take into account the effects of different marketing actions 
• lend itself to encapsulation within a decision framework to facilitate 
implementation in an operational environment; 
• be able to be aggregated by dimensions of interest, such as product, 
channel, customer segments, geographical region or portfolio 
• be calculated for all customers on the database, and an approximation 
applied to prospective customers 
The information required that supports the investigation of alternative 
scenarios might not be available without planning for the systematic collection 
of data.  The following information should be available: 
• current CLV given the champion policy 
• current CLV given alternative policies 
• models describing the effects on treatments on product take-up, value and 
lifetime 
• models describing the effects of taking up or discontinuing products on 
value and customer lifetime 
A more detailed exploration of data requirements and flows is given in 
Appendix E. 
7.4 The Role of Customer Lifetime Value in KDM 
7.4.1 The Role of CLV within the Model 
Customer lifetime value can provide an indication of an organisation’s total 
value – the sum of its customers’ CLV forms a measure termed customer 
equity (Blattberg and Deighton, 1996; Rust et al., 2001; Rust et al., 2004).  In 
Weinstein’s framework (Weinstein, 2002), the author contends that CLV is a 
by-product of customer retention and customer acquisition, and that customer 
value is ultimately linked to shareholder value.  Thus, customer equity can be 
extended to total equity by adding the expected value of customers who are yet 
to be acquired, allowing for attrition of customers.  Using the same concepts, 
Gupta et al. (2003) use a meta-data approach to correlate the value of an 
organisation’s existing customers with its market value, but do not investigate 
at a customer level. 
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Figure 7–2 CLV as a metric from Rust et al. (2004) 
 
As such, CLV fits within the model of KDM in four places.   
1. CLV is a vital metric in making decisions at the strategic planning stage. 
CLV enables the value of the entire customer portfolio to be understood, 
both at the current point in time, and in the future, given a number of 
assumptions.  The assumptions concern future actions and expected 
increases and decreases of existing customers’ value over time, as 
calculated by predictive models.  Assumptions may be explicit or implicit 
in an organisation’s current strategies and actions. 
2. CLV is a key tactical tool in deciding which specific marketing or service 
action to apply to a customer in a given situation. 
For example, when a customer calls to close an account, the CLV can be 
used to determine an appropriate level of incentive to offer the customer to 
stay.  Such an incentive would be factored into future CLV for that 
customer.  CLV can also be used to decide on the most appropriate channel 
to be used in interacting with a customer, based on the customer’s CLV, 
channel preferences, and costs of using that channel to interact with the 
customer. 
3. CLV is a useful metric for assessing the impact of marketing programs and 
CRM initiatives.  Initiatives that result in a net increase in CLV, versus an 
appropriate comparison, are deemed successful. 
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4. The use of CLV drives the design of deliberate experimental actions to 
collect information, facilitating the calculation and analysis of CLV.  As 
customer CLV is an important metric, processes to collect and evaluate 
CLV need to be put in place.  However, evaluation of long-term success 
criteria, such as CLV, may not be a simple task (Dwyer, 1989). 
7.4.2 Links with Other KDM Components 
CLV is an important concept to many components of KDM, as illustrated 
previously in Figure 5–8 (page 88).  Strategic planning uses alternative 
scenarios to evaluate the effect of different policies on customer equity, which 
is calculated as the total of customer equity.  Experimentation and learning 
captures additional data from which better predictive models of CLV can be 
constructed.  CLV is maximised during prioritisation and resource allocation, 
and the effects of treatments on customers are then evaluated using CLV. 
7.4.3 Links between CLV and the Critical Success Factors 
As can be seen from section 7.2, many of the CLV models in the literature fail 
to meet the requirements for knowledge-driven marketing.  This section 
illustrates how CLV addresses the CSFs introduced in section 5.4 (page 73).  
Table 7–3 evaluates the links between CLV and the CSFs. 
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Table 7–3 Evaluation of the links between CLV and the CSFs 
Critical Success Factor How CSF is Addressed by CLV 
1. Senior management support 
 
Delivers a clear metric on the 
performance of the customer base in 
Customer Equity (CE) 
2. Organisational learning The actions and policy that maximise 
CLV and CE are determined through use 
of the KDM model with CLV 
3. Integration CLV provides a measure that integrates 
the analytical components for KDM 
4. Links between analytics, IT and 
marketing 
CLV would typically be developed by 
analytics, implemented by IT and used 
by marketers 
5. Measurable and quantifiable business 
benefits 
CLV and CE provide the quantification 
of business benefit arising from policies 
and actions. 
6. Adoption in operations and culture While it is not a requirement that CLV be 
used in operations, it can be used as the 
basis for automated decision-making 
7. Support planning and resource 
allocation 
CLV is a vital criterion to be maximised 
in the planning and enact phases in the 
model of KDM 
8. Customer value CLV is explicitly used to plan, allocate 
resources and evaluate success 
9. Streamlining By understanding the effect of different 
actions on CLV, decisions may be 
automated leading to streamlined 
processes 
 
7.5 Extending CLV Concepts 
7.5.1 Customer Lifetime Value 
A useful measure of CLV must perform multiple functions.  Current methods 
for CLV in the literature fail to address all the requirements – the method given 
in this section meets all the criteria. 
Many of the papers in the literature are concerned with advancing marketing 
theory, and so concentrate on constructing a theoretical model of behaviours 
and postulating a number of hypotheses, against which key drivers of customer 
value and lifetime are identified.  While such theoretical constructs contribute 
to the general understanding of the CLV paradigm, they are not specifically 
designed for use in an operational marketing environment to facilitate decisions 
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regarding marketing resource allocations.  This is because the covariates 
considered are limited to those for which a theoretical relationship to CLV is 
hypothesised. 
Also not considered are the differences in different measures of value.  
Possible measures include  
• current customer value – the customer’s value to the organisation at the 
current point in time 
• net present value – the current value of future customer revenue given the 
customer’s product holdings remain constant 
• potential lifetime value – different scenarios are evaluated to determine the 
current value of future customer revenue given an optimal mix of product 
holdings 
These measures are not mutually exclusive, and each can play a part in 
decisions regarding resource allocation. 
By having the capability to evaluate potential lifetime value across a number of 
scenarios, the organisation is in a position to examine potential strategic actions 
at an individual customer level.  Such strategic actions may include incentives, 
loyalty programs, service differentiation, pricing and marketing campaigns.  By 
comparing the expected gain with the cost of the initiative the organisation can 
determine, on a customer-by-customer basis, the best mix of initiatives to 
maximise customer lifetime value across the customer base. 
Within the model of KDM presented in section 5.5.4, CLV is used to support 
• strategic planing for resource allocation 
• identification of optimal actions to maximise future customer value 
• tactical support to identify whether to make a specific action to a specific 
customer 
Examples of the first are to decide overall program expenditure on customer 
retention, based on using CLV calculations for future periods under a number 
of scenarios comprising different strategic initiatives and resulting product 
holdings. 
An example of the second is to use CLV to evaluate alternative marketing 
actions to be made to an individual.  In this way, a customer-specific program 
can be formulated that maximises value over the effective lifetime of the 
relationship with the customer. 
An example of the third is during a retention campaign.  By examining the 
increase or decrease in CLV, based on whether the customer receives a 
treatment, the optimal treatment (and the optimal cost of the treatment) can be 
identified. 
Combining these requirements gives CLV as a function of lifetime and value, 
conditional on assumptions of actions. Extending the survival analysis 
approach from Reinartz and Kumar (2003), CLV at time t  can be generally 
formulated as a function of lifetime and revenue, given a policy pi : 
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 ( ) ( )( ), , , |tV f t r tλ pi= x x , 
where tV  denotes CLV, ( )f ⋅  is a general function, λ  denotes the lifetime of 
the customer, r  denotes the future reward, pi  denotes the policy, t  denotes the 
point in time and x  denotes the covariates for a customer.  (The set of actions 
in the policy may include no action.) 
To find the next best action, that is, the next marketing action that the 
organisation should take to optimise short-term CLV, calculate 
 ( ) ( )( ), , , |it iV f t r tλ pi= x x  
for alternative policies ipi , where 0pi  is the current champion policy (e.g. no 
action) and 0tV  is the associated expected CLV of the customer, given no 
change in actions. 
Then for the customer, the best policy is given by  
arg max
i it
Vpipi
∗
= ∆ , 
where 0it it tV V V∆ = − , that is, the policy pi
∗
 that maximises the difference 
between expected CLV given policy ipi  and current policy 0pi . 
Both expected lifetime and future value are not fixed, but rather stochastic 
outcomes based on a number of factors.  Some of these factors are intrinsic, 
that is, related to the unknown information such as the customer’s unknown 
attitudes and future behaviour, while others are extrinsic and potentially able to 
be controlled, or at least influenced, by the organisation.  Extrinsic values need 
to be included in experimentation, while intrinsic values need to be observed. 
To put these concepts into notational form, lifetime analysis and value are 
considered separately. 
Lifetime is estimated by using the hazard function ( )tλ  at a point in time. The 
hazard function is estimated using survival analysis techniques, such as Cox 
proportional hazards (Klein and Moeschberger, 1997). 
Survival analysis is the preferred technique for modelling customer lifetimes, 
as it explicitly allows for censoring, that is, when some data is unobservable 
for structural reasons.  Censoring, or more specifically, right censoring, refers 
to the fact that the actual lifetime for all individuals in the study iT  cannot be 
recorded until all the individuals are no longer customers.  In practice, data 
contains uncensored observations – individuals who have already defected – 
and censored observations, where customers still have a relationship with the 
organisation. 
One common method of lifetime analysis is to use cohorts, that is, groups of 
customers whose details are recorded from time 0t =  until the time of 
defection.  In a marketing and predictive modelling context, there are practical 
problems with this approach.  Time 0t =  may have been some years ago, and 
market conditions may have changed markedly in the ensuing years.  The 
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variables recorded at 0t =  may be a subset of – or not relevant to – the 
variables available for making decisions in today’s market environment. 
The usual focus of survival analysis calculations concentrates on the hazard 
function.  An alternative is to use the expected lifetime given survival to time 
t , given by 
 ( )
t
S t dt
∞
∫ , 
where ( )S t  is the survivor function, related to the hazard by 
 ( ) ( )
0
exp
t
S t t dtλ = − 
 
∫ . 
Value is given by the current value of future revenue, less costs to service, 
given current covariates.  The covariates can be divided into intrinsic ( tx ) and 
intrinsic ( tz ), so that for a specific customer, 
 ( ),t t tr r= x z , 
and 
 ( )
0
,
t
t t
t
r r d
∞
=
=∑ x z , 
where d  is the discount rate.  This figure is not CLV, however, as it assumes 
an infinite lifetime (although the value for higher values of t  becomes 
negligible due to the discount). 
The definition of CLV is therefore conditional.  The majority of CLV measures 
assume constant product holdings and behaviour, from customers and the 
organisation.  Given that the aim of KDM is to use knowledge of customer 
behaviour to optimise marketing actions, ‘good’ marketing actions would be 
expected to influence CLV positively, and ‘bad’ marketing actions to cause 
CLV to decline.  Therefore, embedded in CLV calculations are assumptions 
regarding the actions the organisation may take to influence future customer 
behaviour.  Therefore define 0( | )V E V pi=  as CLV given the assumed (or 
champion) policy, | ( | )i iV E Vpi pi=  as CLV given policy ipi  and 
( | )V E V pi∗ ∗=  as optimal CLV given the optimal policy pi ∗ . 
CLV calculations need to include information on likely future product uptake 
and cancellations: 
( | 1)i i i i it
i i
p E r y rλ
∉Ξ ∈Ξ
× = +∑ ∑ , 
where Ξ is the set of all products currently held by the customer. 
If the marketing actions are included, then 
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Pr( 1 | ) ( | 1, )i i i i it
i i
y a E r y a rλ
∉Ξ ∈Ξ
= × = +∑ ∑  
gives a framework for action decisions.  Decisions may not be exclusive. 
Drèze and Bonfrer (2002) assume that profit at time t  is a function of inter-
communication interval: ( )tr r ω= .  However, in KDM, revenue can be a 
function of product holdings and being a customer at time t , as shown in 
section 7.3.2.  For CLV calculations, potential future earnings, given take-up 
and lifetime of products, needs to be taken into account.  This changes the 
assumptions of Drèze and Bonfrer regarding revenue and profit.  Given product 
holdings, revenue will be earned at a certain level for service products.  The 
change in revenue is conditional on the treatment made to that customer.   
An extension of Drèze and Bonfrer’s approach requires a calculation of 
revenue given product holdings, incremental revenue given a treatment, and 
incremental revenue given a policy.   
In this scenario, the customer i  has product holdings ix .  The NPV of product 
holdings ix  is given by 
 0
t t
t
t
V rd λ=∑ , (7.1) 
where tr  is the revenue received during period t , d  is the discount factor and 
λ  is the probability of retention in the next period. 
Policy 0,1,{ }t tapi == K  is a sequence of actions a  over time.  Action ta  
represents the treatment or combination of treatments made in period t .  
Historically policies are unplanned and partially unknown in many 
organisations.  Likely future value and lifetime estimates are not independent 
of actions. 
The revenue components tr  need to be calculated for CLV.  Assume an 
organisation has m  potential products.  For customer i , current ownership of 
the product is given by jη  taking the value 1 if the customer has the product 
currently, and 0 otherwise.  For product j , NPV is given by the value of the 
product over its likely lifetime.   The value may grow or decline, depending on 
product attributes and customer behaviour. 
Two possible approaches are (i) to determine the distribution empirically by 
segments, and (ii) to match the distribution to a current customer from 
historical records by a matching algorithm such as k -nearest neighbours. 
For a specific customer, the lifetime value for product j  that the customer has 
is given by extending (7.1) 
 ( ) ( )0 0
0
, | , | tj j j
t
V r t t dpi λ pi
∞
=
=∑ x x , (7.2) 
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for 1, ,j m= K  products, where the contribution is given by 0( , | )tr r t pi= x , the 
lifetime of the product with the customer is given by 0( , | )t tλ λ pi= x , the 
covariates for the customer are given by x  and the ‘baseline’ policy is given by 
0pi .  The lifetime may be given by a simple function ( ) tt tλ λ λ= = , or by a 
function that includes covariates x . 
Periods are important in the calculation due to periodic payment principles in 
service organisations, such as statements and bills that occur regularly. 
For products that the customer does not have, the probability of take-up, 
0( , | )jt jp p t pi= x , must be included in the calculation to give 
 ( ) ( ) ( )0 0 0
0
, | , | , | tj j j j
t
V p t r t t dpi pi λ pi
∞
=
=∑ x x x , 
for 1, ,j m M= + K . 
So for customer i , (7.2) is extended as 
  
( )
( ) ( ) ( )
( ) ( ) ( )
0
0 0 0 0
0 1
0 0 0
1
, |
, | 1 , | , |
, | , | , |
i i
m
t
j j
t j
M
j j j
j m
V E V t
r t d r t t
p t r t t
pi
pi pi λ pi
pi pi λ pi
∞
= =
= +
=   

= +


+ 

∑ ∑
∑
x
x x x
x x x
 (7.3) 
with 1jp =  if the customer has product j . 
Alternative actions (treatments or factor combinations) are given by ka  for 
{1, , }k K= K , the set of K  possible actions. 
Two possible generalisations will be examined: 
1. where alternative actions can be described by product attributes 
2. where the effects of alternative actions are modelled 
For both scenarios, the change in CLV between alternative actions is given by 
 [ ] [ ]0| |k kV E V a E V pi∆ = − . 
The baseline policy is given by 0 0 0{ ( 0), ( 1), }a t a tpi = = = K .  The policy given 
an alternative action ka  is given by 0 0{ ( 0), ( 1), ( 2), }k ka t a t a tpi = = = = K , that 
is, the baseline policy with the immediate action replaced by an alternative ka . 
Alternative policies, with a number of alternative actions at different points in 
time, may be considered.  These correspond to challenger policies (see Chapter 
8), and are a logical extension of considering an immediate alternative action 
as shown below. 
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7.5.1.1 Actions as Product Attributes 
For actions as product attributes, assume that the alternative actions ka  can be 
described by a set of product attributes jkz , for product j , so that 0( )k jka a= z , 
that is, an adjustment of the baseline action and policy, based on new values of 
the relevant product attributes. 
Then the components of ( , | )i kV t ax  can be modelled as functions of the 
attributes jkz : 
 ( ) ( )0, | , , |k jkr t a r t a=x x z  
 ( ) ( )0, | , , |k jkt a t aλ λ=x x z  
 ( ) ( )0, | , , |k jkp t a p t a=x x z , 
and so  
 ( ) ( )0, | , , |k jkV t a V t a=x x z . (7.4) 
This means that the baseline CLV needs to be calculated for each customer, 
assuming policy 0pi .  For each action 0( )k jka a= z , an adjustment can be 
calculated to the baseline. 
7.5.1.2 Separately Modelled Actions 
Separately modelled actions, where the effects of alternative actions ka  are 
modelled separately for reward, lifetime and probability of take-up, results in 
 
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
0
0 1
1
| , | , |
, | 1 , | , |
, | , | , |
k k i k
m
t
k j k j k
t j
M
j k j k j k
j m
V a V t a E V t a
r t a d r t a t a
p t a r t a t a
λ
λ
∞
= =
= +
= =   

= +


+ 

∑ ∑
∑
x x
x x x
x x x
. (7.5) 
 
This form is more complicated in calculation than (7.3), but in essence the 
calculation is similar. 
7.5.2 Relationship Between CLV and Organisational Metrics 
The advantage of using a customer-level metric of CLV is that it can be 
aggregated to give measures of other dimensions of interest to an organisation, 
including organisational metrics (see section 7.4.1). 
• Customer equity (CE) is defined as the total expected value of a customer 
base, calculated by CE iiV=∑ , for all customers i . 
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• Prospect equity (PE) is defined as the potential value that an organisation 
can expect from new customers.  Combining CE and PE gives total equity 
(TE), the total potential value from customers and potential value for an 
organisation. 
7.5.2.1 Prospect Equity 
Prospect equity needs to be formulated slightly differently to customer equity, 
as there is typically less information known about non-customers than for 
customers.  Information available is likely to be limited to broad demographic 
information that may not be directly applicable to individuals.  For example, 
census information is available at a census collection district level, but not at an 
individual or household level.   
Prospect value calculations centre on a market segment of known attributes, 
rather than individuals.  If there are N  segments each of size in , each with 
demographic attributes ix , then (7.3) can be extended to prospect value for 
segment i  (given treatment a ): 
 
0 1
| ( , | ) ( , | ) ( , | )
M
t
i i j i j i j i
t j
W a N p t a r t a t a dλ
∞
= =
= ∑∑ x x x , (7.6) 
where iW  is the estimated prospect lifetime value for prospect i . 
Prospect equity is calculated as 
1
| |
N
i
i
PE a W a
=
=∑ . 
7.5.2.2 Product Performance Measurement 
Aggregation can be performed for other key dimensions.  A customer’s CLV 
for a product can be measured in one of two ways. 
The first considers the contribution from product j .  The calculation for 
customer CLV is given by equation (7.1).  For product j j∗=  only, the 
contribution from product j∗  is (with policy 0pi  implied) gives 
( ) ( ) ( ) ( )
,0, , , ,
0
, 1 , , ,tii j i j i j i j
t
V r t d r t t p tλ∗ ∗ ∗ ∗
∞
=
 = + ∑ x x x x  
with 
1 if customer  has product 
0 otherwisej
i j
p ∗
∗
= 

. 
Then CLV for product j∗  is 
,j i j
i
V V
∗ ∗
=∑ . 
The second method allows for additional effects of product ownership, where 
the value of a product is measured by the differential in average value between 
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customers who have the product, and those without the product, multiplied by 
the number of customers who have the product. 
For product j∗ , let ij ij jiv V Nδ∗ ∗ ∗=∑ , where 1ijδ ∗ =  if customer i  has 
product j∗ , and 0 otherwise, and jN ∗  is the total number of customers who 
have product j∗ .  Let (1 ) ( )ij ij jiv V N Nδ∗ ∗ ∗= − −∑ , where N is the total 
number of customers. 
Then ( )j j j jV v v N∗ ∗ ∗ ∗= − . 
Similar calculations may be performed for other dimensions.  
7.5.3 Metrics for Evaluating CLV and KDM Success 
One question that is not adequately covered in the CLV literature is how a 
CLV calculation should be evaluated.  A good measure of CLV should reflect 
the actual value of NPV observed over time for the portfolio.   
When CLV is used as a metric for evaluating the success of KDM and its 
components, there are a number of dimensions of interest.  One of the benefits 
of using CLV is that value can be calculated for each customer, and aggregated 
is different ways to evaluate the components of interest.  Dimensions may 
include customer, channel, product, portfolio, treatment, segment, selection, 
model, campaign and program. 
Statistically, the expected value of CLV applied to a historical sample of 
customers should equate to observed discounted value on average across a 
portfolio.  That is, at time t m− , where m  is the effective lifetime, CLV ˆV  is 
estimated for a sample of customers.  From time t m− , V is calculated to give 
the actual net present value observed for those customers, that is, assuming 
current product holdings only.  Then ˆV  is compared with V  via ‘goodness-of-
fit’, correlation or other methods of comparing numerical estimates with 
observed values. 
(Note that this NPV calculation is different to that previously defined, which 
calculates only the expected value of current product holdings for a customer.) 
However, observing NPV requires a period of time to elapse.  The period of 
time may be too great to be useful if the discount factor d  used in CLV and 
NPV calculations is low.  That is, it is not practical to wait for five or more 
years to determine the accuracy of a CLV calculation. 
This problem can be countered as follows.  Consider T  periods of time, given 
by {1, , }t T= K .  At the current time 0t = , CLV is estimated by 0V  for a given 
customer.  The estimate of NPV at 0t =  is given by 0 0ˆW V= . 
As CLV is defined as the discounted sum of expected returns, it can be written 
from (7.3) 
7–CUSTOMER LIFETIME VALUE 
139 
0
0
t
t
t
V d V
∞
∗
=
=∑ . 
Therefore the estimate of NPV at time m , such that t m≤  periods have been 
observed, can be written as  
0
0 1
ˆ
m
t t
t t
t t m
W d R d V
∞
∗
= = +
= +∑ ∑ , 
where tR  is the observed value returned in period t . 
Then 0 0ˆ( ) 0E V W− = , and a measure of ‘goodness-of-fit’ for CLV is 0 0ˆV W− .   
7.6 Conclusions 
The literature proposes many different methods for calculating CLV, including 
‘always-a-share’ and ‘gone-for-good’ models, Markov chains, RFM cells, 
survival analysis, Tobit models and expected present value.  There is some 
benefit to be derived from a definition of CLV coexisting with a definition of 
net present value (NPV).  CLV provides information about a customer’s 
expected future value given likely changes in product holding and behaviour, 
whereas NPV provides information about a customer’s future value given 
current product holdings. 
However, the literature fails to cover a number of important topics:  
• how CLV should be used, beyond yes–no mailing decisions and calculating 
marketing budgets) 
• criteria that define a good measure of CLV 
• metrics for evaluating the success of CLV measures and CLV-driven 
decisions 
Many scholarly research papers concentrate on constructing a theoretical 
model and identifying key drivers of value and lifetime, particularly within the 
marketing literature.  While these theoretical constructs contribute to the 
general understanding of the CLV paradigm, they are not specifically designed 
for use in an operational marketing environment.  This is because the input 
variables considered are generally limited to those for which a theoretical 
relationship to CLV can be hypothesised.  Using a more complete set of 
variables will result in better-performing CLV models. 
This chapter has introduced a number of innovations.  A unified, consistent 
treatment of CLV has been developed that can be used by professionals to 
value customers, allocate marketing actions to customers, evaluate the success 
of marketing actions, and measure the future value of the organisation.  A 
critical comparative analysis of the utility of marketing models and CLV was 
developed, along with a taxonomy of existing CLV approaches in the 
literature.   
The importance of CLV within KDM provides an expanded justification for 
organisations to improve their customer data collection.  The use of 
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experimentation for organisational learning is explored and developed in the 
next chapter. 
7.7 Addendum – Summary of Important CLV Models 
The customer retention model of Dwyer (1989) calculates customer lifetime 
value V  as 
1
T
i
i
V r T
=
=∑  
where T is the number of years where future value makes a more-than-
negligible contribution, and the tr  are the individual values of contribution for 
each year t , as given by 
 ( )1 1 acquisition price revenue costr N d= × + − ×  
 ( )renewal price revenue cost , 2, ,t tr N d t T= × + − × = K  
 ( )1 11 , 2, ,t t iN N t Tλ− −= × − = K , 
where tN  gives the number of customers and 1 tλ−  gives the retention rate in 
year t . 
In Dwyer’s customer migration model, customers can be divided into R  
recency cells, based on the probability of purchase for cell i  in period 1t + : 
( )
, 1 , 1Pr purchasei t i tp α+ += ≥ , where α  is a threshold value.  The series of 
recency fields functions as a Markov chain, where customers change cells 
depending on their purchase behaviour.  The lifetime value V  is the sum of the 
expected discounted purchases at subsequent time periods for each recency 
cell. 
 ( ), , ,
1
| 1
R R
i t j i t j i t j
i j i
V p E r P d+ + +
= =
= × = ×∑∑  
In Berger and Nasr (1998), the authors present a number of scenarios and adapt 
their general model for each. The basic model assumes sales occur once per 
year, spending on customer retention is constant, the retention rate in constant, 
and yearly revenues are constant. The equation for CLV is then 
 
( )
( )
( )
( )
1
0.5
0 0
1 1
1 1
t tT T
t t
t t
V r C
d d
λ λ −
−
= =
− −
= −
+ +
∑ ∑  
where r  is the expected yearly gross contribution margin per customer, C  
gives the promotional costs per customer per year, T  is the length of the 
cashflow projection, 1 λ−  is the yearly retention rate, and d  is the yearly 
discount rate. 
The assumptions are then relaxed to give the case where cash flows are 
continuous, and purchase history is used to predict future repeat purchase 
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behaviour. If tp  is the probability of purchase in the next period given 
purchase in period t , then the number of customers in year t  is given by 
 ( )
1 1
1
jt
t t j l j l j k
j k
N N p p
− − − +
= =
= −∑ ∏  
with 0lp = , and so 
( ) ( )
( ) ( ) ( )
0
1 1 1
0.50
00.5
1 1 1
1 1
1 1
1
jT t
t
t j l j l j k
t j k
jT t
t
t j l j l j k
t j k
V r N N p p d
NC N p p d N
d
− − − +
= = =
+
− − − +
= = =
  
= + − +  
  
  
− + − +  
+   
∑∑ ∏
∑∑ ∏
 
where 0N  is the initial customer base. 
Pfeifer and Carraway (2000) introduce Markov chains to describe the transition 
of customers through recency cells. The matrix P  gives the transition 
probabilities; that is, the probability of purchase in period t , given the most 
recent purchase was in period t i− .  Revenue by period is given by R , and d  
is the discount applied to net present value calculations.  Then the CLV for a 
finite horizon T is given by 
 ( ) 1
0
1
T t
T
t
d −
=
 = +
 ∑V P R , 
where V  is the matrix of CLV by RFM cell. 
This can be generalised to an infinite horizon by 
( ){ } 11lim 1T
T
d
−
−
→∞
= = − +V V I P R . 
Rather than CLV, Reinartz and Kumar (2003) model profitable lifetime 
duration at a customer level. A negative binomial model is used to determine 
( ) Pr(Alive | )S t T t= > , the probability that a customer has not defected at the 
current time t , for the hazard function ( ) [1 ( )] / ( )t S t S tλ = − .  
Reinartz and Kumar calculate the net present value of expected contribution 
margin, tV : 
 
1
( )
T
u
t t
u t
V S t rd
= +
= ∑ , 
where tr  is the average contribution margin based on all prior purchases and d  
is the discount. 
Survival analysis is used to model profitable lifetime duration, using Cox 
proportional hazards (Klein and Moeschberger, 1997), in which:  
 ( ) ( )0 tt t eλ λ= x , 
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where the tx  are covariates observed at time t , and 0( )tλ  is the baseline 
hazard rate. 
The approach of Rust et al. (2001) models customer utility using multinomial 
logistic regression at a market level, as opposed to an organisational level. This 
utility model leads to a J J×  switching matrix for each customer, where J is 
the number of brand choices in the market.  This matrix allows the calculation 
of ijkp , the probability that customer i  will purchase brand j  as the next 
purchase, given the last purchase was brand k . 
Let i ijkp =  P , the matrix of purchase probabilities, and ip  be the vector of 
probabilities for individual i ’s current transaction.  Also let jd be the firm’s 
discount rate for brand j , itv  be the expected purchase volume in time t , if  be 
the average purchase frequency, and ijtr  be the expected contribution margin.  
Then lifetime value for customer i  and brand j  is given by 
 ( )
/
0
1
i
t fT
ij i it ijt i i
t
V d v r
−
=
= +∑ Pp  
where iT  is the number of purchases until the time horizon.  Then CLV for 
customer i  is simply i ijjV V=∑ . 
Rust et al. (2004) defines the CLV of customer i  to brand j  is defined as 
 
0
ij i
t
T f
ij j ijt ijt ijttV d r pν
−
=
=∑ , 
where ijtp  gives the brand purchasing probability, ijtν  gives the expected 
purchase volume and ijtr  gives the expected contribution margin.  The total 
customer equity is calculated by multiplying the mean CLV value: 
 
1
1 n
j iji
j
CE NV
n =
= ∑ , 
where jn  is the number of individuals in the choice-modelling sample, and N  
is the total number of customers. 
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Chapter 8 Experimentation and Learning Objectives 
8.1 Introduction 
Experimentation plays an important role within KDM.  This chapter examines 
the use of experimentation to support learning objectives in knowledge-driven 
marketing.  It outlines existing models of experimentation in KDM, identifying 
gaps between these models and the requirements for KDM, and extends the 
models to address the gaps identified. 
The use of predictive modelling along with experimental design techniques 
presents organisations with an opportunity to discover causal knowledge.  
Causal knowledge allows organisations to examine different scenarios 
regarding possible actions they might take.  Causal knowledge in many 
organisations may be limited.  There may be little knowledge of the effects of 
marketing actions on responses, revenue, costs, customer attrition and 
competitors. 
Experimentation brings many benefits when used in KDM, including 
• increased knowledge of the effects resulting from an organisation’s 
marketing actions 
• a framework for evaluating the performance of marketing campaigns 
• data collection for predictive model building, refinement and calculation of 
CLV 
• a framework for the evaluation of resource allocation 
• a framework for the evaluation of the performance of predictive models 
• optimisation of treatment and product configurations 
Experimentation is a means by which organisations can learn.  The idea of 
learning within KDM requires experimentation.  Mistakes, or sub-optimal 
decisions, need to be made so that information is gathered about which 
decisions are better. 
The basic problem of designing an experimental campaign to capture enough 
information to draw conclusions about customer responses to stimuli is covered 
by statistical experimental design theory.  Marketing campaigns are analogous 
to clinical trials, industrial experiments or agricultural trials, with some 
differences.  Marketing campaigns can reach the entire population (the 
customer database); the sequence and number of marketing stimuli can be 
recorded.  To design a subsequent campaign, allowances need to be made for 
the marketing stimuli that a customer may have previously received. 
A key issue in KDM is which treatments should be applied to which customers.  
One of the aims of experimentation is to capture information about the effects 
of different treatments on different customer segments, so that causal 
inferences may be made.  Another is to ensure that knowledge-driven 
marketing campaigns measure the improvement to marketing return on 
investment, and evaluate the performance of any predictive models used.  This 
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allows the allocation of treatments to individual customers to be evaluated and 
optimised. 
Use of an experimental framework in KDM serves to collect data for building 
new predictive models or further refining existing predictive models by varying 
the treatments applied to customers with similar attributes. 
In the course of data mining and knowledge discovery, it is not unusual to find 
information that is contrary to existing paradigms within an organisation. Only 
by taking a deliberate approach of experimentation are organisations able to 
maximise the opportunities of learning. 
The cost of data collection to feed the predictive modelling and segmentation 
phases of the KDM process is relatively low; however, the cost of data 
collection for learning is relatively high, as it requires experimentation.  
Marketing activity has the potential to change the population’s behaviour 
dramatically.  For example, the introduction of frequent flyer points by airlines 
has changed the behaviour of airline customers, credit card customers, hotel 
customers and rental car customers.  For this reason continued experimentation 
is important to help monitor how changes in behaviour affect current selections 
and treatments being applied.  Ongoing trials help to protect against shifts in 
the climate of competition, and the changing tastes of the consumer.  They also 
provide the data required to analyse campaign effectiveness and build 
predictive models. 
Section 8.2 gives a brief review of the use of experimentation in KDM in the 
scholarly and professional literature, including the reinforcement learning 
literature.  Links are formed between experimentation and other components of 
KDM in section 8.3.  Section 8.4 outlines the requirements for experimentation 
in KDM.  Section 8.5 extends the models and techniques for use in KDM. 
8.2 Review of Experimental Design in KDM Literature 
8.2.1 Experimental Design and KDM in the Literature 
In the marketing and data mining literature it is rare for the benefits of 
experimentation to be recognised; an exception is Jonker et al. (1998), which 
points out that one of the benefits of testing is to identify causal relationships.   
Historically, experimental design for knowledge-driven marketing has been 
simple (Blattberg, 1987).  A typical design consists of randomly dividing the 
target audience into different ‘cells’, each of which receives a different 
treatment, or receives no treatment if a control group. Experimentation used in 
knowledge-driven marketing can vary from a very simple design, in which 
there are only two cells (a test and a control), to fractional-factorial 
experimental designs built on statistical design theory, where thousands of 
treatments can be tested by varying the levels of a few factors (Berger and 
Magliozzi, 1993). 
Experimentation plays a vital role in data collection for data mining and 
predictive modelling.  Several authors have attempted causal inference in 
observational databases (Glymour and Cooper, 1999).  In KDM, however, 
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experimentation is relatively simple, and yields clear-cut results in cases where 
the approach is practical and feasible.  By populating the database with data 
from designed experiments that use randomised trials, causal inferences may 
be made using established statistical techniques.  Strategies must be formulated 
in combination with data mining and target selection strategies.   
Hirschowitz (2001) recommends the use of control groups as well as random 
groups, especially where the outcomes of predictive models are being used.  
The random group receives the same treatment as the group selected based on 
the model scores, facilitating analysis via comparisons of the random group 
against the treatment group. 
The practice of statistical experimental design using more advanced statistical 
design principles has been slow to take off, in the context of supporting, testing 
and analysis of marketing treatments in KDM.  Similar methods are widely 
used in other fields, such as agriculture, industrial processes, clinical trials and 
market research.  Recent developments in experimental design within conjoint 
studies and choice modelling look to use optimal experimental designs 
(Kuhfeld et al., 1994) and Bayesian-optimal experimental designs (Sándor and 
Wedel, 2001).  For a review of Bayesian experimental design, see Chaloner 
and Verdinelli (1995).  
Response surface optimisation concepts are used in Rossi (1996) to determine 
the optimal coupon to send a household.  Generalisation of such techniques to a 
knowledge-driven marketing application is straightforward, but has not been 
done.  Such techniques can be combined with mass customisation techniques 
(Wind and Rangaswamy, 2001) to produce customised treatments.   
In Wyner (1996), the process of testing, analysing the results and adapting for 
the next test is a continuous one.  The author uses the term ‘adaptive research 
design’, but does not consider the process in the context of continuous 
knowledge-driven marketing. 
Wyner (1997) discusses past, present and future applications of experimental 
design within marketing research, and states that the use of experimental 
design techniques will increase as companies strive for increased marketing 
effectiveness and efficiency.   
Experimentation in market research literature is well established.  Sándor and 
Wedel (2001) consider using Bayesian methods to construct optimal designs 
for conjoint choice experiments, based on a priori knowledge of managers.  
These methods can be extended to designing knowledge-driven marketing 
campaigns, given existing knowledge on existing customers and the treatments 
to be applied.  The experimental design balances the current level of 
information with the expected information that would be gained from 
additional experimentation. The types of prior information used included 
managers’ beliefs on the share of consumers who will purchase a product with 
a specific attribute level, which often, in practice, is a more realistic 
assumption than the typical null hypothesis that all treatments effects are equal 
and zero.  The authors used conjoint techniques to elicit the prior beliefs. 
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In a knowledge-driven marketing context, prior information may be available 
in the form of manager’s prior beliefs, previous market research, or results 
from previous marketing campaigns.  Using Bayesian techniques, this prior 
information can be used in two ways: to build optimal experimental designs, 
and to build predictive models where no detailed customer-level prior 
information exists.  
Vriens et al. (1998) adapts continuous conjoint experimental methodology 
from marketing research to a direct mail context.  The authors develop a 
framework of factors surrounding response that includes characteristics of the 
mailing, characteristics of the individual and situational factors.  The approach 
manipulates the characteristics of the treatments to quantify those 
characteristics that affect the response, and the subsequent donation amount, in 
a fundraising example.  The approach taken by Vriens et al. focuses heavily on 
stated response tasks via questionnaires, rather than embedding the conjoint 
experimental methodology within a broader KDM process. 
In the Harvard Business Review’s toolkit section, Almquist and Wyner (2001) 
look to apply factorial and fractional factorial experimental design in a KDM 
context.  Bringing the techniques to a management and professional audience, 
the authors illustrate the use of experimental design techniques to analyse how 
the various components of a campaign influence consumer behaviour.  The 
authors also understand the problems of multiple media, concentrating on 
explaining the use of the techniques through practical examples, rather than 
elaborating further on the “continuous test-and-learn cycle” referred to in their 
conclusion. 
The examples are presented in isolation of the other components of the KDM 
model, concentrating solely on a method of obtaining knowledge around 
specific treatment and product attributes.  They ignore the roles of predictive 
modelling and decisioning, which are key parts of the KDM process.  
Paas (2002) examines test designs in KDM, specifically for direct mail as 
opposed to alternative channels.  Different levels of effect are identified: at the 
pack level, at the targeting level and at the mail pack characteristic level. Paas 
generates an inefficient ‘one-at-a-time’ design, rather than using established 
experimental design techniques.   
Although experimentation of a sort has a long and established history in 
database marketing and credit scoring (Blattberg, 1987; Andrews, 1999; Spring 
et al., 1999), in general, the practice has not been adopted at a systems or 
strategic level.   
There are some exceptions. National Australia Bank, who use experimental 
design practices across multiple channels and predictive models (Khirallah, 
2001).  Bank of America has developed a formal experimentation approach 
across many different types and channels of customer interaction (Bligh and 
Turk, 2004).  Other organisations concentrate testing on single channels, such 
as the web channel, using tools such as Memetrics (Memetrics, 2005). 
The slow adoption of techniques such as factorial and fractional-factorial 
experiments for use in KDM has meant that large marketing tests are not 
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commonly done.  Continuous marketing and strategic marketing 
experimentation issues have not been approached in the literature. 
8.2.2 Reinforcement Learning 
Kaelbling et al. (1996) gives a survey of the field of reinforcement learning 
(RL), citing its ancestry in fields including computer science, cybernetics, 
neuroscience and statistics.  The aims of reinforcement learning are similar to 
the strategic aims of knowledge-driven marketing: using guided trial-and-error 
techniques in selecting actions to achieve goals.  Reinforcement learning is 
intrinsically attractive for KDM applications, because discounting is used to 
give immediate returns precedence over future returns, in the same way that 
discounting is used in calculating CLV. 
Recently the reinforcement learning literature has turned to the KDM problem 
(Abe et al., 2002; Apte et al., 2001; Pednault et al., 2002).  The frameworks 
used in reinforcement learning are well suited to the KDM problem of 
balancing exploration and exploitation.  ‘Exploration’ refers to the process of 
gathering more information by testing new actions; ‘exploitation’ means using 
the information gathered to optimise actions and form the optimal policy. 
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Figure 8–1 The standard reinforcement learning model 
 
Figure 8–1 shows the standard reinforcement learning model, as given by 
Kaelbling et al. (1996).  In this figure, the input i  gives an indication of the 
current state s  of the environment, the reinforcement reward is given by r  and 
B  represents the agent’s behaviour.  The agent (shown as a rudimentary robot 
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figure) chooses actions to increase the long-run sum of the reinforcement 
signal. 
Reinforcement learning aims to maximise a function, which is usually the 
maximum cumulative reward 
 
0
, 0 1.t tR d r d
∞
= < <∑  
Here R  is the maximum cumulative reward, d  is the discount factor and tr  is 
the expected reward at time t .  This is easily generalised to CLV (see Chapter 
10) with tr  as the expected profit (reward) at time t . 
Reinforcement learning’s framework includes the following components at 
each observation point t : 
• a sequence of actions 0{ }ta ∞= , 
• rewards 0{ }tr ∞= , and 
• a set of transition states 0{ }ts ∞= . 
The transition states are analogous to segments or cells in KDM. 
Reinforcement learning assumes a discrete number of states.  The transition 
from state 1t ts s +→  given action ta  yields expected reward tr . 
A policy is a sequence of actions 0 1{ , , , }Ta a api = K , and ( )a s  is the action 
taken in state s .  The optimal policy *pi , which reinforcement learning is 
trying to find, is the policy that maximises R  for every initial state 0s . 
Given a policy pi , there is a value associated with the policy, called the value 
function, Qpi , such that 
 ( ) [ ]0 0, | , ,Q s a E R s s a api pi= = =  
that is, the expected maximum reward given initial state s  and action a . 
The optimal value function *Q of the optimal policy can be found by solving 
the Bellman optimality equation 
 [ ] ( )* | , max * , | ,r s
a
Q E r s a E Q s a s aγ
′
′
 ′ ′= +
 
 
so that 
 ( ) ( )* arg max * ,
a
s Q s api = . 
There are a number of methods of solving the Bellman equations.  Some 
methods, such as SARSA and Q-learning, assume that the reward space is 
probabilistic – as is the case with KDM applications – rather than deterministic 
(Kaelbling et al., 1996). 
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The reward function ( , )R s a is the expected immediate reward function.  
Predictive modelling techniques can be used: Abe et al. (2002) uses a 
regression model to estimate ( , )R s a . 
One of the key assumptions in reinforcement learning technique is stationarity, 
where the environment is considered to be constant. For an application of RL 
in KDM, the effects of previous actions on the current state of a customer may 
violate the stationarity assumption.  In marketing environments, new entrants, 
technology, competition, new or deleted product ranges, regulations and 
constant market pressure on prices mean that the assumption of a stationary 
environment may be far removed from reality. 
Knowledge-driven marketing differs from the standard RL problem: where RL 
considers multiple trials evaluating a single state and a single action in each 
trial, KDM will require fewer trials evaluating multiple states and potentially 
multiple actions.  This provides learning algorithms with richer information at 
less frequent intervals. 
Abe et al. (2002) recognises the application of reinforcement learning 
techniques to the KDM problem.  Several RL strategies are compared in an 
experiment.  One of the issues of KDM experimentation and learning is that 
training and evaluation data is difficult to come by, and so testing of an 
algorithm or an approach must make assumptions, simulate data or conduct an 
empirical trial.  Conducting an empirical trial is difficult and expensive for 
researchers, and requires much persuasion for commercial organisations also. 
The authors use data from KDD Cup 1998 (Bay, 2000), which originated from 
a fundraising organisation.  As this is essentially a single-product organisation, 
the only action considered was whether to mail a potential donor.  Some 
alternative mail packs were considered, but as experimental techniques had not 
been used in the collection of the data, they could not be considered as 
different treatments across multiple mailings.   
In addition, the action of mailing may influence future behaviour of 
prospective donors, so using an historic data set cannot take into account such 
effects beyond those already observed.  Abe et al. (2002) attempts to solve the 
single-product optimisation problem as examined by many other authors 
outside the RL literature (Bitran and Mondschein, 1996; Bult and Wansbeek, 
1995; Gönül and Meng, 1998; Spring et al., 1999).  The difference with the 
approach of Abe et al. is that the authors are examining the cumulative effect 
of learning over time.  A more interesting approach would be to examine a 
situation where there are multiple products and channels, and hence many 
potential actions for responses to be learned.  
Abe et al. (2002) constructs ( , )R s a  out of two separate sub-models: ( , )P s a  
estimates the probability of response to a fundraising offer for state features s  
and action a , and ( , )A s a estimates the amount donated, given response, for 
state features s  and action a .  In their study, a  represents a simple mail / no 
mail decision, as opposed to the KDM model developed in this research, which 
uses a real-world experimental framework to investigate more complex 
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policies.  The authors admit that their focus was not on improving the 
exploration of marketing policies. 
What the experiment of Abe et al. does show, however, is evidence that the 
model of analysis, testing, action, evaluation and refinement does lead to 
improved returns, in the form of increased expected amount donated.  This 
corresponds with an increase in metrics of interest in KDM, such as CLV.  This 
is not the norm for many organisations who over-invest their initial efforts in 
analysis at the expense of market experimentation. 
Typical RL methods do not examine multiple actions administered 
concurrently, meaning that convergence will be slow for problems where an 
action may comprise several components.  The incorporation of statistical 
experimental design techniques, such as factorial design methods for multiple 
factors, may help to identify states and actions, and improve the rate of 
learning.   
Adaptive resolution models have great potential in KDM applications.  With 
these techniques, the environment is partitioned into regions of states that can 
be considered the same for the purposes of learning and generating actions.  
That is, a segmentation is formed that partitions the customer base into similar 
groups, based on learning and actions (Kaelbling et al., 1996). 
Dearden et al. (1998) uses the notion of ‘value of information’, along with 
reinforcement learning and Bayesian techniques.  The expected improvement 
in the expected decision quality, given the additional information gained by 
exploration, is used as the key decision criterion regarding the balance between 
exploration and exploitation.  Estimating this quantity requires an assessment 
of uncertainty regarding current value estimates for states.  The authors term 
their approach ‘Bayesian Q learning’, and the selection of actions is performed 
probabilistically using the current belief that an action is optimal: action a  is 
performed with probability given by 
 ( ) ( ), ,Pr arg max Pr , s a s a
a
a a a µ µ
′
′
′= = ∀ ≠ > . 
That is, the probability aξ  that an action a  is the best action is calculated by 
determining that its expected reward is greater than all other potential actions.  
Then the action a  to be performed is chosen with probability aξ . 
Intuitively, the approach of Dearden et al. is attractive in the knowledge-driven 
marketing domain.  The authors have tested their approach in deterministic 
environments only, whereas KDM is a probabilistic environment. 
8.3 Links with the Model and KDM Components 
8.3.1 Role of Experimentation Within the Model of KDM 
There are three key roles that experimentation plays within the KDM model to 
support learning objectives: data collection, design and analysis. 
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8.3.1.1 Data Collection 
The experimental process collects data to be fed into the idea generation 
process.  Exploration of new treatment and product configurations produces 
data with a different context to purely observational data.  Predictive models 
built on data collected specifically for model-building purposes tend to perform 
better and generalise more reliably than those built purely on observational 
data. 
8.3.1.2 Design 
Experimentation is central to the design phase, whose output is a design 
blueprint.  Good designs explore uncharted territory to maximise the utility of 
information collected, and ensure that measurement, monitoring and tracking 
can be done.  Data is collected to facilitate the development of good predictive 
models by broadening the scope of collection beyond targeted selections. 
8.3.1.3 Analysis 
In the campaign analysis phase, analysis is done on the basis of the parameters 
put in place by the design.  The experimentation process allows comparisons to 
be made to evaluate treatments, model performance, resource allocation, 
product performance and channel effectiveness.  
8.3.1.4 Links with the Critical Success Factors 
Experimentation and learning links with the Critical Success Factors from 
section 5.4 as shown in Table 8–1. 
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Table 8–1 Evaluation of the links between experimentation in KDM and 
the CSFs 
Critical Success Factor How CSF is Addressed 
1. Senior management support 
 
Experimentation provides better 
information from which to make 
strategic decisions 
2. Organisational learning Experimentation enables an organisation 
to collect causal information that 
contributes to learning and knowledge of 
the effects of actions 
3. Integration While experimentation does not have a 
direct link with integration, it helps to 
ensure that continuous learning takes 
place across successive iterations of 
KDM 
4. Links between analytics, IT and 
marketing 
While experimentation does not 
explicitly facilitate links, it does play a 
role in evaluating performance of 
analytics and marketing 
5. Measurable and quantifiable business 
benefits 
Experimentation allows the organisation 
to collect data in such a way that 
business benefits can be measured and 
quantified 
6. Adoption in operations and culture For experimentation to be fully utilised, 
it must be adopted in operations and 
culture 
7. Support planning and resource 
allocation 
Experimentation is vital to provide 
information for planning and resource 
allocation  
8. Customer value Experimentation is used to collect 
information on the responses to different 
actions, allowing the estimation of CLV 
for different actions 
9. Streamlining In the short term, experimentation does 
not offer any streamlining benefits, but 
its ultimate effect should be that 
organisations learn more quickly 
 
8.3.2 Role of Experimentation Within the KDM Process 
Experimentation, testing and design occur throughout the three tiers of the 
process model: the program, campaign and treatment levels. 
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The process of experimentation facilitates the idea generation, treatment 
development and predictive model development phases by collecting data 
arising from new product configurations and treatments.   
The resource allocation, planning and execution phases require that 
prioritisation decisions be made around predictions of behaviours, given certain 
marketing actions.  To make effective and informed decisions, good 
information needs to be collected around the likely effects of marketing 
actions, and good predictive models built.  Experimentation is a key 
component in facilitating effective resource allocation.  As with the KDM 
process model given in section 6.4, experimentation plays a significant role in 
allowing comparisons to be made that evaluate and quantify the performance 
of programs, campaigns, treatments, products, predictive models, channels and 
resource allocation. 
Within the KDM context, the experimentation phase aims to facilitate optimal 
treatment configuration and resource allocation, among other objectives.  An 
obvious measure to optimise is response rate, although a better contender is the 
expected change in CLV ( V∆ ), as defined in section 7.5.  The components of 
V∆  may include 
• time to failure (often termed ‘attrition’ or ‘churn’) as a function of the 
treatment applied 
• product holdings, both current and future 
• the discounted value of products held over time 
• the response rates observed 
Experimentation is also required to quantify the benefits of resource allocation, 
for example, 
Cell 1: best treatment allocation 
Cell 2: next-best treatment allocation 
Cell 3: random treatment allocation from those eligible 
Experimentation helps to quantify the certainty that one treatment is more 
beneficial than another.  Measurement may be performed using CLV, or a 
similar measure. 
8.3.3 Benefits of Experimentation in KDM 
There are a number of benefits of using experimentation and testing within 
KDM. 
• The inclusion of an experimental design framework within the decision 
process increases the accuracy of predictive models. 
• A practice of continued experimentation enables predictive models to be 
updated with current response information. 
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• Increased knowledge of the likely effects resulting from an organisation’s 
marketing actions arises from the deliberate use of market testing 
techniques. 
• Performance of treatments, programs, selections and predictive models can 
be evaluated. 
• Data collection is improved to facilitate predictive model building and 
refinement, moving the data repository beyond purely observational. 
• Product configurations and marketing treatments can be optimised by using 
knowledge of the effects of treatments on customer behaviour. 
8.3.4 A Sub-Model for Experimentation  
Experimentation can be used tactically, strategically or both in tandem.  The 
model shown in Figure 8–2 refines the KDM model within the ‘experiment’ 
phase, and shows the role of experimental design in testing, evaluating and 
refining marketing actions. 
 
Identify possible
treatments Experiment Execute
Capture results &
collect data
Monitor &
evaluate
Quantify causal
relationshipsRefine models
Optimise
treatments
 
Figure 8–2 An extension of the KDM model for experimentation and 
learning objectives 
 
8.3.5 Common Designs in KDM 
There are a number of common designs used by organisations who are 
sophisticated in KDM. 
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random selection
In order of customer desirability
control cell for treatment 1
test 1, treatment 1
test 2, treatment 1
control cell for treatment 2
test 1, treatment 2
test 2, treatment 2
test 3, treatment 2
Not
desirable
for
treatments
No cut-off scoreModel 1 cut-off score
Model 2 cut-off score
100th percentile 1st percentile
 
Figure 8–3 Typical design for a simple campaign utilising experimentation 
 
Figure 8–3 shows a typical design for a campaign that is testing two treatments 
of different inherent value, with some testing of different ways of presenting 
those treatments to the customers.  Direct comparisons of treatment 1 with 
treatment 2 are not valid because of different eligibility criteria.  However, 
within treatment 1, comparisons of control, test cell 1, and test cell 2 are valid. 
Likewise, within treatment 2, comparisons.  The cut-offs for model 1 and 
model 2 have been determined by the methodology used to allocate treatments 
to customers.  Random cells need to include all treatments, including control 
cells. 
The random selection needs to receive treatments so that relevant comparisons 
can be made.  In this scenario customers likely to take up treatment 1 and 
treatment 2 have been determined by two models: model 1 and model 2 
respectively, as shown in Figure 8–4.  Sample sizes need not be equal across 
cells.   
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Treatment 1
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Random Random
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Top n1% Top n1%
Top n2% Top n2%
Control Test
Treatment 2
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Treatment 1
Treatment 2
Outcomes of model 1
Outcomes of model 2
 
Figure 8–4 A typical design incorporating control and random cells 
concurrently 
 
Figure 8–4  illustrates the use of two treatments, control cells and random cells 
in a campaign design.  Each of the treatments is applied to a targeted control 
cell, a targeted test cell, a random control cell and a random test cell.  One of 
the aims of such a design is to keep the random and control cell sizes to the 
minimum possible that will support effective comparisons, and ensure the 
targeted test cells are as large as possible. 
For a more complex design, the following scenario will help to illustrate the 
same design principles.  Two treatments are applied as in the previous 
example.  Four attributes, or factors, of each of those treatments are varied over 
two distinct values, or levels, to form a distinct treatment.  An example is a 
mailing to offer customers a credit card where the interest rate offered (8% and 
9%), the colour of the card (blue or red), the type of envelope (plain and 
colourful) and the type of credit card offered (Visa or MasterCard) can be 
varied. 
If all of these factors in their unique combinations were to be tested, 16 cells 
would be required – known as a 42  factorial design (Montgomery, 1991).  
Statistical experimental design techniques enable a fraction of such a design to 
be tested, while still being able to measure the comparisons of interest. Table 
8–2 shows the combination of the four factors A, B, C and D that would be 
tested in a 4 12 − fractional factorial design with only 8 combinations.  When 
fractional factorial designs are used instead of factorial designs, the larger the 
design, the greater the reduction in the number of combinations to be tested.   
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Table 8–2 Example 24-1 fractional factorial design 
Combinatio
n 
Factor 
A 
Factor 
B 
Factor 
C 
Factor 
D 
1 – – – – 
2 – – + + 
3 – + – + 
4 – + + – 
5 + – – + 
6 + – + – 
7 + + – – 
8 + + + + 
 
If the symbols ‘+’ and ‘–’ denote the presence and absence of a treatment, then 
combination 1 is equivalent to an overall control cell, and combinations 1–4 as 
a whole form a control cell for factor A.  The total design will look like the 
diagram shown in Figure 8–5. 
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random selection
In order of customer desirability
Not
desirable
for
treatments
treatment 1 combination 1
treatment 1 combination 2
treatment 1 combination 3
treatment 1 combination 4
treatment 1 combination 5
treatment 1 combination 6
treatment 1 combination 7
treatment 1 combination 8
treatment 2 combination 1
treatment 2 combination 2
treatment 2 combination 3
treatment 2 combination 4
treatment 2 combination 5
treatment 2 combination 6
treatment 2 combination 7
treatment 2 combination 8
No cut-off scoreModel 1 cut-off score
Model 2 cut-off score
100th percentile 1st percentile
 
Figure 8–5 Example design for a complex campaign 
 
The fractional factorial design facilitates comparisons between the main effects 
(A, B, C and D), at the expense of being able to distinguish between certain 
interaction effects.  This is a situation known as confounding.  The interactions 
that are confounded in the above design are AB and CD; AC and BD; and AD 
and BC. 
In addition, the results of the four factor combinations can be analysed to 
determine the optimal combination.  The optimal combination may be a 
combination that was not tested in the campaign itself, but the results can be 
inferred by the appropriate analysis (Montgomery, 1991). 
8.4 Requirements of Experimentation in KDM 
Experimental design and related techniques have been used to aid efficient 
testing in many fields, including agriculture, clinical trials, industrial trials, and 
marketing research.  Each field tends to have its own unique characteristics that 
require different applications of experimental design techniques. KDM has its 
own unique requirements, and they are different for outbound and 
opportunistic campaigns. 
There needs to be an established operational process for experimentation as 
part of regular marketing activity, as well as one-off tests. 
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Resource allocation must be optimised, both within a campaign and at a 
strategic planning level. 
An organisation needs to be able to test new propositions – new products or 
treatments – where historical data may not be available to support a full 
analysis. Where there is insufficient historical data, market research techniques 
can be used to understand individuals’ intentions for customers and non-
customers. 
8.4.1 Requirements of Different Models 
The different KDM paradigms from Chapter 6 have different characteristics, as 
shown in Table 8–3, which in turn drive different requirements depending on 
the types of campaign required by an organisation. 
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Table 8–3 Characteristics of outbound and opportunistic campaigns 
Outbound Marketing Opportunistic Marketing 
High sample numbers for individuals 
targeted, compared with clinical trials or 
agricultural experiments  
High potential sample numbers who have 
the potential to contact the organisation 
Low response rates (responses of less 
than 1% up to 10% can be considered 
typical for a range of activities) 
 
High cost of changing treatments, due to 
contact and fulfilment costs  
Low cost of changing treatments 
Treatments that comprise multiple 
features that can be changed require the 
ability to fulfil, track and evaluate 
complex products 
 
Known set of subjects based on selection 
and design criteria 
Unknown set of subjects 
Fixed information with a limited 
opportunity to gain more information 
 
Limited interactions per subject, due to 
the non-interactive nature of the 
communication and contact volume and 
frequency restrictions 
Multiple interaction opportunities per 
contact, due to the interactive nature of 
the communication.  Additional 
information can be captured during the 
interactions 
Small numbers of cells for manually 
intensive channels, such as direct mail 
Small numbers of cells for manually 
intensive channels, such as sales 
representatives 
Large potential numbers of cells for 
electronic channels (such as email, SMS, 
and outbound telemarketing with 
automatic scripting) 
Large potential numbers of cells for 
electronic channels, such as  the web and 
call centres with automatic scripting 
 
For a one-shot campaign, the experimental design process must provide an 
allocation of customers to treatments to satisfy the objectives of the campaign.  
Such objectives typically include 
• providing a sample of sufficient size to enable effective statistical 
evaluation of the different treatment cells 
• minimising the overall sample size of the test, given the competing 
objectives, thus minimising the cost of the trial 
• maximising the number of treatments and effects that can be tested 
In order to collect suitable data, a ‘random’ allocation across each segment and 
comparable treatment is required  – this is vital for automated learning and 
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predictive modelling.  A comparable treatment is a treatment that has the same 
eligibility criteria as another.  A purely random sample from the entire 
customer base may not be feasible due to the eligibility requirements of the 
marketing treatment.  Random selections need to be made within broad 
eligibility criteria, that is, not based on predictive models or other intuitive 
factors for customer selection. 
There are also sample size considerations: for the control, random and test 
cells.  Such issues do not pose serious difficulties for a one-off campaign. 
For continuous KDM, the issues of sample size become more problematic.  
There is a parallel with the design of clinical trials.  The nature of KDM means 
that data will be collected over time.  Rather than specifying a sample size a 
priori, the requirement will often be to specify a proportion of customers to be 
allocated to different cells within a batch, or assigning selections to cells 
probabilistically.  The size of the proportion or probability depends on the rate 
of customers becoming eligible to receive a treatment.  For a given cell, 
 tn t Nξ γ= × × × , 
where tn is the sample size after time t , ξ  is the probability that an individual 
will be chosen, γ  is the eligibility rate and N  is the population size. 
8.4.2 Adaptive Designs 
There is a need for marketing designs to be adaptive.  This stems from the shift 
from batch modes of marketing to a continuous mode.  Later analyses and 
implementation strategies in knowledge-driven marketing depend on earlier 
results (Wyner, 1996). The outcomes of test marketing campaigns should 
explain how different frequencies, types and sequences of marketing actions 
affect customers’ short-term and long-term value.  This in turn can help to 
identify which experimental treatments should be tested next, based on the 
extent to which they will increase available information, and also for increasing 
long-term customer value. 
Often used in manufacturing trials to optimise processes are response surface 
techniques, such as evolutionary operations and simplex (Box and Draper, 
1998).  These aim to optimise the response space for a particular process by 
guided experimentation. 
KDM is different from industrial processes in that the unit of analysis  – such 
as the individual – cannot be tested multiple times.  Instead the unit of analysis 
can be thought of as ‘similar’ individuals along a list of attributes.  For 
example, in an industrial trial, levels of factors are set, the process run, and the 
results observed.  In a KDM context, the factor levels need to be set, the 
campaign run, and the results observed, with the understanding that any 
individual cannot be tested more than once.  A cell-based approach allows a 
cell to be tested multiple times.  Although it is possible for multiple contacts to 
be made to an individual, prior customer contact may influence the response to 
a future treatment. 
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Using cells as the unit of analysis makes sense, for example, RFM cells (see 
section 7.2.3) or MOSAIC–Pixel cells (see section 11.5.2.3). At time t , 
| ( , | )t t tV a f a∆ = x z , that is, the estimated change in CLV due to treatment 
a is dependent on the customer covariates and the attributes of the treatment.  
Since it is impractical to test an individual multiple times, a unit based on a 
finite list of attributes needs to be defined.   
For each customer, states are determined looking at a combination of several 
variables to form a cell, denoted by µ , with state ( )s s= µ  and action ( )a a= µ , 
extending section 8.2.2.  The optimal policy maps the optimal sequence of 
actions to each state. 
When RFM variables are used, actions that lead to a response will cause a 
change in cell.  If only demographic information is used to define the cells, 
responses to actions will not cause a customer to change cells, unless another 
dimension is added to reflect probability or value of response. 
If states are static with respect to actions, the expected reward depends only on 
actions.  Finding the optimal action at a point in time depends only on the 
current state. 
Another feature of KDM is that convergence may be slow, and that if response-
surface methods were used, as they are in industrial trials, all customers may be 
contacted at least once before the optimum is reached.  If this is the case, then 
there are more efficient ways of finding an optimum rather than response-
surface methods.  This is especially true of other evolutionary algorithms such 
as genetic algorithms or simulated annealing, where initial exploration is 
virtually undirected and convergence occurs over time via gradual tightening of 
optimality criteria. Genetic algorithms and other evolutionary methods are 
generally not suitable for KDM due to their slow time to convergence, and the 
ever-changing marketing environment. 
8.4.3 Global Control Groups 
A global control group is a group of individuals who are isolated from KDM 
initiatives for a period of time.  Global control cells are used for determining 
and quantifying the success of policies.  Global designs may be used for long-
term evaluation, where changes in processes may take time to realise an 
observable result.   
Global control groups should not be used as separate cells in one-off 
campaigns, and are generally only applicable to the evaluation of policies 
rather than individual treatments.  They will be excluded from all test 
treatments for the lifetime of the global control cell. 
Global control groups do not need further consideration at the campaign level, 
other than to be excluded or receive a champion treatment.  Comparisons of 
responses and behaviour between a single campaign’s treatments and a global 
control group will be biased, as the global control group will have been isolated 
from marketing treatments for a period of time. 
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As CRM systems become integrated with operational and customer-facing 
systems, it will be necessary to give some treatment to the global control 
group, typically the champion treatment.  For example, a customer visits a web 
page and, depending on her profile, is presented with a personalised offer.  The 
next customer, who is part of the global control group, needs to be shown 
default content, even if it conveys little inherent value to the customer. For an 
example, see Andrews (1999) where a champion–challenger strategy is used 
for scripting in a call centre, and Spring et al. (1999), where a reference is 
made to champion–challenger methods in a marketing context. 
 
8.4.3.1 Multiple Global Control Groups 
Multiple global control groups may be required to cope with multiple strategic 
initiatives that affect the individual at different stages in the lifecycle of the 
relationship with the organisation.  For example, cross-selling and retention 
strategies may each be allocated a separate global control group, to ensure that 
measurement and evaluation of the retention strategy is not confounded by 
consisting entirely of customers who received no cross-sell treatments as part 
of the cross-sell control group. 
To ensure that global control group comparisons continue to be relevant, the 
individuals in groups need to be reallocated into different groups periodically.  
This should be done at random or using stratification to ensure that successive 
selections of global control groups do not introduce bias.   
8.4.4 Sequences of Treatments  
One issue for organisations is determining the optimal policy of treatments to 
apply throughout a customer’s life cycle.  Planned experimentation with 
sequences of treatments allows the collection of information to optimise 
policies. 
For a specific campaign, allowance for previous treatments is required to 
ensure that selections are not biased.  If this is not done then there is a risk that 
responders from a previous campaign may be over-represented within one of 
the test cells of the campaign.  The result of this is that effects estimated from 
the comparisons between cells may be overshadowed by the previous 
campaign results.   
There are two main approaches for allowing for previous treatments.  The first 
is to stratify (sample proportionally from different levels of a factor) on a factor 
that represents previous treatments.  This may not be feasible when many 
previous treatments are being considered.  The second is to select cells at 
random, and check for balance representation across previous treatments – this 
can result in many attempts at finding a design. 
8.4.5 Champion–Challenger Methods 
In champion–challenger methodology one group of individuals is assigned the 
currently used strategy (the ‘champion’), and another group is assigned to 
receive test treatments (the ‘challenger’).  At the conclusion of the evaluation 
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period, the challenger is compared with the champion.  If better performing, 
the challenger replaces the champion, and a new challenger can be selected. 
The strategic use of experimentation governs the medium- to long-term 
evaluation of different policies.  To do this requires allocating customers to 
particular cells that are treated by different policies for a period.  Typically, a 
‘champion’ cell receives the best policy as currently known, a ‘challenger’ cell 
receives an alternative test policy, and a control cell’s customers are kept 
exempt from treatments.  The aim of such designs is to evaluate different 
policies over a period. 
The tactical use of experimentation is to design a particular campaign with a 
number of test cells.  The various cells are evaluated once sufficient responses 
have been observed against the differential treatments that were applied to each 
cell, and a champion decided for future campaigns of a similar nature.  Many 
configurations are possible; some are examined later in this chapter. 
Tactical experimentation can be guided from campaign to campaign to provide 
additional information where it is most needed – that is, in a strategic manner – 
to provide a bridge between the tactical and strategic use of experimentation.  
Each campaign uses treatments that explore a region of the response surface.  
The response surface is defined by the response of customers to stimuli in the 
form of marketing actions.  The response surface can be optimised by changing 
the configuration of treatments applied. 
Champion–challenger techniques can be used at multiple levels.  For example, 
at the strategic level, champion–challenger methodology might be used to find 
the best incentive for new customers to activate a credit card, such as reward 
points and discounted interest rates on large-ticket-item purchases.  At the 
same time, a separate champion and challenger treatments may be tested in the 
presentation of the incentive to customers, such as different communications 
channels, creative treatment and styles of message.   
8.5 Extensions and New Applications 
8.5.1 Continuous KDM 
Experimentation must support one-shot campaigns and continuous KDM.  In 
the continuous scenario, an experimental design must take into account 
variable numbers of subjects from period to period.  For example, a campaign 
to callers into a call centre will have different numbers of callers per day, 
particularly if the caller must have specific attributes to be eligible for a 
particular treatment.  
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Figure 8–6 Experimentation in continuous KDM 
 
Figure 8–6 shows the role of experimentation and learning in a continuous 
KDM context.  Target customers are identified either by a trigger event or by 
interacting with a touch point.  Once identified, the customer needs to be 
associated with relevant treatments for which he is eligible.  Depending on the 
amount of information already available on each of the eligible treatments and 
the customer, a determination is made whether the best treatments should be 
applied (‘exploitation’) or further information obtained by making a possibly 
sub-optimal treatment selection (‘exploration’). Then treatments are allocated 
to the customer, either in accordance with the decision criteria for exploitation, 
or with a random element for experimentation. 
The basic procedure followed in applying the framework is outlined below.   
1. Identify those customers who are to be applied a treatment, either by using 
a significant event (a trigger event), or when a customer interacts with a 
touch point (opportunistic KDM).   
2. Determine which treatments a customer is eligible for, usually set by 
business policy. 
3. Determine the probability of take-up the customer has, for each of those 
treatments, by using a predictive model.  This step may involve 
determining the predictions at that point in time, or reading predictions 
previously obtained from a database.  These probabilities are compared 
with a threshold probability for each treatment to determine whether a 
customer is to be applied a treatment.   
4. Decide which treatment to apply to the customer.  Experimental design 
principles are used to capture more information for monitoring and refining 
the predictive models.  Once the treatment is applied to the customer, the 
customer’s response to the treatment is recorded, and the relevant 
predictive model is updated.  The updated predictive models are used for 
the next round of treatments. 
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8.5.2 The Continuous Design Problem 
If an organisation’s marketing strategy is viewed as a series of campaigns over 
time, then one of the aims of experimentation should be to collect information 
on the effects of marketing treatments on customer behaviour.  This can be 
done by adopting a policy of continuous experimentation until further testing 
will not lead to any further benefit, as measured by the performance of 
treatments.  After this point, continued experimentation of the existing 
treatments will not yield further information, so the optimal treatment or 
treatments should be used.  However, even before this point is reached, the 
current level of information may indicate that one treatment should be 
preferred over an alternative.   
Of particular interest is the problem of introducing a new product, when 
information for treatments offering this product is low, whereas the level of 
information is high for existing products. 
While a champion–challenger methodology explicitly allows an organisation to 
balance exploitation with experimentation, a policy of learning may also be 
implemented operationally.  For either outbound or opportunistic KDM, 
decisions can be made, based on the levels of current information, on whether 
further experimentation is required, or current treatments can be ‘rolled out’ in 
effect.  Such a policy needs to decide the allocation of customer to treatments. 
Continuous KDM is an excellent application of the continuous design problem.  
In the continuous scenario, outbound treatments are applied periodically to 
individuals who meet specified criteria.  For example, credit card customers 
whose spending decreases compared with last month will be sent one of the 
treatments aimed at reducing attrition.  Mailings are made monthly to coincide 
with credit card statements.  Every month, only a certain number of customers 
will qualify for the mailing based on their behaviour. 
Initially, selection criteria will be based on a model that predicts the likelihood 
that a customer will defect in a given period, ignoring the attractiveness of the 
two treatments to be applied.  That is, customers with high values of 
Pr(defect) ( )p f= = x  are selected, where x  are the observed covariates.  A 
random cell should also be included. 
At time 0t = , the model targets a certain number of individuals.  Since there is 
no knowledge of which treatment will yield better results in terms of reducing 
attrition, each treatment is selected equally often.  At time 1t = , analysis is 
done on the results to date and the model is refined, if possible.  This cycle 
continues indefinitely.  As more information is collected about the effects of 
the alternative treatments, the initial model can be refined to include treatment-
specific effects.  That is,  
Pr(defect| ) ( ) ( )a ap a f g= = +x z , 
where az  denotes the covariates for treatment a .  The function ( )ag z  can also 
be used to estimate the effect of treatment a  on p . 
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Of importance to marketers is which treatment of several to apply.  There are 
several alternative strategies.   
1. Select treatment *a  where * arg maxa aa p= .   
2. Choose treatment a  with probability Pr( *)a a= .   
3. Experiment randomly, halting experimentation once there are no further 
improvements being made to ap  due to treatment effect ( )ag z . 
The continuous KDM example is easily generalised to a strategic view of 
KDM.  Viewing the KDM program as a whole at each period of time, a 
number of individuals are selected to receive a number of treatments, and an 
individual may be eligible for multiple treatments.  The selection of treatments 
needs to take experimentation into account if one of the following is true: 
• little or no information is available on the effects of the treatment 
• there is a requirement for model evaluation 
• previous experiments have continued to refine estimates of p  
8.5.3 Reinforcement Learning 
The reinforcement learning approach is applicable to KDM with some 
extensions to include experimentation. 
As shown in Figure 8–7, the standard reinforcement learning model does not 
have an explicit ‘explore–exploit’ decision, although experimentation may be 
included within the process of selection of the optimal policy and action. 
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Figure 8–7 Experimentation in reinforcement learning 
 
In reinforcement learning, there are a number of states s .  In KDM, these are 
represented by a function of the covariates ( )s s= x , for each individual.  These 
may be calculated a priori via segmentation techniques, or as part of the RL 
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algorithm, as per adaptive resolution methods (see Kaelbling et al., 1996 for a 
review). 
For each state s , there are a number of actions that can be taken.  For each pair 
( , )s a , the value function ( , )V s a  and policy function ( , )Q s a  are determined. 
For the case when each action a  can be constructed from a combination of 
factors 1( , , )nz z=z K , a  can be represented as a function ( )a a= z .  Then 
there may be very many possible actions, and potentially an infinite number if 
one or more of the jz  is continuous.  Not all values of a can be explored. 
However, if the value and policy functions are expressed using the factors, that 
is ( , )V s z  and ( , )Q s z , there is no requirement for all actions to be tested – a 
representative sample of combinations of factors can be tested instead.  This 
approach uses factorial techniques to improve the efficiency of RL as applied 
to KDM, and helps to overcome the problem of slow convergence. 
Adapting reinforcement learning to the model of KDM, ( , )R s a  can be 
calculated as the expected gain in CLV, given current state s  and action a , 
and takes into account the probability of response to a treatment.  That is, 
different actions a  correspond to different marketing treatments, and states s  
correspond to segments of customers.  In the KDM case, different actions a  
may use different models to estimate ( , )R s a , in accordance with which models 
have been built for which treatments. 
From a KDM perspective, one deficiency of reinforcement learning is that the 
approach requires discrete states s .  For continuous attributes, s  may be 
calculated by discretisation into cells, or a dissimilarity measure to assign 
individuals to a state centre, in the fashion of k-means and k-medoids 
algorithms (for a brief background, see Venables and Ripley, 2002).  If the 
initial number of states is high, allowing for granular-level modelling, while 
being easily described in models, the effect of reinforcement learning will be to 
combine the granular cells into meaningful segments. 
8.5.4 Causal Relationships and Experimentation 
Care must be taken in looking for causal relationships in an observational 
database in the context of KDM, as in the case of Glymour and Cooper (1999).  
External and internal environmental conditions, prevailing at the time of the 
observation, are often not recorded on the database, hence confounding the 
pseudo-causal analysis.  Information that is really of interest to an organisation 
is which actions it may take to change the customers’ behaviour to a more 
desirable one, and how to measure that such actions are effective.  The 
effectiveness of actions should be measured at an aggregated level, not an 
individual level. 
For example, analysis of a retail transactional database may reveal that two 
items are often purchased together – in the same ‘basket’.  What actions should 
the retailer take?  Should the items be offered together as a package, or should 
a third, complementary but less popular, item be offered as well?  By 
experimenting with alternative propositions and analysing the results, answers 
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to these questions will become known, and once known, the knowledge can be 
disseminated throughout an organisation. 
The answers to these questions can only be determined by isolating the effects 
of testing through a deliberate process of experimentation, not through pseudo-
causal analysis of an observational database (Wang, 1993). 
8.5.4.1 Use of Causal Factors and Experimental Design with Predictive 
Models 
The general form of a predictive model is 
 ( )y f ε= +x  
where ( )f x  is a function of covariates x . 
Depending on the technique used, it may not be possible to assess the effect on 
individual causal factors on the response y .  Propensity models use the 
response to deliver a propensity to respond to a treatment, based on historical 
information. 
While it is possible that causal information is contained within these models, in 
practice this is rarely done, as there needs to be a one-to-one correspondence 
between models built and the analysis of different variations on marketing 
treatments.   
For example, a customer may have a model that predicts the propensity to 
accept a credit card offer, but not whether the credit card offer should be for 
$2000 or $4000, or communicated via a phone call or a pre-approved 
application.  Knowledge of propensity needs to be combined with causal 
information gained from marketing experimentation.  The approach of 
modelling causal factors separately allows for automation of response-surface 
optimisation, and parameterisation of causal factors. 
Experimentation in KDM is operationalised by the flow shown in Figure 8–8.  
The ‘business discovery’ process identifies the aims of initiatives, which leads 
to a high-level hypothesis being formed.  An example hypothesis is that 
treatment a  will increase the probability of take up ip  of product i .  The 
hypothesis identifies what needs to be tested and what is already known.  This 
should lead to formulating the treatments to be tested and the outcomes to be 
measured.  Treatment a  needs to be tested against a control or champion, and 
the take-up rates observed. 
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Figure 8–8  The champion–challenger process for continuous 
experimentation 
8.5.5 Resource Allocation Scenario 
One of the medium-term goals of an organisation may be to optimise resource 
allocation for a specific outbound campaign.  For example, consider a 
campaign that consists of two treatments that differ only in the type of 
incentive that is offered to the customer: they have the same eligibility criteria.  
Each incentive has a different cost associated with it, and a different take-up 
rate can be expected for each of the treatments.  It is also believed a priori that 
the customers who take up treatment A will tend to be more valuable than 
those who take up treatment B; they may belong to different customer 
segments. 
To place this scenario in a decision-making context, the following information 
is required: 
• the cost to apply the treatment oc  
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• the cost to fulfil take-up of the treatment (including incentive) fc  
• the overall probability of each individual to take-up the product being 
offered ip  
• The treatment-specific modifications ap , to give a probability of an 
individual’s taking up treatment a , ap p+  
• The expected change in CLV, given response to the treatment, is  
[ ] [ ]| 1, if 1|
0 if 0
E V y a E V y
V a
y
= − =
∆ = 
=
, 
where y  is observed take-up behaviour, and a value of 1y =  indicates the 
product was taken up, and a value of 0y =  indicates that the product was not 
taken up. 
The goal of the resource allocation step is to maximise incremental revenue, 
less costs: 
 ( )max |a o f i
i
V a nc c y∆ − −∑ , 
over all customers i , where n  is the number of individuals to whom a 
treatment is applied. 
The best results in estimating p , ap  and |V a∆  will be obtained by building 
predictive models, as 
 ( )p f= x  
 ( )a ap g= z  
 ( )Pr 1 | ay a p p= = +  
 ( )| , | 1,a iV a h y a∆ = =x z  
where x  are the input variables relating to customer i , and ( )f ⋅ , ( )g ⋅  and ( )h ⋅  
are general functions. 
That is, a number of predictive models need to be built that identify the goal to 
be optimised.  In order to build good models that identify probabilistic causal 
relationships, there must be information collected: 
• Information on product uptake over a range of input variables x  
• Information on treatment acceptance rates, given that they were applied, for 
a range of x  
• Information on the estimated change in CLV per customer, for each 
treatment, over a range of x  
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Each of these models requires the gathering of information.  While sufficient 
information may be obtained early for estimating p , more sampling and 
trialling will need to take place for ap .   
In the previous example, where there are competing treatments – that is, they 
cannot be applied to the same customer concurrently – the decision criterion is 
to select 
 * arg max a
a
a p=  
for each customer. 
Those customers for which A Bp p>  form a distinct segment, as do the others 
for which the opposite is true.  This methodology creates segments based on 
the attractiveness of different treatments.  This can be easily extended for 
2k >  treatments. 
For the case where the k  treatments are for different, mutually exclusive, 
products, a criterion may still be a response rate.  However, a better measure is 
to maximise |V a∆  for an individual: 
 Select ( )* arg max | 1,
a
a V y a= ∆ =x  (8.1) 
The final case is when treatments are not mutually exclusive.  Selecting 
from (8.1) will result in a segmentation that divides the eligible individuals 
based on the most attractive treatment.  This approach does not identify those 
individuals who find multiple treatments attractive. 
An alternative approach is to calculate distances between all individuals on the 
k  values of |V a∆  or ap for an individual, and perform cluster analysis on the 
distances to find a number of segments. 
8.5.6 Treatment Decisions and Experimentation 
A naïve decision process to find the best treatment *a  out of a number of 
alternatives, for a given customer, would be 
 * arg maxa aa p=  
The problem with this approach may be that a treatment of higher ap  may not 
have a greater probability of take-up than others in either statistical or practical 
terms. 
The decision criteria need to incorporate knowledge of the variability of the 
estimates of location, that is, the accuracy of the model; in this way, a poor 
model will not gain preference over a good model, as measured by the spread 
of responses. 
The decision process also needs to take into account which treatment to present 
when two or more treatments are equally attractive, so that experimentation can 
be performed to enhance a lack of information.  This problem is covered for 
two competing treatments by Spring et al. (1999). 
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For the selection of which treatment to make, including an experimental 
protocol, the measure of accuracy is combined with an experimental algorithm.  
The selection algorithm provides the treatment to be applied to the customer: a 
control treatment, the best treatment, or a testing treatment.  The addition of 
control cell methodology ensures that inference can be made regarding 
treatment performance.  A customer is allocated to a control cell by ensuring 
that a randomly selected proportion of customers cξ  is applied no treatment. 
Two algorithms are outlined below.  Figure 8–9 shows the decision process for 
experimental allocation for a single-treatment outbound campaign.  Figure 8–
10 shows the decision process for experimental allocation for multiple-
treatment campaigns. 
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Figure 8–9 Experimental allocation flow for batch outbound campaigns 
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Figure 8–10 Multiple-treatment experimental allocation flow with 
resource allocation 
 
8.5.6.1 Probabilistic Allocation 
Predictive models serve to estimate the probability that a customer will accept 
a given response, incorporating knowledge of customer demographics, 
attributes, behaviours and the extent to which they are ‘similar’ to customers, 
who have previously taken up the product.  Typical predictive models provide 
either a probability (or equivalent), or a ranking based on the probability of 
uptake.  Both of these can be calibrated to give a point estimate of probability. 
Quantifying the accuracy of a predictive model allows the specification of 
prediction limits around the probability of response for treatment a , such that 
the probability of uptake ap  lies within the interval ( , )a ap p− +  with probability 
aξ  for a customer.  That is, Pr( arg max )a a pτ τξ = =  is calculated. 
The prediction limits are used as part of the decision process for determining 
whether a customer should receive a treatment, which treatment the customer 
should receive out of several alternatives, and also to embed an experimental 
protocol within the decision process. 
When assessing and comparing the predictive accuracy of different models 
built using different techniques, non-parametric measures are the most general 
type of statistic that can be used as they only require the data ( , )a ap y , where 
1ay =  if the customer responded to treatment a , and 0ay =  otherwise.  Such 
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information is available in the test and validation sets used by most predictive 
modelling techniques.   
Cross-validation techniques can be used on the training data set that was used 
to fit the original model.  This needs to be done at the time of modelling, as 
cross validation requires model re-fitting for different subsets of the training 
data to obtain the predictions ap , and can be computationally expensive. 
Once a set of data is available that provides ( , )a ap y  for a subset of customers, 
an estimate of predictive accuracy, ( , )a ac p y  is required.  This estimate then 
needs to be transformed in such a way that comparison of different ap  can be 
made for different treatments a . 
Quantifying model accuracy aids the experimentation framework in estimating 
the information currently known, so that a probabilistic sampling technique can 
be employed. 
Current information determines whether to continue exploring or to exploit.  
Where multiple treatments can be applied to an individual, a probabilistic 
sampling technique may be used to incorporate, on a customer-by-customer 
basis, information to select an appropriate treatment.  All eligible treatments 
for the customer are compared, and a probability ap  assigned to each treatment 
a  on the basis that Pr( *)ap a a= = , where * arg max ( | )aa V a= x , and 
( | )V ax  is a measure of the CLV, given that the customer is applied treatment 
a .  Based on the probabilities, a  is selected with probability ap  for each 
customer. 
The probabilistic sampling technique, as used in Pearce et al. (2002b), strikes a 
balance between exploration and exploitation by choosing treatments 
probabilistically.  What is required to facilitate probabilistic sampling is a 
method of estimating ( | )V ax  for each of the treatments, and determining 
probability distributions so that comparisons may be made. 
Typically ( | )V ax  may be calculated via a series of models, including 
propensity and value models.  To derive Pr( *)ap a a= =  for each a , first 
derive Pr[ ( | ) ( | )]V a R τ>x x  for a τ≠ . 
8.5.7 Mass Customisation 
An advantage of individual pricing is that general prices as advertised by mass 
marketing do not need to change.  This aspect of KDM is not recognised by 
many organisations.  In this way, discounting can be applied in specific cases, 
without eroding general revenue and market perceptions.  Differential and 
individual pricing can be put in place to ensure that a customer’s unique price 
elasticity point is catered for.  The knowledge needed to drive differential 
pricing requires knowledge of an individual’s price elasticity, which in turn 
requires experimentation to calculate accurately.  The experimentation may 
take the form of either market research or market testing. 
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Sophisticated KDM techniques allow an organisation to customise marketing 
treatments precisely for a given customer.  The power of precise marketing is 
not fully realised if mass customisation of products is not possible.   
If a treatment comprises one or more continuous factors, then a treatment can 
be constructed specifically for a particular customer from a combination of the 
factors that comprise the treatment.  Even if the treatment consists of a number 
of discrete options, the framework that follows is applicable – with direct 
relevance to experimental design and response surface methodology.  A 
product with multiple features may have many different configurations – in the 
hundreds or thousands. 
Given some assumptions about the lack of significance of high-order 
interactions, fractional factorial designs may be employed to reduce the 
complexity of the test and increase the information collected. 
With a large test, it may be possible to test a wider range of combinations, but 
keeping the test as small as possible ensures that returns from the rollout can be 
maximised. 
Once a treatment has been applied to a customer, that customer will either 
respond or not.  The customer’s response y  is captured, along with data on τ  
(the treatment applied) and p  (the estimated probability of uptake), to give a 
tuple ( , )p y . 
Information on the current accuracy of the model can be adjusted with the new 
observation by evaluating ( , )c p y , allowing consistent monitoring of the 
model’s performance.  If the accuracy of the model deteriorates compared to its 
original or historical best performance, then model updating or rebuilding is 
required. 
If the accuracy of the model has either increased or decreased, the model may 
be updated.  If data on the covariates used originally to build the model, 0x , is 
also captured, the model can be updated based on the new observation.  Some 
methods used to build models can be updated with a single new observation, 
without recalculating the whole model, simply by updating sufficient statistics 
that allow parameters to be revised.   
8.5.8 Bayesian Theory and Experimentation 
In the design process for marketing, the marketer can choose to use existing 
knowledge, which can be incorporated using Bayesian techniques. 
Sources of prior knowledge may include the results of previous marketing 
campaigns, market research results, or qualitative knowledge held by marketers 
themselves. 
One approach for new product launches uses qualitative market research to 
provide first-level information on product features on pricing and targeting 
criteria.  The next step is to design an experimental trial for market testing, 
using the results of the market research.  Once the trial is completed, the 
optimal product configuration will be determined. 
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Bayesian techniques can take into account prior information from market 
research, together with the ultimate goal of the experiment, to determine the 
optimal design to gather further information. 
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Figure 8–11 Market research used for initial targeting 
 
The model shown in Figure 8–11 uses market research techniques, such as 
choice modelling or conjoint, to provide broad exploration of possible product 
configurations at a relatively low cost per response.  However, the range of 
results that can be predicted from market research is restricted to short-term 
measurable results, such as response rates.  For longer-term results that 
measure ongoing behaviour, market trials are likely to be more accurate than 
market research activity that requires respondents to forecast their likely future 
behaviour under hypothetical scenarios.  The market research phase serves to 
identify the key drivers of behaviour in terms of product attributes as well as 
the characteristics of individuals who display the behaviour.  Market trials are 
used to quantify actual behaviour, based on the stimulus provided by the new 
product. 
This model is an improvement over complex market trials in the initial phase, 
as more configuration options can be tested, overall costs of fulfilling and 
servicing multiple configurations are reduced, and the time taken to identify 
viable options is cut down.  Complex market trials also implicitly assume that 
the market environment will remain stable over a period – an assumption that 
may not hold given competitor activity, acquisitions, mergers and other 
unpredictable environmental factors. 
When predictive models are being used, a control cell can be formed by the 
inclusion of a ‘random’ cell in which customers are included in the cell 
regardless of the outcome of the predictive model usually used to determine 
whether a treatment should be applied to a customer (Hirschowitz, 2001).  
Comparison of the predictive model cell against the random cell allows 
measures of predictive model effectiveness in practice.  Use of the responses to 
the treatments from customers in the random cell in building or refining 
predictive modes ensures that such models can be readily generalised. 
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Figure 8–12 Experimental methodology incorporated within KDM 
operations  
 
8.5.8.1 The Experimentation Process as a Strategy 
The key to using a strategy of experimentation successfully is that it becomes 
part of the ‘business-as-usual’ process.  At every stage of the account lifecycle 
there is a current ‘champion’ strategy that encompasses how that account will 
be treated.   
For every initiative, whether it is a marketing campaign or a change in 
collections management, there is a process of experimentation that should be 
adhered to.  The steps are outlined below, and illustrated in Figure 8–12: 
• Recognition and statement of the problem: asking questions and attaining 
consensus as to the real issues and objectives 
• Identify desired outcome: identifying what success will look like, what 
failure will look like, and what needs to be measured 
• Treatment/product feature design: identifying the product features that will 
appeal and be profitable 
• Targeting: identifying the criteria to select prospects and customers for 
communications 
• Communications characteristics: determining how the target customers will 
be engaged 
• Produce final testing design: determining the sample size, the number of 
cells and the treatments to be tested 
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• Execution of pilot: using a sample to test a variety of treatments  
• Analysis of pilot: evaluating the success of various factors and customers 
before rolling out 
• Rollout, identification of new champion and future testing requirements: 
the optimal treatments are rolled out, and/or further testing is performed. 
8.5.9 Automated Learning in Marketing Software 
‘Interaction Advisor’, a software application developed and marketed by 
Epiphany, is promoted as a learning engine that business can use to automate 
the modelling process in an interactive marketing environment, such as a call 
centre or on the web.  The text below is from the web site (Epiphany, 2004): 
Epiphany Interaction Advisor uses a combination of historical, 
personal, and contextual data to create a real-time customer profile, 
and then applies a unique combination of real-time analytics and 
business rules to deliver the highest-impact treatments at the moment of 
customer interaction. It then measures the results and continuously 
adjusts itself to improve effectiveness over time.  
The ‘Interaction Advisor’ application uses the naïve Bayes algorithm to 
estimate the probability of uptake for a treatment; each treatment has a 
corresponding naïve Bayes model.  As response and non-response information 
is observed for a particular treatment, the coefficient weights for the naïve 
Bayes model are updated, resulting in a form of online learning. 
The initial state, or prior, for the model can come from one of two sources.  
The first is obtained by performing analysis on historical data for the treatment.  
The second is by using domain knowledge and subject-matter experts to 
determine the attributes of customers, in model terms, who are most likely to 
respond.  This is done typically for a subset of the variables to be included in 
the final model.  Within the E.piphany learning model, learning occurs only 
within the variables initially selected for the model. 
At the point of interaction a decision is made concerning which of several 
treatments should be applied, based on the model’s predictions, as shown in 
Figure 8–13. 
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Figure 8–13  The Epiphany online learning model 
 
When using domain knowledge, the attributes to be used in the model are then 
constrained to a degree by the information for which domain knowledge can be 
utilised.  For example, it is unlikely that domain knowledge will be able to give 
accurate weights to detailed behavioural attributes. 
Although the Epiphany paradigm leads to a degree of self-learning, an 
experimental approach is required to ensure that the prior knowledge does not 
dominate, causing treatments to be selected from a small subset of the domain. 
There are a number of ways to achieve this.  Commonly used methods include 
random selections and probabilistic selections. 
For random selections, a percentage of customers are selected to receive a 
treatment at random, rather than receiving the optimal treatment.  The 
allocation of customers to the random cell can be made beforehand, where a 
proportion ξ  of customers are tagged as random, or at the time of applying the 
treatment, where a customer is selected as part of the random cell with 
probability ξ .   
The latter approach has the benefit of being applicable to non-customers also.  
However, it adds some operational complexity in making allocation decisions 
and tracking allocations.  Whichever method is used, the approach of random 
selections ensures that learning overcomes problems of local optima. 
A Bayesian approach is to use probabilistic selections.  At the time of 
allocation, the various probabilities of uptake for each treatment can be 
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calculated by the naïve Bayes approach, given by Pr( | )A a= x  for observed 
covariates x , and for each of m  treatments 1{ , , }mA a a= K .  Whereas the 
optimal selection algorithm selects treatment * arg max Pr( | )aa A a= = x , a 
probabilistic selection chooses treatment a  from A  at random with probability 
Pr( | ) Pr( | )a jjA a A aξ = = =∑x x . 
Such an approach, combined with the naïve Bayes algorithm, ensures that local 
optima are not found if the initial priors are broad enough.  However, new 
treatments will need to be introduced with broad prior distributions if the 
amount of information for existing treatments is high.  Otherwise, the existing 
information will dominate and the new treatments will have little probability of 
being selected. 
8.6 Conclusions 
Experimentation plays an important role in KDM.  This chapter has examined 
the use of experimentation to support learning objectives in knowledge-driven 
marketing and identified the requirements for experimentation in KDM.  The 
gaps between current practice and the requirements have been identified, and 
extensions to existing models proposed. 
The use of experimentation in knowledge-driven marketing needs to be 
broadened.  Knowledge of current and future experimentation needs to be 
taken into account when using the one-off or continuous campaign models.  
Recognition that changes in the sequential application of treatments can 
produce different outcomes demands that experimental design account for such 
scenarios.   
The literature review identified a lack of experimentation as part of common 
practice in KDM.  The professional literature is starting to encourage the use of 
experimentation in marketing contexts beyond marketing research. 
Experimentation has a vital role to play in collecting data to improve the 
quality of predictive modelling, resource allocation and evaluating marketing 
performance.  It also has a role to play in causal learning.  Reinforcement 
learning approaches show promise for KDM applications.  Experimentation in 
KDM was shown to support the critical success factors from Chapter 5.  The 
model for KDM was extended to include experimentation explicitly. 
With the gaps between the requirements for KDM and current practice 
identified, a number of extensions were made.  Frameworks for 
experimentation were developed for one-off campaigns and continuous KDM.  
The key issue of whether to explore or exploit was identified, and a 
probabilistic framework for experimentation developed.  Reinforcement 
learning’s framework was extended to suit the requirements of KDM.  The use 
of causal information in learning was examined and a method for combining 
causal information with predictive models developed.  Frameworks for using 
experimentation with resource allocation and treatment decisions were 
proposed, incorporating probabilistic decisions.  A framework for mass 
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customisation was developed, and Bayesian methods for incorporating prior 
knowledge incorporated into the KDM process. 
This chapter has highlighted the importance of experimentation to KDM and 
learning objectives.  Chapter 9 examines the strategic evaluation of KDM and 
its components; experimentation plays a vital role in ensuring that the 
components of KDM can be evaluated. 
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Chapter 9 Strategic Evaluation of KDM 
9.1 Introduction 
Strategic evaluation plays a vital role in KDM.  It covers the evaluation of the 
success of KDM as a whole, as well as the evaluation of its components.  
Successful strategic evaluation of the components of KDM requires that a 
systemic view be taken.   
Strategic evaluation of KDM requires that information from individual 
initiatives be summarised.  The program planning must define objectives.  
Programs and campaigns should be designed to assess performance against the 
objectives, as well as evaluating model performance, treatment effectiveness 
and the impact on customer value.  In order for organisations to optimise value, 
they need to understand causal relationships between their actions and 
consequent customer behaviour.   
Different organisational paradigms require different sets of measurements.  A 
customer-centred view requires customer-based measurements, whereas a 
product-based paradigm will concentrate on product measurements. 
CLV is an important measure for KDM decisions and the evaluation of 
components.  By using organisational-level metrics, such as customer equity, 
prospect and total equity, that are derived from CLV measures, organisations 
ensure that evaluation of KDM and its components is consistent with planning, 
decisions and resource allocation. 
In order to evaluate effectively, a framework of comparisons is required.  This 
framework is provided by experimentation in the form of global control cells, 
champion–challenger strategies and other strategic designs introduced in 
Chapter 8. 
Issues that organisations have faced in evaluating KDM include  
• evaluating the success of KDM as a strategy 
• balancing short- and long-term measures 
• difficulty in measuring responses to treatments 
• defining broad metrics  
• evaluating the effects of sequences of treatments  
An important issue for organisations is to what extent KDM affects 
organisational metrics.  Such metrics commonly include sales, revenue, profit 
and EBITDA (earnings before interest, tax, depreciation and amortisation) and 
return on marketing investment.  Less common are customer-based metrics, 
such as customer equity and total equity (Blattberg and Deighton, 1996; Rust et 
al., 2001; Rust et al., 2004). 
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9.2 Review of the Literature 
Doyle (2003) lists a number of metrics for marketing, gained not through an 
objective study or via a literature review, but via his personal experiences.  
Doyle divides the metrics into a number of areas as shown in Figure 9–1. 
Marketing
communication
performance
Overall
performance
Customer
performance
Product
performance
Channel
performance
Communications
performance
Marketing team
productivity
 
Figure 9–1 Components of marketing communication performance 
 
Each of the metrics advocated by Doyle is further broken down into a number 
of components, as shown in Table 9–1. 
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Table 9–1 Metrics used for each component of performance 
Overall performance Customer performance Product performance 
Increase return on 
marketing investment 
(ROMI) 
Increase ROI 
Improve budget process 
performance 
Increase number of 
customers 
Migrate to optimal 
segment 
Maximise customer value 
Increase value of product 
holdings 
Maximise length of 
relationship 
Reduce cost of acquisition 
Improve conversion rates 
Increase value of product 
holdings 
Improve product 
acquisition by channel 
Increase product upgrades 
 
Channel performance Communications 
performance 
Marketing team 
productivity 
Reduce cost per 
communication by 
channel 
Maximise sales per 
channel 
Reduce cost per sale 
Improve channel ROI 
Reduce cost per 
communication 
Increase response rates 
Reduce cost per sale 
Improve conversion ratios 
Reduce cost of wastage in 
communications 
Improve campaign ROI 
Improve brand awareness 
and consideration 
Improve customer 
perception of marketing 
communications 
Reduce time to market 
Reduce staff resource to 
execute a campaign 
Increase number of 
campaigns per full-time 
equivalent 
Improve marketing staff 
satisfaction 
 
Berger and Nasr (1998) give a good overview of direct marketing metrics and 
many types of customer CLV models.  Using a different focus, Perrot (2000) 
enumerates various metrics that can be used, specifically for Internet 
marketing. 
Kellen (2002) gives similar customer metrics in the context of CRM.  
Measurement is important for understanding customers, for management of 
initiatives that seek to increase customer value, and for predicting future states.  
Traditional financial metrics tend to be lagging indicators and are not 
predictive of future states.  Kellen also considers value-based metrics as one of 
the components of a balanced scorecard approach. 
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Kellen and Reichold et al. (2004) recognise that a major challenge to 
measuring KDM performance lies in understanding causal connections 
between KDM actions, customer behaviour and an organisation’s financial 
results.  Existing theories of causal linkages within an organisation may be 
incorrect or invalid.  However, neither explores the use of experimentation to 
understand causal linkages, or how the understanding of such linkages may be 
manipulated to optimise an organisation’s performance. 
Berger et al. (2002) seeks to allocate budgets and facilitate planning with the 
objective of maximising the future value of the customer base.  In this context, 
the value of the customer is viewed as an asset to the organisation, and hence 
the total customer value for the organisation is directly related to CLV.   
One of the issues faced by organisations is how the components of the 
marketing mix should be configured to maximise CLV.  Changing the 
marketing mix is likely to change the value of the customer value asset.  Berger 
et al. point out that this is in contrast to some other conclusions that have been 
reached, where the effect of marketing is viewed as being almost impossible to 
measure and quantify.  To account for this, CLV is treated as a dynamic 
construct that fluctuates based on marketing actions.  Brewton (2003) also uses 
CLV as the measure of KDM’s financial performance as part of a balanced 
scorecard. 
Rogers (1995) advocates a number of metrics in KDM to ensure that 
measurement of strategic benefits is possible.  Metrics include relative 
customer satisfaction, customer retention, financial outputs such as revenue 
and costs, and customer lifetime value.   
Brewton (2003) highlights a number of benefits that arise from the strategic 
evaluation of KDM.  They include increased strategic agreement between the 
stakeholders in an organisation, a common language for measurement of 
success and an increase in predictive abilities. 
9.3 Links with the Critical Success Factors 
Table 9–2 relates the critical success factors with strategic assessment of the 
components of KDM. 
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Table 9–2 Evaluation of the links between strategic assessment of KDM 
and the CSFs 
Critical Success Factor How CSF is Addressed 
1. Senior management support 
 
Organisation-level metrics based on CLV 
will require senior management support, 
but also garner such support by clearly 
stating the benefits of KDM and its 
components (Brewton, 2003) 
2. Organisational learning The evaluation stage is critical in 
assessing and learning from actions 
3. Integration Strategic evaluation based on CLV 
integrates customer information with 
product, channel, campaign and other 
organisational metrics 
4. Links between analytics, IT and 
marketing 
While strategic assessment of KDM does 
not explicitly facilitate links, it does play 
a role in evaluating performance of 
analytics and marketing 
5. Measurable and quantifiable business 
benefits 
Strategic assessment using CLV directly 
measures and quantifies the business 
benefits of KDM  
6. Adoption in operations and culture The adoption in operations and culture of 
organisational measures of customer 
value is required to ensure that 
measurement of KDM components is 
consistent with organisational measures 
7. Support planning and resource 
allocation 
The objective of planning and resource 
allocation is provided by strategic 
metrics 
8. Customer value CLV, CE, PE and TE are used to assess 
the value of customers and other 
dimensions of interest 
9. Streamlining In the short term strategic evaluation of 
KDM components does not offer any 
streamlining benefits 
 
9.4 Role of KDM Components in Evaluation 
9.4.1 Metrics for KDM 
Campaigns may be measurable directly, such as the sale of a product, 
generation of a lead or the qualification of a lead.  Other objectives can only be 
measured indirectly, such as maintenance of customer relationships and 
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increasing brand awareness (Jonker et al., 1998).  These secondary objectives 
are often ignored in a KDM context, and are left to the domain of the (largely 
unmeasurable) ‘above-the-line’ mass-media marketing.  Goals not considered 
by the authors include retention and changing customer behaviour. 
Many CRM initiatives were unsuccessful because the objectives were not 
directly measurable (Brewton, 2003).  To demonstrate ROI, the CRM systems 
had to be used to reduce operational costs (Thompson, 2003). 
KDM can support primary and secondary objectives by providing the means to 
estimate CLV for a prospective customer: prospect equity.  Prospect equity is a 
combination of an organisation’s propensity to acquire new customers in the 
market, the likelihood of existing customers of a competitor to switch and the 
estimated lifetime and value of those customers.  It can be equated with brand 
equity, and translates to measurable results as expected customer gain is 
realised. 
9.4.2 Relating Performance Metrics to CLV 
This thesis contends that the overall goal of KDM is not to maximise 
marketing communications performance; rather it is to maximise an 
organisation-level measure such as total equity.  As part of this measure, 
marketing communications performance and its components may be derived as 
part of calculating CLV and CE (see Chapter 7).  Some of Doyle’s metrics are 
measures of increased total equity, while others constitute constraints, within 
which total equity must be maximised. 
 
Table 9–3  Links between Doyle’s Metrics and CLV-based Metrics 
Doyle’s metrics CLV- based metrics 
Overall performance Total equity, customer equity and 
potential equity 
• Increase ROMI / ROI • Increase total equity 
• Improve budget process • Maximise TE within the total budget 
constraint 
Customer performance CLV, CE and PE 
• Increase number of customers • Increase the number of customers 
with positive CLV 
• Migrate to optimal segment • Maximise CLV 
• Maximise customer value • Maximise CLV 
• Value of customer product holdings Maximise product-holding components 
of CLV 
/continued 
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Doyle’s metrics CLV- based metrics 
• Maximise length of customer 
relationship 
• Increase length of relationship with 
positive CLV customers 
• Reduce cost of acquisition • Optimise CLV by allocating 
acquisition resources efficiently 
• Improve conversion rates • Increase number of customers with 
positive CLV 
Product performance Total product contribution to CE  
• Increased value of product holdings • Increased contribution of product to 
CLV 
• Increase product acquisition by 
channel 
• Increase number of customers with 
positive CLV, choosing product and 
channel to maximise 
• Increase product upgrades • Optimise actions to increase CLV by 
identifying the best prospects for 
product upgrades 
• Reduce cost per communication by 
channel 
• Align communications costs with the 
best return, with channel capacities 
and budgets as constraints 
• Maximise sales by channel • Maximise channel efficiency while 
aligning communications costs with 
the best return 
• Reduce cost per sale • Align communications costs with the 
best return 
• Improve channel ROI • Maximise channel efficiency while 
aligning communications costs with 
the best return 
Communications performance Communications efficiency 
• Reduce cost per communication • Align communications costs with the 
best return 
• Increase response rates • Increase number of customers with 
positive CLV, using the most cost-
effective treatments 
• Reduce cost per sale • Align cost of sale with the best return 
/continued 
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Doyle’s metrics CLV- based metrics 
• Improve conversion rates • Increase number of customers with 
positive CLV, using the most cost-
effective treatments 
• Reduce cost of wastage in 
communications 
• Maximise CE and TE by optimally 
allocating communications resources 
• Improve campaign ROI • Improve TE 
• Improve brand awareness and 
consideration 
• Improve PE 
• Improve customer perception of 
marketing communications 
• Improve TE 
 
Table 9–3 relates the metrics given by Doyle to CLV-based metrics.  Note, 
however, that many of Doyle’s metrics may conflict with an overall objective 
of increasing TE! 
Raw metrics, such as response rates, do not allow for differential CLV.  
However, in some stages of the KDM communications cycle, they may be the 
first post-campaign metrics to become available.  They can be used to forecast 
CLV and hence compare the forecast CLV with the pre-campaign CLV 
measures, that is, [ | 1]E V y = .  These forecast CLV measures can still be used 
as part of the optimal decision-making process. 
An example of such a problem is with credit card acquisition.  Although 
response rates and approval rates are the first metrics available after a 
campaign, it may be 12 months or more before likely spending and 
delinquency patterns are known.  However, throughout the 12 months, total 
CLV can be estimated based on the most current information, compared with 
the initial estimates and fed back into future decision processes. 
Often considered a component of CLV, customer satisfaction can be used to 
evaluate KDM (Gurau and Ranchhod, 2002; Rogers, 2003). However, 
Lowenstein (2001) raises questions about the appropriateness of using 
satisfaction to measure customer value. 
9.4.3 Metrics for Success of Total Equity and CLV 
In order for an organisation to adopt total equity as a metric, it must have 
widespread confidence in the accuracy and appropriateness of the metric and 
its components.  Links between total equity and financial performance must be 
demonstrated, and CLV must be accurate. 
Determining the accuracy of CLV is not adequately covered in the literature.  
A CLV calculation applied to a historical sample of customers should equate to 
observed ‘discounted value on average’ across a portfolio.  That is, at time 
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t m− , where m  is the effective lifetime, calculate estimated CLV ˆV  for a 
sample of customers.  From time t m−  calculate V , the actual net present 
value (NPV) observed for those customers.  Then compare ˆV  with V  via 
‘goodness-of-fit’, correlation or other methods of comparing numerical 
estimates with observed values. 
(Note that this NPV calculation is different to that previously defined, which 
calculates only the expected value of current product holdings for a customer.) 
Estimating the theoretical success of an initiative can be done by calculating 
the change in expected CLV given an individual’s response to the treatments 
applied.  At various stages of the campaign, V∆ may be re-estimated to provide 
up-to-date projections of campaign performance. One of the components of 
V∆  may be the observed response rate, and V∆  will be calculated contingent 
on response.  If the measures of campaign success are long-term, short-term 
measures can be used to estimate the campaign’s likely performance early: 
Pr( 1) [ | 1]a ay E V y N= × ∆ = × . 
Predicted total equity is then calculated by aggregating the predicted CLV.  In 
this way, total equity is a forward-looking metric, addressing the requirements 
of measurement defined by Kellen (2002). 
9.5 Conclusions 
The role of strategic evaluation in KDM is an important one.  This chapter has 
examined existing issues in evaluation of KDM.  Existing metrics and concepts 
in the literature have been reviewed.   
The benefits of strategic measurement of KDM and its components are in line 
with the critical success factors for KDM, particularly those for senior 
management support, measurable business benefits and adoption in operations.  
The use of the proposed measures based on CLV ensure that strategic 
objectives are linked with the measurement of marketing initiatives (programs, 
campaigns and treatments), products, customers, communications and 
channels.  The model of KDM sets out strategic objectives as part of the 
planning phase; strategic evaluation ensures that the objectives can be met. 
Traditionally used metrics in evaluating KDM success can be linked, and 
superseded, by metrics based on aggregating customer-level CLV, such as total 
equity.  These metrics also allow the measurement of secondary effects of 
actions on organisational value, such as effects on brand awareness and 
customer retention.  The overall goal of KDM is to maximise total equity, 
rather than the commonly used metrics of marketing communications 
performance.  CLV-based measures can also be used as leading indicators of 
the performance of actions and products. 
For measures such as total equity to be accepted, CLV must be perceived as 
being accurate.  Methods for evaluating CLV measures have been 
substantiated. 
The organisational metric of total equity leads naturally to the objective of 
maximising total equity given current resources and constraints.  Chapter 10 
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examines strategies and issues in maximising the effectiveness of allocating 
resources in KDM. 
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Chapter 10 Planning, Prioritisation and Resource 
Allocation  
10.1 Introduction 
In KDM, resource allocation – and the related concepts of planning and 
prioritisation – is an important problem, with the potential to improve an 
organisation’s efficiency greatly.   
Planning must take into account current knowledge, capabilities and 
assumptions as its inputs.  Outcomes of the planning phase include determining 
optimal treatments for the planning period, and the best mix of resources 
required to achieve the objectives.  Resource allocation is important also at the 
tactical stage of assigning treatments to customers.  By allocating resources 
well, organisations can increase their efficiency markedly, as different 
treatments may be competing for the same valuable and scarce customer 
resource.  By prioritising consistently and optimally, customer value is 
maximised. 
The aim of planning, prioritisation and resource allocation in organisations is to 
improve allocation decisions at strategic and tactical levels. This process must 
also take operational and budgetary constraints into account, as well as 
modelled behaviour and the likely effects that behaviour will have on customer 
value.  The actions that an organisation can take must be planned, resourced 
and applied systematically and deliberately for customer value to be 
maximised.  
However, in many organisations the approach used is one based strongly on 
predictive modelling.  This approach has tended to be limited in scope and one-
dimensional.  The approach finds the best customers to allocate given a 
treatment, and is an extension of the product-focused paradigm, from which 
many companies are trying to move away.  Given a population of customers, a 
systemic approach is to find which treatments are most appropriate to 
maximise customer value. 
Efficient resource allocation requires good-quality data.  Better data leads to 
better decisions if the data can be presented to decision-makers in an 
appropriate manner.  Streamlining of existing operational processes often leads 
to cost reduction.  In a KDM context, simply streamlining current processes 
fails to incorporate the full range of data, missing the opportunity to manage 
resources more efficiently and to deliver better revenue returns (Turner, 2003). 
Technology has facilitated a substantially larger number of customer segments 
for communication, that is, technology has increased marketing complexity.  
An important issue is which treatments should be allocated to which segments 
(Jonker et al., 2002a). 
This chapter provides a framework for planning, resource allocation and 
prioritisation that incorporates strategic planning and tactical decisioning, 
drawing on the model for KDM.  CLV and aggregated measures are used for 
planning and decisioning. The problem of prioritisation, strategic planning and 
resource allocation is defined in section 10.2.  Section 10.3 extends the 
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literature review of Chapter 2 by concentrating on resource allocation. The 
model of KDM is linked with resource allocation via critical success factors in 
section 10.4. Extensions to existing models of resource allocation and 
prioritisation are given in section 10.5, with conclusions summarised in section 
10.6. 
10.2 The Prioritisation Problem 
The essence of the prioritisation problem is determining which customer–
treatment allocations to make, in the presence of conflicting demands on 
limited customer resources. 
Jonker et al. (1998) introduces the concepts of eligibility (whether a customer 
qualifies for a treatment) and attractiveness (whether a treatment should be 
allocated to a customer) are introduced.  These concepts are illustrated in 
Figure 10–1. 
This is the basic prioritisation problem: given an individual and a number of 
potential treatments, which ones can be made to the individual (eligibility), and 
which ones should be made (attractiveness).  The assessment of attractiveness 
may take into account current resources, the available budget, the individual’s 
channel preferences, the likelihood of the individual to respond and the 
subsequent value of the individual.  If there is a limit on the number of 
treatments that can be applied in a time frame, determine which of these 
treatments should be made to the individual.  Given resource constraints, 
determine whether there any treatments that should be delayed to improve the 
result for the organisation. 
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Figure 10–1 Customer–treatment allocation decisions. 
 
When there are two or more alternative treatments for which an individual is 
both eligible and likely to be attracted to, the issue of priority is raised.  That is, 
determine which treatment, of those for which the individual qualifies, should 
be allocated. 
Once an individual receives the treatment, he or she can respond.  This 
response may be an explicit response, such as returning a form, or an implicit 
response, where the individual’s behaviour changes.  If an individual responds, 
then the value of the response (its effect on CLV) is of interest. 
Both the probability of response and the subsequent value of a response can be 
modelled via propensity models and CLV models.  The estimate 
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 ( ) ( ) ( )| Pr 1 | | 1E V a Y a E V Y= = × =  (10.1) 
gives CLV for a particular individual and treatment combination.  
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Figure 10–2 Consumer value chain for treatments 
 
Figure 10–2 shows the value chain for applying a treatment.  This value chain 
works equally well for a direct mailing that contains an explicit call to action2, 
as for a treatment that does not require an explicit response from the individual. 
The response would need to be inferred by comparing previous behaviour and 
subsequent behaviour, and the value of that behaviour calculated by comparing 
the value of responders versus non-responders.  This is shown explicitly in 
Figure 10–3.  The design of the campaign and experimentation plays an 
important role in ensuring that the response can be inferred, for example, by 
comparing with a control group that received no treatment. 
The term ( | )E V a  can then be calculated as in (10.1). 
 
                                                 
2
 An incentive with a defined expiry date, offered to a consumer with the intention of eliciting 
an immediate response. 
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Figure 10–3 Value chain for treatments without explicit response 
 
For the case where there is a more complex value chain, the response–value 
model holds.  For example, a credit card acquisition campaign may involve 
targeting prospective cardholders, who may respond by applying for a card.  
The application needs to go through an approval process, and if successful, the 
customer must subsequently use the card to generate revenue for the 
organisation.  This is illustrated in Figure 10–4. 
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Figure 10–4 Example value chain for credit card acquisition 
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In this case, the term ( | )E V a  can be calculated as  
( | ) Pr( 1 | ) Pr(Approval 1 | 1)
Pr(Activation 1 | 1,Approval 1)
( | 1,Approval 1,Activation 1)
E V a Y a Y
Y
E V Y
= = = = ×
= = = ×
= = =
 
 
10.2.1 The Resource Allocation Problem 
There are several options for the prioritisation and resource allocation problem.  
These are usually deployed in tactical execution but can be used in strategic 
planning also.  Often organisations do not use KDM concepts in strategic 
planning of the resources required, beyond setting marketing budgets and 
product targets. 
The problem occurs primarily where there are multiple campaigns or 
treatments, creating potential conflicts at the customer level as to which 
treatment should be applied. 
There are a number of different approaches to managing the problem of 
conflicting priorities, and the demand they make on resources.  Common 
approaches include: 
• Campaign calendars: The products to be sold in the next period are 
governed by a calendar that is set up during the planning phase.  This 
approach is very common in product-centric organisations.  Its advantages 
are that the approach facilitates planning and the campaign process.  
However, it is likely to use resources poorly and deliver a return on 
marketing investment that is short of the optimum.  
• Contact volume and frequency rules: Often used in conjunction with 
another method, such as the campaign calendar, contact volume and 
frequency rules ensure that the customer resource is not over-used.  The 
campaigns that are scheduled first tend to obtain priority over later 
campaigns, meaning that the approach is prone to using resources poorly. 
• Treatment-specific prioritisation: This process makes the assumption 
that, in general, one treatment has a higher priority than another, 
irrespective of a customer’s likelihood to respond to the treatment and the 
prospect of ensuing revenue.  Where there is a conflict at the customer 
level, the treatment with the higher priority is preferred. 
• Business rules: A business rules approach is often an organisation’s first 
attempt at allocating resources better.  Prioritisation for treatments, 
products or customers is determined by a series of business rules.  The 
approach works well in the situation where there are few products or 
campaigns, but becomes cumbersome and sub-optimal if there are many 
products (Turner, 2003).  A business rules approach is advocated by Berry 
(2000) and Doyle (2002) 
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• Optimisation: The optimisation approach seeks to take into account a 
number of inputs, including the eligible and desirable treatments, 
constraints and contact rules to arrive at an optimal blueprint.  The 
blueprint is then used as the campaign plan.  The optimisation process 
tends to give a point estimate from a number of variable inputs.  Sensitivity 
analysis can be used to ensure that the blueprint produced is not volatile. 
• Fuzzy decisioning: Using a similar framework to the optimisation 
approach, fuzzy decisioning uses the variability in the inputs to investigate 
the sensitivity of the final scenario (Turner, 2003).  It also allows the 
marketing user more understanding of the recommendations compared with 
optimisation. 
Contact volume and frequency rules govern the frequency of contacts that can 
be made over a period (Doyle, 2002).  Using such a scheme to prioritise 
resources means that the ordering of marketing campaigns becomes critical.  A 
low-value campaign, targeting many customers, that executes before a high-
value, highly targeted campaign, may leave the latter campaign without any 
target customers.  Experience has shown that executing the high-value 
campaign before the low-value one will deliver better results.  In terms of 
strategic planning, contact value and frequency rules can be thought of as 
constraints, within which the best mix of campaigns is determined.  Planning 
cycles must be used to ensure that higher-value campaigns allocate customers 
before lower-value campaigns. 
Another method is to prioritise marketing treatments by allocating a score to 
each campaign or treatment.  At the time of execution, the treatments with the 
highest score are selected, then those with the next highest score, and so on.  
This procedure works well for opportunistic campaigns.  However, for it to be 
more effective than simple contact and frequency rules for batch campaigns, all 
campaigns to be run for the next period must be evaluated simultaneously.  A 
planning cycle must be enforced to ensure that sub-optimal campaigns do not 
take priority, as for the contact volume and frequency rules approach. 
This process has been used in software campaign management applications 
such as Epiphany (Herschel, 2004), where it is known as ‘offer arbitration’, 
and independently in National Australia Bank’s National Leads program of 
delivering high propensity leads to branch bankers (Khirallah, 2001), now 
implemented in NCR’s Teradata (Teradata, 2004). 
The final, least-used and most complex prioritisation and resource allocation 
method is to make customer- or segment-level decisions as to the best 
treatment for a customer, based on take-up and CLV given take-up.  The 
expected CLV for each treatment is calculated, and the highest-value treatment 
is selected on a customer-by-customer basis.  This technique may be extended 
by taking into account operational constraints and contact volume and 
frequency rules.  Alternatively, uncertainty or ‘fuzziness’ may be introduced 
(Turner, 2003) so that treatments are selected probabilistically – this approach 
can be used to balance experimentation and exploitation as shown in Chapter 8. 
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The optimisation approach (Porter-Kuchay, 2000) is suitable when objectives 
and constraints are well-defined, there is a well-understood history and 
customer experience.  However, when the approach requires good information 
and data, planning and experimentation is necessary to understand likely 
customer behaviour associated with actions.  The optimisation approach, by 
itself, does not cater for uncertainty and variation.  Frequent re-running of the 
optimisation process can result in sub-optimality (Turner, 2003). 
The advantages and disadvantages of the more common techniques are 
compared in Table 10–1. 
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Table 10–1 Advantages and disadvantages of prioritisation techniques 
Technique Advantages Disadvantages 
Contact frequency and 
volume rules 
• Simple to comprehend 
and implement 
• Ensures customer 
contacts are regulated 
• Constraints can be 
enforced 
• Allocation may be 
improved by finding 
the optimal ordering of 
campaigns and 
treatments 
• Program performance 
depends on the 
chronological order of 
campaigns and 
treatments 
• Does not facilitate 
strategic planning 
• Difficult to optimise 
without adding 
complexity 
• Only campaign-level 
prioritisation is 
possible 
• Operational discipline 
is required to ensure 
all relevant campaigns 
are prioritised 
Treatment-specific priority 
allocation 
• Treatment level 
decisioning 
• Partially facilitates 
strategic planning 
• Priorities may not be 
optimal at an 
individual level 
• Operational discipline 
is required to ensure 
all relevant campaigns 
are prioritised 
Customer-level 
decisioning 
• Decisions made at 
individual level 
• Can allow for 
constraints 
• Can integrate strategic 
planning and 
operational execution 
• Allows prioritisation 
of multiple treatments 
to an individual 
• Requires detailed cost 
information 
• Requires detailed 
models for take-up and 
CLV 
• Requires good 
information collection 
• Requires ‘decision 
engine’ technology to 
implement 
 
In operational marketing departments, there will be more than one marketing 
initiative at any one time.  Multiple campaigns need to be managed by a 
process.  The most prevalent process in current use is to manage multiple 
initiatives as a series of campaigns. 
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The shift to sophisticated KDM requires a different approach in how 
campaigns are prioritised and managed.  Rather than just a campaign calendar 
that stipulates the campaigns to be run, the marketing planning process also 
needs to take into account 
• strategic measurement and analysis 
• event-triggered and recurring campaigns  
• one-off campaigns  
• continuous testing of customer response 
• customer lifecycle planning 
10.2.2 Constraints 
Constraints that need to be taken into account when performing scenario 
planning and resource allocation include customers themselves (Berger et al., 
2002), budget, sales targets, fulfilment processes, products, channels, customer 
contact volume and frequency rules, inventory of products and the value of 
potential future treatments. 
Budget constraints can affect the number of treatments that can be sent and the 
number of responses that can be processed, while supply limitations on the 
amount of product or fulfilment material available (inventory) can restrict the 
ultimate success of an initiative. 
Some marketing metrics often used as constraints are given in Chapter 9. 
10.2.3 Scenario Planning 
The function of scenario planning in resource allocation is, for a planning 
period, 
1. quantify the objectives of KDM initiatives over that period 
2. determine the strategic actions required to achieve the objectives 
3. determine the resources required to support those strategic actions 
The strategic planning process is typically an iterative one.  Once the plan is 
produced, campaigns can be executed and treatments applied. Planned resource 
levels and other constraints can be varied to determine the optimum resource 
levels. 
10.3 Review of the Literature 
One question of interest to sophisticated KDM professionals has been: to 
which customer to apply a treatment?  This has been generally approached as a 
single-dimensional question, with a predetermined treatment being applied to 
an optimised segment of customers (Bhattacharyya, 1998; Gönül and Meng, 
1998; Levin and Zahavi, 1998; Ling and Li, 1998).    The optimised segment is 
typically selected using a predictive model.  Current KDM practice demands 
that these decisions be extended to be multi-dimensional, incorporating 
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multiple channels and campaigns concurrently (Berson et al., 2000; McDoniel 
and Monteleone, 2002; Porter-Kuchay, 2000). 
For the direct mail paradigm, a single-dimensional question, there is a 
population of customers, a model to predict response, and an evaluation of the 
outcomes of those responses.  This concept is explored in different guises by 
Bhattacharyya (1998), Bult and Wansbeek (1995), Gönül and Meng (1998), 
Haughton and Oulabi (1997), Levin and Zahavi (1998), Ling and Li (1998), 
Piersma and Jonka (2000), Ratner (2000) and Courtheoux (2004). 
Several papers start with a simple model of response and subsequent value, 
where [ | ] Pr( 1 | ) [ | 1]E V a y a E V y= = = , for example Ling and Li (1998), 
Levin and Zehavi (2001), and Ratner (2000).  Bhattacharyya (1998; 1999) 
instead considers selecting the best model from several depending on the final 
cut-off score, or “mailing depth”. 
Bult and Wansbeek (1995) show that optimisation depends on the 
distributional assumptions for the one-dimensional case.  A similar approach is 
taken by Colombo and Jiang (1999); however, their results depend on several 
assumptions holding, with no empirical evidence supporting their hypotheses.   
Tackling the specific problem of ‘churn’ in telecommunications companies, is 
a very thorough study from Drew et al. (2001) that uses a combination of 
artificial neural networks, survival analysis techniques and clustering functions, 
to find distinct segments of customers, using proportional hazard functions. 
Porter-Kuchay (2000) extends to multiple channels the concept of which cut-
off value to choose, using optimisation techniques.  However, there has been 
little research treatment of this concept.  Some software applications purport to 
optimise decisions for outbound and opportunistic marketing.  While an 
overview aimed at a business audience is provided by vendors (Marketswitch 
Corporation, 2004; SAS Institute Inc, 2004), the key to improved or optimal 
selection of customers hinges on the metrics and methods used to measure and 
evaluate the success of KDM (see Chapter 9).  
Turner (2003) identifies the following steps in the decision process. 
1. Define criteria for allocating products, customers, channels and treatments. 
2. Apply decisions on whether to apply any treatment and, if so, which 
treatment. 
3. Decide on the timing of treatments: now versus later. 
4. Prioritise the alternatives against budget constraints. 
5. Measure the effect of treatments on the future behaviour of individuals. 
Turner does not consider the role of experimentation within the decision 
process.  No experimentation is performed to demonstrate the effectiveness and 
efficiency of a fuzzy-decisioning process against multiple objectives, compared 
with the alternatives presented.  The process of fuzzy decisioning, while 
explained in broad terms by the author, is not given in sufficient detail to allow 
a practitioner to use the technique operationally.  There is no evidence of the 
inadequacy of rule-based, optimisation or other techniques in comparison with 
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fuzzy decisioning.  Turner reinforces many of the points made by Rust et al. 
(2001). 
Spring et al. (1999) compares a combination approach with the two-stage 
strategy of [ | ] Pr( 1 | ) [ | 1]E V a Y a E V Y= = = .  The authors view a treatment as 
an investment in the customer relationship.  Incentives present in treatments are 
likely to alter the product take-up probabilities, and different incentives are 
liable to result in differential treatment costs.   
Spring et al. only applies the more expensive treatments to those customers 
with the highest probability of response.  The hypothesis behind the authors’ 
approach is that there exists a segment of customers who are insensitive to 
treatment incentives, and that these customers should not be offered differential 
pricing, in the form of incentives.  A better basis for resource allocation is that 
treatments are applied to customers based on which will deliver the best future 
change in CLV, given the cost of the treatment.  Under this hypothesis, the 
problem remains of determining which treatments should be applied to which 
customers to optimise total equity. 
Rather than modelling the effect of treatments separately, Spring et al. models 
the predicted uptake of two treatments simultaneously.  Optimal targeting of 
individuals is made based on these models, excluding those customers who are 
determined not to be sensitive to incentives.  Effectively Spring et al. models 
the interaction effect between the treatment and the customers’ characteristics; 
separate regression models are build for each treatment. 
Results are examined through a two-treatment scenario, using a logistic 
regression model that incorporates RFM variables to predict the probability of 
take-up.  This methodology can easily be extended to more than two 
treatments.  The customer is targeted with a treatment 1 if 1 2 1 2p p BE BE− > − , 
and treatment 2 otherwise, where the ap  are the modelled take-up probabilities 
for treatment a , and aBE  is the break-even point at which the expected 
response from applying treatment a  delivers an acceptable return on the cost 
of applying the treatment. 
This can be extended to multiple treatments by calculating a a ar p BE= −  and 
selecting the treatment * arg maxa aa r= .  If * 0ar >  then apply treatment *a , 
otherwise take no action. 
The approach of Spring et al. is contrary to common practice: the customers 
with a high probability of response receive low-investment treatments.  This 
approach will yield higher profits due to better resource allocation.  Spring et 
al. use the parameters of the regression model to optimise future selections 
based on the results of a test mailing.  This is a good technique that is not 
generally reflected in later papers by other authors. 
The authors do not generalise beyond the simple case of two alternative 
treatments, although this is not difficult.  The possibility of modelling the value 
of respondents in the future is not considered: that is, whether those customers 
who respond to a high-cost incentive continue to expect similar incentives to 
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repurchase.  Ideally, the values of CLV should be considered over time.  The 
issue of constraints is not discussed by Spring et al.  For a simple budget-
constrained case, the optimal strategy is simply to rank customers by 
descending 
*ar , and select customers until the total budget has been allocated. 
The strategic implications of continual ‘combination strategy’ optimisation are 
far-reaching, and are only dealt with lightly by Spring et al.  Continued 
application of the strategy requires a strict policy of testing of all new 
treatments.  The authors suggest that all relevant treatments need to be applied 
concurrently; however, combining campaign designs and the subsequent 
analysis is possible given common elements of reference across separate 
campaigns, such as a common treatment or a control cell. 
Berry (2000) defines a decision engine as software enabling one-to-one 
decisions to be made regarding how an organisation will communicate to an 
individual at a given point in time.  The requirements for a decision engine 
include 
• allowing alternative scenarios to be examined  
• the ability to look forward, and facilitate the annual marketing planning 
cycle 
• the ability for the organisation to define business rules that override 
decisions made by the engine  
• allow for constraints, such as contact frequency and volume rules 
• the ability to act as a ‘black box’ with the decisions that it makes being 
entirely predictable   
• the ability to apply rules that are derived elsewhere  
Berry uses the decision engine in both a strategic planning role and a tactical 
operational role for execution.  As part of strategic planning, the decision 
engine may need to look further ahead than the short-term marketing cycle, and 
broaden the scope from examining the ramifications on marketing operations 
alone. 
The author separates the function of deriving business rules with that of 
applying the rules through a decision engine.  The decision engine applies rules 
that are derived elsewhere.  Berry does not advise how or where such rules 
should be developed.  It is not immediately obvious why a “black box” 
approach would be desirable.   
Berry uses a simulation technique to compare a number of scenarios.  In each 
scenario, the treatment with the highest [ | ]E V a  is selected, without 
considering constraints.  The results of Berry’s simulations support the 
conclusion that planned decisioning outperforms rules-based methods, and that 
value should be modelled such that ( , )aV V ε= +x z , rather than a constant 
estimate being used. 
Contact volume and frequency rules are often based on untested hypotheses, 
and should be subject to similar disciplines and testing as other hypotheses.  
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That is, the effects of different constraints and contact rules should be 
simulated, tested, and subsequently modelled (Piersma and Jonker, 2000), so 
that they may be included in the resource allocation process. 
Doyle (2002) develops a model of decisioning, as shown in Figure 10–5, 
although this is not explicitly expressed in the paper. 
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Figure 10–5 Doyle’s model of decisioning (Doyle, 2002) 
 
Customers are deemed eligible for treatments based on policy rules and 
business rules.  Examples of these include lifestage or behavioural scores.  
Prioritisation is based on business rules that may incorporate scores and 
profitability measures.  Doyle briefly examines the problems raised by channel 
capacity, in that the delivery of treatments to channels of execution include 
behavioural scores and channel capacities. 
Doyle states that the aim of optimisation in a marketing context is to determine 
the optimal product offering at a point in time, driven by behavioural models.  
However, no mention is given to the methods by which data may be sourced to 
develop the behavioural models or metrics of the success of this approach. 
Doyle’s approach aims to maximise the productivity of sales channels.  This 
approach makes sense for call centres, sales forces and outlets, but is less 
relevant for direct communications.  Doyle does not consider using 
optimisation techniques to plan for optimal channel capacity planning to 
support marketing communications.  The concept of individual-level 
optimisation to support planning and execution is not introduced. 
McDoniel et al. (2002) makes the point that the use of optimisation in 
marketing is relatively recent, compared with other applications, such as 
conjoint used in market research.  The authors perform optimisation on ‘return 
on promotional investment’, revenue, sales and ‘cost per sale’, with the mailing 
quantity kept constant.  The authors give few details on the optimisation 
process and the details of the scenarios investigated. 
Berger et al. (2002) presents a framework that relates actions to CLV.  The 
framework contains four critical actions as shown in Figure 10–6. 
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Figure 10–6 Four critical actions from Berger et al. (2002) 
 
Berger et al., however, does not give any guidance on how to determine which 
actions to consider in the optimisation process, or the process of data collection 
on each of the actions selected via a program of experimentation.  The authors’ 
approach is to observe actions, meaning that the results may only reflect and 
reinforce current policy. 
The authors question the accuracy of calculated CLV figures, although they do 
not discuss how to verify the accuracy of CLV calculations or alternative 
metrics.  Market segmentation can be used to calculate average CLV, enabling 
decisions to be based around segments, including the allocation of resources.  
This assumes that the market segments are defined to discriminate well on 
CLV and the factors that contribute to the CLV calculation.  The authors 
examine the forecasting of CLV under alternative marketing scenarios, 
pointing out that in order to maximise a metric, the metric must be estimated 
accurately. 
Berger et al. points out that one of the barriers to using CLV as the criterion for 
decisions is that, because there is no current working model in industry, there 
are managerial barriers to its adoption. 
Using a reinforcement-learning type of framework, Jonker et al. (2002a) 
determines the optimal frequency of contacts in a fundraising setting.  The 
framework is used to develop a segmentation to plan a calendar year’s 
mailings, rather than a single campaign.  The objective is to maximise the long-
term profit, by finding the optimal series of actions.  In the case of the 
fundraising example, an action is a decision of the number of mailings to be 
made to a customer. 
Rather than using RFM segmentation, the authors define m  as the number of 
mailings made to a customer in period t , r  as the number of responses to 
mailings in period t , and d  as the total donation value in period t .  A 
segment, or state, ts  is defined by ( , , )t t t ts m r d=  (see section 8.2.2). 
The authors note that, in practice, there will not be enough data on different 
policies, but they do not consider a framework for collecting data.  Due to the 
fundraising nature of the paper, alternative actions to increasing or decreasing 
the number of mailings are not explored; also ignored are alternative channels 
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and mailing constraints.  The issue of exploration versus exploitation is not 
considered. 
Jonker et al. (2002b) approaches the resource allocation problem in a 
fundraising context by using RFM variables to determine customer segments.  
The optimal marketing policy is that policy that maximises the long-run 
expected average profit. 
Each of the covariates x  is broken into a series of breakpoints, which then 
define the segmentation as customers are separated into each band.  Optimal 
policy is decided by the long-run profits, taking into account that treatments 
may be made to a customer that affect these profits.  Local search methods are 
used for optimisation, such as tabu search, simulated annealing or genetic 
algorithms.   
RFM variables are not appropriate across all applications and industries.  The 
authors’ example uses a low number of variables, so issues of variable 
selection are not addressed.  There are also likely to be issues of sparseness, 
and hence empty segmentation cells, as the number of variables used increases 
beyond the three used in the example.  The authors’ breakpoint segmentation 
does not allow linear combinations to define the segmentation, in much the 
same way that decision tree segments do not use linear combinations in 
general. 
The transition probabilities, 
,
( )s tp a , from each segment s  to another t , given 
action a , are calculated in the same manner as for reinforcement learning (see 
section 8.2.2). 
The example given by the authors uses a fundraising data set, in which there is 
only one action decision: whether to mail the potential donor.  In industries 
such as financial services, there are likely to be hundreds or thousands of 
potential actions because of the complexity of products and features, as well as 
hundreds of potential variables to use in the segmentation.  
One of the advantages of the segmentation approach of Jonker et al. is that it 
relates the covariates to an important metric of average long-run profits, 
analogous to CLV. 
In a similar approach to Jonker et al., Bitran and Mondschein (1996) use CLV 
modelling, together with RFM variables, to optimise multiple mailings of a 
single catalogue with the aim of maximising long-term profits.  Markov chains 
are used to represent transitions between RFM cells.  The authors do not extend 
the technique to multiple catalogues. 
Gönül et al. (1998) investigates the drivers of an optimal mailing policy.  In 
their model, the authors assume that customers seek to maximise utility, while 
organisations seek to maximise their profit.  The authors seek to balance the 
customer’s needs with those of the organisation. The objective of the 
organisation is to maximise the customer lifetime value for each customer, 
while the customer’s objective is to maximise long-term utility. 
Gönül et al. uses data from a catalogue retailer to examine how the efficiency 
of mailings may be improved.  Customers’ behaviour is modelled as a function 
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of current and future mailing decisions (actions), and a segment-based optimal 
mailing policy is developed.  The probability of response is modelled using 
RFM variables, and this is used to derive an expected revenue figure.  
The authors’ approach is similar to reinforcement learning, and the Bellman 
equations are used (see section 8.2.2).  While this study is useful, it is too 
specific to be of interest in more general cases, for example, where RFM is not 
the primary segmentation, or where the organisation has multiple potential 
actions or channels.  The assumption is made that, historically, there have been 
variations in mailing policies, allowing the effects of ‘mail–non-mail’ decisions 
on customer purchases to be modelled.  Without a policy of experimentation 
and market testing, this may not be the case, and a pilot program may need to 
be run for the purpose of data collection. 
Bhattacharyya (1998; 1999) aims to maximise the profit of a campaign, as 
defined by the profit derived from responders, by selecting the optimal cut-off 
point, also referred to as ‘depth of file’.  The author recognises that constraints, 
such as a fixed budget, are a concern of direct marketers.  A single optimisation 
criterion is created from the combination of response, and subsequent profit – 
given response. 
Rust et al. (2004) presents a unified framework that explains the benefits of 
using customer equity as the key metric to evaluate strategic initiatives, in 
contrast with this thesis, which examines how such metrics should be used in 
the context of KDM.  Rust et al. does not investigate metrics for monitoring 
and evaluating the success of initiatives. 
The framework presented by the authors is designed to facilitate a shift in 
management focus from short-term costs to long-term investments, as 
marketing strategies are becoming increasingly financially accountable.   
Rust et al. does not consider that market and competitor information may be 
included in the product take-up and attrition models that form parts of the CLV 
calculation for an individual, or how choice-modelled probabilities, used for 
understanding customer preferences, can be applied at an individual level.  A 
methodology for including these is discussed in Chapter 11, where MOSAIC–
PIXEL models are discussed. MOSAIC–PIXEL models provide a method of 
integrating data from separate sources at a granular level, although alternative 
data-fusion techniques may be employed (van der Putten et al., 2001). 
A general problem with using choice models, and other forms of market 
research, for strategic decision making is the subsequent difficulty of applying 
the strategy to the correct customer segments. In the airline example featured in 
Rust et al., the choice model includes the following drivers of attrition or 
switching: brand inertia, price, convenience, advertising awareness, 
information, corporate citizenships, community events and others.  Almost 
none of these will be available on the airline’s database for every individual, 
and will need to be estimated by a predictive modelling technique, if the 
framework is to be updated and used tactically.   
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By its very nature, choice modelling will not be a cost-effective tool where an 
organisation has very many products and features; for example, banks and 
telecommunications companies. 
The opportunity to combine a strategic, company-level metric (customer 
equity) with an ‘individual-level’, tactical metric (CLV) is missed by the 
authors.  Evidence of this is the application of CLV to all individuals on a 
database not being included in the paper as a comparison criterion between the 
approach of Rust et al. and other papers.  
The authors do not include the effects of cross- and up-sell on value, although 
these are obvious drivers of future CLV.  The authors calculate total customer 
equity by multiplying the mean CLV value by the number of customers.  This 
method of calculation can be improved by calculating individual-level CLV 
and aggregating, as presented in this research. 
The scholarly and practitioner literature fail to bring the resource allocation 
problem together with CLV or CE, or identify a means of collecting data from 
which to calculate these measures.  Frameworks such as those given in Berger 
et al. (2002) and Rust et al. (2004) provide an excellent basis from which to 
add such enhancements. 
10.4 Links with the Critical Success Factors 
The role of prioritisation, planning and resource allocation links with the 
Critical Success Factors from section 5.4 as shown in Table 10–2. 
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Table 10–2 Evaluation of the links between resource allocation, 
prioritisation and planning in KDM and the CSFs 
Critical Success Factor How CSF is Addressed by the Decision 
and Resource Allocation Process 
1. Senior management support 
 
Use of common metrics in planning 
helps to garner senior support 
2. Organisational learning Resource allocation allows an 
organisation to use information learned 
to make better decisions, resulting in 
increased efficiency 
3. Integration Planning and resource allocation serves 
to integrate multiple channels toward 
achieving common objectives 
4. Links between analytics, IT and 
marketing 
Resource allocation and prioritisation 
require that links exist between analytics, 
IT and marketing 
5. Measurable and quantifiable business 
benefits 
Planning, prioritisation and resource 
allocation lead to increased 
organisational efficiency, which in turn 
leads to a measurable increase in 
customer value and return on investment 
6. Adoption in operations and culture Planning and resource allocation help to 
identify the appropriate level of 
resources required in operations 
7. Support planning and resource 
allocation 
Explicitly supports this critical success 
factor 
8. Customer value Resource allocation uses customer value 
and total equity as a decision criterion, 
and objective, respectively 
9. Streamlining Resource allocation and prioritisation 
allow streamlining, where appropriate, 
balancing the effect of reducing 
resources with both the loss in revenue 
and subsequent customer value 
 
10.5 Extensions to Current Models 
10.5.1 Objectives, CLV and Decision Criteria 
Resource allocation problems require an objective and a decision criterion.  
This study has identified CLV as the preferred decision criterion.  It can be 
aggregated to provide an objective of maximising total equity. 
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Customer attractiveness decisions are of the following form: for each treatment 
a , if [ ( | )]E V a α>x , the customer qualifies for a , for some threshold value α  
(extending Levin and Zahavi, 1998).  The procedure used to define α  may 
include economic considerations surrounding making the treatment, and 
subsequent returns (Bhattacharyya, 1999; Masand and Piatetsky-Shapiro, 
1996). 
Although the final decision criterion is based on the change in expected CLV, 
V∆ , at different stages of the campaign process, different amounts of 
information are known.  Consider the propensity–value model, where  
( )0t tV E V V∆ = −  
and estimated by 
 ( ) ( ) ( )| Pr 1 | | 1,t tE V a y a V y a= = =x%  
where 0( )t t=x x x% % , the estimate of the individual-specific covariates at time t , 
based on the current covariates 0x .  As information becomes available, the 
response y  to treatment a  is observed, taking the value of 0 or 1.  For 
example, at time 1t = , 1 1 0( )V V V∆ = −x , which can be compared with the 
estimate from time 0t =  of  1V∆ , that is, 1 0[ ( ) ]aE V V−x% . 
Evaluation of small changes in predictive models, CLV and constraints, allows 
the sensitivity of the solution to be evaluated.  For model inputs, distributions 
around the point estimate provided may be determined during the model 
building process.  These can be used to guide sampling from the input 
parameters for Monte Carlo simulation. 
Operational realities require that constraints be included into the resource 
allocation process.  Such constraints introduce complexity, but simple business 
rule-based decisions can be enabled by enforcing segment-level constraints. 
If allocation is performed at the segment level rather than the customer level, a 
two-pass approach can be used.  First the most appropriate segments are found, 
then within those the most appropriate customers are found, subject to the 
appropriate constraints. 
This can be expressed as 
( )max ,  where ,j j j ajV V V=∑ x z  
such that ( )a =c z 0 , for constraint function c . 
10.5.2 Opportunistic Resource Allocation 
The problem of resource allocation in the opportunistic marketing model is not 
covered in the literature.  Issues with the opportunistic marketing model and 
resource allocation include the following: 
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• It is not known beforehand which customers (and non-customers) will 
interact with the organisation.  The probability of presentation may be 
predicted via models for planning purposes. 
• A naïve approach may be used where the treatments with the highest 
potential lift in CLV are chosen.  However, this may not optimise 
resource allocation, as it does not account for resource constraints. 
Some discretion may be given to customer-facing staff to help the customer 
decide which treatment is most appropriate, so a list of high-CLV treatments, 
as well as eligible treatments, may be provided 
The outcome of resource allocation is an allocation blueprint that places 
constraints on the number of treatments that can be applied.  The inbound 
optimisation engine uses from the blueprint to apply treatments, using a naïve 
algorithm. 
However, if one of the inputs to the allocation process is the likelihood of 
customer i visiting the interactive point of contact, then an optimisation 
approach may be valuable.  This should be done to help to prioritise the 
channel over which treatments are applied.  For example, if a customer is 
highly likely to use Internet banking, given past behaviour, then a lower 
priority would be placed on a direct mail channel, compared with the Internet. 
Results for inbound campaigns can be extrapolated to give the expected return 
for the campaign.  If this differs significantly from the marketing blueprint, an 
alert is made and the blueprint regenerated based on the most recent responses. 
However, if the most attractive treatments have been applied before constraints 
come into effect, then extrapolation must take into account the resulting bias. 
10.5.3 Scenario Planning Framework 
Scenario planning can use a framework similar to prioritisation and resource 
allocation. 
The objective is to maximise total equity (TE), by selecting policy 
{ }0 1, , , ta a api ∗ ∗ ∗ ∗= K  from a universe of k  potential actions A , subject to 
constraints c . 
In customer prioritisation, |V a  is given by combining predictive models for 
each customer or prospect, which typically depend on customer-specific 
covariates x . 
For strategic planning, future values of x  may not be well known or easily 
estimated for each customer.  In this context, segment-level calculations may 
be used instead of customer-level calculations, as for prospect equity 
calculations.  Prospect equity is given by 
0 1
| ( , | ) ( , | ) ( , | )
M
t
i i j i j i j i
t j
W a N p t a r t a t a dλ
∞
= =
= ∑∑ x x x , 
from section 7.5.2.1. 
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For scenario planning, future revenue of existing product holdings needs to be 
taken into account also, so  
( )
0 1
| ( , | ) ( , | ) ( , | )
M
t
i i j i j i i ijt j i ijt
t j
V a N r t a t a d N P p t a Pλ
∞
= =
 = − + ∑∑ x x x , 
where ijtP  gives the proportion of segment i  that has product j  at time t , 
extending section 7.5.1. 
Scenario planning requires forecasting of customer acquisition and the 
behaviour of new customers over the planning period.  This requires an 
understanding of the optimal policy, given the state of not currently being a 
customer.  Planning needs to account for the transition of non-customers to 
being customers.  Future revenue will be realised from individuals who are not 
currently customers of the organisation.  The sizes of segments and 
approximate characteristics for them can be calculated simply. 
10.6 Conclusions 
Resource allocation is an important problem in KDM, both for strategic 
planning and tactical prioritisation.  The customer is a scarce resource whose 
value to the organisation needs to be managed and maximised as an asset. 
The problem of resource allocation is not well covered in the literature, which 
concentrates on single-dimensional problems, such as decisions on whether to 
mail a single treatment to a customer. 
This chapter has defined the prioritisation and resource allocation problem as 
being one of maximising total equity, given operational constraints.  
Alternative methods of solving the problem were examined and evaluated.  
Against this definition of the problem, the scholarly and practitioner literature 
was reviewed. 
Extensions to existing frameworks of optimisation and prioritisation were 
given, involving determining the changes in total equity for alternative actions 
and policies. The results in evaluating alternative scenarios can result in 
improved utilisation of existing resources, or planning the optimal level of 
resources to support strategic objectives.  Frameworks were extended to 
include opportunistic KDM. 
The calculation of CLV requires extensive modelling and business information.  
Beyond the collection of data via experimentation as given in Chapter 8, 
organisations must be able to build multiple models for different products and 
treatments.  Chapter 11 further explores the requirements for predictive models 
within KDM. 
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Chapter 11 Predictive Modelling 
11.1 Introduction 
There are two main objectives of predictive modelling in KDM.  The first 
objective is to increase the accuracy of targeting by predicting likely take-up, 
lifetime and value.  The second is to increase knowledge of customer 
behaviour, in particular the drivers of take-up and value. 
The term ‘predictive modelling’ is distinct from data mining.  Predictive 
modelling may be viewed as a subset of data mining where the response 
variable is known.  It is also known as supervised learning.   
There are a number of issues surrounding the application of predictive 
modelling and data mining within an operational knowledge-driven marketing 
environment.  The term ‘data mining’ can refer to activities that have different 
applications: 
• Exploratory Data Analysis (EDA), in which the database is ‘mined’ or 
explored in the hope that useful, actionable, previously unknown 
information will be discovered.  Such analysis may have no defined goal 
other than to understand the information better and to find new 
relationships. This is the process that many writers refer to mean when they 
use the term ‘data mining’.   
• Segmentation via clustering, where algorithms find groups of customers or 
behaviours that are ‘similar’ along one or more dimensions.  Members 
within a cluster have fewer differences than members of different clusters, 
and clusters are chosen so that they are as different as possible   
• Predictive modelling, where a goal-oriented approach is employed to 
predict a specified business outcome.  An example is to find those 
customers most likely to switch their account to a competitor in the next 
three months. 
Predictive modelling in KDM is usually directed at predicting one or more of 
• product or treatment take-up or response 
• product or customer value 
• product or customer retention or lifetime 
• segment membership for a customer 
Predictive modelling in knowledge-driven marketing aims to increase the 
efficiency of marketing by producing actionable insight against a defined goal.  
Predictive modelling facilitates better targeting of customers and prospects for 
a specific treatment or product.  Models need to be evaluated on their ability to 
improve targeting effectiveness and efficiency. 
Predictive modelling outcomes – typically scores, classifications or values – 
can be used in marketing strategies that are employed over the lifetime of a 
customer.  These strategies include new product development, acquisition, 
activation, optimisation, loyalty building, satisfaction and retention.   
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Specific solutions to the issues of predictive modelling in KDM are developed 
in this chapter.  The integration of predictive modelling into KDM is vital for 
the success of KDM.  There are many approaches to scoring customers with 
the outcomes of models; which approach is appropriate depends on the 
application.  For KDM to be successful requires use of the information 
collected by experimentation to apply treatments to selected customers.  This, 
in turn, requires many predictive models to be built, monitored and updated.  
Common model-development cycles that can take a number of weeks will 
struggle to deliver the quantity of models required.  New, streamlined 
approaches for predictive modelling are required to meet the demands of 
KDM. 
This chapter reviews the issues of integrating predictive modelling into the 
KDM process.  Section 11.2 reviews the predictive modelling literature.  The 
role of predictive modelling is examined in section 11.3.  The requirements and 
issues specific to predictive modelling in a KDM context are explored in 
section 11.4.  Alternative approaches to streamlining the predictive modelling 
process are given and evaluated in section 11.5.  Section 11.6 gives extensions 
to existing models for scoring customers using the outcomes of predictive 
models. 
11.2 Review of the Literature 
The increased popularity of data mining techniques, as applied to the 
knowledge-driven marketing problem, has led to an increase in the number of 
techniques commonly used.  While the most popular of these include artificial 
neural networks (known as ANNs or simply ‘neural networks’), decision trees 
(including CHAID and CART) and logistic regression, there are numerous 
other techniques in common use.  Broad categories of these include software 
suites, classification, clustering, visualisation software, agents, association 
rules, Bayesian networks, deviation detection, forecasting, regression, 
sequential pattern detection, statistical analysis, text analysis and web mining 
(for an overview, see KDnuggets, 2004). Bhattacharyya (1999) identifies 
commonly used techniques as linear discriminant analysis, linear regression, 
logistic regression and neural networks. 
Commonly used techniques in KDM tend to be supervised learning techniques 
(Berson et al., 2000; Haughton and Oulabi, 1997; Magidson, 1988).  A typical 
use of a model built by one of these techniques is to reduce the size of a list of 
customers who are to be contacted by omitting those customers unlikely to 
respond.  This issue has been examined many times in the literature 
(Bhattacharyya, 1998; Bult and Wansbeek, 1995; Eiben et al., 1996; Gönül and 
Meng, 1998; Haughton and Oulabi, 1997; Levin and Zahavi, 1998; Ling and 
Li, 1998; Masand and Piatetsky-Shapiro, 1996; Piersma and Jonker, 2000; 
Ratner, 2000).  Current uses of predictive modelling include  
• propensity modelling in the form of propensity-to-own and propensity-
to-buy models (Drew et al., 2001; Magidson, 1988) 
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• survival analysis to identify key attributes of attrition or lapsing 
behaviour (Bayus and Mehta, 1995; Drye et al., 2002; Harrison and 
Ansell, 2002) 
• classification modelling to group unseen instances into one of two or 
more classes (Bhattacharyya, 1998; Bult, 1993) 
• value modelling to allow the calculation of CLV models (as described 
in Chapter 7, with references in Berger and Nasr, 1998; Bolton, 1998; 
Dwyer, 1989; Hughes, 1997; Jain and Singh, 2002; Reinartz and 
Kumar, 2003; Rust et al., 2001; Rust et al., 2004; Thomas, 2001) 
• channel preference modelling (Doyle, 2000; Hedgcock, 1998) 
• development of scorecards, with a rich history derived from credit-
scoring models (see Hand and Henley, 1997, for an overview) 
• data enrichment on the marketing data view (Blattberg and Deighton, 
1991; Cooke, 1994; Klopp, 2000; Lewington et al., 1996; McCorkell, 
1997; Schoenbachler et al., 1997) 
• support for online and opportunistic marketing (Berry, 2000) 
• a required input for resource allocation and scenario planning (Doyle, 
2002) 
Many techniques are suggested in the literature, although the primary focus is 
on modelling binary outcomes as a probability of response.  Regression and 
logistic regression (with some references to CHAID) are popular in the 
marketing literature, while neural networks, the C4.5 algorithm (and its 
derivatives) and naïve Bayes techniques are popular in the machine learning 
literature. 
Magidson (1988) gives a review of the multivariate techniques most prevalent 
in KDM.  Developments since then have seen the widespread KDM use of 
neural networks, packaged software applications, and tree-based techniques 
such as CART and CHAID (Haughton and Oulabi, 1997).  
Verhoef et al. (2003) points out that studies are few concerning the adoption of 
segmentation and predictive modelling in KDM, despite its practical 
significance.  The authors’ study, focusing on companies from the Netherlands, 
finds that adoption is not as high as expected.  However, the study does not 
examine reasons for adoption or the lack thereof; this is mentioned as a future 
topic of research. 
Harrison and Ansell (2002) concentrate on retention in the insurance industry, 
acknowledging the use of retention models in determining customer 
profitability. The authors develop a model that uses cluster analysis and 
discriminant analysis, followed by propensity modelling of attrition within a 
fixed period.  Instead a Cox proportional-hazards model (Klein and 
Moeschberger, 1997) is fitted, with the hazard function ( , )t zλ  representing the 
probability of an event (such as attrition) at time t , given the covariates z .  
The model is given by 
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 ( ) ( )0, zt z t e βλ λ ′= , 
where 0( )tλ  is the baseline hazard.  This technique is used to determine the 
sequence of product acquisition over a customer’s lifetime, and thus the next 
purchase probability.  The demographic covariates used were age, gender, 
neighbourhood classification and marital status.  Typical covariates used by 
practitioners are far more extensive when sourced from a customer database 
complete with behavioural information.   
The use of survival analysis for determining the next product purchase suggests 
a framework for analysis that Harrison and Ansell have not explored further.  
That framework would determine, for each possible combination of product 
and customer, the probability that a specific product would be purchased next, 
and the expected time to purchase of that product, using the Cox proportional-
hazards model.  Although the authors introduce retention initiatives, the 
applications that such a framework would suggest are cross- and up-selling 
products to existing customers at the appropriate time. 
One of the problems rarely addressed – in either the scholarly or professional 
literature – is how the modelling process should be embedded within the KDM 
process, and how the outcomes from modelling activities should be used.  
Hirschowitz (2001) proposes that complex models be automated within the 
data warehouse, exporting the models to a marketing application.  This leads to 
two further possibilities: ‘off-line scoring’ or ‘just-in-time’ scoring.  Scoring is 
the process by which predictive models, which may have been developed on a 
sample of customer records, are applied to a population to give estimates of 
parameters, such as the probability of responding to a treatment.  This is done 
by gathering the required data and applying an algorithm to produce one or 
more final values.   
A number of authors approach the predictive modelling process as part of an 
overall KDM process, or use predictive modelling as a more sophisticated 
method of targeting for a single campaign. 
Ling et al. (1998) approaches the single-campaign problem in a number of 
steps.  Appending geodemographic data enhances a database suitable for direct 
marketing.  It is then split into training and test sets, and predictive models are 
built on the training set.  Once the models are evaluated, using gains charts and 
receiver operating characteristic (ROC) charts, the best model is used to score 
the remainder of the database.  The authors do not extend beyond the domain 
of predictive modelling into broader issues of marketing. 
Grossman et al. (1999) proposes a predictive modelling process, shown in 
Table 11–1. An explicit refinement loop is included to ensure that learning 
takes place.  However, there needs to be some systematic experimentation and 
model application in a marketing environment to allow refinement to be 
effective. 
Step C-3 in the process model of Grossman et al. could be replaced by an 
enhanced version of D-1 (integration), where algorithms are integrated into 
other systems to generate scores on a regular basis for continuous KDM.  This 
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may be done via a decision engine (see Chapter 10).  Application can be done 
as part of integration, where the decision engine applies scores for differential 
treatments. 
Grossman et al. highlight the importance of tracking meta-data as part of the 
modelling process.  This enables knowledge of which models apply to which 
products and treatments to be disseminated to marketing users and model-
building analysts. 
Table 11–1 Data mining process for predictive modelling (Grossman et al., 
1999) 
Phase Step Process 
Data warehousing A-1 Prepare, clean and transform data 
 A-2 Data warehousing: create data repository 
for modelling 
 A-3 Final EDA and variable selection 
Data mining B-1 Compute derived attributes 
 B-2 Sampling and partitioning: selection of a 
training data set 
 B-3 Build models 
Predictive modelling and scoring C-1 Validation of predictive models 
 C-2 Selection of final predictive model(s) 
 C-3 Application of models (‘scoring’) 
Integration D-1 Integrate scores into other systems 
(‘deployment’) 
 D-2 Incorporate data from other systems into 
warehouse 
 D-3 Prepare new and updated learning sets 
Refinement E Validate, prepare reports and repeat 
 
Several authors have extended predictive modelling, from modelling of the 
probability of responding to a treatment only, to include the subsequent value 
of that response, as explored further in Chapter 7 and Chapter 10.  Masand and 
Piatetsky-Shapiro (1996) explore strategies to account for customer value, 
beyond improving accuracy in predictive models.  Use of a customer-specific 
value model, given response, is shown to have significant benefits over using a 
response-model-only approach. 
Extending the ideas of Masand and Piatetsky-Shapiro, Apte et al. (2001) assert 
that predictive models are more effective when used in conjunction with 
customer segmentation.  Modelling is done specifically for each segment.  In 
their example, a decision-tree approach is combined with domain expertise, to 
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derive a segmentation that is shown to be sub-optimal.  Proprietary software is 
used to build models and derive segmentation simultaneously. 
While this approach sounds attractive, the authors give no details on the 
algorithms used.  Combining segmentation and modelling in this way means 
that the resulting segmentation will be aligned with the response variable used 
in model building, and such segmentation may not generalise well to other 
applications. 
Although a common goal of knowledge-driven marketing has been “one-to-one 
marketing” (Newell, 1997; Peppers and Rogers, 1997), marketers may find it 
useful to group their customers into segments.  Segmentation can be based on 
one or more measurable customer attributes.  Common segmentation groups 
include age–income, recency–frequency–monetary value (RFM), profitability–
customer need and risk–revenue, as well as more sophisticated techniques 
using statistical methods (Brusco et al., 2003; Jonker et al., 2002a; Jonker et 
al., 2002b; Verhoef et al., 2003; Weinstein, 2002) or data fusion (van der 
Putten et al., 2001; van der Putten et al., 2002).   
On the whole, predictive modelling for KDM in the literature is not focused on 
integrating the modelling component into KDM.  While there is focus on 
improving the accuracy of predictions of take-up and value, little attention is 
paid to strategies for streamlining predictive modelling to support the increased 
information that KDM demands. 
11.3 Integrated Role of Predictive Modelling 
Predictive modelling is an integral part of KDM.  It is used to make selections 
for a treatment to be applied and to determine the decision criteria for resource 
allocation decisions.  Table 11–2 shows the different phases of the KDM 
model, linking them with steps in predictive model building and to phases in a 
predictive modelling process. 
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Table 11–2 Role of predictive modelling and the KDM model 
KDM Model Phase Predictive 
Modelling Phase 
Steps in Predictive Model Building and Application 
Knowledge Base Model building • Data exploration: modelling of likely behaviour, 
next best products and channel preferences 
• Product take-up propensities 
• Modelling to predict and augment CLV 
calculations 
• Combining customer data with external data 
sources, including market research and 
geodemographics 
• Selection models 
Experiment Preparation for 
model building 
• Data collection for the building and refinement of 
predictive models 
Enact Model application • Opportunistic campaigns: provision of the next 
best action via model scoring and model 
refinement 
• Individual targeting based on propensities and 
CLV 
• Allocating treatments and customers 
• Quantifying decision criteria 
• Evaluation of decision criteria 
• Collection of data for use in model building 
Response tracking Data collection • Data collection for the building and refinement of 
predictive models 
Evaluate Refinement • Comparison of projected change in CLV with the 
actual change in CLV realised 
• Model evaluation and refinement based on 
responses received and subsequent individual 
behaviour 
• Combining treatment-specific response behaviour 
with the models used for selection 
 
Predictive modelling plays an important role at each of the three levels of the 
KDM process.  At the program level, predictive modelling is used to predict 
likely behaviours as inputs to the ‘plan’ phase.  At the campaign level, 
predictive models are used to predict take-up and value to aid selections and 
decision criteria.  Models are refined based on responses observed.  At the 
treatment level, predictive models predict the likely response to treatments.  
For continuous KDM, models are used to re-score the data as new information 
becomes known. 
The role of predictive modelling links with the Critical Success Factors from 
section 5.4  as shown in Table 11–3. 
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Table 11–3 Evaluation of the links between predictive modelling and 
planning in KDM and the CSFs 
Critical Success Factor How CSF is Addressed by Predictive 
Modelling 
1. Senior management support 
 
Organisations who are committed to 
knowledge-driven marketing rely on 
predictive models to aid in planning, 
decisioning and segmentation. 
2. Organisational learning Organisational learning facilitates the 
building and refinement of predictive 
models. 
3. Integration Predictive modelling is a key component 
to be integrated in KDM. 
4. Links between analytics, IT and 
marketing 
Predictive models are developed by the 
analytics area, implemented by IT and 
used by marketing to make selections. 
5. Measurable and quantifiable business 
benefits 
Predictive models have been shown to 
deliver business benefit in a number of 
applications, including marketing and 
credit risk applications. 
6. Adoption in operations and culture Predictive models must be adopted in 
direct marketing and opportunistic 
marketing to provide business value. 
7. Support planning and resource 
allocation 
Predictive modelling aids resource 
allocation and planning by predicting the 
behaviour of customers and prospective 
customers for a given period. 
8. Customer value Predictive modelling supports the 
development of customer-level models of 
value, allowing organisations to identify 
the drivers of value. 
9. Streamlining Integration of predictive modelling into 
the KDM process leads to greater 
efficiency and effectiveness of 
marketing. 
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11.4 Predictive Modelling Issues and Requirements 
11.4.1 Predictive Modelling Requirements in KDM 
There are particular requirements for predictive modelling in KDM that are 
different from other types of predictive models and data mining applications.   
Models must be associated with a product or treatment, and need to link to an 
appropriate unit of analysis, such as individuals or households.  This is required 
so models can be used to assist selections for applying treatments. 
The modelling process must be streamlined to ensure that the required volume 
of models can be produced without requiring many human modellers.  
Automation of the application of models is essential to score databases without 
human intervention.  Automated model monitoring is essential to maintain the 
performance of models.  In some contexts, the automation of updating and 
refinement is desirable, such as when new observations of response and value 
are continually being made.   
There must be understanding with those who will use the models – such as 
marketing analysts making selection – as to what constitutes ‘good’ and ‘poor’ 
selections from the model; the dissemination of information and knowledge is 
vital.  Alternatively, a decision engine may determine model selection, as 
described in Chapter 10. 
The modelling process must be integrated within other KDM processes: the 
targeting, evaluation and resource allocation processes must all communicate 
and share data.  This ensures that optimal selections and allocations are made, 
and that optimal models are built.  The performance of models must be 
quantifiable, so that decisions based on model outputs can be optimised. 
Models in KDM are used repeatedly to support ongoing initiatives, including 
continuous KDM and opportunistic marketing.   
The subsections below identify the requirements for data and integration for 
predictive modelling. 
11.4.2 Data Requirements 
There are a number of particular data requirements for models in KDM. 
A data repository, possibly separate to the data repository used for campaign 
marketing, is required for building of models.  Take-up and value models 
should be built using data observed at a point in time before the outcome is 
realised.  Data at historical points in time are required for the best models to be 
built: ‘observation-and-outcome’ data.  A ‘snapshot’ is made of all applicable 
customer data at a point in time – the ‘observation’.  After an appropriate 
period has elapsed from the snapshot, the ‘outcome’ is observed – for example 
the purchase of a new product.  The provision of ‘observation-and-outcome’ 
enables ‘propensity-to-take-up’ models rather than ‘propensity-to-have’ 
models.  This is particularly relevant for financial services, where the purchase 
of new products alters customers’ subsequent behaviour and financial balances. 
A PARADIGMATIC APPROACH TO MANAGING COMPLEXITY IN KDM 
224 
A common set of input variables for modelling is required to speed up variable 
selection.  However, it may still be necessary to have access to the full range of 
variables for some models.  
Non-customer models require externally available data as input variables.  
These must integrate with the organisation’s own data to define the behaviour 
to be modelled. 
11.4.3 Integration Requirements 
For one-off and batch campaigns, integration is a minor issue, overshadowed 
by the issue of selecting a cut-off score.  A poor use of the model may result in 
too many individuals being selected, leading to a poor V∆  (i.e., CLV 
increment) and large expenditure.  If too few are selected, expenditure is lower 
while V∆  is tantamount to an unrealised opportunity.  Common methods of 
addressing this requirement include 
• Selecting the top n individuals to suit a total budget.  This approach 
doesn’t account for differential potential value or V∆  figures for 
different respondents with the same probability of response 
(Bhattacharyya, 2003; Masand and Piatetsky-Shapiro, 1996; Muus et 
al., 2002; Spring et al., 1999). However, it is robust to poor calibration 
of model outcomes with actual performance, as the ranking of 
individuals only is used to select the cut-off. 
• Using the response and value information in conjunction to select the 
best cut-off.  This approach allows for differential response probability 
and value; however, it relies on good calibration between the response 
and value models, and care needs to be taken to ensure that one model 
does not dominate over the other. 
• Selecting models based on performance at a particular cut-off score, 
using measures of performance such as gains charts, ROC (receiver 
operating characteristic) curves, confusion matrices and classification 
error rates. 
It may be the case that selecting the optimal cut-off score and the optimal 
model are inter-related.  The model that performs best at the 50th percentile 
may be a different model to that which performs best at the 90th percentile.  In 
this case, the selection of model and the cut-off score to use with that model 
may be an iterative process. 
For continuous KDM, integration within the KDM process is of more 
importance, and the question of cut-off may not be as important.  At each 
selection or customer interaction opportunity, modelling outcomes must be 
available.  For opportunistic KDM, predictive models may determine which 
treatments are allocated, either in batch mode or dynamically – examined in 
more detail in Appendix E.  For continuous batch KDM, several selections 
using predictive models need to be made at different times. 
11–PREDICTIVE MODELLING 
225 
11.4.4 Streamlined and Automated Modelling 
Streamlining of the model-building process is required to produce models in 
the quantities demanded by KDM. 
There are a number of barriers to streamlined modelling.  The CRISP-DM 
process (CRISP-DM Consortium, 2004) details a number of steps in the 
modelling process.  Some of those steps that pertain to modelling are: 
• Definition of outcome 
• Data processing and assembly 
• Data transformation 
• Missing value imputation 
• Variable selection 
• Sampling and partitioning into train, test and validation sets 
• Modelling technique selection 
• Model building 
• Model evaluation 
• Model deployment 
• Model review and refinement 
• Model understanding 
Some of the steps lend themselves to automation (such as variable selection), 
while others require manual supervision (such as defining the outcome). 
To enable models to be built easily, certain modelling parameters must be 
specified.  These parameters include 
• the desired level of prediction (the unit of analysis), e.g., non-customer, 
customer, account, household or segment 
• the data sources to be used 
• the definition of the outcome to be modelled, including examples of the 
behaviour that the model is trying to predict, examples of the behaviour 
that the model is trying to avoid, records that cannot be classified at the 
time of observation and ineligible records for which the proposition or 
model is inappropriate 
• the definition of what sample of records is to be used for model 
building, including the time period for the identification of behaviour, 
and the minimum sample size required before models can be developed 
• design information relating to previous treatments applied: treatment 
levels, random or control cell information and information on blocking 
and stratification, product and treatment 
• the definition of the input variables to be included.  The modelling 
process should include a variable selection process; however, the 
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provision of unnecessary data may cause modelling to take longer than 
necessary 
• snapshots of the required data at the appropriate point in time 
A streamlined model-building process must consider when to update models 
that have already been built.  By comparing a model’s current performance 
with previous performance, it can be determined whether the model should be 
rebuilt.  This includes defining the target variable and the superset of input 
variables to be presented to the variable selection phase, merging of data from 
different sources, transforming and aggregating to the appropriate unit of 
analysis. 
Another barrier to streamlined modelling is the process of gathering data.  For 
a new product or a treatment that has not been previously applied, it is 
intuitively appealing to follow the process shown in Figure 11–1.  However, 
one advantage that a new product or treatment has is being first to market, and 
the process depicted in Figure 11–1 can be lengthy. 
 
Test campaign
Broad selection
Evaluate 
responses
Rate and value
Build 
predictive 
models
Rollout best 
treatment
Targeted 
selection
 
Figure 11–1 The test-and-rollout process 
 
This is especially true where evaluation of the value of the response may take a 
long time, as is the case with credit card acquisition campaigns, where 
delinquency (behavioural) scorecards are not built until a cardholder’s account 
is 12–18 months old.  This should not stop attempts at value prediction being 
done at the earliest possible opportunity using modelling techniques.  
Organisations may be better served by using the best information available to 
make the initial selection, and seeking better information over time.  Market 
research and other external data sources can be an excellent source of quick 
information. 
Each of the stages in model development has particular requirements that need 
to be taken into account with any streamlining of modelling processes. 
• Definition of outcome: Definitions of what criteria define the outcome 
being sought (‘positive’), the behaviour being compared to (‘negative’), 
and which individuals the models can be applied to, need to be made before 
any model building can take place (‘eligible’).  These definitions need to 
recognise the processes by which individuals may belong in the positive, 
negative or ineligible classes. 
• Data processing and assembly: A single source of data for the building of 
predictive models must be available, containing the universe of variables 
and criteria for modelling at different points of time.  External data can be 
added to the data repository, if required. 
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• Data transformations: Data transformations may be performed as part of 
building the modelling data repository, and then made available to the 
modelling techniques to be used. 
• Missing data imputation: For many modelling techniques, missing data 
can pose problems.  One approach is to impute the values of some 
variables, and use the imputed values in building models.  Methods for 
imputation may include using the mean, median, mode or other constant 
value where the value is missing.  This may be combined with a binary 
variable that records whether the value is imputed or observed.   
• Variable selection: Variable selection is required to present a subset of 
available variables to the modelling technique for model building.  
Presenting a subset of variables can lead to quicker model building, quicker 
model application and more stable models.   
• Sampling and partitioning: Sampling and partitioning is required to 
ensure that a representative data set is made available for model building, 
testing and evaluation.  Typically an extract is made from the modelling 
data repository.  Requirements for sampling and partitioning do not differ 
greatly for different techniques. 
• Modelling technique selection: The modelling technique is selected 
according to a number of factors, the most important of which is the type of 
outcome to be predicted.  Not all modelling techniques predict all types of 
outcome: binary, continuous and categorical. 
• Model building: Model building is most easily done using a single data 
repository containing all available variables.   
• Model evaluation: Criteria by which to evaluate models must be defined.  
Models are typically evaluated using the validation data set. 
• Model deployment: Variables used in the building of the model need to be 
present at the observation point – it is usually practical to have all 
modelling data repository variables available at both the observation and 
the outcome points.  Data transformations used in model building either 
need to be replicated in the modelling data repository or included in the 
scoring algorithm. 
• Model review and refinement: There are different approaches to model 
updating when required:   
− Models can be re-weighted using the same variables, based on new, up-
to-date information.  This approach works well if there are no new 
variables to consider. 
− Models can be re-built using a more extensive, but still well defined, 
data set to include new variables, as some important variables may not 
have been available when the original model was built 
− Models can be re-built using the superset of variables that was used in 
the variable selection phases for the original model.  This is useful 
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where there was little historical data available for model building 
originally 
11.5 Approaches to Increasing the Efficiency of Predictive 
Modelling Process 
The predictive modelling process can take many weeks of an analyst’s time 
(CRISP-DM Consortium, 2004).  This time is typically spend collecting the 
data, manipulating and transforming it into the required format, selecting 
variables, building and evaluating models, and evaluating the likely 
performance of the scored population.   
However, to support KDM using CLV given a marketing action, many models 
are required for the treatments and products offered by an organisation. 
Inefficient model-building processes are not likely to meet the demand for 
models.  To address this, a number of approaches are proposed that increase 
the efficiency of building and deploying predictive models. 
The techniques that are explored are given below. 
1. A purpose-built data mart using the ‘traditional’ predictive model building 
process 
2. Decision tree modelling used to produce quick, understandable models 
3. MOSAIC–Pixel to produce multiple models 
4. Naïve Bayes that uses multiple instances of marginal information 
5. Nearest neighbours for development of models 
6. Clustering and directed association rules 
11.5.1 Improving Modelling Efficiency  
Each of the techniques explored will use a variant of the standard process as 
outlined below.  This process is based on CRISP-DM (CRISP-DM 
Consortium, 2004). 
1. Data processing and assembly.  A universe of variables is selected to 
form the basis for modelling. The variables used may include 
geodemographic, demographic, behavioural, product holdings, payment 
status and external variables. 
2. Definition of outcome.  A number of response variables that represent 
different outcomes, such as responses or product take-up, are selected.  
These should range from common variables to those that have few positive 
instances or categories. They should also include categorical responses, 
binary responses and continuous responses.  They form the responses for 
the training and validation sets. 
3. Data transformations.  Depending on the technique to be used, variables 
are aggregated, their missing values imputed, and transformed.  
4. Missing data imputation.  Depending on the technique, missing values in 
the covariates may be replaced by estimates. 
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5. Variable selection.  For a data mart that facilitates the building of good 
models, a subset of variables should be used.  There are many techniques 
for selecting variables, including stepwise regression and tree-based models 
in common use. 
Univariate variable selection can be performed, using 2χ  and other 
‘goodness-of-fit’ tests to examine the relationship between the response 
and input variables. While generally effective and in common use, 
univariate variable selection ignores the possibility of interactions, and 
often non-linear relationships.  Techniques that explore interactions and 
non-linearity, such as multivariate adaptive regression splines (MARS), 
may be used, explicitly incorporating interactions and non-linear effects via 
generalised cross-validated splines.  Ripley (1996) suggests using decision-
tree algorithms to identify variables. 
When multiple response variables are being used, each response variable 
may have a different set of input variables associated with it by any of these 
methods.  A union of all input variables identified for all response variables 
should be used to form the training, test and validation data sets. 
To some extent, variable selection is partially performed when building the 
modelling data repository.  Some techniques, such as MOSAIC–PIXEL 
(see section 11.5.2.3), will already have selected the most appropriate 
variables across a wide range of outcomes, while tree-based methods 
automatically perform variable selection. 
6. Sampling and partitioning. Sampling techniques are used to create 
training, test and validation data sets from the population.  Stratified 
samples may be used if desired.  Too large a training set can affect the 
efficiency of model building, while too small a sample set may not provide 
sufficient examples to formulate robust models. 
7. Modelling technique selection. The modelling data repository is available 
to all techniques, while naïve Bayes (see section 11.5.2.4) assumes the 
technique to be used.  For MOSAIC–Pixel, models may be built using a 
range of techniques.  Tree-based techniques are flexible across different 
types of outcome.   
8. Model building.  The model is built and the relevant parameters 
determined. Naïve Bayes models are built by multiplying the univariate 
marginal indices of selected variables.  MOSAIC–Pixel models estimate 
cell probabilities and means using regression techniques. Nearest 
neighbours models are built by voting via k -nearest neighbours for 
categorical outcomes, and the mean of k -nearest neighbours for continuous 
outcomes. 
9. Model testing and evaluation. Performance of each of the models 
corresponding to the response variables is judged by confusion matrices 
and error rates for classification, and ‘goodness-of-fit’ measures for 
continuous response variables.  If alternative variable sets have been used 
to build models, then these are also evaluated by comparing the alternatives 
with the ‘full’ variable set models. 
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10. Model deployment.  Models are applied to population data sets – large 
populations and large numbers of models can lead to problems. The 
predictions made by the models are implemented in campaigns, selections 
and differential treatments. 
11. Updating the models. The modelling set will not need to be updated at 
frequent intervals, unless models are continually being built.  Individual 
records may be added, or changed due to changes in an individual’s status.  
For major changes, such as addition of completely new products, the entire 
process should be repeated. 
12. Model understanding. One of the criticisms levelled at some types of 
classification and estimation techniques is that it can be difficult to 
understand how the input variables affect the predicted response.  In a 
KDM context, it is important, when designing offers, to appeal to the 
individuals selected and answer customers’ queries as to why they were 
selected. 
Each of the streamlining techniques outlined above is examined in more detail 
in the following sections. 
11.5.2 Setting Up Modelling Approaches for Streamlining 
Each of these approaches is explored in terms of how to set up the modelling 
data repository, and how to build models using the approach, once the 
repository is ready. 
11.5.2.1 Using ‘Traditional’ Model-building Processes with a Purpose-
built Data Mart 
In this approach, the data mart is pre-built to hold the input and response 
variables required for modelling, including geodemographics, behaviour 
usage, spending, product holdings, interactions, communications, channel 
preferences and market research information.  The variable transformation 
and selection steps are already performed to some degree, and the results 
held within the data mart.  Snapshots are taken periodically to deliver data 
that relates to specific points in time, allowing modelling of product take-
up and attrition.  Modelling results are stored in the data mart to allow 
comparison of CLV estimates over multiple products for individuals. 
The data mart approach gives model builders flexibility, in that there are no 
restrictions on the modelling technique that can be used, and a wide range 
of data will be available. 
However, model development may still be cumbersome, as a variable 
selection step will be required.  To maintain flexibility, the range of data 
included in the data mart needs to be sufficiently flexible to support a wide 
range of business problems, and, by definition, not all data available from 
the business will be available for modelling. 
The data mart approach requires that meta-data be available for each 
model.  This includes  
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• the accompanying treatment, product, channel or behaviour that the 
model applies to 
• eligibility criteria for model deployment – to which customers does the 
model apply 
• the covariates and response variables used 
• the scoring algorithm used – that is, how to apply the model 
• estimated performance metrics from the hold-out set3 or cross-
validation as part of the model-building process – these can be stored 
and compared as models are applied, so that performance may be 
perpetually monitored 
The modelling process uses an industry standard, such as CRISP-DM.  
These processes may be slightly modified, data sources identified, some 
variable selection performed and data transformations undertaken as part of 
the data mart definition. 
11.5.2.2 Decision Tree Modelling 
Decision tree models are useful for finding key segments, by using shallow 
or partial trees, and also as a classifier in their own right, using pruned, 
complete trees.  They can be particularly powerful when combined with a 
data mart approach, as in the previous section, and used for variable 
selection. 
The advantages of decision tree models are many.  Compared with 
alternative predictive modelling approaches, less model checking and 
diagnostics are required, as decision tree models are largely free of 
distributional assumptions.  Variable selection is performed automatically 
by the algorithm used, as generally the dominant (most predictive) variable 
is used for splitting at each node. 
Decision tree methods are robust.  They tend to handle missing data and 
conditional4 data well, and most algorithms work with a variety of types of 
target variables: binary, ordinal, nominal, continuous and survival (time to 
failure), for example.   
Trees are also useful for disseminating information to areas of an 
organisation outside analytical teams.  Shallow trees are easy to understand 
for non-analytical staff.  ‘If–then’ rules derived from decision trees are 
easily converted to code that can be implemented by IT for scoring of the 
data repository, as they can be implemented in most computer languages. 
Some organisations prefer to use small trees with 3–4 levels.  Small trees 
do not require substantial data, they generalise well and they reduce the 
                                                 
3
 A hold-out, or test, set, is a randomly selected data set that is not used for developing the 
model. 
4
 An example of conditional data is where only those customers with a credit card will have an 
‘average credit balance’ field populated. 
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variable selection to a few key variables only. This approach is preferred by 
some organisations, due to the simplicity of building and understanding 
trees, and the ease of communication between modellers and marketers. 
However, there are some disadvantages.  Decision tree techniques are 
inherently data hungry and require large data sets for the best results – each 
level of the tree splits the data further.  Techniques for combining trees, 
such as bagging (Breiman, 1994) and boosting (Freud and Schapire, 1995), 
improve the performance of trees, and reduce their requirement for data at 
the expense of simplicity, so are not as readily understood, or easily applied 
to the data repository.  Easily understood trees are often poor predictors, 
and trees that predict well are often less easily understood. 
11.5.2.3 MOSAIC–Pixel Models 
This technique uses a combination of geodemographic variables, referred to 
as  ‘Pixel’ (Farr and Webber, 2001).  MOSAIC is a geodemographic 
classification system used in many countries (Experian, 2004).  Pixel 
typically consists of a combination of demographic variables, but can 
include product holdings and behavioural variables. 
Typically, five to six variables are used in Pixel, and each variable is 
discretised into between two and eight bins.  Each unique combination of 
the different bands that an individual can take is given a different number, 
called a ‘Pixel code’.  For example, for the three variables age, income and 
gender discretised into 5, 5, and 3 bins, respectively, there would be 
5 × 5 × 3 = 125 distinct Pixel cells, each with a unique Pixel code ranging 
from 1 to 125. 
The geodemographic variable and the Pixel variables are arranged in a 
virtual grid.  In our example above, if the geodemographic variable had 40 
classifications, the grid would then have 40 × 125 = 5000 cells.  Each of 
these cells represents a particular combination of variables.  The variables 
for Pixel are selected to be generally predictive for several response 
variables. 
Modelling techniques that can be used on MOSAIC–Pixel grids include 
generalised linear model families such as logistic and linear regression, 
generalised additive models and neural networks. 
MOSAIC–Pixel techniques have a number of advantages.  Multiple models 
may be developed on the same MOSAIC–Pixel variables.  Because 
variable selection is performed as part of constructing Pixel, subsequent 
model development is quick.  Models built using MOSAIC–Pixel can be 
used directly or as an input to further models that include additional input 
variables.  Models built on one population can be applied to a separate 
population – matching is done at the MOSAIC–Pixel cell level rather than 
the level of an individual or household.  The grid concept allows the 
modelling of interactions and correlations, which may be difficult and time 
consuming with standard regression techniques if there are high-order 
interactions, and ignored by naïve Bayes techniques.   
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There are implementation advantages with MOSAIC–Pixel techniques.  
Large volumes of data can be modelled and scored, and large numbers of 
models can be developed quickly.  Aggregated results at the MOSAIC–
Pixel cell level are used, rather than customer-, product- or transaction-
level data. The problems of the information explosion for data mining (van 
der Putten et al., 2001) can be avoided. 
MOSAIC–Pixel grid techniques may be used in stratification and defining 
the current state for reinforcement learning, response surface methods and 
campaign design. 
The disadvantages of the MOSAIC–Pixel technique are that a subset of 
variables is considered for each model.  Including additional variables in 
MOSAIC–Pixel models may lead to substantial performance 
improvements. 
11.5.2.4 Naïve Bayes 
The approach with naïve Bayes can be quite different to the others, as 
scoring can be done via marginal (univariate) profile distributions rather 
than unit record data.  In the same way that the MOSAIC–Pixel method 
uses aggregated data, so does the naïve Bayes method.  This has the 
advantage that any data source, including market research data, can be 
used, as long as the variable in question is available for scoring, and the 
data sets have some variables in common. 
11.5.2.5 Clustering and Unsupervised Learning 
Another method of multiple modelling is to find clusters that encompass 
the bulk of variation.  This can aid in enabling analysts, marketers and the 
broader organisation to understand their customers better, and as a first-
level input to further modelling. 
The aim of cluster analysis, in a predictive modelling context, is to develop 
a new categorical variable that encapsulates the bulk of the variation 
between individuals on a database.  This variable can then be used 
• as a first step in modelling  
• as a segmentation tool to aid communication and understanding of 
different individual behaviours and product holdings 
• to provide an internal ‘unit of currency’ to be used for strategic 
planning, new product development and market research 
11.5.3 Streamlined Building of Predictive Models 
Once the modelling data repository has been developed and the parameters of 
the models detailed, the environment is ready for streamlined model building.  
The process for each technique is compared with the generic process described 
in section 11.5.1. 
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11.5.3.1 Using ‘Traditional’ Model-building Processes with a Purpose-
built Data Mart  
In this approach, a data mart is built to support modelling.  To streamline 
the model building process, some variable selection and transformation is 
performed, and made available at specific points in time to facilitate 
modelling.  This approach is still flexible, allowing any predictive 
modelling technique to be used. 
1. Data processing and assembly.  A universe of variables is selected to 
form the basis for modelling. These can include geodemographic, 
demographic, behavioural, product holdings, payment status and 
external variables.  The population to be scored should be made 
available in the modelling data mart. 
2. Definition of outcome.  Common outcomes are defined, and made 
available as part of the data mart.  These may include product holdings, 
product take-up, product cancellation, product value, customer revenue 
and customer attrition. 
3. Data transformations.  Variables are aggregated, and their missing 
values imputed, to streamline the model-building process.  
4. Missing data imputation.  This step may be required, depending on 
the technique to be used. 
5. Variable selection. Depending on the technique to be used, variable 
selection is performed as in section 11.5.1.  For a data mart that 
facilitates the building of good models, a subset of variables should be 
used.   
To some extent, variable selection is partially performed in building the 
modelling data mart.  Some techniques, such as tree-based methods, 
automatically perform variable selection. 
6. Sampling and partitioning. Sampling techniques are used to create 
training, test and validation data sets from the population, as in section 
11.5.1.   
7. Modelling technique selection. The modelling data mart may be used 
by most predictive modelling techniques. 
8. Model building.  Models are built by selecting the required outcome 
and the selected variables and applying the relevant modelling 
algorithm against the training data partition.  
9. Model testing and evaluation. Models are evaluated as given in 
section 11.5.1. 
10. Model deployment.  The algorithm developed in step 8 is applied to 
the population to be scored.  The algorithm or scores may need to be 
made available to other applications. 
11. Updating the models. As for section 11.5.1. 
12. Model understanding. As for section 11.5.1. 
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11.5.3.2 Decision Tree Models 
In this approach, decision tree models only are used against a modelling 
data repository. 
1. Data processing and assembly. The universe of variables is selected 
as for section 11.5.1. 
2. Definition of outcome.  Outcomes are selected as for section 11.5.1. 
3. Data transformations. Variable transformation is not a major 
requirement for decision tree methods, as the algorithms tend to be 
robust to different data types.  However, categorical variables with 
many categories (more than 30) may need to be grouped for some 
techniques to work well.  
4. Missing data imputation.  This step is not required for tree-based 
models. 
5. Variable selection. The subset of variables to be used in a specific 
model is automatically selected by the algorithm being used. 
6. Sampling and partitioning. Sampling and partitioning is done as in 
section 11.5.1.   
7. Modelling technique selection. Tree-based models only are used with 
this approach. 
8. Model building. Trees are grown using one of the many algorithms.  
At each level of the tree, a variable split is made to maximise a measure 
of discrimination.  Common measures include the 2χ  statistic, Gini 
coefficient, twoing and entropy (Salford Systems, 2004).  Each branch 
of the split forms a new node, which is then split until stopping criteria 
are reached. 
9. Model testing and evaluation. Models are evaluated as given in 
section 11.5.1. 
10. Model deployment. One of the advantages of decision tree methods is 
that models may be applied to data sets simply, via ‘if–then’ rules.  
These can be applied using common tools such as SQL and C++, rather 
than requiring integration of existing databases with modelling 
applications.  Scoring is then a case of applying the rules to the 
database in question.  
The ‘if–then’ rules determined in Step 8 are applied against the data 
repository as new observations are made. As the outcome of decision 
tree models can be represented as a series of hierarchical segments, a 
series of flags can be recorded against each individual, denoting the 
status of membership in a segment.  By flagging individuals’ 
membership status in multiple segments, corresponding to different 
response variables, the correlations between segments and individuals 
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can be analysed by techniques such as cluster analysis, to combine 
single-outcome segments into more generic segments. 
11. Updating the models. As new observations are made, decision tree 
models can be updated in one of two ways.  The first is to update the 
predictions made for nodes of the tree on the new observations that 
correspond with each node.  The second is to re-build the trees. 
12. Model understanding. One of the advantages of decision trees is that 
they are easily understood.  This is especially the case with shallow 
trees of four levels or less.  For this reason, smaller trees may be 
preferred to large trees, even though they may be less accurate. 
11.5.3.3 Nearest Neighbours 
In the nearest neighbours approach, a data repository consisting of example 
cases is maintained.  Models are developed by matching individuals to be 
scored with example cases, and observing the outcomes of the example 
cases. 
1. Data processing and assembly. As nearest-neighbour techniques 
typically work via (Euclidean) distance (Ripley, 1996), continuous 
variables need to be transformed, and discrete variables converted to 
contrasts, so that distances may be readily calculated.  Alternative 
measures of dissimilarity may be used to include binary, nominal and 
ordinal variables more readily (Kaufman and Rousseeuw, 1990). 
Distance calculations may also take into account weights for the 
different variables, as well as different observations. 
2. Definition of outcome.  Outcomes are selected as for section 11.5.1. 
3. Data transformations. Variable transformations should be made for 
this method to ensure that distances can be calculated for all cases. 
4. Missing data imputation.  Missing data should be imputed as part of 
the distance calculation. 
5. Variable selection. Some variable selection can help to ensure that the 
distance calculation is performed on relevant variables only. 
6. Sampling and partitioning. Sampling and partitioning is done as in 
section 11.5.1; however, the training data set may not be required.   
7. Modelling technique selection. Nearest neighbour techniques only are 
used with this approach. 
8. Model building. The next step is to determine the generally appropriate 
value of k  to use for k -nearest neighbours.  Although 1k =  has many 
desirable properties in terms of classification performance, it does not 
allow ranking of individuals along an attribute (‘scoring’).  For this, k  
needs to be higher.  Odd values of k are often preferred as they 
eliminate the possibility of ties for classification problems.  Larger 
values of k  allow an estimate of prediction error for regression 
estimates from k -nearest neighbours ( k -nn) to be given. 
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Regression estimates can be provided by ( k -nn), by calculating the 
mean of the value of the 1k >  nearest neighbours: 
( )
1
ˆi kj K iy yk ∈
= ∑ , 
where ( )K i  is the region of k -nearest neighbours for observation i . 
For 1k = , ˆ ; (1)i jy y j K= ∈ , that is, the value of the (first) nearest 
neighbour. 
Once suitable predictions have been made, the number of observations 
retained in the training set may be reduced by using the multi-edit 
procedure (Ripley, 1996).  One of the disadvantages of the ( k -nn) 
procedure is that all training observations are used for all predictions.  
Using multi-edit can reduce the number of observations required in the 
training set by eliminating those that do not contribute to a decision. 
For each of the m  response variables, multi-edit selects a subset 
{ } { }, 1,i i m′ ⊂ =x x K  of the observations { }x . 
The final set of data to be used is  
{ } { }
1, ,
i
i m
∗
=
′=x x
K
U  
 
9. Model testing and evaluation. Models are evaluated as given in 
section 11.5.1. 
10. Model deployment. The training set becomes the modelling set for the 
( k -nn) procedure for the purposes of scoring.  For classification 
response variables, prediction is performed by finding the k -nearest 
neighbours to each observation.  If 1k > , the proportion of neighbours 
of that class versus all other classes gives an estimate of probability.  
For continuous response variables, the mean value of the k -nearest 
neighbours is taken.  
For the ( k -nn) technique, models are implemented as follows.  The 
reduced training set developed in step 8 is stored in the data repository, 
with only those variables required from step 5 stored.  When a new 
observation needs to be scored, the distances between the new 
observation and all observations in the training set are calculated, using 
the reduced variable set from Step 5.  Predictions are made, as 
appropriate, using the k -nearest neighbours.  This may be cumbersome 
and time consuming. 
11. Updating the models. As new observations are made, they are added 
to the set of examples. 
12. Model understanding. One of the advantages of the nearest-
neighbours approach is that examples are presented to the user, aiding 
understanding.   
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11.5.3.4 MOSAIC–Pixel Techniques 
With MOSAIC-Pixel techniques, a combination of variables that best 
predicts a range of outcome is selected.  This combination of variables will 
be used for all models built.  Rather than being built at an individual or 
household level, MOSAIC–Pixel models are built at a small cell level. 
1. Data processing and assembly. When building the universe of 
variables to use in MOSAIC–Pixel, two dimensions are required: the 
first will be the geodemographic clustering variable, such as MOSAIC, 
and the second will be a combination of demographic and product 
attribute variables.  The Pixel variables may be of different units of 
analysis: individual, household and neighbourhood for example.  The 
rest of the selection procedure continues as in section 11.5.1. 
2. Definition of outcome.  Outcomes are selected as for section 11.5.1. 
3. Data transformations. Each variable must be discretised into a small 
number of bands, such that their predictive power is not diminished 
compared with the number of bands.  This is true for both continuous 
and discrete variables.  Individual bands must be well populated, and 
approximately equal in size for the population. 
The process is as follows: 
(a) Discretise variables, giving them a relatively high number of bands, 
compared to the final desired number of three to seven bands 
(b) Evaluate the univariate predictiveness of the discretised variables 
against the outcomes identified in Step 2 
(c) Aggregate bands with consistently similar coefficients to give the 
desired number, using ‘goodness-of-fit’ tests to ensure 
predictiveness is not lost 
(d) Compare the performance of the aggregated discretised variables 
with the results in (b); for example, using a 2χ  test of ‘goodness-of-
fit’.  Keep the new banding if there is no significant difference, else 
discard and stop. 
(e) Repeat (c)–(d) until no further aggregations can be made. 
4. Missing data imputation.  Missing values are assigned to a discretised 
band or to a separate designated band for ‘missing’.  This takes place 
for each variable comprising Pixel. 
5. Variable selection. For the MOSAIC–Pixel technique, variable 
selection is undertaken as part of the process of developing Pixel.  Once 
the variables have been transformed in Step 3, a number of models 
using a number of outcomes are built using different combinations of 
the discretised variables.   
6. Sampling and partitioning. Sampling techniques are used to create 
training, test and validation data sets from the population, as in section 
11.5.1.   
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7. Modelling technique selection. The aim of the modelling technique 
used is to estimate the mean values for each MOSAIC–Pixel cell.  
Originally regression techniques were used to supplement direct 
estimates of cell probabilities where the observed sample size was low.  
However, MOSAIC–Pixel may be used with any modelling technique. 
8. Model building. For each attribute to be modelled, the counts or mean 
values are calculated at the individual MOSAIC–Pixel cell level.  For 
categorical and binary responses, this is done for the target category 
against all other categories in the training set. For continuous response 
variables, regression techniques can be used on the cell mean, with the 
total number in the cell being used as a weight.  
9. Model testing and evaluation. Models are evaluated as given in 
section 11.5.1. 
10. Model deployment. Each individual to be scored is tagged with 
MOSAIC and Pixel only.  Rather than an algorithm that needs to be 
integrated with systems and subsequently executed, model scores can 
be represented in a smaller table that contains only: 
• MOSAIC Code 
• Pixel Code 
• Model Identifier 
• Model Score 
As there are liable to be only tens of thousands to hundreds of 
thousands of cells in MOSAIC–Pixel, rather than the millions of 
individuals that may be on a database, this can lead to a significant 
reduction in storage size required. 
Model scoring is done by joining the individuals to the scoring table, in 
effect looking up the relevant score for the individual from the smaller 
table. 
11. Updating the models. As new observations are made, MOSAIC–Pixel 
models can be updated in one of two ways.  The first is to update the 
predictions made for individual cells, based on the updated cell 
probabilities or mean values.  The second is to re-build the models. 
12. Model understanding. As there are potentially tens of thousands of 
MOSAIC–Pixel cells, the cells themselves do not promote easy 
understanding of models.  This may be better done by profiling of the 
individual components of Pixel and MOSAIC against the outcome, or 
by using the outputs of regression and logistic regression techniques to 
understand the parameter coefficients.  An alternative method (to 
promote easier understanding of the models) is to use a decision tree to 
relate MOSAIC and the components of Pixel to the modelled outcomes. 
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11.5.3.5 Naïve Bayes 
With the naïve Bayes method, individual-level data does not need to be 
made available for modelling.  Instead, aggregated data, in the form of 
cross-tabulations, are multiplied together to give predictions, using the 
naïve assumption that all covariates are independent. 
1. Data processing and assembly. The universe of variables is selected 
as for section 11.5.1. 
2. Definition of outcome.  Outcomes are selected as for section 11.5.1. 
3. Data transformations. Variables must be discretised for use with naïve 
Bayes, including continuous response variables.  The naïve Bayes 
technique can support high levels of discretisation, and handles missing 
values well (Yang and Webb, 2003).  
4. Missing data imputation.  Where values of a variable are missing, that 
variable is assumed to have value 1. 
5. Variable selection. Variable selection is done as in section 11.5.1. 
6. Sampling and partitioning. Sampling and partitioning is done as in 
section 11.5.1.   
7. Modelling technique selection. The naïve Bayes algorithm only is 
used with this approach. 
8. Model building. Probabilities are estimated using univariate marginal 
distributions to produce a ‘posterior’ probability distribution (the 
‘naïve’ assumption).  If interactions are suspected, the univariate 
distributions can be expanded into joint distributions.  Testing the 
predictions of the models using various combinations of variables is 
advisable. 
9. Model testing and evaluation. Models are evaluated as given in 
section 11.5.1. 
10. Model deployment. Model scoring is done in the same way as for 
model building.  Only marginal probabilities of each variable used in 
the model of each response variable need to be stored.  Data is 
represented easily, as only the marginal distributions need to be stored.  
Models are updated via the Bayes rule. 
11. Updating the models. As new observations are made, naïve Bayes 
models are updated via the Bayes rule.  That is, the marginal 
probabilities are updated based on the new observations via the Bayes 
rule. 
12. Model understanding. Naïve Bayes models are easily understood by 
presenting the marginal probabilities for each variable used. 
11.5.3.6 Cluster Analysis 
With the cluster analysis approach, unsupervised learning techniques are 
used to create segments within a database that capture the bulk of the 
variation.  These segments are used as the sole variables for predicting 
11–PREDICTIVE MODELLING 
241 
outcomes.  One or more sets of segmentations may be used.  They may be 
used in conjunction with principal components derived from the same data 
used to derive the cluster segments. 
1. Data processing and assembly. The universe of variables is selected 
as for section 11.5.1.  Once selected they are arranged into a two-
dimensional, single-customer view.  Weighting of observations and 
variables may be done as for k-nearest neighbours. 
2. Definition of outcome. Outcomes are selected as for section 11.5.1.  
However, the aim with clustering is to evaluate the performance of 
models built using the clustering variable.  These models may be built 
with or without additional input variables. 
3. Data transformations. Variables may be standardised for use with 
clustering, so that individual variables are not over-represented in the 
distance calculations used in clustering.  
4. Missing data imputation. Missing data should be imputed as part of 
the distance calculation. 
5. Variable selection. Some variable selection can help to ensure that the 
distance calculation is performed on relevant variables only. 
6. Sampling and partitioning. Sampling and partitioning is done as in 
section 11.5.1.   
7. Modelling technique selection. A number of techniques may be used 
against the clusters, including simple cross-tabulation and regression 
models. 
8. Model building. Clustering techniques are used to derive segments that 
explain a significant proportion of the variation inherent in the data.  
Techniques may include k-means or k-medoids, agglomerative or 
divisive hierarchical methods, Kohonen self-organising maps or a 
combination of these methods. 
Some iteration between steps 2 and 3 may be required.  Because the 
aim is to aid predictive modelling, more rather than fewer segments 
should be preferred. 
An alternative is to use data reduction techniques such as principal 
component analysis, factor analysis, or projection pursuit (Venables and 
Ripley, 2002) to provide a number of independent variables that 
encapsulate the bulk of the variation within the universe selected. 
9. Model testing and evaluation. Models are built using the clustered 
variable alone initially.  The techniques used to build the models should 
be those that work well with a single categorical variable; regression-
based techniques and naïve Bayes, for example. 
The performance is evaluated using standard ‘goodness-of-fit’ 
measures, measures of prediction on unseen data sets, or cross 
validation. 
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10. Model deployment. Unseen observations are allocated a cluster 
segment, typically based on the minimum Euclidean distance of the 
new observation from the cluster centres.  For the application of models 
built using the results of the clustering, the scores may simply be 
assigned based on an individual’s membership in a cluster. 
11. Updating the models. Clustering solutions are not easily updated in 
themselves.  However, the models built using the segments derived 
from cluster analysis are easily updated by changing the parameters that 
apply to each segment. 
12. Model understanding. As cluster analysis is a technique for reducing 
many items of data into a simpler representation, it is a data reductive 
technique.  It is important to aid general understanding of the segments 
by disseminating additional information for each segment.  This may 
include profiles of interesting variables to demonstrate how predictive 
the segments are, pen portraits that describe the characteristics of the 
segments, example observations from each of the segments, tag lines 
and names that typify the segments, and maps to illustrate the 
geographical location of segment members. 
Table 11–4 gives the advantages and disadvantages of the different approaches 
to streamlining that were developed in this chapter. 
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Table 11–4 Advantages and disadvantages of alternative model 
streamlining approaches 
Streamlined Modelling 
Approach 
Advantages  Disadvantages 
Data mart Flexible 
Wide range of data 
available 
Good models will be 
produced 
Less streamlined process 
that alternatives 
Experienced analysts are 
required 
Decision trees Easily understood for 
smaller trees 
Flexible modelling 
approach 
Easily updated 
Requires a large amount 
of data compared with 
alternative techniques 
Nearest neighbours Easily understood via 
example cases 
No model building is 
required 
Easily updated 
Traditional ‘scores’ and 
regression estimates are 
not available 
A training set of examples 
needs to be maintained 
MOSAIC–Pixel Easily updated 
Reduced amount of data is 
required to be stored – at 
the cell level only 
All models share 
covariates 
The approach is not well 
known 
Model-specific variables 
may predict better than the 
general ones chosen  
Naïve Bayes Easily updated 
Easily understood via 
marginal probabilities 
Reduced amount of data 
required to be stored – 
aggregated data only 
Does not estimate 
probabilities accurately 
Works less well for 
continuous response 
variables 
The naïve assumption 
excludes interactions 
Cluster analysis Easily updated 
Easily understood 
Reduced amount of data 
required to be stored – 
cluster information only is 
needed 
Model performance is 
likely to be reduced 
compared with 
alternatives 
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11.6 Extensions to Model Scoring 
One of the issues in using predictive modelling within a KDM process is when 
the model should be applied – this is an integration issue.  There are a number 
of alternative models: 
• periodic batch scoring, coinciding with environmental events, such as 
the reloading of data into the marketing repository 
• scoring at the marketing campaign execution time 
• real-time scoring when a customer interacts with a touchpoint 
• real-time scoring after a significant event or a change in the 
environment 
Each of these models is examined in more detail below. 
• Periodic Batch Scoring: This is the type of scoring that is typically done 
in manual or semi-automated knowledge-driven marketing environments.  
However, even in an automated environment there may be excellent 
reasons for periodic batch scoring.  Periodic customer behaviour may be 
determined by external factors, such as a billing, catalogue or contact cycle.  
The data available may be determined by system processing cycles, such as 
the database update frequency.  For credit cards, the billing cycle 
determines the payment behaviour for most customers.  For mobile 
telephones, the billing cycle may coincide with an allowance of ‘free’ calls 
and text messages.  For retailers, regular catalogues to customers may 
stimulate demand periodically.  This periodicity needs to be understood and 
accounted for when predictive models are built. 
• Dynamic Batch Scoring: An alternative is for scoring to take place at the 
time of the execution of the campaign. This model is explored further in 
section E.5.5 in Appendix E. 
• Real-time Scoring at the Customer Touchpoint: When the customer uses 
an interactive channel, scoring may be done in real time, using the most up-
to-date information to decide the appropriate treatments. 
• Real-time Continuous Scoring: This is done when customer scores are 
recalculated, whenever customer data is updated.  Such an approach usually 
incorporates periodic batch scoring, as large numbers of customer records 
are typically refreshed when a database is updated.   
For customers targeted by event-triggered campaigns, it may not be necessary 
to re-score these customers’ propensities, in light of the recent trigger event.  
Propensity models can be built such that if event X occurs subsequently, then 
treatment Y is applied to that customer, without requiring re-scoring of the 
model.   
The advantage of this approach is that frequent or real-time model scoring is 
not required.  However, the approach does require separate models to be built 
for each combination of events of interest, as opposed to using those events as 
inputs to a single model. 
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The alternative is to calculate new scores whenever events of interest occur.  
To do this in real-time can be difficult, due to data availability and existing 
processes.  Organisations who use this model tend to update their scores 
frequently in batch mode; for example, overnight. 
Scoring need only be done in real time if significant additional information is 
obtained from the customer during the interaction itself, or the number of 
scoring models that need to be executed regularly across the customer database 
is prohibitive.  An example of the former is when a customer fills out 
additional information in a web form, or responds to a questionnaire 
administered by a call-centre agent.  In the latter case, real-time scoring 
provides a distributed, on-demand model, where only those customers whose 
information is required are processed. 
The different approaches have different appeal depending on the use that 
scores are going to be put to.  If they are going to be used solely as inputs to 
decision algorithms, then dynamic batch and real-time touch-point scoring will 
meet the requirements.  If the scores have further business meaning (for 
example, a behaviour score of 680 meaning a customer has an unacceptable 
risk of defaulting on credit-card debt), then the up-to-date scores must be 
available to analysts as well as the decision algorithm: periodic and real-time 
continuous scoring meet the requirements. 
11.7 Conclusions 
Predictive modelling needs to be integrated with the KDM process.  The 
review of the literature in predictive modelling has shown that the majority of 
authors have not considered how modelling interacts with the other 
components of KDM.  The modelling component of KDM interacts with all 
phases of the KDM model, helping to plan, enact and evaluate. 
The requirements for predictive modelling in KDM are different to other 
applications.  Because of the variety of products and treatments available, 
many predictive models are required, giving organisations little choice but to 
streamline the model building process.  A number of alternative approaches to 
streamline predictive model building were defined, explored and contrasted. 
Outcomes from predictive models need to be deployed for organisations to 
derive value from them.  This can take place via scoring of existing data sets, 
or by providing a scoring algorithm to a decision engine to enable real-time 
scoring to support opportunistic KDM.  Different models of scoring were 
defined and explored in this chapter. 
Closely related to scoring of predictive models is the data structures and 
information flows that support KDM.  Appendix E explores these in more 
detail. 
Chapter 12 reviews the conclusions of the previous chapters, summarises the 
contribution made to innovation and leadership in professional practice, and 
identifies areas of future research.
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Chapter 12 Summary of Conclusions 
12.1 Introduction 
This thesis has identified a number of issues faced by organisation 
implementing or extending KDM capabilities.  In this thesis a model was 
developed in response to these issues; it was then dissected into components 
which were each examined individually. 
The overarching strategic leadership issue examined by this thesis is managing 
the intersection between information technology, data analysis, customer 
relationship management and business outcomes.   
The intersection of new strategies required to address these issues, an 
organisation’s knowledge base and knowledge-driven marketing with the need 
for quantifiable business outcomes, has been little explored in scholarly 
literature. The impact of IT, technological innovation and the strategic use of 
data to make business decisions in marketing demands new models of 
leadership and innovation in KDM.  The exploitation of this intersection is the 
overarching leadership issue to be explored by this thesis.  Insight, new 
leadership models and new leadership roles emerging from this study will 
benefit professions involved in KDM. 
New paradigms were examined in knowledge-driven marketing, including the 
‘opportunistic’ marketing model, where treatments are applied to customers at 
the point of interaction with an organisation. 
Two key themes were presented in this thesis: 
1. The use of CLV as a unified measure that can be used to measure the 
performance of individuals as well as aggregating to the organisation-level 
metrics of customer equity and total equity. 
2. The ability to evaluate alternative marketing actions, allowing 
organisations to develop optimal policies that improve customer equity and 
optimally plan resources. 
The innovations presented in this thesis are important because they 
demonstrate leadership in professional practice, they extend existing models, 
they bring together concepts from diverse disciplines in the literature, and they 
are of value to the practitioner. 
12.2 Summary of Leadership and Innovation Contributions 
12.2.1 Novelty, Innovation and Leadership 
This thesis has presented several innovations that demonstrate leadership in 
professional practice, as summarised below. 
The many components of KDM have been unified using common metrics and 
criteria, bringing them together in a paradigmatic framework, and extending 
the models in the literature to address the issues identified by the interviews 
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and literature review.  This allows organisations to increase efficiency by 
improving integration of their KDM components. 
Components of KDM have been identified.  The evolution of KDM has been 
placed in context with modern trends and current developments in KDM.  This 
study has addressed how KDM may be evaluated and measured.  The 
processes for KDM found in practice and the literature have been examined, 
formalised and extended. 
CLV was defined as the discounted total expected value of a customer, given 
current and potential future product holdings.  Different forms of CLV are 
explored, based on assumptions made about future actions of the customer and 
the organisation.  The use of CLV as a decision criterion for long-range 
planning, scheduling, selection and tactical resource allocation and 
prioritisation was detailed.  CLV forms a central point of integration across 
multiple analytical components of KDM.  The definition of CLV was extended 
to include calculation CLV for alternative marketing actions. 
To determine which actions can maximise an individual’s CLV, CLV should 
be calculated conditional on actions that the organisation can take.  This allows 
evaluation of alternative scenarios and development of optimal policies.  
Traditionally used metrics in evaluating KDM success can be linked, and 
superseded, by metrics based on aggregating customer-level CLV, such as total 
equity.  These metrics also allow the measurement of secondary effects of 
actions on organisational value, such as effects on brand awareness and 
customer retention.  The overall goal of KDM is to maximise total equity, 
rather than the commonly used metrics of marketing communications 
performance.  CLV-based measures can also be used as leading indicators of 
the performance of actions and products. 
For measures such as total equity to be accepted, CLV must be perceived as 
being accurate.  Methods for evaluating CLV measures were given. 
With the gaps between the requirements for KDM and current practice 
identified, a number of extensions were made.  Frameworks for 
experimentation were developed for one-off campaigns and continuous KDM.  
The key issue of whether to explore or exploit was identified, and a 
probabilistic framework for experimentation developed.  Reinforcement 
learning’s framework was extended to suit the requirements of KDM.  The use 
of causal information in learning was examined, and a method for combining 
causal information with predictive models developed.  Frameworks for using 
experimentation with resource allocation and treatment decisions were 
proposed, incorporating probabilistic decisions.  A framework for mass 
customisation was developed, and Bayesian methods for incorporating prior 
knowledge was included in the KDM process. 
The requirements for predictive modelling in KDM are different than other 
applications. Because of the variety of products and treatments available, many 
predictive models are required, giving organisations little choice but to 
streamline the model building process.  A number of alternative approaches to 
streamline predictive model building were defined, explored and contrasted. 
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Outcomes from predictive models need to be deployed for organisations to 
derive value from them.  This can take place via scoring of existing data sets, 
or by providing a scoring algorithm to a decision engine to enable real-time 
scoring to support opportunistic KDM.  Different models of scoring were 
defined and explored in Chapter 11. 
12.2.2 Value of the Innovations to Practitioners 
The innovations summarised in section 12.2.1 not only display novelty, but are 
of value to practitioners.  The value of these innovations is highlighted below. 
The models of KDM developed in this research examine KDM as a system.  
The systemic approach represents an opportunity for organisations to improve 
their current knowledge-driven marketing.  Increased efficiency will be 
realised by the proper alignment of an organisation’s resources with the design 
blueprint.  The ability of the organisation to learn, and to apply the learning to 
future activity, will lead to increased marketing effectiveness. This study has 
identified a number of areas of opportunity for future research, including 
research on the process models used in practice, the use of evolutionary 
operations techniques in KDM, prioritisation decisions, and the factors that 
surround the uptake of sophisticated KDM. 
This research has examined the field of knowledge-driven marketing.  KDM is 
important to organisations with large amounts of customer data.  Increased 
marketing efficiency results in reduced costs, and increased marketing 
effectiveness leads to increased revenue.  Both of these outcomes are a 
consequence of sophisticated KDM. 
The review of the literature has revealed several gaps in information available 
to the practitioner.  The paradigmatic approach in this thesis addresses a 
number of the gaps, by bringing disparate components into a united 
framework. 
This work has examined new models for implementing strategic database 
initiatives across a range of organisations and industries, and the associated 
business paradigms.  These models and paradigms offer new insights to 
analytical professions, which will ultimately result in new leadership models 
and professional roles. 
The model of KDM provides a standard that can be used by practitioners 
seeking to implement sophisticated KDM.  It provides a link between planning, 
action and learning.  In combination with the critical success factors, it 
provides a checklist of components, processes and organisational links to help 
successful use of KDM in an organisation. 
The extended model overcomes the shortcomings of previous models, and 
provides practitioners with an actionable starting point for developing and 
enhancing sophisticated KDM.   
Overarching KDM process models are required to help organisation to manage 
increasing complexity resulting from the additional capabilities acquired when 
sophisticated KDM is adopted.  The KDM process model, introduced in 
Chapter 6, helps organisations to streamline their processes where appropriate, 
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thereby reducing errors, inconsistent treatment of customers, manual 
intervention and costs to serve. 
The process model allows the additional complexity resulting from increased 
sophistication in KDM to be managed with consistent processes, resulting in a 
reduction in errors and consistent treatment of customers.  Levels of manual 
intervention will be decreased, reducing the number of ad hoc processes and 
internal costs.  Consistent processes are readily streamlined and automated, as 
they are well specified and understood. The KDM process model provides a 
standard process that can be used by practitioners in the adoption and 
implementation of KDM.   
The concept of customer lifetime value (CLV) is central to sophisticated 
knowledge-based marketing.  One of the benefits of KDM for an organisation 
is its ability to measures of the performance of programs, campaigns and 
treatments.  
CLV is an important measure, because an understanding of future customer 
value means that organisations can make actions based on the expected value 
of taking that action for each customer.   
It is advisable that CLV be used as a component of organisational metrics such 
as total equity, customer equity and potential equity.  These organisational 
metrics supersede arbitrary measures of brand equity.  The application of CLV 
can be broad. It can be used to examine assumptions regarding the actions 
taken to increase a customer’s CLV, and identify the optimum course of action, 
given resource constraints.  CLV allows planning of those resources. 
Benefits of using CLV as a central concept in KDM include:  
• planning to develop marketing plans 
• decision-making at strategic and tactical levels 
• combining current measures of value with expected future revenue 
• organisations are encouraged to learn behaviour that creates long-term 
customer lifetime value 
• consistent measures are used through all levels of measurement 
• aligning organisations’ strategic objectives with marketing programs and 
campaigns 
By using CLV to understand potential customer lifetime value, against a 
historical measure of actual value, strategic treatments can be applied to 
customer segments.  Those customers with a low current value and a high CLV 
may be actively encouraged to fulfil their potential, while those with a high 
current value and low CLV may be maintained in their current state, for 
example. 
CLV can be used as a decision criterion to decide which customers to select to 
have a specific treatment applied.  It can be used to prioritise distinct 
treatments to a customer where there is a potential conflict.  CLV can be used 
as the metric to optimise planning and resource allocation, for example, 
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selecting the policy of marketing actions that maximises CLV to the 
organisation. 
CLV can be compared with current customer value to identify which customers 
should be retained, which should have further products sold to, and those 
whose costs to serve should be reduced. 
CLV is also a key evaluation metric.  It can be used to evaluate programs, 
campaigns and treatments, as well as other dimensions.  Those campaigns that 
increase total CLV for applicable customers are ultimately successful.  It can 
be used to evaluate the performance of predictive models.  Those models that 
are used that successfully predict an increase in CLV for a treatment are 
successful.  CLV can be used to evaluate a customer’s performance through his 
or her lifecycle.  By comparing CLV with market estimated of customer value 
for ‘similar’ customers, an organisation may understand the share of a 
customer’s potential it may hope to capture. 
Strategic evaluation plays a vital role in KDM to quantify the benefits of KDM 
and its components. An important issue for organisations is to what extent 
KDM affects organisation-level, and other, metrics.  Strategic evaluation of 
KDM requires that information from individual initiatives be summarised.  The 
program planning must define objectives.  Programs and campaigns should be 
designed to assess performance against the objectives, as well as evaluating 
model performance, treatment effectiveness and the impact on customer value.  
In order for organisations to optimise value, they need to understand causal 
relationships between their actions and consequent customer behaviour.   
CLV is an important measure for KDM decisions and the evaluation of 
components.  By using organisational-level metrics such as customer equity, 
prospect and total equity that are derived from CLV measures, organisations 
ensure that evaluation of KDM and its components is consistent with planning, 
decisions and resource allocation. 
Experimentation has been explicitly included as a phase in the model of KDM.  
Experimentation brings many benefits when used in KDM.  The benefits of 
experimentation include 
• increased knowledge of the effects resulting from an organisation’s 
marketing actions 
• a framework for evaluation of the performance of marketing campaigns 
• data collection for predictive model building, refinement and CLV 
• a framework for the evaluation of resource allocation 
• a framework for the evaluation of the performance of predictive models 
• optimisation of treatment and product configurations 
A key issue in KDM is to determine which treatments should be applied to 
which customers.  One of the aims of experimentation is to capture information 
about the effects of different treatments on different customer segments, so that 
causal inferences may be made.  Another is to ensure that knowledge-driven 
marketing campaigns measure the improvement to marketing performance, and 
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evaluate the performance of any predictive models used.  This allows the 
allocation of treatments to individual customers to be evaluated and optimised. 
Use of an experimental framework in KDM serves to collect data for building 
new predictive models, or further refining existing predictive models by 
varying the treatments applied to customers with similar attributes. 
Continued experimentation is important to help monitor how changes in 
behaviour affect current selections and treatments being applied.  Ongoing 
trials help to protect against shifts in the climate of competition, and the 
changing tastes of the consumer.  They also provide the data required to 
analyse campaign effectiveness, and build predictive models. 
The benefits of strategic measurement of KDM, and its components, are in line 
with the critical success factors for KDM, particularly those for senior 
management support, measurable business benefits and adoption in operations.  
The use of the proposed measures based on CLV ensure that strategic 
objectives are linked with the measurement of marketing initiatives (programs, 
campaigns and treatments), products, customers, communications and 
channels.  The model of KDM sets out strategic objectives as part of the 
planning phase; strategic evaluation ensures. 
In KDM, resource allocation, and the related concepts of planning and 
prioritisation, are an important problem, with the potential to improve an 
organisation’s efficiency.  Resource allocation is important also at the tactical 
stage of assigning treatments to customers.  By allocating resources well, 
organisations can increase their efficiency markedly, as different treatments 
may be competing for the same valuable, and scarce, customer resource.  By 
prioritising consistently and optimally, customer value is maximised.  The 
actions that an organisation can take must be planned, and resources allocated 
systematically and deliberately for customer value to be maximised.  
Appendix E defines the structures and flows of information that are required to 
support sophisticated KDM.  Tables, data items within tables and their 
relationships have been developed to address the requirements of data 
structures to support sophisticated KDM.  The data flows that are required 
between the components of KDM to support the model were defined to support 
the integration required, particularly integrating predictive modelling into the 
KDM process.  These flows were defined for different marketing paradigms in 
use.  The value of these flows and structures to the practitioner are in 
implementing sophisticated KDM and integrating components. 
12.2.3 Extensions of Existing Models 
This research has used a paradigmatic approach that integrates methods and 
models from several disciplines and sources.  The result is an overview that 
focuses on an end-to-end process of developing, and executing, sophisticated 
KDM in practice.  Models of KDM are critically reviewed using a 
paradigmatic approach that brings together models of KDM and its 
components from a number of academic disciplines.   
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This thesis has proposed new, extended, models for KDM.  The basis for these 
models is a combination of 
• extensions of existing models in the literature 
• integration of existing models in the literature 
• models to address the issues identified in current practice 
A systemic model for KDM has been developed.  The model draws on a 
number of sources to extend existing models, including scholarly and 
practitioner literature, and interviews performed with marketing agents and 
practitioners.  Key issues regarding KDM have been identified from these 
sources. 
Sophisticated KDM consists of a number of analytical components. A model 
was given in Chapter 7 that related these analytical components.  All the 
components are underpinned by the marketing data repository and data flows 
as detailed in Appendix E. 
Existing process models in the literature fail to address KDM as a process in 
itself.  Industry standard process models, such as CRISP-DM, concentrate on 
certain components of KDM only.  The literature has not expanded its process 
models from those that support outdated marketing models to today’s 
sophisticated KDM requirements.  New marketing models, made possible by 
advances in technology, require new processes.  Different models have been 
examined and detailed, and their shortcomings compared to current practice 
identified. 
This thesis extends the literature to cover the following important topics:  
• how CLV should be used, beyond yes–no mailing decisions and calculating 
marketing budgets) 
• criteria that define a good measure of CLV 
• metrics for evaluating the success or otherwise of CLV measures and CLV-
driven decisions 
This thesis has examined the use of experimentation to support learning 
objectives in knowledge-driven marketing and identified the requirements for 
experimentation in KDM.  The gaps between current practice and the 
requirements have been identified, and extensions to existing models proposed. 
The three major roles of experimentation in KDM were identified: data 
collection, design and analysis.  Experimentation in KDM was shown to 
support the critical success factors. 
Benefits of experimentation were identified to include increased accuracy of 
models, increased knowledge of consumer response, improved performance 
measurement and the optimisation of treatment configurations.  The model for 
KDM was extended to include experimentation explicitly. 
Extensions to existing frameworks of optimisation and prioritisation were 
given, involving determining the changes in total equity for alternative actions 
and policies. The results in evaluating alternative scenarios can result in 
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improved utilisation of existing resources and planning the optimal level of 
resources to support strategic objectives.  Frameworks were extended to 
include opportunistic KDM. 
12.3 Future Research Directions 
In the course of the research of this thesis, a number of opportunities for further 
research were recognised; these are outlined below. 
The issues and barriers to adoption of KDM identified in Chapter 3 should be 
validated against diverse industries and geographical regions, extending the 
literature. 
The model of KDM developed in Chapter 5 should be further validated against 
current professional practice, and the critical success factors evaluated to 
determine their association with positive financial outcomes in organisations.  
The take-up of sophisticated KDM and its components will benefit from a 
thorough survey that quantifies organisation’s sophistication in KDM. 
An outstanding research task relating to CLV is to use the definition of CLV 
given as the central decision criterion, and quantify the benefits of using CLV 
as a decision metric against commonly used alternatives.  
Use of an aggregated form of CLV, such as customer equity, should be 
formally compared with accepted alternatives, such as brand equity and 
financial measures of an organisation’s performance. 
The field of reinforcement learning was examined, and its suitability for KDM 
assessed.  Reinforcement learning approaches show promise for KDM 
applications; a research opportunity exists for developing and testing a 
reinforcement learning based approach for KDM, integrating predictive 
modelling and CLV. 
12.4 Conclusion 
The use of CLV as a key organisational metric and decision criterion brings 
many potential advantages to an organisation.  This thesis has extended current 
models of KDM around the concept of CLV, and expanded models on KDM’s 
components to provide the practitioner with a number of tools in adopting 
sophisticated KDM. 
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Appendix A Initial Questions 
A.1 Introduction 
This interview is being done as part of my research into sophisticated 
knowledge-driven marketing (KDM) practices in leading Australian 
organisations.  For the purposes of this research knowledge-driven marketing 
refers to any form of consumer marketing initiatives and decisions based on 
information derived from a marketing database, data mart or data warehouse.  
As such, the definition might include areas of organisations such as CRM 
systems, campaign management, segmentation, predictive modelling for 
marketing outcomes, event-detection systems and lead generation systems.  
Within an organisation, knowledge-driven marketing expertise may reside 
centrally or be dispersed through different functional units. 
A.2 General KDM Practices 
This first section contains a series of general questions.  I would like you to 
comment as fully as you can, and include your experiences and opinions. 
1) General KDM 
FS: Tell me about knowledge-driven marketing in your organisation. 
MA: Tell me your views on the state of knowledge-driven marketing in 
leading industries and organisations in Australia. 
 
2) KDM success 
FS: In your experience, what is required for KDM to be successful in an 
organisation? 
MA: In your experience, what is required for KDM to be successful in an 
organisation? 
 
 
3) KDM issues—roadblocks and reasons for failure 
FS:  What issues are faced by your organisation in developing sophisticated 
KDM capabilities? 
MA: What issues do you think are faced by organisations in developing 
sophisticated KDM capabilities? 
 
4) KDM skills 
FS:  What kinds of skills are required to support KDM in your organisation? 
MA: What kinds of skills are required to support sophisticated KDM? 
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5) KDM knowledge 
FS:  What are the sources of KDM knowledge and expertise used by your 
organisation? 
MA: From what sources do organisations obtain their knowledge of KDM? 
 
6) KDM and organisational strategy 
FS:  How does your organisation’s strategy influence KDM? How should it? 
MA: In what ways should an organisation’s strategy influence KDM?  How 
does it? 
 
7) KDM processes 
FS:  How have KDM processes evolved over the last 5 years within your 
organisations? What bottlenecks remain? 
MA: How have KDM processes evolved over the last 5 years within leading 
organisations?  What bottlenecks remain? 
 
8) Objectives of KDM 
FS:  What are the major objectives of KDM functions in your organisation? 
MA: What are the major objectives of KDM functions in leading Australian 
organisations? 
 
9) KDM Business Benefits 
FS:  What benefits of KDM, or its components, have been realised and 
measured? 
MA: What are the major business benefits resulting from KDM initiatives 
that you have seen realised?  Have they been measured? 
 
10) KDM Improvements 
FS:  How can KDM be improved in your organisation? 
MA: How can KDM be improved in organisations? 
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Appendix B Interview Subjects 
This appendix gives a brief biography of the interview subjects.  Two 
marketing agents were interviewed and one KDM practitioner. 
B.1 Ms Donna Thompson, Marketing Agent 
Donna Thompson has had a marketing role with several software application 
vendors specialising in KDM and CRM applications since 1998: Prime 
Response, Chordiant Software and iContaQ.  In her role, Ms Thompson has 
had experience with organisations including BankWest, Singtel Optus, Telstra 
and Virgin Mobile.  Ms Thompson has been interviewed as a marketing agent 
because of her experience with different organisations. 
B.2 Ms Lisa Rossjohn, Practitioner 
Because of her links with the National Australia Bank, Lisa Rossjohn was 
interviewed as a marketing practitioner.  Ms Rossjohn has worked at National 
Australia bank since 1994, where she was employed in the role of database 
marketing manager for Cards Australia, the credit card division of National 
Australia Bank.  In this role Ms Rossjohn led the development of a data 
warehouse and introduced analytical techniques to marketing. 
In July 2004, Ms Rossjohn changed roles to join the Customer Insight team 
using the National Leads system.  Ms Rossjohn was interviewed on 15 June 
2004. 
B.3 Mr Michael Dove, Marketing Agent 
Mr Dove is the Director of Business Solutions at Pacific Micromarketing.  He 
has over ten years experience in the development, promotion and delivery of 
market analysis and segmentation solutions in the Australian marketplace.   
Through his work on MOSAIC Australia, he is responsible for setting new 
standards in the precision and presentation of geodemographics in the market.  
His current focus is to ensure that the Australian market is equipped with 
world’s best practice in customer management solutions for marketing 
applications. 
Mr Dove has worked with customers from many industries to help them to 
understand issues and gain an appreciation of analytical and operational needs. 
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Appendix C Interview Transcripts 
C.1 Michael Dove, Pacific Micromarketing 
Date of interview: 18 February 2004 
C.1.1 General KDM Practices 
This first section contains a series of general questions.  I would like you to 
comment as fully as you can, and include your experiences and opinions. 
1) General KDM 
MA: Tell me your views on the state of knowledge-driven marketing 
in leading industries and organisations in Australia. 
Tape:1/029 
 The term ‘leading industries’ is something of a paradox 
 ‘Intended’ best practice is happening in large financial institutions and 
telecommunications organisations 
 The word ‘intended’ used because senior executives of these organisations 
have had the vision 
− Expert senior consultants, general analysts in analytical marketing and 
managers are working towards that vision 
 However, progress has been hidebound by organisations’ ability to be 
responsive to KDM needs from a technology point of view, and by 
turnover of staff in key positions 
 The IT responsiveness issues have been one of the major constraints, and 
include problems with the supply of large data sets and the storage of large 
data sets 
 Turnover of staff in key positions has been  
− at the senior executive level, resulting in changes of direction or 
philosophy 
− at the operational and implementation level that can provide capability 
differentiation, resulting in capacity issues 
 There is a shortage of well-qualified and capable people in the KDM space, 
for people with both analytical skills and business skills: demand exceeds 
supply, which helps to fuel turnover 
 These issues have meant that large organisations that ought to be leading 
edge are somewhat slowed in achieving that state 
 Other than in the financial and telecommunications sectors, the vision has 
been less well articulated for a variety of reasons 
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− The utility sector have had less scope for sophisticated KDM, because 
of: 
 limited product range 
 constrained geographical territory 
 limited capacity for product differentiation, meaning that 
differentiation has to be on the basis for service 
 commodity products 
 extremely tight margins 
These factors have meant that the utility sector does not have the 
impetus and reason to pursue KDM, as the scope and complexity of 
challenge is less and the financial reasons weaker.   
Utilities therefore have quite rightly had a more operational focus than 
other sectors. 
− The retail sector is behind in Australia compared with other parts of the 
world, and compared with other sectors in Australia 
 they are not leveraging the knowledge that could be gained from 
basket analysis and large volumes of transactions that occur in the 
sector 
 the emphasis has been on merchandising rather than about the 
product 
 the organisations have had a large above-the-line focus with the 
objective of driving people into stores; they have focused on having 
the largest share of ear or the largest share of eye 
− The agency environment is largely about colours and words, not 
numbers 
 the focus has been largely above the line 
 agencies have commanded organisations’ strategy, and although the 
role is weakening, it not translated into data appreciation or an 
appreciation for a data strategy 
− There has not been much evidence of leading consultancies leading in 
the KDM space 
 they have a reputation of charging an awful lot of money with 
organisations seeing very little in the way of operational 
deliverables in return 
 a lot of people extremely disappointed with the lack of return on the 
investment made in technology and consultants who have attempted 
to implement the technology 
 their reputation tainted along with the concept of CRM and CRM 
vendors like Siebel 
C–INTERVIEW TRANSCRIPTS 
261 
 their perspective has been largely technology driven, rather than 
knowledge or data driven 
 Often the outcomes developed were not necessarily fit for purpose, 
and insufficient emphasis was placed on the data resources 
 CRM got a bad name because of the approach that was taken and 
the vested interest of the consultancies and large technology 
vendors 
 Comparing KDM in Australia with worldwide markets, we often look 
towards the USA and Europe for comparisons and benchmarks 
− The USA, who we often look towards for best practice, produces some 
good theory, for a few example organisations that are paraded around at 
conferences and in publications 
 however, the majority of organisations don’t stack up to “best 
practice” 
 good examples include FedEx’s operational efficiency in being able 
to track at every point in the delivery cycle and amazon.com’s 
technology to leverage data to suggest similar types of titles and 
areas of interest for readers 
 the majority of organisations, however, do not display the same 
quality of KDM process, and are not significantly above Australia 
 the large organisations in the USA have large numbers of 
customers, meaning that they do not need to do anything terribly 
smart to derive some benefits; it is a straight numbers game  
 It is possible to throw people with several PhDs at a data mining 
challenge, where an extra 0.001% improvement in model 
performance makes a significant bottom-line difference 
− Asia can be largely dismissed, as there is no evidence of a data culture 
− In Australia and the UK, the technique is less relevant than the overall 
approach and strategy 
− In the smaller markets, there is a requirement to be a bit smarter in 
order to demonstrate significant business benefits 
 this is especially true in Australia, where there are not too many 
organisations with more than a million customers on their customer 
databases 
 organisations’ customer bases are in the single millions, not tens of 
millions as in the USA 
 in Australia, organisations need to be a bit keener to demonstrate 
the cost justification of committing to KDM—the differences may 
not be spectacular 
− The UK is somewhere in the midpoint between Australia and the USA 
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 organisations are of a reasonable size in terms of numbers of 
customers and branches, but they still have to be a bit keen for cost 
justification and cost effectiveness 
 the UK has been active in KDM for a larger number of years 
compared with Australia, although the coverage is patchy: there are 
some organisations in Australia who would stand up well in 
comparison with many UK organisations 
 however, in particular, the retail sector is significantly more 
developed in the UK than in Australia 
 One example in Australia of an organisation is Westpac—they had a 
compelling vision which, had it been implemented, would have been close 
to global best practice 
− would have led to a revolution in how customer service was handled in 
the banking sector 
− executive turnover changed the priorities and philosophies of the 
organisation 
 The IT blockages previously discussed are mainly due to the culture 
− IT in most Australian financial services organisations tends to be 
process oriented to support the core transactional and operational 
business—an absolute discipline 
− Recruitment tends to focus people with strong process skills and 
mindsets to support the number one priority of transactional process 
− however, these people tend not to be ‘creative R&D’ type resources 
− process-oriented IT people can have difficulty with radical concepts 
and experimentation; the mindset shift required can be too large to cope 
with 
− competition of IT resources between supporting KDM initiatives and 
operational priorities has meant that KDM initiatives have had to been 
slotted into schedules 
− an investment in IT is required separate to the transaction-dominated 
culture 
 IT has a different scope of influence within different organisations 
 CRM was an IT initiative, driven by technology rather than data / 
knowledge and outcomes 
− The technology thrust did not produce the desired outcomes 
− it is arguable whether it was necessary, and may have been out of 
sequence 
− The proper sequence: data warehouse  data experts & strategists  
technologists / CRM 
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− Data experts and strategists should have been responsible for 
determining how to deploy CRM based on the data strategy developed 
 Data warehousing was designed to leverage greater value from an 
organisation’s data 
− single customer view  
− the collection of historical data to use as a resource 
− one step in the process of KDM 
− was driven by technologists, although the idea came from elsewhere, 
and was not knowledge based 
− a prerequisite to KDM and a necessary and essential step 
2) KDM success 
MA: In your experience, what is required for KDM to be successful in an 
organisation? 
Tape: 1/173 
 From a top-down approach, organisations need to take a longer-term view, 
an approach that makes CEOs uncomfortable as they are typically on 3- or 
5-year contracts 
− if not developed, organisations will be severely disadvantaged in 5–10 
years’ time 
− may not deliver short-term ROI 
− requires leadership and support at the highest levels, and a bold 
decision for a long-term investment in KDM 
 Also a bottom-up approach: an improvement program that includes an audit 
of internal data resources 
− identifies the current state and defines the desired future state, 
identifying and sizing gaps, and how to close the gaps 
− auditing external availability of data to enhance internal data 
− developing a data strategy, with a good contribution from people 
working with the data 
− define and evolve a data strategy 
 Require customer data, and knowing ‘who’ the customers are 
− even for retailers who may be dependent on external data 
− identify which market segments respond to which products in which 
geography 
− identifying of potential uses of data and maximising the use of that data 
 Leadership and support need to be encouraging of internal resources 
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− best practice—need to keep an eye on the external trends and be open 
to some input 
− be wary of promoting and creating ivory towers and being ignorant of 
best practice elsewhere 
 
3) KDM issues—roadblocks and reasons for failure 
MA: What issues do you think are faced by organisations in developing 
sophisticated KDM capabilities? 
Tape: 1/203 
 People capabilities are a key ingredient, both inside and outside of the 
organisation 
− Require breadth of vision and an attitude of openness; it can be difficult 
for organisations to be as open as required 
 Demand exceeds supply; this is one of the challenges 
− supply should catch up in time because of the conspicuous success of 
KDM, providing the right kinds of capabilities 
− marketing courses are not doing anything to alleviate the situation; a 
5% module in a marketing course will not produce the right skills in 
people, so leadership in KDM is not coming from existing courses 
 Leadership is coming from practitioners, not marketing courses where data 
literacy is given a low priority 
− Provided by home-grown research in some organisations 
− Academic research is providing some theoretical leadership, however, 
this excludes the bulk of marketing courses 
− Practitioners 
 People are important, but technology is become less off an issue as 
processing power and storage catch up to the KDM requirements 
 Technology needs to support specialised decisioning and complex process 
− Decisions based on a wide range of options, for example, marketing 
optimisation 
− This is not currently seen as an issue by organisations—it is a concept 
that is ahead of its time 
− in a talk given by MD at a PanPac session, people did not relate to the 
content in general 
− This capability is a way to deliver the vision that everyone wants: 
optimised relationships 
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 General concepts have not been broken down into the components of what 
needs to happen—the simple vision has not been translated into the 
complexity of what to do and how to do it 
− poor state of data literacy  
− too many people at a high level 
− when the use of terms like ‘marketing optimisation’ becomes 
commonplace, it will all become very simple again 
 The capability of tools has some way to go:  
− although they have been talking a promise to a select few, they are just 
tools  
− technology applications need to deliver a well-thought-out strategy 
− often the strategy being applied has not been all that well thought out 
4) KDM skills 
MA: What kinds of skills are required to support sophisticated KDM? 
Tape: 1/245 
 Higher overall data literacy levels than evident 
− at the second-tier level rather than at the CEO level, but at the level 
below that, such as marketing managers 
− marketing managers and others need to know what is achievable, in 
what timeframes and engage confidence and trust of those 
implementing 
 many of these are underskilled (and overpaid) marketing leader and 
have not been successful in engaging people responsible for 
delivering KDM outcomes 
 Research methodology skills are required, with the core being data literacy 
 An understanding of how technology can assist and add value to the raw 
data of an organisation 
− to what extent that data can be deployed via decision-support systems  
− an awareness of the capability 
 Management skills are important 
− a contributor to the widespread failure of CRM was the unrealistic 
expectation that vendors and consultants failed to manage 
− need to manage upwards, set expectations that are then worked to and 
delivered against 
 Need to be better communication skills and a visibility of process 
− that is, internally focused “marketers” 
 Customer service skills and awareness of customer service practice 
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− the vision cannot be developed in isolation of the interface 
− KDM has a substantial impact and change on service staff: in the 
branch, on the telephone and even via the web 
− the practicalities of implementation need to be taken into account 
− change management processes need to be employed, or else the vision 
will fail 
5) KDM knowledge 
MA: From what sources do organisations obtain their knowledge of 
KDM? 
Tape: 1/276 
 Within the space practitioners and professionals there is an occasional 
beacon; they are not all bad 
 Thought leaders such as consultancies 
− boutique consultancies such as Pepper and Rogers are the ‘new 
academia’—40 years ago they would not have been found in the 
commercial sector 
− some of these may be practitioners found on vendor side, e.g. Richard 
Webber, Richard Turner 
 Tertiary institutions, although not willing to single any out for special 
mention 
 Journals—libraries cannot keep up with the profusion of journals and the 
number of periodicals 
− niche journals are providing rigour and methodology, publishing good 
practice and good ideas, e.g. Interactive Marketing, Journal of 
Targeting, Measurement and Analysis for Marketing 
− material is genuinely good 
 Conferences and peer groups lead to cross pollination, permeation and 
osmosis of ideas and practices, leading to better awareness 
6) KDM and organisational strategy 
MA: In what ways should an organisation’s strategy influence KDM?  How 
does it? 
Tape:1/305 
 100%—KDM is a means to an end 
− KDM should be one part of that strategy 
− deliver value to customers primarily and the organisation itself: KDM is 
a good way of doing that 
− the two are interactive 
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− a clear data strategy element is required that allows the knowledge to be 
created and used 
− KDM is a priority, but subservient to the organisation’s priorities and 
bottom-line goals: profit, return on investment, mission and KPIs 
− should be structured to facilitate the growth of KDM 
− impacts on how resources are recruited and the interrelationship 
between the three types of resources: marketing resources, IT resources 
and customer service resources 
− alignment with strategy, with a feedback loop to ensure that the 
alignment is maintained 
 KDM should feed into the product development strategy, and the feedback 
loop should capture information on opportunities for product refinement 
and new product development 
 Strategy provides the environment for KDM, which is broader than strategy 
− it is of different relative importance for different organisations and 
different industries, depending on the knowledge of customers 
− it is more important for organisations who have detailed knowledge of 
its customers than those who don’t 
 In short: in every way 
7) KDM processes 
MA: How have KDM processes evolved over the last 5 years?  What 
bottlenecks remain? 
Tape: 1/328 
 In the Australian context, evolution continues 
− there are notable successes where organisations are recognising the 
value of own data and external data 
− leading organisations are more strongly positioned and further 
developed compared with their position 5 years ago 
− while the emphasis on technology is decreasing, technology itself is 
increasing 
− CRM vendors have become de-emphasised and marginalised; this will 
continue  
− lessons from CRM have been learned, with the result that some 
organisations have had their fingers burnt and hence views have 
become jaundiced 
− technology is an enabler and facilitator, supporting a strategy; it is not 
the core 
− it is difficult to “buy” a data-driven strategy or KDM rather than a 
CRM kit 
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− emphasis is less on technology and more on technology supporting 
strategy 
 Labour shortage—skill is a barrier to many organsiations 
 Optimisation technology is still a little bit short of requirements for general 
success 
− cost of access; needs to demonstrate the results that CRM did not 
 Risk aversion by CEOs—the conservative approach limits the rate of 
adoption 
 Good examples of implementations available now versus 5 years ago 
− doing the simple things well rather than complicated propensity 
modelling 
− for example, a whole view of customer for a financial institution 
enables the total relationship to be evaluated; this was not as common 5 
years ago 
− a whole view of customer allows inferences to be made regarding 
customer behaviour, even if the only data source being used is an 
organisation’s own data 
− internal data sources have led to much stronger practices 
8) Objectives of KDM 
MA: What are the major objectives of KDM functions in leading Australian 
organisations? 
Tape: 1/357 
 Maximise the lifetime value of a customer 
 Increase ROI 
 Increase NPV of customer relationship 
 Minimise churn 
 Develop a customer management strategy 
− Identify which customers you want to have 
− what are the objectives with each of those customers you currently 
have: targets, goals and objectives, by customer or customer group 
− measure the performance and demonstrate the benefit of KDM 
− understanding that there is always a group with whom you do nothing 
 Initiatives such as cross- and up-sell, maximise the effectiveness of 
targeting new customers, minimise churn will magically improve the 
performance of an organisation 
 Plays a role in setting realistic targets, goals and objectives 
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− Experience and experimentation leads to expectations for KDM to 
deliver against; what the goals should be 
 In Australia especially, the big challenge is to be cost effective and be seen 
to be cost effective—must deliver in contrast to the CRM wave  
 Optimising the relationship with every customer 
 Product customisation for every customer (segment) 
− e.g. amazon.com—although how much customer service is actually 
behind the ‘trickery’ 
− it is not clear that amazon.com have a full organisational commitment 
to maximising the value of the customer  
9) KDM Business Benefits 
MA: What are the major business benefits resulting from KDM initiatives 
that you have seen realised?  Have they been measured? 
Tape: 2/042 
 KDM can cover a wide range of benefits 
 There are many examples of target cell versus control cell at Pacific 
Micromarketing 
− the relative importance is measurable 
− however, it is not always an open-and-shut case 
− propensity and response modelling is generally better than nothing at 
all, however, few organisations are doing nothing at all 
 it may not be better than intuitive ‘level 1’ targeting 
 complex propensity modelling may only be delivering marketing 
increments over the intuitive targeting 
 Case studies: response rates, cost per acquisition or variations on the theme 
 Lifetime value is specific to an organisation with different customer 
lifetimes and definitions of a life 
 EBIT by customer segment 
10) KDM Improvements 
MA: How can KDM be improved in organisations? 
Tape: 2/080 
 More transparency; tends to be parked away in a corner 
 not well marketed internally across an organisation, compared with product 
and channel awareness and visibility 
 Generally there is only a superficial awareness of high- versus low-value 
customers 
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 knowledge of customers, whether real or inferred should be used to manage 
relationships 
 operationalisation of knowledge and decision making is the only way to 
disseminate knowledge fully 
− for example, marketing optimisation would enable KDM to be a living 
part of organisational culture and would promote a general awareness 
of objectives 
− e.g instant hints and objectives provided to customer service staff 
− information will never be fully disseminated until KDM is 
operationalised 
 Aligning customers with the benefits of service, versus giving everybody 
fantastic service—managing low-potential customers in a low-cost way 
− this is often controversial: managing customers out of the business 
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C.2 Lisa Rossjohn, National Australia Bank 
C.2.1 Introduction 
This interview is being done as part of my research into sophisticated 
knowledge-driven marketing (KDM) practices in leading Australian 
organisations.  For the purposes of this research knowledge-driven marketing 
refers to any form of consumer customer marketing initiatives and decisions 
based on information derived from a marketing database, data mart or data 
warehouse.  As such, the definition might include areas of organisations such 
as CRM systems, predictive modelling for marketing outcomes, event-
detection systems and lead generation systems.  Within an organisation, 
knowledge-driven marketing expertise may reside centrally or be dispersed 
through different functional units. 
C.2.2 General KDM Practices 
This first section contains a series of general questions.  I would like you to 
comment as fully as you can, and include your experiences and opinions. 
1) General KDM 
FS: Tell me about knowledge-driven marketing in your organisation. 
 At the National, there is the Customer Knowledge Team, also known as the 
CRM team 
 Cards has broken away 
− Not large profit making business 
− No space on the National’s radar 
 No systems space allocated specifically for Cards 
 Development took place in parallel with the CKT 
− Started with no data 
− Built own warehousing 
− Looked for performance rather than data depth 
− Used Model 204 – a platform in use in the UK / USA, but not in 
Australia 
− Increase in turnaround time of queries 
− GE Capital in the UK 
− No equal found at the time for functionality and speed 
 No knowledge of other organisations in Australia 
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 Fernando Ricardo, formerly of NAB, replicating the system at Westpac 
 Used consultants in Cards  
− Had the view that NAB Cards well ahead of competitors 
 Development has continued on the warehousing 
− Model 204 proved to be a good decision 
− Scoring data mart built for productionising scoring code 
 Data quality has been an issue 
− The data warehouse has allowed some auditing back to the source 
systems 
− Legacy systems 
− Data warehouse can pick up data quality problems with the core 
processing systems that are outsourced at the moment 
− Has helped with operational data quality 
 Constantly looking for additional data sources to add value, primarily from 
internal sources and systems 
− For example, memo lines and text 
− Use pattern finding algorithms to translate to useful information 
 The data warehouse contains a lot of derived data 
 Support for the data warehouse 
− Increased capacity of technology 
− Issue with risk management around people 
− Local resources have been scarce 
 Cards has been viewed as ‘cowboys’ who do not follow standard 
procedures 
− Have strived for flexibility and innovation 
− Recognised that there are a small number of people using the data 
− The data warehouse is not an operational system 
 However, moving towards some operational aspects with scoring 
− This creates a need for more rigour around the process 
 CRM – large, infrastructure, time, resources, end users 
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 Restricted in delivery – direct mail, phone and statement inserts 
− Not using the banker channel 
 Model 204 and competitive advantage 
− Seen as not too different 
− Competitive advantage lies in people and vision 
 In CRM, the tool chosen can make a difference 
− Does Model 204 make a difference?  Unsure 
 Cards warehousing has been successful because it has been business driven 
rather than technology driven 
− The business was very specific in the way they wanted to work with 
technology, and understood the issues with Cards data 
− The business understood end user requirements, for example, keeping 
the number of tables to a manageable level for end users 
 Understood what data were available and how the business wanted to use 
the data 
− Business input and requirements needs to be given equal weight with 
technology 
− But it is a joint project, and the final vision is delivered through a joint 
project 
 Cards data warehouse and Customer Insight area used for 
− Database marketing  risk management 
− Campaign selections 
− Segmentation 
− Monitoring of campaign outputs 
− Strategy and technical planning 
− Risk monitoring and development 
− Pricing 
− Support for ad hoc queries and requests 
− Predictive model building 
− Increasing requirement to productionise criteria 
− Systems issues and resolutions 
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− Financial management 
− Performance tracking 
 All decisions are made based on data 
− Team that uses Model 204 owns the data warehouse, not the systems 
area 
− Users determine the next wave of development 
− Additional data sources are integrated as required 
− Would not work as well if the data warehouse were owned by the 
systems area 
 Successful implementation requires a vision of where you want to be 
− Listening to the end users 
 
2) KDM success 
FS: In your experience, what is required for KDM to be successful in an 
organisation? 
 Support from the top-down from the business 
 Value the contribution of data to decision making 
 People at the top 
− Free reign to explore 
− Clear vision – there a lot of people with a little vision 
− Unconstrained by processes or bureaucracy 
− Practical 
− Not looking for on whiz-bang solution 
 Prove results as you go along 
− Build trust and belief 
 Not money / resources / technology 
 Access and use of data 
 Experiment with data  
− Understanding that it might not be right the first time – accept errors 
 Driven by the business, not technology 
− End users involved 
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3) KDM issues 
FS:  What issues are faced by your organisation in 
developing sophisticated KDM capabilities? 
 Cards – the size of the cards business requires more infrastructure support 
− Justifying spend / resource 
− End users need to be close to the system 
− Results 
− Operational 
− More focus on process and operational risk management in the future 
 NAB CRM –  
− Use of data in branches to embrace 
− Change management at the line level 
− Delivering a sound and stable system 
− Need respect – need to be fast, accurate and reliable 
− Bigger infrastructure 
− More complex; broader users 
− Complications 
 
4) KDM skills 
FS:  What kinds of skills are required to support KDM in your organisation? 
 Technology – strong input 
 Business – vision and understanding 
 Open communication; willing to listen and explore new ideas 
 ‘Cowboyish’ in small environments 
 An intermediary between the business and technology is required 
− Someone with a technology background who can sit in the business 
− User requirements lead to a user solution 
− Relationships between users and technology 
 Decisions regarding what’s important 
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 A collaborative approach 
 Working for both 
 Skill set 
− Particular ETL language 
− No longer supported internally 
− Now forced to change 
 Outsourcing has led to compliance changes 
 Model 204 skills are not easy to find 
− Need to protect existing skills via training to mitigate risk 
− Good support from the vendor 
 Business-end users 
− Logical way of thinking 
− Statistics / mathematics / programming background 
− Interpretation – not always easy 
− Skills are lacking in Australia 
− Do not necessarily have a financial services background 
 
5) KDM knowledge 
FS:  What are the sources of KDM knowledge and expertise used by your 
organisation? 
 External consultants (already mentioned) 
 Competitor 
 Global best practice – CapitalOne, Citibank, GE  
 Information will make the difference 
 Whitepapers – overseas experience 
 Global players 
 Isolated in Australia 
 Experts in the field 
 Right consultant needs IP – what others are doing, what will add value 
 Take the IP in house; become involved in the implementation 
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 Discussion with other people in the business 
− How to get to be CapitalOne 
 
6) KDM and organisational strategy 
FS:  How does your organisation’s strategy influence KDM? 
 Providing information – adding value to decision making 
 Impact of NAB in the external marketplace 
− Versus strategies of reaction and panic 
− Provide data to support or dampen reactive issues 
 Data ==> strategy 
 
7) Organisational links with KDM 
FS:  What links exist between KDM functions and other areas of the 
organisation? 
 Customer service / operations – trying to formalise 
− Better support through data 
− Want “actions” that they can … 
− What actions to take if a person … 
 Customer obsession 
 Data, strategy, customer service, segment managers (product managers) – 
buy-in of all three 
 Systems – core processing 
− Compliance 
 Clients are the segment managers 
 NAB CRM team 
− Leverage strengths of both 
− Committed to being the best in CRM 
− Looking to improve 
 Use / communication 
− Needs to be easy for people to use 
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− Accurate 
 
8) KDM processes 
FS:  How have KDM processes evolved over the last 5 years within your 
organisations? 
 Size and volume of campaigns has grown 
− Volume 
− Complexity / touch points 
 Rigour of contact processing 
− Contact management of NAB 
− Privacy regulations 
− Customers’ wishes 
 Internal agendas and who will speak to whom 
 Use of the marketing budget 
 Auditing before campaigns go out 
 Generic code – campaign selection 
 Checks at mail houses 
 Automated campaign tracking system – via architecture / response codes 
− Resources to complete campaign analysis 
− Schedules of updates / availability 
 Change from ad hoc / individual style 
− Less volume 
 
9) Objectives of KDM 
FS:  What are the major objectives of KDM functions in your organisation? 
 Increased profitability 
 Awareness and understanding of drivers of profit 
 How profit can be influenced by pricing 
 Campaign success – use of the marketing budget 
− Incremental delivery 
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 Long-term strategy 
 Reactive 
− E.g. re-pricing – opportunity to acquire customers 
− Manager the transactors off the books 
− ‘need to go after these’ 
− not a rational motivation 
− how much will they lose? 
− Reverted decision 
 Also what they don’t do – difficult to measure 
 
10) KDM Business Benefits 
FS:  What benefits of KDM, or its components, have been realised and 
measured? 
 Improved targeting, improved customer understanding, improved profit 
driver understanding 
 Dissemination of knowledge to a broader audience 
 Quality of queries coming 
 Pro-active replacing reactive 
 Idea generation 
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C.3 Donna Thompson, iContaQ 
Date of interview: 3 December 2003 
Tape counter numbers are included. 
C.3.1 General KDM Practices 
This first section contains a series of general questions.  I would like you to 
comment as fully as you can, and include your experiences and opinions. 
1) General KDM 
MA: Tell me your views on the state of knowledge-driven marketing in 
leading industries and organisations in Australia. 
016 
 KDM has largely stagnated—did not yield the anticipated benefits from 
initial hope and hype 
 Some organisations scared to move forward / inexperienced 
 In IT, applications often seen as an answer to a business problem; a 
panacea 
 Requires business ownership, sponsorship and business buy in 
 Staff turnover a threat, as people are transient 
− New people have either abandoned projects or had different priorities 
so did not expend efforts in getting projects up and running 
 The solutions adopted by companies were not integrated, especially the 
required marketing processes 
 BankWest are seen as successful, due to the business application of 
software, people and constancy of buy in over time 
− They have had a single, constant sponsor, which is very rare 
 Very few organisations have invested in have invested in a solution plus 
given a commitment to deriving the full benefit from the solution 
 Failed or failing projects have a domino effect—IT, marketers and 
consumers can all be affected it the implementation of the project does not 
go to plan 
 Specific problems for a telecommunications company 
− Made a technology purchase 
− The sponsors moved on, meaning there was no long-term commitment 
to the project 
− New people did not view the project as delivering strategic benefit, and 
had priorities other than understanding the full set of benefits of the 
solution that they already had 
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− New owners had no knowledge of current / past decisions or the 
reasons for those decisions 
− Fit with IT strategy at the time has constrained them to a particular 
environment / platform that they now wish to move away from, 
meaning that they wish to find a new ‘solution’ 
− Business priorities may have changed 
 Problems in a mobile telecommunications company 
− Made a technology purchase 
− The business sponsors moved on, and the new sponsors needed to be 
convinced of the benefits 
− Business is too young, and its key business problems are not related to 
the management of customer communications—figures low in their list 
of priorities 
 Initial hope and hype from vendors 
− Not mission critical, compared with operational applications required to 
conduct business at all e.g. payroll 
− perceived as expensive solutions 
− business case often required, since not mission critical 
− CRM: analytics, reporting, campaign management, call centre, sales 
force automation (SFA) 
− Some hype came from early adopters / practitioners—these people 
acted from personal and company motives that centred around 
projecting the right image and publicity, rather than painting a 
completely accurate picture 
− Some examples drawn from abandoned projects that actually failed 
 
2) KDM success 
MA: In your experience, what is required for KDM to be successful in an 
organisation? 
096 
 Many facets for success 
− Strategy in place to know what they want to achieve 
− Objectives / goals are difficult to reach if you do not have the end in 
mind 
− Data is a key requirement 
− Capability of understanding the data 
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− The interface between the ‘pointy heads’ / analysts and marketers—
understanding what the analysis means, and having the capability of 
applying it  
− Prioritising / resources – return given constraints, budget and resources 
 There needs to be a preference for making a start compared with the ‘big 
bang’ approach 
− A continuous learning approach, rather than wanting everything in 
place before starting 
− An organisation will never have resources, people and data 100% in 
place 
 
3) KDM issues 
MA: What issues do you think are faced by organisations in developing 
sophisticated KDM capabilities? 
122 
 IT capabilities—technology 
− A tendency to buy technology and walk away, rather than supplying the 
post-project support required 
 People: IT, marketing—many disciplines 
− Direct marketing, segmentation, campaign management 
 Acquiring people with the right skills; keeping them 
 Management resistance; needs support from the top down 
 Long-term strategy  
 Budget issues 
 
4) KDM skills 
MA: What kinds of skills are required to support sophisticated KDM? 
148 
 Database DBA; SQL 
 Functional and technical skills 
 Direct marketers, campaign managers 
 Channel expertise, e.g. call centre 
 Fulfilment issues and lack of support through the channels 
 Interdepartmental priorities and conflicting agendas need to be balanced 
with solidifying the strategy and embedding in the corporate culture 
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5) KDM knowledge 
MA: From what sources do organisations obtain their knowledge of KDM? 
166 
 Industry analysts, e.g. Gartner, Meta Group, Butler Group, have been 
extremely influential in Australia 
− Studies done in US / UK / larger countries, which are very different 
markets to Australia / Asia–Pacific, and so the needs may be different 
 Internet research 
 Trade shows; although these have suffered from a lack of attendance from 
both exhibitors and delegates 
 Not much knowledge from industry magazines  
 Vendors 
 Management / business consultants were influential when the “hype” 
started; provide strategic direction to organisations 
− Influential in vendor selection  
− This may not be true today 
− One problem is that many consultants from the big consulting houses 
have never personally implemented a solution 
 
6) KDM and organisational strategy 
MA: In what ways does an organisation’s strategy influence KDM? 
196 
 Very important; an Australian utilities company could not move forward 
without company strategy, and had no strategy to take to consumers  
 Provides the big picture, goals and objectives 
 Marketing departments need to link back to strategy rather than working to 
unique objectives 
 
7) KDM processes 
MA: How have KDM processes evolved over the last 5 years within leading 
organisations? 
210 
 Answers are from a consumer point of view 
− CRM hype promised “1-to-1 marketing” 
− Personalisation was done at a basic level 
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 While organisations should now have the ability to know the customer 
intimately, increased relevance and timeliness of communications has not 
been achieved 
 Capabilities have been used to cut costs rather than adding value to 
customer service 
 Technology getting in the way of telemarketing and direct mail 
 
8) Process bottlenecks 
MA: Where are the major bottlenecks in current KDM processes? 
220 
 Companies have convinced themselves that channel automation benefits 
the customer 
 Execution / implementation not done properly 
 Knowledge is not pushed to the front end where customer service is 
required 
 CRM projects failed, and are just using basic functionality rather than the 
capability to deliver the benefits anticipated in the original business case  
 
9) Objectives of KDM 
MA: What are the major objectives of KDM functions in leading Australian 
organisations? 
242 
 The companies often do not know this, and would be better off if they did 
 Rather than making existing processes faster and quicker, the objectives 
should be to add value to the customer and get value in return 
 
10) KDM Business Benefits 
MA: What are the major business benefits resulting from KDM initiatives 
that you have seen realised?  Have they been measured? 
247 
 Belief that there are substantial benefits to be derived from CRM initiatives 
if companies invest well 
 Example benefits include increased product holdings by 0.9%.  This was 
from a bank that “lives and breathes” KDM—it is institutionalised and part 
of the corporate culture 
 Not all benefits are measured, for example, this bank suffered from a lack 
of infrastructure to identify responses / sales 
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 The ability to validate the benefits and the investment in infrastructure to 
justify KDM initiatives may not be warranted in all cases 
 Many facets of marketing are not currently measured—why should KDM 
be any different? 
 
The author received a phone call after the interview in response to the question: 
“How can KDM be improved / done better?” 
 Outsourcing — operational and executable components 
 Strategic responsibility and accountability need to reside with someone in 
the business 
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Appendix D Summarised Interview Findings 
The interview findings below are divided into a number of areas: people and 
organisational, strategic, data and information, information technology, 
processes, sources of KDM knowledge, KDM objectives and benefits and a 
comparison of industries.    The summary includes key points regarding the 
sources of KDM knowledge, the objectives and benefits of KDM and a 
comparison of industries and their KDM sophistication.  Key themes are 
summarised below.  The interview findings are combined with findings from 
the literature and existing models in Chapter 5. 
Consistent themes have emerged from the case-study interviews, including 
consistency across the cases, coherence in the themes and consistency of the 
individuals interviewed.    Consistency is required in interviewing, as specified 
by Rubin and Rubin (1995). 
D.1 People and Organisational 
Acquiring people with the right skills, developing the skills in existing staff 
and retaining them has been key to ongoing success in KDM.  However, 
turnover of staff has hampered the development of many organisations’ KDM 
efforts.  At the senior executive level, staff turnover can result in changes in the 
organisation’s strategic focus and hence in the importance of KDM to achieve 
those goals (Thompson, 2003).   
At the operational level, turnover of qualified, talented and skilled staff can 
result in reduced marketing capacity for a period.  Retaining these valuable 
staff can result in differentiation and competitive advantage.  This is difficult 
because demand exceeds supply, resulting in a shortage of well-qualified 
people who have both analytical skills and business skills (Dove, 2004).  An 
organisation needs to have people in place who can perform the appropriate 
analysis, understand the analysis that has been done and are capable of 
applying the knowledge.  Although these may be different individuals with 
different skill sets, it is important that each function has the ability to 
communicate with the other, and to perform that function keeping the 
requirements of the other functions in mind.  People need to have an 
understanding of the application of direct marketing, segmentation and 
analytics throughout the functional areas (Thompson, 2003). 
Currently marketing courses are doing little to alleviate the shortage of 
qualified people (Dove, 2004; Rossjohn, 2004).  Small optional modules in 
marketing courses are not going to produce people with the right skills (Dove, 
2004).  
The interrelation between KDM and the organisation will determine how 
resources are recruited in the key areas of marketing, information technology 
and customer service (Dove, 2004).  Within the information team, an 
intermediary role between the business and technology is important (Rossjohn, 
2004).  
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Instilling the KDM goals and learnings throughout the organisation is key for 
the adoption of KDM initiatives.  These need to be aligned with departments’ 
existing priorities.  KDM must be instilled as part of the corporate culture in 
order to be successful.  Senior managers who have vision must also be aware 
of customer service practice so that the vision can be implemented.  KDM has 
a substantial effect on customer service staff (Thompson, 2003). 
Westpac had a compelling vision which, had it been implemented, would have 
been leading in professional best practice.  However, executive turnover 
changed the priorities and philosophies of the organisation (Dove, 2004). 
Expert senior consultants and analysts are working towards the vision set by 
senior executives in certain organisations.  However, because of IT capability 
and the difficulty in keeping key staff, most organisations have been slow in 
reaching the status of leading edge (Dove, 2004). 
To support sophisticated KDM, the data literacy of organisations’ senior and 
middle management needs to be higher than is evident.  Marketing managers 
and others need to know and understand what is achievable in what 
timeframes. An understanding of how technology can assist the deployment of 
a data strategy that adds value to the raw data of an organisation is required, for 
example, how knowledge derived from data may be deployed via decision-
support systems (Dove, 2004).  Support of KDM from the top down is vital – 
senior management needs to understand the value of knowledge-driven 
decision making (Rossjohn, 2004). 
One option for improving KDM is outsourcing, where a third party performs 
some of the operational KDM components.  This approach is not often adopted 
(Thompson, 2003). 
IT blockages in the take-up and development of sophisticated KDM are mainly 
to do with the culture.  IT in Australian financial services is primarily process-
oriented to support the core transactional business.  Thus recruitment focuses 
on people with strong process skills.  However, these people tend not to be as 
comfortable with the research-and-development approach of experimentation 
associated with KDM (Dove, 2004).  
D.2 Strategic 
In general, the benefits that organisations expected have not been obtained, for 
example, CRM and data warehousing (Thompson, 2003).  A contributor to the 
widespread failure of CRM was the unrealistic expectation that was set by 
consultants and vendors (Dove, 2004; Thompson, 2003). 
Business ownership and strategic drive is required for success.  Strategy needs 
to drive initiatives in order for KDM to be successful (Rossjohn, 2004; 
Thompson, 2003).  Organisations need to focus on the strategic outcomes of 
initiatives, such as maximising the efficient use of resources to achieve the best 
return on investments given constraints (Dove, 2004). 
Organisations should recognise that resources, people and data will never be 
ideal, so initiatives need to use a continuous learning approach (Thompson, 
2003).  Practical solutions are preferred, where the organisation can learn as it 
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goes along, and has the ability to be flexible.  Organisations need to be able to 
accept that some errors will be made (Rossjohn, 2004).   
The KDM path is a long-term strategy, not a tactical solution that will see 
immediate results and short-term ROI.  If not developed, organisations will be 
disadvantaged in five to ten years’ time.  It requires leadership and support at 
the highest levels of an organisation; this leadership and support must be 
encouraging of the internal resources.  External trends should be incorporated 
in internal strategy to guard against being ignorant of best practice elsewhere 
(Dove, 2004).  
It is also a bottom-up approach that seeks to improve internal capabilities.  This 
requires an audit of internal data resources against a defined desired future state 
that identifies how gaps found may be closed.  A data strategy is required in 
consultation with the people who are working with the data (Dove, 2004). 
KDM needs to drive and be driven by an organisation’s strategy.  Without 
these links, KDM will remain a tactical tool working at cross-purposes to the 
organisation’s goals.  Strategic objectives are to add value to the consumer, and 
to the organisation itself, and KDM is a way of achieving these goals and 
measuring progress against them (Thompson, 2003). 
KDM is a priority for the right organisation, and needs to be used to achieve an 
organisation’s objectives of profit, return on investment and key performance 
indicators.  KDM will be of different relative importance for different 
organisations and different industries: it is more important for organisations 
who have detailed knowledge of its customers than those that do not (Dove, 
2004). 
However, the strategic benefits of KDM are not always well measured.  
Organisations generally have not managed to measure and validate the 
investment made in KDM, due, in part, to a lack of suitable methodology and 
metrics (Dove, 2004). 
KDM supports initiatives such as cross- and up-sell, acquisition of new 
customers and decreasing customer defection.  Minor improvements in these 
will dramatically improve an organisation’s performance.  It may support 
increased customisation of products or offers (Dove, 2004). 
KDM should be fed into the product development strategy to ensure that new 
products and offers use the knowledge gained by the organisation.  A feedback 
loop should be designed and implemented to gain information on opportunities 
for product refinement and new product development (Dove, 2004).  
Knowledge in making decisions is important, and in part the data drives the 
strategy.  Equally important as what actions are taken are what potentially 
damaging actions are prevented by knowledge-based decision-making 
(Rossjohn, 2004). 
D.3 Data and Information 
Access to and understanding the data is a key requirement for KDM success: 
identifying potential uses of the data and maximising its use.  Customer data is 
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required, as is an understanding of which customer segments respond to which 
offers in which geographies (Dove, 2004). 
D.4 Information Technology and Technical Infrastructure 
In unsuccessful CRM projects, IT has been seen as the solution rather than an 
enabler; many people have been disappointed with lack of return on the 
investment made in technology.  Many consultants charged with implementing 
the technology had a perspective that was largely driven by technology and not 
by the data and knowledge gained from that data (Dove, 2004; Thompson, 
2003). 
Technology, rather than a combination of data, technology and outcomes, has 
primarily driven CRM initiatives.  The technology thrust did not produce the 
required outcomes.  The proper sequence should have been (i) to build the data 
warehouse, (ii) develop a data strategy using data experts and strategists, and 
(iii) implement the data strategy with technologists and CRM software.  The 
incorrect sequence has resulted in technology applying a strategy that has not 
been given due consideration (Dove, 2004).   
Data warehousing was designed to use an organisation’s data to support 
business objectives, using a single customer view and a collection of historical 
data.  However, most data warehouse initiatives were driven by technologists, 
and so did not necessarily support a specific set of business objectives.  Data 
warehouses, data marts or data repositories are a necessary prerequisite of 
KDM (Dove, 2004).  NAB Cards recognised this, and ensured that the 
development of the data warehouse was driven by the business and 
technologists together (Rossjohn, 2004). 
Application decisions have been made in isolation from other infrastructure 
plans, meaning that integration may not be seamless (Thompson, 2003). 
In many organisations, technology has held the business back from progressing 
with its vision of KDM.  Problems include the storage and processing of large 
data sets.  IT departments have a different scope of influence in different 
organisations (Dove, 2004). 
To mitigate this issue, NAB Cards has developed a specialised data repository, 
using Model 204 technology – a platform in use in the UK and USA but not 
widespread in Australia (Computer Corporation of America, 1998).  The aim 
of the data repository has been to provide users with quick turnaround time in 
queries.  The data repository is owned by the business, who work with the IT 
department to ensure that the repository continues to adapt to the business’ 
changing needs (Rossjohn, 2004). 
Technology needs to support decisioning and complex processes.  In 
sophisticated KDM, decisions need to be based on a wide range of options, 
such as is done by concepts of marketing optimisation and next-best-offer 
(Dove, 2004).  
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D.5 Processes 
Processes have generally not evolved to keep pace with the capabilities that the 
technology has enabled.  Improving processes is an auxiliary aim of many 
KDM initiatives (Thompson, 2003).  The size and volume of marketing 
campaigns has grown.  As organisations’ sophistication in KDM grows, 
marketing becomes less ad hoc and the volume of customer contacts in 
individual initiatives reduces.  At the same time, more rigour has been 
demanded regarding consumer’s rights to privacy (Rossjohn, 2004).  
Organisations are not recognising the problem of decisioning and optimising 
resource allocation as an issue.  However, this capability will deliver the vision 
of KDM: optimised relationships, or one-to-one marketing (Dove, 2004). 
General concepts of KDM have not generally been broken down into actions 
that an organisation can implement.  There is a gap between people who 
understand the vision and people who know how to implement it.  This is due 
in part to the poor state of data literacy in business and marketing departments 
(Dove, 2004). 
Emphasis on technology as part of the KDM process is decreasing, while the 
use of technology itself in increasing; the emphasis has shifted to technology 
supporting strategy (Dove, 2004). 
As the importance of analysis and KDM increases, processes must become 
more robust and operational in nature.  Automation of routine processes, such 
as campaign tracking and reporting, helps manage increased complexity 
(Rossjohn, 2004). 
D.6 Sources of Knowledge of KDM 
There have been many sources of knowledge that are available to 
organisations.  One source has been industry analysts, such as Gartner, Meta 
Group and Butler Group; these have been influential in Australia.  However, 
organisations have not always recognised that the analysis was usually based 
on cases from the USA or UK, and that conclusions, approaches and 
recommendations could not necessarily be directly translated to the Australian 
marketplace (Thompson, 2003). Some whitepapers from these organisations 
have proved useful, however (Rossjohn, 2004). 
Another source is consulting houses such as KPMG, CGEY and Accenture.  
These consultancies have provided strategic direction to organisations; 
however, many of the consultants did not have personal experience of the 
initiatives they were trying to implement or the subject area.  There has been 
little evidence of consultancies leading in the KDM space; in part they have 
influenced organisations’ strategies and technological acquisition without 
producing any real change in operations and actual data strategy (Dove, 2004; 
Thompson, 2003).  NAB Cards have used specialist consultants in credit cards 
(Rossjohn, 2004). 
Advertising and direct marketing agencies have been in the enviable position 
of commanding organisations’ strategies; however, the focus has been largely 
above-the-line.  Although their role has been weakened in recent times, the 
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focus has not generally shifted into an appreciation of data strategy (Dove, 
2004). 
Leadership is coming from practitioners, internal research to an organisation, 
some academics and niche refereed professional journals, such as Interactive 
Marketing and the Journal of Targeting, Measurement and Analysis for 
Marketing.  Boutique consultancies and individual consultants, such as Pepper 
and Rogers (Peppers and Rogers, 1997), Richard Webber (Webber, 2004) and 
Richard Turner (Turner, 2003) are largely taking the place of academia as 
sources of knowledge for practitioners (Dove, 2004).  Organisations like NAB 
look to industry-leading organisations like Capital One, Citibank or GE Capital 
for best practice (Rossjohn, 2004). 
Conferences and peer groups create opportunities for the sharing of 
information on KDM (Dove, 2004).  Internal contacts in large organisations are 
also useful (Rossjohn, 2004). 
D.7 KDM Objectives and Benefits 
There are substantial benefits to be gained from KDM if projects are managed 
properly.  Examples include increased product holdings (Thompson, 2003), 
improved targeting, improved customer understanding, improved profit driver 
understanding, dissemination of knowledge to a broader audience and idea 
generation (Rossjohn, 2004). 
The objectives of KDM are to (Dove, 2004) 
• maximise the lifetime value of a customer 
• increase the ROI that an organisation realises on marketing expenditure 
• increase the NPV of the customer relationship 
• minimise customer defection (“churn”) 
• implement a customer management strategy  
• optimise the relationship with every customer 
• increase profitability and understand the behaviours that drive profitability 
(Rossjohn, 2004) 
D.8 Comparison of Industries 
Senior executives in the industries of financial services and 
telecommunications in Australia have had a vision that has linked the 
organisation’s strategy with KDM (Dove, 2004). 
The utility sector has had less scope for sophisticated KDM due to the nature of 
the historical territories, the product being sold and the competitive nature of 
the industry.  Historically utilities were state-owned, which has translated into 
different geographical regions being serviced by different utility companies.  
The products being sold by utilities are generally commodities, meaning that 
differentiation tends to be based on service, and margins are small.  The 
financial business benefits of the utility sector pursuing sophisticated KDM are 
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not as great as alternative strategies, for example, reducing operational costs 
(Dove, 2004). 
The retail sector has lagged behind in sophisticated KDM in Australia in 
comparison with other parts of the world, and in comparison with other sectors 
in Australia.  The emphasis has been on merchandising rather than the product, 
and most organisations have a large above-the-line focus of driving people into 
stores (Dove, 2004). 
Australia is often compared with the USA and Europe for benchmarks in 
KDM.  Although the USA boasts ground-breaking organisations, such as 
FedEx’s operational tracking efficiency and amazon.com’s automated 
recommendation capability, the majority do represent best practice, and are not 
significantly ahead of Australian practice.  Organisations in the USA are able 
to use the country’s large population to their advantage; for example, small 
increases in predictive modelling accuracy can translate to substantial cost 
reductions (Dove, 2004).  
In contrast, in the smaller markets, such as Australia and the UK, there is a 
requirement to be smarter in order to demonstrate significant business benefits 
– the technique is less relevant than the overall approach and strategy (Dove, 
2004).  Australian organisations have smaller databases than in the USA and 
UK; there are few organisations with more than one million customers.  
Organisations need to be more committed to KDM to see a benefit, as the 
differences may not be as spectacular (Dove, 2004). 
In the UK, organisations are of a reasonable size in terms of numbers of 
customers and outlets, but the cost justification is not as easy as in the USA. 
Compared with Australia, organisations in the UK have been active in KDM 
for more years; however, there are organisations in Australia who compare 
favourably with UK organisations.  One exception to this is the retail sector, 
which is significantly more developed in the UK (Dove, 2004). 
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Appendix E Data Models and Information Flows 
E.1 Introduction 
The main chapters have examined the components of KDM in detail.  The data 
requirements to support KDM are often overlooked by organisations building 
data repositories.  Documentation and meta data often do not match what has 
actually been built.  By not meeting the requirements of the users of KDM, 
organisations risk a lack of communication between the components of KDM 
and the users responsible for them. 
One of the issues faced by many organisations is that the people building 
predictive models have been a completely separate group from the people 
doing the marketing campaign planning, design and execution.  They might be 
in a completely different department or building.  Insight that the analytical 
group has made from analysis may not be disseminated to the marketing users, 
resulting in a gap between organisational knowledge and its ability to execute.   
A number of alternatives are possible.  Marketing software applications with a 
simplified interface to predictive modelling algorithms help to make models 
and scores available to marketing users.  The addition of basic campaign 
management capabilities to predictive modelling applications means that data-
literate analysts are able to plan campaigns, as well as build models.   
However, in many organisations there is an evolution towards a structure that 
links marketing to IT and predictive modelling – the emergence of a 
‘champion’ function.  This function, usually situated within marketing or 
database marketing, provides a liaison between the IT, predictive modelling 
and marketing functions. 
This chapter defines the structures that are required to support sophisticated 
KDM.  Such structures define the data that is collected and maintained, 
including meta data, customer details, communications history, product 
holdings, relationships with other individuals, payment behaviour and 
transactional information.  It defines the data flows that are required between 
the components of KDM to support the model, in so doing defining the 
integration required. 
Section E.2 gives a brief review of data structures and information flows given 
in the literature.  The role of data structures and flows is compared with the 
critical success factors in section E.3.  The requirements for data to support 
KDM are given in section E.4, and developed to give data models.  In section 
E.5 new models for the flow of information between KDM components are 
developed for different types of KDM campaigns, with conclusions 
summarised in section E.6. 
E.2 Data Structures and Information flows in the Literature 
Data structures and information flows to support sophisticated KDM are 
generally not well covered in the literature.  Doyle (2000) introduces a number 
of data categories required for KDM.  These include demographic profiles 
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(such as date of birth), household grouping (via a key), contact details (address, 
email address, telephone number and mobile phone number), channel and 
communication preference, product holdings, product usage, inbound and 
outbound contact history, response information, behavioural model scores and 
reference data.  The data specified by Doyle is predominantly a snapshot of 
data taken at a recent point in time.  Historical data is required for some items, 
although Doyle does not provide clarification on what the history is supporting.   
Although specifying that real-time data are required to support Internet and 
wireless communications, Doyle does not include the call centre or branches, 
and fails to include treatment data in any requirements. 
Frawley and Thearling (1999) examine the links between predictive modelling 
and the campaign process, via an implicit model.  In Frawley and Thearling’s 
model, customer segments are determined by predictive modelling, and then 
flow into the campaign process that executes the campaign.  This is illustrated 
in Figure E–1. 
 
Predictive
modelling
process
Market segments
Campaign
process Individual
Campaign execution
 
Figure E–1 Frawley and Thearling’s (1999) model of interaction between 
the predictive modelling and campaign processes 
 
Benefits of integration include the reduction of errors and increased efficiency, 
thus making better use of available resources.  Scoring of databases is 
inefficient when only one small segment may need to be scored.  However, this 
does not necessarily bring greater efficiency. 
Further benefits of the integration between the predictive modelling and 
campaign processes are highlighted by Frawley and Thearling as including 
improved access to model scores in campaigns, improved speed to market and 
an increased number of models created. 
Frawley and Thearling do not explore alternative data flow models or other 
KDM models, such as opportunistic or continuous marketing.  The authors 
give no detail on the metadata required for the campaign process to identify 
models, or for the predictive modelling process to identify the relevant 
treatment for which scoring is required, and no data models or data structures 
are given. 
The models in the literature fail to represent current practice, and do not 
support the range of KDM components.  Practitioners require further 
guidelines, data models and information flows. 
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E.3 Links between Data Models, Information Flows and the 
Critical Success Factors 
Data models and information flows form the infrastructure that integrates the 
components of KDM, including the critical success factors.  Table E–12–1 
shows the links between the critical success factors and data structures, 
information flows and their integration. 
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Table E–12–1 Evaluation of the links between integration in KDM and the 
CSFs 
Critical Success Factor How CSF is Addressed by Integration 
1. Senior management support 
 
Integration ensures better information is 
available to senior management. 
2. Organisational learning Integration and the appropriate data 
structures ensure that organisational 
learning is disseminated. 
3. Integration Well-defined data models and 
information flows are required to 
integrate the diverse KDM components 
effectively. 
4. Links between analytics, IT and 
marketing 
Well-defined data models and 
information flows are required to 
integrate the diverse KDM components 
effectively. 
5. Measurable and quantifiable business 
benefits 
The appropriate data structures ensure 
that business benefits can be measured 
and stored. 
6. Adoption in operations and culture Data structures and information flows 
enable KDM to be adopted throughout an 
organisation. 
7. Support planning and resource 
allocation 
Data structures and information flows 
ensure that the appropriate data is 
collected for planning and resource 
allocation, and that allocation can be 
performed at the required time. 
8. Customer value Data structures and information flows 
ensure that the appropriate data is 
collected to enable calculation and 
selection of customer value at different 
stages of the KDM process. 
9. Streamlining Information flows between the 
components of KDM allows 
streamlining, and hence improved 
efficiency and effectiveness. 
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E.4 Data and Data Models 
E.4.1 Data Requirements  
To support KDM, data need to support analysis in the form of unsupervised, 
undirected data exploration.  Users should have access to granular data and 
summarised data, although summarised data alone are unlikely to be sufficient.  
Users require access to data such as credit card transactions, call data records 
(mobile phones) and basket item information.   
The ad hoc ability to derive new variables, by summarising and transforming 
existing variables, is required, in addition to pre-defined summaries.  This 
requirement includes the ability to derive new segmentation schemes.  The 
derivation of these variables may include existing variables and segments. 
Tools must be able append scores to existing records, and store selections of 
records. 
Also required is the ability to perform analysis at different levels of the 
relational structure in the data repository: for example customer, account, 
household, geography, SKU (stock-keeping unit), basket, program, campaign, 
treatment, product and channel.  Key decision criteria, such as CLV, should be 
available at the different levels. 
Time-series data are required to support causal modelling, that is, data 
observed at different points in time, with an action from the organisation in 
between the two points. 
Tools required to perform exploratory analysis include visualisation and data 
reduction techniques, such as principal components analysis, mapping, multi-
dimensional scaling, plots and box-plots, pairs plots, kernel smoothing, 
association and sequence analysis and cluster analysis. 
Table E–12–2 shows the requirements for data at each phase of the KDM 
model, that is, what information is needed to complete the phase. 
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Table E–12–2 Data requirements to support KDM 
KDM Model Phase Data Requirement 
Plan  
Identify strategic objectives • Targets for Total Equity and other metrics 
Identify potential policies • Policies – combinations of treatments 
• Attributes of policies 
• Current product holdings 
Quantify Total Equity for 
alternative policies 
• Customer or market segments 
• Take-up models by product  
• Customer value models giving total equity by 
product or product category 
• Current customer value 
• Effects of actions on take-up and CLV 
• Associated treatments and products 
• Costs of applying and fulfilling treatments 
• Previous communications 
Planning blueprint • Channel usage models 
• Total budget and costs 
• Operational capacities 
• Alternative scenarios and their effects on metrics 
• Blueprint – allocation of policies to individuals,  
prospects or segments, expected results and 
specification of resource requirements 
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KDM Model Phase Data Requirement 
Enact  
Identify potential actions 
and individuals 
• Treatments, products and their eligibility criteria 
• Attributes of treatments 
• Customer or market segments 
Quantify expected CLV for 
alternative actions 
• Take-up models by action  
• Current customer value 
• Communications history 
• Snapshot of customer data 
• Effects of actions on take-up and CLV 
• Associated products 
• Costs of applying and fulfilling treatments 
Allocate resources • Allocation of treatments to individuals, prospects 
or segments 
• Current product holdings 
• Channel usage models 
• Total budget and costs 
• Operational capacities 
• Alternative scenarios and their effects on metrics 
Treatment blueprint • Blueprint – allocation of actions to individuals,  
prospects or segments, expected results and 
specification of resource requirement 
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KDM Model Phase Data Requirement 
Experiment  
Identify potential actions 
and individuals 
• Treatments, products and their eligibility criteria 
Quantify expected gain in 
information for actions 
• Take-up models by action  
• Effects of actions on take-up and CLV – either 
from analysis or from prior knowledge 
• Associated products 
• Previous results from actions 
Allocate actions and 
individuals to cells 
• Allocation of treatments and factors to cells 
• Allocation of individuals to cells 
• Allocation of individuals to global control cells 
• Required sample sizes per cell 
Design blueprint • Blueprint – campaign design, expected results and 
specification of resource requirement 
 
KDM Model Phase Data Requirement 
Evaluate  
Quantify actual CLV for 
each action 
• Customer and treatment applied 
• Response information 
• Expected CLV given response 
• Treatment blueprint / design blueprint 
• Snapshot of customer data 
 
The allocation process must function at two levels: to allocate individuals to 
treatments within a campaign, and to allocate individuals to campaigns within a 
program.   As program allocation is a planning requirement rather than an 
operational one, specific treatments may be too detailed, so product models and 
details are used, where each campaign is associated with a product.  These 
models are equivalent to a ‘control’ or null treatment being applied. 
Information, including individual, treatment, product and modelled V∆ , is sent 
to the allocation decision engine.  The data required is shown below. 
For each individual or segment  
• which products and treatments the individual or segment is eligible for 
• which products and treatments the individual or segment has been 
targeted for 
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• estimates of the probability of response and V∆  
• snapshot of covariates to enable baseline measurements to be taken and 
causal models to be developed 
For the products 
• which treatments are associated with the products 
• incremental CLV at the product level 
For the treatments 
• contribution to revenue and CLV 
• cost of making and fulfilling the treatment 
Data requirements for execution are to be able to take the targeted selection 
from previous steps in the process, and track the selection and presentation of 
treatments to the individual.  Later refinement of modelling may be done by 
using the tracked data to modify targeting, together with other information, 
such as the channel and a snapshot of relevant customer data. 
Requirements of tracking and measurement are to evaluate the appropriate 
metrics at the appropriate points in time.  Criteria that define types of response 
are kept, along with timings, costs and revenues at points in time according to 
the defined KPIs for the campaign. 
The requirements of this phase are to support the evaluation of responses and 
the calculation of return based on responses and the subsequent effect on CLV.  
Alerts may be generated if models are not performing or if targets (from the 
planning phase) are not being met. 
In this phase, data must support the update of modelling if required, predictions 
of future response rate and V∆ , as well as reporting the performance of 
treatments and products in the campaign, to aid organisational learning. 
To evaluate the performance of models and to assist with ongoing monitoring, 
modelled selections need to be compared with random selections.  To do this, 
the analysis phase must be able to use the campaign design to determine which 
comparison should be made. The comparison must also be made over time, to 
determine when the gap between the model’s performance and the random cell 
reduces to a point where the model should be rebuilt. 
The outcomes of a predictive modelling exercise to be subsequently used by 
the campaign process are 
• estimates of future behaviour, such as propensities to respond and CLV at 
campaign time, given treatments applied and product take-up 
• scoring algorithms to be executed to produce such estimates 
• segmentation schemes that group individuals into similar clusters 
• product segmentation schemes and hierarchies 
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Other information needs to be provided so that the campaign process and users 
can understand how the models are to be used, including 
• valid assumptions – treatments and segments used 
• type of information being passed: score, model, continuous value, category 
etc. 
E.4.2 Data Models to Support KDM 
The result of targeting is a selection of individuals who will receive specific 
treatments.  Dimensions to be included are customers, households, products, 
treatment codes, creative codes, cell codes, champion–challenger flags, 
(global) control flags, predictive model scores or algorithms, eligibility criteria 
or eligibility flags, target metrics such as V∆ , exclusions and suppressions, 
and others. 
To target using the CLV approach from Chapter 7, a multi-dimensional matrix 
of individual, treatment, product and modelled conditional CLV, for all the 
products and actions applicable, is constructed.  The matrix may be individual- 
or product-centric, depending on the focus.  There are two possible approaches. 
1. Select the individuals to target, and find the relevant product and treatments 
for those individuals. 
2. Select a product and treatments for the campaign, and find the best 
individuals to receive that product or treatment. 
Before targeting is done, data need to be available at a number of levels.  The 
individual level may represent customers, households, accounts or other 
interested parties. 
Figure E–2 shows the entity relationship model to support KDM. Each 
individual may be considered for one or more treatments, as described by the 
Individual–Treatment table.  A treatment describes one or more products, with 
details stored in the Treatment and Product tables respectively, and the 
relationship described by the Treatment–Product table.  Treatments may 
include incentives to respond and product configuration options.  The effects of 
applying treatments can be described by models, details of which are kept in 
the Model table.  As a model is applied to individuals, outcomes such as scores 
are generated and stored in the Model–Individual table. 
Data on which treatments have been allocated to which individuals are stored 
in the Individual–Treatment–Allocation table, with allocation-specific details 
in the Allocation table.  Each allocation of an individual to a treatment may 
generate multiple responses, as stored in the Response table. 
A Program comprises multiple Campaigns, which in turn consist of multiple 
cells.  A cell may consist of one or more treatments, and a treatment may be 
included on multiple cells, as described in the Treatment–Cell table. 
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Figure E–2 Entity relationship model for data to support KDM 
 
Table E–12–3 shows some of the data items to be contained in each of the 
tables in the entity relationship diagram. 
Table E–12–3 Data items for tables 
Individual 
Contains information 
pertaining to an 
individual.  
• Individual ID 
• Demographics 
• Product holdings 
• Usage and behaviour 
• Current value 
• CLV 
• Segments that the 
individual belongs to  
Individual–Treatment 
Contains the treatments 
that have been 
considered for an 
individual.  
• Individual ID 
• Treatment ID 
• Individual eligibility 
flag for treatment 
• Expected CLV given 
the treatment 
 
Individual–Treatment 
Allocation 
Tracks whether a 
customer has been 
selected to receive a 
treatment. 
• Allocation ID 
• Individual ID 
• Treatment ID 
• Campaign ID 
• Date and time of 
allocation 
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Treatment 
Contains details of 
treatments. 
• Treatment ID 
• Product ID (for 
associated product) 
• Channel 
• Incentives 
• Configuration 
• Costs and revenues 
• Individual eligibility 
criteria 
• Elements such as 
content, tone, 
materials etc. 
Treatment Models 
Contains details of 
models relating to each 
treatment for which a 
model exists. 
• Treatment Model ID 
• Treatment ID 
• Eligibility criteria 
for model 
application 
• Type of model 
outcome being 
predicted 
• Model algorithm, 
including a list of 
variables required to 
apply the model, 
data transformations, 
missing data 
processes, 
parameters, 
coefficients and 
weights 
• Date of model build 
• Expected 
performance 
• Recommendations 
for selections (e.g. 
cut-off scores) 
Model–Individual 
Holds the outcomes of 
models as applied to 
individuals. 
• Model ID 
• Individual ID 
• Model outcome type 
{score, 
classification, value, 
segment} 
• Date of application 
• Score / value 
• Classification / 
segment 
 
 
Product  
Contains information 
specific for a product. 
• Product ID 
• Configuration 
options relevant to 
the product, such as 
price, promotions etc 
• Eligibility criteria 
 
Campaign 
Contains information 
pertaining to a 
campaign. 
• Campaign ID 
• Program ID 
• Budget 
• Fixed costs 
• Resources 
Allocation  
Contains information 
pertaining to a selection. 
• Allocation ID 
• Program / Campaign 
flag 
• Campaign ID / 
Program ID 
• Number of 
individuals selected 
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• Number of cells 
 
• Selection type 
{modelled, random, 
manual} 
• Date of selection 
Program 
Contains information 
pertaining to a program. 
• Program ID 
• Budget 
• Fixed costs 
• Resources 
• Number of cells 
Cell 
Contains details of cells 
in a design. 
• Cell ID 
• Campaign / Program 
Flag 
• Campaign ID / 
Program ID 
• Cell sizes 
• Treatment or control 
flag 
• Champion / 
challenger flag 
• Targeting criteria 
• Associated 
treatments 
Response 
Contains whether and to 
what degree an 
individual has responded 
to a treatment. 
• Response ID 
• Campaign ID 
• Treatment ID 
• Individual ID 
• Allocation ID 
• Response Value 
• Response Date / 
Time 
• Status {Positive, 
Negative, 
Indeterminate} 
Treatment–Cell 
Details which treatment 
have been assigned to 
which cells 
Treatment ID 
Cell ID 
Campaign ID / Program 
ID 
  
 
E.5 Information Flows and Integration 
E.5.1 The Data Repository 
In order for analysis to be done to aid the idea generation process, a central 
knowledge base must be created.  This data repository is used as a basis for ad 
hoc analysis.  This repository may be a permanent structure, such as a data 
warehouse or a data mart, or a prototype or transient data store constructed for 
a single use. 
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Information is collected from a diverse range of systems that include internally 
available information, such as accounts, customer demographics, transactional 
and usage, point of sale, web interactions, channel interactions, inquiries, 
complaints, contact management, financial and campaign history.  This may be 
supplemented by external data enhancements, such as geodemographic 
segmentations, purchased lists and market research. 
The data store is enhanced with derived information, transformations, 
aggregations, data reductions and modelled outcomes.  This is an iterative 
procedure performed in conjunction with analysis applications that determine 
the most appropriate transformations of the data. 
The outcome of the iterative process is analysis that feeds directly to the idea 
generation process, new segmentations, or new models. 
For integration between the campaign selection and execution processes and 
predictive modelling processes, the campaign process needs to pass 
information to the predictive modelling process, including: 
• results of previous treatments at the individual level, including which 
individuals the treatment was applied to, which individuals responded, how 
individuals responded and their subsequent behaviour after their immediate 
response 
• any experimental design factors and treatments pertinent to the treatments 
applied, including control groups, treatments and factor levels 
• definitions of positive, negative and indeterminate response 
• snapshot of relevant customer information at a point in time before the 
treatment was applied 
• model attributes, such as the algorithm used, variables required, 
transformations used, the imputation of missing values, the make-up of the 
training, test and validation data sets, algorithm-specific parameters, 
coefficients and weights 
For the ongoing monitoring and refinement of existing models, examination of 
current results versus historical results is required to facilitate the statistical 
testing of model degradation by time.  Historical results by model need to be 
stored.   
E.5.2 Overarching Data Flows 
As seen in Chapter 6, there are a number of paradigms requiring definitions of 
information flows. 
1. Batch outbound marketing 
2. Batch inbound marketing 
3. Opportunistic inbound marketing 
4. Continuous batch marketing 
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5. Resource allocation integration 
Figure E–3 shows a typical manual process flow for integrating predictive 
modelling within the KDM process. 
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Figure E–3 Predictive modelling and campaign process data flow diagram 
 
Batch Outbound Marketing 
In the idea generation phase, analysis takes place on the marketing data 
repository.  Outcomes of the phase may be hypotheses that need testing, or 
segmentation of existing or prospective customers to be tagged on the 
repository.  One of the outcomes may be to identify target groups through 
building models, and targeting predictions from those models on the data 
repository. 
For targeting, the hypotheses formed are used to identify target groups to 
be assigned to one of the treatments of a campaign.  Predictive modelling 
techniques are used against the target groups and repository data to identify 
look-alike individuals, who are allocated a score.  This approach allows the 
calculation of value measures such as V∆ .  The scores are written back to 
the data repository.  Ideally, each feasible treatment–product combination 
will be scored, in some cases via a combination of separate models. 
Relevant model information needs to be stored so that it is accessible to 
other phases of the process, such as resource allocation. 
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The design phase uses the treatments and products to be included in the 
campaign to generate a design that allocates each individual to a cell.  Cells 
may be one of several types, such as champion, challenger, treatment, 
control and random.  Individuals are tagged with information relating to 
their allocated cell.  The primary purpose of the design phase is to ensure 
that the results can be measured and that learnings can be made, but 
targeting criteria may be taken into account. 
Further details may be determined in this phase, such as the configuration 
of treatments and their component factors, in terms of pricing and tariffs, 
incentives, creative treatments, fees, features and so on. 
Information relating to campaigns, predictive models, modelled outcomes, 
operational marketing and design criteria is brought together in the resource 
allocation phase.  Scenarios are tested, and the likely results projected 
before a final allocation decision is made.  The final scenario is stored in 
the repository, and interim scenario information may be stored also.   
The evaluation of scenarios is performed using a individual–treatment 
matrix, and enables evaluation of a metric (such as V∆ ) under different 
scenarios.  The planning process may alter predictive model cut-off 
thresholds, and change the prioritisation rules enforced.  The final outcome 
is a flag against each individual–treatment combination for subsequent 
campaign execution. 
The individual–treatment tags are used to provide individual information to 
the appropriate channels in the campaign execution phase.  The campaign 
execution process maintains flags on the selection and presentation of 
treatments to individuals, including control cell and global control cell 
selections where no treatment is applied to individuals.  
In the next phase, which involves monitoring, tracking and evaluation, the 
response process periodically checks for responses, and takes a snapshot of 
relevant behavioural information for tracking purposes.  The evaluation 
process monitors the responses against the plans and expected model 
performance and generates alerts if these are below predetermined 
thresholds. 
The monitoring and tracking information is used to update and refine 
predictive models in the refinement phase.  Simple updating may be 
necessary to calibrate the predicted response rates with those being 
observed.   
Batch Inbound Marketing 
The batch inbound marketing process differs from the batch outbound 
process, in that it is not known with certainty which individuals are going 
to present themselves at an interactive channel of the organisation.  For the 
most part, the information flows are the same, with the exceptions as noted 
below. 
In targeting, it may be useful to predict which individuals will present 
themselves at which channels through modelling on previous individual–
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channel contacts, especially to facilitate planning.  This adjusted model 
may need to be included in allocation and prioritisation calculations. 
For campaign execution, individual–treatment combinations are stored in 
the central data repository and provided to channels, either in batch model 
or on demand.  Individual contact flags are updated and maintained based 
on individual visit and presentations. 
Other phases of the process are as for batch outbound marketing. 
Opportunistic Inbound Marketing 
While the idea generation process is unchanged from the other forms of 
KDM, the design phase requires that individuals may either be tagged 
beforehand with their cell assignment, or cell assignments be made on 
demand.  On-demand cell assignment is a necessity for non-customers or 
new customers, as the new customer’s information is just coming to hand 
as part of the current interaction.  One process for on-demand allocation is 
the use of probabilistic algorithms for assigning individuals to cells.  This 
process allows for the inclusion of experimental treatment cells. 
The targeting phase differs in that new information revealed during the 
course of the interaction may have a bearing on the treatment applied, 
requiring that model scoring be done on demand, based on the updated 
information. 
Although scenarios can be planned, the allocation phase requires that actual 
assignment of individuals to treatments must happen on demand, 
potentially evaluating several treatments and their effects on V∆  
concurrently. 
Tracking has an additional function: to track treatments applied so far and 
feed into design and allocation algorithms so that probabilistic assignment 
and estimated response rates can be updated.  This is particularly important 
if the response observed is much different to that assumed in the planned 
scenario being used as the blueprint.  For modelling techniques that can be 
updated, predicted probabilities from the models can be updated and 
calibrated on observation of responses to treatments applied. 
Continuous Batch KDM 
Continuous batch KDM differs from the one-off models above in that it is 
an explicitly interactive procedure.  Each successive iteration may refine 
treatment and product configurations, actual and predicted response rates, 
designs based on the information known and the amount of information 
required, and predictive models.  
E.5.3 Integration Configuration 
The primary outputs needing to be integrated are the scores that are produced 
by the predictive modelling process.  One of the key issues to be addressed is 
how to deploy scores in an operational setting.  Beyond the manual process of 
the analytical marketing department producing scores and delivering them in a 
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file to the operational marketing department (as in Frawley and Thearling, 
1999), there are three common approaches: 
• data-level integration – the predictive modelling application writes the 
scores back to the database that is to be used by the campaign 
management tool periodically 
• dynamic integration – on-the-fly scoring at campaign execution time 
• real-time integration – distributed real-time scoring performed at 
customer touch points 
E.5.4 Data-Level Integration 
This used method involves database management tools coordinating 
information between the data-mining tool and the campaign management 
database.  An illustration of data-level integration is given in Figure E–4. 
The advantage of data-level integration is that it is efficient because the 
database is updated in batch mode.  It allows for subsets of the entire customer 
base to be selected, and it is easy for individuals to be ranked in order of 
potential response value. 
The disadvantage of data-level integration is that where data changes 
frequently, data-level integration requires re-scoring whenever the database is 
updated to be current.  For inbound or interactive customer touch points, such 
as the web and call centre, the approach does not take up-to-date information 
into account. 
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Figure E–4 Data-level integration data flow 
 
The predictive modelling process builds predictive models for a specific 
treatment, using data extracted from the marketing data repository.  Models are 
produced, and written back into the data repository in the form of scores, 
values or algorithms.  The scores, values or algorithms are then available 
within the repository for selection in the campaign process.  Once selected, 
details are sent to the relevant channels, and details of the campaign and 
communications are stored in the repository.  Selection efficiencies are gained 
by targeting the highest scoring individuals only.   
E.5.5 Dynamic Integration 
Dynamic integration formed the basis of early attempts to integrate campaign 
management and predictive modelling.  The approach requires that the 
campaign process calls a predictive modelling scoring process that generates 
the scores at the time of campaign execution.  This is shown in Figure E–5. 
The advantage of dynamic integration is that some efficiency is gained when 
scoring sub-segments of the population, as the model scores are calculated only 
when required.  This means that the size of the population to be scored is 
reduced, and that the most current information available on the database is used 
in the scoring process. 
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The disadvantage of dynamic scoring is that current scores or values are not 
accessible to the campaign process, and the approach is no more efficient than 
data-level integration if used to score the entire customer base.  The meaning of 
scores, values and models produced by the predictive modelling process needs 
to be communicated from the analytical team to operational users, so that they 
can make meaningful selections.  The data to be used for scoring may not be 
synchronised at scoring time, leading to misleading results.  Dynamic 
integration is a batch-mode process, so it does not produce real-time outputs 
for use with inbound customer touch points.  Dynamic integration requires 
integration between applications. 
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Figure E–5 Dynamic integration data flow 
 
The predictive modelling process builds predictive models from data extracted 
from the marketing data repository.  Models are then provided to the campaign 
management process in the form of scoring algorithms.  Scores are produced as 
part of the campaign process once segment selections are made.  The 
remainder of the process proceeds as for data-level integration. 
Dynamic integration can produce efficiencies in scoring, compared with data-
level integration, as scores are produced only for those segments who are to 
receive a treatment.  However, for customer-centric marketing the decision to 
be made is which treatments of several options are to be applied to a specific 
individual.  This requires that scores and CLV need to be known at the time of 
decision making for the candidate treatments. 
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E.5.6 Real-time Integration 
In this model of integration the scoring is done at the customer touch points 
during the interaction between the touch point and the individual. 
The advantage of real-time integration is that the approach fully supports 
inbound and interactive channels, and is efficient for inbound channels.  This is 
because scoring need only be done for those individuals interacting with the 
channel, rather than updating the entire customer portfolio frequently.  It 
enables prioritisation of a number of treatments to be made to a particular 
individual. 
Real-time integration has its disadvantages: it requires substantial infrastructure 
and investment, as communications channels are required to talk to scoring 
engines to generate scores as required.  This requires integration between 
applications well beyond predictive modelling and campaign management.  It 
is not an appropriate model of integration for outbound channels.  Scores may 
also need to be generated in batch mode against the data repository to facilitate 
planning. 
E.5.7 Continuous Batch KDM 
There are two options for event-triggered campaigns.  The first option is where 
events trigger an action.  This approach requires extensive infrastructure to 
examine all relevant events to trigger the required actions.   
The second option is to identify a combination of events used in predictive 
models.  The combination of these events is included as inputs in predictive 
models.  When a score changes into a defined ‘action range’, a relevant 
treatment is applied to the individual.   
Such an approach may still limit action to ‘batch’ mode rather than real-time; 
however, unless both the scoring routines and the CRM infrastructure can 
support this type of operation, responses are not likely to be captured and made 
available in real-time. 
This approach is preferable with multiple events that could trigger a campaign, 
and it facilitates modelling automation. 
The advantage of this approach is that only the movement of scores themselves 
are defined as events, and the detection processes only need to check that a 
score has changed into the ‘action range’.  In this way, the detection process is 
able to aggregate a number of events, and individual transaction data does not 
need to be trawled as with the first option. 
The disadvantage of this approach with event-triggered campaigns is that the 
changing of a score into an ‘action range’ could mean that the definition of the 
event that caused the shift in the score might be hidden.  Re-scoring of 
individuals would need to be done frequently, which could affect infrastructure 
requirements. 
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E.5.8 Outbound Resource Allocation 
Resource allocation can serve to integrate predictive modelling and the 
campaign process, as show in Figure E–6. 
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Figure E–6 Data flow for resource allocation 
 
E.5.9 Inbound Resource Allocation 
A marketing blueprint generated by a resource allocation process to support an 
inbound campaign may be static, where the treatments applied to an individual 
are already determined, or dynamic, where an individual’s attributes are used to 
determine the treatments to be applied at the time of making the treatments.  
Attributes are represented as rules, for example, 
“ if score value , then make offer i i x y× > ”.  Figure E–7 shows the information 
flow for inbound resource allocation. 
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Figure E–7 Data flow for inbound resource allocation 
 
E.6 Conclusions 
This appendix has provided the structures and flows of information that are 
required to support sophisticated KDM.  Tables, data items within tables and 
their relationships have been developed to address the requirements of data 
structures to support sophisticated KDM.  The data flows that are required 
between the components of KDM to support the model were defined to support 
the integration required, particularly integrating predictive modelling into the 
KDM process.  These flows were defined for different marketing paradigms in 
use. 
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Glossary 
Above The Line 
An advertising term, denoting the traditional five areas where commission 
is paid to advertising agents: Press, TV, Radio, Cinema and Outdoors. See 
also below the line. 
Action 
A marketing treatment. 
Always a Share 
When an organisation has an ‘always-a-share’ relationship with its 
customers, there is always a reasonable, non-zero probability that a 
customer will purchase a product.  For example, a relationship with a 
retailer is typically ‘always a share’, because there are no contracts.  See 
also gone for good. 
Association Rules 
A data mining technique for uncovering interesting relationships within a 
database, in the form of overlapping rules. 
Attractiveness 
Whether a treatment should be applied to an individual.  See also 
eligibility. 
Batch KDM 
In batch KDM, lists of individuals to be contacted in campaigns are 
created, and then sent to the channels that will communicate to the 
individuals.  See also continuous KDM. 
Below The Line 
An advertising term, denoting uses outside the five traditional areas (see 
above the line); examples are direct mail, trade press, small ads, 
exhibitions. Advertising using low-profile media such as the Internet or 
direct mail. 
Bayes’ Theorem 
Bayes’ theorem is a result in probability theory, which gives the conditional 
probability distribution of a random variable A, given B, in terms of the 
conditional probability distribution of variable B, given A, and the marginal 
probability distribution of A alone.  
Pr( | ) Pr( )Pr( | )
Pr( )
B A AA B
B
=  
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Campaign 
A campaign is defined as a sequence of marketing actions with a common 
strategic or tactical aim.  The term ‘campaign’ has largely replaced the term 
‘mailing’ found in earlier literature, with the common expansion of 
channels to call centres, e-mail, web, SMS and others.  A campaign can be 
based around a single event, or around a group of events that trigger 
communications aimed at the same strategic objective.  Campaigns can be 
complex in that they incorporate multiple channels, multiple levels and 
multiple segments. 
Campaign Management 
Campaign management involves tracking statistics, schedules, and other 
metrics of multiple marketing campaigns, possibly across a combination of 
distribution channels. 
CART 
Classification And Regression Trees. A decision-tree predictive modelling 
technique used for classification. Provides a set of rules applicable to a new 
(unclassified) dataset to predict which records will have a given outcome. 
CART segments a dataset by creating 2-way splits. 
Censoring 
Censoring occurs in survival analysis in cases for which failure has not yet 
occurred, the subject is lost to follow-up, or other treatments were applied. 
Challenger 
The challenger treatment is a treatment being tested through ‘champion–
challenger’ methodology. 
Champion 
The champion treatment represents accepted best policy, and is used in the 
place of a control cell in ‘champion–challenger’ methodology. 
Champion–Challenger 
The ‘champion–challenger’ methodology is a form of experimental design 
in which the current champion policy as tested against one or more 
challengers.  If a challenger is deemed more successful than the champion, 
it will replace the champion policy. 
Channel 
A medium of contact between an organisation and its customers; for 
example, direct mail, email and relationship managers. 
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Churn 
Customers discontinuing a relationship with an organisation are said to 
‘churn’. See also customer retention. 
Closed-loop Marketing 
In closed-loop marketing, the results of marketing campaigns are used to 
refine future marketing campaigns. 
Cluster Analysis 
A multivariate statistical classification technique, used for discovering 
whether the individuals of a population fall into different groups by making 
quantitative comparisons of multiple characteristics.  The differences 
within any group should be less than the differences between groups.  
Cluster analysis is often used for segmentation. 
Continuous KDM 
As opposed to batch marketing, in continuous KDM treatments are applied 
repeatedly, either via recurring campaigns or opportunistic KDM. 
Control Cell 
A control cell is a cell in a marketing campaign, for which a selection is 
made, but no treatment is applied.  Results from the control cells are 
compared with the results from treatment cells. 
Covariate 
A factor that varies together with the response variable.    
Creative 
The materials used in advertising to convey a message.  
CRISP-DM (CRoss-Industy Standard Process for Data Mining) 
A standard process for data mining developed by a consortium of software 
vendors and commercial organisations using data mining. 
Customer Demand 
A marketing paradigm in which the organisation takes a customer-centred 
view, deciding the best customer treatment (at a point in time) from several.  
The objective is to maximise customer-based metrics, such as CLV and 
satisfaction. 
Customer Equity (CE) 
The discounted expected value, less marketing and servicing costs, of 
existing customers, given current and future strategic actions by the 
organisation.  See prospect equity and total equity. 
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Customer Lifetime Value (CLV) 
The present (or discounted) value of expected future benefits from a 
customer, less the cost to serve that customer. 
Customer Relationship Management (CRM) 
A process or application that enables organisations to gather and analyse 
customer data rapidly, while seeking to improve customer retention and 
profitability via targeted products. 
Customer Retention 
The strategy of keeping an organisation’s existing customers.  See also 
churn. 
Data Mining 
An information extraction activity whose goal is to discover hidden facts 
contained in databases.  Using a combination of machine learning, 
statistical analysis, modelling techniques and database technology, data 
mining finds patterns and relationships in data, and infers rules that allow 
the prediction of future results. Typical applications include market 
segmentation, customer profiling, fraud detection, evaluation of retail 
promotions, and credit risk analysis. 
Data Mart 
A database, or collection of databases, designed to help managers make 
strategic decisions about their business.  Whereas a data warehouse 
combines databases across an entire enterprise, data marts are usually 
smaller and focus on a particular subject or department. 
Data Repository 
A store of data, such as a data mart, data warehouse, database or 
knowledge base. 
Data Warehouse 
An implementation of an informational database used to store sharable data 
sourced from an operational database-of-record.  It is typically a subject 
database that allows users to tap into a company’s vast store of operational 
data to track, respond to business trends, and perform forecasting and 
planning. 
Database 
A collection of related information about a subject, organised in a useful 
manner, that provides a foundation for procedures, such as retrieving 
information, drawing conclusions, and making decisions. 
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Database Marketing (DBM) 
Refers to using relational computer systems that enable the maintenance of 
purchasing history (and all other data) on a customer. This allows customer 
data to be readily accessed and cross-referenced for marketing purposes, 
such as cross-selling and up selling.  
Decision Engine 
An application, or collection of algorithms, that selects a treatment from 
several alternatives, for presentation to an individual. 
Decision Support Systems (DSS) 
A computer program application that analyses and presents business data in 
a form that helps users to make business decisions easily.  It is an 
informational application, not an operational one.  A DSS may present 
information graphically and may include an expert system or artificial 
intelligence. 
Decisioning 
The act of selecting a treatment from several alternatives to present to an 
individual.  Typically performed by a decision engine. 
Direct Marketing 
Direct communications with carefully targeted individual consumers to 
obtain an immediate response. 
eCRM 
The online version of CRM that gives companies a way to conduct 
interactive, personalised communications with customers over both 
electronic and traditional channels. 
Eligibility 
Whether an individual qualifies for a treatment.  See also attractiveness. 
Event-Triggered Campaign 
A type of continuous KDM where a campaign is initiated to an individual 
or segment of individuals who have met specified criteria, typically an 
event.  See also opportunistic KDM. 
Experimental Design 
The process of planning an experimental campaign so that appropriate data 
will be collected, which may be analysed by statistical methods, resulting 
in valid and objective performance evaluation.  Designs include factorial 
and fractional factorial designs. 
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Exploitation 
Refers to the decision to use current information to optimise the allocation 
of individuals to treatments, rather than collecting more information via 
exploration. 
Exploration 
Refers to the decision to use collect more information rather than using 
current information to optimise the allocation of individuals to treatments 
via exploitation. 
Extended KDM Process Model 
The process model for KDM introduced in Chapter 6. 
Factor 
A component of a treatment that can be varied independently of other 
factors.  
Gone for Good 
When an organisation has a ‘gone-for-good’ relationship with its 
customers, there is a contractual relationship between the organisation and 
the customer.  When the customer defects, the relationship will shift to a 
competitor.  For example, a relationship with a mobile telephone provider 
is typically ‘gone for good’, because a customer will only use one network 
at any one time.  See also always a share. 
Global Control Cell 
A strategic allocation of customers, formed so that the effects of alternative 
strategies and policies may be evaluated. 
Knowledge Discovery in Databases (KDD)  
A synonym for data mining.  Occasionally shortened to KD. 
Knowledge-Driven Marketing (KDM) 
The use of customer and market data to aid in the planning of marketing 
strategies, selection of customers, and the execution of those strategies via 
marketing treatments made to those customers.  The treatments may 
include direct marketing communications and differential pricing.  A 
customer contact may not be the sole means of executing a knowledge-
driven strategy. 
Linear Regression 
A statistical technique used to find the best-fitting linear relationship 
between a target (dependent) variable and its predictors (independent 
variables). 
GLOSSARY 
339 
Logistic Regression 
A generalisation of linear regression used for predicting a binary variable 
(with values such as ‘yes–no’ or ‘0–1’).  An example of its use is modelling 
the odds that a borrower will default on a loan, based on the borrower's 
income, debt and age. 
 Management Information Systems (MIS) 
Systems that provide timely, reliable, and useful information to managers 
in business, industry, and government.  
Market Pull 
Where the market is demanding an innovation to fill an existing need. 
Marketing Automation 
Marketing automation is the process of taking those initiatives that have 
been successful, and applying them systematically, periodically and 
automatically to qualifying individuals. 
Marketing Push 
This term describes the situation where organisations strive to differentiate 
their propositions from their competitors by introducing new attributes, in 
an attempt to capture the imagination of the market.   
Mass Marketing 
The direction of sales efforts for a product or service to as many customers 
as possible through undifferentiated media, such as television, radio, or 
newspaper. 
Naive Bayes 
A predictive modelling technique that uses Bayes’ Theorem, together with 
the naive assumption that the distributions of all input variables are 
independent. 
Net Present Value (NPV) 
The future stream of benefits and costs converted into equivalent values 
today.  This is done by assigning monetary values to benefits and costs, 
discounting future benefits and costs using an appropriate discount rate, 
and subtracting the sum total of discounted costs from the sum total of 
discounted benefits. 
Neural Network 
A predictive modelling technique that is ‘trained’ by presenting it examples 
of input and the corresponding desired output.  Neural networks are 
general-purpose algorithms that have applications in pattern recognition 
problems. 
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OnLine Analytical Processing (OLAP) 
A category of applications and technologies for collecting, managing, 
processing and presenting multi-dimensional data for analysis and 
management purposes. 
OnLine Transactional Processing (OLTP) 
Operational systems for collecting and managing the base data in an 
organization, such as sales order processing, inventory, accounts payable, 
etc.  Usually offer little or no analytical capabilities. 
Outsourcing 
Purchasing an item or a service from an outside vendor to replace 
performance of the task within an organisation’s internal operations. 
Pixel 
A method of combining commonly used variables into a new variable for 
use in predictive modelling. Typically, five to six variables are used in 
Pixel, and each variable is discretised into between two and eight bins.  
Each unique combination of the different bands that an individual can take 
is given a different number, called a ‘Pixel code’.  For example, for the 
three variables age, income and gender discretised into 5, 5, and 3 bins, 
respectively, there would be 5 × 5 × 3 = 125 distinct Pixel cells, each with a 
unique Pixel code ranging from 1 to 125. 
Policy 
A sequence of actions.  The optimal policy maximises a measure of 
customer value for every initial state.  The aim of KDM is to find optimal 
policies. 
Predictive Modelling 
Sometimes considered a branch of data mining, predictive modelling uses 
statistical or machine learning techniques to predict behaviour of 
individuals.   
Prioritisation 
The process by which conflict in allocating conflicting treatments to 
customers is resolved.  See also resource allocation. 
Product Push 
An organisation-centred marketing paradigm, where the organisation 
makes product-based offers to the most appropriate customers.  The 
objective is to increase sales of products.  These campaigns are mostly used 
at a tactical level, but it can also be used for strategic seasonal 
communications. 
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Program 
A collection of campaigns aligned with the strategic objective of an 
organisation. 
Prospect Equity (PE) 
The discounted expected value, less marketing and servicing costs, of 
prospective customers given current and future strategic actions by the 
organisation.  See customer equity and total equity. 
Recurring Campaign 
In a recurring campaign, selections of individuals are made periodically, 
based on changes in their attributes from period to period.  Compared with 
event-triggered campaigns, recurring campaigns occur at predetermined 
periods.  Individuals are selected based on changes in multiple criteria from 
one period to the next. 
Reinforcement Learning 
Reinforcement learning uses guided trial-and-error techniques in selecting 
actions to achieve goals. 
Relationship Marketing 
Marketing with a focus on building long-term relationships, where the 
target customer is encouraged to continue his or her involvement with the 
organisation. 
Response Surface 
A response surface is defined by the response of individuals to stimuli, in 
the form of marketing actions.  The response surface can be optimised by 
changing the configuration of treatments applied. 
Resource Allocation 
The process of allocating individuals to treatments, given marketing 
constraints.  Resource allocation may be made by a decision engine. 
RFM 
Recency, Frequency, Monetary value. A method for segmenting customers. 
The best customers are those that have purchased recently, but often, and 
spend more. 
Roll-out 
The process of applying the results of a test campaign to the remainder of 
the eligible population. 
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Score 
The outcome of a predictive model for a particular individual and 
treatment.  For example, a score may represent the predicted probability of 
responding to a cross-sell promotion. 
Segmentation 
Grouping the individuals in a database into segments based on 
combinations of demographics, response, purchase behaviour or other 
criteria.  See also cluster analysis. 
Survival Analysis 
A type of regression analysis using ‘time to failure’ as the outcome, where 
it is possible that not all the subjects will have ‘failed’ at the time of the 
analysis. 
Technology Push 
Occurs when a new technology is introduced to the market without there 
being a recognised need for the product, or even market understanding.  
This is often the case with radical innovations. 
Total Equity (TE) 
The discounted expected value, less marketing and servicing costs, of 
customers and prospective customers given current and future strategic 
actions by the organisation.  See customer equity and prospect equity. 
Treatment 
A marketing action applied to a selected individual; for example, a mailing 
containing an offer.  
Trigger Event 
An event that is used to initiate an event-triggered campaign. 
