Here we propose an architecture for an autonomous mobile agent that explores while mapping a two-dimensional environment. The map is a discretized model for the localization of obstacles, on top of which a harmonic potential field is computed. The potential field serves as a fundamental link between the modeled (discrete) space and the real (continuous) space where the agent operates. It indicates safe paths towards non-explored regions. Harmonic functions were originally used as global path planners in mobile robotics. In this paper, we extend its functionality to environment exploration. We demonstrate our idea through experimental results obtained using a Nomad 200 robot platform.
Introduction
In a rescue operation, or in many tasks where human supervision is restricted and a precise map of the region involved in the task is lacking, exploratory behavior plays an essential role. A truly autonomous robot in these circumstances has to be able to efficiently chart the environment at some degree prior to engaging in any task oriented behavior. Even a purely reactive robot has to keep track of its bearings, otherwise there will be very few tasks where it can be useful.
In this paper we discuss a possible solution for the problem of exploration and mapping of local scale unknown environments. The typical practical task we are interested in solving might be, for instance, the problem of rescuing (by removing or medicating) a victim in the wreckage of a destroyed building. We consider that the extent of damage makes previous maps useless and the situation is too unstable to use human rescuers. In such circumstance there is a pressure for time, therefore the accuracy of the acquired map has to be only up to what is needed for the task.
The sensors are used to give an estimated position of obstacles that are placed in an internal geometric map. The obstacle position is the most important feedback from the environment. Exploration consists of covering a predefined region in space (here in this work, two dimensional space) localizing and incorporating obstacles to a map while searching for a target. We consider that its spatial coordinates completely determine the state of the robot. This is true for the Nomad 200 robot since its rotation and translation are independent. Therefore exploration of real space is akin to a search in state space. Furthermore, since we use a discrete model for the environment, the exploration of space can be reduced to a graph search, where obstacles represent non accessible nodes.
From the AI point of view there are two broad classes of exploratory strategies in graphs: uninformed search and heuristic search. In robotics, to some extent, such categories can be compared to reactive strategies and strategies based on models (Romero et al., 2000) . Uninformed or reactive strategies imply that no a priori hypothesis about the environment (besides the essential ones like the existence of walls, and so on) are used to drive behavior. Moreover, behavior is not affected by the result of exploration. Heuristic or model exploration, on the other hand, carries such extra information that is used to modify behavior according to the specific distribution of the obstacles found as exploration evolves.
The most widely used reactive approach is the wall-following strategy (Mataric, 1990; Crowley and Coutaz, 1985) . It consists of following walls while extracting the contours of obstacles. It can help to generate either topological (Mataric, 1990) or geometrical (Crowley and Coutaz, 1985) maps. Wall-following is not per se an exploratory strategy since after the complete contour of an obstacle it does not prescribe how to proceed. Therefore when non-explored walls are not within sensor range, wall-following has to be associated with a true exploratory strategy, like random search or adapted versions of breath-first or depth-first searches.
On the other hand, the strategies based on models use a function that describes which are the preferred actions for a given state, as the core of the exploratory process. This function, sometimes called a heuristic function, a cost function or a reward function, combines current knowledge (obtained by sensors) and some prior knowledge of how things should be in the environment. A heuristic function is expected to change during exploration.
There are many choices for such functions, most of them indicate the shortest path to an unknown region (Yamauchi, 1997; Choset et al., 2000) . For instance, the frontier-based exploration of Yamauchi (1997) , where the border lines between unknown and known regions, called frontiers, drives the robot behavior through a depth-first search. The Fisher information on the measurement and navigational uncertainties can also be used as heuristic functions (Feder et al., 1999) . In this case the robot prefers actions that maximize its information gain in Fisher's sense. Similarly Thrun (1998) has devised an algorithm where a heuristic function, computed by value iteration, is in charge of producing paths of minimal cost, which indicate where the robot should go to diminish the quantity of unknown regions. This algorithm, in some cases, is used in combination with the wall-following strategy. The hybrid approach (Romero et al., 2000) keeps the robot around the obstacles while it performs the exploration of the environment.
A successful exploratory behavior, therefore, consists in a good combination of a search procedure with a path planning approach. In this paper we introduce an architecture that harmoniously integrates these two functionalities. At its core there is the harmonic function method introduced by Connolly and Grupen (1993) for path planning. Our main contribution is to show how this idea can be articulated with the functions necessary for exploration and mapping in a efficient architecture.
In Section 2 we present our architecture and in 3 we describe its modules. Section 4 discusses the exploratory behavior produced by the architecture. The results, discussions and conclusions are presented in Sections 5-7, respectively.
An AI Approach for an Exploratory Agent
The AI approach considers the robot as an agent that interacts with the environment by executing actions based on information coming from its sensors. An agent corresponds to the union of a physical structure with a program (Russel and Norvig, 1995) . The physical structure consists of a computer or a specific hardware that acts on and measures properties of a given environment that can be either real or simulated. The program corresponds to a function that implements the mapping of the perception onto actions.
The agent architecture describes how the different subfunctions, or modules, are organized in the program to produce the final mapping. In the AI literature there are several classical architecture approaches, for instance, NASREM (Albus et al., 1989) , LAAS (Alami et al., 1998) , Subsumption (Brooks, 1986) and so on. However, there is no widely accepted theory of architecture design that can be used to prove that one design is better than another (Russel and Norvig, 1995) . Most of them have overlapping principles, which makes any tentative classification appear rather fuzzy (Medeiros, 1998; Pettersson, 1997) .
For an autonomous agent, a convenient organization of functions is the SMPA (Sense-Model-Plan-Act) paradigm (Nilsson, 1998) . It can be considered as a broad organizational strategy upon which several architectures are based. In this paradigm, a typical world representation is the state-space graph. It represents a discrete set of world configurations that an agent might encounter while moving through its environment and the actions that link every two states. However, in real world application most of requirements demanded by this paradigm are not met by the current state of technology and, in particular, for mobile robots, the real state-space is a continuous space, therefore, the actions in this context should be continuous displacement commands in order to produce smooth paths and, consequently, to reduce odometric errors. Our architecture, illustrated in Figure 1 , has an embedded blackboard where some modules run concurrent and asynchronously, generating a hybrid architecture -reactive and deliberative at the same time.
The blackboard architecture is composed of a data structure called the blackboard and several experts, called knowledge sources (KS) that act independently on the data of the blackboard, updating and checking it for consistency. This architecture became popular because of its flexibility in structuring problem solving. The main idea behind this architecture is that all communication among the modules is made through the blackboard data structure. This makes it easy to add a new KS or to remove an old one whenever necessary. Furthermore, the blackboard allows an incremental and opportunistic solution of the problem. However, its flexibility may make control difficult. Fortunately, this architecture is well-studied and there exist variations of the traditional version (Medeiros, 1998; Pettersson, 1997) .
Our architecture uses some concepts of a traditional blackboard such as: modularity, common data structure shared between several KS, and independent activation of a KS. At the highest level, the exploration process can be viewed as a sequential SMPA-like algorithm. The blackboard structure is used at the level Here, different from the traditional forms of SMPA, the action of a given module does not exclude the action of the others. For example, information can be fed into a module while it is computing its task.
of map updating and it can be truly asynchronous. There are several experts that interact with its data components in order to update them or to extract information that is used in the subsequent planning or action phases. These experts perform the following functions: − For updating the robot's position coordinates:
• Path integration;
• Self localization.
− For the maintenance of the world's map:
• Map update;
• Gap filling.
− For robot control:
• Planning;
• Action processing;
• Halt instruction.
Architecture Description

ENVIRONMENT REPRESENTATION
The data stored in our blackboard is composed of two complementary and essential components:
− The robot's coordinates in a global frame of reference; − The grid representation of the world, where the environment properties are stored. The grid (discrete) information can be mapped onto the real (continuous) space using the same global frame of reference.
The agent internally represents the environment using an iconic representation based on an array of L x × L y cells, where each map cell is centered in real world coordinates r = (r i , r j ) and corresponds to a real-world square area, storing the following attributes: − state (s ij ): indicates the current status of a cell, which can be: not explored, free space or occupied. The attribute not explored indicates that the position corresponding to cells of indexes ij has not yet been visited and its potential value is set to 0. The attribute free space indicates a visited cell found empty in which the potential can be updated. The attribute occupied indicates that the cell is occupied by an object in the real-world and its potential value is set to 1 in the case of an obstacle and 0 in the case of a goal; − certainty (c ij ): gives a measure of the probability of finding an obstacle in that cell; − potential (p ij ): refers to a heuristic function, in the discrete space-state, that when translated to continuous space indicates navigation paths to the agent.
In robotics, this representation is commonly called a grid-based map. Gridbased maps were first designed to cope with the spatial uncertainty generated by sonar sensors (Moravec and Elfes, 1985) . The main problems are: granularity, scalability and extensibility. There are several representations based on grids, the main difference among them is the function used to update the cells, for example: fuzzy certainty (Oriolo et al., 1997) , Bayesian (Thrun, 1998) , frequency (Borestein and Koren, 1991) and so on.
SENSORY PROCESSING MODULE
In our application there are two major sources of information from the environment:
1. The odometric readings. These are real valued single precision coordinates that indicate the displacement in egocentric bearings. 2. The sonar readings. 16 real value single precision returns from range finder (sonar) sensors.
MAP UPDATE MODULE
In this paper we employ a method based on frequency of observations called HIMM (Histogramic In-Motion Mapping) proposed by Borenstein and Koren (1991) . It uses a linear map update function that counts the number of sensory observations made of each object in the environment. From that it can mark cells that represent the estimated position of obstacles using a certainty criterion. If the rate of positive observations per unit of time exceeds a predefined threshold the cell is marked "occupied" otherwise it is marked "free-space". This mapping procedure is done during the robot navigation. While in motion, it activates the sonar sensors. Each one of the 16 sonar sensors returns a scalar value 0.4 m d i 6.5 m, that corresponds to the distance between the sensor and the closest object in that particular direction. Using the knowledge about the robot's position and the orientation and position of the sensors, the values d i are used to update the certainty value c ij in the cells corresponding to the object positions only if they are inside the activation window (see Section 4), i.e., readings from outside the activation window are not used to update the map. Figure 2 shows how the sonar signal from a wall is interpreted and incorporated into the map. The certainty value of each cell in a region ∂γ , corresponding to the limits of the sensors view cone, is increased by 3. The other cells inside the view cone are decreased by 1. The certainty value is clipped between 0 and 15. A cell has its state attribute changed from free-space to occupied, when its certainty value is bigger than 2. This process allows an easy treatment of dynamic and static objects.
These parameters were chosen heuristically based on observations made during the experiments. We reinforce the presence (through the value 3) of an obstacle stronger than its absence (through the value 1), because the latter is easily generated by noisy and more dangerous to the robot navigation. Since the observation rate is hidden behind a threshold operation, the HIMM produces a binary version of the map. It does not spread a pdf (probability density function) around the obstacles indicating the obstacle hitting probability like the function used by Thrun (1998) and others. However, the association of the binary map with the harmonic potential, described ahead, automatically generates a pdf represented by the potential values of the free space cells surrounding the obstacles. Connolly (1994) showed that in the specific case that obstacles are represented by a fixed potential value equal to 1 and the goal by a value of 0, the harmonic potential in a cell gives the probability that a random walker departing from that cell hits an obstacle before hitting the target, the so-called hitting probability.
The update is done in two steps. First, a local map is drawn from the current sensor readings inside the activation window. Then the local map is clipped to the global map and the corresponding cells are updated.
Furthermore we make refinements in order to eliminate misclassified cells that reduce exploration performance. For example, a misclassified free space cell may indicate passages that do not exist. It causes the robot to visit the place (to correctly classify it) before engaging the correct path. A misclassified not explored cell pulls the robot to regions with little gain of relevant environment information. The refinements are done by gap filling modules as follows:
− cells classified as free space are changed to occupied if their immediate neighbors on both sides are occupied so that the robot cannot pass through. Observe that the typical cell size we use is smaller than the robot's diameter. The properties s ij ,c ij and p ij changed to occupied, maximum value defined by the user and 1, respectively; − cells classified as not explored change to free space if most of their neighbor cells are explored (either free space or occupied). The properties s ij , c ij and p ij are changed to free space, 0 and 1, respectively.
LOCALIZATION MODULE
The robot's localization is currently provided by a path integration (dead-reckoning) module. It is not a self-correcting strategy and important errors are introduced by slippage of wheels and faulty readings from the robot's odometers. These errors grow unbounded as the robot explores and become visible in large environments. In order to avoid this error, pure odometric information has to be combined with a self-localization strategy. It is ordinarily based on a comparison between a supposedly more accurate global map and the partial map freshly extracted from the sensors (Fox et al., 1999; Olson, 1997; Olson and Matthies, 1998; Olson, 1999; Schultz et al., 1999; Schiele and Crowley, 1994) .
In this work we do not implement a self-localization module. Through careful control of the accelerations of the robot and due the natural smoothness of the paths generated by the potential field we manage to keep the odometric errors within acceptable levels as shown in Section 5. Abrupt changes in the robot's direction are usually the main source of odometric errors. Insofar as odometric errors are low, unexpected events like hits with an undetectable object or a movable object can still be very damaging to our technique without an appropriate self-localization module.
PLANNING MODULE
We were firstly motivated by the work developed by Connolly and Grupen (1993) for path planning in an environment where objects and walls are known with accuracy. In their method, once a target position is defined, a potential field is calculated throughout the environment. After its convergence, the gradient descent on the potential steers the robot around obstacles toward the goal.
Potential fields are a known technique in path planning (Latombe, 1993; Barraquand et al., 1992; Rimon and Koditschek, 1992 ) based on the idea that an optimal path can be obtained as a result of the linear superposition of fictitious forces f i (r), or their potentials p i (r) = − f · dr, acting on the robot. Obstacles would exert repulsive forces while goals would apply attractive forces. The optimal path follows the gradient descent on the resulting potential p(r) = i p i (r). It keeps the robot at safe distances from the obstacles and in most cases leads the robot to the goal. The method is relatively easy to implement, has good reactivity in dynamic environments, and it is computationally inexpensive.
There are, however, substantial problems with the method. Especially in the case of complex environments. One of these shortcomings is the presence of local minima in the resulting potential. In these minima the driving force vanishes due to specific obstacle and goal configurations and the robot becomes trapped.
The breakthrough in Connolly and Grupen's method is the use of harmonic functions for the potential field. Harmonic functions are the solutions of Laplace's equation
They do not present local minima (Courant and Hilbert, 1962) except for the boundaries defined by the obstacles and goals. The harmonic functions can have many interpretations. They can be viewed as the result of a principle of minimal energy or least action. They can have a probabilistic meaning like the hitting probability, or the probability that a random walker departing from a given cell hits an obstacle before hitting the desired target. They can come out of learning procedures as temporal differences (Sutton, 1988; Connolly, 1994) or the Monte Carlo method for reinforcement learning (Sutton and Barto, 1998) .
In the grid, the environment cells that show high probability to have an obstacle store a potential value equal to 1, whereas cells that contain the target have their potential value set to 0. Obstacles and the goal are regarded as boundary conditions of a Laplace's boundary value problem (BVP).
The harmonic potential is calculated numerically by the relaxation method similar to value iteration (Sutton and Barto, 1998) with computational cost O(n 2 ), where n is grid size. This method interpolates the potential value between the obstacles and the target. Among the several relaxation methods, we have chosen the Gauss-Seidel (GS) because of it generates stable and smooth trajectories as shown in . The GS method updates the map cells according to the iteration rule:
This algorithm is an example of an anytime algorithm, whose output quality is gradually improved over time, so that is has a reasonable decision ready whenever it is interrupted. We use this flexibility to obtain reasonable gradient values before total relaxation of the potential. This saves us some computation time and makes the cost of calculating the path effectively o (rn), where r is the number of relaxation steps prior a gradient calculation.
ACTION MODULE
Actions are extracted from the potential part of the grid data structure. The negative gradient is computed on the cell containing the current position of the robot. It is a discrete gradient calculation that results in a continuous valued vector. The robot adjusts its head direction to the angle θ given by
where arctan(x, y) is the inverse tangent taken in the interval [−π, π ]. The speed v is calculated as follows:
where v t −1 is the speed at instant (t − 1);v t is the estimated value of the robot speed at instant t and η defines a smooth transition between subsequent speeds. All experiments use η = 0, 5. The estimated speedv t is based on the rotation to be performed by the robot, wherev t decrease linearly with θ.v t is calculated bŷ
where v max = 25.4 cm/s. The angular correction θ is the difference between the robot's orientation and the negative potential gradient direction θ for the current position, reduced to the first quadrant. Therefore its maximal absolute value is 90 degrees, and any turn exceeding 90 degrees in absolute value is implemented as a combination of a θ turn and the reversion of the wheels' translation. The functional form of (5) and its parameter values (0.2 and 0.8) were chosen heuristically to cause a reasonably smooth motion. Equation (5) reduces the robot's speed during its rotation by controlling the curvature of its path.
The factor 0.8 indicates that 80% of the robot speed will be controlled by the θ, i.e., the bigger the variation the lower the robot speed. However, this speed is near zero when this variation approaches 90 degrees. In this case, we need a ground speed to keep the robot in movement. That is the idea behind the factor 0.2. The factor 0.2 guarantees a ground speed, which corresponds to 20% of the maximum speed, to the robot when it needs to rotate an angle near 90 degrees.
HALT MODULE
The halt module can stop the exploration process in two ways depending on the task. In the case of exploration and mapping of an unknown environment, the halt instruction is based on a segmentation image algorithm, called region growing, which runs concurrently with the update process. First, this module extracts the free space and checks frontiers (borderline between unknown region and free space), identifying if there exists any free-space cell near a not explored cell. If this condition is false then exploration ends, otherwise, the process continues. This strategy is more robust than considering that the process is supposed to stop when all cells have their attributes (s ij = not explored), because, depending on the environment shape, a subset of map cells is never reached and the algorithm fails. Furthermore, it automatically eliminates phantom frontiers caused by specular reflection or changes in the environment, like a door that is closed. For exploration in search of a target the process is similar except that it stops the robot when this module infers that the target is attained.
Exploratory Behavior
Exploratory behavior arises naturally from the dynamics of the attributes of the environment representation. Not explored cells are equivalent to goal cells, with the difference that they change status when inside the sensor range. This strategy generates an autonomous exploratory behavior since the goals are placed on the frontiers and they recede as the space is explored. The robot follows the non-explored cells until none of them are left.
The exploration process starts by scaling the internal grid so that it can represent the largest environment to which the agent will be exposed. Initially, the agent is in a zero knowledge state, thus all environment cells are classified as not explored cells. As the agent moves, it assigns the visited cells with the appropriate state, according to the response of its sensors.
The agent has range finder sensors that detect obstacles in the environment. These sensors feed to the perceptual processing module (see Figure 1 ), which produces a region called the activation window that has roughly the size of its average sensor range. This is used to update the internal representation of the agent and to indicate the grid cells that will be recruited for update, i.e., if a cell is at a given time in the activation window, it becomes part of the explored space by participating in the harmonic potential calculation at all times. We call activated region or potential region the set of activated cells that comprises the explored space. The borderline of the activated region corresponds to the limit between the known and unknown regions of the environment.
The harmonic potential for the current explored (activated) region is calculated with the not-explored cells as temporary targets. Note that the target potential value is equal to 0 (see Section 3). These cells will attract the agent and when they are reached, they change to occupied or free space depending on their sensor's response, therefore becoming part of the activated region. Consequently, other not explored cells will become attractive and the process runs continuously.
The action generated by the architecture is the displacement of the agent following the negative potential gradient at the current position in the internal map, which initially corresponds to the center of the activation window. In this case the gradient guides the robot to the largest unknown region or the closest unknown regions depending on which is more attractive. If no obstacle is detected, the limits of the activated region are zero and the potential is zero in all cells. In this case or in any other situation where there is no gradient to guide the agent, it simply follows the forward direction. Figure 3 also shows snapshots of the internal map at the corresponding positions. At any instant, the vector field points to the closest unexplored place in the environment. In Figure 3 (c) we see how the vector field changes to pull the agent back from a dead-end.
The robot performs the exploration strategy summarized below:
1. Sets its position to (0, 0) and the state, certainty and potential values of all cells to not explored, 0 and 0, respectively. 2. Activates and reads the sonar sensors (see Section 3.3). 3. Performs a local update of the map inside the activation window (see Section 3.3). 4. Updates the harmonic potential over the potential region (see Section 3.5).
The position (0, 0) corresponds to the center of the 2D grid map. A single actualization of the potential field consists of the update of all grid points inside the potential region. The procedure is repeated a number of times before the robot moves.
5. Calculates the gradient vector at the current position. 6. Moves following the direction defined by the gradient descent on the potential. 7. If all environment is explored go to 8 else go to 2. 8. Stop exploration.
The above procedure with alternating calculation and motion is applied only in the simulated experiments. In the experiments involving the Nomad 200 robot, due to its physical inertia, it is more convenient to keep it in motion while the whole process of reading sensors, map update, potential and gradient calculations takes place. Its speed is adjusted according to the calculation shown in Section 3.6.
Results
In this section we present the results obtained using the Nomad 200 robot. The experiments were performed on a Celeron 475 MHz running Linux over a radio Ethernet. All the experiments had a grid with maximum size equal to 400 × 400 cells, where each cell corresponds to a squared region of 15 cm × 15 cm in real space. Furthermore, we consider an iteration rate of 20 iterations/sec and robot vision radius equal to 2 m. Figure 4 shows an experiment performed with the NOMAD 200 robot, where it explores an office environment in our institute. This environment consists of a room divided by two cardboard walls connected to a L-shaped corridor. The room has tables and chairs placed along the walls. In this experiment, the robot traveled a total of 36.6 m to explore the environment in approximately 5 min, with an average speed of 12.7 cm/s. The activation window is shown in the figure as a circle around the robot. Figure 5 shows another environment configuration built in our institute. It corresponds to a small maze with approximately 8.9 m × 19.8 m, with 3 rooms divided by cardboard. The thin line corresponds to the path followed by the robot Nomad 200 during the exploratory process. Table I shows the average result of 4 experiments in the same environment with the robot starting at different initial positions.
ENVIRONMENTAL EXPLORATION
ODOMETRIC ERRORS
One of the factors that generates odometric errors is a sudden change in the direction of motion. In our experiments, this factor is kept within acceptable limits because:
− the robot movement is computed from a continuous gradient of harmonic potential, which generates smooth trajectories automatically; − the refined control of speed (see Section 3.6), which avoids jerky movements. Due to discretization of the environment and communication delay between the robot and its base computer we define a circular region of 25 cm radius around the initial position where the robot has to return after the exploration. The distance between the center of the robot after returning and the its initial position is called discrepancy. For practical purposes, any discrepancy <25 cm indicates perfect home return and therefore insignificant odometric errors. Table II shows the average (ζ ) and standard deviations (σ ζ ) of the discrepancy, and the average (¯ ) and standard deviations (σ ) of the path length followed by the robot.
The average discrepancy is smaller than the radius (25 cm) of the circular region around the initial position previously defined. It represents approximately 0.6% of the total path length followed by the robot. In the experiment illustrated in Figure 6 , 
Discussion
The efficiency of an exploration algorithm depends on a series of factors, among them, − the length of the exploration paths that it produces, − the smoothness of the paths, − the computation time to generate such solutions.
The technique as a whole also depends on the subsidiary ingredients such as the map representations, the interpretation of the sensory readings, etc. Therefore to decide if a technique is locally efficient or globally efficient all these factors have to be taken into account.
The potential technique to generate the exploratory paths is certainly globally efficient if we consider the path length without worrying about its computational cost.
Its computation time, however, imposes some limitations on the size of the environment as the number of grid points increases. However, it is weakly dependent on the complexity of the environment since the associated relaxation algorithm depends on the number of cells in the grid and not on the specific placement of obstacles on it. Bug like approaches (Lumelsky and Skewis, 1990; Lumelsky and Stepanov, 1986) , for example, focus on completeness rather than optimality and tend to deteriorate as the intricacy of the environment mounts. They guarantee to find a path if it exists but pay little attention to minimizing its length. Our method produces short and smooth exploratory paths reducing significantly the odometric errors and the hitting probability in the presence of noise. This is an advantage over cell decomposition methods or wavefront methods (Batavia and Nourbakhsh, 2000; Connolly and Grupen, 1993; Connolly, 1994) . They produce jagged paths that are difficult to follow by the robot due to its limited mobility.
The computation time for the potential field is not to be viewed as a limitation of the architecture but as an open and promising research front.
The original harmonic potential approach runs the update process several times until a relaxed version of the map is produced. This is done mainly because they aim to compute a path between two positions based on a previously known static global map of the environment. This process can be computationally expensive, because cells far from the goal position suffer little attraction, consequently, they take many iterations to relax. In our case, we build the map incrementally. While this is done, the potential must be calculated many times. Fortunately, we found that complete relaxation of the potential is not required for a good and smooth performance (Prestes et al., 2001 . Most of the time the robot is found near a boundary, which makes relaxation of its driving local potential very fast. A few iterations are enough. Furthermore, we showed that Gauss-Seidel (GS) updates generate more stable vector fields than Successive Over-Relaxation (SOR) updates for a partially relaxed version of the potential . Presently we are running the algorithm in a notebook Athlon 1.2 GHz, and the update cycle takes on average 30 milliseconds to calculate the potential in a 100 × 100 grid, which is reasonable for the typical speeds of the Nomad robot (∼20 cm/s).
We are also developing methods that further improve the computation time by switching between local and global computation . It is also important to remember the perspective of having hardware specially designed to make harmonic potential calculations (Tarassenko and Blake, 1991; Marshall and Tarassenko, 1994) , in which case it can be reduced by many orders of magnitude.
The other important factor that limits the use of the method in large environments is the sometimes poor quality of the map generated from sonar readings, plus the accumulation of odometric errors that is prone to occur for long explorations.
Both limitations, however, can also be reduced by better hardware, for example, a laser range finder or an improved odometric control.
Conclusions
In our architecture, an iconic representation of the environment is stored as the exploration takes place. The representation is a discrete model of the position of obstacles and candidate goals. It can be thought of as a graph of position states, i.e., each node corresponds to a position in real space. In the particular example we treated the graph as a square lattice and the coordinates are implicitly stored by the array index of the nodes. In a more general situation the coordinates can be explicitly stored as an attribute of the node. Besides position, the nodes can store a set of other properties called states. The states describe the characteristics of the environment in that particular node, its accessibility, its status in the exploration process, if there is a target present, etc.
A central role in the path planning aspect of our exploration method is played by the potential values at the nodes. The potential is equivalent to a value function that indicates the success or the amount of expected reward (in a reinforcement learning language) taken by the agent by the choice of a given action. The solution of the discrete version of Laplace's equation for a set of obstacles and goals automatically generates a value function that accounts for obstacle collision (Connolly and Grupen, 1993; Connolly, 1994) .
One of the great advantages of this potential calculation is the smooth trajectories generated from following the gradient of the potential. This smoothness is responsible for the small odometric errors obtained in the experiments. Probably, the errors are even smaller because we defined a circular region of 25 cm radius around the initial position where the robot had to return and stop after the exploration. The robot stopped when this region was reached even if the end position was not the exactly initial position. Another important property of this approach is the fact that information is shared globally once a new feature of the environment is discovered. The iteration process communicates changes from cell to cell in a diffusion-like process.
In this framework there is much room to improve the complexity and the accuracy of the agent's behavior towards the environment. Most of what can be done involves operation on the potential values at the nodes, for example:
− There is a family of potentials that can be used besides harmonic functions that do not present local minima. Although they might not have the collision interpretation of harmonic functions they can be designed to produce specific behaviors . − Harmonic functions are rapidly decaying functions that reduce their usefulness for path planning of large environments. To address that, we have been investigating a family of functions with similar properties regarding absence of local minima that can be used in their place for the potential field update . − The boundary conditions can be modified in a way that not all non-explored cells become attractive, but only specific combinations of them. Following some features of the boundaries the robot can mimic a series of known behaviors like wall-following, or space-filling strategies . − The grid representation can be thought of as a discrete rough model for the environment on top of which continuous actions can be computed. The robot moves in real space but its actions are planned from discrete gradients taken on the potential values on the graph. This introduces an extra uncertainty in the order of the cell size. We can reduce this uncertainty if we go to finer grids in crowded regions of the space while sparsely representing the empty regions. Another possible solution is to use more efficient grid sampling, like quad-trees, to account for non-homogeneous distributions of objects (Zelek, 1998) . − Expected hypotheses about the environment can be introduced via the expert systems that operate on the blackboard to help to fill the gaps left by incomplete or faulty sensor readings. − The blackboard representation is easily extensible. In the near future we intend to add modules to asynchronously handle voice recognition and image processing.
The results reported here demonstrate a simple and coherent principle used as the core of an architecture robustly to guide exploration in a real environment. Furthermore, this extension of the functionality of the harmonic functions provides the basic idea for the development of extensions of current path planners based on potential functions in order to generate integrated systems, where specific modules aggregate several functions. The main advantage is the unified understanding of the problems related to exploration and path planning.
