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Abstract
In this paper, conjugate-linear anti-involutions and unitary Harish-Chandra
modules over the Schro¨dinger-Virasoro algebra are studied. It is proved that
there are only two classes conjugate-linear anti-involutions over the Schro¨dinger-
Virasoro algebra. The main result of this paper is that a unitary Harish-
Chandra module over the Schro¨dinger-Virasoro algebra is simply a unitary
Harish-Chandra module over the Virasoro algebra.
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1 Introduction
The Schro¨dinger-Virasoro algebra sv is defined to be a Lie algebra with C-basis
{Ln,Mn, Yn+ 1
2
, c | n ∈ Z} subject to the following Lie brackets:
[Lm, Ln] = (n−m)Ln+m + δm+n,0m
3 −m
12
c,
[Lm,Mn] = nMn+m,
[Lm, Yn+ 1
2
] = (n +
1−m
2
)Ym+n+ 1
2
,
[Ym+ 1
2
, Yn+ 1
2
] = (n−m)Mm+n+1,
[Mm,Mn] = 0 = [Mm, Yn+ 1
2
] = [sv, c].
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It was introduced by M. Henkel in Ref. [7] by looking at the invariance of the free
Schro¨dinger equation. Due to its important roles in mathematics and statistical
physics, it has been studied extensively by many authors. In Refs. [17, 19, 20], the
twisted Schro¨dinger-Virasoro algebra, ε-deformation Schro¨dinger-Virasoro algebra,
the generalized Schro¨dinger-Virasoro algebra and the extended Schro¨dinger-Virasoro
algebras are introduced. These Lie algebras are all natural deformations of the
Schro¨dinger-Virasoro algebra sv. In Refs [6, 17, 19, 21], the derivations, the 2-
cocycles, the central extensions and the automorphisms for these algebras have been
studied.
It is well known that the Virasoro Lie algebra is an important Lie algebra, whose
representation theory plays a crucial role in many areas of mathematics and physics.
Many representations, such as the Harish-Chandra modules, the Verma modules and
the Whittaker modules, of it have been well studied (cf. Refs. [1, 3, 5, 8, 11, 13-16,
18]). The Virasoro Lie algebra is a subalgebra of the Schro¨dinger-Virasoro algebra,
it is natural to consider those representations for the Schro¨dinger-Virasoro algebra.
In Refs [12, 19, 20, 22], the Harish-Chandra modules, the Verma modules, the vertex
algebra representations and the Whittaker modules over the Schro¨dinger-Virasoro
algebra are studied.
In Ref. [1, 2-5], the nontrivial unitary irreducible unitary modules are classified
and the unitary highest weight modules of the Virasoro algebra are well studied.
Motivated by these work, we consider the unitary modules over the Schro¨dinger-
Virasoro algebra in this paper. The paper is organized as follows. In section 2,
we prove that there are only two classes conjugate-linear anti-involutions over the
Schro¨dinger-Virasoro algebra sv. In section 3, we prove that a unitary weight module
over the Schro¨dinger-Virasoro algebra is simply a unitary weight module over the
Virasoro algebra. Then the unitary weight modules over sv are classified since that
the ones over the Virasoro algebra are classified.
Throughout this paper we make a convention that the weight modules over the
Schro¨dinger-Virasoro algebra and Virasoro algebra are all with finite dimensional
weight spaces, i.e., the Harish-Chandra modules. The symbols C,N, Z, Z+ and Z−
represent for the complex field, the set of nonnegative integers, the set of integers,
the set of positive integers and the set of negative integers respectively.
2 Conjugate-linear anti-involution of sv
It is easy to see the following facts about sv :
(i) C := CM0 ⊕ Cc is the center of sv.
(ii) If x ∈ sv acts semisimply on sv by the adjoint action, then x ∈ h, where
h := spanC{L0,M0, c} is the unique Cartan subalgebra of sv.
(iii) sv has a weight space decomposition according to the Cartan subalgebra h :
sv =
⊕
n∈Z
svn ⊕
⊕
n∈Z
sv 1
2
+n,
2
where svn = spanC{Ln,Mn}, sv 1
2
+n = spanC{Y 1
2
+n}, n ∈ Z.
If we denote V ir = ⊕n∈ZCLn ⊕ Cc, M = ⊕n∈ZCMn, Y = ⊕n∈ZCY 1
2
+n. Then we
have the following lemma:
Lemma 2.1. M ⊕ Y ⊕ Cc is the unique maximal ideal of sv.
Proof. The proof is similar as that for Lemma 2.2 in Ref. [19]. 
Definition 2.2. Let g be a Lie algebra and θ be a conjugate-linear anti-involution
of g, i.e. θ is a map g→ g such that
θ(x+ y) = θ(x) + θ(y), θ(αx) = α¯θ(x),
θ([x, y]) = [θ(y), θ(x)], θ2 = id
for all x, y ∈ g, α ∈ C, where id is the identity map of g. A module V of g is called
unitary if there is a positive definite Hermitian form 〈 , 〉 on V such that
〈xu, v〉 = 〈u, θ(x)v〉
for all u, v ∈ V, x ∈ g.
Lemma 2.3. (Proposition 3.2 in Ref. [1]) Any conjugate-linear anti-involution of
V ir is one of the following types:
(i) θ+α (Ln) = α
nL−n, θ
+
α (c) = c, for some α ∈ R×, the set of nonzero real number.
(ii) θ−α (Ln) = −αnLn, θ−α (c) = −c, for some α ∈ S1, the set of complex number
of modulus one.
Lemma 2.4. Let θ be an arbitrary conjugate-linear anti-involution of sv. Then
(i) θ(M ⊕ Y ) = M ⊕ Y.
(ii) θ(h) = h.
(iii) θ(c) = λc+ λ
′
M0, θ(M0) = µM0, where λ, µ ∈ S1, λ′ ∈ C.
Proof. (i), ∀x ∈ sv, y ∈ M ⊕ Y, the identity [x, θ(y)] = θ([y, θ(x)]) means that
θ(M ⊕ Y ) is an ideal of sv. Thus θ(M ⊕ Y ) ⊆M ⊕ Y ⊕Cc by Lemma 2.1. Assume
that
θ(Y 1
2
+n) = anx+ βnc,
where an, βn ∈ C, x ∈ M⊕Y. Then by [L0, Y 1
2
+n] = (
1
2
+n)Y 1
2
+n, we see that βn = 0.
Moreover, θ(Mn) ⊆ M ⊕ Y since M = [Y, Y ].
For (ii), ∀x ∈ sv, [x, θ(M0)] = θ([M0, θ(x)]) = 0. So θ(M0) ∈ C. Similarly,
θ(c) ∈ C. The identities
[θ(L0), θ(Ln)] = −nθ(Ln), [θ(L0), θ(Mn)] = −nθ(Mn),
and
[θ(L0), θ(Y 1
2
+n)] = −(
1
2
+ n)θ(Y 1
2
+n)
3
imply that θ(L0) acts semisimply on sv. Thus θ(L0) ∈ h.
For (iii), note that C is the center of sv, we have θ(C) = C, so we can assume
θ(c) = λc+ λ
′
M0.
Since θ(M0) ∈ (M⊕Y )∩C, we can assume θ(M0) = µM0. SoM0 = θ2(M0) = µµ¯M0,
thus µ ∈ S1. Similarly, we have λ ∈ S1. 
Proposition 2.5. Any conjugate-linear anti-involution of sv is one of the following
types:
(i) : θ+α,β,µ(Ln) = α
nL−n + (
n+ 1
2
αn−1β +
n− 1
2
αn−1µβ)M−n,
θ+α,β,µ(c) = c,
θ+α,β,µ(Mn) = µα
nM−n,
θ+α,β,µ(Y 1
2
+n) = µ
1
2α
1
2
+nY
−
1
2
−n
for some α ∈ R×, µ ∈ S1, β ∈ C.
(ii) : θ−α,r1,r2,µ(Ln) = −αnLn + (
n+ 1
2
αn+1µr1 − n− 1
2
αn−1µr2)Mn,
θ−α,r1,r2,µ(c) = −c,
θ−α,r1,r2,µ(Mn) = µα
nMn,
θ−α,r1,r2,µ(Y 12+n
) = (−µ) 12α 12+nY 1
2
+n
for some α, µ ∈ S1, r1, r2 ∈ R.
Proof. Let θ be any conjugate-linear anti-involution of sv. By Lemma 2.4 (i), we
have the induced conjugate-linear anti-involution of sv/(M ⊕ Y ) ≃ V ir :
θ¯ : sv/(M ⊕ Y )→ sv/(M ⊕ Y ).
Thus by Lemma 2.3 we see that θ¯ is one of the following types:
(a) θ¯+α (L¯n) = α
n ¯L−n, θ¯
+
α (c¯) = c¯, for some α ∈ R×.
(b) θ¯−α (L¯n) = −αnL¯n, θ¯−α (c¯) = −c¯, for some α ∈ S1.
If θ¯ is of type (a), we can assume
θ(Ln) = α
nL−n +
∑
i
βn,iMi +
∑
j
γn,jY 1
2
+j, (2.1)
where βn,i, γn,j, an ∈ C. By (2.1) and Lemma 2.4 (ii), we have
θ(L0) = L0 + β0,0M0 + a0c.
Then by [θ(L−1), θ(L1)] = −2θ(L0), we deduce that a0 = 0. Thus
θ(L0) = L0 + β0,0M0. (2.2)
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By (2.1), (2.2) and the identity [θ(Ln), θ(L0)] = nθ(Ln), it can be deduced easily
that βn,i = 0 unless i = −n, γn,j = 0 for all j ∈ Z, i.e.,
θ(Ln) = α
nL−n + βn,−nM−n. (2.3)
By (2.3) and the identity [θ(Ln), θ(Lm)] = (n−m)θ(Lm+n)+δm+n,0 n−n312 θ(c), we can
get
((n−m)βm+n,−(m+n) − nβn,−nαm +mαnβm,−m)M−(m+n)
= δm+n,0
n− n3
12
((1− λ)c− λ′M0) (2.4)
Let m = −n 6= −1, 0, 1 in (2.4), we see that
λ = 1. (2.5)
Let m = −n = 1 in (2.4), we have
β0,0 =
α−1
2
β1,−1 +
α
2
β−1,1. (2.6)
Let m = −n = 2 in (2.4), we have
λ
′
= 8β0,0 − 4α2β−2,2 − 4α−2β2,−2. (2.7)
Let m = 2, n = −1 and m = −2, n = 1 in (2.4) respectively , we have
β2,−2 =
3α
2
β1,−1 − α
3
2
β−1,1, β−2,2 =
3α−1
2
β−1,1 − α
−3
2
β1,−1. (2.8)
By (2.6)-(2.8), we have
λ
′
= 0. (2.9)
By (2.4), (2.5), (2.9) and Lemma 2.4 (iii), we have
θ(c) = c, (2.10)
and
(n−m)βm+n,−(m+n) = nβn,−nαm −mαnβm,−m. (2.11)
Let n = 1 in (2.11), we have
(1−m)βm+1,−(m+1) +mαβm,−m − αmβ1,−1 = 0.
Then using induction, we can prove that, for m ≥ 1,
βm,−m = −(m− 2)αm−1β1,−1 + (m− 1)αm−2β2,−2. (2.12)
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Then (2.8) and (2.12) give us that
βm,−m =
m+ 1
2
αm−1β1,−1 − m− 1
2
αm+1β−1,1, (∀m ∈ Z+). (2.13)
Let n = −1 in (2.11) and by a similar argument as above, we can prove that
βm,−m =
m+ 1
2
αm−1β1,−1 − m− 1
2
αm+1β−1,1, (∀m ∈ Z−). (2.14)
Then by (2.6), (2.13) and (2.14), we see that
βm,−m =
m+ 1
2
αm−1β1,−1 − m− 1
2
αm+1β−1,1, (∀m ∈ Z). (2.15)
Now by (2.3) and (2.15), we have
θ(Ln) = α
nL−n + (
n+ 1
2
αn−1β1,−1 − n− 1
2
αn+1β−1,1)M−n. (2.16)
By Lemma 2.4 (i), we can assume that
θ(Mm) =
∑
i
ζm,iMi +
∑
j
ξm,jY 1
2
+j, (2.17)
θ(Y 1
2
+n) =
∑
i
λn,iMi +
∑
j
µn,jY 1
2
+j , (2.18)
where ζm,i, ξm,j, λn,i, µn,j ∈ C. By (2.16), (2.17), Lemma 2.4 (iii) and the identity
[θ(M−n), θ(Ln)] = −nθ(M0)
we get that ζ−n,i = 0 for all i 6= n, αnζ−n,n = µ, ξ−n,j = 0 for all j ∈ Z. Thus
θ(Mn) = α
nµM−n. (2.19)
By (2.3) and (2.19) we have
L1 = θ
2(L1) = L1 + (αβ−1,1 + α
−1µβ1,−1)M1.
Thus
β−1,1 = −α−2µβ1,−1 (2.20)
By (2.16) and (2.20), we have
θ(Ln) = α
nL−n + (
n+ 1
2
αn−1β +
n− 1
2
αn−1µβ)M−n, (2.21)
where β = β1,−1.
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By (2.16), (2.18) and the identity [θ(Y 1
2
+m), θ(L0)] = (
1
2
+ m)θ(Y 1
2
+m), we get
that λm,i = 0 for all i ∈ Z, µm,j = 0 unless j = −(m+ 1). Thus
θ(Y 1
2
+m) = a 1
2
+mY− 1
2
−m, (2.22)
where a 1
2
+m = µm,−m−1. If n 6= 1, by (2.16), (2.22) and the identity [θ(Y 1
2
), θ(Ln)] =
(1−n
2
)θ(Y 1
2
+n), we have
1− n
2
a 1
2
αnY
−
1
2
−n =
1− n
2
a 1
2
+nY− 1
2
−n.
Then a 1
2
+n = α
na 1
2
, (n 6= 1). By [θ(Y 3
2
), θ(L−2)] = θ([L−2, Y 3
2
]), we can easily get
that a 1
2
+1 = αa 1
2
. So we have
a 1
2
+n = α
na 1
2
, ∀n ∈ Z. (2.23)
By (2.19), (2.22) and the identity [θ(Y 1
2
+m), θ(Y− 1
2
−m)] = θ([Y− 1
2
−m, Y 1
2
+m]), we have
a 1
2
+ma− 1
2
−m(2m+ 1)M0 = µ(2m+ 1)M0.
Thus
a 1
2
+ma− 1
2
−m = µ. (2.24)
By (2.23) and (2.24), we see that
a 1
2
=
√
µα. (2.25)
By (2.22), (2.23) and (2.25), we have
θ(Y 1
2
+m) =
√
µα
1
2
+mY
−
1
2
−m. (2.26)
Now (i) follows from (2.10), (2.19), (2.21) and (2.26).
If θ¯ is of type (b), by a similar discussion in the way of (2.1)-(2.16), we can prove
that
θ(Ln) = −αnLn + (n+ 1
2
αn−1β1 − n− 1
2
αn+1β−1)Mn. (2.27)
θ(c) = −c, (2.28)
where α ∈ S1, β1, β−1 ∈ C. By a similar discussion in the way of (2.17)-(2.19) and
(2.22)-(2.26), we have
θ(Mn) = µα
nMn, (2.29)
θ(Y 1
2
+n) = (−µ)
1
2α
1
2
+nY 1
2
+n, (2.30)
where µ ∈ S1. By (2.27), (2.29) and the identities θ2(L1) = L1 and θ2(L−1) = L−1,
we see that
αβ1 = β1αµ, αβ−1 = β−1αµ.
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If we set α = eiσ, µ = eiτ , β1 = |β1|eix, then by αβ1 = β1αµ, we see that
β1 = |β1|ei(2σ+τ) or − |β1|ei(2σ+τ).
Similarly,
β−1 = |β−1|ei(−2σ+τ) or − |β−1|ei(−2σ+τ).
We set r1, r2 ∈ R such that |r1| = |β1| and |r2| = |β−1|. Then
β1 = r1α
2µ, β−1 = r2α
2µ. (2.31)
Thus (ii) follows from (2.27)-(2.31). 
The following Lemma is crucial for the proof of Proposition 3.4.
Lemma 2.6. Let θ be a conjugate-linear anti-involution of the Schro¨dinger-Virasoro
algebra sv.
(i) If θ = θ+α,β,µ, we denote by V ir
′
the subalgebra of sv generated by
{c, L′n := Ln −
n− 1
2
α−1βMn | n ∈ Z}.
Then V ir
′ ≃ V ir and θ+α,β,µ(L
′
n) = α
nL
′
−n, θ
+
α,β,µ(c) = c.
(ii) If θ = θ−α,r1,r2,µ, we denote by V ir
′
the subalgebra of sv generated by
{c, L′n := Ln + xnMn | n ∈ Z},
where xn ∈ C satisfying xnµ 12 + xnµ− 12 = n−12 r2 − n+12 r1. Then V ir
′ ≃ V ir and
θ−α,r1,r2,µ(L
′
n) = −αnL′n, θ−α,r1,r2,µ(c) = −c.
Proof. It can be checked directly, we omit the details. 
Lemma 2.7. (Proposition 3.4 in Ref. [1]) Let V be a nontrivial irreducible weight
V ir-module.
(i) If V is unitary for some conjugate-linear anti-involution θ of V ir, then θ = θ+α
for some α > 0.
(ii) If V is unitary for θ+α for some α > 0, then V is unitary for θ
+
1 .
Proposition 2.8. Let V be a nontrivial irreducible weight sv-module.
(i) If V is unitary for some conjugate-linear anti-involution θ of sv, then θ = θ+α,β,µ
for some α > 0.
(ii) If V is unitary for θ+α,β,µ for some α > 0, then V is unitary for θ
+
1,β,µ.
Proof. (i) Suppose V is unitary for some conjugate-linear anti-involution θ of sv.
By Lemma 2.6, V can be viewed as a unitary V ir
′
-module for the conjugate-linear
anti-involution θ|V ir′ . Then V is a direct sum of irreducible unitary V ir
′
-modules
since any unitary weight V ir-module is complete reducible. We claim that V is a
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nontrivial V ir
′
-module. Otherwise, for any 0 6= v ∈ V, n ∈ Z \ 0, m ∈ Z, we have
M0v = −1
n
(L
′
nM−n −M−nL
′
n)v = 0,
Mnv =
1
n
(L
′
0Mn −MnL
′
0)v = 0,
Y 1
2
+mv =
2
1 + 2m
(L
′
0Y 1
2
+m − Y 1
2
+mL
′
0)v = 0.
So sv.V = 0, a contradiction. Thus there is a nontrivial irreducible unitary V ir
′
-
submodule of V for conjugate-linear anti-involution θ|V ir′ . By Lemma 2.7, θ|V ir′ =
θ+α for some α > 0. Then by Proposition 2.5, we have θ = θ
+
α,,β,µ for some µ ∈ S1, β ∈
C.
(ii) Suppose V is unitary for θ+α,,β,µ for some α ∈ R×, µ ∈ S1, β ∈ C and 〈 . 〉α
is the Hermitian form on V. We can assume V is generated by a L
′
0-eigenvector v0
with eigenvalue a ∈ C since V is irreducible weight sv-module. By
〈L′0v0, v0〉α = 〈v0, L
′
0v0〉α,
we see that a ∈ R. Then L′0-eigenvalues on V are of the form a + n2 , n ∈ Z. Define
a new form 〈 , 〉 on V by
〈v, w〉 = α−n2 〈v, w〉α, ∀v, w ∈ {v | L′0v = (a +
n
2
)v}.
It is easy to check that this form makes V unitary with the conjugate-linear anti-
involution θ+1,β,µ. 
3 Unitary representations for sv
In this section, we study the unitary weight modules for sv. By Prop. 2.8, we
see that the conjugate-linear anti-involution is of the form θ+α,β,µ for some α > 0. For
the sake of simplicity, we write θ+α,β,µ by θ.
It is known that a unitary weight module over Virasoro algebra is completely
reducible. This result also holds for sv :
Lemma 3.1. If V is a unitary weight module for sv, then V is completely reducible.
Proof. Let N be a submodule. Then N+ := {v ∈ V |〈v,N〉 = 0} is a submodule
of V since for any v ∈ N+, 〈x.v,N〉 = 〈v, θ(x)N〉 = 0. It is well known that any
submodule of a weight module is a weight module. For any weight λ of V, denote by
Vλ, Nλ, N
+
λ the weight space with weight λ of V,N,N
+ respectively. It is obvious that
dim(Vλ) <∞ since V is a Harish-Chandra module, so we can extend an orthogonal
basis of Nλ as an orthogonal basis of Vλ, thus we have
Vλ = Nλ ⊕N+λ ,
9
which means V = N ⊕N+. 
Lemma 3.2. (Theorem 1.3 (i) in [12]) An irreducible weight module over sv is
either a highest/lowest weight module or a uniformly bounded one.
It is well known (See Refs. [10] and [11]) that there are three types modules of
the intermediate series over V ir, denoted respectively by Aa,b, Aα, Bβ, they all have
basis {vk | k ∈ Z} such that c acts trivially and
Aa,b : Lnvk = (a+ k + nb)vn+k;
Aα : Lnvk = (n+ k)vn+k if k 6= 0, Lnv0 = n(n + a)vn;
Bβ : Lnvk = kvn+k if k 6= −n, Lnv−n = −n(n + a)v0.
for all n, k ∈ Z. For the irreducible modules of the intermediate series of type Aa,b,
we have fact that: Aa,b and Ac,d are isomorphic if and only if a − c ∈ Z and b = d
or 1− d.
Lemma 3.3. (Theorem 0.5 in [1]) Let V be an irreducible unitary module of V ir
with finite-dimensional weight spaces. Then either V is highest or Lowest weight,
or V is isomorphic to Aa,b for some a ∈ R, b ∈ 12 +
√−1R.
Proposition 3.4. A unitary weight module over sv is simply a unitary weight
module over V ir. That is, if V is a unitary weight module over sv, then M.V =
Y.V = 0.
Proof. Let V be a unitary weight module over sv for a conjugate-linear anti-
involution θ. By Lemma 2.6 (i), V is also unitary for V ir
′
, thus the well known
result for the unitary modules over Virasoro Lie algebra can be used freely. By
Lemma 3.1, we may assume that V is irreducible. By Lemma 3.2, it is sufficient to
consider the following two cases:
Case 1. V is a unitary irreducible highest/lowest weight module. Let vλ be a highest
weight vector. For n ∈ Z+, we have 〈M−nvλ,M−nvλ〉 = 〈vλ, µM−nMnvλ〉 = 0, thus
M−nvλ = 0. Furthermore,
〈L′
−nvλ,M−nvλ〉 = 〈vλ, α−nL
′
nM−nvλ〉 = −nα−nλ(M0)〈vλ, vλ〉 = 0.
So M0vλ = 0. Thus
M.V = 0.
For n ∈ N, note that M0vλ = 0, we have
〈Y
−
1
2
−nvλ, Y− 1
2
−nvλ〉 = 〈vλ, µ
1
2Y 1
2
+nY− 1
2
−nvλ〉 = 0.
Thus Y
−
1
2
−nvλ = 0, which means that
Y.V = 0.
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Case 2. V is a unitary irreducible uniformly bounded module. As V ir
′
-module,
V is a direct sum of unitary irreducible V ir
′
-submodules, So by Lemma 3.3 we can
suppose that
V = Aa1,b1 ⊕ · · · ⊕AaK ,bK ⊕W,
where ai ∈ R, bi ∈ 12 +
√−1R, W is a trivial V ir′-module.
Subcase 2.1. W = 0.
In this subcase
V = Aa1,b1 ⊕ · · · ⊕ AaK ,bK .
Let {vk | k ∈ Z} be a basis of Aa1,b1 such that L′nvk = (a1 + k + nb1)vn+k. As
an irreducible sv-module, V is generated by the L
′
0-eigenvector v0 with eigenvalue
a1. Thus L
′
0-eigenvalue on V are of the form a1 +
n
2
, n ∈ Z. This means that ai ∈
{a1 + n2 | n ∈ Z}, i = 1, · · · , K. Recall that Aa+n,b ≃ Aa,b for any n ∈ Z. So there
exists 0 ≤ a < 1
2
such that Aai,bi are of the form Aa,bi or A 1
2
+a,bi
. i.e.,
V = Aa,b1 ⊕ · · · ⊕ Aa,bR ⊕A 1
2
+a,d1
⊕ · · · ⊕ A 1
2
+a,dS
,
where 0 ≤ a < 1
2
, bi, dj ∈ 12 +
√−1R. Now we choose a basis
{vk,l | k ∈ Z, 1 ≤ l ≤ R} ∪ {v 1
2
+k,l
′ | k ∈ Z, 1 ≤ l′ ≤ S}
such that
L
′
mvk,l = (a+ k +mbl)vk+m,l, (3.1)
L
′
mv 1
2
+k,l′ = (
1
2
+ a+ k +mdl′ )v 1
2
+k+m,l′ (3.2)
for m ∈ Z, 1 ≤ l ≤ R, 1 ≤ l′ ≤ S. Suppose
Y 1
2
vk,l =
S∑
l
′=1
µl
′
k,lv 1
2
+k,l′ , (3.3)
Y 1
2
v 1
2
+k,l′ =
R∑
l=1
λl
k,l
′vk+1,l. (3.4)
Claim. Y 1
2
vk,l = 0 = Y 1
2
v 1
2
+k,l
′ , ∀k, l.
Suppose the claim holds, Then Y 1
2
.V = 0. Note that Y,M can be generated by
Y 1
2
and V ir
′
, we obtain M.V = 0 = Y.V, as desired. So it is sufficient to prove the
claim.
proof of the claim. By (3.1), (3.3) and the identity [L
′
1, Y 1
2
] = 0, we can easily
deduce that
(a + k + bl)µ
l
′
k+1,l = (a+
1
2
+ k + dl′ )µ
l
′
k,l. (3.5)
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By (3.1)-(3,3) and the identity [L
′
−1, Y 1
2
] = Y
−
1
2
, we have
Y
−
1
2
vk,l =
S∑
l
′=1
((a+
1
2
+ k − dl′ )µl
′
k,l − (a+ k − bl)µl
′
k−1,l)v 1
2
+(k−1),l′ . (3.6)
By (3.1), (3.2), (3.6) and the identity [L
′
1, Y− 1
2
] = −Y 1
2
, we have
S∑
l
′=1
((a +
1
2
+ k − dl′ )µl
′
k,l − (a+ k − bl)µl
′
k−1,l)(a−
1
2
+ k + dl′ )v 1
2
+k,l′ −
(a + k + bl)(
S∑
l
′=1
((a+
1
2
+ k + 1− dl′ )µl
′
k+1,l − (a+ k + 1− bl)µl
′
k,l))v 1
2
+k,l′
= −
S∑
l
′=1
µl
′
k,lv 1
2
+k,l′ .
Thus
(a+
1
2
+ k − dl′ )(a−
1
2
+ k + dl′ )µ
l
′
k,l − (a+ k − bl)(a−
1
2
+ k + dl′ )µ
l
′
k−1,l
−(a + k + bl)(a+ 1
2
+ k + 1− dl′ )µl
′
k+1,l + (a+ k + bl)(a+ k + 1− bl)µl
′
k,l
= −µl′k,l (3.7)
By (3.1), (3.2), (3.4) and the identity [L
′
1, Y 1
2
] = 0 we get that
(a +
1
2
+ k + dl′ )λ
l
k+1,l′
= (a+ k + 1 + bl)λ
l
k,l
′ , (3.8)
By (3.1)-(3.4) and the identity [L
′
−1, Y 1
2
] = Y
−
1
2
we have
Y
−
1
2
v 1
2
+k,l′ =
R∑
l=1
((a+ k + 1− bl)λlk,l′ − (
1
2
+ a + k − dl′ )λlk−1,l′)vk,l. (3.9)
Then by (3.1), (3.2), (3.4), (3.9) and identity [L
′
1, Y− 1
2
] = −Y 1
2
, we have
(a + k + bl)(a+ k + 1− bl)λlk,l′ − (a+ k + bl)(a+
1
2
+ k − dl′ )λlk−1,l′ −
(a + k +
1
2
+ dl′ )(a+ k + 2− bl)λlk+1,l′ + (a+ k +
1
2
+ dl′ )(a+
3
2
+ k − dl′ )λlk,l′
= −λl
k,l
′ . (3.10)
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If a − 1
2
+ k + dl′ 6= 0 for any k ∈ Z, by multiplying both sides of (3.7) by
a− 1
2
+ k + dl′ and then using (3.5), we obtain that
(−4k2 + ξk + ς)µl′k,l = −(a−
1
2
+ k + dl′ )µ
l
′
k,l
for any k ∈ Z, where ξ, ς ∈ C. Thus there exists at most two integers, say k1, k2,
such that for any k ∈ Z \ {k1, k2}, µl
′
k,l = 0 holds. By (3.5), µ
l
′
k1,l
= 0 = µl
′
k2,l
. Then
µl
′
k,l = 0, ∀k, l, l
′
.
Thus by (3.3), we have
Y 1
2
vk,l = 0.
By a similar discussion on (3.2), (3.8)− (3.10), we get that
Y 1
2
v 1
2
+k,l′ = 0.
If there exists k ∈ Z such that a− 1
2
+ k + dl′ = 0, then we have
a = 0, dl′ =
1
2
since 0 ≤ a < 1
2
, dl′ ∈ 12 +
√−1R. Then by (3.5) and (3.8) we have
µl
′
k,l = 0, ∀k ≥ 0. (3.11)
λl
k,l
′ = 0, ∀k ≤ 0. (3.12)
For k = −1, note that bl ∈ 12 +
√−1R, we have
Y 1
2
v−1,l = − 1
bl
Y 1
2
L
′
−1v0,l =
1
bl
Y
−
1
2
v0,l − 1
bl
L−1Y 1
2
v0,l =
1
bl
Y
−
1
2
v0,l,
Then by (3.3) and (3.6), we have
µl
′
−1,l = 0.
Note that k − 1 + bl,−12 + k + dl′ 6= 0 for all k ≤ −1, so by (3.5) we have
µl
′
k,l = 0, ∀k < 0. (3.13)
Since
Y 1
2
v 1
2
+1,l′ = Y 1
2
L
′
1v 1
2
,l
′ = L
′
1Y 1
2
v 1
2
,l
′ = 0,
we have λl
1,l
′ = 0, then by (3.8) we have
λl
k,l
′ = 0, ∀k > 0. (3.14)
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From (3.11)-(3.14) we get that Y 1
2
vk,l = 0 = Y 1
2
v 1
2
+k,l′ , ∀k, l, as required.
Subcase 2.2. W 6= 0.
Choose an arbitrary nonzero element w ∈ W. V generated by w since V is an
irreducible sv-module. If Y 1
2
w = 0, then Y.W = M.W = 0 and V is a trivial
sv-module, a contradiction. Thus Y 1
2
w 6= 0. By L′0Y 1
2
w = 1
2
Y 1
2
w, we see that
Y 1
2
w ∈ Aa1,b1 ⊕ · · · ⊕ AaK ,bK . (3.15)
Moreover,
Aai,bi ≃ A0,bi or A 1
2
,bi
for each i ∈ {1, · · · , K} since V is generated by the eigenvector w of L′0 with
eigenvalue 0. So
V = A0,b1 ⊕ · · · ⊕A0,bR ⊕ A 1
2
,d1
· · · ⊕A 1
2
,dS
⊕W.
Choose the standard basis {vk,i | k ∈ Z} and {v 1
2
+k,j | k ∈ Z} for each A0,bi and
A 1
2
,dj
respectively. Suppose
Y 1
2
vk,l =
S∑
l
′
=1
µl
′
k,lv 1
2
+k,l′ + wk,l,
Y 1
2
v 1
2
+k,l′ =
R∑
l=1
λl
k,l
′vk+1,l + wk,l′ .
where wk,l, wk,l′ ∈ W. By a similar calculation as that from identity (3.5) to identity
(3.14) in Subcase 2.1 we have
wk,l = 0 = Y 1
2
vk,l, (3.16)
wk,l′ = 0 = Y 1
2
v 1
2
+k,l′(k 6= 0), (3.17)
w0,l′ = Y 1
2
v 1
2
,l
′ , (3.18)
and
Y
−
1
2
v 1
2
+k,l′ = (k + 1− dl′ )wk−1,l′ . (3.19)
For any m ∈ Z, L′mY 1
2
v 1
2
,l
′ = L
′
mw0,l′ = 0, so
Y 1
2
+mv 1
2
,l
′ = Y 1
2
v 1
2
+m,l′ = 0
for m 6= 0, 1. Thus
w0,l′ = Y 1
2
v 1
2
,l
′ = −[L1, Y− 1
2
]v 1
2
,l
′ = −L1Y− 1
2
v 1
2
,l
′ +Y
−
1
2
L1v 1
2
,l
′ = (1+ dl′ )(2− dl′)w0,l′ .
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Note that dl′ ∈ 12 +
√−1R, we have
w0,l′ = 0. (3.20)
By (3.16)-(3.20), we have
Y.(A0,b1 ⊕ · · · ⊕ A0,bR ⊕ A 1
2
,d1
· · · ⊕ A 1
2
,dS
) = 0, (3.21)
and
M.(A0,b1 ⊕ · · · ⊕A0,bR ⊕ A 1
2
,d1
· · · ⊕A 1
2
,dS
) = 0. (3.22)
By (3.15),(3.21) and (3.22), we see that
Y (Y 1
2
w) = M(Y 1
2
w) = 0. (3.23)
Note that Y 1
2
w 6= 0 is also a generator of V , combining with (3.23) and (3.15), we
have
w ∈ U(L)(Y 1
2
w) ⊆ Aa1,b1 ⊕ · · · ⊕ AaK ,bK ,
this contradicts with that 0 6= w ∈ W . Thus Subcase 2.2 is impossible. This
completes the proof of Proposition 3.4. 
If we denote the unitary weight modules over the Schro¨dinger-Virasoro algebra
sv by V λ,0,0, V λ,0,0 and Aa,b,0,0 corresponding respectively to the irreducible unitary
highest weight V ir-module V λ, the irreducible unitary lowest weight V ir-module
V λ and the irreducible unitary V ir-module Aa,b. Then Proposition 3.4 and Lemma
3.3 give the classification of the irreducible unitary weight modules over sv:
Theorem 3.5. An irreducible unitary weight module V over the Schro¨dinger-
Virasoro algebra is the highest weight module V λ,0,0, or lowest weight module V λ,0,0
for some λ ∈ h, or V is isomorphic to Aa,b,0,0 for some a ∈ R, b ∈ 12 +
√−1R.
References
[1] V. Chari, A. Pressley, Unitary representations of the Virasoro algebra and a
conjecture of Kac, Compo. Math. 67(1998), 315-342.
[2] D. Friedan, Z. Qiu and S. Shenker, Conformal invariance, unitarity and two-
dimensional critical exponents, Vertex Operators in Mathematical and Physics,
MSSRI Publications No. 4 Springer (1985), 419-449.
[3] D. Friedan, Z. Qiu and S. Shenker, Details of the non-unitarity proof for high-
est weight representations of the Virasoro algebras, Commun. Math. Phys.
107(1986), 535-542.
[4] P. Goddard, A. Kent and D. Olive, Virasoro algebra and coset space model,
Phys. Lett. 152(B)(1985), 88-93.
15
[5] P. Goddard, A. Kent and D. Olive, Unitary representations of the Virasoro
and super-Virasoro algebras, Commun. Math. Phys. 103(1986), 105-119.
[6] S. Gao, C. Jiang and Y. Pei, Structure of the extended Schro¨dinger-Virasoro
Lie algebra s˜v, Alg. Colloq. 16(4)(2009), 549-566.
[7] M. Henkel, Schro¨dinger invariance and strongly anisotropic critical systems, J.
Stat. Phys. 75(1994), 1023-1029.
[8] J. Hu, X. Wang and K. Zhao, Verma modules over generalized Virasoro alge-
bras Vir[G], J. Pure and Appl. Alg. 177(2003), 61-69.
[9] V. G. Kac, A.K. Raina, Bombay lectures on higest weight representations of
infinite-dimensional Lie algebras, Word Scientific (1987).
[10] I. Kaplansky, L. J. Santharoubane, The Virasoro algebra, Commun. Math.
Phys. 86(1982), 49-54.
[11] I. Kaplansky, L. J. Santharoubane, Harish-Chandra modules over the Virasoro
algebras, MSRI Publ. 4(1987), 217-231.
[12] J. Li, Y. Su, Representations of the Schro¨dinger-Virasoro algebras. J. Math
Phys. 49(5)(2008), 053512
[13] W. Lin, S. Tan, Harish-Chandra modules for the q-analog Virasoro-like algebra,
J. Algebra. 297(2006), 254-272.
[14] C. Martin, A. Piard, Indecomposable modules over the Virasoro Lie algebra
and a conjecture of V. Kac, Commun. Math. Phys. 137(1991), 109-132.
[15] O. Mathieu, Classification of Harish-Chandra modules over the Virasoro Lie
algebra, Invent. Math. 107(1992), 225-234.
[16] M. Ondrus, E. Wiesner, Whittaker modules for the Virasoro algebra, J. Alg.
and its appl., 8(2009), 363-377.
[17] C. Roger, J. Unterberger, The Schro¨dinger-Virasoro Lie group and algebra:
from geometry to representation thery, Ann. Henri Poincare. 7(2006), 1477-
1529.
[18] Y. Su, K. Zhao, Generalized Virasoro algebras and super-Virasoro algebras
and modules of the intermediate series, J. Algebra 252(2002), 1-19.
[19] S. Tan, X. Zhang, Automorphisms and Verma modules for generalized
Schro¨dinger-Virasoro algebras, J. Algebra 322(2009), 1379-1394.
[20] J. Unterberger, On vertex algebra representations of the Schro¨dinger-Virasoro
Lie algebra, To appear in Nucl. Phys. B.
16
[21] J. Unterberger, The Schro¨dinger-Virasoro Lie algebra: a mathematical struc-
ture between conformal field theory and non-equilibrium dynamics, J. Phys.:
Conference Series 40 (2006), 156-162.
[22] X. Zhang, S. Tan, Whittaker modules for the Schro¨dinger-Witt algebra, J.
Math. phys. 51(2010), 083524
4 Note
This article has been accepted by Journal of algebra and its applications.
17
