The Spoken Language Communication and Translation System for Tactical Use (TRANSTAC) program is a Defense Advanced Research Agency (DARPA) program to create bidirectional speech-to-speech machine translation (MT) that will allow U.S. Soldiers and Marines, speaking only English, to communicate, in tactical situations, with civilian populations who speak only other languages (for example, Iraqi Arabic). A key metric for the program is the odds of successfully transferring low-level concepts, defined as the source-language content words. The National Institute of Standards and Technology (NIST) has now carried out two large-scale evaluations of TRANSTAC systems, using that metric. In this paper we discuss the merits of that metric. It has proven to be quite informative. We describe exactly how we defined this metric and how we obtained values for it from panels of bilingual judges-allowing others to do what we have done. We compare results on this metric to results on Likert-type judgments of semantic adequacy, from the same panels of bilingual judges, as well as to a suite of typical automated MT metrics (BLEU, TER, METEOR).
Overview
The Spoken Language Communication and Translation System for Tactical Use (TRANSTAC) program is a Defense Advanced Research Projects Agency (DARPA) advanced technology research and development program. The goal of the TRANSTAC program is to demonstrate capabilities to rapidly develop and field free-form, two-way speech-to-speech machine translation systems that enable speakers of different languages to communicate with one another without a human interpreter -particularly to allow English-speaking U.S. Soldiers and Marines in real-world tactical situations to communicate with civilian populations who speak other languages. While the military personnel will be trained to use the systems, the assumption is that the foreign language users will have little or no chance to become familiar with using the system in advance. To date, several prototype TRANSTAC systems have been developed and formally evaluated (Weiss, et al., 2008) for force protection, civil affairs, and medical screening domains in Iraqi Arabic, and in an Indo-European -surprise language‖ for which the system developers were given 90 days to create a system for evaluation. Systems have been demonstrated on both PDA and laptop-grade platforms with varying performance. A key metric for the TRANSTAC program has been the odds of successful transfer of low-level concepts (elements of meaning) from the source-language spoken input, into the target-language output, via automatic speech recognition (ASR) pipelined with machine translation (MT). The National Institute of Standards and Technology leads the evaluation team for TRANSTAC. We were asked to define a reasonable measure of the transfer of low-level concepts, and we have chosen to consider the low-level concepts to be the source-language content words or open-class words (nouns, verbs, adjectives, adverbs) plus important quantifiers and prepositions. Transfer of the low-level concepts is scored one concept at a time, as successfully transferred, deleted, or substituted (judges can also identify inserted concepts). NIST has now carried out two large-scale evaluations of TRANSTAC systems including that metric. In this paper we discuss the merits of the metric. It has proven to be quite informative. In this paper, we take a look back at exactly how we defined the metric and at how we obtained values for it from panels of bilingual human judges -which should enable others to do what we did. To examine the performance of this metric, we present comparisons of the results from the metric to the results from other MT metrics on the same data, comparing this metric to Likert-type judgments of semantic adequacy from the same panels of bilingual human judges as well as to a suite of typical automated MT metrics (BLEU, TER, METEOR). DARPA wants the overall evaluation to predict the end goal of the TRANSTAC program: the deployed use of speech-to-speech Machine Translation technology that enables consistently successful communication between U.S. military users and local foreign civilians whom they encounter. The TRANSTAC community is in agreement that measures should focus on (1) the semantic adequacy of the translations, leading to justified user confidence in the system's translations, and (2) the ability of an English speaker and foreign language speaker to successfully carry out a task-oriented dialogue in a narrowly focused domain of known operational need under conditions that reasonably simulate use in the field. That's the scientific problem that we are attempting to solve. This metric is a piece of that attempt
Defining the Metric
For purposes of these metrics, pre-recorded digital audio recordings of the source language utterances were input to the MT systems being evaluated, and the resulting output of target-language text that the systems would feed to their text-to-speech (TTS) module was captured. Careful transcriptions of the source-language utterances (as well as target-language professional human translations) were also obtained. We then defined our MT metrics over textual data: the transcriptions of the input source-language utterances and the output textual target-language that would be fed to the TTS. We have tried to define low-level concept transfer metrics, with measures of both efficiency (concepts transferred per minute) and accuracy. Regarding efficiency, by the time we ran the most recent full-scale evaluation (in July 2007), the portion of the evaluation that used pre-recorded audio inputs was being run with no TTS output being played out. Thus, the systems could inhale the pre-recorded digital audio recordings as rapidly as they were able to process the data: they were free to accept the input more rapidly than any human could speak it, and did not have to wait for their TTS module to speak the outputs. It turned out that, for a Windows laptop platform, even the slowest system was able to process the data about as rapidly as any human would be able to speak the source-language inputs, let alone the time that would be required for the system to speak out the target language outputs. So, the transfer rate metric is uninteresting and not discussed further here. We have stated the accuracy metric as odds of successful transfer of a low-level concept, which we define as the number of concepts successfully transferred divided by the number of errors. In mathematical terms, for an event, C, with probability P(C), Odds of C = P(C) / (1 -P(C)) For example, if a six-sided die is thrown once, the odds are 5 to 1 (or 5.0) that the top face of the die will be something other than a six. Computing odds allows us to compare performance from one eval to the next as an -odds ratio‖, which is a fairly widely understood statistic. As P(C) approaches 1.0, a small increase in P(C) will produce a large increase in odds (for example, if P(X) increases from 0.98 to 0.99 then the odds will increase from 49.0 to 99.0), and that behavior causes difficulties for comparisons with other metrics that behave more like P(X) than like odds of X. Further, because we count insertions as errors, our odds computation is not quite P(correct) / (1 -P(correct)). To address these two difficulties, for purposes of this paper we have converted the odds to an adjusted P(correct) using straightforward algebra:
AdjP(corr) = 1 -(1 / (odds + 1)). AdjP(corr) is more tractable for purposes of this paper such as correlations between metrics. As our low-level concepts, we chose to count the open-class content words (nouns, verbs, adjectives, adverbs) plus those prepositions and quantifiers that the the source-language annotator considers to convey important content. If the source-language utterance was not fluent, only the words that would be present in a fluent rendition of the utterance were considered. We developed detailed guidelines for doing this source-language analysis. In all cases, the source-language concepts were identified by a well-educated native speaker of the source-language who had some formal linguistics training. The target language analysis was performed by a panel of several bilingual judges, each a literate, educated, native speaker of the target language, using a software tool that presented the transcription of the source-language utterance at the top of the screen, followed by the target-language MT output, with the pre-identified source-language concepts presented as a vertical list (one concept per line) in a window below. For each concept, each bilingual judge scored it as correctly transferred, deleted, or substituted (source-language -A dog is on the mat‖ and target language -A cat is on the mat‖ exemplifies a substitution error). The bilingual judges could also mark elements of the target language utterance as insertions. In practice, the bilingual judges found the software tool clear and easy to use.
Other Metrics We Calculated
The reader will note that our metric, the odds of successful transfer of a low-level concept, is a quantitative metric of the pipelined accuracy of ASR+MT. It counts all concepts equally. Although it measures how much of the content of the source language content is also present in the target language output, there is more to the picture. Suppose, for example, the source-language utterance is, -There are now landmines buried under the road to Fallujah‖, and suppose the target-language translation is -There are no landmines buried under the road to Fallujah.‖ This will score well on the odds of successful transfer of low-level elements of meaning, but the translation is terribly wrong. A fuller picture requires this metric to be paired with some complementary metric that weighs the importance of the errors and is not purely quantitative. For us, that complementary metric is a Likert-type judgment of semantic adequacy from the same panel of bilingual judges. We asked them to provide a Likert-type judgment for each utterance immediately after they scored the transfer of the low-level elements of meaning for the utterance, choosing from a four-point scale:
Completely_adequate, Tending_adequate, Tending_inadequate, Inadequate. The most widely accepted metric for MT quality is a judgment of semantic adequacy from bilingual human judges. We treat our Likert-type score as our benchmark score and compare our other metrics to it. We also calculated a suite of commonly used automated metrics, intended to enable the developers to better understand the performance of their systems. The automated metrics focus on the core technologies.
For speech recognition, we calculated Word-Error-Rate (WER) -using SCTK 1 version 2.2.2 and the standard NIST procedures for normalizing the hypothesis and reference texts, thus giving English WER values that should be directly comparable to previous large-scale NIST evaluations of automatic speech recognition. MITRE normalized the non-English texts similarly, making use of their in-house expertise in those languages. For machine translation, we calculated three commonly used automated MT metrics: BLEU (Papineni et al., 2001) , METEOR (Banerjee and Lavie, 2004; , and TER (Snover et al., 2005) , with both reference and hypothesis texts normalized much like they were normalized for ASR (see Condon, et al., 2008) . We calculated BLEU, using the IBM script that had been used for the DARPA Babylon project. We calculated Translation Edit Rate (TER) scores using TerCom, version 6b, developed by Matt Snover in collaboration with BBN and the University of Maryland. We also calculated METEOR (which we modified to normalize Arabic text to some degree). METEOR was run in the mode where it scores only exact matches (no stemming or synonymy) because we could not do stemming or synonymy comparably in Arabic and the surprise language. The current standard version of METEOR is available from the dedicated METEOR web site:
http://www.cs.cmu.edu/~alavie/METEOR/ There is, in fact, a long history of various automated metrics, as well as various human-mediated metrics for the evaluation of machine translation (for example, Frederking and Nirenburg, 1994; Knight and Chander, 1994; King 1996; Hogan and Frederking, 1998; Niessen et al., 2000; Frederking, et al., 2002; Melamed, Green, and Turian, 2003; Lita, Rogati, and Lavie, 2005; Russo-Lassner, Lin, and Resnik, 2005; Pozar and Charniak, 2006) .
Discussion of the Results
Between January 2007 and July 2007, the TRANSTAC developers made substantial performance improvements at translating from spoken English to spoken Iraqi Arabic. For example, looking at the odds of successful transfer of a low-level concept, for the English-to-Arabic direction , the median value over the five systems improved from 1.55 to 4.32 (an odds ratio of 2.79), and for the Arabic to English direction, the median value over the five systems improved from 2.46 to 3.15 (an odds ratio of 1.28). For a panel of five or six bilingual (English and Iraqi Arabic) judges, each of whom was a native speaker of Iraqi Arabic, some judges were rather more forgiving than others when scoring the successful transfer of low-level concepts (the inter-judge variation was larger, and thus that problem is larger, for the Likert-type judgments of semantic adequacy). For our panels of judges, most performance improvements in the odds of successful transfer of low-level concepts were large enough to be identified confidently.
1 Available from http://www.nist.gov/speech/tools We intended this evaluation to test the following three hypotheses.
(1) We expected strong positive correlation between the odds of successful transfer of a low-level concept and Likert-type judgments of semantic adequacy, on average. The metric for odds of successful transfer of low-level concepts turned out to be strongly correlated to the percent of utterances to which the judges assigned a Likert-type semantic adequacy score of -Completely adequate‖. Because the percent of utterances judged to be -Completely adequate‖ is a probability sort of number, we have used the AdjP(corr) version of the odds, as explained in section 2, above. The following table shows Pearson correlations, over the five systems, between AdjP(corr) and the percent of utterances judged to be completely adequate (%Adeq) as well as the percent judged completely adequate minus the percent judged inadequate (%Adeq -%Inad). (2) We expected that some utterances would score well on odds of successful transfer of low-level concepts, but score badly on Likert-type judgments of semantic adequacy. For the reasons explained at the beginning of section 3, above. We did not expect to see the opposite relationship occur. Having examined the system outputs, it is not clear that we could determine whether any utterances exhibited the kind of problem described at the beginning of section 3; that is, we did not find any clear-cut examples. (3) We hoped to find positive correlation between our low-level concept transfer metric and existing automated MT metrics (such as BLEU and METEOR) that are known to be useful measures of MT performance for statistical MT systems. We did find positive correlation, but the patterns observed are more complex than expected, and the patterns raise interesting questions about just what the various metrics measure. To us, this is the most interesting aspect of our findings, because it raises interesting questions about how to interpret the results from the various automated metrics versus our low-level concept transfer metric. In order to make the relationships among all these metrics easier to understand, they are presented graphically in Figures 1 and 2 , following. We created those figures as follows. For each metric separately, for each direction separately (to/from English), and for each language pair separately (ArabicEnglish and SurpriseLangEnglish) we calculated the mean and standard deviation, and then converted each value to a standard normal distribution z-statistic. The result is shown in Figure 1 (for Arabic) and Figure 1 , which shows the results for translations to/from Iraqi Arabic. There are five systems, as labeled at the bottom of the figure. For each system there are two clusters of bars, the first cluster is for the English to Iraqi Arabic direction (E2A), and the second for Arabic to English (A2E). Each cluster begins with a bar for the Odds metric that this paper focuses on -presented in its -Adjusted Fraction Correct‖ conversion, followed by bars for two versions of our benchmark (human judgments of semantic adequacy), and then automated MT and ASR metrics. The Translation Error Rate (TER) metric for MT and the Word Error Rate (WER) metric for automatic speech recognition have been subtracted from 1, so that all the metrics are presented with higher values being better. The crucial point of these figures is that if two metrics give the same information, one would expect to see them have matching z-scores (matching bar heights) within each cluster of bars. But that did not quite happen. The reader will note the following two patterns. First, the bars in each cluster tend to have similar heights, although the bars for TER and WER do not correlate as closely as do the others. Second, the bars for the metric that is the topic of this paper (Adjusted Fraction Correct) show a fairly strong correlation to the bars for BLEU and METEOR and to those for our benchmark human judgments. That correlation, however, is not the whole story, as can be seen by looking at the result for Sys_M translating from Iraqi Arabic to English, where the bars for our benchmark human judgments of semantic adequacy are higher than all other bars in that cluster. We believe the explanation for that somewhat surprising datapoint may possibly be that it reflects more insertions of low-level concepts, which are reflected in the metrics, but which our bilingual human judgments of semantic adequacy may have considered unintelligible stuff that the hearer would ignore. We cannot, however, be sure what this surprising -semantic adequacy‖ datapoint means.
Suggestions on Repeatability
Our data for low-level concept transfer and for judgments of semantic adequacy represent human judgments. There can be considerable disagreements between human judgments, so that it is useful to have several judges. It became clear even in preliminary proof-of-concept experiments that there would be disagreements among the four possible human judgments for semantic adequacy, particularly regarding Tending_inadequate vs. Inadequate. In order to improve the level of agreement, we assembled a reasonable set of utterance translations to and from Arabic, exemplifying each of the four possible judgments. This set of exemplars was drawn from utterance translations in the January 2007 evaluation on which the judges had a high level of agreement. We used that set of exemplars to train the July 2007 judges. Despite this, for the July 2007 evaluation Cohen's kappa (Cohen, 1960) for pairs of Arabic judges on the four possible semantic adequacy judgments ranged from 0.178 to 0.435 (median 0.294), which is quite low. If, however, one relaxes the criteria for a match so as to include disagreements by only one category (for example, Completely_adequate vs. Tend_adequate), the picture looks better: the range of kappa coefficients then ranges from 0.508 to 0.805 (with median 0.611), which we regard as an acceptable level of agreement. Considering all this, we suggest that a reasonably large set of judges is necessary, as outlier judges could occur. In the July 2007 evaluation we had six bilingual judges for the Arabic data and five different bilingual judges for the SurpriseLanguage data. For the judgments of semantic adequacy, we counted occurrences of each of the four possible judgments for each system. This combination of training the judges with a set of exemplars plus averaging over several judges seems to us to be a reasonable way of dealing with less than complete inter-judge agreement. With respect to the low-level concept transfer judgments (from which we calculated the odds of successful transfer of a low-level concept), having five or six judges gave us a fairly close level of agreement between the mean and median values for odds over the judges. Trimmed means are also a possibility if one has at least five judges.
Future Work
Work is underway on generating HTER (Snover, et al., 2006) values for the Arabic dataset, but this has not yet happened. HTER counts edits by a human posteditor. Collaborative work is underway at NIST and MITRE to enhance METEOR for Arabic with morphological analysis, which we believe will help. A port of WordNet to Arabic is underway at MITRE and may possibly be incorporated into our version of METEOR.
Conclusions
We have presented our metric for the odds of successful transfer of a low-level concept, explaining how it was defined and how the values were generated. We have presented results for the metric in three widely disparate languages, and a variety of subject domains. Results presented included correlations with common automated MT metrics and with human judgments of semantic adequacy. We have discussed the basically quantitative nature of this metric (a characteristic shared by the automated MT metrics, and for that matter by HTER) and pointed out that human judgments of semantic adequacy do not share this purely quantitative characteristic.
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