We consider the problem of task reweighting in fairscheduled multiprocessor systems wherein each task's processor share is specified using a weight. The responsiveness of a reweighting scheme can be assessed by comparing its 
Introduction
Two trends are evident in recent work on real-time systems. First, multiprocessor designs are becoming increasingly common. This is due both to the advent of reasonablypriced multiprocessor platforms and to the prevalence of computationally-intensive applications with real-time requirements that have pushed beyond the capabilities of single-processor systems. Second, many applications now exist that require the ability to adaptively react to external events within short time scales by adjusting task paramets, particularly processor shares. Examples of such applications include systems that track people and machines, many computer-vision systems, and signal-processing applications such as synthetic aperture imaging.
One such adaptive application is the Whisper tracking system designed at the University of North Carolina to perform full-body tracking in virtual environments [17] . As depicted in Fig. 1(a) , Whisper tracks users by attaching speakers that emit white noise to various body points (hands, feet, etc.). Microphones located on the ceiling receive these signals and a tracking computer calculates each speaker's distance from each microphone by measuring the associated signal delay. The correlation computations required to do this are computationally expensive. Indeed, tracking more than a few speakers requires a multiprocessor system. Like many tracking systems, the computational costs of tracking functions are highly dependent on events external to the system (i.e., user behavior, environmental noise, etc.). Thus, the processor shares of tasks that are deployed to implement these tracking functions vary with time. In fact, the variance can be as much as two orders of magnitude and can change within time scales as short as 10 ms. When changing the shares of tasks, there is a natural tension between accuracy and time complexity. Developing multiprocessor techniques for enacting share adaptations that balance these concerns is the subject of this paper.
The most common approach for scheduling tasks in multiprocessor systems is to partition the tasks among the processors. The tasks on each processor can then be scheduled using uniprocessor scheduling algorithms, as depicted in Fig. 1(b) . Partitioning eliminates overheads due to task migrations. However, the problem of assigning tasks to processors is equivalent to bin packing, which is NP-hard in the strong sense. Also, partitioning is inherently nonoptimal. In an adaptive system like Whisper, these problems are even more pronounced. This is because adjustments to task shares may necessitate frequent re-partitionings. Even if acceptable heuristics can be found for this purpose, repartitioning forces tasks to migrate, which is the very thing partitioning approaches are designed to avoid.
Because task migrations are difficult to preclude when supporting share adaptations, we consider global scheduling algorithms that allow migrations, as depicted in Fig. 1(c) . We also assume that the platform under con- sideration is a tightly-coupled shared-memory system. In such a system, the "cost" of a migration is simply a loss of cache affinity. We further constrain the discussion by considering a particular class of global scheduling algorithms known as fair scheduling algorithms. Under fair scheduling, correctness is defined by comparing to an ideal scheduler that can guarantee each task precisely its required share over any time interval. Such an ideal scheduler can instantaneously enact share changes, but is impractical to implement, as it requires the ability to preempt and swap tasks at arbitrarily small time scales. Practical schemes are designed so that share allocations track the ideal with only bounded "error." In a fair-scheduled system, we measure the efficacy of an adaptive policy by the additional per-task "error" (in comparison to the ideal allocation) caused by a task share change; we use the term drift when referring to this source of error. We focus on fair-scheduled systems for two reasons: (i) fair scheduling algorithms (in particular, Pfair algorithms) are the only known way to optimally schedule recurrent (i.e., periodic, sporadic, or rate-based) real-time tasks systems on multiprocessors [3, 6, 7, 14] ; (ii) prior work on uniprocessor notions of fairness has resulted in a number of related schemes that can be used to change task shares with a small amount of drift and with a low time complexity [8, 9, 10, 13] . We seek to show that similar adaptive policies exist on multiprocessors.
The various notions of fairness considered in this paper derive from the Pfairness constraint of Baruah et al. [6] . Under Pfair scheduling, each task executes at a uniform rate, while respecting a fixed allocation quantum. Each task's rate is specified by a rational weight in the range (0,1], which also defines its desired processor share. As explained later, uniform rates are ensured by requiring that allocation error for each task is less than one quantum. Hence, each task T is effectively subdivided into quantumlength subtasks T 1 , T 2 , . . . that must execute within windows of approximately equal lengths: if some T i executes outside of its window, then T's error bounds are exceeded. Fig. 1(d) shows an example window layout. Pfair scheduling algorithms schedule subtasks by their deadlines, where a subtask's "deadline" is given by the end of its window. Θ(M logN ) time is required to schedule M processors, where N is the total number of tasks. (In this paper, we assume N > M, since otherwise scheduling is trivial.)
Under Pfair scheduling, a task's share is changed through a process called reweighting. Reweighting schemes change the weight of a task and all future subtask releases and deadlines. The time complexity of such a scheme is the worst-case time required to reweight all N tasks on M processors. Two kinds of multiprocessor reweighting schemes have been proposed in prior work: fine-grained reweighting schemes, which incur constant drift per reweighting event; and coarse-grained schemes, for which drift can be arbitrary large. When N > M fine-grained reweighting has a larger time complexity, Θ(N logN ), then coarse-grained reweighting, which can be implemented in Θ(M logN ). Before proceeding, we present an introduction to coarse-and fine-grained reweighting.
Coarse-grained reweighting. Srinivasan and Anderson [15] have given sufficient conditions (described in detail in Sec. 2) under which tasks may join and leave a running Pfair-scheduled system without causing any missed deadlines. A task may join such a system if doing so does not cause the system to be over-utilized. Leaving, however, is more complicated. To prevent a task from artificially boosting its share by repeatedly leaving and joining (causing missed deadlines), a leaving task may need to delay its actual departure.
Leave/join reweighting, a coarse-grained reweighting policy, is simple to obtain from these rules: a task T changes its weight from v to u by leaving with weight v and rejoining with weight u. Leaving delays cause this policy to be coarse-grained. To see why, consider the four-processor schedule in Fig. 2(b) . The depicted system consists of a set A of 24 tasks of weight 1/10, a set B of five tasks of weight 1/5, a task U of weight 1/2 that leaves at time 2, and a task T of weight 1/10 that should increase to 3/5 at time 2. Because of leaving delays, T cannot leave before time 10, the end of its first window. As a consequence, T 's actual allocation drifts from its ideal by four quanta over the interval [2, 10] . This example can be generalized to generate arbitrarily large drift with only one weight change. By delaying a task's reweighting event until the next time it is scheduled, leave/join reweighting can be implemented in Θ(M logN ) time since only M tasks are scheduled in each time slot. Delaying reweighting events may increase the amount of drift incurred per reweighting event compared to instant enactment; thus, such a system is still coarse-grained.
Fine-grained reweighting. Recently, Block and Anderson [1] presented sufficient conditions (described in detail in Sec.
3) under which a task may change its weight in a running Pfair-scheduled system while incurring a constant amount of drift per reweighting event. These rules reweight a task by immediately changing the release time of its successor subtask and/or the deadline of its current subtask, thus guaranteeing that the amount of drift incurred per reweighting event is constant. For example, consider Fig. 2 (c), which depicts the same system considered earlier, except that task T increases its weight via fine-grained rules. Since the weight change at time 2 is immediately enacted, the maximal drift is 1.4. As we discuss in Sec. 3, the time complexity of any Pfair-scheduled fine-grained reweighting scheme is Ω(N logN ).
New approach: Hybrid schemes. There are many scenarios that require error bounds between the two provided by extremes of fine-and coarse-grained reweighting. In this paper, we present two new reweighting schemes that have (non-constant) bounded drift and have a time complexity lower than Θ(N logN ) time. These schemes are introduced in the following way. After presenting a review of prior work in Sec. 2, we present our new schemes in Sec. 3, and establish both drift and time-complexity bounds. In Sec. 4, we assess the efficacy of these schemes through an experimental evaluation.
Preliminaries
In defining notions relevant to Pfair scheduling, we limit attention (for now) to periodic tasks, all of which begin execution at time 0. A periodic task T with an integer period T.p and an integer execution cost T.e has a weight wt(T ) = T.e/T.p, where 0 < wt(T ) ≤ 1. Due to page limitations, we henceforth assume wt(T ) ≤ 1 2 for all T . "Heavier" tasks require further reasoning, which can be found in the full paper (available at http: //www.cs.unc.edu/∼anderson/papers.html).
Under Pfair scheduling, processor time is allocated in discrete time units, called quanta; the time interval [t, t+1), where t is a nonnegative integer, is called slot t. (Hence, time t refers to the beginning of slot t.) The sequence of allocation decisions over time defines a schedule. Formally, a schedule S is a mapping S : τ × N → {0, 1}, where τ is a set of tasks and N is the set of nonnegative integers; S(T, t) = 1 iff T is scheduled in slot t.
The notion of a Pfair schedule is defined by comparing to an ideal schedule that allocates wt(T ) processor time to task T in each slot. Deviance from the ideal schedule is captured by the concept of lag. The lag of task T at time t, lag(T, t), is defined as wt(T ) · t − t−1 u=0 S(T, u). A schedule is Pfair iff (∀T, t :: −1 < lag(T, t) < 1).
Each quantum of a task's execution, henceforth called a subtask, must be allocated without violating the lag bounds above. We denote the i th subtask of task T as T i , where i ≥ 1. Associated with subtask T i is a pseudo-release r(T i ) and pseudo-deadline d(T i ) defined as follows.
(For brevity, we often drop the prefix "pseudo-.") It can be shown that if each subtask T i is scheduled in the interval w(
, and w(T 2 ) = [3, 7) . (This figure also depicts per-slot "flow values," which are considered below.) Thus, T 2 must be scheduled in slot 3, 4, 5 or 6; or if T 1 is scheduled in slot 3 then T 2 must be scheduled in slot 4, 5, or 6.
IS model. The intra-sporadic (IS) task model [14] generalizes the well-known sporadic task model [12] by allowing subtasks to be released late. Fig. 3(b) illustrates the Pfair windows of an IS task. A task T is active at time t if there exists a subtask of T k such that r(T k ) ≤ t < d(T k ), and passive otherwise. In Fig. 3(b) , T is passive in slot 4, and active at every other time slot. Each subtask T i of an IS task has an offset θ(T i ) that gives the amount by which its re-lease is delayed. By (1), r(
Offsets satisfy the following property:
Scheduling algorithms. Three Pfair scheduling algorithms are optimal for scheduling IS tasks on an arbitrary number of processors: PF [6] , PD [7] , and PD 2 [3] . Each prioritizes subtasks on an earliest-pseudo-deadline-first (EPDF) basis, but they use different tie-breaks. For the case wherein all task weights are at most 1/2 (our focus here), the three are the same and use just single tie-break, b(T i ), which is defined as i/wt(T ) − i/wt(T ) . In a periodic task system, b(T i ) is 0 if T i 's window does not overlap T i+1 's, and is 1 otherwise. For example, in Fig. 3(a) , b(T i
Lag and flow. The lag of an IS task can be defined in much the same way as for periodic tasks [14] . Let ideal(T , t) denote the share that T receives in a fluid schedule in [0, t). Then, lag(T , t) = ideal(T , t) − t−1 u=0 S(T, u). Before defining ideal(T , t), we define flow(T , u), which is the share assigned to task T in slot u. flow(T , u) is defined in terms of a function f that indicates the share assigned to each subtask in each slot. f can be defined using an arithmetic expression, but we have opted instead for a more intuitive pseudo-code-based definition in Fig. 3(c) . Some example f values are given in Fig. 3(a) and (b) . The following two properties follow from f 's definition.
F1:
For all time slots t, Ti∈T f (T i , t) ≤ wt(T ).
F2: For any subtask
For example, in Fig. 3(a 
Reweighting Algorithms
We consider reweighting algorithms wherein a task T 's weight at time t is satisfies the following property: 
f (T i , t) := wt(T ) 13: fi (c) where mwt(T ) and xwt(T ) denote, respectively, the minimum and maximum allowable weight of task T . As a shorthand, we use the notion T :[x, y] to denote a task T with mwt(T ) = x and xwt(T ) = y, and T :z to denote a task T with mwt (T ) = xwt(T ) = z.
The accuracy of a reweighting algorithm A is measured by the amount of "total drift" that is incurred. We define total drift as t drift A (T, t) = t 0 wt 0 (T, u)du − allocation A (T, t), where allocation A (T, u) is the total allocation under algorithm A for task T up to time t, and wt 0 (T , u) equals wt(T , t) if T is active at t and 0 if T is inactive at t. Fig. 2 
, considered earlier, illustrates t drift A (T, t).
Time-complexity lower bound. Xu and Lipton [18] have shown that, for a uniprocessor system, the time complexity of any reweighting policy that allows a task's weight to change to any arbitrary value with constant error is Ω (N logN ) , where N is the number of tasks. 1 Their proof is based on a reduction to sorting. Hence, the sorting lower bound, Ω(N logN ), applies to all reweighting algorithms. Therefore, for the remainder of this section, we discuss how best to tradeoff the accuracy of an allocation policy with the
Name Time Complexity
Maximal Drift per Change "top k" Drift per Change time complexity required. To this end, we propose two new reweighting algorithms: lazy and k-fine-grained reweighting. A comparison of leave/join, lazy, k-fine-grained, and fine-grained reweighting is presented in Table 1 .
Implementing PD 2 . Before discussing various reweighting schemes, we review an implementation [7] of PD 2 that can make the scheduling decisions for each time slot with a time complexity of Θ(M logN ). In this implementation, we maintain one priority queue for each time slot at which future subtask releases are to occur (called release heaps). Each release heap contains those subtasks that are to be released in its associated time slot. We also maintain an additional priority queue called the master heap, which contains the set of subtasks that are ready to be scheduled. All priority queues are implemented as binomial heaps and sorted in accordance with the PD 2 priority rules. The following steps implement PD 2 . Before time slot 0, insert the first subtask of each task into the master priority queue. (This step takes Θ(N logN ) time but occurs prior to any scheduling decisions and, therefore, is excluded from the scheduling time complexity.) Perform the following steps in each time slot t (t ≥ 0).
1. Remove the M highest priority subtasks from the master priority queue (if that many are eligible). 2. For each subtask T i just removed, calculate the deadline and release of its successor T i+1 . 3. If r(T i+1 ) > t + 1, then insert T i+1 into the release heap for time r(T i+1 ), otherwise insert T i+1 into the master heap. 4. Merge slot t + 1's release heap with the master heap. Fig. 4 depicts one-processor example implementation of PD 2 for time steps 0 to 3 with three tasks: U : 3/11; V : 2/7; and W : 1/6. Notice that at time 3, the release heap for time 3 is merged with the master heap.
Fine-grained
reweighting. Fine-grained reweighting changes the weight of a task, by changing a its next subtask deadline and/or release time. Block and Anderson [1] have given a set of rules under which a task may change its weight while guaranteeing constant drift per weight change. (Due to the technical nature of these rules, we refer the reader to Block and Anderson's original paper for a full discussion of these rules [1] .) For all tasks with a current weight at most 1/2, which rule to use depends on whether the currently-active subtask of a task has been scheduled prior to its weight change. (Since, in this paper, we only consider tasks of weight at most 1/2, we refer the reader to the full version of this paper for a full discussion.)
Let T i be the currently-active subtask of a task T whose weight is changing at time t c from u to v. T is flowchangeable at time t c from weight u to v if T i is scheduled before t c , and otherwise is omission-changeable at time t c from weight u to v. If T is omission-changeable at t c , then T i 's deadline is changed to be the value that would be the deadline of a subtask with weight v released at time t c (assuming the new deadline is smaller than the old), and all future releases of T are changed appropriately. A two-processor example of an omission-changeable task T :[1/6, 1/2] is depicted in Fig. 5(a) . Notice that T 2 is released two time units after T changes its weight. This spacing is in keeping with the window length of a task with weight 1/2. Before discussing flow-changeable tasks, recall that each subtask accounts for one quantum's worth of execution (as formalized by property F2). If T is flowchangeable at t c , then the release of T i+1 is changed to be b(T i ) time slots after the time t at which f (T i , t) ≥ 1, assuming the new weight is used in f 's definition. A twoprocessor example of an flow-changeable task T :[1/6, 1/2] is depicted in Fig. 5(b) . Notice that T 2 is released at time slot 4, which is the time slot at which its total flow equals 1.
Because these two rules require that priority queues be reordered for each weight change, the time complexity of one task changing its weight is Θ(logN ). Consequently, when these rules are used to change the weight of every task in the system, the time complexity is Θ (N logN ) . Thus, fine-grained reweighting produces small drift, but the time complexity incurred may be a concern if N is large.
Lazy reweighting. One simple method for decreasing the time complexity of fine-grained reweighting (at the cost of accuracy) is to enact weight changes over multiple time slots. Under lazy reweighting a task changes its weight (using the fine-grained rules) the next time it is scheduled, after the weight change has occurred. Because lazy reweighting distributes the time over which weight changes are enacted, the time complexity for lazy reweighting is Θ(M logN ). Hence, a task T may be delayed for two window lengths (as defined by the corresponding task's old weight) before a weight change is enacted. The drift incurred during each time slot between the reweighting event and its enactment is T 's new weight minus its old weight. Hence, the maximal drift per weight change under lazy reweighting is T 's new weight minus its old weight times two window lengths at T 's old weight, which is upper bounded by 2 · Q(T )/mwt(T ), where Q(T ) = xwt(T ) − mwt(T ). Notice that lazy reweighting is identical to the Θ(M logN ) version of leave/join reweighting (as described in Sec. 1), except that lazy reweighting changes T 's weight via the finegrained rules. Consequently, leave/join and lazy reweighting have the same worst-case bounds for drift, but as we experimentally verify in Sec. 4, lazy reweighting has substantially better bounds on drift, in practice.
k-fine-grained reweighting. Lazy reweighting and finegrained reweighting represent two different extremes of when to reweight a task. Fine-grained reweighting changes a task's weight immediately, and lazy reweighting delays until the next time it is scheduled. k-fine-grained reweighting is a hybrid of the two methods, under which every task that is scheduled (and has not yet been reweighted) and some set of k tasks are reweighted at each time slot. We refer to the order in which these k additional tasks are chosen to be reweighted as the k-list. Tasks that are reweighted first are said to have a lower ordering on the k-list.
We propose two suggestions for ordering the k-list: (i) the importance of a task (as determined by the developer); and (ii) by which task would benefit the most from a weight change. The best method for ordering the k-list under suggestion (ii) is to prioritize based on the the size of the weight change as a percentage of the current weight. Unfortunately, in the worst case, prioritizing tasks using this method has a time complexity of Ω(N logN )-the very cost we are trying to avoid. The alternative is to rely on heuristics. Assuming no a priori knowledge of the reweighting events, we suggest that tasks in the k-list be prioritized based on the value Q(T )/mwt(T ). Under this method, a task T :[1/8, 1/4] has a lower ordering than a task Z: [1/4, 3/8] . Regardless of the k-list ordering, within N/k quanta of a reweighting event, every task will be reweighted. Hence, the maximal drift that any task will incur per reweighting event under kfine-grained reweighting is min 2 · Q(T )/mwt(T ), 2 + N · Q(T )/k . Since the k tasks with the lowest ordering will always be reweighted immediately, these tasks drift by at most two per reweighting event.
So far, we have implicitly assumed that if a second weight change occurs, then all tasks have enacted the first. However, for task sets in which this is not the case (i.e., multiple reweighting events that occur within N/k quanta of each other), the user must choose between limiting the drift of the k tasks with the lowest ordering or of all tasks. If limiting the drift of the k lowest-ordered tasks is of the utmost importance, then in the scenario where two reweighting events occur within N/k quanta of each other, the k-list is reset, and the k lowest-ordered tasks immediately enact the second weight change. If limiting the maximal drift in the system is more important, then at the second reweighting, the k-list is left untouched, and the next k tasks that are reweighted are the same k that would have been reweighted had the second reweighting event not occurred, thus servicing every task in a "round robin" manner.
Experimental Results
To empirically evaluate all four reweighting schemes, we constructed three different experiments, each run for 1,000 time steps. In each experiment, each task was randomly assigned a minimum weight in the range [1/500, 1/100] and a maximum weight that was either one or two orders of magnitude larger than its minimum. All experiments allow share changes of up to two orders of magnitude, since, as stated in the introduction, such share changes are possible in Whisper. We refer to tasks that have a maximum weight two orders of magnitude larger than their minimum as high-variance tasks. For all experiments, the k value in k-fine-grained reweighting is defined to be the number of processors. In each graph, each data point represents an average of 50 trials, and error bars are used to show standard deviations (though in most of the graphs these error bars are not visible, due to their small value). At time zero, all tasks have a weight equal to their minimum. At time two, there is a reweighting event that causes each task T to change its weight to a value given by the formula (taken from [2] 
where M is the number of processors, W is the sum of all minimum weights, and X is the sum of all maximum weights. This formula guarantees that the sum of all weights is equal to number of processors (assuming X ≥ M ).
In the first set of experiments, the number of tasks is set at 100 and the number of processors at 10, and the number of high-variance tasks varies from 10 to 50. Fig. 6(a) shows the total drift compared to the number of highvariance tasks. (Fine-grained and k-fine grained have values approximately equal to one) There are four important results illustrated in this graph: (i) leave/join reweighting incurs twice as much drift as lazy reweighting; (ii) the number of high-variance tasks is inversely related to total drift for both leave/join and lazy reweighting; (iii) the total drift for both lazy and leave/join reweighting is substantially larger than that for either fine-or k-fine-grained reweighting; (iv) fine-grained reweighting incurs only slightly less drift than k-fine-grained reweighting, specifically k-finegrained reweighting's drift is relatively equal to fine-grained reweighting even when the number of high-variance tasks is five times the value of k. Result (i) is a consequence of the required "leaving delays." Result (ii) is an artifact of how weights are defined, which causes an inverse relationship between the amount by which a task increases its weight and the number of high-variance tasks. Result (iii) confirms experimentally the theoretical results of this paper. Finally, result (iv) is a consequence of the large k-to-N ratio.
In the second set of experiments, the number of tasks is In the final set of experiments, the number of processors is set at 5 and the number of high-variance tasks at 10, and the number of tasks varies from 50 to 250. Fig. 6(c) shows the number of heap operations as a function of the task count. Again, though difficult to see, lazy and leave/join reweighting have approximately equal values and k-fine-grained reweighting results in approximately twice the number of heap operations of lazy reweighting. Notice that, with lazy, leave/join, and k-fine-grained reweighting, the number of heap operations increases slowly (with values commensurate with a logarithmic increase). Fine-grained reweighting, on the other hand, increases by a super-linear amount (commensurate with Θ (N logN ) time complexity) .
The most interesting result of these experiments is the efficacy of k-fine-grained reweighting under the metrics of running time and total drift. k-fine-grained reweighting's performance is due in large part to the relatively low ratio of the number of tasks to processors. As the ratio increases, k-fine-grained is less able to have both a low running time and small total drift. However, as illustrated in Fig. 6(b) and (c), as this ratio increases, k-fine-grained has a lower running time than fine-grained by a wide margin.
Concluding Remarks

