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We consider theoretically ultracold interacting bosonic atoms confined to quasi-one-dimensional
ladder structures formed by optical lattices and coupled to the field of an optical cavity. The
atoms can collect a spatial phase imprint during a cavity-assisted tunneling along a rung via Raman
transitions employing a cavity mode and a transverse running wave pump beam. By adiabatic
elimination of the cavity field we obtain an effective Hamiltonian for the bosonic atoms, with a
self-consistency condition. Using the numerical density matrix renormalization group method, we
obtain a rich steady state diagram of self-organized steady states. Transitions between superfluid to
Mott-insulating states occur, on top of which we can have Meissner, vortex liquid, and vortex lattice
phases. Also a state that explicitly breaks the symmetry between the two legs of the ladder, namely
the biased-ladder phase is dynamically stabilized. We investigate the influence that a trapping
potential has on the stability of the self-organized phases.
I. INTRODUCTION
Ultracold atoms coupled to an optical cavity mode
have proved to be an exciting field of physics [1]. In
recent experiments [2, 3], ultracold bosonic atoms placed
in an optical cavity have realized a Dicke phase tran-
sition [4–7]. By additionally confining the atomic gas
with external optical lattice potentials, a modified Bose-
Hubbard model with long-range interactions has been ex-
perimentally realized [8, 9]. This has been investigated
theoretically [10, 11] and, in particular, the effect of the
long-range interactions on the superfluid to Mott insula-
tor transition has been analyzed [12–18]. More complex
combined cavity-atom systems have been proposed, as
the organization of bosonic atoms in triangular or hexag-
onal lattices [19–21], or of fermionic atoms into superradi-
ant phases [22–26]. Disordered structures might be real-
ized in setups such as multimode cavities [27–33]. Phases
for which the spin-orbit coupling plays an important role
have been discussed for standing-wave cavities [34–37],
or ring cavities [38, 39].
Another class of systems which has attracted a lot of
interest recently, are ultracold atomic systems coupled
to artificial gauge fields [40, 41]. The generation of an
artificial gauge field has been realized in different ways
such as Raman coupling [42, 43], lattice shaking [44],
or laser-assisted hopping [45, 46]. These artificial gauge
fields for neutral atoms have similar effects as magnetic
fields for charged particles.
The minimal geometry in which the effects of gauge
fields are important is the quasi-one-dimensional ladder
structure. For weakly interacting ultracold bosons on a
ladder a Meissner and a vortex superfluid phase were ob-
served [47]. Theoretically, other exciting phases such as
vortex lattice and biased ladder superfluid phase, Meiss-
ner and vortex Mott insulator were predicted to occur
[48–63].
In recent years proposals have been put forward for the
dynamic generation of gauge fields by a cavity-assisted
tunneling. The artificial magnetic field emerges dynami-
cally due to the feedback mechanism between the cavity
field and the motion of atoms [64–69]. The steady state
diagram and the dynamics has been determined in the
case of noninteracting fermions including states with chi-
ral currents on a ladder geometry [64–66] or non-trivial
topological properties in two dimensions [67].
In the present work we consider interacting bosons on a
ladder structure coupled to a cavity mode and explore the
steady state diagram for different interaction strengths,
different magnetic fluxes and different fillings. We char-
acterize the self-organized phases that arise and we inves-
tigate the stability of these phase in the coupled atomic
cavity system. Additionally, we investigate the influence
a trapping potential has on the stability of the phases,
since in most present day setups such trapping potentials
are present.
The structure of the paper is as follows, in Sec. II A
we describe the setup of the bosonic atoms in the optical
cavity and the theoretical model. In Sec. II B we derive
an effective model for the atomic degrees of freedom by
performing the adiabatic elimination of the cavity field.
In Sec. II C we derive a stability condition for the steady
states. In Sec. II D we show how one can relate the so-
lutions of the effective model to the steady states of the
coupled system and in Sec. II E we discuss the properties
of the effective Hamiltonian. In Sec. II F we give typi-
cal parameters used within the numerical density matrix
renormalization group method. The stable self-organized
phases with a finite cavity field and their properties are
presented in Sec. III and the influence of a trapping po-
tential is discussed.
II. MODEL AND METHOD
A. Description of the setup
We study an ultracold bosonic gas placed in an optical
cavity and additionally subjected to optical lattice poten-
tials (Fig. 1). A similar setup has been introduced and
discussed in previous work in the context of fermionic
atoms [64–66]. The optical super-lattice potentials con-
2FIG. 1. (a) Sketch of the setup. The bosonic atoms in an
optical cavity are placed in an optical super-lattice potential
which creates an array of ladders. The atoms tunnel along the
legs with the amplitude J‖, along the rungs via the cavity-
induced tunneling with an effective amplitude J⊥ and have
an on-site interaction of strength U . (b) Level scheme of
the cavity-induced tunneling: |g〉, |e〉 denote the ground and
excited internal electronic states. The energy offset between
two neighboring wells, ∆, strongly suppresses the tunneling
along the rungs. This is restored by two Raman processes each
of which involve the cavity mode with vacuum Rabi frequency
g0 and a transverse pump beam with Rabi frequency Ω1,2,
respectively. δep and δcp are the frequencies of the excited
state and the cavity mode in the rotating frame.
fine the atoms to an array of decoupled ladders. The
first step in obtaining this structure is to create two-
dimensional decoupled layers by applying a strong op-
tical lattice potential along the z-direction. One applies
an optical lattice of wavelength λy along the y-direction.
A superposition of two optical lattices with wavelengths
λx and λx/2 is applied along the x-direction, such that
decoupled double wells are formed with an energy offset
∆ between the two wells. The lattice height along the
y-direction is sufficiently low such that the atoms tun-
nel with amplitude J‖ between neighboring sites. The
potential offset between the two wells along x-direction
strongly suppresses the tunneling along the rungs. The
tunneling is restored by two balanced Raman transitions
each of them involving a standing-wave cavity mode and
a running-wave pump laser (Fig. 1(b)). The cavity mode
has the frequency ωc, vacuum Rabi frequency g0 and
the wave-vector kc = kcex along the x-direction, where
ei, with i = x, y, z, denote the unit vectors along the
three spatial directions. All other cavity modes are as-
sumed to be far detuned from the possible transitions
and are not considered. The pump laser beams have
the frequency ωp,i=1,2 and the wave-vector kp,i = kp,iey,
with i = 1, 2. The pump and cavity modes are consid-
ered to be far detuned from the internal atomic transi-
tion, i.e. ωe ≫ ωc, ωp,i=1,2, thus the excited state pop-
ulation is negligible. The detuning between the cavity
mode and the first pumping beam is chosen such that it
is close to the potential offset, ~(ωc − ωp,1) ≈ −∆ and
the difference between the two pump beam frequencies is
~(ωp,2 − ωp,1) ≈ 2∆. Let us note that the offset ∆ needs
to be choosen large enough in order to assure a resonant
tunneling process even in the presence of the finite cavity
line width.
A cavity-induced Raman tunneling along the rungs of
the ladder is obtained, via the feedback mechanism be-
tween the motion of the atoms and the cavity mode. In
the following we will use the rotating frame with the fre-
quency ωp = (ωp,2 + ωp,1)/2 and λp = λp,1,(2) as the
wavelengths of the pump beams are approximately the
same, i.e. λp,1 ≈ λp,2 [70].
During the Raman processes a spatially dependent
phase factor e−i∆k·r is imprinted onto the atomic wave-
function, where ∆k = ±kcex + kpey. The cavity mode
does not give a contribution if the tunneling around a
plaquette is considered. However, due to the running-
wave nature of the pump beam the atoms collect a phase
ϕ(j+1) = piλy/λp(j+1) tunneling on the rung j+1 and
a phase −ϕj on the rung j, where ϕ ≃ piλy/λp, The ac-
cumulated phase ϕ is equivalent to the Aharonov-Bohm
phase for charged particles subjected to a magnetic field.
Thus, the bosonic atoms experience an artificial magnetic
field in the presence of a finite cavity field. In an experi-
mental realization, the flux ϕ can be varied by modifying
the angle of the pump beams with respect to the x-y-
plane.
We perform an expansion in the Wannier basis of
the atomic field operators, obtaining a model for the
atomic-cavity system in the tight-binding description.
The Hamiltonian describing the coupled system reads
H = Hc +H‖ +Hint +Htrap +Hac (1)
Hc = ~δcpa
†a
H‖ = −J‖
∑
j,m=0,1
(b†m,jbm,j+1 + b
†
m,j+1bm,j)
Hint =
U
2
∑
j,m=0,1
nm,j(nm,j − 1)
Htrap =
4Vtrap
L2
∑
j,m=0,1
(j − j0)2nm,j
Hac = −~Ω˜(a+ a†)(K⊥ +K†⊥)
K⊥ =
∑
j
eiϕjb†0,jb1,j.
The bosonic operators a and a† are the annihilation
and creation operators for the cavity photon mode. The
term Hc gives the dynamics of the cavity mode in the
rotating frame, with δcp = ωc − ωp. The operators bm,j
and b†m,j are the bosonic annihilation and creation op-
erators of the atoms where m = 0, 1 labels the legs of
the ladder and j the rungs of the ladder. The opera-
tor nm,j = b
†
m,jbm,j is the number operator. L denotes
the number of rungs of the ladder and the total num-
ber of bosons is N . The filling per site is defined as
ρ = N/(2L). H‖ describes the tunneling of the atoms
along the legs of the ladder with the tunneling amplitude
3J‖. The term Hint represents the repulsive on-site inter-
action of strength U > 0. The term Htrap represents an
external harmonic trapping potential with j0 = (L+1)/2
which is typically present in nowadays experimental se-
tups. The coupling between the atoms and the cavity
field is described by Hac, where a tunneling event along
the rungs occurs by creation or annihilation of a cavity
photon. The tunneling along the rungs with the spatially
dependent phase imprint is represented by the operator
K⊥. In order to prevent a privileged direction of tunnel-
ing, the tunneling in each direction is coupled to both the
creation and annihilation operators of the cavity field, us-
ing two pump laser beams [5]. The process has the am-
plitude ~Ω˜ =
~Ωp,1g0
ωe−ωp,1
φ‖φ⊥, where the effective param-
eters φ‖ and φ⊥ contain contributions of the overlap of
the wavefunctions from neighboring sites and can be con-
trolled by the geometry of the lattice [65]. The two Ra-
man processes are balanced due to the choice of the Rabi
frequency for the second pump beam Ωp,2 = Ωp,1
ωe−ωp,2
ωe−ωp,1
.
Dissipative processes are present due to the imperfec-
tions of the cavity mirrors where losses of the cavity pho-
tons occur. The dissipative dynamics is approximated by
a Lindblad master equation. The evolution of an opera-
tor O is given by
∂
∂t
O =
i
~
[H,O] +D(O), (2)
with the dissipator D(O) = κ (2a†Oa−Oa†a− a†aO),
which gives the loss of cavity photons, via the imperfect
mirrors.
B. Adiabatic elimination of the cavity field
In this section we will derive an effective model for
the bosonic atoms, obtained from the adiabatic elimi-
nation of the cavity field [1, 64, 65]. A full simulation
of the problem would be interesting in order to investi-
gate whether retardation effects of the cavity field might
occur. However, here we approximate the cavity field
with its steady state value, which fulfills the condition
∂t〈a〉 = 0. Using Eq. (2) the condition is given by
i∂t〈a〉 = −Ω˜〈K⊥ +K†⊥〉+ (δcp − iκ)〈a〉 = 0. (3)
This condition relates the expectation value of the di-
rected rung tunneling to the value of the cavity field by
α = 〈a〉 = Ω˜
δcp − iκ〈K⊥ +K
†
⊥〉. (4)
The model exhibits a Z2 symmetry, associated with the
inversion of the sign of both the rung tunneling, K⊥ +
K†⊥, and the cavity field, a + a
†. In an experiment this
symmetry will be spontaneously broken such that each of
the realizations of non-trivial steady state has the same
magnitude of the expectation value
∣∣〈a+ a†〉∣∣, however,
with a spontaneously chosen sign. We choose without
loss of generality 〈K⊥ +K†⊥〉 > 0 and even find for the
considered phases that we can choose 〈K⊥〉 > 0.
The equations of motion of the bosonic operators read
i~∂t〈b0,j〉 = −J‖〈b0,j+1 + b0,j−1〉 − U〈b0,j(1− n0,j)〉
−~Ω˜〈a+ a†〉eiϕj〈b1,j〉+ 4Vtrap
L2
(j − j0)2〈b0,j〉
i~∂t〈b1,j〉 = −J‖〈b1,j+1 + b1,j−1〉 − U〈b1,j(1− n1,j)〉
−~Ω˜〈a+ a†〉e−iϕj〈b0,j〉+ 4Vtrap
L2
(j − j0)2〈b1,j〉. (5)
In the derivation of the equations we have used a mean-
field decoupling of the atomic and cavity degrees of free-
dom.
We substitute the expectation value for the cavity field,
Eq. (4), into the equations of motion of the bosonic oper-
ators, Eq. (5). The dynamics given by the obtained set of
equations can be described by an effective Hamiltonian
for the atoms
H = H‖ +H⊥ +Hint +Htrap (6)
H‖ = −J‖
∑
j,m=0,1
(b†m,jbm,j+1 + b
†
m,j+1bm,j)
H⊥ = −J⊥(K⊥ +K†⊥)
Hint =
U
2
∑
j,m=0,1
nm,j(nm,j − 1)
Htrap =
4Vtrap
L2
∑
j,m=0,1
(j − j0)2nm,j
and typically the ground state of this effective model cor-
responds to the steady state of the equations of motion.
The parameter J⊥, which represents the rung tunneling
amplitude, has to be determined self-consistently as it
depends on the expectation value of 〈K⊥〉, J⊥ = A〈K⊥〉,
with A =
4~Ω˜2δcp
δ2
cp
+κ2 . The self-consistency condition reflects
the global nature of the coupling of the atoms to the
cavity by the presence of the global rung tunneling. In
order to get a non-trivial solution (α 6= 0) of the self-
consistency condition we must require A > 0, which im-
plies δcp > 0.
C. Stability analysis
The non-trivial self-consistent solution(s) derived from
the effective Hamiltonian, Eq. (6), might not be stable.
Thus, in this section we derive a stability condition for
our model using pertubations around the steady state [1].
We follow the notations introduced in Ref. [71].
Starting from the equation of motion for the cavity
field, given by Eq. (3), we introduce the averages of
4the coordinate and momentum quadratures of the cav-
ity field, xa = 〈a + a†〉 and pa = −i〈a − a†〉. Using
Eq. (3) and its conjugate we have
∂
∂t
xa = −κxa + δcppa (7)
∂
∂t
pa = −δcpxa − κpa + 4Ω˜〈K⊥〉.
The stationary solutions of these equations, which sat-
isfy the relations ∂tx
(s)
a = 0 and ∂tp
(s)
a = 0 are
x(s)a =
4δcpΩ˜〈K⊥〉(s)
δ2cp + κ
2
, (8)
p(s)a =
4κΩ˜〈K⊥〉(s)
δ2cp + κ
2
,
where the average of the directed tunneling 〈K⊥〉 com-
puted in the ground state of the effective model, Eq. (6),
can have a nonlinear dependence on the stationary coor-
dinate quadrature x
(s)
a .
We will consider linear fluctuations around the sta-
tionary solutions, i.e., xa = x
(s)
a + x˜a and pa = p
(s)
a + p˜a,
and also linearize the average of the directed tunneling
in terms of the fluctuations
〈K⊥〉 = 〈K⊥〉(s) + d〈K⊥〉
(s)
dx
(s)
a
x˜a , (9)
where 〈K⊥〉(s) is the value of the directed rung tunnel-
ing corresponding to the stationary solution x
(s)
a . From
Eqs. (7) and (9) we can derive a set of differential equa-
tions for the fluctuations
∂
∂t
x˜a = −κx˜a + δcpp˜a (10)
∂
∂t
p˜a =
(
−δcp + 4Ω˜d〈K⊥〉
(s)
dx
(s)
a
)
x˜a − κp˜a.
The eigenvalues of the Jacobian of this set of differential
equations are given by
λ± = −κ±
√(
−δ2cp + 4δcpΩ˜
d〈K⊥〉(s)
dx
(s)
a
)
. (11)
The stable stationary solutions are the ones for which the
eigenvalues have a negative real part. Thus the stability
condition for the system with δcp > 0 is
δ2cp + κ
2
4δcpΩ˜
>
d〈K⊥〉(s)
dx
(s)
a
. (12)
This condition can be rewritten in a form that we can
easily use in our model, using the relation J
(s)
⊥ = ~Ω˜x
(s)
a
d〈K⊥〉(s)
dJ
(s)
⊥
<
1
A
. (13)
Let us comment that this stability condition means that
if the pump strength A is slightly increased, the slope
of the line J⊥/A will decrease. If we start from a stable
solution, the corresponding slightly changed solution lies
at larger values of 〈K⊥〉 and J⊥, whereas if we start from
an unstable solution its value decreases, moving closer to
the trivial solution of 〈K⊥〉 = 0 and J⊥ = 0.
D. Self-consistent solution
We determine the stable steady states of the coupled
cavity-atomic model using three steps: First we perform
a ground-state search using matrix product state meth-
ods (DMRG) for the effective model Eq. (6), for fixed
flux ϕ, filling ρ and on-site interaction U/J‖, while vary-
ing the rung tunneling amplitude J⊥/J‖. We compute
the expectation value 〈K⊥〉 obtaining its dependence on
J⊥/J‖. In the second step we find the solution of the
self-consistent problem reformulated as
〈K⊥〉 =
J‖
A
J⊥
J‖
. (14)
The left-hand side contains the nonlinear behavior of
〈K⊥〉 given by the effective model and the right-hand
side is a linear function with slope J‖/A. Graphically,
the solutions are the crossings of the two curves. The
last step is to work out which of these solutions are sta-
ble. The stability condition, Eq. (13), tells us that we
need to compare the slope of the two curves at their in-
tersection point(s). The solution is stable if the slope of
〈K⊥〉 is smaller than the slope of the linear function. The
results will be shown in Sec. III.
E. Properties of the effective Hamiltonian
The effective model, Eq. (6), in the abscence of a trap-
ping potential, has been studied as a stand-alone model
describing bosonic two-leg ladders with repulsive contact
interaction in the presence of a uniform, external gauge
field. DMRG and bosonization studies have explored
the phase diagram [48–63], observing Meissner, vortex
and vortex lattices phases on top of superfluid or Mott-
insulating states. The phase transitions that occur in
this model take place in two sectors. These sectors corre-
spond, in the limit of weak coupling (i.e. J⊥/J‖ ≪ 1), to
the symmetric (b0,j+b1,j) and antisymmetric (b0,j−b1,j)
combination of the operators on the two legs. The Mott
insulator to superfluid transition is located in the sym-
metric sector, while the Meissner to vortex phase transi-
tions occur in the antisymmetric sector.
5FIG. 2. Current patterns and on-site density for some of
the different phases of the effective model, (a) vortex liquid
(V-SF) phase with a vortex density 1/3 < ρv < 2/5, (b)-
(c) vortex lattices (VL1/2,1/3-SF) with (b) ρv = 1/2, and (c)
ρv = 1/3, (d) the Meissner phase (M-SF, M-MI), and (e)
the biased-ladder phase (BLP-SF). The length of the arrows
is proportional to the strength of the local currents and the
size of the red circles scales with the on-site density (DMRG
data). The dashed rectangles represent the unit cell for the
vortex lattice phases.
One quantity which gives information on the phases
is the central charge c, which can be interpreted as the
number of gapless modes. The central charge can be
extracted from the scaling of the von Neumann entangle-
ment entropy SvN (l) of an embedded subsystem of length
l in a chain of length L. For open boundary conditions
the entanglement entropy for the ground state of gapless
phases scales as [72–74]
SvN =
c
6
log
(
L
pi
sin
pil
L
)
+ s1, (15)
where s1 is a non-universal constant and we have ne-
glected logarithmic corrections [75] and oscillatory terms
[76] due to the finite size of the system.
One can distinguish between the superfluid and Mott-
insulating phases by the decay of the single particle corre-
lation, here we use 〈b†m,L/4bm,L/4+d+H.c.〉, with distance
d. The correlations decay algebraically with distance in
a superfluid state and exponentially in a Mott-insulating
state [77].
Important characteristics of the quantum chiral phases
(Meissner, vortex liquid, or vortex lattice) can be inferred
from the configurations of the local currents, which is
experimentally accessible in the bosonic ladder system
[47, 78]. We define the local currents on the leg j
‖
m,j and
the rung j⊥j , respectively, as
j
‖
m,j = −iJ‖(b†m,jbm,j+1 −H.c.),
j⊥j = −iJ⊥(eiϕjb†1,jb0,j −H.c.). (16)
In addition to the local currents, the chiral current Jc and
the average rung current Jr are of interest and defined as
Jc =
1
2L
∑
j
〈j‖0,j − j‖1,j〉,
Jr =
1
L
∑
j
|〈j⊥j 〉|. (17)
All non-trivial phases considered here have a finite chiral
current. The Meissner phases are characterized by a van-
ishing average rung current, Jr = 0, and the vortex and
vortex lattice phases by non-zero rung currents, Jr > 0.
An additional quantity, the vortex density is defined as
the inverse of the vortex length, ρv = l
−1
v . Where lv is
the typical size of the vortices and we extract it from the
Fourier transform of the local rung current configurations
〈j⊥r 〉. From the value of ρv one identifies the periodicity
of the vortex lattice phases. In computing the observ-
ables we only use the central region, j ∈ [L/4, 3L/4], of
the ladder, in order to reduce the influence of boundary
effects.
In the following we will describe the phases that ap-
pear as steady states for the sets of parameters that will
be considered in Sec. III. A summary is given in Fig. 2.
The vortex superfluid phase (V-SF), with the local cur-
rent and density pattern depicted in Fig. 2(a), has two
gapless modes, thus it has a central charge c = 2. It is
also characterized by a finite vortex density, ρv, which is
incommensurate with the ladder.
The existence of vortex lattice phases has been demon-
strated in bosonic ladders by Refs. [51–54], for different
vortex densities. In Fig. 2(b)-(c) we have represented the
current and density pattern for the vortex lattice super-
fluid phases (VLρv -SF) with ρv = 1/2 and 1/3. Where
the vortices are commensurate with the ladder. Both of
these two phases have a central charge, c = 1, since the
symmetric sector is gapless and the antisymmetric one is
gapped. Due to the spontaneous symmetry breaking of
the translation symmetry in the vortex lattices, the unit
cell becomes q-fold enlarged, with q = 2 and 3 in these
cases. This can lead to a change in the sign of the chiral
current [51].
In Fig. 2(d) we depicted a Meissner phase, which can
be a Meissner superfluid (M-SF) or a Meissner Mott
insulator (M-MI). Both of these phases have vanishing
currents on the rungs in the bulk of the system and a
finite chiral current. The distinction between the two
phases can be made by calculating the central charge.
The Meissner superfluid has a gapless symmetric sector,
while the Meissner Mott insulator is totally gapped.
6The biased-ladder phase (BLP) [51, 52, 55–57],
Fig. 2(e), breaks the discrete Z2 symmetry associated
with the inversion of the two legs of the ladder and the
sign of the flux. The characteristic signature of this phase
is that the density is higher on one of the legs, compared
to the other. We will use the density imbalance, ∆n, to
identify this phase. The imbalance is defined as
∆n =
1
2L
∣∣∣∑
j
〈n0,j − n1,j〉
∣∣∣. (18)
The biased ladder phase has a gapless mode in the sym-
metric sector, and a vanishing rung current.
As the biased ladder phase state spontaneously breaks
the Z2 symmetry between the two legs, it results in a
twofold degenerate ground state. The DMRG ground
state search can choose any state within this degenerate
subspace, resulting in an arbitrary value of the density
imbalance between zero and the maximal value. In the
following we will present the procedure employed in order
to obtain the ground state with maximal value of ∆n. Af-
ter numerically obtaining one of the ground states, |ψ1〉,
we compute the orthogonal wavefunction, |ψ2〉, which is
degenerate in energy with |ψ1〉. For this, the second
ground state search is performed enforcing the orthog-
onality by the following Hamiltonian
H˜ = H + w |ψ1〉 〈ψ1| , (19)
where H is the Hamiltonian given in Eq. (6) and the
weight w > 0 introduces an energy penalty for any finite
overlap with |ψ1〉 and guarantees the orthogonality. We
use a typical value of w = 10 and checked consistency
with higher values up to w = 100. As an initial state
for the search we use a state with an inverse density im-
balance compared to the state |ψ1〉. Having obtained an
orthonormal basis in the ground state manifold, we move
on to construct the superposition of these two states,
|ψλ〉 = λ |ψ1〉 +
√
1− λ2 |ψ2〉 with λ ∈ [0, 1], that has
the maximum density imbalance ∆n. Compared to the
induced symmetry breaking by an externally applied po-
tential, we found this method to more reliably identify
the imbalanced phase.
The described states do not represent an exhaustive list
of the possible phases of the ground-state of the bosonic
ladder. We focused on the ones we can stabilize dynami-
cally in the cavity, for the considered parameters. Beside
the mentioned phases there exists numerical evidence for
vortex and vortex lattice Mott insulators [50, 51], vortex
lattice superfluid with ρv = 1/4 and charge density waves
[52], also Laughlin states have been proposed [58–60].
F. DMRG Method
The results presented in this work were obtained us-
ing a finite-size density matrix renormalization group
(DMRG) algorithm in the matrix product state form [79–
83], using the ITensor Library [84]. We simulate the pre-
sented model Eq. (6) typically for a ladder with L = 120
rungs and with the bond dimension up to 1500 in the ma-
trix product state representation. We checked the con-
verge of the method for different system sizes and bond
dimensions. Since we are dealing with finite interactions
the local Hilbert space of bosons is infinite, thus a cutoff
for its dimension is needed. We use a maximal dimen-
sion of five bosons per site, where the higher cutoff of six
bosons per site gives consistent results.
III. RESULTS
A. Steady state diagram at flux ϕ = 0.8pi,
filling ρ = 0.8 and on-site interaction U = 1J‖ in a
homogeneous system
In this subsection we solve the self-consistency condi-
tion and identify the steady states which can be stabi-
lized as we vary the pump strength A, for flux ϕ = 0.8pi,
filling ρ = 0.8 and on-site interaction U = 1J‖ in a homo-
geneous system. For this case the dynamic stabilization
of VL1/3-SF, biased ladder superfluid, and Meissner su-
perfluid states is possible. As mentioned, the first step in
tackling the self-consistency condition, Eq. (14), is to cal-
culate the expectation value of the directed rung tunnel-
ing 〈K⊥〉/L. The intersections of this curve with the lin-
ear function
J‖
AL give the solutions of the self-consistency
condition, shown in Fig. 3. From Fig. 3(a) we can also
infer the stability of the solutions, using Eq. (13), by com-
paring the slopes of the two curves. If the derivative of
〈K⊥〉/L is less than the slope of the linear function, the
solution is stable. We evaluate the derivative numerically
by computing the left and right finite derivatives with the
help of the two adjacent points. We consider a solution
stable if both the left and right finite derivatives satisfy
the condition given by Eq. (13). The expectation value of
the directed rung tunneling 〈K⊥〉/L has a concave curva-
ture, with some additional substructure especially close
to the phase transitions. For small values of J⊥, 〈K⊥〉/L
has a strong dependence on the size of the system, as
we observe from Fig. 3(a) and thus the stability in this
region depends crucially on the size of the system. In
the following we will concentrate on the states which are
stable for all considered system sizes. The non-trivial
stable solutions are plotted in Fig. 3(b), where we have
always chosen the solution J⊥ > 0. Not shown are the
corresponding solutions at the inverse of the value which
exist due to the Z2 symmetry of the model.
One can observe from Fig. 3(b) that we have (system
size independent) non-trivial stable solutions with a finite
occupation of the cavity field above the pump strength
A ≈ 3.19J‖/L.
The next step consists in identifying the properties of
the steady states that correspond to the stable solutions.
We have to analyze the behavior of the observables char-
7FIG. 3. (a) Graphical interpretation of the self-consistency
condition for the parameters ϕ = 0.8pi, ρ = 0.8, U = 1J‖,
and Vtrap = 0. The directed rung tunneling 〈K⊥〉/L is rep-
resented for two system sizes, L = 120 and L = 60. The
straight (red) line represents the right-hand side of the self-
consistency condition, which is a linear function with slope
J‖
AL
. The crossings of the two curves give the solutions of the
self-consistency condition. (b) The solutions J⊥/J‖ of the
self-consistency equation which are proportional to the cavity
field Re(α) versus the pump strength AL/J‖. The filled col-
ored areas represent the extent of different phases. In the grey
area the stability of the solutions is not clear for all system
sizes.
acterizing these states (Fig. 4), as explained in Seq. II E.
We find a vortex state, with finite rung currents, for
3.19J‖/L . A . 3.59J‖/L. We extract the central charge
by fitting Eq. (15) to the numerically computed von Neu-
mann entropy. The central charge has a value of c ≈ 1
in this region, which points, together with the finite rung
current, towards a lattice vortex superfluid state. The
superfluid nature can also be confirmed by an algebraic
decay of the single particle correlation function along the
ladder (see Fig. 6(a)). The algebraic decay is modulated
by a periodic function, with the period of three lattice
sites. From the vortex density (Fig. 5), we identify the
VL1/3-SF state corresponding to this modulation.
In the region 3.66J‖/L . A . 5.01J‖/L, the den-
FIG. 4. (a) Chiral current Jc and average rung current Jr,
(b) central charge c, and (c) the density imbalance between
the two legs of the ladder as a function of the pump strength
AL/J‖ in the stable regions for the parameters ϕ = 0.8pi,
ρ = 0.8, U = 1J‖, and Vtrap = 0. The central charge is
extracted fitting the scaling of entanglement entropy. The
error bars of the fit are smaller than the symbols used. Dashed
horizontal lines indicate the constant value 0 or 1, as a guide
to the eye.
8FIG. 5. The vortex density ρv as a function of the pump
strength AL/J‖, where the rung current is finite, for the pa-
rameters ϕ = 0.8pi, ρ = 0.8, U = 1J‖, and Vtrap = 0. The
vortex density has the value ρv = 1/3 for 3.19J‖/L . A .
3.59J‖/L, which represents the VL1/3-SF phase. Dashed hor-
izontal line indicates the constant value 1/3.
sity imbalance between the two legs acquires finite val-
ues with a sharp onset at the lower boundary. This
signals the biased ladder state. Our numerical data is
not precise enough in order to identify the transition be-
tween VL1/3-SF and the biased ladder states in the region
3.59J‖/L . A . 3.66J‖/L. Whereas our numerical data
(Fig. 3(b)) suggests multiple solutions for the same value
of the pump strength, from our numerical resolution we
cannot decide on their stability condition. In the biased
ladder state, the currents along the rungs of the ladder
are suppressed, which is consistent with the numerical
data from Fig. 4(a). Additionally, the charge remains
constant around c ≈ 1.
For large values of the pump strength A & 5.01J‖/L,
the density imbalance vanishes (see Fig. 4(c)). The chiral
current saturates, while the currents on the rungs are still
suppressed (see Fig. 4(a)). The single particle correlation
function decays algebraically. Considering these previous
findings together with the fact that the state has one
gapless mode (c ≈ 1), the state above A & 5.01J‖/L is a
Meissner superfluid.
Thus, for the parameters ϕ = 0.8pi, ρ = 0.8 and
U = 1J‖ the dynamical stabilization of a vortex lattice
superfluid with ρv = 1/3, a biased ladder superfluid and
a Meissner superfluid states is possible.
B. Steady state diagram at flux ϕ = 0.9pi,
filling ρ = 0.5 and on-site interaction U = 1.5J‖ in a
homogeneous system
In the following, we will present which steady
states can be dynamically organized for the parameters
ϕ = 0.9pi, ρ = 0.5 and U = 1.5J‖ in a homogeneous sys-
tem. We show that a dynamical stabilization of a vortex
FIG. 6. The absolute value of the single particle correlations,
|〈b†m,L/4bm,L/4+d + H.c.〉|, along one of the legs represented
in a logarithmic plot for the parameters L = 240, ϕ = 0.8pi,
ρ = 0.8, U = 1J‖, and Vtrap = 0, in the (a) VL1/3 state,
for A = 3.44J‖/L, (b) Meissner state, for A = 6.26J‖/L.
The correlations show an algebraic decay with distance, which
signals the superfluid phase. The straight (red) lines are fits
of the function ∝ x−α, where the fit parameter is (a) α =
0.098 ± 0.001, (b) α = 0.377 ± 0.001.
superfluid, a VL1/2-SF, and a Meissner Mott-insulating
state is possible. In Fig. 7(a) the expectation value of
the directed rung tunneling 〈K⊥〉/L has been plotted for
L = 120 and L = 60. For small J⊥, corresponding to the
vortex phases, 〈K⊥〉 increases rapidly with J⊥, whereas
for large J⊥, in the Meissner phase, 〈K⊥〉 has a slow in-
crease. In the regime where the two system sizes agree
(for J⊥ > 1.8), 〈K⊥〉 is monotonic and concave, with
small jumps near the phase transitions. From the inter-
section of this curve with a line with the slope
J‖
AL and
checking the stability condition (13), we compute the sta-
ble solutions plotted in Fig. 7(b).
For the size L = 120 a stable solution can be found in
the entire parameter regime shown, beside close to the
phase transitions [85]. Due to the shape of 〈K⊥〉, one
can find non-trivial solutions above a certain value of the
pump strength A ≈ 4.6J‖/L (see Fig. 7(b)), where the
cavity field takes a finite value. The coupling between a
9FIG. 7. (a) The expectation value of the directed rung tunnel-
ing 〈K⊥〉/L for the parameters ϕ = 0.9pi, ρ = 0.5, U = 1.5J‖,
and Vtrap = 0, for two system sizes, L = 120 and L = 60.
The straight (red) line represents the right-hand side of the
self-consistency condition, which is a linear function with the
slope
J‖
AL
. The crossings of the two curves give the solutions
of the self-consistency equation. (b) The solutions J⊥/J‖ of
the self-consistency equation which are proportional to the
cavity field 2~Ω˜Re(α) versus the pump strength AL/J‖ for
L = 120. The filled colored areas represent the extent of dif-
ferent phases. In the grey area the stability of the solutions
is not clear for all system sizes.
many-body system and an optical cavity can result in the
presence of bifurcation points in its phase diagram [71,
86]. In the case of L = 120 we can see that around
A ≈ 4.6J‖/L the steady state diagram shows a transition
from a trivial stable solution to one of the two nontrivial
solutions, J⊥(A) or −J⊥(A). In the regions where the
phase transitions take place 5.3J‖/L . A . 5.4J‖/L and
6.07J‖/L . A . 6.1J‖/L, multiple solutions of the self-
consistency condition can exist for the same value of the
pump strength. Due to the limited numerical resolution,
we cannot decide which solutions are stable.
In the following, we characterize the steady states
which correspond to the stable solutions. In Fig. 8(a), we
can see that below A . 6.1J‖/L the rung currents take fi-
nite values which indicates a vortex state. A clear abrupt
FIG. 8. (a) Chiral current Jc and average rung current Jr as
a function of the pump strength AL/J‖, (b) central charge c,
computed from the scaling of entanglement entropy, for the
parameters ϕ = 0.9pi, ρ = 0.5, U = 1.5J‖, and Vtrap = 0. The
errorbars represented the fit error. In the vortex superfluid
region we represented the value of the central charge for two
system sizes, L = 120 and L = 60, which shows a strong
size dependent behavior. Dashed horizontal lines indicate the
constant value 0, 1 or 2, as a guide to the eye.
change of the rung current and other observables sig-
nals another transition between states at approximately
5.3J‖/L . A . 5.4J‖/L. The vortex state in between
5.4J‖/L . A . 6.1J‖/L is characterized by a stable vor-
tex density ρv = 1/2 which points towards a VL1/2-SF
state. This state is confirmed by the value of the cen-
tral charge c ≈ 1 (Fig. 8(b)) and the algebraic decay of
the single particle correlation functions (not shown). We
observe that in the VL1/2-SF phase the chiral current
changes its sign due to the increase of the unit cell, as
explained in Refs. [51, 52]. The incommensurate vortex
density below A . 5.4J‖/L suggests a vortex liquid state.
It would have a central charge of two. However, the value
of the central charge extracted from our numerical calcu-
lations still depends crucially on the system size as shown
in Fig. 8(b) such that a final conclusion is difficult.
For a pump strength above A & 6.1J‖/L the rung cur-
rent is suppressed and the current flows only along the
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FIG. 9. The vortex density ρv as a function of the pump
strength AL/J‖, where the rung current is finite for the pa-
rameters ϕ = 0.9pi, ρ = 0.5, U = 1.5J‖, and Vtrap = 0. The
vortex density has the value ρv = 1/2 for 5.3J‖/L . A .
6.1J‖/L, which represents the VL1/2-SF phase. Dashed hori-
zontal line indicates the constant value 1/2.
FIG. 10. The absolute value of the single particle correlations,
|〈b†m,L/4bm,L/4+d + H.c.〉|, in a semi-logarithmic plot, in the
Meissner phase, for L = 240, A = 6.7J‖/L, ϕ = 0.9pi, ρ = 0.5,
U = 1.5J‖, and Vtrap = 0. The correlations decay exponen-
tially, which signals the Mott-insulating phase. The red curve
is the fit ∝ e−αx, with the fit parameter is α = 0.112 ± 0.02.
legs of the ladder. The central charge vanishes indicat-
ing a totally gapped system. This is confirmed by the
exponential decay of the single-particle correlations with
distance as seen in Fig. 10. This state is a Meissner Mott-
insulator.
Thus for the parameters ϕ = 0.9pi, ρ = 0.4 and
U = 1.5J‖ the dynamical stabilization of a vortex liq-
uid superfluid, vortex lattice superfluid with ρv = 1/2
and a Meissner Mott-insulating states is possible.
FIG. 11. The expectation value of the directed rung tunnel-
ing 〈K⊥〉 in the presence of a harmonic trapping potential,
Vtrap = 1.5J‖, for the parameters ϕ = 0.9pi, U = 1.5J‖ and
L = 60, for two particle numbers, N = 60 and N = 30. For
the points marked with red circles we identified the phases
present in the center part of the trap and they are discussed
in the main text.
C. The effect of a harmonic potential on the steady
states
In the previous sections we have focused on the ho-
mogeneous case without any trapping potentials, in this
subsection we will consider the effect of a harmonic trap-
ping potential Htrap on the steady states.
In the following, we will discuss which steady states
can be dynamically organized for flux ϕ = 0.9pi, on-site
interaction U = 1.5J‖ and two values of the total particle
number N = 60 and N = 30, in a harmonic trap of
strength Vtrap = 1.5J‖. Due to the trapping potential,
the density of the atoms varies throughout the system
and a coexistence of different states can be found across
the trapped region. Thus, in order to identify the states
we analyze local observables, as the local density or the
local rung currents, Eq. (16). We focus on the states
that are present in the center region of the trap, where
the gradient of the trapping potential is relatively small.
The simulated system size has been chosen such that the
density decays to zero before reaching the boundary.
In Fig. 11 the expectation value of the directed tun-
neling 〈K⊥〉 has been plotted for the two values of the
filling. We can see that we have stable steady states for
J & 1.5J‖ (for N = 60) and J & 1J‖ (for N = 30).
We marked in Fig. 11 the points for which we identify
the nature of these stable steady states. In Fig. 12(a)
the density profile along one leg of the ladder and the
local rung current pattern are depicted for the case with
particle number N = 60, which leads to a central filling
of ρ ≈ 0.86 and J⊥ = 2.5J‖, corresponding to a pump
strength of A ≈ 0.067J‖. One can observe a varying
density distribution along the leg of the ladder, which
points towards a compressible state, namely a superfluid
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FIG. 12. (a) The expectation value of the local density 〈nm,j〉
(blue line) and the local rung current 〈j⊥j 〉 (purple line), for
J⊥ = 2.5J‖, in the VL1/2-SF state. (b) The expectation value
of the local density 〈nm,j〉 on the two legs of the ladder m = 0
(blue line) and m = 1 (red line), for J⊥ = 4J‖, in the biased
ladder phase. The parameters used are ϕ = 0.9pi, U = 1.5J‖,
N = 60 and L = 60, in the presence of a harmonic trapping
potential, Vtrap = 1.5J‖.
phase. The rung current pattern in the central region
exhibits commensurate vortices with a vortex density of
ρv = 1/2. Thus, we identify this state as the VL1/2-SF.
For the same particle number N = 60 and J⊥ = 4J‖,
corresponding to pump strength A ≈ 0.094J‖, the den-
sity profile for each leg of the ladder has been plotted in
Fig. 12(b). We observe that a density imbalance between
the two legs of the ladder is present throughout the lad-
der, except at the boundaries where the density is close
to 0. The finite density imbalance indicates that in the
central region a biased ladder state forms. The superfluid
nature of this state is confirmed by the algebraic decay of
the single particle correlation function, weighted by the
inhomogeneous density [87], along one of the legs of the
ladder (see Fig. 13).
In the case of N = 30 and J⊥ = 2.2J‖, corresponding
to a pump strength of A ≈ 0.103J‖, we also identify a
VL1/2-SF state in the center of the trap, by analyzing the
local density profile and the rung current configuration
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FIG. 13. The value of the single particle corre-
lations, weighted by the inhomogeneous density,√
〈n1,16+d〉
−1
〈b†1,16b1,16+d + H.c.〉, in the biased ladder
state. The correlations decay algebraically, which signals the
superfluid state. The red curve is the fit ∝ x−α cos(βx), with
the fit parameters α = 0.263 ± 0.007 and β = 1.114 ± 0.001.
The parameters used are J⊥ = 4J‖, ϕ = 0.9pi, U = 1.5J‖,
N = 60 and L = 60, in the presence of a harmonic trapping
potential, Vtrap = 1.5J‖ (the same as in Fig.12(b)).
depicted in Fig. 14(a). The single particle correlation
function, weighted by the inhomogenous density, decays
algebraically in this superfluid state. By increasing the
pump strength to A ≈ 0.168J‖ with self-consistent solu-
tion of J⊥ = 4.5J‖, an incompressible state is formed in
the center of the trap which is indicated by the density
plateau at filling ρ = 0.5 as shown in Fig. 14(b). The ex-
ponential decay of the single particle correlations in the
plateau region (see Fig. 15(b)) and suppressed rung cur-
rents, confirm the presence of a Meissner Mott-insulator
in the center of the ladder which is stabilized via the
coupling of the atoms to the cavity. The Mott-insulating
state is surrounded by a small region of a superfluid.
Thus, we confirm that even in the presence of a har-
monic trapping potential the dynamical stabilization of
vortex lattice superfluid with ρv = 1/2, biased ladder and
Meissner Mott-insulating states is achievable. We expect
that other interesting states are similarly robust and can
also be stabilized in the presence of a harmonic trapping
potential.
IV. CONCLUSIONS
In this work we investigated the steady state diagram
of bosonic atoms coupled to an optical cavity. The
bosonic atoms are confined to quasi-one-dimensional lad-
der structures with a large potential offset between the
legs formed by optical lattices in the presence and abs-
cence of a harmonic trapping potential. Due to the cho-
sen coupling of the atoms and the cavity field, the tun-
neling on the rungs takes place via the generation or an-
nihilation of a cavity photon and has a spatial dependent
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FIG. 14. a) The expectation value of the local density 〈nm,j〉
(blue line) and the local rung current 〈j⊥j 〉 (purple line), for
J⊥ = 2.2J‖, in the VL1/2-SF state. (b) The expectation value
of the local density 〈nm,j〉, for J⊥ = 4.5J‖, in the Meissner-
Mott insulating state. The parameters used are ϕ = 0.9pi,
U = 1.5J‖, N = 30 and L = 60, in the presence of a harmonic
trapping potential, Vtrap = 1.5J‖. The dashed horizontal line
indicates the constant value 0.5.
phase imprint, which breaks the time reversal symmetry.
Above a critical value of the pump strength, due to the
feedback between the atoms and the cavity field, a finite
occupation of the cavity field mode arises and the bosonic
atoms feel an artificial gauge field. We demonstrated the
stabilization of Meissner phases both in the superfluid
(M-SF) and in the Mott insulator (M-MI) regimes. Addi-
tionally, we find vortex superfluid phases which can be in-
commensurate (V-SF), or commensurate with the ladder
(VLρv -SF), the vortex lattice states. Finally, a biased-
ladder superfluid phase with imbalanced density on the
two legs of the ladder is also stabilized. Furthermore, we
show that in the presence of the harmonic trapping po-
tential, a vortex lattice superfluid VLρv -SF, a biased lad-
der and a Meissner Mott-insulating states are stablized
in the center of the trap.
One of the advantages of the dynamic stabilization of
the states is their robustness. The evolution towards
the steady states is characterized by an dissipative at-
FIG. 15. (a) The absolute value of the single parti-
cle correlations, weighted by the inhomogeneous density,√
〈nm,23+d〉
−1
|〈b†m,23bm,23+d + H.c.〉|, in a logarithmic plot,
for J⊥ = 2.2J‖. The correlations decay algebraically, which
signals the superfluid state. The red curve is the fit ∝ x−α,
with the fit parameter α = 0.15±0.01. (b) The absolute value
of the single particle correlations, in a semi-logarithmic plot,
for J⊥ = 4.5J‖. The correlations decay exponentially, which
signals the Mott-insulating state. The red curve is the fit
∝ e−αx, with the fit parameter α = 0.34 ± 0.04. The param-
eters used are ϕ = 0.9pi, U = 1.5J‖, N = 30 and L = 60, in
the presence of a harmonic trapping potential, Vtrap = 1.5J‖.
tractor dynamics which means that many external per-
turbations will decay exponentially towards the steady
state. The extension of the presented scheme to a two-
dimensional geometry is of interest since the ground state
of the two-dimensional Bose-Hubbard model in an artifi-
cial magnetic field can exhibit exciting phases like vortex
lattice superfluid phases with different vortex configura-
tions, that are breaking the spatial symmetry, [88–90], or
bosonic integer and fractional quantum Hall states [91].
Experimentally, the proposed setup can be imple-
mented in different ways. We mentioned the ladder struc-
tures created using superlattice potentials, however, an
alternative method is to use the synthetic lattice dimen-
sion. In this implementation the atoms are confined to
one-dimensional structures and the second direction is
implemented by internal states of the atoms [78, 92, 93].
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The transitions between the two states are implemented
via Raman transitions employing the cavity mode and an
external pump beam.
In order to distinguish the different steady states one
can perform different measurements. A very important
measurement is the occupation of the cavity field which
can be obtained from the leaking of the photons of the
cavity. This already gives the distinction between the
trivial and non-trivial self-organized phases and identifies
by this the dynamically organized gauge field. Addition-
ally, one would like to obtain more information on the
state of the atomic component. There are different pos-
sibilities and depending on the experimental setup and
the state one is particularly interested in. From insitu
measurements of local densities, one can identify the bi-
ased ladder phase and obtain information on the different
vortex patterns. In Ref. [47], Atala et al. (2014) mea-
sure the chiral currents and the momentum distribution,
from a measurement schedule involving the projection
onto double wells. Furthermore, in Ref. [52] by Greschner
et al. (2016) a connection between the peak in the mo-
mentum distribution and the vortex density is drawn.
From the vortex density one can distinguish the vortex
liquids from the vortex lattices. Additionally to these
destructive measurement of the the atomic component,
a non-destructive method to measure the chiral current
from the photons leaking from the cavity has been intro-
duced [64]. This uses a probe beam and another cavity
mode in which the tunneling along chain of the ladder
is coupled to the empty probe cavity mode and the chi-
ral current can, thus, be directly measured by observing
the appropriate quadrature using a heterodyne detection
scheme.
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