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Abstract
In this paper we analyze a mathematical model focusing on key events of the cells invasion pro-
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1 Introduction
In this paper we focus on a mathematical model describing the process of cells invasion in the surrounding
extracellular matrix. Because of the key role played by the invasive processes in biological phenomena
like, for example, wound healing, morphogenesis or tumour invasion, there are a large number of studies
concerning them.
In [10] the authors developed a mathematical model in order to describe the migration of tumour cells
through a collagen gel. More precisely, the model is based on the hypothesis that the cells invasion is the
final result of the triad of adhesion, proteolysis and motility such that in contact with the extracellular
matrix, the invasive tumour cells produce proteolytic enzymes which degrade it favoring the migration.
Our objective is to study a version of a model which underlies the models proposed in [3] and [10] (see also
the references therein) which involves three key variables: u(x, t) the density of invasive cells, v(x, t) the
density of extracellular matrix and m(x, t) the concentration of degradative enzymes such as proteases,
each of them considered at x ∈ Ω and time t > 0. Through this paper Ω ⊂ RN , N > 1 is a bounded
domain with a regular boundary. The model is the following:
∂u
∂t
= d1∆u︸ ︷︷ ︸
diffusion
− α1∇ · (uχ(v)∇v)︸ ︷︷ ︸
haptotaxis
+ α2u (1− α3u− α4v)︸ ︷︷ ︸
cells proliferation
x ∈ Ω, t ∈ R+ (1.1)
∂v
∂t
= − λmv︸︷︷︸
degradation
x ∈ Ω, t ∈ R+ (1.2)
∂m
∂t
= d2∆m︸ ︷︷ ︸
diffusion
− β1m︸︷︷︸
decay
+ β2ug(v)︸ ︷︷ ︸
production
x ∈ Ω, t ∈ R+ (1.3)
where the coefficients d1, d2, λ, α1, α3, α4, β1, β2 are positive constants and α2 is non-negative. It
is assumed that the change in time of the cells density is due to the diffusion, to the haptotaxis with
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respect to spatial gradients in the collagen gel and to the process involving proliferation and degradation
if α2 6= 0. The new cells are created at the rate α2 > 0 and their degradation is caused by the cells death
or neutralization due to the presence of the collagen gel. The function χ describes the sensitivity of the
cells to spatial gradients of collagen and is assumed to be non-negative.
In the equation (1.2) it is assumed that the proteases degrade the collagen gel at the rate λ.
The proteases concentration is affected by the diffusion, natural decay and production, this last term
being proportional to the product of the cell density and a non-negative function g depending on the
collagen gel concentration.
In what follows we consider the system (1.1)-(1.3) together with the boundary conditions
d1
∂u
∂η
− α1uχ(v)∂v
∂η
=
∂m
∂η
= 0, x ∈ ∂Ω, t ∈ R+ (1.4)
where η denotes the unit outward normal vector of ∂Ω. We have supposed that there is no flux of cells
or proteases across the boundary of the domain. The same hypothesis is assumed for the extracellular
matrix.
We consider also the initial conditions
(u, v,m)(x, 0) = (u0, v0,m0)(x), x ∈ Ω. (1.5)
Taking into account the biological interpretation for the solution of the system (1.1)-(1.3), we shall require
that the functions u0(x), v0(x), and m0(x) are non-negative.
For g(v) = v and for a constant chemotactic coefficient χ(v) = χ, the mathematical model (1.1)-(1.5) was
previously studied numerically in [10] assuming that the cells invasion was radially symmetrical. In the
same hypotheses for g and χ, the system was considered in [11] where the existence of global solutions
was investigated in the 3-dimensional case. In this paper we prove the global existence of the solutions
when g and χ are arbitrary functions satisfying some hypotheses that will be given later. Moreover, we
also study the asymptotic behaviour of the solutions.
After nondimensionalizing the system (1.1)-(1.3) and redenoting the functions χ and g if necessary, it
becomes
∂u
∂t
= ∆u−∇ · (uχ(v)∇v) + µu (1− u− v) x ∈ Ω, t ∈ R+ (1.6)
∂v
∂t
= −mv x ∈ Ω, t ∈ R+ (1.7)
∂m
∂t
= d∆m− γm+ ug(v) x ∈ Ω, t ∈ R+ (1.8)
∂u
∂η
− uχ(v)∂v
∂η
=
∂m
∂η
= 0 x ∈ ∂Ω, t ∈ R+ (1.9)
(u, v,m)(x, 0) = (u0, v0,m0)(x) x ∈ Ω, (1.10)
where
µ =
{
1 , if α2 6= 0
0 , if α2 = 0
, d =
d2
d1
, γ =
{
β1 (α2)
−1
, if α2 6= 0
1 , if α2 = 0
.
We notice that the new functions χ and g are obtained from the initial ones by a rescaling that does not
change their initial properties.
Finally, we mention here that we can obtain an equivalent system to (1.6)-(1.10) by making the change
of variables
w := uz, z := e−
R v
0
χ(s)ds. (1.11)
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In this way the system (1.6)-(1.10) transforms into
∂w
∂t
= ∆w + χ(v)∇v · ∇w + µw (1− wz−1 − v)+ χ(v)wvm x ∈ Ω, t ∈ R+ (1.12)
∂v
∂t
= −mv x ∈ Ω, t ∈ R+ (1.13)
∂m
∂t
= d∆m− γm+ wz−1g(v) x ∈ Ω, t ∈ R+ (1.14)
∂w
∂η
=
∂m
∂η
= 0 x ∈ ∂Ω, t ∈ R+ (1.15)
(w, v,m)(x, 0) = (u0e
−
R v0
0 χ(s)ds, v0,m0)(x) = (w0, v0,m0)(x) x ∈ Ω. (1.16)
In this paper we are concerning to prove the existence of a unique global solution of (1.6)-(1.10) and
also to investigate asymptotic behaviour of the solution in a more general case when d and γ are positive
constants and µ is a non-negative constant.
We mention that in the case when g(v) = v and χ(v) = χ is a constant, in [11] the authors proved the
global existence of solutions of (1.12)-(1.16) in the 3-dimensional case based on a priori estimates. In
order to derive Lp estimates, they used a similar approach as in [12].
We point out that in what follows we establish that the a-priori Lp estimates, p > 1, for the variable
w (and also for u) are uniform in time. This fact will be important when we establish the asymptotic
behaviour of the solutions.
This paper is organized as follows. In Section 2 we give the notations and terminology used through
the paper. In Section 3 we prove the local existence and the non-negativity of solutions for non-negative
initial data using a fixed point method. In Section 4 we show that the solution constructed in the previous
section can be prolonged in time until infinity when N = 3. Section 5 is devoted to the stationary problem
associated to (1.12)-(1.16). In the last Section we show the convergence to the steady-states and we obtain
an explicit rate of convergence in some cases.
2 Preliminaries and notations
In this section we collect some tools and notations that will be used in the paper.
Let Ω ⊂ RN , N > 1 be a bounded domain with smooth boundary. We are using in this paper the
standard notation of function spaces. By Lp(Ω) and W k,p(Ω) with 1 6 p 6 ∞, k > 1 we denote the
Lebesgue spaces and respectively, Sobolev spaces of functions on Ω. If X is a Banach space with the
norm ‖ · ‖X , for T > 0 we denote by Lp(0, T ;X) the Banach space of all Bochner measurable functions
u : (0, T )→ X such that ‖u‖X ∈ Lp(0, T ).
Given a positive number ν, we denote by Cν(Ω) the Ho¨lder space of [ν] times continuously differentiable
functions on Ω. We denote by Cν,ν/2(Ω× (0, T )) the Ho¨lder space of exponents ν and ν/2 by respect to
x, respectively t of continuous and bounded functions defined on Ω × (0, T ). If J is an interval of real
numbers, the notation Ck(J ;X), k > 1, k ∈ N stands for the space of k times continuously differentiable
functions from J to the Banach space X .
Throughout this paper we denote by C, Ci (i = 1, 2, ...) positive constants which may vary from line to
line. These positive constants will be independent of time, but we shall indicate explicitly on which other
parameters they are dependent, if it will be the case.
Let p ∈ (1,∞) and a, b be two positive constants. We denote
A := −a∆+ b
the positive self-adjoint operator with the domain defined by
D(A) :=
{
u ∈ W 2,p(Ω); ∂u
∂n
= 0 on ∂Ω
}
. (2.1)
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For 0 6 θ 6 1 we denote the fractional powers of the operator A by Aθ : Xθp → Lp(Ω) where the space
Xθp is endowed with the graph norm
‖u‖Xθp =
∥∥Aθu∥∥
Lp(Ω)
.
Let us mention that X1p = D(A), X0p = Lp(Ω) and Xθ1p is continuously embedded into Xθ2p if θ1 > θ2,
moreover this embedding is compact if θ1 > θ2. We recall some results that we shall use throughout the
paper:
(i) we have the embedding properties (see [5, Theorem 1.6.1])
Xθp →֒W k,q(Ω), k −
N
q
< 2θ − N
p
, q > p (2.2)
Xθp →֒ Cν(Ω), 0 6 ν < 2θ −
N
p
; (2.3)
(ii) for all u ∈ Lp(Ω), p ∈ (1,∞) and t > 0 there exists a positive constant C (θ) such that (see [5,
Theorem 1.4.3])
‖Aθe−tAu‖Lp(Ω) 6 C (θ) t−θe−δt‖u‖Lp(Ω), θ > 0 (2.4)
for some δ ∈ (0, 1);
(iii) for all u ∈ Lp(Ω), 1 6 q < p <∞ and t > 0 we have
‖Aβe−tAu‖Lp(Ω) 6 C (β) t−β−
N
2 (
1
q−
1
p )e−δt‖u‖Lq(Ω), β > 0 (2.5)
for δ ∈ (0, 1).
Throughout this paper we assume that χ and g are non-negative functions which satisfy the following
conditions
(H1) χ ∈ C1(R+), χ > 0, χ and χ′ are globally Lipschitz continuous with Lipschitz
constants Lχ and Lχ′ respectively;
(H2) g ∈ C1(R+), g > 0, g and g′ are globally Lipschitz continuous with Lipschitz
constants Lg and Lg′ respectively.
3 Local existence and uniqueness
In this section we establish the existence of local in time non-negative solutions using a standard fixed
point argument.
Let p, q ∈ (1,∞). We define A1 = −∆+ I and A2 = −d∆+γI the positive definite self-adjoint operators
with the domains D(A1) = X1q and respectively D(A2) = X1p given by (2.1). Given τ > 0, 1 < p < ∞
and θ ∈ (0, 1) we denote
Yq = C
(
[0, τ ];W 1,q(Ω)
)
, Z = C
(
[0, τ ];Xθp
)
.
We consider the closed set
Bτ,qρ := {(w, v,m) ∈ Yq × Y∞ × Z; ‖(w, v,m)‖Yq×Y∞×Z 6 ρ}
where ‖(w, v,m)‖Yq×Y∞×Z := ‖w‖Yq + ‖v‖Y∞ + ‖m‖Z and ρ is a positive constant to be fixed later.
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For t ∈ [0, τ ] and (w, v,m) ∈ Bτ,qρ fixed we define the mapping F := (F1, F2, F3) by
F1(w, v,m)(t) := e
−tA1w0 +
t∫
0
e−(t−s)A1G1(w, v,m)(s)ds,
F2(v,m)(t) := v0 −
t∫
0
G2(v,m)(s)ds,
F3(w, v)(t) := e
−tA2m0 +
t∫
0
e−(t−s)A2G3(w, v)(s)ds,
where we denoted
G1(w, v,m) := χ(v)∇v · ∇w + (µ+ 1)w − µw
(
wz−1 + v
)
+ χ(v)wvm,
G2(v,m) := mv,
G3(w, v) := wz
−1g(v).
Lemma 3.1 Let Ω ⊂ RN , N > 1 be a domain with C2 boundary and p > N . Given an initial value
(w0, v0,m0) ∈W 1,q(Ω)×W 1,∞(Ω)×Xθp , where θ ∈
(
N+p
2p , 1
]
and q > NpN+p if N > 2, there exists τ0 > 0
(depending only on ‖u0‖W 1,q(Ω), ‖v0‖W 1,∞(Ω) and ‖m0‖Xθp ) such that, for all τ ∈ (0, τ0] the application
F is a contraction from Bτ,qρ into itself.
Proof. We shall prove first that the closed set Bτ,qρ is invariant by F for all τ ∈ (0, τ0] where τ0 will
be chosen later. Taking (w, v,m) ∈ Bτ,qρ , using the embeddings (2.2), (2.3), the estimate (2.4) and the
hypothesis (H1) we estimate
‖F1(w, v,m)(t)‖W 1,q(Ω) 6
∥∥e−tA1w0∥∥W 1,q(Ω) + C(θ)
t∫
0
∥∥∥Aθ1e−(t−s)A1G1(w, v,m)∥∥∥
Lq(Ω)
ds 6
6 C1 ‖w0‖W 1,q(Ω) + C(θ)
t∫
0
(t− s)−θ ‖G1(w, v,m)‖Lq(Ω) ds 6
6 C1 ‖w0‖W 1,q(Ω) + C(θ)ρ [ρ (ρ+ 1) (Lχρ+ χ(0)) + µρ (1 + C2 (ρ)) + (µ+ 1)] τ1−θ, ∀t ∈ [0, τ ] (3.1)
where C2 (ρ) = e
ρ[2−1Lχρ+χ(0)]. We also have
‖F2(v,m)(t)‖W 1,∞(Ω) 6 ‖v0‖W 1,∞(Ω) + 2ρ2τ, ∀t ∈ [0, τ ] . (3.2)
Taking into account the embeddings (2.2), (2.3), the estimate (2.4) and the hypothesis (H2), we obtain
‖F3(w, v)(t)‖Xθp 6
∥∥e−tA2m0∥∥Xθp + C (θ)
t∫
0
∥∥∥Aθ2e−(t−s)A2wz−1g(v)∥∥∥
Lp(Ω)
ds 6
6 C3 ‖m0‖Xθp + C (θ)
t∫
0
(t− s)−θ
∥∥wz−1g(v)∥∥
Lp(Ω)
ds 6
6 C3 ‖m0‖Xθp + C (θ)C2 (ρ) ρ (Lgρ+ g(0)) τ
1−θ, ∀t ∈ [0, τ ] . (3.3)
Denoting C4 = max {1, C1, C3}, the estimates (3.1), (3.2) and (3.3) imply that there exists the constant
C5 (ρ) = C(θ)ρ [ρ (ρ+ 1) (Lχρ+ χ(0)) + C2 (ρ) (Lgρ+ g(0)) + µρ (1 + C2 (ρ)) + (µ+ 1)]
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such that
‖F1(w, v,m)‖Yq + ‖F2(v,m)‖Y∞ + ‖F3(w, v)‖Z 6
6 C4
(
‖w0‖W 1,q(Ω) + ‖v0‖W 1,∞(Ω) + ‖m0‖Xθp
)
+ C5 (ρ) τ
1−θ + 2ρ2τ
provided that (w, v,m) ∈ Bτ,qρ . Now we fix ρ > 2C4
(
‖w0‖W 1,q(Ω) + ‖v0‖W 1,∞(Ω) + ‖m0‖Xθp
)
> 0 suffi-
ciently large and we choose τ1 > 0 small enough such that F (B
τ,q
ρ ) ⊂ Bτ,qρ for all τ ∈ (0, τ1].
In what follows we prove that F is a contraction. Let (w, v,m), (w, v,m) ∈ Bτ,qρ , where τ ∈ (0, τ1] and ρ
was fixed previously. Taking into account (2.2), (2.3), (2.4) and the hypothesis (H1) we estimate
‖F1(w, v,m)(t) − F1(w, v,m)(t)‖W 1,q(Ω) 6
6 C(θ)
t∫
0
∥∥∥Aθ1e−(t−s)A1(χ(v)∇v · ∇w − χ(v)∇w · ∇v)∥∥∥
Lq(Ω)
ds+
+ (µ+ 1)C(θ)
t∫
0
∥∥∥Aθ1e−(t−s)A1 (w − w)∥∥∥
Lq(Ω)
ds+ µC(θ)
t∫
0
∥∥∥Aθ1e−(t−s)A1 [(w2z−1 − w2z−1)]∥∥∥
Lq(Ω)
ds+
+ µC(θ)
t∫
0
∥∥∥Aθ1e−(t−s)A1 (wv − wv)∥∥∥
Lq(Ω)
ds+ µC(θ)
t∫
0
∥∥∥Aθ1e−(t−s)A1 (χ(v)wvm − χ(v)wvm)∥∥∥
Lq(Ω)
ds 6
6 C6(ρ)τ
1−θ
[
‖w − w‖Yq + ‖v − v‖Y∞ + ‖m−m‖Z
]
, ∀t ∈ [0, τ ] (3.4)
where
C6(ρ) = C(θ) {ρ (Lχρ+ χ(0)) [1 + µρ (1 + 2C2(ρ))] + 2µρC2(ρ) + (µ+ 1)} .
Also we obtain
‖F2(w, v,m)(t) − F2(w, v,m)(t)‖W 1,∞(Ω) 6 2ρτ
(‖v − v‖Y∞ + ‖m−m‖Z) , ∀t ∈ [0, τ ] . (3.5)
Using (2.2), (2.3), (2.4) and the hypothesis (H2) we get
‖F3(w, v)(t) − F3(w, v)(t)‖Xθp 6 C (θ)
t∫
0
∥∥∥Aθ2e−(t−s)A2 [wz−1g(v)− wz−1g(v)]∥∥∥
Lp(Ω)
ds 6
6 C7(ρ)τ
1−θ
[
‖w − w‖Yq + ‖v − v‖Y∞
]
, ∀t ∈ [0, τ ] (3.6)
where
C7(ρ) = C (θ)C2(ρ) (Lgρ+ g(0)) (ρ+ 1) .
Thus, taking τ0 sufficiently small such that τ0 < τ1, we obtain from (3.4),(3.5) and (3.6) that the mapping
F is a contraction from Bτ,qρ into itself for all τ ∈ (0, τ0].
We shall prove now the existence of a unique non-negative maximal solution to (1.12)-(1.16).
Theorem 3.2 Let Ω ⊂ RN , N > 1 be a domain with C2 boundary and p > N . Given (w0, v0,m0) ∈
W 1,q(Ω) ×W 1,∞(Ω) × Xθp , θ ∈
(
N+p
2p , 1
)
, q > NpN+p if N > 2 and r = max {2q, p}, there exists T > 0
(depending only on ‖w0‖W 1,q(Ω), ‖v0‖W 1,∞(Ω) and ‖m0‖Xθp ) such that the problem (1.12)-(1.16) has a
unique solution (w, v,m) defined on an interval [0, T ) ⊂ R and
w ∈ C ([0, T ) ;W 1,q(Ω)) ∩C ((0, T ) ;W 2,r(Ω)) ∩ C1 ((0, T ) ;W 1,q(Ω))
v ∈ C ([0, T ) ;W 1,∞(Ω)) ∩ C1 ((0, T );W 1,∞(Ω))
m ∈ C ([0, T ) ;Xθp) ∩ C ((0, T ) ;W 2,p(Ω)) ∩ C1 ((0, T ) ;Xθp) .
Moreover, the solution depends continuously on the initial data.
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Proof. Lemma 3.1 shows that the map F : Bτ,qρ → Bτ,qρ , τ ∈ (0, τ0], has a unique fixed point (w, v,m)
which is the weak solution to the system (1.12)-(1.16). Taking into account the fact that the map F is
a contraction and the estimates established in Lemma 3.1 we obtain the continuous dependence of this
solution on the initial data.
In what follows we show the existence of a unique maximal solution to (1.12)-(1.16) having the regularity
properties stated in the theorem. First we can prove that for every fixed t ∈ (0, τ0] the maps G1(t) :
W 1,q(Ω)×W 1,∞(Ω)×Xθp → Lq(Ω), G2(t) :W 1,∞(Ω)×Xθp →W 1,∞(Ω) andG3(t) : W 1,q(Ω)×W 1,∞(Ω)→
Lp(Ω) are Lipschitzian using similar arguments to those used in the proof of Lemma 3.1. Therefore
applying [5, Theorem 3.5.2] we obtain
w ∈ C1 ((0, τ0];W 1,q(Ω)) , m ∈ C1 ((0, τ0];Xθp) . (3.7)
Let us observe that for every t ∈ (0, τ0], w(t) ∈ W 1,q(Ω) is the solution to the problem
−∆w(t) − a(t) · ∇w(t) = f(t)− ∂w
∂t
(t) x ∈ Ω
∂w
∂η
= 0 x ∈ ∂Ω
where we have denoted
a(t) := χ(v(t))∇v(t) ∈ (L∞(Ω))N , f(t) := (µw (1− wz−1 − v)+ χ(v)wvm) (t) ∈ Lq(Ω).
The elliptic regularity implies that w(t) ∈ W 2,q(Ω) for every t ∈ (0, τ0]. As q > N/2, we deduce from
the Sobolev embeddings that w(t) ∈ W 2,2q(Ω). Finally, by recurrence, we obtain w(t) ∈ W 2,r(Ω),
r = max {2q, p}. In a similar manner we can prove
m ∈ C ((0, τ0];W 2,p(Ω)) , 2 6 p <∞.
In order to show the uniqueness of the solutions in the spaces indicated above, let us suppose that
(w1, v1,m1), (w2, v2,m2) are two different solutions to the system (1.12)-(1.16). Let [0, T ) the maximal
interval where both solutions are defined and
I = {t ∈ [0, T ) ; w1(x, t) = w2(x, t), v1(x, t) = v2(x, t), m1(x, t) = m2(x, t), ∀x ∈ Ω} .
From the local existence we deduce that I is a nonempty set, so let τmax > 0 be maximal such that
[0, τmax) ⊂ I and suppose τmax < T . As I is a closed set in [0, T ) (from the continuity of the solutions), it
follows that [0, τmax] ⊂ I. Applying now the local existence result with the initial conditions considered
in τmax it follows that the system (1.12)-(1.16) has a unique solution on a small interval (τmax, τmax + ε).
This contradicts the maximality of τmax, hence τmax = T .
Let us remark that the choice of τ0 in Lemma 3.1 depends only on the initial data, respectively ‖w0‖W 1,q(Ω),
‖v0‖W 1,p(Ω) and ‖m0‖Xθp , so the solution (u, v,m) can be extended up to a maximal time τmax = T that
depends also only on the initial data.
Remark 3.1 Let us mention that in fact we can obtain from the Theorem 3.2 a better regularity for w.
Indeed, G1(t) ∈ Cα(Ω) for some 0 < α < 1 and w(t, ·) ∈ C2+α(Ω). Thus for t > 0, (t, x)→ w(t, x;w0) is
continuously differentiable in t, twice continuously differentiable in x, and hence w is a classical solution.
In view of (1.11) we observe that Theorem 3.2 implies also the local existence of the solution to the
initial system (1.6)-(1.10). Moreover, we shall show the non-negativity of local solutions to (1.6)-(1.10)
corresponding to non-negative initial values (w0, v0,m0).
Theorem 3.3 Let Ω ⊂ RN , N > 1 be a domain with C2 boundary and p > N . Given the non-negative
initial value (u0, v0,m0) ∈ W 1,p(Ω)×W 1,∞(Ω)×Xθp , θ ∈
(
N+p
2p , 1
)
, there exists T > 0 (depending only
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on ‖w0‖W 1,p(Ω), ‖v0‖W 1,∞(Ω) and ‖m0‖Xθp ) such that the problem (1.6)-(1.10) has a unique non-negative
solution (u, v,m) defined on an interval [0, T ) ⊂ R and
u ∈ C ([0, T ) ;W 1,q(Ω)) ∩ C ((0, T ) ;W 1,∞(Ω)) ∩C1 ((0, T ) ;W 1,q(Ω))
v ∈ C ([0, T ) ;W 1,∞(Ω)) ∩ C1 ((0, T );W 1,∞(Ω))
m ∈ C ([0, T ) ;Xθp) ∩C ((0, T ) ;W 2,p(Ω)) ∩C1 ((0, T ) ;Xθp) .
Moreover, the solution depends continuously on the initial data.
Proof. From (1.11) and taking into account (u0, v0) ∈W 1,p(Ω)×W 1,∞(Ω) we obtain w0 ∈W 1,p(Ω) and
the hypotheses of Theorem 3.2 are satisfied. Using again (1.11) we recover the regularity of u.
Let us observe that from the equation (1.7) we obtain
v = v0e
−
tR
0
m(x,s)ds
(3.8)
which implies the nonnegativity of v. We shall prove the nonnegativity of the solution u by the truncation
technique used in [13, Theorem 2.1]. According to [13], there exists a decreasing function H ∈ C3(R;R+)
and a constant C56 > 0 such that H(u) > 0 if u < 0 and H(u) = 0 if u > 0 and having the properties
0 6 H ′′(u)u2 6 C˜H(u), u ∈ R (3.9)
0 6 H ′(u)u 6 C˜H(u), u ∈ R (3.10)
0 6 H(u) 6 C˜u2, u ∈ R. (3.11)
We consider the non-negative function
ϕ(t) =
∫
Ω
H(u(x, t))dx, 0 6 t 6 τ.
The definition of the function H(u) implies that ϕ ∈ C([0, τ ] ;R+)∩ C1((0, τ ];R), ϕ(0) = 0 and ϕ has the
derivative
ϕ′(t) =
∫
Ω
H ′(u)
∂u
∂t
dx = −
∫
Ω
H ′′(u) |∇u|2 dx+
∫
Ω
uχ(v)H ′′(u)∇u · ∇vdx + µ
∫
Ω
H ′(u)u(1− u− v)dx 6
6
1
2
C˜
∫
Ω
H(u)χ2(v) |∇v|2 dx+ µC˜
∫
Ω
H(u)dx 6 C8ϕ(t)
for all 0 6 t 6 τ where
C8 = C˜
[
1
2
(
Lχ ‖v‖L∞(Ω) + χ(0)
)2
‖∇v‖2L∞(Ω) + µ
]
.
Thus the Gronwall inequality ensures ϕ(t) = 0 for all t ∈ [0, τ ], that is u(t) > 0 on Ω for t ∈ [0, τ ]. Finally,
since ug(v) is a non-negative function it is straightforward to prove that m(t) > 0 on Ω for t ∈ [0, τ ] using
the maximum principle for parabolic equations. But τ > 0 is arbitrary, so the desired positivity follows.
Theorem 3.4 Under the same hypotheses as in Theorem 3.3, if v0 ∈W 2,r(Ω), r = max {2q, p} then the
problem (1.6)-(1.10) has a unique non-negative solution (u, v,m) defined on an interval [0, T ) ⊂ R and
u ∈ C ([0, T ) ;W 1,q(Ω)) ∩C ((0, T ) ;W 2,r(Ω)) ∩ C1 ((0, T ) ;W 1,q(Ω))
v ∈ C ([0, T ) ;W 2,r(Ω)) ∩C1 ((0, T );W 2,r(Ω))
m ∈ C ([0, T ) ;Xθp) ∩ C ((0, T ) ;W 2,p(Ω)) ∩ C1 ((0, T ) ;Xθp) .
Moreover, the solution depends continuously on the initial data.
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4 Global existence in time
We denote by (u, v,m) the maximal non-negative local solution to the problem (1.6)-(1.10) on [0, T ) and
we shall prove that T = +∞ in the case N = 3. Throughout this section all the constants are independent
of T and when it will be the case we shall make explicit their dependence on the data of the problem.
Lemma 4.1 Let Ω ⊂ RN , N > 1 be a domain with smooth boundary and (u0, v0,m0) ∈ L1(Ω)× L∞(Ω)×
L1(Ω). Then the solution (u, v,m) to the problem (1.6)-(1.10) satisfies the following estimates
‖u(·, t)‖L1(Ω) 6 max{|Ω|, ‖u0‖L1(Ω)} , (4.1)
‖v(·, t)‖L∞(Ω) 6 ‖v0‖L∞(Ω), (4.2)
‖m(·, t)‖L1(Ω) 6 ‖m0‖L1(Ω)e−t +
[
Lg‖v0‖L∞(Ω) + g(0)
]
max{|Ω|, ‖u0‖L1(Ω)} (4.3)
for all t > 0.
Proof. Integrating the equation (1.6) in space and taking into account the non-negativity of the solution
and the boundary condition (1.9) we get
d
dt
∫
Ω
udx 6 µ
∫
Ω
u(x, t)dx− µ
∫
Ω
u2(x, t)dx.
Applying Jensen’s inequality and Gronwall’s lemma we obtain (4.1).
The boundedness of v results immediately from the equation (1.7). We obtain (4.3) integrating the
equation (1.8) in space and taking into account the boundary condition (1.9), the estimates (4.1), (4.2)
and the Gronwall lemma.
Corollary 4.2 Let Ω ⊂ RN , N > 1 be a domain with smooth boundary and u0 ∈ L1(Ω) (or, equivalently
(w0, v0) ∈ L1(Ω)× L∞(Ω)). Then
‖w(·, t)‖L1(Ω) 6 max{|Ω|, ‖u0‖L1(Ω)} , (4.4)
for all t > 0, where w(x, t) is the function given by (1.11).
In what follows we show that if the initial data m0 is in an appropriate space, then we can find a bound
for m in Lj(Ω), j > 1 for t > 0. This result is based on [6, Lemma 4.1].
Lemma 4.3 Let Ω ⊂ RN , N > 2 be a domain with smooth boundary. Assume that there exist r ∈ [1, N)
and 1 < p < rN/(N − r) such that
‖u(·, t)‖Lr(Ω) 6 C9
for all t ∈ (0, T ) and (v0,m0) ∈ L∞(Ω)× W 1,p(Ω). Then
‖m (·, t)‖W 1,p 6 C
(
p, r, ‖v0‖L∞(Ω), ‖m0‖W 1,p(Ω)
)
(1 + C9) (4.5)
for all t ∈ (0, T ).
Proof. We fix 1 < p < rN/(N − r) and we choose β such that
1
2
< β <
1
2
+
N
2
(
1
p
− N − r
rN
)
.
From the representation formula
m(t) = e−tA2m0 +
t∫
0
e−(t−s)A2u(s)g(v(s))ds, ∀t ∈ (0, T ) (4.6)
9
and taking into account (2.5) we obtain
‖m (·, t)‖W 1,p 6 C (β) ‖m0‖W 1,p +
t∫
0
∥∥∥Aβ2 e−(t−s)A2u(s)g(v(s)∥∥∥
Lp(Ω)
ds 6
6 C (β) ‖m0‖W 1,p +
C (β, p)C9
1−β−N2 (
1
r−
1
p )
[
Lg‖v0‖L∞(Ω) + g(0)
]
, ∀t ∈ (0, T )
Using Lemma 4.1 the statement follows.
Remark 4.1 If m0 ∈ L1(Ω), the estimate (4.5) is still valid for all t ∈ [τ, T ) where τ ∈ (0,min {1, T }).
Corollary 4.4 Let Ω ⊂ RN , N > 2 be a domain with smooth boundary and assume that the hypotheses
of Lemma 4.3 are satisfied. If r ∈ [1, N/2) then
‖m (·, t)‖Lj 6 C10 (4.7)
for all t ∈ (0, T ) and NN−1 < j < rNN−2r .
The next proposition asserts that if the initial value is in a suitable space and (4.7) is satisfied, then we
obtain an estimate for w, and respectively for u, in Lq(Ω), for all q > 1 and t > 0. Moreover, we shall
show later that if w0 ∈ L∞(Ω) then we derive a bound for w in L∞(Ω) for all t > 0.
Proposition 4.5 Let Ω ⊂ R3 be a domain with smooth boundary and (w0, v0,m0) ∈ Lq(Ω) × L∞(Ω) ×
W 1,p, 1 < q <∞, p > 65 . Then there exists a constant independent on time C11 = C11(p, ‖w0‖Lq(Ω) , ‖v0‖L∞(Ω))
such that the solution w(x, t) to the system (1.12)-(1.16) satisfies
‖w‖L∞(0,T ;Lq(Ω)) 6 C11, ∀ 1 < q < +∞. (4.8)
Proof. Multiplying the equation (1.12) with qwq−1z−1, q ∈ [2,∞) and integrating in space we have
d
dt
∫
Ω
z−1wq = −4(q − 1)
q
∫
Ω
z−1
∣∣∣∇wq/2∣∣∣2 + µq∫
Ω
z−1wq
(
1− wz−1 − v)+
+ (q − 1)
∫
Ω
z−1χ(v)wqvm. (4.9)
On both sides of (4.9) we add the term ε‖wq/2‖2L2(Ω) where ε > 0 is a constant to be determined later.
Taking into account the non-negativity of the solution and Lemma 4.1 we obtain
d
dt
∫
Ω
z−1wq + ε‖wq/2‖2L2(Ω) 6 −
4(q − 1)
q
∫
Ω
z−1
∣∣∣∇wq/2∣∣∣2 + (qµC12 + ε) ‖wq/2‖2L2(Ω)+
+ (q − 1)C13
∫
Ω
wqm, (4.10)
where
C12 = C12
(‖v0‖L∞(Ω)) = eLχ2 ‖v0‖2L∞(Ω)+χ(0)‖v0‖L∞(Ω) ,
C13 = C13
(‖v0‖L∞(Ω)) = eLχ2 ‖v0‖2L∞(Ω)+χ(0)‖v0‖L∞(Ω) (Lχ‖v0‖L∞(Ω) + χ(0)) ‖v0‖L∞(Ω).
Now we estimate the last two terms from the right-hand side of (4.10). Using Gagliardo-Nirenberg and
Young’s inequalities and Lemma 4.1 we obtain
(qµC12 + ε) ‖wq/2‖2L2(Ω) 6 C(Ω) (qµC12 + ε) ‖wq/2‖6(q−1)/(3q−1)W 1,2(Ω) ‖w‖
2q/(3q−1)
L1(Ω) 6
6
ε
4
‖wq/2‖2W 1,2(Ω) + C14‖w‖4q/(3q−1)L1(Ω) , (4.11)
10
where
C14 = C14(ε, q, ‖v0‖L∞(Ω), |Ω|) =
(
2
3 (q − 1)
)(ε
4
)−3(q−1)/2(3 (q − 1)
3q − 1 C(Ω) (qµC12 + ε)
)(3q−1)/2
.
Taking into account Ho¨lder, Gagliardo-Nirenberg and Young’s inequalities, the boundedness (4.7) and
Lemma 4.1 we estimate the last term from the right-hand side of (4.10)
(q − 1)C13
∫
Ω
wqm 6 (q − 1)C13‖wq/2‖2L4(Ω)‖m‖L2(Ω) 6
6 (q − 1)C13C(Ω)‖wq/2‖3(2q−1)/(3q−1)W 1,2(Ω) ‖wq/2‖
2/(3q−1)
L2/q(Ω)
‖m‖L2(Ω) 6
6
ε
4
‖wq/2‖2W 1,2(Ω) + C15‖m‖4(3q−1)L2(Ω) ‖w‖qL1(Ω), (4.12)
where
C15 = C15(ε, q, ‖v0‖L∞(Ω), |Ω|) =
(
1
3 (2q − 1)
)(ε
4
)−3(2q−1) (3 (2q − 1)
2(3q − 1) (q − 1)C13C(Ω)
)2(3q−1)
.
From (4.10), using (4.4), (4.7), (4.11) and (4.12), we get
d
dt
∫
Ω
z−1wq + ε‖wq/2‖2L2(Ω) 6
6 −4(q − 1)
q
∫
Ω
z−1
∣∣∣∇wq/2∣∣∣2 + ε
2
‖wq/2‖2W 1,2(Ω) + C14(ε)‖w‖4q/(3q−1)L1(Ω) + C15(ε)‖m‖
4(3q−1)
L2(Ω) ‖w‖qL1(Ω) 6
6
(
ε
2
− 4(q − 1)
q
)
‖∇wq/2‖2L2(Ω) +
ε
2
‖wq/2‖2L2(Ω) + C16, (4.13)
where
C16 = C16(ε, q, ‖v0‖L∞(Ω), |Ω|) =
(
C14(ε, q) + C15(ε, q)C
4(3q−1)
10
) (
max{1, |Ω|, ‖u0‖L1(Ω)}
)q
.
Choosing ε = 2, from (4.13) we obtain
d
dt
∫
Ω
z−1wq +
1
C12
∫
Ω
z−1wq 6 C16.
Applying Gronwall’s lemma, the last inequality implies
‖w‖qLq(Ω) 6
∫
Ω
z−1wq 6 C12max
{
‖w0‖qLq(Ω), C16
}
and we conclude the proof.
Corollary 4.6 Let Ω ⊂ R3 be a domain with smooth boundary and (u0, v0,m0) ∈ Lq(Ω)×L∞(Ω)×W 1,p,
1 < q < ∞, p > 65 . Then there exists a constant C17 = C17(p, ‖u0‖Lq(Ω) , ‖v0‖L∞(Ω) , ‖m0‖W 1,p(Ω))
independent on time such that the solution u(x, t) to the system (1.12)-(1.16) satisfies
‖u‖L∞(0,T ;Lq(Ω)) 6 C17, ∀ 1 < q < +∞. (4.14)
We prove now the uniform boundedness for w using the previous Proposition. For this we use the iterative
technique of Alikakos [1] and for the sake of completeness this argument will be presented briefly in the
next Proposition.
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Proposition 4.7 Let Ω ⊂ R3 be a domain with smooth boundary and (w0, v0,m0) ∈ L∞(Ω)× L∞(Ω)×
W 1,p, p > 65 . Then there exists a constant C18 = C18(‖w0‖L∞(Ω) , ‖v0‖L∞(Ω)) independent on time such
that the solution w(x, t) to the system (1.12)-(1.16) satisfies
‖w‖L∞(0,T ;L∞(Ω)) 6 C18. (4.15)
Proof. We estimate the last term from the right-hand side of (4.10). Using Ho¨lder, Gagliardo-Nirenberg
and Young’s inequalities and (4.7)
(q − 1)C13
∫
Ω
wqm 6 (q − 1)C13‖wq/2‖2L4(Ω)‖m‖L2(Ω) 6
6 (q − 1)C13C(Ω)‖wq/2‖9/5W 1,2(Ω)‖wq/2‖
1/5
L1(Ω)‖m‖L2(Ω) 6
6 ε‖∇wq/2‖2L2(Ω) + ε‖wq/2‖2L2(Ω) + C19(ε, q)‖wq/2‖2L1(Ω), (4.16)
where
C19 = C19(ε, q) =
1
9
(
9
10
)10
ε−9 [(q − 1)C13C(Ω)]10 ‖m‖10L2(Ω).
Introducing (4.16) in (4.10) we obtain
d
dt
∫
Ω
z−1wq + ε‖wq/2‖2L2(Ω) 6
[
ε− 4(q − 1)
p
]∫
Ω
∣∣∣∇wq/2∣∣∣2+
+ (µqC12 + 2ε) ‖wq/2‖2L2(Ω) + C19(ε, q)‖wq/2‖2L1(Ω). (4.17)
Using again Gagliardo-Nirenberg and Young’s inequalities, we infer∥∥∥wq/2∥∥∥2
L2(Ω)
6 C20(Ω)
∥∥∥wq/2∥∥∥6/5
W 1,2(Ω)
∥∥∥wq/2∥∥∥4/5
L1(Ω)
6
6 ε
∥∥∥∇wq/2∥∥∥2
L2(Ω)
+ ε
∥∥∥wq/2∥∥∥2
L2(Ω)
+ C21 (ε)
∥∥∥wq/2∥∥∥2
L1(Ω)
,
or equivalently ∥∥∥wq/2∥∥∥2
L2(Ω)
6
1
1− ε
[
ε
∥∥∥∇wq/2∥∥∥2
L2(Ω)
+ C21 (ε)
∥∥∥wq/2∥∥∥2
L1(Ω)
]
, (4.18)
where ε < 1 and
C21 = C21 (ε) =
2
3
(
3
5
)5/2
ε−
3
2C
5/2
20 (Ω).
Multiplying the inequality (4.18) by (µqC12 + 2ε), we obtain from (4.17)
d
dt
∫
Ω
z−1wq + ε‖wq/2‖2L2(Ω) 6
[
ε− 4(q − 1)
q
] ∫
Ω
∣∣∣∇wq/2∣∣∣2 + C19(ε, q)‖wq/2‖2L1(Ω)+
+
(µqC12 + 2ε)
1− ε
[
ε
∥∥∥∇wq/2∥∥∥2
L2(Ω)
+ C21
∥∥∥wq/2∥∥∥2
L1(Ω)
]
=
=
[
ε+
(µqC12 + 2ε)
1− ε ε−
4(q − 1)
q
] ∫
Ω
∣∣∣∇wq/2∣∣∣2+
+
[
(µqC12 + 2ǫ)
1− ε C21 + C19(ε, q)
] ∥∥∥wq/2∥∥∥2
L1(Ω)
. (4.19)
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We choose
ε =
1
C22 (q + 1)
< 1
where C22 = max {µC12, 3}. Hence
ε+
(µqC12 + 2ε)
1− ε ε <
4(q − 1)
q
.
Thus we obtain from (4.19)
d
dt
∫
Ω
z−1wq +
1
C12C22 (q + 1)
∫
Ω
z−1wq 6 C23(q)
∥∥∥wq/2∥∥∥2
L1(Ω)
, (4.20)
where
C23 = C23(ε, q) =
2
3
(
3
5
)5/2
C
5/2
20 (Ω)
(µqC12C22 (q + 1) + 2)
C22 (q + 1)− 1 (C22 (q + 1))
3
2 +
+
1
9
(
9
10
)10
(C22 (q + 1))
9 [(q − 1)C13C(Ω)]10 ‖m‖10L2(Ω).
Applying Gronwall’s lemma we deduce from the last inequality
∫
Ω
wq 6
∫
Ω
z−1wq 6 C12max

∫
Ω
wq0, C22C23(ε, q) (q + 1)
sup
t>0
∫
Ω
wq/2
2
 . (4.21)
We consider qj = 2
j, with j ∈ N and we use (4.21) and an iterative technique in order to estimate
‖w‖Lqj (Ω). Denoting
aj = C22C23(ε, q) (q + 1) 6 C24q
20
j ,
the inequality (4.21) becomes
∫
Ω
wqj 6 C12max
max
{
‖w0‖qjL1(Ω) , ‖w0‖
qj
L∞(Ω)
}
, aj
sup
t>0
∫
Ω
wqj/2
2
 (4.22)
for all t > 0. Recursively, we obtain from (4.22)
‖w‖Lqj 6 C1/qj12 max
{
‖w0‖L1(Ω) , ‖w0‖L∞(Ω)
}(
aja
q1
j−1a
q2
j−2...a
qj−1
1
) 1
qj 6
6 2
20
jP
k=1
j
2j C
1
2j
12 C
(1− 1
2j
)
24 max
{
‖w0‖L1(Ω) , ‖w0‖L∞(Ω)
}
. (4.23)
Taking j →∞ in the last inequality we deduce (4.15).
Corollary 4.8 Let Ω ⊂ R3 be a domain with smooth boundary and (u0, v0,m0) ∈ L∞(Ω) × L∞(Ω) ×
W 1,p(Ω), p > 65 . Then there exists a constant C25 = C25(‖u0‖L∞(Ω) , ‖v0‖L∞(Ω)) independent on time
such that the solution u to the system (1.12)-(1.16) satisfies
‖u‖L∞(0,T ;L∞(Ω)) 6 C25. (4.24)
Lemma 4.9 Let Ω ⊂ R3 be a domain with smooth boundary and (u0, v0,m0) ∈ Lp(Ω)×L∞(Ω)×Xθp(Ω)
where p > 3, θ ∈ ( 12 , 1). Then
‖m (·, t)‖Xθp 6 C26, (4.25)
for all t ∈ (0, T ).
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Proof. Taking into account the representation formula (4.6), the hypothesis (H2) and the estimate (4.14)
we obtain
‖m (·, t)‖Xθp 6 C‖m0‖Xθp +
t∫
0
∥∥∥Aθ2e−(t−s)A2u(s)g(v(s))∥∥∥
Lp
ds 6
6 C‖m0‖Xθp + C(θ)
t∫
0
(t− s)−θe−δ(t−s) ‖u(s)g(v(s))‖Lp ds 6
6 C‖m0‖Xθp + C17C(θ) (Lg ‖v0‖L∞ + g(0))
t∫
0
(t− s)−θe−δ(t−s)ds.
Denoting
C26 = max
{
C‖m0‖Xθp , C17C(θ) (Lg ‖v0‖L∞ + g(0)) δθ−1Γ(1− θ)
}
,
where Γ denotes the Gamma function, the last inequality implies (4.25).
Lemma 4.10 Let Ω ⊂ R3 be a domain with smooth boundary and (u0, v0,m0) ∈ Lp(Ω) ×W 1,∞(Ω) ×
Xθp (Ω) where p > 3, θ ∈
(
3+p
2p , 1
)
. Then
‖v(t)‖W 1,∞ 6 C27 (1 + t) , (4.26)
for all t ∈ (0, T ).
Proof. From the equation (1.13) we obtain
∇v = e−
R
t
0
m
(
∇v0 − v0
∫ t
0
∇m
)
(4.27)
which implies
‖∇v‖L∞ 6 ‖∇v0‖L∞ + ‖v0‖L∞
∫ t
0
‖m‖W 1,∞ ds 6 ‖v0‖w1,∞ max {1, C26} (1 + t) .
Next, taking into account Lemma 4.9 and denoting
C27 = ‖v0‖L∞(Ω)max {1, C26}
we conclude the proof.
Lemma 4.11 Let Ω ⊂ R3 be a domain with smooth boundary and (u0, v0,m0) ∈W 1,q(Ω)×W 1,∞(Ω)×
Xθp (Ω) where p > 3, θ ∈
(
3+p
2p , 1
)
and q > 3pp+3 . For t ∈ (0, T ) we have
‖u(·, t)‖W 1,q(Ω) 6 C28(1 + t)eC29t, (4.28)
for all t ∈ (0, T ).
Proof. First we establish a bound for ‖w(·, t)‖W 1,q(Ω). Taking into account the representation formula
w(x, t) = e−tA1w0 +
t∫
0
e−(t−s)A1G1(w, v,m)(s)ds, ∀t ∈ (0, T ) (4.29)
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we get
‖w(·, t)‖W 1,q(Ω) 6 ‖e−tA1w0‖W 1,q(Ω) +
t∫
0
∥∥∥Aθ1e−(t−s)A1G1(w, v,m)∥∥∥
Lq(Ω)
ds 6
6 C ‖w0‖W 1,q(Ω) + C (θ, q)C27
[
Lχ ‖v0‖L∞(Ω) + χ(0)
] t∫
0
(t− s)−θ e−δ(t−s) (1 + s) ‖w‖W 1,q(Ω) ds+
+ C11
[
(µ+ 1) + µC11C12 + µ ‖v0‖L∞(Ω)
] t∫
0
(t− s)−θ e−δ(t−s)ds+
+ C11C26Lχ ‖v0‖L∞(Ω)
[
‖v0‖L∞(Ω) + χ(0)
] t∫
0
(t− s)−θ e−δ(t−s)ds 6
6 C30 + C31
t∫
0
(t− s)−θ e−δ(t−s) (1 + s) ‖w‖W 1,q(Ω) ds
where
C30 = C ‖w0‖W 1,q(Ω) + C11δθ−1max
{
C26 ‖v0‖L∞(Ω)
[
Lχ ‖v0‖L∞(Ω) + χ(0)
]
,[
(µ+ 1) + µC11C12 + µ ‖v0‖L∞(Ω)
]}
Γ(1− θ),
C31 = C (θ, q)C27
[
Lχ ‖v0‖L∞(Ω) + χ(0)
]
.
and Γ is the Gamma function. Applying Gronwall’s lemma in the last inequality we obtain
‖w(·, t)‖W 1,q(Ω) 6 C30eΓ(1−θ)C31eΓ(1−θ)C31t. (4.30)
Finally, as u = wz−1 we get from (4.26) and (4.30)
‖u(·, t)‖W 1,q(Ω) 6 ‖z−1‖W 1,∞(Ω)‖w‖W 1,q(Ω) 6
6 C12
[
1 + C27
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)
(1 + t)
]
‖w‖W 1,q(Ω) 6
6 2C12C30max
{
1, C27
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)}
eΓ(1−θ)C31 (1 + t) eΓ(1−θ)C31t.
Denoting
C28 = 2C12C30max
{
1, C27
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)}
eC31Γ(1−θ),
C29 = C31Γ (1− θ)
the last inequality implies (4.28).
5 Steady-states
Additionally, we suppose that the function g satisfies the following property:
(H3) g(v) 6= 0 if v 6= 0.
15
In this section we deal with the stationary problem associated to (1.12)-(1.16). More precisely, we are
interested in the solution of the system
0 = ∆w + χ(v)∇v · ∇w + µw (1− wz−1 − v) x ∈ Ω (5.1)
0 = mv x ∈ Ω (5.2)
0 = d∆m− γm+ wz−1g(v) x ∈ Ω (5.3)
∂w
∂η
=
∂m
∂η
= 0 x ∈ ∂Ω. (5.4)
Theorem 5.1 If (w∗, v∗,m∗) ∈ C1(Ω)×W 1,∞(Ω)×C1(Ω) are the non-negative solutions to (5.1)-(5.4),
then they are given by
(w∗, v∗,m∗) = (0, v˜, 0) ,
(w∗, v∗,m∗) = (k, 0, kγ−1g(0))
where k = 0 or k = 1 if µ > 0, k > 0 is an arbitrary constant if µ = 0 and v˜ ∈ W 1,∞(Ω) is an arbitrary
non-negative function.
Proof. We distinguish between two cases: w (x) g(v (x)) > 0 at some point x ∈ Ω, or wg(v) ≡ 0.
First, we suppose that there exists at least a point x ∈ Ω such that w (x) g(v (x)) 6= 0. We claim that
min
x∈Ω
m(x) > 0.
To prove this, we assume that there exists x0 ∈ Ω such that m(x0) = 0. We have two possibilities:
a. if x0 ∈ Ω, then [4, Theorem 3.5] implies that m is a constant function and we deduce that m(x) ≡ 0
for all x ∈ Ω, but this is not a solution for the equation (5.3).
b. if x0 ∈ ∂Ω, then using [4, Lemma 3.4] we get
∂m
∂η
(x0) < 0,
which contradicts (5.4).
Since min
x∈Ω
m(x) > 0, the equation (5.2) implies v(x) ≡ 0 for all x ∈ Ω. Therefore the function w(x) is a
solution of the following equation  −∆w = µw(1 − w) x ∈ Ω∂w
∂η
= 0 x ∈ ∂Ω. (5.5)
a. If µ = 0, we deduce that the solutions of (5.5) are w ≡ k where k is a non-negative constant.
b. If µ > 0, then using a similar argument as in [2] we obtain that w ≡ 0 and w ≡ 1 are the only
non-negative solutions to (5.5).
Therefore, from (5.3)-(5.4) we obtain that m is a constant and moreover
m ≡ kγ−1g(0)
where k is a non-negative constant if µ = 0 and k = 0 or k = 1 if µ > 0.
We suppose now that for all x ∈ Ω, wg(v) ≡ 0. Then from (5.3)-(5.4) we get m ≡ 0.
We observe that wg(v) ≡ 0 implies wv ≡ 0, using the hypothesis (H3). Arguing as in the previous case
we prove that either w ≡ 0 or min
x∈Ω
w(x) > 0.
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a. If w ≡ 0 then any v˜ ∈ W 1,∞(Ω) , v˜ > 0 solves (5.2).
b. If min
x∈Ω
w(x) > 0 then wg(v) ≡ 0 implies g(v) ≡ 0 and by (H3) v ≡ 0. Therefore, (5.1) with the
boundary condition can be written in the form (5.5). Hence w ≡ k where k is a non-negative
constant if µ = 0 and k = 0 or k = 1 if µ > 0.
6 Asymptotic behaviour of global solutions
In what follows we study the asymptotic behaviour of the global solution (u, v,m) to the problem (1.6)-
(1.10). Under some additionally hypotheses on the initial data we shall prove the convergence of the
solutions to the steady states.
Hereafter Ω ⊂ R3 is a domain with smooth boundary.
Lemma 6.1 Let µ > 0, v0 ∈ L∞(Ω) be positive and if µ > 0 we assume 0 < v0(x) < 1 for all x ∈ Ω. If
there exists a constant a > 0 such that u0(x) > a, then every global solution u(x, t) satisfies
u(x, t) > min {1, a} e
v0R
0
χ(s)ds
, (6.1)
for all x ∈ Ω, t > 0. Moreover, if there exists a positive constant M such that
g(v) > M (6.2)
for all v ∈ R+, then there exists a constant σ > 0 such that
m(x, t) > σ > 0, (6.3)
for all x ∈ Ω, t > 0.
Proof. Let ρ be a positive constant to be chosen later. By multiplying the equation (1.6) with z−1(w−
ρ)−, where (w − ρ)− = max {ρ− w, 0}, and after that integrating over Ω we get
1
2
d
dt
∫
Ω
[
z−1(w − ρ)2−
]
= −
∫
Ω
z−1 |∇(w − ρ)−|2 − 1
2
∫
Ω
z−1χ(v)mv(w − ρ)2−−
−
∫
Ω
z−1χ(v)mvw(w − ρ)− − µ
∫
Ω
z−1w
(
1− wz−1 − v) (w − ρ)−. (6.4)
Let us notice that in the case µ = 0 the right-hand side of (6.4) is non-positive. If µ > 0, choosing the
constant 0 < ρ 6 (1− v0) e
−
v0R
0
χ(s)ds
implies that the last term in (6.4) is also non-positive. Integrating
(6.4) in time and taking into account the above considerations we have
∫
Ω
z−1(w − ρ)2− 6
∫
Ω
e
v0R
0
χ(s)ds
(w0 − ρ)2−.
Using the same procedure as in [8] finally we obtain
u(x, t) > min {1, a} e
v0R
0
χ(s)ds
, (6.5)
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for all x ∈ Ω, t > 0. Next, we conclude the proof by applying the maximum principle for the parabolic
problem
mt − d∆m+ γm = ug(v) x ∈ Ω, t ∈ R+
∂m
∂η
= 0 x ∈ ∂Ω, t ∈ R+
m(x, 0) = m0(x) x ∈ Ω
using the hypothesis g(v) > M > 0 and the estimate (6.5).
Lemma 6.2 Let (u0, v0,m0) ∈ L1(Ω)×
(
W 1,2(Ω) ∩ L∞(Ω))×W 1,p(Ω), p > 65 . Assume that v0 > 0 and
the assumption (6.2) is satisfied. Then we have∫
Ω
|∇
(
vq/2(t)
)
|2 6 C33e−kt, (6.6)
for all t > 0, q > 1 and 0 < k < qσ.
Proof. Using the equation (1.7) we deduce
d
dt
∫
Ω
|∇vq/2|2 = −q
∫
Ω
m
∣∣∣∇vq/2∣∣∣2 − q
2
∫
Ω
∇ (vq) · ∇m, (6.7)
for q > 1. On the other hand, multiplying (1.8) with vq, q > 1 and integrating in space, we have
− d
2
∫
Ω
∇m · ∇ (vq) = 1
2
d
dt
∫
Ω
mvq +
q
2
∫
Ω
m2vq +
γ
2
∫
Ω
mvq − 1
2
∫
Ω
ug(v)vq. (6.8)
Inserting (6.8) in (6.7) we get
d
dt
∫
Ω
|∇vq/2|2 = −q
∫
Ω
m
∣∣∣∇vq/2∣∣∣2 + q
2d
d
dt
∫
Ω
mvq +
q2
2d
∫
Ω
m2vq +
γq
2d
∫
Ω
mvq − q
2d
∫
Ω
ug(v)vq. (6.9)
Now, taking into account (6.3) and multiplying the equality (6.9) by ekt, 0 < k < qσ, we obtain
d
dt
(
ekt
∫
Ω
|∇vq/2|2
)
6
q
2d
d
dt
ekt ∫
Ω
mvq
+ q2
2d
ekt
∫
Ω
m2vq +
γq
2d
ekt
∫
Ω
mvq. (6.10)
Integrating the last inequality on (0, t) we have
ekt
∫
Ω
|∇vq/2|2 6
∫
Ω
|∇vq/20 |2 +
q
2d
ekt
∫
Ω
mvq +
q2
2d
t∫
0
eks
∫
Ω
m2vq +
γq
2d
t∫
0
eks
∫
Ω
mvq. (6.11)
Since v(x, t) = v0e
−
R t
0
m and m(x, t) > σ > 0,
v(x, t) 6 ‖v0‖L∞(Ω) e−σt. (6.12)
Introducing the estimate (6.12) in (6.11) and taking into account (4.3) and (4.7), we get∫
Ω
|∇vq/2(t)|2 6 e−kt
∫
Ω
|∇vq/20 |2+
+
q
2d
‖v0‖qL∞(Ω)max
{
‖m‖L1(Ω) , C10
}e(k−σq)t + q t∫
0
e(k−σq)s + γ
t∫
0
e(k−σq)s
 e−kt 6
6
∫
Ω
|∇vq/20 |2 +
q
2d
C32 ‖v0‖qL∞(Ω)
(
1 +
q + γ
σq − k
) e−kt, (6.13)
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where
C32 = max
{
C10, ‖m0‖L1(Ω) +
(
Lg‖v0‖L∞(Ω) + g(0)
)
max{|Ω|, ‖u0‖L1(Ω)}
}
.
Finally, from (6.13) and denoting
C33 =
∫
Ω
|∇vq/20 |2 +
q
2d
C32 ‖v0‖qL∞(Ω)
(
1 +
q + γ
σq − k
) ,
we conclude the proof.
Theorem 6.3 If the hypotheses of Lemma 6.2 are satisfied, then
‖u(·, t)− u‖Lp(Ω) 6 C36e−C37t, (6.14)
‖v(·, t)‖L∞(Ω) 6 C38e−σt, (6.15)
‖m(·, t)− uγ−1g(0)‖Lp(Ω) 6 C39e−C40t, (6.16)
where C36, C37, C39, C40 are positive constants independent on t, C38 = ‖v0‖L∞(Ω) and
u =
{
1
|Ω|
∫
Ω
u0, µ = 0
1, µ > 0.
(6.17)
Proof. Let α be a positive constant to be chosen later. By multiplying the equation (1.6) with
(u− α)2p+1, p > 0 and integrating in space we get
d
dt
∫
Ω
(u − α)2p+2 6 − (p+ 1) (2p+ 1)
∫
Ω
(u− α)2p |∇u|2+
+ 22p (p+ 1) (2p+ 1)C25max
{
C25, α
2p
}(
Lχ ‖v0‖2L∞(Ω) + χ(0)
)2 ∫
Ω
|∇v|2+
+ 2µ (p+ 1)
∫
Ω
u (1− u) (u− α)2p+1 − 2µ (p+ 1)
∫
Ω
u2v (u− α)2p + 2µα (p+ 1)
∫
Ω
uv (u− α)2p . (6.18)
In the case µ = 0 we consider α = u = 1|Ω|
∫
Ω
u0. Using the Poincare´ inequality we obtain from (6.18)
d
dt
∫
Ω
(u− u)2 + C34
∫
Ω
(u − u)2 6 ‖u‖2L∞(0,t;L∞(Ω))
(
Lχ ‖v0‖2L∞(Ω) + χ(0)
)2 ∫
Ω
|∇v|2 .
Using Lemma 6.2 for q = 1, k 6= C34 and applying the Gronwall inequality in the last estimate we have
‖u(t)− u‖2L2(Ω) 6
[
‖u0 − u‖2L2(Ω) + C225
(
Lχ ‖v0‖2L∞(Ω) + χ(0)
)2 C33
|k − C34|
]
e−min{k,C34}t. (6.19)
Moreover, for p > 2 it follows that
‖u(t)− u‖pLp(Ω) 6 2p−2max
{
up−2, Cp−225
}[
‖u0 − u‖2L2(Ω) +
+ C225
(
Lχ ‖v0‖2L∞(Ω) + χ(0)
)2 C33
|k − C34|
]
e−min{k,C34}t. (6.20)
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In the case µ > 0 we consider α = 1 and taking into account Lemma 6.1 and Lemma 6.2, we obtain from
(6.18)
d
dt
∫
Ω
(u− 1)2p+2 + C35
∫
Ω
(u− 1)2p+2 6
6 22pC25max
{
1, C2p25
}(p+ 1) (2p+ 1)C25 (Lχ ‖v0‖2L∞(Ω) + χ(0))2 ∫
Ω
|∇v|2 + 2µ |Ω| ‖v0‖L∞(Ω) e−δt

where
C35 = 2µ (p+ 1)min {1, a} e
v0R
0
χ(s)ds
.
Applying Gronwall’s inequality, using the estimate (6.6) and choosing k 6= C35 we obtain
‖u(t)− 1‖2p+2L2p+2(Ω) 6
{
‖u0 − 1‖2p+2L2p+2(Ω) + 22pC25max
{
1, C2p25
}[
2µ |Ω| ‖v0‖L∞(Ω)+
+ (p+ 1) (2p+ 1)C25
(
Lχ ‖v0‖2L∞(Ω) + χ(0)
)2 C33
|k − C35|
]}
e−min{k,C35}t. (6.21)
Taking into account (6.20) and (6.21) we conclude the estimate (6.14).
By multiplying the equation (1.6) with
(
m− uγ−1g(0))2p+1, p > 0 and integrating in space we get
d
dt
∫
Ω
(m− uγ−1g(0))2p+2 = −2d (p+ 1)2
∫
Ω
(m− uγ−1g(0))2p |∇m|2−
− 2γ (p+ 1)
∫
Ω
(m− uγ−1g(0))2p+2 + 2 (p+ 1)
∫
Ω
(m− uγ−1g(0))2p+1 (ug(v)− ug(0)) 6
6 −2d (p+ 1)2
∫
Ω
(m− uγ−1g(0))2p |∇m|2 − γ (p+ 1)
∫
Ω
(m− uγ−1g(0))2p+2+
+
(2p+ 1)
2p+1
γ2p+1 (p+ 1)
4p+3
∫
Ω
max
{
Lgu
2p+2v2p+2, g2p+2(0) |u− u|2p+2
}
6
6 −γ (p+ 1)
∫
Ω
(m− uγ−1g(0))2p+2+
+
(2p+ 1)2p+1
γ2p+1 (p+ 1)
4p+3 max
{
Lg |Ω|
(
C17 ‖v(·, t)‖L∞(Ω)
)2p+2
, g2p+2(0) ‖u (·, t)− u‖2p+2L2p+2
}
.
Using the estimates (6.14), (6.15) and the Gronwall lemma, when γ 6= min {C37, 2σ} we obtain∥∥m− uγ−1g(0)∥∥2p+2
L2p+2
6
[∥∥m0 − uγ−1g(0)∥∥2p+2L2p+2 +
+
(2p+ 1)
2p+1
max
{
Lg |Ω| (C17C38)2p+2 , g2p+2(0)C36
}
γ2p+1 (p+ 1)
4p+4 |γ −min {C37, 2σ}|
 e−min{C37,(2p+2)σ,γ(p+1)}t
and we conclude the estimate (6.16).
In the next theorem we shall prove that starting with initial data in suitable spaces we obtain stronger
convergences.
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Theorem 6.4 Let (u0, v0,m0) ∈ L∞(Ω)×W 1,∞(Ω)×W 1,p(Ω), p > 3. Under the hypotheses of Lemma
6.1, we have
‖v(·, t)‖W 1,∞ 6 C41 (1 + t) e−σt, (6.22)
‖m(·, t)− uγ−1g(0)‖Xθp 6 C42 (1 + t) t−θe−C43t, (6.23)
for all t ∈ (0, t). Moreover, if the hypotheses of Lemma 4.11 are satisfied, then
‖u(·, t)− u‖W 1,∞ 6 C44e−
1
2C43t, (6.24)
for t sufficiently large. The constants C41, C42, C43, C44 are positive and independent on t, and u is
given by (6.17).
Proof. Let θ ∈
(
3+p
2p , 1
)
. From the representation formula (4.6) and taking into account (2.4), (4.14),
(6.14), (6.15) we obtain
∥∥m (·, t)− uγ−1g(0)∥∥
Xθp
6 ‖e−tA2 [m0 − uγ−1g(0)] ‖Xθp +
t∫
0
∥∥∥Aθ2e−(t−s)A2 [ug(v)− ug(0)]∥∥∥
Lp(Ω)
ds 6
6 C(θ)t−θe−δt
(‖m0‖Lp(Ω) + ‖uγ−1g(0)‖Lp(Ω))+
+ C (θ, p)
t∫
0
(t− s)−θ e−δ(t−s)
[
‖ug(v)− ug(0)‖Lp(Ω) + ‖ug(0)− ug(0)‖Lp(Ω)
]
ds 6
6 C(θ)t−θe−δt
(‖m0‖Lp(Ω) + uγ−1g(0) |Ω|)+
+ C (θ, p)LgC17C38
t∫
0
(t− s)−θ e−δ(t−s)e−σsds+ C (θ, p)C36g(0)
t∫
0
(t− s)−θ e−δ(t−s)e−C37sds 6
6 max
{
C(θ)
(‖m0‖Lp(Ω) + uγ−1g(0) |Ω|) , C (θ, p)1− θ (LgC17C38 + g(0)C36)
}
(1 + t) t−θe−min{σ,δ,C37}t.
Denoting
C42 = max
{
C(θ)
(‖m0‖Lp(Ω) + uγ−1g(0) |Ω|) , C (θ, p)1− θ (LgC17C38 + g(0)C36)
}
,
C43 = min {σ, δ, C37}
the last inequality implies the estimate (6.23).
Taking into account (4.27), the estimate (6.24) and the embedding (2.3), it follows that
‖∇v‖L∞ 6 e−σt
(
‖∇v0‖L∞ + ‖v0‖L∞
∫ t
0
∥∥m− uγ−1g(0)∥∥
W 1,∞
ds
)
6
6 e−σt
(
‖∇v0‖L∞ + C42 ‖v0‖L∞
∫ t
0
(1 + s)s−θe−C43sds
)
6
6 2max
{
1, C42C
θ−1
43 Γ (1− θ)
} ‖v0‖W 1,∞ (1 + t)e−σt.
The last inequality together with (6.15) imply (6.22) where
C41 =
(
1 + 2max
{
1, C42C
θ−1
43 Γ (1− θ)
}) ‖v0‖W 1,∞ .
We start now to prove (6.24). Let t0 > 0 sufficiently large. Taking into account the embedding (2.3), we
obtain from (6.23)
‖∇m‖L∞(Ω) 6 C45e−
1
2C43t
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for all t > t0. If we take also into account (4.27), the last inequality implies
‖∇v‖L∞(Ω) 6 e−σt
(
‖∇v0‖L∞(Ω) + C45 ‖v0‖L∞(Ω)
∫ t
0
e−
1
2C43t
)
6
6 max
{
1,
2C45
C43
}
‖v0‖W 1,∞(Ω) e−σt (6.25)
for t sufficiently large. From the representation formula
w(x, t) = e−(t−t0)A1w(t0) +
t∫
t0
e−(t−s)A1G1(w, v,m)(s)ds
and taking into account (4.8), (4.15) and (6.15), we obtain
‖w (·, t)− u‖Xθp 6 ‖e
−(t−t0)A1 (w(t0)− u) ‖Xθp+
+
t∫
t0
∥∥∥Aθ1e−(t−s)A1 [χ(v)∇v · ∇w + (µ+ 1)w − µw (wz−1 + v)+ χ(v)wvm − u]∥∥∥
Lp(Ω)
ds 6
6 C(θ) (t− t0)−θ e−δ(t−t0)‖w(t0)− u‖Lp(Ω)+
+ C (θ, p)
(
Lχ ‖v0‖L∞(Ω) + χ(0)
) t∫
t0
(t− s)−θ e−δ(t−s) ‖∇v‖L∞(Ω) ‖∇w‖Lp(Ω) ds+
+ µC18C (θ, p)
t∫
t0
(t− s)−θ e−δ(t−s) ‖u− 1‖Lp(Ω) + C (θ, p)
t∫
t0
(t− s)−θ e−δ(t−s) ‖w − u‖Lp(Ω)+
+ µC11C38C (θ, p)
t∫
t0
(t− s)−θ e−δ(t−s)e−σsds+
+ C11C38C (θ, p)
(
Lχ ‖v0‖L∞(Ω) + χ(0)
) t∫
t0
(t− s)−θ e−δ(t−s)e−σs ‖m‖L∞(Ω) . (6.26)
Let us observe that
‖w − u‖pLp(Ω) 6 ‖u‖pL∞(Ω) ‖z − 1‖pLp(Ω) 6 C46 ‖u‖pL∞(Ω)
∫
Ω
∣∣∣∣∫ v
0
χ(s)ds
∣∣∣∣p 6 Cp47e−σpt,
where
C47 = 2C
1/p
46 C25C38 |Ω|1/pmax
{
C38
(
Lχ
2
)
, χ(0)
}
.
From the above inequality, using (6.14), it follows also that
‖w − u‖Lp(Ω) 6 max {C36, C47} e−min{σ,C37}t. (6.27)
Using the estimates (4.25), (6.14), (6.25), (6.15) and (6.27), we obtain from (6.26)
‖w (·, t)− u‖Xθp 6 C48 (t− t0)
1−θ e−min{δ,σ,C37}t + C49 (t− t0)−θ e−δt+
+ C50
t∫
t0
(t− s)−θ e−δ(t−s)e−σs ‖∇w‖Lp(Ω) ds
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where
C48 =
C (θ, p)
1− θ
{[
max {C36, C47}+ C11C26C38
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)]
+ µ (C18C36 + C11C38)
}
C49 = C(θ)e
δt0
(
C11 + ‖u‖Lp(Ω)
)
C50 = C (θ, p)
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)
max
{
1,
2C42
C43
}
‖v0‖W 1,∞(Ω) .
Taking into account the embedding (2.2) and applying the Gronwall lemma we obtain from the last
inequality
‖w (·, t)− u‖Xθp 6 C48 (t− t0)
1−θ e−min{δ,σ,C37}t + C49 (t− t0)−θ e−δt+
+ C50e
C50δ
θ−1Γ(1−θ)
C48e−min{δ,σ,C37}t t∫
t0
(s− t0)1−θ (t− s)−θ ds+ C49e−δt
t∫
t0
(s− t0)−θ (t− s)−θ ds
 6
6 C45 (t− t0)1−θ e−min{δ,σ,C37}t + C49 (t− t0)−θ e−δt+
+ C50e
C50δ
θ−1Γ(1−θ) 2
2θ−2
√
π (t− t0)1−2θ Γ(1− θ)
Γ(32 − θ)
(C48 (t− t0) + 2C49) e−min{δ,σ,C37}t 6
6 (t− t0)−θ (C48 (t− t0) + 2C49)
(
1 + 22θ−2C50
√
π (t− t0)1−θ Γ(1− θ)
Γ(32 − θ)
eC50δ
θ−1Γ(1−θ)
)
e−min{δ,σ,C37}t.
(6.28)
Let us observe that
‖u(·, t)− u‖W 1,∞ 6 ‖z−1‖W 1,∞ · ‖w − u‖W 1,∞ + ‖u‖L∞‖z−1 − 1‖W 1,∞ . (6.29)
Using (6.25) we obtain
‖z−1‖W 1,∞ 6 C12
[
1 + C12
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)
max
{
1,
2C45
C43
}
‖v0‖W 1,∞(Ω)
]
e−σt. (6.30)
Taking into account (6.15) and (6.25), we estimate
‖z−1 − 1‖W 1,∞ 6 C46‖
∫ v
0
χ(s)ds‖L∞ + C12
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)
max
{
1,
2C45
C43
}
‖v0‖W 1,∞(Ω) e−σt 6
6
[
C46C38
(
Lχ
2
C38 + χ(0)
)
+ C12
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)
max
{
1,
2C45
C43
}
‖v0‖W 1,∞(Ω)
]
e−σt (6.31)
From (6.29), using the embedding (2.2) and the estimates (6.28), (6.30), (6.31), we obtain
‖u(t)− u‖W 1,∞ 6 C51‖w − u‖W 1,∞ + C52ue−σt 6
6
[
C51 (t− t0)−θ (C48 (t− t0) + 2C49)
(
1 + 22θ−2C50
√
π (t− t0)1−θ Γ(1− θ)
Γ(32 − θ)
eC50δ
θ−1Γ(1−θ)
)
+ C52u
]
e−min{δ,σ,C37}t
where
C51 = C12
[
1 + C12
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)
max
{
1,
2C45
C43
}
‖v0‖W 1,∞(Ω)
]
C52 =
[
C46C38
(
Lχ
2
C38 + χ(0)
)
+ C12
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)
max
{
1,
2C45
C43
}
‖v0‖W 1,∞(Ω)
]
The last inequality implies (6.24) for t sufficiently large.
In what follows we investigate the case when g(0) = 0 and we start with an auxiliary lemma.
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Lemma 6.5 Let f ∈ C1(0,+∞) satisfying
∞∫
0
|f(s)| ds 6 C,
∞∫
0
|f ′(s)| ds 6 C
then
lim
t→∞
f(t) = 0.
Proof. Assume that lim
t→∞
f(t) 6= 0, then there exists a sequence {tn}n∈N, tn →∞ such that
|f(tn)| > C > 0, ∀n > n0.
We can assume that tn+1 > tn+1 (otherwise we take a subsequence). Let 0 < τ < 1, then for all n > n0
||f(tn + τ)| − |f(tn)|| 6 |f(tn + τ) − f(tn)| =
∣∣∣∣∣∣
tn+τ∫
tn
f ′(s)ds
∣∣∣∣∣∣ 6
tn+τ∫
tn
|f ′(s)| ds 6
tn+1∫
tn
|f ′(s)| ds.
But
lim
n→∞
tn+1∫
tn
|f ′(s)| ds = 0
(otherwise, on a subsequence,
tn+1∫
tn
|f ′(s)| ds > C which implies
∞∫
0
|f ′(s)| ds > ∑
n
tn+1∫
tn
|f ′(s)| ds → ∞).
Then for n > n1 > n0 we have
tn+1∫
tn
|f ′(s)| ds < C
2
.
Therefore
|f(tn + τ)| > C
2
,
which implies
tn+1∫
tn
|f(s)| ds > C
2
,
which contradicts the hypothesis.
Theorem 6.6 Let µ > 0 and (u0, v0,m0) ∈ L1(Ω) ×
(
W 1,2(Ω) ∩ L∞(Ω)) ×W 1,p(Ω), p > 65 . Let g be a
function satisfying the hypotheses (H2) and (H3)and g(0) = 0. Then
lim
t→∞
‖m(·, t)‖L2(Ω) = 0, (6.32)
lim
t→∞
‖g(v(·, t))vq(·, t)‖L1(Ω) = 0, q > 1. (6.33)
Moreover, if g(v) > C53v for all v > 0, where C53 is a positive constant independent on t, then
lim
t→∞
‖u(·, t)− u‖L2(Ω) = 0, (6.34)
where u is given by (6.17).
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Proof. On multiplying the equation (1.8) by m, integrating over Ω and taking into account the estimates
(3.8), (4.15) and the hypothesis (H3), we obtain
1
2
d
dt
∫
Ω
m2 + d
∫
Ω
|∇m|2 + γ
∫
Ω
m2 = −Lg
∫
Ω
uvt. (6.35)
Integrating in time the last equality we get
1
2
∫
Ω
m2 + d
t∫
0
∫
Ω
|∇m|2 + γ
t∫
0
∫
Ω
m2 6 C25Lg
∫
Ω
v0 +
1
2
∫
Ω
m20.
Therefore we have
t∫
0
∫
Ω
|∇m|2 6 C, (6.36)
t∫
0
∫
Ω
m2 6 C. (6.37)
From (6.35) we deduce ∣∣∣∣∣∣ ddt
∫
Ω
m2
∣∣∣∣∣∣ 6 −2C12C18Lg
∫
Ω
vt + 2d
∫
Ω
|∇m|2 + 2γ
∫
Ω
m2
and integrating in time we obtain
t∫
0
∣∣∣∣∣∣ ddt
∫
Ω
m2
∣∣∣∣∣∣ 6 −2C12C18Lg
t∫
0
∫
Ω
vt + 2d
t∫
0
∫
Ω
|∇m|2 + 2γ
t∫
0
∫
Ω
m2. (6.38)
The last inequality together with (6.36), (6.37) and Lemma 6.5 imply (6.32).
In order to deal with the convergence of v, we integrate in time the estimate (6.9) and we obtain
∫
Ω
|∇vq/2|2 + q
t∫
0
∫
Ω
m|∇vq/2|2 + q
2d
t∫
0
∫
Ω
ug(v)vq 6
6
∫
Ω
|∇vq/20 |2 +
q
2d
∫
Ω
mvq +
q2
2d
t∫
0
∫
Ω
m2vq +
γq
2d
t∫
0
∫
Ω
mvq.
The last inequality, taking into account also (6.1), implies
t∫
0
∫
Ω
g(v)vq 6 C54. (6.39)
On the other hand
t∫
0
∣∣∣∣∣∣ ddt
∫
Ω
g(v)vq
∣∣∣∣∣∣ 6 −Lg′
t∫
0
∫
Ω
vq+1vt − |g′(0)|
t∫
0
∫
Ω
vqvt − qLg
t∫
0
∫
Ω
vqvt 6
6
(
Lg′ ‖v0‖L∞(Ω) + |g′(0)|+ qLg
)
|Ω| ‖v0‖q+1L∞(Ω) 6 C. (6.40)
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From Lemma 6.5, (6.39) and (6.40) we get (6.33).
In order to have the last estimate we multiply the equation (1.12) by (w − a), where a is a constant to
be determined later and we obtain
1
2
d
dt
∫
Ω
[
z−1(w − a)2] = − ∫
Ω
z−1 |∇w|2 + µ
∫
Ω
wz−1(1 − w)(w − a) + µ
∫
Ω
w2z−1(1− z−1)(w − a)−
− µ
∫
Ω
wz−1v(w − a) +
∫
Ω
χ(v)w2z−1mv − a
∫
Ω
χ(v)wz−1mv. (6.41)
We consider first the case µ = 0. Taking a = u = 1|Ω|
∫
Ω
u, from the equation (1.13) and integrating in
time the last inequality we get
∫
Ω
z−1(w − u)2 + 2
t∫
0
∫
Ω
z−1 |∇w|2 6
∫
Ω
[
z−10 (w0 − u)2
]
+ 2
t∫
0
∫
Ω
w2z−1χ(v)mv 6
6
∫
Ω
[
z−10 (w0 − u)2
]
+ 2C12 |Ω|
(
Lχ ‖v0‖L∞(Ω) + χ(0)
)
‖v0‖L∞(Ω) ‖w‖2L∞(0,t;L∞(Ω)) .
Therefore we have
t∫
0
∫
Ω
|∇w|2 6
t∫
0
∫
Ω
z−1 |∇w|2 6 C55. (6.42)
From (6.41) we deduce∣∣∣∣∣∣ ddt
∫
Ω
[
z−1(w − u)2]
∣∣∣∣∣∣ 6 2
∫
Ω
z−1 |∇w|2 − 2
∫
Ω
χ(v)w2z−1vt − 2u
∫
Ω
χ(v)wz−1vt.
Integrating in time the last inequality and taking into account (4.1), (4.15) and (6.42) we obtain
t∫
0
∣∣∣∣∣∣ ddt
∫
Ω
[
z−1(w − u)2]
∣∣∣∣∣∣ 6 2
t∫
0
∫
Ω
z−1 |∇w|2 − 2
t∫
0
∫
Ω
χ(v)w2z−1vt − 2u
t∫
0
∫
Ω
χ(v)wz−1vt 6 C56 (6.43)
where
C56 = 2C55 + 2C12C18 |Ω|2
(
max
{
1, ‖u0‖L∞(Ω)
}
+ C18
) (
Lχ ‖v0‖L∞(Ω) + χ(0)
)
‖v0‖L∞(Ω) .
Let us remark that we have the following estimate by using Poincare´ inequality and (6.42)
t∫
0
∫
Ω
z−1(w − u)2 6 2C12
t∫
0
∫
Ω
(w − w)2 + 2C12
t∫
0
∫
Ω
(w − u)2 6
6 2CC12
t∫
0
∫
Ω
|∇w|2 + 2C12
t∫
0
∫
Ω
(w − u)2 6 C + 2C12
t∫
0
∫
Ω
(w − u)2 (6.44)
where w = 1|Ω|
∫
Ω
w. Then, in order to obtain the estimate (6.34) using Lemma 6.5, it is enough to prove
that
t∫
0
∫
Ω
(w − u)2 6 C. (6.45)
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Using (6.39) for q = 1, an easy calculation shows us that
t∫
0
∫
Ω
(1− z−1)2 6 C12 max
s∈(0,‖v0‖L∞(Ω))
χ2(s)
t∫
0
∫
Ω
v2 6 C12C53C54 max
s∈(0,‖v0‖L∞(Ω))
χ2(s). (6.46)
Taking into account the last estimate we obtain
t∫
0
∫
Ω
(w − u)2 6
t∫
0
∫
Ω
1
|Ω|2
∫
Ω
(w − u)2 6 1|Ω|C
2
18
t∫
0
∫
Ω
(
1− z−1)2 6
6
1
|Ω|C12C
2
18C53C54 max
s∈(0,‖v0‖L∞(Ω))
χ2(s) (6.47)
which implies (6.45). From (6.43),(6.44) and (6.47) the estimate (6.34) follows.
We consider now the case µ > 0. From (6.41) we obtain
1
2
d
dt
∫
Ω
[
z−1(w − 1)2] = − ∫
Ω
z−1 |∇w|2 − µ
∫
Ω
wz−1(w − 1)2 + µ
∫
Ω
w2z−1(1− z−1)(w − 1)−
− µ
∫
Ω
wz−1v(w − 1)−
∫
Ω
χ(v)z−1w2vt 6
6 −
∫
Ω
z−1 |∇w|2 − µ
2
∫
Ω
wz−1(w − 1)2 +
∫
Ω
w3z−1(1− z−1)2 +
∫
Ω
wz−1v2 − C57
∫
Ω
w2vt, (6.48)
where
C57 = e
Lχ
2 ‖v0‖
2
L∞(Ω)+χ(0)‖v0‖L∞(Ω)
(
Lχ‖v0‖L∞(Ω) + χ(0)
)
.
From the above it follows that
1
2
d
dt
∫
Ω
[
z−1(w − 1)2]+ µ
2
min {1, a}
∫
Ω
z−1(w − 1)2 +
∫
Ω
z−1 |∇w|2 6
6
∫
Ω
w3z−1(1− z−1)2 +
∫
Ω
wz−1v2 − C57
∫
Ω
w2vt.
Integrating the last inequality on (0, t) we have
1
2
∫
Ω
[
z−1(w − 1)2]+ µ
2
min {1, a}
t∫
0
∫
Ω
z−1(w − 1)2 +
t∫
0
∫
Ω
z−1 |∇w|2 6
6 C12C
3
18
t∫
0
∫
Ω
(1− z−1)2 + C12C18
t∫
0
∫
Ω
v2 + C218C57 |Ω| ‖v0‖L∞(Ω) +
1
2
∫
Ω
(w0 − 1)2e
v0R
0
χ(s)ds
. (6.49)
Taking into account (6.46) and (6.39) with q = 1, we obtain from (6.49)
1
2
∫
Ω
[
z−1(w − 1)2]+ µ
2
min {1, a}
t∫
0
∫
Ω
z−1(w − 1)2 +
t∫
0
∫
Ω
z−1 |∇w|2 6 C58, (6.50)
where
C58 = C12C18C54
(
C12C18 max
s∈(0,‖v0‖L∞(Ω))
χ2(s) + C−153
)
+C57C
2
18 |Ω| ‖v0‖L∞(Ω)+
1
2
∫
Ω
(w0− 1)2e
v0R
0
χ(s)ds
.
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The inequality (6.50) implies
t∫
0
∫
Ω
z−1(w − 1)2 6 C, (6.51)
t∫
0
∫
Ω
z−1 |∇w|2 6 C. (6.52)
From (6.48) we deduce that∣∣∣∣∣∣ ddt
∫
Ω
[
z−1(w − 1)2]
∣∣∣∣∣∣ 6 2
∫
Ω
z−1 |∇w|2 + 2µ
∫
Ω
wz−1(w − 1)2 + 2µ
∫
Ω
w2z−1
∣∣(1 − z−1)(w − 1)∣∣+
+ 2µ
∫
Ω
wz−1v |w − 1| − 2
∫
Ω
χ(v)z−1w2vt
and integrating in time we have
t∫
0
∣∣∣∣∣∣ ddt
∫
Ω
[
z−1(w − 1)2]
∣∣∣∣∣∣ 6 2
t∫
0
∫
Ω
z−1 |∇w|2 + 2µC18
t∫
0
∫
Ω
z−1(w − 1)2 + µC12C218
t∫
0
∫
Ω
(1− z−1)2+
+ µC218
t∫
0
∫
Ω
z−1(w − 1)2 + µC12C218
t∫
0
∫
Ω
v2 + µ
t∫
0
∫
Ω
z−1 (w − 1)2−
− 2C12C218
(
Lχ‖v0‖L∞(Ω) + χ(0)
) t∫
0
∫
Ω
vt 6
6 2
t∫
0
∫
Ω
z−1 |∇w|2 + µ (C18 + 1)2
t∫
0
∫
Ω
z−1(w − 1)2 + µC12C218
t∫
0
∫
Ω
(1− z−1)2+
+ µC12C
2
18
t∫
0
∫
Ω
v2 + 2C12C
2
18 |Ω|
(
Lχ‖v0‖L∞(Ω) + χ(0)
) ‖v0‖L∞(Ω).
Using (6.39), (6.46), (6.51) and (6.52) we conclude
t∫
0
∣∣∣∣∣∣ ddt
∫
Ω
[
z−1(w − 1)2]
∣∣∣∣∣∣ 6 C. (6.53)
The last inequality and (6.51) imply
lim
t→∞
∫
Ω
[
z−1(w − 1)2] = 0. (6.54)
From (6.54) and taking into account the following estimate
‖u(·, t)− 1‖2L2(Ω) 6 e
max
s∈(0,‖v0‖L∞(Ω))
χ(s) ∫
Ω
z−1 (w − 1)2 + ‖z−1 − 1‖L2(Ω),
we conclude the proof.
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