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Abstract
The main tool to study a second order optimality problem is the Hessian operator associated
to the cost function that defines the optimization problem. By regarding an orthogonal Stiefel
manifold as a constraint manifold embedded in an Euclidean space we obtain a compact matrix
formula for the Hessian of a cost function defined on such a manifold. We introduce an explicit
local frame on an orthogonal Stiefel manifold in order to compute the components of the Hessian
matrix of a cost function. We present some important properties of this frame. As applications
we rediscover second order conditions of optimality for the Procrustes and the Penrose regression
problems (previously found in the literature). For the Brockett problem we find necessary and
sufficient conditions for a critical point to be a local minimum. Since many optimization prob-
lems are approached using numerical algorithms, we give an explicit description of the Newton
algorithm on orthogonal Stiefel manifolds.
Keywords: Optimization on manifolds; Second order optimality; Constraint manifold; Orthogonal
Stiefel manifold; Procrustes problem; Penrose regression problem; Brockett cost function; Newton
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1 Introduction
Optimization problems on Stiefel manifolds appear in important applications such as statistical analy-
sis of data [16], blind signal separation [12], distance metric learning [15], among many other problems.
In Section 2 we regard an orthogonal Stiefel manifold as a preimage of a regular value for a set
of constraint functions. We adapt the method presented in the papers [4] and [5] (the so called
embedded gradient vector field method) to the particular case of Stiefel manifolds. We embed the
Stiefel manifold Stnp in the larger Euclidean space Mn×p(R), in order to take advantage of the simpler
geometry of this Euclidean space. This setting allows us to present necessary and sufficient conditions
for critical points of a cost function defined on a Stiefel manifold and a formula for the Hessian of this
cost function in a compact matrix form. This formula is important in the study of the second order
optimality.
In order to explicitly compute the components of the Hessian matrix of a cost function, in Section 3
we introduce an explicit local frame for an orthogonal Stiefel manifold and we present some important
properties of this local frame. We determine the components of the Hessian matrices of the constraint
functions in this frame.
In the last section we apply the results of the previous sections to some important problems arising
from practical applications. For the Procrustes and the Penrose regression problems we obtain second
order conditions, which have been previously presented in [7] using a different approach, which involves
the projected Hessian. For the Brockett problem, see [1], we find necessary and sufficient conditions
for a critical point of the cost function to be a local minimum. As an example, for a particular Brockett
cost function defined on the orthogonal Stiefel manifold St42 we give a list of the critical points and
we completely characterize them.
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In many cases optimization problems are approached using numerical methods on manifolds. The
Newton algorithm is a type of algorithm that uses the second order information about a cost function.
We give an explicit description of the Newton algorithm in the case of an orthogonal Stiefel manifold.
There exists a rich literature that deals with the construction of Newton algorithm on manifolds, see
[1], [11], [13], and [17].
2 Hessian matrix on orthogonal Stiefel manifolds
Let S ⊂ M be a submanifold of a Riemannian manifold (M,g), which can be described by a set of
constraint functions, i.e. S = F−1(c0), where F = (F1, . . . , Fk) : M → Rk is a smooth map and
c0 ∈ R
k is a regular value of F. The manifold S becomes a Riemannian manifold when endowed with
the induced metric g
ind
.
The Riemannian geometry of the submanifold can be more complicated than the Riemannian
geometry of the ambient manifold. In optimization problems we need, in general, to compute the
gradient vector field and the Hessian operator of a smooth cost function G˜ : (S,g
ind
) → R. In what
follows we present a method, called the embedded gradient vector field method, to compute the
gradient vector field and the Hessian operator of G˜ using only the geometry of the ambient manifold
(M,g).
Let G : (M,g)→ R be a smooth prolongation of G˜. In [4], [5], [6], it has been proved that
∇g
ind
G|F−1(c)(s) = ∂gG(s), ∀s ∈ F
−1(c), and c an arbitrary regular value, (1)
where ∂gG is defined on the open set of regular points M
reg ⊂ M of the constraint function, and it
is the unique vector field that is tangent to the foliation generated by F having property (1). The
embedded gradient vector field is given by the following formula:
∂gG(s) = ∇gG(s)−
k∑
i=1
σig(s)∇gFi(s), ∀ s ∈M
reg.
The Lagrange multiplier functions σig : M
reg → R are defined by the formula
σig(s) :=
det
(
Gram
(F1,...,Fi−1,Fi,Fi+1,...,Fk)
(F1,...,Fi−1,G,Fi+1,...,Fk)
(s)
)
det
(
Gram
(F1,...,Fk)
(F1,...,Fk)
(s)
) ,
where
Gram
(f1,...,fr)
(g1,...,gs)
:=
 g(∇gg1,∇gf1) ... g(∇ggs,∇gf1)... . . . ...
g(∇gg1,∇gfr) ... g(∇ggs,∇gfr)
 .
As mentioned in [5] in a critical point s0 ∈ S of G˜ the numbers σig(s0) coincide with the classical
Lagrange multipliers.
Also, in [5], [6] it has been proved that
Hessg
ind
G˜(s) =
(
Hessg G(s)−
k∑
i=1
σig(s)Hessg Fi(s)
)
|TsS×TsS
, ∀s ∈ S.
We apply the above general setting to the particular case of the orthogonal Stiefel manifold Stnp ,
regarded as a submanifold of Mn×p(R). For n ≥ p ≥ 1, we consider the orthogonal Stiefel manifold:
Stnp = {U ∈Mn×p(R) |U
TU = Ip}.
Denote with u1, ...,up ∈ Rn the vectors that form the columns of the matrix U ∈ Mn×p(R). The
condition that the matrix U belongs to the orthogonal Stiefel manifold is equivalent with the vectors
u1, ...,up ∈ Rn being orthonormal.
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The functions that describe the constraints defining the orthogonal Stiefel manifold as a preimage
of a regular value are Faa, Fbc : Mn×p(R)→ R given by:
Faa(U) =
1
2
‖ua‖
2, 1 ≤ a ≤ p,
Fbc(U) = 〈ub,uc〉 , 1 ≤ b < c ≤ p.
More precisely, we have F : Mn×p(R)→ R
p(p+1)
2 , F := (. . . , Faa, . . . , Fbc, . . . ),
Stnp ≃ F
−1
(
. . . ,
1
2
, . . . , 0, . . .
)
⊂ Mn×p(R).
In what follows we denote by vec(U) ⊂ Rnp the column vectorization of the matrix U ∈Mn×p(R).
Also, for a smooth function f : Mn×p(R)→ R we denote ∇f(U) := ∇(f ◦vec−1)(vec(U)) ∈ Rnp and
Hess f(U) := Hess (f ◦ vec−1)(vec(U)) ∈ Mnp×np(R).
The Lagrange multiplier functions for the case of an orthogonal Stiefel manifold, see [3], are given
by the formulas:
σaa(U) = 〈∇G(U),∇Faa(U)〉 =
〈
∂G
∂ua
(U),ua
〉
;
σbc(U) = 〈∇G(U),∇Fbc(U)〉 =
1
2
(〈
∂G
∂uc
(U),ub
〉
+
〈
∂G
∂ub
(U),uc
〉)
,
(2)
where G : Mn×p(R)→ R is the extension of the cost function G˜ : Stnp → R.
We introduce the symmetric matrix
Σ(U) := [σbc(U)] ∈Mp×p(R),
where we define σcb(U) := σbc(U) for 1 ≤ b < c ≤ p. Using (2), we have1
Σ(U) =
1
2
(
∇G(U)TU + UT∇G(U)
)
. (3)
The matrix form of the embedded gradient vector field is given by (see [3])
∂G(U) = ∇G(U)− UΣ(U).
The following result provides necessary and sufficient conditions for critical points of a cost function
defined on a Stiefel manifold.
Theorem 2.1 ([3]) A matrix U ∈ Stnp is a critical point for the cost function G˜ = G|Stnp if and only
if the following conditions are satisfied:
(i) UT∇G(U) = ∇G(U)TU ;
(ii) ∇G(U) = UUT∇G(U).
(4)
The Hessian matrices of the constraint functions are given by2:
[HessFaa(U)] =
a col.
↓



On . . . On . . . On
. . . . . . . . . . . . . . .
On . . . In . . . On ← a row
. . . . . . . . . . . . . . .
On . . . On . . . On
=
(
fa ⊗ f
T
a
)
⊗ In;
1When we regard ∇G(U) as a matrix we mean vec−1(∇G(U)).
2 By X ⊗ Y we denote the Kronecker product of the matrices X, Y .
The vectors f1, ... ,fp form the canonical basis in the Euclidean space Rp. The p × p matrix fa ⊗ fTb has 1 on the a-th
row and b-th column and the rest 0.
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[HessFbc(U)] =
b col.
↓
c col.
↓



On . . . On . . . On . . . On
. . . . . . . . . . . . . . . . . . . . .
On . . . On . . . In . . . On ← b row
. . . . . . . . . . . . . . . . . . . . .
On . . . In . . . On . . . On ← c row
. . . . . . . . . . . . . . . . . . . . .
On . . . On . . . On . . . On
=
(
fb ⊗ f
T
c + fc ⊗ f
T
b
)
⊗ In.
For the case of orthogonal Stiefel manifold, the general formula for the Hessian matrix of the cost
function G˜, as given in [5], becomes:
Hess G˜(U) : TUSt
n
p × TUSt
n
p → R,
HessG˜(U) =
HessG(U)− p∑
a=1
σaa(U)HessFaa(U)−
∑
1≤b<c≤p
σbc(U)HessFbc(U)

|TUStnp×TUSt
n
p
. (5)
Using the above expressions for the Hessian matrices of the constraint functions and substituting
them in (5) we obtain the following compact matrix form for the Hessian of the cost function.
Theorem 2.2 The Hessian of the cost function G˜ : Stnp → R is given by
Hess G˜(U) = (HessG(U)− Σ(U)⊗ In)|TUStnp×TUStnp .
3 Local frames on Stiefel manifolds
There exist two frequently used methods to prove that a certain set has a manifold structure. One of
them is to prove that the desired set is the preimage of a regular value of a smooth function. Another
possibility is to explicitly construct compatible local coordinates (local charts) that cover the entire
set. The first approach gives an implicit description of the tangent space. The second approach gives
an explicit formula for a basis of the tangent space. Regarding the orthogonal Stiefel manifold as
a preimage of a regular value, we explicitly construct a local frame on this manifold, although the
manifold is described implicitly.
I. Construction of an explicit local frame for orthogonal Stiefel manifolds.
Using the description of a Stiefel manifold as a preimage of a regular value, in [9] it is given the
following elegant explicit form for the tangent space at a point U ∈ Stnp :
TUSt
n
p = {UA+ (In − UU
T )C |A ∈Mp×p(R), A = −A
T , C ∈Mn×p(R)}.
On the tangent space we consider the Frobenius scalar product:
〈∆1(U),∆2(U)〉 = tr(∆
T
1 (U)∆2(U)), ∆1(U),∆2(U) ∈ TUSt
n
p .
We construct a basis BU for the tangent space TUSt
n
p . The explicit description of the vectors in this
basis, as we will see below, decisively depends on the choice of a full rank p× p submatrix of U . We
split the basis BU as the following set union of vectors
BU = B
′
U ∪B
′′
U .
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The set B
′
U is formed with tangent vectors of the form
∆′ab(U) = UAab, 1 ≤ a < b ≤ p, (6)
where
Aab = (−1)
a+b(fa ⊗ f
T
b − fb ⊗ f
T
a ), 1 ≤ a < b ≤ p,
form the standard basis for the p× p skew-symmetric matrices.
For the next computations we use the following rule for matrix multiplication:(
u⊗ vT⊕
)
·
(
v⊙ ⊗w
T
)
= δ⊕,⊙
(
u⊗wT
)
,
where δ⊕,⊙ represents the Kronecker delta function. The vectors v⊕ and v⊙ belong to the same
vectorial space.
Proposition 3.1 The tangent vectors in B
′
U are nonzero and orthogonal one to another.
Proof Assume ∆′ab(U) = Op×p. Multiplying the equality to the left with the matrix U
T , we obtain
that Aab = Op×p which is a contradiction.
By a direct computation, for (a1, b1) 6= (a2, b2), we obtain:〈
∆′a1b1(U),∆
′
a2b2(U)
〉
= 〈UAa1b1 , UAa2b2〉 = tr(A
T
a1b1U
TUAa2b2) = tr(A
T
a1b1Aa2b2)
= ε tr((fb1 ⊗ f
T
a1 − fa1 ⊗ f
T
b1) · (fa2 ⊗ f
T
b2 − fb2 ⊗ f
T
a2))
= ε(δa1a2 tr(fb1 ⊗ f
T
b2)− δa1b2 tr(fb1 ⊗ f
T
a2)
− δa2b1 tr(fa1 ⊗ f
T
b2) + δb1b2 tr(fa1 ⊗ f
T
a2)) = 0,
where ε = (−1)a1+b1+a2+b2 .
As a consequence, we obtain that the set B
′
U has
p(p−1)
2 linearly independent tangent vectors.
A matrix U ∈ Stnp has rank p and the construction of tangent vectors in B
′′
U crucially depends
on the choice of a p× p full rank submatrix of U . Assume that this p× p full rank submatrix Up is
formed with the rows 1 ≤ i1 < i2 < ... < ip ≤ n of the matrix U .
Define the tangent vectors of B
′′
U as
∆′′ic(U) = (In − UU
T )Cic, i ∈ {1, ..., n}\{i1, ..., ip}, c ∈ {1, ..., p}, (7)
where
Cic = ei ⊗ f
T
c .
3
We further decompose the set B
′′
U as
B
′′
U =
p⋃
c=1
cB
′′
U ,
where, for a fixed c ∈ {1, ..., p}, we define:
cB
′′
U = {∆
′′
ic(U) | i ∈ {1, ..., n}\{i1, ..., ip}}.
Proposition 3.2 The tangent vectors in B
′′
U have the following properties:
(i) For a fixed c ∈ {1, ..., p} the tangent vectors in cB
′′
U are linearly independent.
(ii) For c1, c2 ∈ {1, ..., p} and c1 6= c2 we have〈
∆′′k1c1(U),∆
′′
k2c2(U)
〉
= 0, ∀ k1, k2 ∈ {1, ..., n}\{i1, ..., ip}.
3The vectors e1, ... ,en form the canonical basis in the Euclidean space Rn. The n× p matrix ei ⊗ f
T
c has 1 on the
i-th row and c-th column and the rest 0.
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Proof (i) We make the notation Ip = {i1, ..., ip}. Using the tensorial description of a n× p matrix we
have:
U =
∑
j /∈Ip
b∈{1,...,p}
ujb ej ⊗ f
T
b +
∑
k∈Ip
a∈{1,...,p}
uka ek ⊗ f
T
a ,
UT =
∑
s/∈Ip
d∈{1,...,p}
usd fd ⊗ e
T
s +
∑
r∈Ip
g∈{1,...,p}
urg fg ⊗ e
T
r ,
where ej , ek, er, es ∈ Rn and fa, fb, fd, fg ∈ Rp. By a direct computation we obtain the tensorial
description of UUT :
UUT =
∑
j,s/∈Ip
b∈{1,...,p}
ujbusb ej ⊗ e
T
s +
∑
j /∈Ip, r∈Ip
b∈{1,...,p}
ujburb ej ⊗ e
T
r
+
∑
k∈Ip, s/∈Ip
a∈{1,...,p}
ukausa ek ⊗ e
T
s +
∑
k,r∈Ip
a∈{1,...,p}
ukaura ek ⊗ e
T
r .
For proving the linear independence of the vectors in cB
′′
U , we have the computation:
On×p =
∑
i/∈Ip
αi∆
′′
ic(U) =
∑
i/∈Ip
αi(In − UU
T )Cic
=
∑
i/∈Ip
αiei ⊗ f
T
c −
∑
i,j,s/∈Ip
b∈{1,...,p}
αiujbusb δisej ⊗ f
T
c −
∑
i,j /∈Ip, r∈Ip
b∈{1,...,p}
αiujburb δirej ⊗ f
T
c
−
∑
i,s/∈Ip, k∈Ip
a∈{1,...,p}
αiukausa δisek ⊗ f
T
c −
∑
i/∈Ip, k,r∈Ip
a∈{1,...,p}
αiukaura δirek ⊗ f
T
c
=
∑
i/∈Ip
αiei ⊗ f
T
c −
∑
i,j /∈Ip
b∈{1,...,p}
αiujbuib ej ⊗ f
T
c −
∑
i/∈Ip, k∈Ip
a∈{1,...,p}
αiukauia ek ⊗ f
T
c
=
∑
j /∈Ip
αj − ∑
i/∈Ip
b∈{1,...,p}
αiujbuib
 ej ⊗ fTc − ∑
k∈Ip
 ∑
i/∈Ip
a∈{1,...,p}
αiukauia
 ek ⊗ fTc ,
where δir = 0 for any i /∈ Ip and r ∈ Ip. Decomposing the above matrix equality on the subspaces
Span{ej ⊗ fTc | j /∈ Ip} and Span{ek ⊗ f
T
c | k ∈ Ip} we obtain:
αj −
∑
i/∈Ip
b∈{1,...,p}
αiujbuib = 0, ∀j /∈ Ip (8)
∑
i/∈Ip
a∈{1,...,p}
αiukauia = 0, ∀k ∈ Ip. (9)
In order to write the above system in a matrix form we need to relabel the elements of the set
{1, ..., n}\Ip. There exists a unique strictly increasing function σ : {1, ..., n}\Ip → {1, ..., n − p}.
Analogously, we relabel the set Ip using the unique strictly increasing function τ : Ip → {1, ..., p}.
The p× p full rank submatrix Up has the following tensorial form:
Up =
∑
k∈Ip
a∈{1,...,p}
uka fτ(k) ⊗ f
T
a
6
and the (n− p)× p complement Un−p of the full rank submatrix Up in the matrix U has the following
tensorial form:
Un−p =
∑
j /∈Ip
a∈{1,...,p}
uja hσ(j) ⊗ f
T
a .
4
We define the following (n− p)× p submatrix of Cic removing the rows i1, . . . , ip,
C˜ic = hσ(i) ⊗ f
T
c .
The equations (8) and (9) have the equivalent forms:∑
j /∈Ip
(
αjC˜jc − αjUn−pU
T
n−pC˜jc
)
= O(n−p)×p
and respectively ∑
i/∈Ip
αiUpU
T
n−pC˜ic = Op×p.
Because the full rank submatrix Up is invertible we obtain
∑
i/∈Ip
αiU
T
n−pC˜ic = Op×p and consequently,∑
i/∈Ip
αiC˜ic = O(n−p)×p. The linear independence of the matrices C˜ic implies αi = 0 for all i /∈ Ip,
which proves the linear independence of the vectors in cB
′′
U .
(ii) We make the notation Z = In − UUT and a direct computation shows that ZTZ = Z.
Consequently, when c1 6= c2 we have:〈
∆′′k1c1(U),∆
′′
k2c2(U)
〉
=tr(CTk1c1Z
TZCk2c2) = tr(C
T
k1c1ZCk2c2)
= tr
(fc1 ⊗ eTk1) · (∑
i,j
zijei ⊗ e
T
j ) · (ek2 ⊗ f
T
c2)

=tr
(
zk1k2 fc1 ⊗ f
T
c2
)
= 0.
Proposition 3.3 The tangent vectors in B
′
U are orthogonal to the vectors in B
′′
U .
Proof We notice that UT (In − UU
T ) = Op×n. Consequently, for 1 ≤ a < b ≤ p, i /∈ Ip and
c ∈ {1, ..., p} we have:
〈∆′ab(U),∆
′′
ic(U)〉 =tr(A
T
abU
T (In − UU
T )Cic) = 0.
The above results can be summarized in the following theorem.
Theorem 3.4 For U ∈ Stnp the vectors of the set BU = B
′
U ∪B
′′
U form a basis for the tangent space
TUSt
n
p . Among them, we have the following orthogonality properties:
(i) B
′
U is an orthogonal set.
(ii) For c1, c2 ∈ {1, ..., p} and c1 6= c2 we have c1B
′′
U ⊥ c2B
′′
U .
(iii) B
′
U ⊥ B
′′
U .
In order to have all vectors in the basis BU orthogonal one to the other, we can apply the Gram-
Schmidt algorithm to the vectors in cB
′′
U and do this for each c ∈ {1, ..., p}.
The above construction of the vectors in B
′′
U crucially depends on the choice of the full rank p× p
submatrix Up. Choosing another full rank submatrix leads to a change of basis for the tangent space
TUSt
n
p .
4The vectors hσ(i) form the canonical basis of R
n−p.
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II. Local frames on sphere Sn−1. For the case when p = 1, the Stiefel manifold Stn1 becomes the
sphere Sn−1 ⊂ Rn. In this case, for x ∈ Sn−1, we have B′x = ∅. For a point x ∈ S
n−1, we choose an
index j ∈ {1, ..., n} such that xj 6= 0. Consequently, a local frame for the sphere is given by
∆′′i1(x) = (In − x⊗ x
T )ei ⊗ f
T
1 = (In − x⊗ x
T )ei = ei − xix, i ∈ {1, ..., n} \ {j}.
III. The Hessian of the constraint functions computed on the basis BU . The orthogonality
among the elements of the basis BU has the computational advantage that it renders the Hessian
matrices of the constraint functions in a very simple form, where most of the entries are zero.
More precisely, let ∆′α1β1(U) and ∆
′
α2β2
(U) be two elements of B′U . By a direct computation, we
have the following formulas:
HessFaa
(
∆′α1β1(U),∆
′
α2β2(U)
)
=(−1)α1+β1+α2+β2 (δaα1δaα2δβ1β2 + δaβ1δaβ2δα1α2) ;
HessFbc
(
∆′α1β1(U),∆
′
α2β2(U)
)
=(−1)α1+β1+α2+β2 (δα1bδcα2δβ1β2 − δα1bδcβ2δβ1α2 + δα1cδbα2δβ1β2
+δβ1bδcβ2δα1α2 − δβ1cδbα2δα1β2 + δβ1cδbβ2δα1α2) .
Further analyzing the above formulas we have:
HessFaa
(
∆′α1β1(U),∆
′
α2β2(U)
)
=

0 if (α1, β1) 6= (α2, β2)
0 if (α1, β1) = (α2, β2), a /∈ {α1, β1}
1 if (α1, β1) = (α2, β2), a ∈ {α1, β1}.
Also, the value HessFbc
(
∆′α1β1(U),∆
′
α2β2
(U)
)
is 0 or ±1 depending on the ordering and relative
position of the integer numbers b, c, α1, β1, α2, β2.
For the case when ∆′αβ(U) ∈ B
′(U) and ∆′′jd(U) ∈ B
′′(U) we have:
HessFaa
(
∆′αβ(U),∆
′′
jd(U)
)
= HessFbc
(
∆′αβ(U),∆
′′
jd(U)
)
= 0.
Let ∆′′j1d1(U) and ∆
′′
j2d2
(U) be two elements of B′′U . By a direct computation, using the notation
Z = [zkl] = In − UUT , we have the following formulas:
HessFaa
(
∆′′j1d1(U),∆
′′
j2d2(U)
)
=δad1δad2zj1j2 =
{
zj1j2 if a = d1 = d2
0 otherwise
;
HessFbc
(
∆′′j1d1(U),∆
′′
j2d2(U)
)
=(δbd1δcd2 + δbd2δcd1) zj1j2 =
{
zj1j2 if (b, c) = (d1, d2) or (b, c) = (d2, d1)
0 otherwise.
Taking into account the matrix form for the Hessian of the cost function from Theorem 2.2 we
could also be interested in the values of the term Σ(U)⊗In on two tangent vectors from TUStnp . These
computations are presented in what follows.
For two tangent vectors ∆1(U) = UA1 + (In − UUT )C1,∆2(U) = UA2 + (In − UUT )C2 ∈ TUStnp
we have
(Σ(U)⊗ In)(∆1(U),∆2(U)) = − tr(A1A2Σ) + tr(C
T
1 ZC2Σ).
Let ∆′αβ(U) an element of B
′
U and ∆
′′
jd(U) an element of B
′′
U . Then
(Σ(U)⊗ In)(∆
′
αβ(U),∆
′′
jd(U)) = 0. (10)
Let ∆′α1β1(U), ∆
′
α2β2
(U) be two elements of B′U and ∆
′′
j1d1
(U), ∆′′j2d2(U) be two elements of B
′′
U . Then
we have
(Σ(U)⊗ In)(∆
′
α1β1(U),∆
′
α2β2(U)) = (−1)
α1+β1+α2+β2 · (δα1α2σβ1β2 + δβ1β2σα1α2
−δα2β1σα1β2 − δα1β2σα2β1) (11)
and
(Σ(U)⊗ In)(∆
′′
j1d1(U),∆
′′
j2d2(U)) = zj1j2σd1d2 . (12)
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4 Applications
4.1 The Procrustes problem on orthogonal Stiefel manifolds
The optimization problem is the following:
Minimize
U ∈ Stnp
||AU −B||2,
where A ∈ Mm×n(R), B ∈ Mm×p(R), and ‖ · ‖ is the Frobenius norm. The cost function associated
to this optimization problem is given by G˜ : Stnp → R and its natural extension G : Mn×p(R)→ R is
G(U) =
1
2
||AU −B||2 =
1
2
tr(UTATAU)− tr(UTATB) +
1
2
tr(BTB).
By a straightforward computation we have that ∇G(U) = ATAU −ATB.
First order optimality necessary and sufficient conditions are given in [7] and [3] and can be
obtained using Theorem 2.1.
Theorem 4.1 A matrix U ∈ Stnp is a critical point for the Procrustes cost function if and only if:
(i) the matrix BTAU is symmetric;
(ii) (In − UUT )(ATAU −ATB) = 0.
The following formula holds: HessG(U) = Ip ⊗ (ATA).
For a tangent vector ∆(U) = UK + (In − UUT )W ∈ TUStnp , we have the following computation
5:
Hess G˜(U)(∆(U),∆(U)) =(Ip ⊗ (A
TA)− Σ(U)⊗ In)(UK + (In − UU
T )W,UK + (In − UU
T )W )
=− tr(KUTATAUK)− 2 tr(KUTATA(In − UU
T )W )
+ tr(WT (In − UU
T )ATA(In − UU
T )W )
+ tr(K2Σ(U))− tr(WT (In − UU
T )WΣ(U)).
Using the equality (3.8) from [3] (see also equation (3)) and the condition (i) of Theorem 3.3 from [3],
the Lagrange multipliers matrix in a critical point U is given by
Σ(U) = UTATAU − UTATB.
Consequently, a necessary condition for a critical point U ∈ Stnp to be local minimum is〈
BTAUK,K
〉
+ 2
〈
ATAUK, (In − UU
T )W
〉
+
〈
ATA(In − UU
T )W, (In − UU
T )W
〉
−
〈
(In − UU
T )WUTAT (AU −B), (In − UU
T )W
〉
≥ 0
for all skew-symmetric matrices K ∈Mp×p(R) and all matrices W ∈Mn×p(R).
A sufficient condition for a critical point U ∈ Stnp to be local minimum is that the above condition
is a strict inequality for all skew-symmetric matrices K ∈ Mp×p(R) and all matrices W ∈ Mn×p(R),
such that K and W are not simultaneously null matrices.
This condition has been previously presented in Theorem 6 from [7] using a different method.
Necessary and sufficient conditions for local and global minimum for the Procrustes problem are
obtained in [10], using the classical Lagrange multipliers method.
5vec(A)T (D ⊗B)vec(C) = tr(ATBCDT ).
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4.2 The Penrose regression problem on orthogonal Stiefel manifolds
The optimization problem is the following:
Minimize
U ∈ Stnp
||AUC −B||2,
where A ∈ Mm×n(R), B ∈ Mm×q(R), C ∈ Mp×q(R). The cost function is given by G˜ : Stnp → R and
its natural extension G : Mn×p(R)→ R is
G(U) =
1
2
||AUC −B||2 =
1
2
tr(CTUTATAUC)− tr(CTUTATB) +
1
2
tr(BTB).
We have that (see [3])
∇G(U) = AT (AUC −B)CT .
The necessary and sufficient conditions of Theorem 2.1 for critical points become:
Theorem 4.2 ([7], [3]) A matrix U ∈ Stnp is a critical point for the Penrose regression cost function
if and only if:
(i) the matrix C(AUC −B)TAU is symmetric;
(ii) (In − UU
T )AT (AUC −B)CT = 0.
The following formula holds: HessG(U) = (CCT )⊗ (ATA).
Using the equality (3.8) from [3] (see also equation (3)) and the condition (i) of Theorem 3.3 from
[3], the Lagrange multipliers matrix in a critical point U is given by
Σ(U) = UTAT (AUC −B)CT .
Using Theorem 2.2, the Hessian of the Penrose regression cost function G˜ : Stnp → R is given by
Hess G˜(U) =
(
(CCT )⊗ (ATA)− (UTAT (AUC −B)CT )⊗ In
)
|TUStnp×TUSt
n
p
.
Applying the above formula we can deduce a necessary and sufficient condition for a critical point
U ∈ Stnp to be a local minimum. This condition has been previously obtained in Theorem 4 from [7]
using another method.
4.3 The Brockett problem on orthogonal Stiefel manifolds
The optimization problem is the following, see [1]:
Minimize
U ∈ Stnp
tr(UTAUN),
where A ∈Mn×n(R) is a symmetric matrix, N = diag(µ1, . . . , µp) ∈ Mp×p(R) with 0 ≤ µ1 ≤ · · · ≤ µp.
The cost function is given by G˜ : Stnp → R and its natural extension G : Mn×p(R)→ R is
G(U) = tr(UTAUN).
By direct computation, see also [1], we obtain ∇G(U) = 2AUN .
The necessary and sufficient conditions of Theorem 2.1 for critical points become:
Theorem 4.3 ([1], [3]) A matrix U ∈ Stnp is a critical point for the Brockett cost function if and
only if:
(i) the matrix UTAUN is symmetric;
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(ii) AUN = UUTAUN.
The following formula holds: HessG(U) = 2N ⊗A.
The Lagrange multipliers matrix in a critical point U is given by
Σ(U) = 2UTAUN.
Using Theorem 2.2, the Hessian of the Brockett cost function G˜ : Stnp → R is given by
Hess G˜(U) = 2
(
N ⊗A− (UTAUN)⊗ In
)
|TUStnp×TUSt
n
p
. (13)
By similar computations as for the Procrustes problem we obtain necessary and sufficient conditions
for a critical point U ∈ Stnp to be a local minimum for the Brockett cost function. More precisely, if
the critical point U ∈ Stnp is a local minimum, then
tr(WT (In − UU
T )A(In − UU
T )WN)− tr(KUTAUKN)
− 2 tr(KUTA(In − UU
T )WN)− tr((−K2 +WT (In − UU
T )W )UTAUN) ≥ 0
for all skew-symmetric matrices K ∈Mp×p(R) and all matrices W ∈Mn×p(R).
A sufficient condition for a critical point U ∈ Stnp to be local minimum is that the above condition
is a strict inequality for all skew-symmetric matrices K ∈ Mp×p(R) and all matrices W ∈ Mn×p(R),
such that K and W are not simultaneously null matrices.
In what follows we study the particular Brockett cost function defined on St42 by A = diag (1, 2, 3, 4)
and N = diag (1, 2). We give the list of all critical points and we completely characterize them.
The cost function being quadratic it is invariant under the sign change of the vectors that give the
columns of the matrix U , but it is not invariant under the order of these column vectors. As shown
in [3], a matrix U ∈ St42 is a critical point of the Brockett cost function if and only if every column
vector of the matrix U is an eigenvector of the matrix A. Computing the eigenvalues of the Hessian
matrix using the formula (13), we obtain the following characterization of the critical points for the
above Brockett cost function:
• four global minima generated by [e2, e1] (i.e., [e2, e1], [−e2, e1], [e2,−e1], and [−e2,−e1]) with
the value of the cost function equals 4.
• eight saddle points generated by [e1, e2] and [e3, e1] with the value of the cost function equals 5.
• four saddle points generated by [e4, e1] with the value of the cost function equals 6.
• eight saddle points generated by [e1, e3] and [e3, e2] with the value of the cost function equals 7.
• eight saddle points generated by [e2, e3] and [e4, e2] with the value of the cost function equals 8.
• four saddle points generated by [e1, e4] with the value of the cost function equals 9.
• eight saddle points generated by [e2, e4] and [e4, e3] with the value of the cost function equals 10.
• four global maxima generated by [e3, e4] with the value of the cost function equals 11.
In [8] it is discussed a quadratic programing problem, which is equivalent with the following
optimization problem on the Stiefel manifold St32:
Minimize
U ∈ St32
vec(U)TC vec(U),
where C ∈M6×6(R). In the particular case when the matrix C can be written in the form C = C1⊗C2
with C1 ∈M2×2(R) and C2 ∈ M3×3(R), the cost function associated to the optimization problem has
the expression G˜(U) = tr(UTC2UC
T
1 ). Notice that this cost function is similar with the Brockett cost
function, if we drop the symmetry condition for the matrices A and N . The computations for the
first and second order optimality discussion can be carried out in an analogous manner as above.
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4.4 The Newton algorithm on Stiefel manifolds
We first recall the setting of the Newton method presented in [6]. The iterative scheme of Newton
algorithm on Riemannian manifolds is given by:
xk+1 = R˜xk(v˜xk),
where the sequence (xk)k∈N belongs to a smooth Riemannian submanifold (S,gind) embedded in a
larger manifold (M,g) (as in the general context presented in Section 2), G˜ : S→ R is a smooth cost
function, R˜ : TS→ S is a smooth retraction, and the tangent vector v˜xk ∈ TxkS is the solution of the
(contravariant) Newton equation
H
G˜(xk) · v˜xk = −∇gind G˜(xk). (14)
Using the link between the Hessian operatorHG˜ : TS→ TS and its associated symmetric bilinear form
Hess G˜ : TS× TS → R, the equation (14) can be written equivalently as the (covariant) Newton
equation:
Hess G˜(xk) · v˜xk = −dG˜(xk). (15)
In what follows, we customize the Embedded Newton Algorithm from [6] to the specific case of
orthogonal Stiefel manifolds.
Embedded Newton algorithm on Stiefel manifolds:
1. Consider a smooth prolongation G : Mn×p(R)→ R of the cost function G˜ : Stnp → R.
2. Compute the Lagrange multiplier functions:
σaa(U) =
〈
∂G
∂ua
(U),ua
〉
, σbc(U) =
1
2
(〈
∂G
∂uc
(U),ub
〉
+
〈
∂G
∂ub
(U),uc
〉)
,
where 1 ≤ a ≤ p, 1 ≤ b < c ≤ p. Form the symmetric matrix Σ(U).
3. Choose the retraction R : TUSt
n
p ⊂ TUMn×p(R)→ St
n
p ⊂Mn×p(R), RU (vU ) = qf(U +vU ),
where qf(A) denotes the Q factor of the decomposition of A ∈Mn×p(R) as A = QR, where
Q belongs to Stnp and R is an upper triangular n× p matrix with strictly positive diagonal
elements (see [1]).
4. Input U (0) ∈ Stnp and k = 0.
5. repeat
• Determine a set Ip(U (k)) containing the indexes of the rows that form a full rank submatrix
of U (k). Construct the basis BU(k) = B
′
U(k)
∪B
′′
U(k)
using the equations (6) and (7).
• Compute the coordinate functions:
g′ab(U
(k)) =(−1)a+b
(〈
∂G
∂ub
(U (k)),u(k)a
〉
−
〈
∂G
∂ua
(U (k)),u
(k)
b
〉)
, 1 ≤ a < b ≤ p
g′′ic(U
(k)) =
〈
∂G
∂uc
(U (k)), z
(k)
i
〉
, i ∈ {1, 2, ..., n} \ Ip(U
(k)), c ∈ {1, 2, ..., n},
where z
(k)
i is the vector formed with the i-th column of the matrix Z
(k) = In − U (k)U (k)
T
.
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• Compute the components of the Hessian matrix Hess G˜ of the cost function G˜ (using
formulas (10), (11), and (12)):
hα1β1,α2β2(U
(k)) =
(
HessG(U (k))− Σ(U (k))⊗ In
)(
∆′α1β1(U
(k)),∆′α2β2(U
(k))
)
hαβ,jd(U
(k)) = HessG(U (k))
(
∆′αβ(U
(k)),∆′′jd(U
(k))
)
hj1d1,j2d2(U
(k)) =
(
HessG(U (k))− Σ(U (k))⊗ In
)(
∆′′j1d1(U
(k)),∆′′j2d2(U
(k))
)
,
where α1, β1, α2, β2, α, β ∈ {1, 2, ..., p} with α1 < β1, α2 < β2, α < β, and j, j1, j2 ∈
{1, 2, ..., n} \ Ip(U (k)) and d, d1, d2 ∈ {1, 2, ..., p}.
• Solve the linear system (15) with the unknowns
(
..., vαβ , ..., vjd, ...
)
:[
hα1β1,α2β2(U
(k)) hα1β1,j2d2(U
(k))
hj1d1,α2β2(U
(k)) hj1d1,j2d2(U
(k))
]
·
[
vα2β2
vj2d2
]
= −
[
g′α1β1(U
(k))
g′′j1d1(U
(k))
]
.
• Construct the line search vector
vU(k) =
∑
1≤α<β≤p
vαβ∆′αβ(U
(k)) +
∑
j ∈ {1, 2, ..., n} \ Ip(U (k))
d ∈ {1, 2, ..., n}
vjd∆′′jd(U
(k)).
• Set U (k+1) = RU(k) (vU(k)) = qf
(
U (k) + vU(k)
)
.
until U (k+1) sufficiently minimizes G˜.
For particular cases of cost functions defined on Stiefel manifolds, using ingenious matrix repre-
sentations of the Hessian and the gradient vector field, in [14] and [2] are given explicit formulas to
solve the Newton equation.
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