Abstract-Solutions to nonlinear, nonconvex optimization problems can fail to satisfy the KKT optimality conditions even when they are optimal. This is due to the fact that unless constraint qualifications (CQ) are satisfied, Lagrange multipliers may fail to exist. Even if the KKT conditions are applicable, the multipliers may not be unique. These possibilities also affect AC optimal power flow (OPF) problems which are routinely solved in power systems planning, scheduling and operations. The complex structure -in particular the presence of the nonlinear power flow equations which naturally exhibit a structural degeneracy -make any attempt to establish CQs for the entire class of problems very challenging. In this paper, we resort to tools from differential topology to show that for AC OPF problems in various contexts the linear independence constraint qualification is satisfied almost certainly, thus effectively obviating the usual assumption on CQs. Consequently, for any local optimizer there generically exists a unique set of multipliers that satisfy the KKT conditions.
I. INTRODUCTION
T HE Karush-Kuhn-Tucker (KKT) conditions are the most widely used tool to study the optimality of a solution to a constrained optimization problem. They state that for every optimizer there exists a set of Lagrange multipliers that meet certain algebraic conditions. However, for an optimizer the KKT conditions and hence the existence of (unique) Lagrange multipliers hold only if the active constraints at that point are well-behaved. This quality is captured by constraint qualifications (CQ). Different CQs that imply the applicability of the KKT conditions have been studied [1] , [2] . For nonlinear, nonconvex problems CQs can be hard to verify a priori. Hence, CQs are often stated as technical assumptions, and their restrictiveness is rarely discussed.
In power systems, the question about the existence and uniqueness of Lagrange multipliers has mostly been ignored. This applies in particular to the extensive category of AC optimal power flow (OPF) problems [3] - [7] , i.e., the class of problems that incorporate nonlinear power flow (PF) equations as constraints, even though the KKT optimality conditions have always been an integral part in the study of AC OPF problems [8] - [11] . In particular, they are the cornerstone of different numerical methods such as primal-dual interior point and Newton SQP [12] - [18] . Furthermore, recent methods in distributed online optimization for power systems often require the communication of Lagrange multipliers [19] - [22] . applications where they correspond to price signals [23] , [24] . While the existence of Lagrange multipliers is sufficient for most optimization methods to converge, market applications in particular require uniqueness, since systematically ambiguous prices would raise doubts about the fairness of a pricing scheme.
All of these works assume the applicability of the KKT conditions either explicitly or implicitly, but do not address the restrictiveness of this assumption. An exception is [25] which studies critical cases for which OPF solvers can fail.
In this paper, we show that for prototypical AC OPF problems the linear independence CQ (LICQ) holds generically and unique Lagrange multipliers exist for all minima generically. For this, we employ a result based on Thom's Transversality Theorem from differential topology that has previously been established for more abstract optimization problems [26] . We elaborate a more accessible result and provide the necessary context for its immediate application in power systems optimization. Although there exist weaker CQs than LICQ and more general optimality conditions than KKT, our result shows that for practical purposes there is no need to resort to these more sophisticated tools.
The main result admits a probabilistic interpretation and hints at an important application of our result: If an AC OPF problem is randomly sampled from a suitably parametrized class of problems, then the claim that LICQ holds generically amounts to saying that LICQ holds with probability one. For this to hold, the type of parametrization needs to be of high enough dimension for Thom's theorem to be applicable. We will see that due to structural degeneracies in the AC power flow equations this is not automatically satisfied. However, for perturbations in loads and network parameters the result can be applied and unique Lagrange multipliers exist almost certainly. We believe that this insight is particularly important for mission-critical online power system applications that require strong a priori guarantees for AC OPF problems.
The rest of the paper is structured as follows: Section II reviews the KKT conditions and CQs, and it also establishes the requirements for genericity of CQs. Section III introduces a standard class of AC OPF problems and provides examples where CQs fail to hold. Section IV identifies classes of perturbations for AC OPF that guarantee genericity of LICQ.
II. PRELIMINARIES

A. Notation
By R n + we denote the non-negative orthant of R n and a ≤ b for a, b ∈ R n denotes a componentwise inequality. map f : R n → R m , the m × n-matrix ∇f (x) denotes the Jacobian of f at x and ∇ x f (x) denotes the submatrix of partial derivatives only with respect to the variable x . The rank of f at x is given by the rank of ∇f (x). If m = 1, we call ∇f the gradient of f . A map f : R n → R m is of class C r if it is r-times continuously differentiable on its domain.
B. Optimality Conditions
In what follows, we review CQs and optimality conditions for a nonlinear, nonconvex optimization problem of the form
where h : R n → R I , g : R n → R J and the cost function f : R n → R are continuously differentiable (i.e., C 1 ). Let J(x) := {j | g j (x) = 0} denote the set of active constraints at x ∈ R n and g J(x) (·) := [g j (·)] j∈J(x) the vector obtained from stacking all active inequality constraint functions at x.
Definition 1 (LICQ)
. Let x ∈ R n be a feasible point of (P). We say that the linear independence constraint qualification (LICQ) holds at x if
Let the Lagrangian of (P) be given as
for λ ∈ R I and µ ∈ R J + , then
With these notions we can recall a standard optimality condition for nonlinear optimization problems [27, 11.8] .
Theorem 1 (KKT; first-order necessary conditions). Let x ∈ R n solve (P), and assume that the LICQ holds at x. Then, there exist λ ∈ R I and µ ∈ R J + such that
Furthermore, λ ∈ R I and µ ∈ R J + are unique. Theorem 1 concisely describes stationarity (of the Lagrangian), (primal/dual) feasibility and complementary slackness which are often associated with the KKT conditions [1] .
Weaker constraint qualifications than the LICQ exist under which Theorem 1 holds [1] , [28] . However, the uniqueness of Lagrange multipliers is strongly related to the LICQ and does not in general hold under weaker CQs [2] , [29] .
Remark 1. For convex problems (1) in Theorem 1 is necessary and sufficient for global optimality [1] . For non-convex problems, second-order optimality conditions have to be taken into account to certify (local) optimality [27] . Also note that, in convex optimization Slater's condition is the most widelyused CQ rather than LICQ, as it guarantees strong duality but not necessarily uniqueness.
C. Genericity of LICQ
Recall that a subset S ⊂ R n has measure zero if for every > 0, S can be covered by a countable family of n-cubes, the sum of whose measures is less than . Informally, S has measure zero if its n-dimensional volume is zero. If a property holds everywhere except on a set of measure zero, we say that it holds generically or almost everywhere.
Consider a parametrized optimization problem of the form
where ξ ∈ Ξ is a problem parameter and Ξ is a nonempty, open subset of R k with non-zero measure. In this context, h : R n → R I and g : R n → R J are referred to as fixed constraints [26] . We define the fixed feasible set as
The functions h : R n × Ξ → R I and g : R n × Ξ → R J define variable constraints due to their dependence on ξ.
Assumption 1 (Fixed LICQ). Given (P ξ ), assume that for all x ∈ X the LICQ holds with respect to g and h, i.e.,
The following theorem states that all feasible points of (P ξ ) satisfy the LICQ for almost all values of ξ and x ∈ X as long as the parametrized constraints of (P ξ ) span a space of high enough dimension as function of ξ.
Theorem 2 (Genericity of LICQ). Consider the problem (P ξ ) with f, g, h, g and h of class C r for all x ∈ X and ξ ∈ Ξ with r > max(0, n − I − I) and let Assumption 1 be satisfied. If the map ξ → h(x, ξ), g(x, ξ) has rank I + J for every x ∈ X and every ξ ∈ Ξ, then the LICQ holds for almost every ξ ∈ Ξ and for every x that is feasible for (P ξ ).
From a geometric perspective, LICQ states that the faces, defined by the individual constraints that delimit the feasible set must not intersect tangentially at a given point. However, tangency is "fragile" in the sense that a small perturbation can eliminate it. Theorem 2 formalizes this idea.
Theorem 2 isolates a special case of [26, Prop 3.6 ] which considers a more abstract setting and a stronger notion of genericity. We provide a short self-contained proof in the appendix that captures the main feature of interest.
III. POWER SYSTEM MODEL
We now turn to the study of CQs for AC OPF. After introducing the standard AC PF equations, we give examples showing that LICQ does not necessarily hold for AC OPF.
Consider a power network consisting of N nodes and M lines. Each node k has an associated voltage
The set of nodes connected to k through a line are denoted by N(k). Each line between two nodes k and l is represented by a standard Π-model with a series admittance y kl = g kl + jb kl and a shunt admittance y
The AC power flow equations [3] can be written as
where (·) * denotes the complex conjugate, and we use
Note that F : R 4N → R 2N is smooth (i.e., C ∞ ) in x. Additional constraints are generally introduced to limit generation output and voltage magnitudes, enforce line limits, etc. These operational constraints can be formulated as
where h and g map R 4N to R I and R J respectively. When applying Theorem 2, these constraints will be the fixed constraints, i.e., not subject to perturbations. As such, g and h will need to satisfy Assumption 1, that is, the operational constraints in isolation satisfy the LICQ. This can often be easily checked, unlike for the full AC OPF problem.
Given any continuously differentiable cost function f : R 4N → R we define the AC OPF problem
We are interested in whether all (local) solutions to (OPF) satisfy the LICQ and consequently whether unique multipliers exist that satisfy the KKT conditions at each solution. We present two examples which show that the type of constraints encountered in AC OPF have the potential to produce degeneracies resulting from a breakdown of LICQ. Both examples have been designed to provide insight and be analytically tractable, rather than being realistic.
Example 1. We show that even in a simple economic dispatch problem, the multipliers associated with the power balance at a bus (also referred to as nodal price) can be ambiguous. Consider a 2-bus power system with a lossless line connecting buses 1 and 2 with unit susceptance y 12 = −1j. A generator is connected to bus 1. A flexible load is situated at bus 2 modeled as negative generation with constant power factor 
where, for simplicity, we have eliminated θ 1 = 0 and v 1 = 1 of the slack bus. Hence, the partial derivatives of the constraint functions with respect to p 1 , p 2 , q 1 , q 2 and v 2 are given by
Notice that for sin θ 2 = α cos θ 2 the matrix (6) does not have full rank because the second and the last three rows become linearly dependent. This holds in particular for the feasible operating point x given by
Note that the voltage constraint v 2 − v ≤ 0 is active. It follows that LICQ does not hold at x and strictly speaking Theorem 1 is not applicable. 1 Nevertheless, x minimizes the cost function
subject to F (x) = 0, h(x) = 0 and g(x) ≤ 0. The gradient of f at x is given by ∇f (x ) = α α 0 0 0 0 . Despite LICQ not holding, we may solve
with µ ≥ 0 which yields κ T λ µ = −α −α 0 0 0 0 + ζw with ζ ≥ 0, and w = 0 −α 0 1 −1 √ α 2 + 1 . We conclude that the multiplier for the power balance at bus 2, i.e., the negative nodal price, can take any value less than or equal to −α. Figure 1a illustrates the feasible set after eliminating q 2 . The upper voltage constraint is tangential to the nose curve [30] spanned by the PF equations which illustrates that LICQ does not hold. Example 2. We illustrate a case where Lagrange multipliers fail to exist altogether. Consider the same 2-bus power grid as in Example 1. The operational constraints are given by
1 However, weaker constraint qualifications than LICQ hold and the KKT conditions can be applied albeit without the uniqueness guarantee [1] .
where α, p L 2 and s are parameters. The function h describes a non-trivial load model with a fixed active load component p L 2 , an "exponential load" component [30] combined with a fixed power factor on the remaining load. The constraint g describes the limit on the apparent power consumed at bus 2.
Again, we set v 1 = 1 and θ 1 = 0. Further, we eliminate variables and constraints except v 2 and θ 2 .
2 Both variables are unconstrained except for the operational constraints
For parameter values α = ) the LICQ fails to hold. In addition, the curves cross over at (v 2 , θ 2 ). This implies that for an appropriate cost function f , no multipliers exist that satisfy (1) even if the cross-over point is a minimizer (v 2 , θ 2 ). Namely, if ∇f (v 2 , θ 2 ) does not lie in the space spanned by ∇h(v 2 , θ 2 ) and ∇g(v 2 , θ 2 ) the KKT condition (1) cannot be satisfied by any µ and λ. 
IV. PERTURBATION MODELS FOR AC OPF
We use Theorem 2 to show that the feasible set of AC OPF problems satisfy the LICQ almost certainly. For this, we introduce the notion of a perturbation model defined as a hypothetical parametrization of the AC OPF problem. In particular, we assume that the AC OPF problem is a generic instance of a parametrized class of problems. Consequently, if the perturbation model satisfies the requirements of Theorem 2, namely if rank of the power flow equations as a function of the perturbation is large enough, then LICQ is almost certainly satisfied at the solutions of AC OPF.
In the following, we show that plausible perturbation models are available for AC OPF. These models are realistic in the sense that they assume variations in problem parameters that are naturally fluctuating or uncertain such as loads or grid parameters. Consequently, the genericity of LICQ is guaranteed under conditions encountered when formulating an AC OPF problem from noisy measurements, e.g., in online applications. 2 Given v 2 , θ 2 , one can always compute p 1 , p 2 , q 1 , q 2 according to (3) .
A. Perturbation of fixed loads
We claim that by perturbing real and reactive loads at every node of a N -bus power system, we obtain an effective perturbation model. For this, define the parameter vector
where Ξ L is an open, nonempty set of load configurations. By defining h(x, ξ L ) = F (x) we turn the AC OPF problem (OPF) into a parametrized optimization problem of the form (P ξ ) with n = 4N , I = 2N , J = 0 and I, J given by the number of operational equality and inequality constraints. Proposition 1. Consider a parametrized AC OPF problem of the form P(ξ L ) with ξ L defined as in (7) and h(x, ξ L ) = 0 denoting the parametrized AC power flow equations. Further, assume that the operational constraints g and h are of class C r with r > 2N for all x ∈ X and that Assumption 1 holds. Then, for almost every load profile ξ L ∈ Ξ L the LICQ holds for every x that is feasible for P(ξ L ).
For practical purposes Proposition 1 implies that an AC OPF problem for which fixed loads at every bus are randomly sampled (from a continuous distribution) satisfy the LICQ everywhere with probability one. In Examples 1 and 2 this may be seen as a deformation of the curves h(x) = 0 in Figure 1 which eliminates the tangency between the constraints.
Proof. We apply Theorem 2 directly. The requirement on the differentiability only applies to g and h since h is smooth. The fact that n = 4N and I = 2N establishes the requirement that g and h have to be r-times continuously differentiable for all x ∈ X . Finally, rank
B. Perturbation of shunt admittances
Next we show that the perturbation of shunt admittances at every bus also guarantees the genericity of LICQ. For every node k in the power network define the lumped shunt admittance y
sh ki ∈ C and define the associated parameter vector
If ξ sh varies over an open, nonempty set Ξ sh , the AC OPF problem (OPF) is again a parametrized optimization problem of the the form (P ξ ) with n = 4N , I = 2N , J = 0 as before.
Proposition 2. Consider a parametrized AC OPF problem of the form (P ξ ) with ξ sh defined as in (8) and h(x, ξ sh ) = 0 denoting the parametrized AC power flow equations. Further, assume that the operational constraints g and h are of class C r with r > 2N for all x ∈ X and that Assumption 1 holds. Furthermore, assume that g and h are such that for every x ∈ X we have v k > 0 for all k = 1, . . . , n. Then, for almost every value of ξ ∈ Ξ the LICQ holds for every x that is feasible for (P ξ ).
Proof. As in the proof of Proposition 1, we apply Theorem 2. The crucial difference is that the derivative of h with respect to ξ sh is given by
where v 2 denotes the componentwise square of v. Therefore d h dξ (x, ξ sh ) depends on the fact that none of the components of v is zero in which case its rank is 2N as required.
In comparison to Proposition 1, the additional assumption that all voltage magnitudes have to be nonzero is easily assured if g incorporates lower voltage bounds. Note that Propositions 1 and 2 can be combined by requiring that at every node either a fixed load or a shunt is present.
C. Perturbation of line parameters
Finally, we ask whether in the absence of shunt admittances the perturbation of line parameters itself is enough to guarantee the genericity of LICQ. This is not the case. Namely, the following example reveals a structural degeneracy of the PF equations without shunt admittances which cannot be mitigated by perturbation of line parameters only. Example 3. Consider a network without shunt admittances, i.e., y sh kl = y sh k = 0 for all k, l ∈ N. Then, consider the noload configuration p L = q L = 0 of the power system with flat voltage profile ve jθ = 1 (the vector of all ones). It is well known that 1 is an eigenvector of Y . Therefore, perturbing the line admittances y kl does not change the operating point and the requirement for Theorem 2 is not satisfied.
V. CONCLUSION
We have discussed and illustrated that for AC OPF problems the failure to satisfy CQs, can lead to ill-defined Lagrange multipliers. However, we have shown that under the weak technical (and in practice often valid) assumption of a perturbation model, the LICQ holds generically at all solutions giving rise to a unique set of Lagrange multipliers. Thereby, we effectively eliminate the need for the boilerplate assumption that CQs always hold for AC OPF. This guarantee is in full effect when problem parameters such as loads are randomly sampled, e.g., for online applications that derive problem parameters from noisy measurements.
APPENDIX
We provide a condensed proof of Theorem 2 based on Thom's Transversality Theorem. The additional terms and definitions in this section are independent of the main body of the paper and follow [31] .
Definition 2. Let F , N be manifolds and M ⊂ N be a submanifold of N . A map Φ :
for all x such that Φ(x) ∈ M where DΦ denotes the differential of Φ.
In other words, the tangent space of N is spanned by the tangent space of M and the image of the tangent space of F . The following classical result can be found in [31] . Informally, Theorem 3 states that the manifold M and the image of Φ(·, ξ) are almost never tangent, i.e., they are transverse for almost all ξ ∈ Ξ. Theorem 2 is a generalization in so far as the feasible set of an optimization problem is delimited by multiple manifolds (i.e., faces) that must intersect transversely in order to satisfy LICQ.
To show Theorem 2, we first show that the set X described by the fixed constraints can indeed be partitioned into a finite number of faces defined by the active inequality constraints. We can then apply Theorem 3 to each face individually. Lemma 1. If (P ξ ) satisfies Assumption 1 and g, h are of class C r on X , then X can be partitioned into finitely many faces
where J ⊂ J := {1, . . . , J}. Further, for every J , the set X J is a C r submanifold of R n of dimension n − I − J where J := |J |.
Proof. Consider the open set (and hence open submanifold)
given by H := {x | g J\J (x) < 0}. By Assumption 1 the map x → (h(x), g J (x)) defined from H to R I × R J evaluates to zero and has rank I + J for all x ∈ X J . It follows from [31, Thm 3.2] that X J is a C r -submanifold of H (and by extension of R n ) of dimension n − (I + J ). Since J is finite, there are only finitely many faces.
Lemma 2. Let (P ξ ) satisfy Assumption 1 and g, h be of class C r on X where r > max{0, n − I − I}. Consider J ⊂ {1, . . . , J}, the associated face X J and the map Φ : X J × Ξ → R I × R J (x, ξ) → ( h(x, ξ), g(x, ξ)) .
If Φ(x, ·) has rank I + J for all x ∈ X and all ξ ∈ Ξ, then h, g J , h and g satisfy the LICQ for almost all ξ ∈ Ξ and all x ∈ X J .
