Abstract: Classifier chain (CC) is a multi-label learning approach that constructs a sequence of binary classifiers according to a label order. Each classifier in the sequence is responsible for predicting the relevance of one label. When training the classifier for a label, proceeding labels will be taken as extended features. If the extended features are highly correlated to the label, the performance will be improved, otherwise, the performance will not be influenced or even degraded. How to discover label correlation and determine the label order is critical for CC approach. This paper employs Bayesian network (BN) to model the label correlations and proposes a new BN-based CC method (BNCC). First, conditional entropy is used to describe the dependency relations among labels. Then, a BN is built up by taking nodes as labels and weights of edges as their dependency relations. A new scoring function is proposed to evaluate a BN structure, and a heuristic algorithm is introduced to optimize the BN. At last, by applying topological sorting on the nodes of the optimized BN, the label order for constructing CC model is derived. Experimental comparisons demonstrate the feasibility and effectiveness of the proposed method.
Introduction
Multi-label learning (MLL) deals with the problems in which an instance can be assigned to multiple classes simultaneously [38, 73] . Given a label set L = {l 1 , l 2 , . . . , l M }, traditional single-label learning (SLL) [55, 58] constructs a model that maps the instances from the feature space to the discrete label set, i.e., h : x → L, while MLL constructs a model that maps the instances from the feature space to the powerset of the label set, i.e., h : x → 2 L . In recent decades, MLL has been extensively studied and has been applied to a wide range of application domains like text classification [52, 65, 66, 71] , image recognition [3, 42, 48, 59, 74] , and music categorization [51] , etc.
A straightforward solution to MLL is the label powerset (LP) method. It transforms the original multi-label problem into a single-label problem by treating each element in 2 L as a single class. However, the complexity of LP method is extremely high since the number of classes grows exponentially with the increase of |L|. It is a big challenge to train effective MLL models with a reasonable time complexity. In general, three groups of approximate methods have been proposed, i.e., problem transformation methods (PTMs) [73] , ensemble methods (EMs) [39, 46] , and algorithm adaption methods (AAMs) [12, 13, 72] . Among them, PTMs are the most efficient by decomposing the multi-label problem into a set of smaller single-label problems in either binary or multi-class case. The most fundamental PTMs include binary relevance (BR) [3] and calibrated label ranking (CLR) [11] . BR trains a binary classifier for each label independently, while CLR trains a binary classifier for each pair of the labels. These two methods are easy to implement with a relatively low time complexity, but they ignore the mutual influences among labels [15, 69, 70] that may affect the final performance. For example, given a five-label image recognition problem with L = {Village, Rural, Paddy, High building, Technology}. There may exist certain relationships indicating that the decision of one label (denoted as l s ∈ L) has an influence on the decision of another label (denoted as l e ∈ L). If we treat each label as a node and use directed edges to link related nodes, e.g., l s → l e , then a directed network connecting all the labels can be constructed as shown in Fig. 1 . Discovering and incorporating such label correlations can help constructing a better MLL model. Usually, there are two kinds of relationships among labels, i.e., positive relationship and negative relationship. Positive relationship refers to the co-occurrence or co-disappearance of labels, as shown in Fig. 2(a) , when Rural appears in an image, Village or Paddy is also likely to appear; while negative relationship refers to the mutually exclusive relations of labels, as shown in Fig. 2(b) , when Rural appears, High building or Technology is unlikely to appear. Both positive and negative relationships are useful for modeling the label correlations.
Classifier chain (CC) is a PTM that tries to make use of the label correlations [44] . Similar to BR, CC constructs |L| binary classifiers and each classifier is responsible for predicting the relevance of one label. However, the classifiers are trained sequentially by following a pre-defined label order, and the input feature vector for one label is extended by the labels ordered before it. The key issue in CC approach is to find the optimal label order. If the predecessors of a label are highly correlated to it, then the extended features can help improve the performance of the corresponding classifier, otherwise not. Original CC approach determines the label order randomly, which has a risk of low performance and low robustness. Later, ensemble CC (ECC) was proposed [45] . It trains multiple CCs based on different random orders, and gets the final prediction by collective voting. ECC can reduce the risk of low performance, but the time complexity is high. Another scheme called double-Monte Carlo CC (M2CC) was proposed [43] , which models the dependencies of labels based on their co-occurrence. It finds the possible chain-sequences during training stage and determines the best chain by efficient inference through Monte Carlo optimization. Furthermore, group sensitive CC (GCC) was proposed [14] by considering local and positive label correlations. To assume that similar instances tend to have similar labels, GCC clusters the instances into groups. It builds a CC for each group and predicts an unseen instance by the CC trained on its nearest group. Moreover, enhanced CC with k-means clustering algorithm (km-CC) was proposed [67] . By employing k-means algorithm several times, correlations among labels are discovered and the order of classifiers is determined. It is noteworthy that the above-introduced methods can help improve the performance of CC approach, but the time complexity is usually high. Besides, most of them analyze label correlations based on co-occurrence, whereas the mutually exclusive relations are neglected. According to these disadvantage, a comprehensive model is desired for label correlation analysis Bayesian network (BN), known as a directed acyclic graph (DAG), is a probabilistic graphical model that learns the properties of a set of random variables and their conditional probability distributions [41] . BN has a wide range of applications such as data mining [40] , fault detection [1] , safety analysis [68] , agricultural research [10] , bioinformatics [37, 49] , and so on. In general, nodes in BN represent random variables, and edges connecting two nodes represent the relations between variables. If there is no edge connecting two nodes, then the two random variables are independent of each other. Conversely, if two nodes are connected by an edge, then the parent node (i.e., startpoint of the edge) and the child node (i.e., end-point of the edge) are causally or non-conditionally dependent, which will generate a conditional probability value. By imposing a BN constraint on the random order, an improved CC approach with tree-based structure was proposed [47] . Furthermore, BN-augmented naive Bayes classifiers are used as the base models for CC approach [54] . However, to the best of our knowledge, using BN model for comprehensive label correlation analysis has not been investigated yet, which will be the main focus of this paper. By further introducing a fast label ordering method, a new BN-based CC approach (BNCC) is proposed. The contributions of this paper are listed as follows:
• Conditional entropy is used to model the dependency degree of a label on other labels, which makes use of both positive relationship and negative relationship. A fully connected directed cyclic graph (DCG) is built up as the initial structure, where nodes represent labels and weights of edges indicate the dependency degrees among connected labels.
• An algorithm is proposed to refine a DCG into a DAG by breaking cycles iteratively, which guarantees to generate effective BN structure. We also propose to use topological sorting on the nodes of a DAG, in order to get efficacious label order from a BN structure.
• A new scoring function is proposed to evaluate the quality of BN, which includes the dependency degree calculated by conditional entropy and a complexity penalization term. Since learning the optimal BN is inference intractable, a heuristic algorithm is proposed to get approximate solutions based on the scoring function.
• We conduct extensive experimental comparisons between the proposed method and several state-of-the-art MLL approaches. Empirical studies show that the proposed method can generate effective CC model with a relatively low time complexity in both training and testing.
The remainder of this paper is organized as follows. In section 2, we introduce some background knowledge. In section 3, we present our proposed method. In section 4, extensive experimental comparisons are conducted to show the advantages of the proposed method. Finally, conclusions are given in section 5.
Background Knowledge
In this section, we will present some background knowledge on CC approach, label correlation, and BN model.
CC Approach
Suppose that X = R d is a d-dimensional instance space, L = {l 1 , . . . , l M } is a label set, and Y = {0, 1} M is a decision space with regard to L. We denote by D = {(x i , y i )} N i=1 as the training set with N instances, where x i = [x i1 , x i2 , . . . , x id ] ∈ X is the feature vector for the i-th instance and y i = [y i1 , y i2 , . . . , y iM ] ∈ Y is the label vector of x i . We have y ij = 1 if x i has the j-th label and y ij = 0 otherwise, where j = 1, 2, . . . , M . MLL aims to train a function h : X → Y from D, such that h can predict the label vector of unseen instancex, i.e.,ŷ = h(x).
CC approach decomposes the M -label problem into a chain of M binary problems. One classifier in the chain deals with a binary problem regarding a label in L. In the training phase, the binary classifiers are constructed following a pre-defined order, where the input feature vector for the current classifier is extended by the previous labels. In specific, CC approach firstly generates a new order of the labels by a permutation function τ , i.e.,
, and the first classifier is constructed as h 1 : R d → {0, 1}. Then, the training set for l τ (2) is extended as
, and the second classifier is constructed as h 2 : R d+1 → {0, 1}. Following this rule, the general form of the training set for l τ (j) is where Pre iτ (j) = [y iτ (1) , y iτ (2) , . . . , y iτ (j−1) ], and Pre iτ (1) = ∅. As a result, the j-th classifier is constructed as
where j = 1, 2, . . . , M .
In the testing phase, given an unseen instancex, the decision for
. Following this rule, the decision for l τ (j) is predicted asŷ
= ∅, and j = 1, 2, . . ., M . Table 1 In CC approach, if a label is strongly correlated to its predecessors, the extended feature dimensions can help improve the performance of the corresponding classifier, otherwise, the result will not be influenced or even degraded. That is, the performance highly relies on the label order τ . How to get the optimal τ is still an ongoing research topic.
Correlations Among Labels
Given a M -label problem with L = {l 1 , l 2 , . . . , l M }, we use l j to denote the name of the j-th label and y j ∈ {0, 1} to denote a specific value that l j can take. Considering any pair of distinct labels
, p l j (y j |y k ) and p l k (y k |y j ) for short. Then, the following remarks hold. 
Based on these remarks, the following definition is given.
Definition 1. (Label Independence) Given a pair of labels (l j , l k ) and their probability distributions, l j and l k are considered as independent if and only if they satisfy
for any y j , y k ∈ {0, 1}.
From Definition 1 and Remark 3, it is easy to know that if l j and l k are independent, the marginal probability equals to conditional probability, i.e., p l j (y j ) = p l j (y j |y k ) and p l k (y k ) = p l k (y k |y j ). Let us consider a specific example in Table 2 , where the probabilities are calculated from an artificial data set. We can obtain p(0, 0) = 0.4 and
. This inequality also holds for p(0, 1), p(1, 0), and p(1, 1). In this case, l 1 and l 2 are not independent, and this phenomenon exits in almost all multi-label data sets.
In classical correlation analysis, we know that if two variables are independent, then they are linearly uncorrelated. Conversely, if two variables are not independent, linear correlation may exist between them. However, in MLL, traditional linear correlation coefficient may not be a good measure due to the binary value configuration for each label. Designing a meaningful correlation model is a key issue in this work.
Moreover, most existing works for label correlation analysis only consider the co-occurrence of two labels. In this paper, we define the co-occurrence and co-disappearance of two labels, i.e., p(1, 1) and p(0, 0), as positive relationships, and the mutually exclusive relations, i.e., p(0, 1) and p(1, 0), as negative relationships, which will be utilized together to improve CC approach.
BN Model
BN is a probabilistic graphical model that captures the dependency relations among a set of variables by a DAG. A BN is denoted by B = (G, Θ), which consists of two components, i.e., G and Θ. The first component G = (V, E) is a DAG, where V is a set of nodes and E is a set of directed edges connecting the nodes. Usually, each node represents a random variable and each edge represents a directed dependency relation between two variables. The second component Θ is a set of parameters that measures the network, which is described by a set of conditional probabilities.
In this paper, we discuss BN under MLL scenario, thus nodes represent labels and edges reflect label correlations. According to the classical chain rule, a unique joint probability distribution over L is given by 
Considering the conditional probabilities in Eq. (2), we have the following definition.
Definition 2. (Conditional Independence) Let p be a joint probability distribution over the labels in L, and {l j , l k , l q } be a subset of L. If p(y j |y k , y q ) = p(y j |y q ) holds for all possible combinations of y j , y k , y q ∈ {0, 1}, then we say that l j and l k are conditionally independent given l q .
The conditional independence relation can be proved for the tail-to-tail case and head-to-tail case in BN. As show in Figures 3(a) and 3(b), l 2 and l 3 are conditionally independent given l 1 . By applying this rule, the number of parameters in Eq. (2) can be largely reduced. For example, the joint probability distribution in Figure 3 (c) can be simplified as
· · · p(y 7 |y 4 , y 5 , y 6 ).
As a result, BN defines a unique joint probability distribution over L, which can be generally expressed as
where θ means a specification of Θ, and Pa(y j ) denotes the set of parents of y j in G. BN can capture the complex correlations among multiple labels, thus, it is a promising technique to improve the performance of CC approach.
The Proposed BNCC Method
In this section, we will propose the BN model for label correlation analysis and the BNCC method for MLL. 
Modeling Label Correlations
In order to model the correlations among multiple labels, we first give an analysis on the uncertainty of a single label.
Definition 3.
(Uncertainty of a Label) Given a single label l j ∈ L, the uncertainty of its decision is defined by classical entropy:
As shown in Figure 4 , H(l j ) will attain its maximum when l j can be assigned to the positive and negative decisions with an equal probability, and will attain its minimum when l j can only be assigned to the positive or negative decision. Having this classical definition, we further consider l j under the condition of another label l k , and raise a question that when the decision of l k is given, what is the uncertainty of deciding l j ? In order to answer this question, the following definition is given.
Definition 4. (Conditional Uncertainty of a Label Under Another Label) Given a pair of labels
, the uncertainty of l j under the condition of l k , denoted as H(l j |l k ), is defined by conditional entropy:
It is easy to prove that the conditional entropy H(l j |l k ) in Definition 4 has the following properties:
• H(l j |l k ) ∈ [0, 1] reflects the amount of information that l k carries about l j , i.e., the larger value of H(l j |l k ), the less information l k carries about l j , and vice versa;
• H(l j |l k ) attains its minimum 0 if and only if the value of l j can be completely predicted by the value of l k ;
• H(l j |l k ) attains its maximum 1 when the value of l k has no help in deciding the value of l j ;
• H(l j |l k ) = H(l k |l j ), which means that conditional entropy has the property of asymmetry, i.e., the uncertainty of deciding l j when given l k is different from the uncertainty of deciding l k when given l j .
Having the above analyses, we know that H(l j |l k ) could be treated as the level of difficulty in deciding l j based on l k , which also reflects the independence degree of l j on l k . Definition 5. (Dependence Degree) Given a pair of labels l j , l k ∈ L (l j = l k ), the dependence degree of l j on l k (also called the influence degree of l k on l j ), denoted by I(l k → l j ), is defined as:
Definition 5 provides a way to evaluate the informativeness of a directed edge in a graph, which can help construct an initial structure for BN. Furthermore, both positive relationships, i.e., p(1, 1) and p(0, 0), and negative relationships, i.e., p(1, 0) and p(0, 1), are included in Eq. (6). Thus, it has taken into account all the possible relations between two labels.
The conditional uncertainty of a label can be further extended by revising the condition from a single label l k to a label subset L * ⊂ L. Then, the following definition is given.
Definition 6. (Conditional Uncertainty of a Label Under a Label
∈ L * , the uncertainty of l j under the condition of L * , denoted by H(l j |L * ), is defined as:
where L * represents a possible value configuration for the labels in L * .
Similarly, the dependence degree of l j on L * (also called the influence degree of L * on l j ), denoted by I(L * → l j ), is defined as:
Designing Scoring Function for BN
Having the definitions mentioned above, a fully connected DCG can be build up by linking each pair of labels in two-way, denoted as G • = (V, E • ). There will be two links between every pair of labels l j and l k , i.e., l j → l k and l k → l j . We know that I(l k → l j ) is the weight of link l k → l j , which represents the dependence degree of l j on l k , and I(l j → l k ) is the weight of link l j → l k , which represents the dependence degree of l k on l j . Thus, there will be 2 × C 2 M edges with many directed cycles in G • , which is a complex structure to be optimized. The following two issues need to be resolved:
1. given a DCG, how to simplify it into an effective BN structure without cycles; 2. how to define a scoring function to evaluate a BN structure.
Dependence degree between any pair of labels, denoted as I . Output: Refined DAG, i.e., G = (V, E).
Find a circle in G, denoted as Cyc; 4 Let E * contain all the edges in Cyc, i.e., E * = {e|e ∈ Cyc}; 5 Find the edge in E * with minimum dependence degree e * = argmin e∈E * I(e start → e end ); 6 Delete e * from G;
In order to handle the first issue, we refine a DCG into a DAG by breaking cycles iteratively. As we know, larger value of I(l k → l j ) represents stronger dependence of l j on l k . Thus, we iteratively break a cycle through removing the edge with the lowest dependence degree in the cycle, until a DAG is obtained. The detailed steps are described in Algorithm 1.
As for the second issue, the most well-known scoring function for BN is the Bayesian information criterion (BIC), i.e.,
In Eq. (10), the first term is the log-likelihood of graph G with respect to the training set D, which reflects the fitting degree between G and the data. In this paper, since the purpose is to model the correlations among multiple labels through BN, we re-define L D (G) by using the dependence degree proposed in section 3.1. Finally, L D (G) can be written as the sum of the scores for each label l j , i.e.,
where Q j represents the number of possible value configurations for Pa(l j ), and Pa q (l j ) represents the q-th configuration. Furthermore, given data set D, the probability can be calculated by frequency, thus we have Algorithm 2: Topological Sorting for Nodes in a DAG Input:
Calculate the in-degree of l in G, denoted as in(l);
Select a node from V * with in(l) = 0, denoted as l * ;
for each node l pointed to by l * do
where N jq indicates the number of instances in D with the q-th configuration for Pa(l j ), and N
indicates the number of instances in D with l j = y j given the q-th configuration for Pa(l j ). In Eq. (10), the second term is a complexity penalization factor, which prevents over-fitting between G and the training data. It can be denoted by the number of independent parameters in the structure, i.e., Dim G = M j=1 Q j . Finally, the scoring function becomes
Learning the Optimal BN Structure
In order to learn the optimal BN based on a given data set, all possible structures can be considered as a domain, and the scoring function is used to measure the quality of a structure in the domain. Finding the best BN structure is equivalent to find the maximum value of the scoring function. However, the number of candidate structures is huge, it is impossible to traverse all of them. Since the scoring function can be decomposed with regard to different labels l j (j = 1, . . . , M ), we can find the optimal parent set for each individual label separately. In this case, an initial label order should be determined, such that the labels can be optimized one-by-one. Topological sorting [16] gives a good solution for ordering the nodes in a DAG, which is presented in Algorithm 2.
Having the label order derived from Algorithm 2, the optimal parent set can be discovered for each label separately. In [9] and [2] , two algorithms called K2 and K3 were developed for this purpose, they begin with an empty parent set for each label and add new members to the set based on a greedy strategy. In this paper, we propose a similar strategy by applying the newly proposed scoring function.
Due to the decomposition characteristic of the scoring function, the optimal graph can be constructed by building and merging the optimal sub-graphs for individual labels. Let G l|Pa(l) be the sub-graph that is only composed of l and Pa(l), and assume that an initial label order α : l α(1) , l α(2) , . . . , l α(M ) is produced by Algorithm 2. Then, the details for optimal parent set determination are described in Algorithm 3. Several key points are highlighted as follows.
• For l α(j) , j = 1, 2, . . . , M , the parent set Pa(l α(j) ) is initialized as ∅ and the candidate set Pred j is initialized as L \ l α(j) . The candidate in Pred j that can maximize the gain of score for G l α(j) |Pa(l α(j) ) will be added to Pa(l α(j) ) iteratively.
• Structural anomalies may appear in the learned graph, i.e., one node may have too many child nodes, causing the structure to be over-wide and obstructing the graph from including more meaningful edges. As shown in Figure 5 , structure 2 is more ideal than structure 1 since structure 2 captures more diverse relationships. In this case, we control the number of child nodes by setting a threshold.
• It is known from literature that in the optimal BN, each label has at most log N parents. Thus, we terminate the selection process for l α(j) when |Pa(l α(j) )| > log N .
Algorithm 3: Learning the Optimal Parent Set For Each Node
Input:
and label set L = {l1, l2, . . . , lM }; Initial label order α : l α(1) , l α(2) , . . . , l α(M ) ; Threshold n for maximum number of child nodes. Output: Graph G 
It is noteworthy that the graph produced by Algorithm 3 may have cycles. Since the value of dependence degree is non-negative, and the larger the dependence degree of a label on its parents, the larger the score will be, i.e., 
in this case, Algorithm 1 can be used again to refine the newly constructed DCG into an effective BN, and the final label order is obtained by applying Algorithm 2 on the BN.
Constructing CC Model
In this section, we summarize the process of building the CC model by learning the optimal BN. First, the dependence degree between any pair of labels is computed based on Definition 5, and a fully connected DCG G • is constructed. Then, by breaking cycles in G • , an initial DAG G is produced and an initial label order is obtained by applying topological sorting on the nodes of G. The optimal parent set for each label is learned following the initial order, and the learned sub-graphs for different labels are merged to be a new DCG G • new . Afterwards, the same process for breaking cycles is performed on G • new , and a new DAG G new is produced. The final label order is obtained by applying topological sorting on the nodes of G new . The entire procedure for building the CC model is summarized in Algorithm 4.
Algorithm 4: Constructing the BN-based CC Model
and label set L = {l1, l2, . . . , lM }; Threshold n for maximum number of child nodes. Output: CC model h1, h2, . . . , hM . 1 Calculate the dependence degree in two-way between any pair of labels based on Eq. (7), denoted as I; 2 Build up a fully connected DCG with all labels, i.e., G
• ;
3 Call Algorithm 1 on G • and I to get initial DAG G;
4 Call Algorithm 2 on G to get the initial label order α : l α(1) , l α(2) , . . . , l α(M ) ; 5 Call Algorithm 3 on D, α and n to learn the new graph G
• new with optimized parent label set for each label; 6 Call Algorithm 1 on G
• new and I to get optimized DAG Gnew; 7 Call Algorithm 2 on Gnew to get the final label order τ : l τ (1) , l τ (2) , . . . , l τ (M ) ; 8 Train the CC model h1, h2, . . . , hM based on D and τ ; 9 return CC model h1, h2, . . . , hM .
Complexity Analysis
It is easy to analyze that in Algorithm 1, breaking a cycle Cyc has the linear complexity of O(|Cyc|), where |Cyc| is the number of edges in Cyc, and in Algorithm 2, the topological sorting on M nodes has the maximum complexity of O(M 2 ). As for Algorithm 3, the optimal parent set determination process is performed regarding each label separately. For each label, the main time cost focuses on the while loop, i.e., steps 11∼21. It is noteworthy that computing the scoring function, i.e., Equation (13) , has the complexity of O(M Q + M ), where M is the number of labels and Q is the number of possible value configurations for the parents of a label. Let u = M Q + M be a unit time cost, thus, during each while loop, computing the scoring function for all candidate parent nodes of l α(j) has the complexity of O(|Pred j |u), and selecting the best candidate has the complexity of O(|Pred j |), where Pred j contains all the remained candidates in the current iteration. The initial size of Pred j is M − 1 and it is reduced by one during each iteration. Since there are log N iterations at most, the while loop for each label has the maximum complexity of O(M u + (M − 1)u + . . . + (M − log N + 1)u).
Empirical Studies
In this section, we conduct extensive experiments to show the effectiveness and efficiency of the proposed method.
Methods and Data Sets for Performance Comparison
Five state-of-the-art MLL methods, as well as the proposed approach, are listed in this section for performance comparison.
Binary Relevance (BR) BR is a baseline method that decomposes the multi-label problem into multiple independent binary problems and each binary problem corresponds to a single label [50] .
Calibrated Label Ranking (CLR) CLR transforms the multi-label problem into a label ranking problem by building a binary classifier for each pair of labels [11] .
Classifier Chain (CC) Traditional CC approach transforms the multi-label problem into a chain of binary problems based on a randomly generated label order [44] .
Group sensitive Classifier Chain (GCC)
The basic idea of GCC is to cluster the training instances into m different groups and learn the label correlation locally for each group to build a classifier chain [14] . The best parameter reported in the literature m = 5 is adopted.
Ensemble Classifier Chains (ECC)
This method trains multiple CCs based on different random orders, and gets the final prediction by collective voting [45] . We set the number of CCs as 10 for the smaller data sets and set the number of CCs as 5 for the larger data sets.
Bayesian Network based Classifier Chain (BNCC)
The proposed approach is realized.
Eighteen data sets are selected for performance comparison. These data sets are collected from multiple sources including Mulan 1 , Lamda 2 , and Yahoo 3 , which cover a wide range of application domains such as image recognition, music retrieval, text classification, and bio-informatics, etc. The details of the selected data sets are listed in Table 3 . Note: Card represents label cardinality, i.e., the average number of positive labels associated with the samples; and AvgIR measures the average degree of imbalance of all labels, the greater avgIR, the greater the imbalance of the data set.
Evaluation Metrics
As observed from the last two columns of Table 3 , multi-label data sets are usually imbalanced, i.e., the number of negative instances is much larger than the number of positive instances for each label. Usually, the purpose of MLL is to correctly identify the positive labels for unseen instances, thus, traditional measures like testing accuracy might be ineffective. In this paper, we utilize four metrics as follows.
Hamming Loss (HammingLoss)
HammingLoss is an instance-based metric that evaluates how many times the instance-label pairs are misclassified, i.e.,
where · returns 1 or 0 if the internal condition holds or not, M is the number of labels, N is the number of instances, y i andŷ i are the ground-truth label vector and the predicted label vector for the i-th instance. HammingLoss treats the positive and negative labels as equally important. As mentioned above, due to the imbalance nature, it is highly biased by the results on the negative labels, thus is not a good measure for MLL.
Instance-based F-score (Fscore)
Fscore is also an instance-based metric that computes a harmonic mean between precision and recall for each instance, i.e.,
where
ŷ ij = are respectively the ratios of correctly predicted positive labels in the real positive set and in the set that has been predicted as positive for the i-th instance. Since this metric focuses on the correctly predicted positive labels for each instance, it is much more rational than HammingLoss.
Label-based Macro F-score (MacF)
MacF is a label-based metric that evaluates the macro average of precision and recall regarding different labels, i.e.,
where TP j , FP j , and FN j are the numbers of true positives, false positives, and false negatives regarding the j-th label. It focuses on the correct positive predictions regarding each label, thus it is a rational measure for MLL.
Label-based Micro F-score (MicF)
MicF is also a label-based metric, which is a revised version of MacF, i.e.,
where TP j , FP j , and FN j are same as in Eq. (17) . MicF also focuses on the correct positive predictions, thus it is a rational measure for MLL. Obviously, smaller value of HammingLoss and larger values of the three F-scores represent better performance of the model.
Experimental Setup
The base classifiers in all the compared methods are binary, thus support vector machine (SVM) [53, 56, 57] is used consistently, since it has been verified to be ideal binary model in many applications. Furthermore, non-linear SVM is realized by applying RBF kernel K(x,
Since the performance of SVM is largely influenced by the model parameters, i.e., slack variable C and kernel parameter σ, we first make an investigation on a small data set Emotions. We investigate the influences of C and σ on the performance of BNCC by tuning C from [2 −3 , 2 −2 , . . . , 2 9 , 2 10 ] and σ from [2 −3 , 2 −2 , . . . , 2 8 , 2 9 ], where the result is demonstrated in Figure 6 . It can be observed that the four metrics are very sensitive to σ while are relatively stable regarding C, and this observation can also be found for the other methods. Usually, a larger value of C can help improve the performance but will increase the execution time. Thus, in order to reduce validation time, we fix C = 100 and tune parameter σ for each data set. We conduct 10-fold cross-validation on the training set by tuning σ = [2 −3 , 2 −2 , . . . , 2 8 , 2 9 ], and the value that achieves the best validation performance is selected.
To avoid random effect and get comprehensive results, we perform 10-fold cross-validation with the selected parameter on the entire data set. This process is repeated for 10 times. Finally, the average result and standard deviation are reported. The experiments are conducted under MATLAB R2017b with the libsvm toolbox, which are executed on a computer with an Intel(R) Xeon(R) E5-2690 v3@2.60-GHz Core 2 Duo CPU, a 256-GB memory, and 64-bit Windows server system. Table 4 reports the experimental results of the compared methods on the selected data sets in terms of the four evaluation metrics, where the best result for each data set is marked in bold. Basically, we have the following observations.
Result Analysis
• All the methods have achieved low HammingLoss on most selected data sets, where BNCC and ECC are the best performing ones. However, as defined in Eq. (15), HammingLoss computes the ratio of the correctly identified instance-label pairs without distinguishing whether they are positive or negative, which means that the low HammingLoss might be induced by high recognition rate on negative labels regarding each instance, which are not important in MLL. In this case, HammingLoss is less valuable compared with the other three metrics. Thus, we put our focus on Fscore, MacF, and MicF.
• The proposed BNCC has obtained satisfactory performance in most cases. It has achieved the best performance on most of the selected data sets regarding Fscore and MicF, and half of the selected data sets regarding MacF. The success of BNCC is due to the employment of BN, which makes fully use of the information in training data by Bayesian statistics and provides valuable information on how labels are correlated with each other in the whole system. Furthermore, we have taken into account both positive relationships and negative relationships in correlation analysis. If a label is positively or negatively correlated to another label, we can encourage its prediction result to be more similar or dissimilar to that of the other label.
• Among the six compared methods, BR is a first-order strategy that learns each label independently; CLR is a second-order strategy that considers the pairwise correlations between two labels; CC, GCC, ECC, and BNCC are high-order strategies that explore the complex correlations among multiple labels. It can be observed that the proposed BNCC can overall outperform the basic BR and CLR. However, there are exceptions like Mediamill, i.e., BR Note: For each data set, the best performance is in bold face, and represents that the performance of BNCC is better than the original CC method.
presents very competitive performance regarding Fscore and MicF. We speculate that this is because the labels in such data sets possess very weak correlation.
• It is investigated that GCC has obtained better results on few data sets than BNCC. This may due to the fact that such data sets have strong local correlations, and capturing correlations locally is more effective than exploring them in a global system. Moreover, ECC has also obtained better results on few data sets than BNCC, this is because ECC applies the ensemble mechanism, which overcomes the default of the random mechanism and largely improves the robustness and stability of traditional CC.
In summary, the proposed BNCC is competitive compared with the other MLL methods regarding Fscore, MacF, and MicF. Table 5 reports the average training time and testing time of the six methods. It is investigated that regarding the training complexity, BR is the fastest method, GCC and ECC are very time-consuming, while CLR, CC, and the proposed BNCC are at an intermediate level. The high complexity of GCC probably arises from the additional clustering process, and the high complexity of ECC comes from the training process of the multiple CCs. Regarding the testing complexity, the most time-consuming methods are CLR and ECC, while the other four methods are much more efficient. In summary, we can get the conclusion that the proposed BNCC can achieve satisfactory performance in a relatively low time complexity in both training and testing. Finally, we make some statistical tests on the results listed in Table 4 . Paired Wilcoxon's signed rank tests are performed, where the p-values are reported in Table 6 . It is a famous nonparametric statistical hypothesis test for assessing that whether there exists statistical difference between the results of two methods. If the p-value between two methods is smaller than the significance level α, the two compared methods are regarded as statistically different, otherwise not. It can be seen that regarding Fscore and MicF, BNCC is statistically different from all of the other methods. However, regarding MacF, BNCC is not significantly better than ECC. According to Table 5 , we know that either the training and testing of ECC is much more expensive than BNCC, thus we can get the conclusion that BNCC is a competitive method compared with ECC with a much higher efficiency.
Conclusions
This paper proposes a BNCC method by discovering and incorporating the correlations among labels. It employs conditional entropy to evaluate the uncertainty of deciding a label under the condition of other labels, such that the directed dependencies among labels can be modelled. By defining a new scoring function, a heuristic algorithm is proposed to learn the BN structure, and topological sorting is utilized to determine the final label order. Empirical studies show that the proposed BNCC method has achieved competitive performance compared with several state-ofthe-art MLL approaches. Especially, it has improved the performance of traditional CC approach without increasing the time complexity in both training and testing. Future research regarding this topic may include the following directions: 1) in this paper, we only realize the BNCC method on SVM classifiers, it will be interesting to discuss the effectiveness of the method with regard to different base models; 2) other scoring functions for BN can be designed, which will lead to new evaluation measures and heuristic algorithms; 3) the label correlation analysis in this paper can be further applied to other MLL methods rather than CC approach; 4) given the multi-objective characteristics of the machine learning problem itself, it should be interesting to explore a multiobjective formulation of BNCC method. Current advancements in the evolutionary multi-objective optimization are worthwhile to be considered [4-8, 17-36, 60-64] 
