In this paper, we derive the general expression of the r−th power for some n-square complex tridiagonal matrices. Additionally, we obtain the complex factorizations of Fibonacci polynomials.
Introduction
Elouafi and Hadj [1] offered tridiagonal matrix powers and inverse. Gutiérrez [2, 3] obtained a general expression for the entries of the q−th power (q ∈ N) of the n × n complex tridiagonal matrix tridiag n (a 1 , a 0 , a −1 ) for all n ∈ N and 2 (q − 1) ≤ n. Rimas [4] [5] [6] [7] [8] enquired the arbitrary positive integer powers for some tridiagonal matrices.Öteleş and Akbulak [9, 10] where b = 0 and a, b ∈ C. In this paper, we obtained eigenvalues and eigenvectors of an n−square complex tridiagonal matrices in (1) and (2) .
We derive expression of the r−th power (r ∈ N) a matrix applying the wellknown expression G r = SJ r S −1 [13] , where J is the Jordan's form of the matrix G and S is the transforming matrix of G. We need the eigenvalues and eigenvectors of the matrices A and A † , respectively, to calculate transforming matrices.
Let Q be the following n × n tridiagonal matrix
The eigenvalues of Q is
The Chebyshev polynomials of the first kind T n (x) and second kind U n (x) are defined as [14] T n (x) = cos (n arccos x) ,
and
All roots of the polynomial U n (x) are included in the interval [−1, 1] and can be found using the relation
2 Eigenvalues and eigenvectors of A and A † Theorem 1 Let A be as in (1) . Then the eigenvalues and eigenvectors of the matrix A are
and T k (x) is Chebyshev polynomial of the first kind.
Proof. Let B be as in the following n × n tridiagonal matrix
Then the characteristic polynomials of B are
where
with initial conditions ∆ 0 (α) = 1,
Chebyshev polynomial of the second kind. So the equality in (10) written as
Then the eigenvalues of A are
Components eigenvectors of the matrix A are the solutions of the following homogeneous linear equations system
where λ k is the k−th eigenvalue of the matrix A (k = 1, 2, . . . , n). The following equations system (12) written, we possess
. . .
Dividing all terms of the each equation in system (13) by b = 0, substituting
Since rank of the system is n − 1; choosing x 1 = 1 and solving the set of the system (13) as regards x 1 ,
Theorem 2 Let A † be as in (2) . Then the eigenvalues and eigenvectors of the matrix A † are
here
Let Q † be the following n × n tridiagonal matrix
The eigenvalues of Q † are defined by the roots of the characteristic equation
here θ ∈ R. Then
Let us prove by (20) the inductive method. For the basis step, we possess
We suppose
The well known recurrence relations is
(21)
if n is a positive even integer, since h n,n = θ, h n−1,n = 1 and h n,n−1 = 1,
and since h n,n = θ, h n−1,n = 1, h n,n−1 = 1, ∆ n−1 (θ) = κ and ∆ n (θ) = ̺,
Then the eigenvalues of the matrix Q † are
The proof can be done easily for the matrix A † similar to Theorem 1.
The integer powers of the matrices A and A †
Consider the relations A = KJK −1 and A † = T J † T −1 ,where J is the Jordan ′ s forms of the matrix A, K is transforming matrix and J † is the Jordan ′ s forms of the matrix A † , T is transforming matrix. Since all the eigenvalues of A and A † are simple, columns of the transforming matrices K and T are the eigenvectors of the matrices A and A † , respectively [13] . Also all eigenvalues λ k and λ † k corresponds single Jordan cells J i ( λ k ) and J † i ( λ † k ) in the matrix J and J † , respectively. Then, we write down the Jordan ′ s forms of the matrices A and
From (8) and (15), we can write the transforming matrices K and T as
.
Considering (24) and (25), we write down the transforming matrices K and T , respectively,
Denoting jth column of the matrix K −1 by τ j and implementing the necessary transformations, we have
where i = 1, 2, . . . , n − 1; j = 1, 2, . . . , n and
for i = n; j = 1, 2, . . . , n. Firstly, we assumme that n is positive odd integer (n = 2p + 1, p ∈ N). Denoting jth column of the inverse matrix T −1 by σ j and implementing necessary transformations, we have
here s ∈ N (n = 2p + 1, p ∈ N). Hence
where i = 1, 2, . . . , n; j = 1, 2, . . . , n. Secondly we assume that n is positive even integer (n = 2p, p ∈ N) [8] .
Denoting jth column of the inverse matrix T −1 by σ j and implementing necessary transformations, we obtain
where s ∈ Z (n = 2p, p ∈ N). So
where i = 1, 2, . . . , n; j = 1, 2, . . . , n.
Numerical examples
Example 3 If s = 3 and n = 3. Then
We have
Example 4 s = −3, n = 4, a = 1 and b = 2. Then, we get hereĎ n = det(tridiag n (i, x, i)). Since det(tridiag n (i, x, i)) = F n+1 (x),
we have det(A) = x 2 F n−1 (x) + 4xF n−2 (x) + 4F n−3 (x) = x 2 (xF n−2 (x) + F n−3 (x)) + 4xF n−2 (x) + 4F n−3 (x) = (x 2 + 4)(xF n−2 (x) + F n−3 (x)) = (x 2 + 4)F n−1 (x).
So that, the proof is completed.
Corollary 9
Let the matrix A be as in (1) 
By considering (31) and Theorem 8, the complex factorization of generalized Fibonacci-Pell numbers is achieved.
