Flow diverters stents (FDS) are a family of stents commonly used by clinicians to treat cerebral aneurysms. The purpose of a FDS is to modify the blood flow within the aneurysmal cavity and induce thrombosis and tissue remodeling. To predict the success of a given FDS in a patient specific situation, or to design more effective FDS, numerical simulations are a promising approach. Unfortunately, a flow simulation in which the details of the FDS are fully resolved requires a high spatial and temporal, and thus large computational time. Coarse grained approaches have been proposed in the literature, assuming that a FDS can be described as a porous media, obeying Darcy's law. However, FDS are not 3D porous media and a solution based on the so-called screen models is more adapted. In this paper we develop a new screenbased model to represent FDS at a coarse scale, with local porosity. It is shown to accurately predicts the flow in patient specific stented aneurysms geometries, while reducing the simulation by one order of magnitude or more. Our approach could be integrated to medical imaging devices to provide clinicians with a rapid and reliable estimate of the efficiency of the FDS which they plan to implement in a patient.
Introduction
An aneurysm is a weak spot on a blood vessel wall that causes a balloon-like bulging. Aneurysms tend to increase in size, and can be at risk of rupturing, leading to internal bleeding, with severe consequences [1, 2] . In particular, rupture of intracranial aneurysms is an event with a high mortality rate, and about one third of the survivors suffer from permanent neurological or cognitive deficits [3] . Surgical clipping and coil embolization are the most common methods of treatment [4] , but endovascular approaches are increasingly adopted, as they are less invasive compared to open surgery [3] . Platinum coil which is delivered through a microcatheter into the aneurysm has been widely used for the treatment of aneurysms. Smaller aneurysms are successfully treated by coils, but large and complex aneurysms are more difficult to treat [5] . Flow diverter stents (FDS) provide a new method for complex shaped and large aneurysms. They have a relatively low porosity and are therefore able to reduce the flow in the aneurysm with respect to that of the artery. This has the effect to induce a thrombus capable of stabilizing the aneurysm in a definitive manner [6] . Flow diverters are braided or laser-cut by very thin wires (10-50 m), very small pores (∼100 m) and a single or a multi-layer structure [7] .
Computational fluid dynamics (CFD) has shown to be a reliable tool to study the effect of a given flow-diverting stent on the flow inside an aneurysm. Among the abundant literature on this topic, some studies have been published which focus on computergenerated aneurysm with an idealized shape [8, 9] . To achieve more reliable results using actual patient data, other authors [10, 3] use 3D rotational angiography techniques to construct patient-specific geometries of blood vessels with cerebral aneurysms, which are then used as an input for CFD simulations. Appanaboyina et al. [10] propose an unstructured embedded grid approach to deal with the complex shape of blood vessels flow diverters. Janiga [3] introduces a new method that combines 3D CFD-based optimization with a realistic deployment of a virtual flow diverting stent for a patient-specific aneurysm.
In most of the CFD studies mentioned above, flow diverting stents are fully resolved, resulting in long computational times, due to the large difference in scale between the stent strut on one side, and the blood vessels and the aneurysm on the other side. As a response to this problem, Augsburger [7] proposes an alternative strategy which models a FDS as a statistically isotropic porous media. This model is however relatively simplistic, as it only considers one type of design. In this way, it fails to account for the general important geometrical properties, such as the porosity, the diameter of the stent struts, or to model local deformations of the stent caused by the deployment procedure. Zhang et al. [5] extend the porous media model by adding a centrifugal force term, but they use the same model parameters as [7] , and are subject to the same limitations as the latter. As a generalization of the porous-media approach of [7] and [5] , Raschi [11] proposes and evaluates a method which fully considers the geometrical parameters of the stent, and test the proposed model with the help of several patient-specific arteries with aneurysms. However, Raschi's model is still statistically isotropic and assumes that the porosity is a uniform, global parameter. In a previous publication [12] , the present authors have demonstrated with the help of 2D simulations that the assumption of statistical isotropy does not hold, as the tangential drag force obeys a different law from the normal one. The publication [12] consequently proposes a new model for the macroscopic modeling of flow diverting stents, based on so-called screen models approach, which we refer here as screen-based flow diverter model, or SFDM. In the SFDM approach, the flow diverter is explicitly modeled as a thin porous surface, and its effect on the flow is treated differently in the normal and tangential directions. In-depth 2D validations of the SFDM are reported in [13] .
In this work, we take the SFDM proposed in [12] , which has been derived using 2D simulation data, and adjust it to 3D simulations. It is then validated using geometry data from actual patients. Like in 2D, the SFDM proposes a local force term, which is computed from the local flow velocity and applied to the fluid in the vicinity of the stent surface. Additionally to the equation relating flow variables to the force term, the present article provides the details of the technical procedure required to deploy the model, starting with a given artery/aneurysm geometry and geometry of the deployed stent. These details include the computation of the 3D hull of the stent, the computation of the local stent porosity, and the algorithm for the distribution of the force term to fluid nodes in the vicinity of the stent hull, and they aim to guarantee the reproducibility of the presented simulations by the reader.
Stent model
In this section, we first remind the reader of the 2D SFDM presented in [12] . Extensions are then proposed to solve the 3D case, and the new model is validated on simple situations.
The flow diverter model in 2D
The SFDM proposed in [12] proposes separate formulas for the normal force, which relates to the pressure drop across the stent surface, and for the stress term tangential to the stent. The pressuredrop term is summarized in Eq. (1):
where k 0 and k n are the drag coefficients of the stent. The coefficient k 0 is valid when the stent surface is normal to the flow direction, while k n applies to the case of a stent with an arbitrary inclination. The parameter ˇ is the local porosity of the stent, defined by the area ratio.
Here, A open is the orthogonally projected open area of the screen and A total is the total cross-sectional area. It should be noted that in [12] , we also propose a more sophisticated equation for k n , which explicitly depends on the angle between the incoming flow direction and the stent surface normal, and which produces slightly more accurate results in stents with large porosities. The difference is however minor, and in the present article we choose the simpler equation, as shown above, for simplicity. The pressure drop P, which represents the normal force term, is computed from the drag coefficient k n . The Reynolds number in Eq. (1) is defined as follows:
where d is the diameter of the stent struts. The parameter U is the norm of the local flow velocity, while u n is the norm of the normal velocity component. The superscript "n" for k n and Re n d in Eqs. (1) and (2) both refer to the normal component. This notation highlights the fact that the normal force depends only on the normal velocity component.
A different relation is used for the tangential stress , as presented by Eq. (3), which depends not only on the normal, but also on the tangential components of the velocity.
where
The deflection coefficient B represents the deviation of the flow velocity. It is computed from the drag coefficient k n , and therefore only depends on the normal component of the velocity. The velocity reduction coefficient r stands for the ratio between the local velocity u t and the upstream velocity u ∞ t in the tangential direction. Finally, the tangential stress depends not only on B and r, but also explicitly on the product of the normal and tangential component of the local velocities. One can therefore conclude that depends on the flow structure in a more complex manner than the normal force.
The SFDM introduced above has been derived using 2D numerical experiments. To extend it to 3D, we set up a series of simple validation cases, similar to the ones used in 2D in [12] . In these cases, the stents are represented by planar meshes, with a structure similar to the woven wire mesh of typical stents, which extend infinitely in both space directions. The simulations run with a fully resolved version of these idealized stents, without SFDM, and the numerical results are compared with the predictions of the SFDM. Fig. 1 shows the three planar meshes that were investigated in the simulations. In practice, the simulations instantiate only an elementary piece of the mesh, as shown on Fig. 2 , which is extended periodically in the plane of the mesh. [14] . The solver is based on the lattice Boltzmann method (LBM) (see for instance Chen and Doolen [15] ) which conveniently handles complex geometries.
Numerical experiments in 3D

Normal force
First, we compare the equation for the pressure drop P from the 2D SFDM in Eq. (1) with the 3D numerical results of a fully resolved idealized stent. Fig. 3 shows the drag coefficient, as obtained from the numerical simulation or from the SFDM, which is a function of Re n d . It is found that almost all the simulations points agree with the 2D screen model curves. It suggests that the 2D SFDM model for the drag coefficient is directly applicable to 3D flow diverters.
Tangential force
In 2D, there exists only one tangential direction, and the SFDM consequently proposes a single, scalar relation for the tangential stress in Eq. (3). For 3D, we show that the tangential stress components ˛d epend only on the corresponding velocity component u˛. Therefore, both components of the stress can be treated by in an independent relation, just like the single stress component in the 2D SFDM (Eq. (3)).
To investigate the tangential stresses, we run direct numerical simulations in which the inlet velocity is inclined with respect to the normal of the stent plane, by an angle Â ∞ in the Y -direction:
We run simulations with values of Â ∞ equal to 30 • , 45 • and 60 • respectively. Both the deflection coefficient B and the velocity reduction coefficient r computed from the 3D screen are compared with the 2D SFDM equations. In Fig. 4 , the symbols represent the simulation results and the lines represent the 2D SFDM predictions. The model clearly offers a bad fit of the data for both the deflection and the reduction coefficient. In case of the deflection coefficient B (Fig. 4a ), the numerical results distinctly depend on the porosity, while the 2D SFDM, which in [12] was fitted with 3D simulation data, is porosity independent. For the velocity reduction coefficient r, Fig. 4b shows that the 2D SFDM overestimates the tangential force, which is inversely proportional r.
Due to the large discrepancy between the 3D simulation result and the 2D SFDM, it is necessary to derive a proper 3D SFDM by carrying out a new fit for B and r on 3D simulation data. Eqs. (4) and (5) provide the new parameters for the 3D SFDM after fitting the dependence of B against k n and r against Re n d . with
As a major qualitative difference to the 2D SFDM, one can point out that in 3D, the deflection coefficient B now depends on the porosity. As shown from Fig. 5 , the new fitted correlation agrees well with the data from the 3D direct numerical simulation.
Fully resolved flow diverter simulation
Patient data
A numerical procedure providing fully patient-specific simulations depends on a sequence of preparatory technical steps, including the acquisition and post-processing of the patient data through medical imagery, and a deformation of the stent geometry to place it into the patient artery ("virtual stent insertion"). All these steps have been treated elsewhere, as part of the Thrombus project [16] , as described in [17] and are not the topic of the present article. We acknowledge support by the Thrombus project for providing us with a full anonymized data set which for three different patients includes the geometry of an artery with aneurysm, the geometry of a deployed stent, and the signal data for the patient flow rate during a heartbeat. The 3D vessel and aneurysm surfaces were acquired by a biplane angiographic system with 3D reconstruction. The upstream velocity profiles were obtained using standard 2D phase-contrast magnetic resonance images and a home-made software application. Fig. 6 shows the vessels and aneurysms of the patients employed in this study. Stents in Fig. 7 are deployed in the vessels of [14] , using a configuration of the software described in the framework of the Thrombus project in [18] . The Single-Relaxation time BGK with second-order polynomial equilibrium model [19] with a D3Q19 lattice is used for the simulation. A curved off-lattice boundary condition described in Guo et al. [20] is used for the blood vessel walls and for the inlet and outlet. The complex structure of the stent is fully resolved. Because the stent is so thin, and has such a fine structure, an off-lattice boundary-condition is not a good option: there are not enough cells to properly implement the interpolation scheme, and it would be computationally very expensive to do so. If we did that, the speed up of our method would be even more spectacular, thus we use bounce-back boundary condition which is capable of imposing a no-slip condition in a space as narrow as a single lattice node in these situations (see Thrombus VPH project [16] ). We applied a Dirichlet velocity condition with a time-oscillating Poiseuille profile at the inlet, and constantpressure condition at the outlet. The Reynolds numbers in the three patient test-cases, defined with respect to the inlet diameter and the average inlet velocity over time, are listed in Table 1 . The strut diameter is 26 m for all three stents. The density and viscosity of the blood are = 1000 kg/m 3 and = 3.3 × 10 −3 Pa · s. The velocity in Fig. 8 are the average velocity of the Poiseuille profile at the inlet.
The wall shear stress (WSS) has been shown to be a important indicator of the stent efficiency [21] . Here, it is measured at four points on the interior of the aneurysm wall, as shown in Fig. 9 . The acoustic waves are generated by the initial condition. Point A is located at the neck of the aneurysm, and Point D is always the top-most point. Point B and C are set respectively at two opposite locations of the aneurysm. The accuracy of the simulations will be evaluated quantitatively at these four measurement points.
Grid convergence
The WSS over two cardiac cycles are presented for the three patients in Figs. 10, 11 and 12 , with different resolutions at the selected measurement points. In these simulations, the characteristic velocity in lattice units u is set to 0.04 for Patient 2 and 3, and 0.02 for Patient 4. This characteristic velocity is proportional to the time step, and its optimal value was chosen in a separate time-step convergence study which is not reported here. In the simulation of Patient 2 and 3, two cardiac cycles were computed. For Patient 4, the simulation requires a large number of mesh nodes, with up to 218.7 × 10 6 nodes at the smallest resolution, dx = 21.0 m, causing the simulation run about three weeks on 160 CPU cores for one cardiac cycle. To avoid a waste of computational resources, and given that the results of the second pulse for Patient 2 and 3 appeared to be identical to the first one, except in a short initial time window, we chose to simulate only one cardiac cycle for Patient 4. Fig. 10 to 12 compare the WSS of different resolutions for the three patients. In Fig. 10 , the WSS at dx = 28.7 m is close to the WSS at dx = 21.5 m. We therefore decided that grid convergence is reached at dx = 28.7 m, and took this to be the reference value for fully resolved simulations of the Patient 2 test case. In the case of Patient 3, the results at dx = 27.5 m agree perfectly with the resolution dx = 18.3 m in point A and B, but deviate slightly at points C and D around the peak of the WSS curve. The same phe- nomenon also showed in the Patient 4 test case. We consequently chose to adopt the finest resolutions for the Patient 3 and 4 test cases, namely 18.3 m and 21.0 m respectively.
Implementation of stent model
The SFDM considers the flow diverting stent as a porous, curved surface embedded in the flow, and it represents its effect on the flow through a body force term, acting on the flow in the vicinity of the surface. The advantage of the SFDM is that the flow-diverting stent does not need to be fully resolved, and instead is replaced by a "porous surface region", or "stent region", represented by a curved surface. To achieve this level of representation, it is necessary to first compute a stent hull from the provided stent geometry. It should be understood that, while the original stent geometry consists of multiple, very thin tubes for all the struts, the hull representation disregards the thickness of the struts, and instead approximates the shape of the full stent by a single curved tube. Fig. 13a shows both the surface of the original stent and, in transparence, the surface of the stent hull.
In the following, it is assumed that both the original stent and the hull are represented by a triangular surface mesh, which means, a set of triangles with shared vertices. The algorithms described below, for the computation of the local stent porosity and for the Fig. 13 . Porosity computation for the Patient 2 stent, and a scale factor of 3 between the fully resolved and coarse simulations. application of the SFDM force, require as input (1) the coordinates of the triangle vertices, (2) the area at each vertex, defined as a third of the sum of areas of all adjacent triangles, and (3) the normal at each vertex, defined as the normalized sum of normals of all adjacent triangles. The resolution of the surface meshes has a big impact on the accuracy of the algorithms, and a good tradeoff between efficiency and accuracy must be found. Therefore, the meshes are generated at different resolutions at the two stages of the SFDM deployment:For the porosity computation,both the stent mesh and the hull mesh are prepared in such a way that the maximum length of the triangle edges is smaller than half the fluid-mesh spacing dx of the fully resolved simulation.For the SFDM force computation,only the hull mesh is needed, and is prepared in such a way that the maximum length of the triangle edges is smaller than half the fluid-mesh spacing dx of the coarse-grained simulation.
For the porosity computation, both the stent mesh and the hull mesh are prepared in such a way that the maximum length of the triangle edges is smaller than half the fluidmesh spacing dx of the fully resolved simulation. For the SFDM force computation, only the hull mesh is needed, and is prepared in such a way that the maximum length of the triangle edges is smaller than half the fluid-mesh spacing dx of the coarse-grained simulation.
Generation of the stent hull
In this project, we obtained the geometries of the patient arteries, as well as the geometry of the already deployed, fully resolved stents, as input parameters to the simulations. The data was provided to us by the Thrombus project, and the numerical procedure for the deployment of the stent in the patient artery is published in [17] . The provided geometry fully described the shape of the individual struts of the deployed stent in form of a triangular surface mesh. Using this input data, the software Palabos is capable of instantiating a fully resolved simulation, by filling the interior of the struts with solid nodes, on which the so-called bounce-back boundary condition is applied.
To instantiate coarse grained simulations with our model or with the Raschi approach, it is necessary to approximate the stent by a simpler surface, a single curved tube that encloses all stent struts, which in the following we refer to as the stent hull. We generate the stent hull using the data of the deployed stent according to the following procedure. First a set of sampling points residing inside the struts is generated, from which a hull enclosing these points is generated in form of an oriented surface mesh. Finally, the geometry is smoothed until the underlying strut mesh is no longer visible, and the ends are cut to reveal the inlet and outlet. Appendix A outlines the steps required to implement this procedure with the open-source software MeshLab. The produced stent hull is also described in the form of a triangular surface mesh.
It can be mentioned that, for the implementation of the WSS, only part of the stent hull, in vicinity of the ostium the aneurysm, is really required. To save computational time, the remaining parts of the stent hull can be removed. For the Patient 2 geometry, we used the complete stent hull. For the other two patients, only the ostium region was used.
It should finally be pointed out that the method for generating a stent hull is certainly not unique. The guidelines provided in this section simply summarize the technical choices made by the authors, in the hope they may help inclined readers in applying the SFDM for their own needs.
Calculation of the local porosity
The force term predicted by the SFDM depends critically on the local stent porosity. For a stent deployed in a blood vessel, the porosity is space dependent and needs to be computed locally for each vertex of the stent hull. To compute the porosity at a given hull vertex v, the proposed algorithm gathers all hull vertices and strut vertices inside a box centered at v and of side-length 20 dx, where dx is the fluid mesh spacing of the fully resolved simulations. Then, the local areas A hull and A strut are defined as the sum of areas of the gathered hull and strut vertices respectively. The local porosity depends on the ratio between the projection area of the struts on the hull to the area of the hull:
Here, the area A strut is divided by to compute the projection area of the strut under the assumption that the cross-section of the strut is circular.
The porosity profile on the stent hull computed by this algorithm is shown in Fig. 13b . It can be seen that the porosity is higher in the peripheral parts and lower in the inner strongly curved part. The picture also shows that the computed porosity is not smooth, as details of the strut pattern remain visible. This structure gets however smoothed out as the porosity values are transferred to the hull surface mesh with coarser resolution, which is used in the course of an SFDM-based simulation. This transfer of the porosity from the fine to the coarse surface meshes realized by two steps:
1 Generate the vertices for both a fine and coarse representation of the surface mesh of the stent hull. 2 For each vertex n on the coarse grid, gather all fine-grid vertices contained in a cube of side-length 20 dx and centered at v, where dx is the resolution of the fine fluid-mesh. Compute the average porosity of all gathered vertices. Fig. 13c shows that after transferring the porosity values to the coarse mesh, the distribution of porosity appears much smoother. In this example, the Patient 2 data set is used, with a fine-grid resolution of dx = 28.72 m, and a scale factor of 3, leading to a coarse-grid resolution of dx = 86.16 m.
Implementation of local forces
The equations in Section 2 provide all SFDM force terms in units of pressure, and they are converted to a force, acting on a vertex of the stent hull, through a multiplication by the vertex area. When the force is transmitted to the fluid, it is applied in a region of finite volume, a thin shell with an average thickness of dx. The force term is therefore additionally divided by dx, to convert it to a densityof-force in direction of the hull normal. Every hull vertex applies the force to a single fluid cell which is located most closely. A fluid cell can therefore receive contributions from various hull vertices, and the force acting on a fluid cell is expressed as a sum over these contributions:
where f n and f t are the normal and tangential body forces and a v is the vertex area.
Implementation of the Raschi model
In order to better evaluate the quality of the 3D SFDM, it is compared against the model by Raschi et al. [11] . This model is summarized by the following equations:
where Re h is the Reynolds number based on the hydraulic diameter d h , which is defined as four times the ratio of the connected void volume to the wetted surface area A w .
Raschi model is isotropic in all directions. For the tangential stresses y and z , the velocity u x just needs to be replaced by u y and u z .
For this model, we compute the local porosity in the same way as for the SFDM, whereas in the Raschi's article [11] , a uniform porosity for the whole stent is used. The model also depends on the hydraulic diameter d h , which is different from the strut diameter used in the SFDM. Fig. 14 illustrates the procedure we adopted to compute an approximate value of the hydraulic diameter, by computing a projection of the stent.
In this sketch, d is the diameter of strut, A 0 and A 1 are the areas enclosed between the red lines and blue lines, which represent the center lines of the struts. According to Eq. (9), V void and A w are required for the computation of d H . V void is approximated by the product between the void projection area A 0 and d. To compute A w , we consider the 3D solid parts enclosed in the blue rhombic areas as half of a straight cylinder with diameter d and length L. Then from the information above, we conclude:
From this, the hydraulic diameter is computes as:
Results
In this section, the results of simulations of a fully resolved stent are compared with coarse-grained simulations using our SFDM and the porous-media model by Raschi et al. The fully resolved simulation used the fine resolution, which was determined through a grid convergence study in Section 3. The other two models were executed at a coarser resolution, with a scale factor of 3 in every space direction for Patient 2 and Patient 3, and a scale factor of 3.5 for Patient 4. These scale factors were experimentally found to be optimal, because at higher scale factors, significant differences between the fully resolved and coarse-grained simulations occur. All resolutions are summarized in Table 2 .
All comparisons between fully resolved and coarse-grained simulations are carried out at the point during the cardiac cycle when the flow rate is highest, as indicated by a red point for each patient case in Fig. 8 . It should be mentioned that for technical reasons, the exact maximum was slightly missed in the case of Patient 4 (see Fig. 8 ), because our error analysis was performed in a postprocessing step, using voluminous simulation data produced at specific time intervals only.
In the following, the results obtained in the patient cases 2, 3, and 4 are be presented and analyzed individually, but the figures are integrated together for the reason of space. Fig. 15a provides a back and a side view of the iso-velocity surface at V = 0.05 m/s for Patient 2 test case. The images focus on the aneurysm, which for the investigated medical problems is the region of interest. Clearly, the SFDM reproduces the iso-velocity surface of the fully resolved simulation quite precisely, while in the Raschi model, the iso-surface extends too far in direction of the aneurysm wall. Fig. 17 displays, at the same moment in the cardiac cycle, isocontours of the velocity norm on two slices through the aneurysm (the position of the slices is shown in Fig. 16a . In Slice 1, the isovelocity lines of the SFDM are generally similar to those of the fully resolved simulation. Slice 2 shows that the SFDM does not exhibit substantial differences in the region close to the right wall, while on the left side, the velocity contour of the vortex at 84 mm/s is smaller than the one of the fully resolved simulation (with a maximum of 112 mm/s). But the SFDM still presents velocity pattern very close to the one of the fully resolved stent. The Raschi model on the other hand exhibits much denser iso-velocity lines near the wall, and the velocities inside the aneurysm are substantially too high. Fig. 18a and Table 3 compare the simulations quantitatively over the first two cardiac cycles. Except for a short initial transient behavior, the data in both cardiac cycles is exactly identical, an observation that will be exploited to restrict the computationally more intensive case of Patient 4 to a single cardiac cycle. Fig. 18a displays the WSS in the four measurement points (defined in Fig. 9 ). The SFDM shows some discrepancy in point A and B from the fully resolved stent simulation, while Point C and D correspond very well. The most important discrepancy is observed in point A. This point is however located on the aneurysm neck, very close to the stent, and it is not unexpected that in this area discrete properties of the fully resolved stent have a noticeable effect on the flow. The results of the Raschi model on the other hand deviate substantially from the fully resolved simulation. Table 3 shows the WSS values of the fully resolved stent (FRS) and the differences of the SFDM (D SFDM ) and Raschi's model (D Raschi ), for the average, the maximum, and the minimum values of the WSS during the second cardiac cycle. The difference is the absolute difference between the relevant model and the FRS simulation, shown in Eq. (12) . As expected, the largest errors are in Point A, which is situated on the aneurysm neck. In all other points, most values of the SFDM are very close to those of the fully resolved stent simulation with differences smaller than 0.05 Pa. Raschi's model on the other hand shows much larger differences, especially in Point C, with values that are up to three times larger than those of the FRS. Fig. 15b shows the iso-contour of the velocity norm at 0.15 m/s for the test case Patient 3. The fully resolved simulation predicts the formation of a dome, the shape of which is underestimated by the SFDM, while the Raschi model overreaches its extent. It can be concluded that the SFDM overestimates the drag forces generated by the stent, while the Raschi model underestimates them. Fig. 17b shows the iso-contours of the velocity on two slices through the aneurysm. On Slice 1, which has a larger cross-sectional area, the SFDM produces results similar to the fully resolved simulation, but on slices with a smaller cross-sectional area like Slice 2, the highvelocity contours (140 mm/s) are not reproduced in bulk areas of the aneurysm and are only found in the region close to the neck. This further confirms that the SFDM slightly underestimates the veloc- ity in some regions of the aneurysm, but the overall results remain relatively close to the predictions of the fully resolved simulation. The velocities generated in the aneurysm by the Raschi model, on the other hand, are distinctively too large, and even produce a qualitatively different pattern. Fig. 18b and Table 4 present a quantitative comparison for Patient 3. It can be pointed out that in Point A, very close to the stent, the two force models, running in coarse simulations, produce large oscillation in the WSS. The differences for the SFDM and Raschi's model in Table 4 are evaluated over the second cardiac cycle, as for Patient 2. For the SFDM, the differences are consistent with those of Fig. 18b . The differences in Point B are quite large, as the obtained values of the WSS correspond to approximately half of those obtained in the FRS. The differences in Point C, which are the smallest among the four points, are negligible. The maximum values are always larger than the values of the other two column, but the relative error is comparable to the one for the average and minimum values. Raschi's model exhibits exceedingly large differences, exceeding the expected WSS values by as much as a factor three. Fig. 15c shows the iso surface of the velocity norm at 0.10 m/s. While the SFDM overestimates the shape of the iso surface only slightly, the Raschi model overreaches the shape substantially. The iso contours on slices for the SFDM in Fig. 17c show a similar phenomenon as for Patient 3. For large cross-sections like Slice 1, the SFDM produces a very similar velocity pattern as the fully resolved simulation. But for Slice 2, the high velocity contours for 210 mm/s and 175 mm/s are not reproduced by the SFDM, and the 140 mm/s contour is smaller, indicating an overall lower velocity than in the fully resolved simulation. We conclude from these observations that the SFDM overestimates the drag exerted by the stent on the flow. With the Raschi model, the velocity is again substantially too high, as it can be clearly seen by the large circle formed by the 210 mm/s iso contour.
Patient 2
D model = |WSS model − WSS FRS |(12)
Patient 3
Patient 4
The WSSs at Patient 4 measurement points are shown in Fig. 18c . The match between SFDM and fully resolved simulation is very good, although some minor discrepancies are visible in Points B and D. Table 5 shows the differences of the average, maximum, and minimum WSS, which, given that we only simulated one cardiac cycle for Patient 4, were computed in the time interval from 0.5 s to 1.5 s to exclude the initial transients. As before, the biggest differences are shown in Point A, which is on the neck of the aneurysm. Generally speaking, the differences of SFDM are insignificant, as indicated in Fig. 18c . Point C still has the smallest errors, which are 0.01, 0.00 and 0.07 Pa corresponding to the average, minimum and maximum WSSs. The average WSS differences of Point A and D are around 0.05, and the minimum ones are negligible. The maximum ones are around 0.2, which are not significant compared with the relevant FRS WSSs. Raschi's model performs better in this case than for Patient 3, but still produces discrepancies that are several times above those of the SFDM.
The computational time
The main purpose of the SFDM is to reduce the computational time of a blood flow simulation in an artery/aneurysm with a deployed stent. Table 6 shows the computational time that was required in all of our simulations of this study. All of them were executed on 160 CPUs of the same HPC cluster. Since the execution Table 6 Characteristic parameter for the patients. time with the Raschi model is almost the same as the one with the SFDM, we only list the data for the SFDM. The resolution ratio is the ratio of the discrete spacing dx on the coarse lattice over the spacing dx on the fine lattice. The speed up indicates by how much the simulation was accelerated using the SFDM. For the fully resolved simulations, the domain size of Patient 3 is much larger than that of Patient 2 due to the longer artery. Patient 4 requires a very high resolution to achieve convergency, which may caused by the large size of aneurysm. Therefore, the running time of the fully resolved simulation of Patient 3 and Patient 4 are is much longer than that of Patient 2.
It should be pointed out that in the coarse simulations, the time step is increased by a factor proportional to the spacing dx, because we apply convective scaling (the inlet velocity in lattice units remains constant). Therefore, the theoretical, optimal speedup that could be obtained with SFDM simulations is of 3 4 = 81 for the Patient 2 and Patient 3 cases, and 3.5 4 = 150 for the Patient 4 case. The actual speedups we were able to achieve with our implementation in the Palabos framework are distinctly below these optimal values. This is in part explained by the fact that the parallel speed up curve of the code is below linear, and that the coarse simulation therefore runs with lower parallel efficiency than the high resolution one. But the biggest limiting factor appears to originate from the computational overhead of implementing the SFDM. This observation motivated our decision to cut the stent for the SFDM implementation, to the relevant area in front of the aneurysm neck, for the Patient 3 and Patient 4 test cases, a strategy which allowed the speed up of the SFDM implementation to be improved by approximately a factor four. We expect further speed improvements in the future, as our first implementation of the SFDM has not yet been optimized.
Notwithstanding the discrepancy between theoretical speedup and currently achieved values, it is clear that even with the current implementation the goal of the project is reached: while fully resolved simulations take several days, which is too long for a practical, patient-specific decision-making process, the SFDM reduces the computations to a much more acceptable time of just a few hours.
Discussion
This study is a continuation of the work presented in [12] , in which a 2D SFDM is proposed, which replaces a fully resolved stent by a force term, applied on a coarse-grained lattice. In the present work, the SFDM is extended to 3D through, and the model parameters are newly fitted for this purpose. Patient-specific simulations demonstrate that the 3D model is capable of reproducing the blood flow in the aneurysm of a stented vessel quite accurately at coarse resolutions, as shown by the velocity profiles and by WSS values on the aneurysm wall.
The equations for the normal force of the SFDM are identical in the 2D and the 3D model, while those of the tangential force present significant differences. First of all, the deflection coefficient B is considered independent of the porosity in 2D, while an explicit porosity dependence must be accounted for in 3D. Furthermore, the coefficients for the velocity reduction coefficient r must be recomputed through fits with numerical experiments in 3D, given that the 2D model underestimates the values for the 3D reduction coefficient. This discrepancy can be explained by the fact that 2D stents have only one tangential axis and can therefore not fully represent the physics of a stent embedded in a 3D fluid.
Several technical challenges had to be overcome to run patientspecific simulations using a coarse-grained SFDM. These include generation of the stent hull, computation of the local porosity, and application of the body-force term to the fluid. In the study of Raschi et al. ([11] ), the stent hull, referred to as the porous medium layer, is obtained by extracting the centerline of the parent vessel and generating a cylindrical host surface. Our approach, in which the stent hull is generated directly from the deployed stent, relies more heavily on proper pre-processing of the patient data performed by an independent toolchain, as the one of the Thrombus project used in our case, and not on an in-house stent fitting pro-cedure. Our publication extends the framework of previous studies by computing the actual, local porosity along the stent, while for example [7, 11, 5] make the assumption that the porosity is uniform in the full computational domain. As shown by our numerical results, this is a vitally important step to increase the accuracy of the results, as the porosity of a deployed stent shows large variations.
For the sake of comparison, we ran simulations with our SFDM and the model of Raschi et al. [11] , another, coarse-grained force model found in the literature. For the patient data of three test cases, which we refer to as Patient 2, Patient 3, and Patient 4, we compared the results with the results of fully resolved simulations. The comparison of velocity contours shows that the velocity reduction in the aneurysm predicted by the SFDM is slightly too strong, although the difference is quite insignificant, while the Raschi model significantly underestimates the velocity reduction caused by the stent.
For quantitative comparison, we measured the wall-shearstress WSS in four different points on the aneurysm wall over a full heart cycle. As expected, the predictions of the SFDM are poor on the aneurysm neck, close to the stent. The data produced by the WSS is however of excellent quality in the other areas of the aneurysm, especially in points that are opposed to the stent or opposed to the zone where the flow enters the aneurysm (where thrombus formation usually starts). As we compared the minima, maxima, and average values of the WSS along the curve, it was found that most differences of the SFDM simulations for Patient 2 and 4 are smaller than 0.05 Pa, while Patient 3's differences are a little bigger. Compared with the average and minimum WSSs, the maximum values have the biggest absolute differences, but most of them are no more than 30% of the corresponding WSSs of the fully resolved stent simulation. The differences of Raschi's model are always larger than the WSSs of the fully resolved stent, which means that the percentage errors are more than 100%. From the quantitative comparison, we can say that SFDM reduces the error of the simulation to an acceptable level.
By measuring the time of computation of our implementation of the SFDM, we concluded that the simulation process can be dramatically shortened by the procedure. In one of the test cases, Patient 4, the time was reduced from 22 days to only 5.4 hours. We further foresee additional reductions of the computational time in the future, as the quality of the implementation of the SFDM is improved. All in all, the SFDM holds up to its promise to propose a tool for patient-specific medical decision making during aneurysm treatment.
