Abstract. We consider the defocusing energy-critical nonlinear Schrödinger equation with inverse-square potential iut = −∆u + a|x| −2 u + |u| 4 u in three space dimensions. We prove global well-posedness and scattering for a > − . We also carry out the variational analysis needed to treat the focusing case.
Introduction
We study the initial-value problem for the energy-critical defocusing nonlinear Schrödinger equation with an inverse-square potential in three spatial dimensions. Before formulating this problem precisely, we first need to give a proper formulation of the associated linear problem.
For a ≥ − We then define the operator
as the Friedrichs extension of the quadratic form Q(f ); see, for example, [38, §X.3] for the general theory of such extensions and [25, §1.1] or [20] for more on this particular operator. We choose the Friedrichs extension for physically motivated reasons: (i) when a = 0 it yields the usual Laplacian −∆ and (ii) the Friedrichs extension appears when one takes a scaling limit of more regular potentials. For example, L n := −∆ + an 2 1 + n 2 |x| 2 −→ L a as n → ∞ in strong resolvent sense (where we understand L n as having domain H 2 (R 3 )). The fact that Q(f ) ≥ 0 when a ≥ − are unbounded below; we do not consider this case at all in what follows. On the other hand, the sharp Hardy inequality also shows that
for a > − Note that this is an assertion of the isomorphism of the Sobolev spacesḢ 1 (R 3 ) defined in terms of powers of L a and via the usual gradient. The determination of the sharp range of parameters for which such an equivalence holds was the main result of the paper [25] . For ready accessibility, we repeat this result as Theorem 2.2 below.
In this paper, we study the initial-value problem (i∂ t − L a )u = |u| 4 u, (t, x) ∈ R × R 3 ,
for u : R t × R In particular, it gives meaning to e −itLa via the Hilbert-space functional calculus. By a solution to (1.2) we will always mean a strong solution, that is, a function u ∈ C tḢ −itLa ; indeed, the paper [7] shows that the full range of such estimates holds for a > − 1 4 . Rather, it stems from failures in Sobolev embedding. We will explain this more fully in Section 2.1.
The main result of this paper, however, is to prove global well-posedness of the problem (1.2) and determine the asymptotic behavior of solutions as t → ±∞. A key ingredient in extending the local result to a global one is the conservation of energy. More precisely, solutions to (1.2) preserve E(u(t)) := In view of (1.1), this guarantees that solutions remain bounded inḢ 1 x (R 3 ) for all time. By itself, this does not suffice to guarantee that solutions can be continued indefinitely. The difficulty stems from the energy-criticality of the nonlinearity. If u(t, x) is a solution to (1.2), then so is λ 1/2 u(λ 2 t, λx); moreover, both solutions have the same energy. Correspondingly, one must fear that a solution may concentrate a positive amount of energy at a single point in finite time; the solution cannot then be continued past this time, at least, not in the class of strong solutions.
In the setting of nonlinear Schrödinger equations, the scourge of energy-criticality was overcome first in the setting of (1.2) with a = 0. This was ground-breaking work of Bourgain [5] for radial (=spherically symmetric) data and of Colliander, Keel, Staffilani, Takaoka, and Tao, [11] , in the case of general data. Their result reads as follows:
, there is a unique strong solution u to (i∂ t + ∆)u = |u| 4 u, (t, x) ∈ R × R 3 , u(0, x) = u 0 (x).
(1.5)
Moreover, the solution u is global in time and obeys the estimate The space-time bound (1.6) guarantees that solutions scatter, that is, are asymptotic to linear solutions as t → ±∞ in the sense of (1.8); see, for example, Corollary 1.2 in [11] .
The analogue of Theorem 1.1 has been known in general dimensions for some time [39, 41, 44, 45] . In this paper, we focus on the new difficulties introduced by the presence of the inverse-square potential and so restrict ourselves to three spatial dimensions for concreteness. We are aware of no new difficulties associated to the higher dimensional problem beyond those discussed in Section 2.1 in connection with the stability theory. Here is the main result of this paper: It is not feasible to prove Theorem 1.2 by parroting the arguments from [11] or the ones from [30] , which gives a new proof of Theorem 1.1 in light of the recent advances on dispersive equations at the critical regularity. Among other things, those arguments rely on the L 1 x → L ∞ x dispersive estimate for the propagator e it∆ and the coercivity of the interaction Morawetz identity, both of which break down for negative values of the coupling constant a. Nevertheless, we will be using Theorem 1.1 as a black-box, as we will explain below. The proof of Theorem 1.2 employs the induction on energy argument pioneered in [5, 11] and subsequently reimagined in [22] . Some of the ingredients that underlie the Kenig-Merle approach to induction on energy are the ideas of linear and nonlinear profile decompositions from [3] and the notion of a minimal blowup solution from [23] ; however, the potential of these ideas for addressing the well-posedness problem for NLS was first realized in [22] . For a pedagogical introduction to the Kenig-Merle argument illustrating how it may be applied to the case of the defocusing energy-critical NLS without potential, see, for example, [29] .
The argument proceeds by contradiction. Assuming that Theorem 1.2 were to fail, one first demonstrates the existence of a minimal counterexample, that is, a solution to (1.2) that has infinite space-time norm and has minimal energy among all such solutions. The (concentration) compactness argument used to show this existence shows more, namely, that such a minimal blowup solution must be almost periodic (cf. Theorem 5.1). The second half of the argument is to use monotonicity formulae and/or conservation laws to rule out the existence of such solutions. The almost periodicity is essential here; it provides both a spatial center and a length scale that are intrinsic to the solution at hand. These are essential for using conservation laws and/or monotonicity formulae that are not translation invariant and/or that do not respect the scaling of the equation.
The proof of the existence of a minimal blowup solution hinges on the construction of a nonlinear profile decomposition, which is applied to a sequence of solutions u n witnessing the supposed failure of Theorem 1.2. This decomposition says that (after passing to a subsequence and up to a negligible error) the solutions with initial data u n (0) can be asymptotically expressed as a linear combination of the nonlinear evolutions of a fixed collection of profiles; the profiles are, however, modified (in an n-dependent manner) by the symmetries of the equation, namely, space and time translations, as well as scaling.
Here we see a new obstacle introduced by the presence of a non-zero potential; it breaks the space translation symmetry. Ultimately, this means that profiles living increasingly far from the origin relative to their intrinsic scale cannot be treated inductively -they cannot be modeled by a single solution of (1.2) up to symmetries of the equation. On the other hand, we may expect that the solution stemming from such data is little affected by the potential and can be approximated by a solution to (1.5), thus inheriting the space-time bounds guaranteed by Theorem 1.1. This heuristic is realized in Theorem 4.1, whose proof fills Section 4. Both this result and the proof that such profiles decouple from the other nonlinear profiles rely on various convergence statements for linear operators proved in Section 3. The necessity of proving such convergence statements stems from the absence of L p x → L p ′ x dispersive estimates for the propagator e −itLa when a < 0; see [37] . Indeed, one should view (3.6) as a substitute for the dispersive estimate in this setting (cf. [31, Theorem 4.1]); this is essential for the construction of the minimal blowup solution.
This paper is not the first to implement the credo that to treat critical dispersive equations with broken symmetries, one must first solve the limiting problems where the symmetries are restored. Previous examples include [15, 16, 17, 18, 19, 24, 26, 27, 31, 36] . This is the first model to be studied, however, which retains scale invariance, but loses space translation invariance.
The credo stated above also explains one of our motivations for studying this particular problem; by its precepts, the study of the energy-critical NLS with a potential such as V (x) = 1/(1 + |x| 2 ) relies on a satisfactory treatment of the problem (1.2), which appears as a scaling limit. We were further drawn to this problem by the frequency with which the inverse-square potential appears in physical contexts. Several such instances are discussed in the mathematical papers [7, 8, 20, 43, 46] , ranging from combustion theory to the Dirac equation with Coulomb potential, and to the study of perturbations of classic space-time metrics such as Schwarzschild and Reissner-Nordström.
The construction of minimal blowup solutions to (1.2), under the assumption that Theorem 1.2 fails, is completed in Section 5. Because profiles far from the origin can be discounted by piggybacking on Theorem 1.1 in the manner sketched above, we are guaranteed that such a minimal blowup solution remains close to the origin (relative to its intrinsic scale) for all time. However, the argument yields no restrictions on the behavior of this characteristic scale 1/N (t) beyond the local constancy property inherited from the local well-posedness theory (cf. [29, Lemma 5.18] ).
By simple rescaling and time-translation arguments, one can extract from any minimal blowup solution a minimal blowup solution that has N (t) ≥ 1 on half of its evolution, say, for t ≥ 0. Indeed, further combinatorial arguments allow one to further confine the behavior of N (t) as shown in [28, Theorem 1.17] ; however, the fact that the solution remains centered near the origin makes such refinement unnecessary in this paper.
In order to preclude minimal blowup solutions (and thereby prove Theorem 1.2) we consider two cases: (i) the solution blows up in finite time in the future T * < ∞, or (ii) the solution is global in the future T * = ∞. We exclude the former scenario by using the conservation of mass
see Theorem 6.2. By minimality of the solution, finite-time blowup is accompanied by movement of the solution to high frequencies, leaving no mass on any ball of fixed radius. As mass transportation is controlled by the energy, which is bounded, this absence of mass can be propagated backward in time. Sending the radius to infinity and then sampling time to T * , we deduce that the minimal blowup solution has zero mass and so is zero itself. This contradicts the presumption that the solution blows up.
To preclude the case of a solution that exists globally in the future, we use a truncated virial identity. For a defocussing nonlinearity, it would be more usual to use the interaction Morawetz identity. The big advantage of the interaction Morawetz identity is that it is insensitive to the spatial location of the solution. Unfortunately, when a < 0, the potential produces terms with an unfavorable sign and consequently, we are unable to prove coercivity for the full range of a. On the other hand, for the problem treated in this paper we are able to constrain the motion to remain near the origin. This makes it possible to use a virial argument, for which coercivity follows from the sharp Hardy inequality. Of course, it is necessary to truncate the usual virial identity in space (it has unbounded coefficients); however, the almost periodicity of the solution guarantees that such a truncation does not destroy the coercivity. See Theorem 6.1 for details.
Given the use of the virial identity, it is natural to ask for an analogue of Theorem 1.2 in the focusing case. In the focusing case, one expects both solitons and blowup, so scattering cannot hold for all finite-energy initial data. The natural conjecture in this setting is that scattering holds for data below the threshold given by the least energy soliton. In Section 7 we carry out the requisite variational analysis to determine the natural conjectural threshold for the focusing problem in the presence of an inverse-square potential. When a < 0, this threshold is dictated by a soliton centered on the origin. When a > 0, the threshold coincides with that associated to the case a = 0, since solutions occurring in the absence of a potential can be embedded far from the origin. As evidence of the correctness of these thresholds, we show that the virial identity is coercive below these thresholds and show the viability of the concavity argument to prove blowup above the threshold; see Corollary 7.6 and Proposition 7.7.
The concentration compactness arguments used in this paper carry over to the focusing case with little difficulty. Thus, to prove the natural threshold conjecture for the focusing equation with inverse-square potential we are missing one last ingredient, namely, an analogue of Theorem 1.1 in the focusing case. However, the full threshold conjecture for the focusing energy-critical NLS in three dimensions remains open. It has been resolved in dimensions four and higher [12, 28] , but in three dimensions, it is currently only known for radial data [22] .
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Preliminaries
We start by introducing some of the notation used throughout this article. If X, Y are non-negative quantities, we write X Y or X = O(Y ) when X ≤ CY for some C. We will use the shorthand A ∨ B := max{A, B} and x := 1 + |x| 2 .
For 1 < r < ∞, we writeḢ
for the homogeneous and inhomogeneous Sobolev spaces associated with L a , respectively, which have norms
When r = 2, we simply writeḢ
. Some of the results we will use admit generalizations to dimensions d ≥ 3. Note that the operator L a is positive precisely for a ≥ −(
2 ; this is the sharp form of Hardy's inequality. Many results have clearer formulations when written in terms of the parameter
rather than the coupling constant a.
Estimates on the heat kernel associated to the operator L a were found by Liskevich-Sobol [34] and Milman-Semenov [35] . 
)
2 . There exist positive constants C 1 , C 2 and c 1 , c 2 such that for all t > 0 and all x, y ∈ R d \ {0},
These estimates formed the starting point of the analysis in [25] , which develops a number of basic harmonic analytic tools that we will use in this paper. Foremost among these is the following theorem, which tells us when Sobolev spaces defined through powers of L a coincide with the traditional Sobolev spaces.
Theorem 2.2 (Equivalence of Sobolev spaces
2 , and 0 < s < 2. If 1 < p < ∞ satisfies
Our main result, Theorem 1.2, is restricted to the range a > − 
13 . The L p -product rule for fractional derivatives in Euclidean spaces was first proved by Christ and Weinstein [10] . Combining their result with Theorem 2.2 yields an analogous statement for the operator L a . We record here only the particular cases that will be needed in this paper.
for any exponents satisfying
13 and For each dyadic number N ∈ 2 Z , we define
It is clear that {ψ N (λ)} N ∈2 Z is a partition of unity for (0, ∞). We define the Littlewood-Paley projections via
We will also make use of Littlewood-Paley projections defined via the heat kernel:
Next we recall the following Bernstein and square function estimates, which were proved in [25] :
2 ) 2 ≤ a < 0, the following hold:
In order to prove decoupling of the potential energy in our nonlinear profile decomposition, we will use the following refined Fatou lemma due to Brezis and Lieb [6] . Lemma 2.6 (Refined Fatou, [6] ). Fix 1 ≤ p < ∞ and let {f n } be a bounded sequence in
Strichartz estimates for the propagator e −itLa in R 3 were proved by Burq, Planchon, Stalker, and Tahvildar-Zadeh in [7] . Combining these with the Christ-Kiselev Lemma [9] , we obtain the following Strichartz estimates: Theorem 2.7 (Strichartz estimates, [7] ).
3)
2 , 2 ≤ q,q ≤ ∞, and q =q. We would like to point out the loss of the double endpoint Strichartz estimate in the theorem above. This can be recovered via the argument in [21] 
x dispersive estimates were proved in this case; see [13, Theorem 1.11] . For sufficiently small a < 0, one can also recover the double endpoint Strichartz estimate via the argument in [7] , by treating the potential term as a perturbation.
The application of this theorem is simplified by the introduction of the spaces
and the dual Strichartz space
. We record next a local smoothing result for the linear propagator e −itLa . Its only application in this article will be to prove Corollary 2.9.
uniformly for z ∈ R 3 and R > 0.
Proof. Theorem 1 of [7] shows that
To complete the proof of (2.4), we will use a weighted momentum identity analogous to the virial and Morawetz identities. To this end, let
where repeated indices are summed. Clearly
while direct computation shows
where additional subscripts indicate differentiation and repeated indices are summed. For our particular choice of b, we have
R|x| 2 , and
in the sense of matrices. The estimate (2.4) now follows by applying the fundamental theorem of calculus and using (2.6) to bound the potential term, which has an unfavorable sign when a < 0.
We now turn our attention to (2.5). When |z| ≤ 2R this estimate follows from (2.4); thus we need only consider the case |z| ≥ 2R. We use the weighted momentum identity once more, but this time choosing
where φ(y) ≥ 0 is a smooth function vanishing when |y| ≤ 1 2 and obeying φ(y) = 1 when |y| ≥ 1. For this choice of weight, we again have (2.7); moreover,
The estimate (2.5) now follows by applying the fundamental theorem of calculus, using (2.4) to bound those terms with an unfavorable sign.
The following corollary will be used to prove a Palais-Smale condition for minimizing sequences of blowup solutions to (1.2). Our models for this result are [ 
w 0 31 32
uniformly in w 0 and the parameters R, T > 0, τ ∈ R, and z ∈ R 3 .
Proof. Replacing w 0 by e −iτ La w 0 , we see that it suffices to treat the case τ = 0. By Hölder's inequality, Theorem 2.2, and Strichartz,
.
To continue, we consider small and high frequencies separately. Fix N ∈ 2 Z . Using Theorem 2.2, Hölder, Bernstein, and Strichartz, we estimate the low frequencies as follows:
To estimate the high frequencies, we use Lemma 2.8 and Bernstein:
The claim follows by optimizing in the choice of N .
2.1.
Local well-posedness and stability. First, we show local well-posedness in the inhomogeneous space
. Local well-posedness in the larger spaceḢ 1 a (R 3 ) then follows as an application of the stability theory Theorem 2.11. In particular, one should note that none of the constants appearing in Proposition 2.10 make any reference to the mass of the initial data; the assumption of finite mass is simply a crutch employed in the contraction mapping argument. . Given A ≥ 0, there exists η = η(A) so that the following holds:
for some time interval I ∋ 0. Then there is a unique strong solution u to (1.2) on the time interval I such that
Proof. Throughout the proof, all space-time norms will be on I × R 3 . It suffices to show that
is a contraction on the (complete) space
endowed with the metric
The constant C depends only on the dimension and a and it reflects various constants in the Strichartz and Sobolev embedding inequalities.
By the Strichartz inequality, (2.8), and Lemma 2.3, for u ∈ B we have
Thus choosing η sufficiently small we obtain that
Similarly, for u ∈ B,
Proceeding once more in a parallel manner shows
provided η is chosen sufficiently small. This, (2.10), and (2.11) show that Φ does indeed map B into itself. To see that Φ is a contraction, we argue analogously:
The condition a > − We turn now to the formulation of the stability theory. As noted above, it allows us to remove the finite-mass assumption from Proposition 2.10. It also plays an essential role in the implementation of the induction on energy argument employed in this paper; in particular, it shows that solutions to (1.2) whose initial data are the sum of two parts that live at vastly different length scales can be approximated by the sum of the corresponding solutions to (1.2). . Let I be a compact time interval and letũ be an approximate solution to (1.2) on I × R 3 in the sense that
for some function e. For some positive constants E and L, assume that
. Assume the smallness conditions
Proof. The proof of this theorem follows the general outline in [11, 39, 42] , exploiting the same spaces used in the proof of Proposition 2.10. As there, Lemma 2.3 provides the key input for differentiating the nonlinearity with respect to the operator √ L a .
Employing the arguments used to derive a stability theory for the energy-critical NLS without a potential and relying on Theorem 2.2 to differentiate the nonlinearity with respect to the operator √ L a , we can derive the analogue of Theorem 2.11 in dimensions d ∈ {4, 5, 6}, as long as a > −(
A stability result for d ≥ 7 is known in the setting a = 0; see [29, 42] . The proof relies on a fractional chain rule for Hölder continuous functions and exotic Strichartz estimates. Theorem 2.2 guarantees that the fractional chain rule can be imported directly from the Euclidean setting, with an appropriate restriction on the range of Lebesgue exponents when a is negative. The exotic Strichartz estimates however are derived from the L 1 x → L ∞ x dispersive estimate for the propagator e it∆ . Dispersive estimates were proved for the propagator e −itLa for a > 0 in [13] ; they were shown to fail for a < 0 in [37] .
Linear profile decomposition
The goal of this section is to establish the linear profile decomposition for the propagator e −itLa associated to bounded sequences inḢ
. After passing to a subsequence, there exist J * ∈ {0, 1, 2, . . . , ∞}, non-zero profiles
such that for each finite 0 ≤ J ≤ J * , we have the decomposition
Here, L . Moreover, for all j = k we have the asymptotic orthogonality property
In addition, we may assume that for each j either t
The following typifies the manner in which the operators L n a appear: for any y n ∈ R 3 and N n > 0,
The operators L . Suppose we are given sequences t n → t ∈ R and
and for all admissible pairs
Proof. By Theorem 2.2, the operators L n a and L ∞ a are isomorphisms ofḢ
x with bounds independent of n. Consequently, it suffices to prove (3.3) for the dense subclass
x is trivial. We next prove (3.6) in the case q = ∞ and r = 2. Note that all other cases of (3.6) then follow by interpolation with the end-point Strichartz inequality. We also note that the Strichartz inequality permits us to assume that ψ ∈ C ∞ c (R 3 ). Let us suppose first that y n → ∞ so that L ∞ a = −∆. By the Duhamel formula and Strichartz,
On the other hand, as ψ ∈ C ∞ c (R 3 ), we have
for any m > 0. That RHS(3.8) converges to zero as n → ∞ follows easily from this and the fact that y n → ∞. Let us suppose now that y n → y ∞ ∈ R 3 . Translating ψ if necessary, we may assume that
and proceeding as previously using the Duhamel formula and Strichartz inequality, we obtain (e
Given any ε > 0 and |y n | < ε 2 , we have
As ε > 0 was arbitrary, we deduce that RHS(3.9) → 0 as n → ∞, thereby completing the proof of (3.6).
Next we look at (3.7). Notice that y ∞ = 0 is necessary when σ > 0; otherwise, e
To estimate this quantity, we first observe that for |y n | ≥ 2R > 0, we have
which may be made arbitrarily small in L 1 s ([0, 1]) by choosing R large. This completes the proof of (3.7) in the case y n → ∞.
Suppose now that y n → y ∞ ∈ R 3 \ {0}. Proceeding as in the previous case, the problem reduces to showing that
This can be shown in a manner similar to that used in the previous case. Suppose 0 < ε < 
This completes the proof of (3.7). We turn now to the proof of (3.5); once again it suffices to consider ψ ∈ C ∞ c (R 3 \ {y ∞ }). Given ε > 0, let us define
By mollification and then Fourier inversion, there is a finite (signed) measure dµ ε (with µ ε ({0}) = ε −1 ) so that
Combining this with (3.6) yields
On the other hand, using the fact that |f ε (E) − |E|| ≤ ε|E| we get
as n → ∞. As ε > 0 was arbitrary, this completes the proof of (3.5).
Note that we also have the following analogue of (3.5):
∞ a ψ and then applying (3.5) and (3.3) . Now only one part of the lemma still requires justification, namely, (3.4). Theorem 2.2 guarantees that any ψ ∈Ḣ
and applying (3.10), (3.6), and Theorem 2.2, we deduce that lim sup
This last limit is easily seen to vanish by applying the spectral theorem. This completes the proof of (3.4) and with it, that of Lemma 3.3.
Our next result is essential for proving the decoupling of the potential energy in Theorem 3.1. 
Writing
moreover, by density, we may assume
. By the Strichartz inequality, F ∈ L 2 t (R). Moreover, F is Lipschitz; indeed, by Sobolev embedding,
Therefore, F (t n ) → 0 as n → ∞. This completes the proof of the corollary.
As we are dealing with an energy-critical problem, we also need convergence of propagators in suitable energy-critical spaces. For this we need the assumption a > − = 0 for all ψ ∈Ḣ 1 (R 3 ).
Proof. By Strichartz, it suffices to prove the claim for
for any q > 10 and θ ∈ (0, 1) given by 
provided q is chosen sufficiently close to 10 so that Theorem 2.2 may be applied.
To prove Theorem 3.1, we follow the general method outlined in [29] . For the problems treated in those notes, all defects of compactness in the Strichartz inequality are associated with symmetries of the equation. The presence of a potential in (1.2) breaks the translation symmetry. The new difficulties that this introduces are reminiscent of those overcome in [31] , which derived a linear profile decomposition in the exterior of a convex obstacle. This earlier work provides inspiration (but little technical overlap) for much of what follows.
The bulk of the proof of Theorem 3.1 is effected by the inductive application of an inverse Strichartz inequality; see Proposition 3.7 below. This in turn relies of a refinement of the classical Strichartz inequality:
Proof. As a > − 
dx dt
where all space-time norms are over R × R 3 .
Proposition 3.7 (Inverse Strichartz inequality). Assume a > −
Then there exist a subsequence in n, φ
where
, with L n a as in Definition 3.2 with y n = N n x n . Moreover, we may assume that either N 2 n t n → ±∞ or t n ≡ 0 and that either N n |x n | → ∞ or x n ≡ 0.
Proof. By Lemma 3.6, for n sufficiently large there exists N n ∈ 2 Z such that Using the heat kernel bounds provided by Theorem 2.1, it is easy to check that P a Nn f L 10
Therefore, (3.16) guarantees the existence of an f n -independent η > 0 so that
where c = 
This together with (3.17) and Hölder's inequality yields
Therefore, there exist τ n ∈ R and x n ∈ R 3 with N n |x n | (ε/A) c such that
Passing to a subsequence, we may assume N 2 n τ n → τ ∞ ∈ [−∞, ∞]. When τ ∞ is finite, we set t n := 0; otherwise, we define t n := τ n .
Having chosen the parameters t n , x n , and N n , we now proceed to the construction of the profile φ. The inequality (3.18) will underlie the demonstration that φ carries nontrivial energy.
With g n defined as in (3.12),
and so, passing to a subsequence, there exists φ so that g n ⇀ φ weakly inḢ 1
x . This proves (3.12).
Next, we turn to proving (3.13). Changing variables, then using Lemma 3.3 and the fact that g n ⇀ φ weakly inḢ 
n a , and performing a change of variables, (3.18) becomes
By construction, g n ⇀ φ inḢ 1 x . We setP
x when τ ∞ is finite. Thus when τ ∞ is finite, we deduce that
In view of Theorem 2.1 and the fact that N n |x n | (ε/A) c , we have
which completes the proof of (3.13) when τ ∞ is finite. Trivial modifications of the last steps handle the case τ ∞ = ±∞.
We now turn to (3.14). If t n ≡ 0, then by Rellich-Kondrashov (which yields g n → φ a.e.) and Lemma 2.6 we have
A change of variables then yields (3.14) in this case. If t n = τ n , then it suffices to observe that φ n → 0 in L 6 x by Corollary 3.4. Finally, passing to another subsequence if necessary, we may assume that either N n |x n | → ∞ or N n x n → y ∞ ∈ R 3 . In the latter case, we may take x n ≡ 0 by replacing the profile φ found previously by φ(x − y ∞ ).
With Proposition 3.7 in place, the greater part of the proof of Theorem 3.1 amounts to careful book-keeping. We omit the details; they can be found, for example, in [31, 32] . However, as one sees there, two extra facts about the free propagator are needed to verify (3.1). For the problem at hand, these two additional inputs are provided by Lemmas 3.8 and 3.9 below; they are the analogues of Lemmas 5.5 and 5.4 in [31] and play the same roles as these earlier results in the proof of (3.1).
Lemma 3.8 (Weak convergence)
. Let f n ∈Ḣ 1 (R 3 ) be such that f n ⇀ 0 weakly iṅ H 1 (R 3 ) and let t n → t ∞ ∈ R. Then for any y n ∈ R 3 ,
where L n a is as in Definition 3.2. Proof. Without loss of generality, we may assume that
, which converges to zero as n → ∞. To see the last inequality above, we used the spectral theorem together with the elementary inequality
for λ ≥ 0.
Thus, to prove the lemma it suffices to prove that e −it∞L n a f n ⇀ 0 inḢ
The first inner product on the right-hand side above converges to zero by Lemma 3.3. As f n ⇀ 0 inḢ 1 (R 3 ) by assumption and e it∞L ∞ a ∆ψ ∈Ḣ −1 (R 3 ), the second inner product also converges to zero. This completes the proof of the lemma.
Lemma 3.9 (Weak convergence). Let f ∈Ḣ 1 (R 3 ) and let {(t n , x n )} n≥1 ⊂ R × R 3 and {y n } ⊂ R 3 . Then
whenever |t n | → ∞ or |x n | → ∞. Here L n a is as in Definition 3.2. Proof. Naturally, it suffices to prove (3.19) along subsequences where y n → y ∞ ∈ R 3 ∪ {∞}. Let L ∞ a be as in Definition 3.2. We first prove (3.19) when t n → ∞; the proof when t n → −∞ follows symmetrically. Let ψ ∈ C ∞ c (R 3 \ {y ∞ }) and let
To establish (3.19), we need to show
A computation yields
On the other hand,
The first term on the right-hand side above converges to zero by Lemma 3.3. The second term converges to zero by the Strichartz inequality combined with the monotone convergence theorem. Putting everything together, we derive (3.20) and so (3.19) when t n → ∞. Now assume {t n } n≥1 is bounded, but |x n | → ∞ as n → ∞. Without loss of generality, we may assume t n → t ∞ ∈ R as n → ∞. As
the claim now follows from Lemma 3.8.
Embedding nonlinear profiles
In this section, we prove an analogue of Theorem 1.2 for initial data that lives far from the origin relative to its intrinsic length scale. In this setting, one may imagine that the potential plays little role. Indeed, we will use solutions to (1.5), whose existence is guaranteed by Theorem 1.1, to approximate the solutions to (1.2) in this case.
To keep formulas within margins, in this section we will adopt the following abbreviation:Ẋ 1 (I) := L 10 tḢ 1, 30 13 x (I × R 3 ). and {x n } ⊂ R 3 be such that |x n |/λ n → ∞. Let {t n } ⊂ R be such that either t n ≡ 0 or t n → ±∞. Let φ ∈Ḣ 1 (R 3 ) and define
Then for n sufficiently large there exists a global solution v n to (1.2) with initial data v n (0) = φ n which satisfies
with the implicit constant depending only on φ Ḣ1 (R 3 ) . Furthermore, for every ε > 0 there exists N ε ∈ N and ψ ε ∈ C ∞ c (R × R 3 ) such that for all n ≥ N ε we have
Proof. The proof of this theorem follows the general outline of the proof of Theorem 6.3 in [31] . It contains five steps. In the first step we select appropriate global solutions to the energy-critical NLS without potential. In the second step we construct a putative approximate solution to (1.2). In the third step we prove that this asymptotically matches the initial data φ n and in the fourth step we prove that it is indeed an approximate solution to (1.2). In the fifth and last step we use Theorem 2.11 to find v n and prove the approximation result (4.1).
Step 1: Selection of solutions to (1.5). Let θ := 1 100 . The construction of solutions to (1.5) depends on the behaviour of t n . If t n ≡ 0, we let w n and w ∞ be the solutions to (1.5) with initial data w n (0) = φ ≤(|xn|/λn) θ and w ∞ (0) = φ. If t n → ±∞, we let w n and w ∞ be the solutions to (1.5) satisfying
In all cases, Theorem 1.1 together with perturbation theory and persistence of regularity for (1.5) implies that w n and w ∞ are global solutions obeying
Step 2: Constructing the approximate solution to (1.2). Fix T > 0 to be chosen later. We definẽ
n T, where χ n is a family of smooth functions satisfying
. By a change of variables, Hölder, and (4.2),
Combining this with the Strichartz inequality and Theorem 2.2, we get
Step 3: Asymptotic agreement of the initial data:
We first consider the case when t n ≡ 0. Using the equivalence of Sobolev spaces and performing a change of variables, we obtain
, which converges to zero as n → ∞ since χ n (x) → 1 and χ supp(∇χn) (x) → 0 almost everywhere as n → ∞.
It remains to prove (4.4) when t n → ∞; the case t n → −∞ can be treated analogously. As T is fixed, for sufficiently large n we have t n > T and sõ
Thus, by a change of variables and the equivalence of Sobolev spaces,
where L n a is as in Definition 3.2 and y n = x n /λ n → ∞. Note that in this case L ∞ a = −∆.
Using (4.2) and Sobolev embedding, we see that
as n → ∞. By Hölder and the dominated convergence theorem,
as n → ∞. Now we look to (4.7). By (3.5) we have
while by (3.6) we have
Combining these, we deduce that
which converges to zero as T → ∞ by the construction of w ∞ . This completes the proof of (4.4).
Step 4: We prove thatṽ n is an approximate solution to (1.2) in the sense required by Theorem 2.11:
We first verify (4.8) for |t| > λ 2 n T . By symmetry, it suffices to consider positive times. For these times we have
By Lemma 2.3 and (
On the other hand, by the analysis of (4.5) and (4.6), we have
To continue, let w + denote the forward asymptotic state of w ∞ ; its existence is guaranteed by Theorem 1.1. By Strichartz,
, which converges to zero as n → ∞ and then T → ∞ in view of Corollary 3.5, the definition of w + , and the monotone convergence theorem.
Next we show (4.8) on the middle time interval |t| ≤ λ 2 n T . For these times,
Performing a change of variables and using Lemma 2.3 and Hölder, we estimate the contribution of (4.9) by
, which converges to zero as n → ∞ by (4.2) and the dominated convergence theorem. Similarly, we estimate the contribution of (4.10) and (4.11) by
Lastly, we estimate the contribution of (4.12) by
This completes the proof of (4.8).
Step 5: Constructing v n and approximation by C ∞ c functions. Using (4.3), (4.4), (4.8), and Theorem 2.11, for n sufficiently large we obtain a global solution v n to (1.2) with initial data v n (0) = φ n which satisfies v n L 10 t,x (R×R 3 )
and lim
It remains to prove the approximation result (4.1).
From the density of
for n, T sufficiently large. Changing variables we estimate
We consider each of these three terms separately. Using the dominated convergence theorem and (4.2), we see that
as n → ∞. The second and third term can be treated similarly; we only present the details for the second term. By Strichartz,
x → 0 as n → ∞ and then T → ∞ by the monotone convergence theorem, (4.14), Lemma 3.3, and the definition of the asymptotic state w + . This completes the proof of (4.13) and with it, the proof of Theorem 4.1.
Existence of the minimal blowup solution
The main goal of this section is to show that the failure of Theorem 1.2 implies the existence of a minimal counterexample that has good compactness properties. Note that the failure of Theorem 1.2 implies the existence of a critical energy E c such that (1.7) holds for solutions with energy less than E c , but it fails for solutions with energy greater than E c . The strict positivity of the critical energy E c is guaranteed by the small data global well-posedness theory. Observe also that finiteness of E c is equivalent to the failure of Theorem 1.2. 
Moreover, the orbit of u is precompact inḢ 1 (R 3 ) modulo scaling in the sense that there exists N (t) : I → R + such that the set N (t)
. Finally, we may assume that the frequency scale function
Results of this type are by now standard in the literature. The key result underlying the existence of the minimal counterexample (with critical energy and infinite L 10 t,x -norm) is a Palais-Smale condition for minimizing sequences of blowup solutions to (1.2); this is recorded as Proposition 5.2 below. This Palais-Smale condition also implies that the orbit of the minimal counterexample is precompact modulo scaling. Finally, having extracted this minimal blowup solution, a simple rescaling argument allows us to assume that the frequency scale function N (t) is bounded from below either in the future or in the past; see for example [28, §4] . The interval [0, T * ) appearing in Theorem 5.1 is the maximal future extension of u, where we can guarantee that inf t∈[0,T * ) N (t) ≥ 1.
Proposition 5.2 (Palais-Smale condition). Let u n : I n × R 3 → C be a sequence of solutions with E(u n ) → E c and let t n ∈ I n so that
Proof. The proof of Proposition 5.2 follows along well established lines. For a thorough discussion of this result and its relevance in proving Theorem 5.1 in the absence of a potential see [29] . The presence of the potential introduces several new difficulties. These are of a similar nature as those arising for the energy-critical NLS outside a convex obstacle and will be overcome by mimicking the arguments in [31] .
In what follows, we will sketch the proof emphasizing the main steps. By time translation symmetry, we may assume t n ≡ 0; thus,
Applying Proposition 3.1 to the sequence u n (0) (which is bounded inḢ 1 a (R 3 )) and passing to a subsequence if necessary, we have the linear profile decomposition
satisfying the properties stated in Proposition 3.1. In particular, for any finite 0 ≤ J ≤ J * , we have the energy decoupling property
To prove Proposition 5.2, we need to show that J * = 1, w
, t 1 n ≡ 0, and x n ≡ 0. To this end, we will show that all other possibilities contradict (5.1). We discuss two cases.
Case I: sup j lim sup n→∞ E(φ j n ) = E c . From the Hardy inequality and the non-triviality of the profiles, we deduce that lim inf n→∞ E(φ t,x -norm. By Theorem 2.11, this space-time bound extends to the solution u n for n sufficiently large, thus contradicting (5.1). Therefore, we must have x n ≡ 0.
To obtain the desired compactness property, it remains to preclude the case t n → ±∞. By symmetry, it suffices to consider t n → ∞. By Strichartz, monotone convergence, and Corollary 3.5, we see that
t,x (R×R 3 ) → 0 as n → ∞. By the small data theory, this implies that u n L 10 t,x ({t>0}×R 3 ) → 0 as n → ∞, which again contradicts (5.1).
Case II: sup j lim sup n→∞ E(φ j n ) ≤ E c − 3δ for some δ > 0. In this case, for each finite J ≤ J * we have E(φ j n ) ≤ E c − 2δ for all 1 ≤ j ≤ J and n sufficiently large.
We will prove that Case II is inconsistent with (5.1). To this end, we first introduce nonlinear profiles associated with each φ 2) which scatters to e −itLa φ j as t → ±∞. In both cases we define
Note that v j n is also a solution to (1.2) with lim
In particular, by the Hardy inequality we have that E(v Lastly, one can prove that for large enough n and J, u J n is an approximate solution to (1.2) in the sense that
In order to verify this statement, one uses the asymptotic decoupling of the solutions v j n together with the fact that, by the linear profile decomposition, e −itLa w J n converges to zero (as n and J converge to infinity) in energy-critical Strichartz spaces without derivatives. Corollary 2.9 is used to control terms involving one derivative of e −itLa w J n ; see, for example, the justification of (7.19) in [31] . Putting everything together and invoking Theorem 2.11, we deduce that the solutions u n inherit the space-time bounds of u J n for n sufficiently large. This however contradicts (5.1).
Precluding the minimal blowup solution
Let us suppose that Theorem 1.2 were to fail and let u : [0, T * ) × R 3 → C be a minimal counterexample of the type provided by Theorem 5.1. The fact that the orbit of u is precompact inḢ 1 x modulo scaling combined with the lower bound N (t) ≥ 1 on the frequency scale function yields that for any η > 0 there exists C(η) > 0 such that
uniformly for t ∈ [0, T * ). Note also that by the Hardy inequality and the conservation of energy, for all solutions u to (1.2) we have
To preclude the existence of the minimal counterexample u guaranteed by Theorem 5.1, we will distinguish two cases, namely, (1) the solution u is global forward in time (i.e. T * = ∞) or (2) the solution u blows up in finite time (i.e. T * < ∞).
We will show that the first scenario is inconsistent with the virial identity; see Theorem 6.1. Finally, we will employ a transport of mass argument to preclude the second scenario; see Theorem 6.2. This will complete the proof of Theorem 1.2.
Theorem 6.1. There are no solutions to (1.2) of the form given in Theorem 5.1 with T * = ∞.
Proof. Assume towards a contradiction that u : [0, ∞) × R 3 → C is such a solution. Let φ be a smooth radial cutoff such that φ(r) = r for r ≤ 1 0 for r ≥ 2, and define
for some R > 0. Differentiating V R with respect to the time variable and using Hölder, Sobolev embedding, and (6.2), we find
uniformly for t ≥ 0. Taking another derivative with respect to the time variable and using the Hardy inequality, Sobolev embedding, and (6.1), we obtain
provided η is small and R = R(η) is chosen sufficiently large. Combining this with (6.2) and taking η sufficiently small depending on the energy of u, we get
Together with (6.3) and the fundamental theorem of calculus on [0, T ] for T sufficiently large, this yields the desired contradiction. Indeed, for 0 < η < 1 and t ∈ [0, T * ), using Hölder we estimate
. By (6.2) and Sobolev embedding, we can make the first term arbitrarily small by letting η → 0. Moreover, by (6.1) and (6.4), we see that the second term converges to zero as t → T * . To continue, for t ∈ [0, T * ) we define
where φ is a smooth radial function such that φ(r) = 1 for r ≤ 1 and φ(r) = 0 for r ≥ 2. By (6.5), lim sup
On the other hand, by the Hardy inequality and (6.2),
Thus, by the fundamental theorem of calculus,
for all t 1 , t 2 ∈ [0, T * ) and R > 0. Letting t 2 ր T * , we deduce that
Now letting R → ∞ and invoking the conservation of mass, we derive
Finally, letting t 1 ր T * we obtain u(0) ≡ 0, which contradicts the fact that the L 10 t,x -norm of u is infinite.
The focusing case
In this section, we consider the analogue of (1.2) with focusing nonlinearity, posed in R d with d ≥ 3:
which conserves the energy
Note that for the topics we will be discussing in this section, it costs very little in clarity to treat general dimensions.
2 (1 − β). We then define the ground state soliton by
It is not difficult (though laborious) to verify that
and, using a standard variant of Euler's Beta integral (cf. (1.1.20) in [1] ), that
Thus W a is a ground state soliton in the sense of being a radial non-negative static solution to (7.1). As we will see in Proposition 7.2 below, these solitons occur as optimizers in Sobolev embedding inequalities when a ≤ 0, but not when a > 0. The proof of that proposition will also explain how we derived formula (7.3) .
Proposition 7.2 (Sharp Sobolev embedding). Fix d ≥ 3 and a > −(
Moreover, equality holds in (7.5) if and only if f (x) = αW a (λx) for some α ∈ C and some λ > 0.
(ii) The inequality (7.5) is valid also when a = 0; however, equality now holds if and only if f (x) = αW 0 (λx + y) for some α ∈ C, some y ∈ R d , and some λ > 0.
In this case, equality never holds (for f ≡ 0); however, the constant in (7.6) cannot be improved.
We will be proving part (iii) of this proposition via concentration compactness. Before beginning the proof of Proposition 7.2, we record the following elegant encapsulation of the concentration compactness philosophy in the setting of classical Sobolev embedding due to Gérard; see [14] . For our purposes, we need only consider radial (=spherically symmetric) functions; the paper [14] treats the general case. In Corollary 7.4 below, we will adapt this to the a = 0 setting. j=1 ⊆ (0, ∞) so that along some subsequence in n we may write
with the following five properties:
The concentration compactness principle recorded above can de adapted to the case a = 0, as follows:
2 . Let {f n } n≥1 be a bounded radial sequence inḢ j=1 ⊆ (0, ∞) so that passing to a subsequence in n, equations (7.7), (7.8) , and (7.10)-(7.12) hold. Moreover, in place of (7.9), we have
Proof. With the exception of (7.13), all claims follow from the fact thatḢ
, as seen in Theorem 2.2. In the setting of Theorem 7.3, the decoupling statement (7.9) is proved by inductive application of the fact that in any Hilbert space H,
Specifically, one takes H =Ḣ 1 (R d ) and uses (7.12) and (7.11) as input. However, weak convergence inḢ 1 (R d ) guarantees weak convergence inḢ 1 a (R d ) and consequently, we may apply (7.14) with H =Ḣ 1 a (R d ). Applying this inductively yields (7.13).
We are now ready to complete the proof of Proposition 7.2.
Proof of Proposition 7.2. Part (ii) is precisely the sharp form of classical Sobolev embedding that has been known for some time [2, 4, 40] . One proof of this, adapted to serve as an introduction to the manner in which concentration compactness methods are used in dispersive PDE, can be found in [29, §4.2] . We will be adapting that argument when we discuss part (i) below.
Part (iii) is a trivial consequence of part (ii): As a > 0,
unless f ≡ 0. The fact that the constant cannot be improved follows by considering f n (x) = W 0 (x − x n ) for any sequence x n → ∞.
We turn now to the proof of part (i). By the standard rearrangement inequalities (cf. [33, Ch. 3] ), the optimal constant can determined by the consideration of radial functions alone. Moreover, as |f (x)| 2 |x| −2 dx is strictly monotone under rearrangement, any optimizer must in fact be radial.
Let f n be an optimizing sequence of radial functions for the problem maximize J(f ) := f and that φ 1 has unitḢ 1 a (R d ) norm. The fact that f n is an optimizing sequence shows that φ 1 must be an optimizer for J and hence for the embedding (7.5). Now that we know the existence of optimizers, we turn to their characterization. Recall that we have already seen that optimizers must be radial. Let 0 ≡ f ∈Ḣ ). Thus, the constant c is, in fact, zero. The resulting first-order ODE is separable when written in the variables w(r) = r d−2 2 f (r) and ρ = log(r). Carrying out the requisite integrals, we then deduce that f (x) = λ 1/2 W a (λx) for some λ > 0.
If we discard the information regarding the existence of optimizers, is not difficult to see that the three different cases in Proposition 7.2 can be combined into a single equivalent statement: 2 . Then
This formulation of sharp Sobolev embedding is well-suited to proving energy trapping and for demonstrating coercivity of the virial: Proof. Combining Corollary 7.5 with the assumption E a (u 0 ) ≤ (1 − δ 0 )E a∧0 (W a∧0 ) and (7.4), we obtain
Claims (a)(1) and (b)(1) now follow by using a simple continuity argument together with the conservation of energy and the elementary inequality We will also need that by (7.4), .
In the setting of (b)(2), these two ingredients yield LHS(7.18) ≤ < 0, which resolves this case.
In the setting of (a)(2), rearranging Corollary 7.5 yields
In this way, we deduce that LHS(7.18) = u(t)
This leaves us to verify claim (a)(3). This is not difficult. As the nonlinearity is focusing, 2E a (u) ≤ u . The other inequality follows from (a)(2) because LHS(7.18) ≤ 2E a (u). This finishes the proof of the lemma.
Using the usual virial argument and Corollary 7.6(b), one can prove that finitetime blowup occurs for (7.1) for a > −(
d+2 ) 2 ; see Proposition 7.7 below. The restriction on a stems from the local well-posedness theory; it is needed to ensure that solutions can be constructed, at least locally in time. The proof of Proposition 7.7 follows from a straight-forward adaptation of the arguments in, say, [28, Section 9] , relying on Corollary 7.6(b) for the requisite concavity. 
)
2 +(
is radial. Then the corresponding solution u to (7.1) blows up in finite time.
