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Abstract
A resonance theorem providing existence of functions that are
counterexamples for all members of a given family of translation in-
variant differentiation bases is proved. Applications of the theorem to
Zygmund problem on a choice of coordinate axes are given.
1 Definitions and notation
A mapping B defined on Rn is said to be a differentiation basis if for every
x ∈ Rn, B(x) is a family of bounded measurable sets with positive measure
and containing x, such that there exists a sequence Rk ∈ B(x) (k ∈ N) with
lim
k→∞
diamRk = 0.
For f ∈ L(Rn), the numbers
DB
( ∫
f, x
)
= lim
R∈B(x)
diamR→0
1
|R|
∫
R
f and D B
(∫
f, x
)
= lim
R∈B(x)
diamR→0
1
|R|
∫
R
f
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are called the upper and the lower derivative, respectively, of the integral of
f at a point x. If the upper and the lower derivative coincide, then their
combined value is called the derivative of
∫
f at a point x and denoted by
DB(
∫
f, x). We say that the basis B differentiates
∫
f (or
∫
f is differentiable
with respect to B) if DB(
∫
f, x) = D B(
∫
f, x) = f(x) for almost all x ∈
Rn. If this is true for each f in the class of functions X we say that B
differentiates X .
The maximal operator MB and truncated maximal operator M
r
B (r > 0)
corresponding to a basis B are defined as follows:
MB(f)(x) = sup
R∈B(x)
1
|R|
∫
R
|f |,
M rB(f)(x) = sup
R∈B(x)
diamR<r
1
|R|
∫
R
|f |,
where f ∈ Lloc(Rn) and x ∈ Rn.
By Ikn (2 ≤ k ≤ n) we will denote the basis such that Ikn(x) (x ∈ Rn)
consists of all n-dimensional intervals lengthes of which edges take not more
then k different values and which contain x. The basis Inn will be denoted by
I. The differentiation with respect to I is called strong differentiation.
A basis B is called:
• translation invariant(briefly, TI-basis) if B(x) = {x+ I : I ∈ B(0)} for
every x ∈ Rn;
• homothecy invariant(briefly, HI-basis) if for every x ∈ Rn, R ∈ B(x)
and a homothecy H with the centre at x we have that H(R) ∈ B(x);
• formed of sets from the class ∆ if B ⊂ ∆.
• convex if it is formed of the class of all convex sets.
Denote by Γn the family of all rotations in the space R
n.
Let B be a basis in Rn and γ ∈ Γn. The γ-rotated basis B is defined as
follows
B(γ)(x) =
{
x+ γ(I − x) : I ∈ B(x)} (x ∈ Rn).
For an increasing function Φ : (0,∞)→ (0,∞) and a measurable set E ⊂
Rn by Φ(L)(E)([Φ(L)](E)) we denote the class of all measurable functions
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f : Rn → R such that {f 6= 0} ⊂ E and ∫
{f 6=0}
Φ(|f |) < ∞ ( ∫
{f 6=0}
Φ(|f |/h) <
∞ for some h ≥ 1).
A function Φ : (0,∞)→ (0,∞) is said to satisfy ∆2-condition at infinity
if there are c > 0 and τ > 0 such that Φ(2t) ≤ cΦ(t) for every t > τ .
We say that an increasing function Φ : (0,∞)→ (0,∞) is non-regular if
lim
t→∞
Φ(t)
t
=∞.
The unit cube (0, 1)n will be denoted by Gn.
Let Φ : (0,∞) → (0,∞) be an increasing function. It is easy to check
that:
1) If Φ satisfies ∆2-condition at infinity, then [Φ(L)](G
n) = Φ(L)(Gn);
2) The class L \ [Φ(L)](Gn) is non-empty if and only if Φ is non-regular.
The family of all diadic intervals of order m ∈ Zn we will denote by Wm,
i.e.,
Wm =
{
n×
j=1
( kj
2mj
,
kj + 1
2mj
)
: k1, . . . , kn ∈ Zn
}
.
By Hm (m ∈ Zn) it will be denoted the family of all possible unions of
intervals from Wm.
Below everywhere it will be assumed that the dimension n is greater
then 1.
2 Main result
Saks [1] and Busemann and Feller [2] constructed a function f ∈ L(Rn) whose
integral is not strongly differentiable.
Zygmund [3, p. 99] posed the problem: Is it possible for arbitrary function
f ∈ L(G2) to choose a rotation γ ∈ Γ2 so that I(γ) differentiates
∫
f?
Marstrand [4] gave a negative answer to the problem, namely, constructed
a non-negative function f ∈ L(G2) such that for every γ ∈ Γ2,
DI(γ)
(∫
f, x
)
=∞ almost everywhere on G2.
Developing Marstrand approach below we will prove a resonance theorem
providing existence of functions that are counterexamples for all members of
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a given family of translation invariant bases. Applications of the theorem to
Zygmund problem are given also.
The work is a revised version of § II.1 from the monograph [5].
Let Λ be a non-empty family of translation invariant differentiation bases
in Rn and let Φ : (0,∞) → (0,∞) be a some function. We will say that Λ
has MΦ-property if for every h > 1 and ε > 0 there exist a set E ⊂ Rn of
positive measure, sets PB (B ∈ Λ) and an interval Q such that:
1) PB ⊂ {M (ε)B (hχE) > 1} (B ∈ Λ);
2) {PB : B ∈ Λ} ⊂ Hm for some m ∈ Nn;
3) |PB| ≥ cΦ(h)|E| (B ∈ Λ);
4) E ⊂ Q and PB ⊂ Q (B ∈ Λ);
5) diamQ < ε;
6) |E| ≥ c(h)|Q|,
where c > 0, c does not depend on h and ε, c(h) ∈ (0, 1) and c(h) does not
depend on ε.
For a non-empty family of differentiation bases Λ by SΛ denote the class
of all functions f ∈ L(Gn) for which
DB
(∫
f, x
)
=∞ almost everywhere on Gn
for every B ∈ Λ.
Theorem 1. Let Λ be a non-empty family of translation invariant differen-
tiation bases in Rn and let Φ : (0,∞) → (0,∞) be a non-regular increasing
function. If Λ has MΦ-property, then for every f ∈ L \ [Φ(L)](Gn) there
exists a measure preserving and invertible mapping ω : Rn → Rn such that
{x : ω(x) 6= x} ⊂ Gn and |f | ◦ ω ∈ SΛ. In particular, if Φ additionally
satisfies ∆2-condition at infinity, then the same conclusion is valid for every
f ∈ L \ Φ(L)(Gn).
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3 Auxiliary propositions
For m ∈ Nn denote
W ∗m =
{
E ∈ Wm : E ⊂ Gn
}
, H∗m =
{
E ∈ Hm : E ⊂ Gn
}
.
Lemma 1. Let Λ be a non-empty family of translation invariant differen-
tiation bases in Rn and Φ : (0,∞) → (0,∞) be a some function. If Λ has
MΦ-property, then for every h > 1, ε > 0, m ∈ Nn and δ with 0 < δ < c(h)
there exist a set E ⊂ Gn and a family of sets {PB : B ∈ Λ} such that:
1) δ/4n ≤ |E| ≤ δ,
2) PB ⊂ {M (ε)B (hχE) > 1} (B ∈ Λ),
3) {PB : B ∈ Λ} ⊂ H∗j for some j ∈ Nn with j ≥ m,
4) |PB| ≥ cΦ(h)|E| (B ∈ Λ),
5) |PB ∩Q| = |PB| |Q| (Q ∈ W ∗m, B ∈ Λ).
Proof. Let us choose η > 0 so that
η < ε and 4
( 1
δcΦ(h)
)1/n
<
1
2m1+···+mn
. (1)
Due to the definition of MΦ-property there exist a set E
′ ⊂ Rn with positive
measure, sets P ′B (B ∈ Λ) and an interval I such that:
P ′B ⊂
{
M
(ε)
B (hχE′ ) > 1
}
(B ∈ Λ), (2){
P ′B : B ∈ Λ
} ⊂ H∗j for some j ∈ Nn, (3)
|P ′B| ≥ cΦ(h)|E ′| (B ∈ Λ), (4)
E ′ ⊂ I and P ′B ⊂ I (B ∈ Λ), (5)
diam I < η, (6)
|E ′| ≥ c(h)|I|. (7)
Let I˜ be the interval concentric with I and such that |E ′| = δ|I˜|. (7)
implies that I˜ ⊃ I. Put t = diam I˜/ diam I. Then by virtue of (4) and (5)
|E ′|
δ
= |I˜| = tn|I| ≥ tncΦ(h)|E ′|.
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Therefore,
t ≤
( 1
δcΦ(h)
)1/n
. (8)
Due to translation invariance of bases B ∈ Λ we can assume that I˜ has the
form (0, a1)× · · · × (0, an). By I ′ denote the smallest among diadic intervals
(i.e. among intervals from the family
⋃
i∈Zn
Wi) containing I˜. Clearly, I
′ ⊂ 4I˜.
Therefore
δ
4n
|I ′| ≤ |E ′| ≤ δ|I ′| (9)
and (see (8), (6) and (1))
diam I ′ ≤ 4 diam I˜ ≤ 4
( 1
δcΦ(h)
)1/n
diam I <
1
2m1+···+mn
. (10)
Let i ∈ Zn be a n-tuple for which I ′ ∈ Wi. (10) implies that
i > m. (11)
For each Q ∈ W ∗i , TQ be the translation mapping I ′ into Q and put
EQ = TQ(E
′) (Q ∈ W ∗i ),
PB,Q = TQ(P
′
B) (B ∈ Λ, Q ∈ W ∗i ),
E =
⋃
Q∈W ∗i
EQ,
PB =
⋃
Q∈W ∗i
PB,Q (B ∈ Λ).
Obviously,
EQ ⊂ Q and PB,Q ⊂ Q (B ∈ Λ, Q ∈ W ∗i ). (12)
By virtue of (1), (2) and translation invariance of bases B ∈ Λ we have
PB,Q ⊂
{
M
(η)
B (hχEQ ) > 1
} ⊂ {M (ε)B (hχEQ ) > 1} (B ∈ Λ, Q ∈ W ∗i ). (13)
Since the intervals from W ∗i are disjoint, then by (3), (4), (9) and (11)–(13)
it is easy to conclude that the sets E and PB (B ∈ Λ) satisfy all needed
conditions.
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Lemma 2. Let f be an increasing function on [a, b] and ε > 0. Then there
exist points h1 = a < h2 < · · · < hk = b such that
f(hj+1−)− f(hj+) ≤ ε (j = 1, . . . , k − 1). (14)
Proof. Let h1 < · · · < hj are chosen. If hj = b, then the construction is
completed. If hj < b, then let us take
hj+1 = sup
{
h ∈ (hj , b] : f(h)− f(hj+) ≤ ε
}
.
After same steps the construction will be completed (in opposite case we will
have that f(b) − f(a) = ∞). Clearly, the chosen numbers h1, . . . , hk satisfy
the condition (14).
Lemma 3. Let Φ : (0,∞) → (0,∞) be an increasing function, f ∈ L(Gn),
k ∈ N, f/k 6∈ Φ(L)(Gn) and α(h) > 0 (h > 1). Then there exist sets Aj
(j ∈ 1, m) and numbers hj (j ∈ 1, m) such that:
1) Aj ∩ Ai = ∅ (i 6= j);
2) k < hj ≤ |f(x)| (j ∈ 1, m, x ∈ Aj);
3) 0 < |Aj| ≤ α(hjk ) (j ∈ 1, m);
4)
m∑
j=1
Φ(
hj
k
)|Aj | > k.
Proof. Since f/k 6∈ Φ(L)(Gn), then there are numbers a and b such that
k < a < b and
∫
{a≤|f |<b}
Φ
( |f |
k
)
≥ 4k. (15)
By virtue of Lemma 2 there are λ1 =
a
k
< λ2 · · · < λp+1 = bk with
Φ(λq+1−)− Φ(λq+) < 1 (q ∈ 1, p). (16)
For q ∈ 1, p denote
Eq =
{|f | = kλq} and E ′q = {kλq < |f | < kλq+1}.
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Let us choose numbers tq and τq (q ∈ 1, p) so that
λq < tq < τq < λq+1,∫
E′q\{ktq<|f |<kτq}
Φ
( |f |
k
)
<
1
p
. (17)
Put E∗q = {ktq < |f | < kτq} (q ∈ 1, p). From (16) we have: Φ(τq)−Φ(tq) < 1
(q ∈ 1, p). Therefore for each q ∈ 1, p we write
Φ(tq)|E∗q | > (Φ(τq)− 1)|E∗q | ≥
∫
E∗q
Φ
( |f |
k
)
− |E∗q |.
Consequently (see (15) and (17)),
p∑
q=1
Φ(λq)|Eq|+
p∑
q=1
Φ(tq)|E∗q | ≥
≥
p∑
q=1
Φ(λq)|Eq|+
p∑
q=1
(∫
E′q
Φ
( |f |
k
)
− 1
p
− |E∗q |
)
≥
≥
∫
{a≤|f |<b}
Φ
( |f |
k
)
− 2 ≥ 4k − 2 > k.
Denote
N1 =
{
q ∈ 1, p : |Eq| > 0
}
and N2 =
{
q ∈ 1, p : |E∗q | > 0
}
.
For each q ∈ N1, {Eq,1, . . . , Eq,νq} be a partition of Eq such that 0 < |Eq,ν | ≤
α(λq) (ν ∈ 1, νq) and for each i ∈ N2, {E∗i,1, . . . , Ei,ℓi} be a partition of E∗i
such that 0 < |E∗i,ℓ| ≤ α(ti) (ℓ ∈ 1, ℓi).
Put
T =
{
Eq,ν : q ∈ N1, ν ∈ 1, νq
} ∪ {E∗i,ℓ : i ∈ N2, ℓ ∈ 1, ℓi}.
Let m =
∑
q∈N1
νq +
∑
q∈N2
ℓi and σ : 1, m → T be a bijection. For j ∈ 1, m
denote Aj = σ(j). Numbers hj define as follows: hj = kλq if Aj = Eq,ν for
some q and ν, and hj = kti if Aj = E
∗
i,ℓ for some i and ℓ. It is easy to see
that sets Aj and numbers hj satisfy the needed conditions.
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Lemma 4. Let Φ : (0,∞) → (0,∞) be an increasing function, f ∈ L(Gn),
f/h 6∈ Φ(L)(Gn) for every h ≥ 1 and α(h) > 0 for every h > 1. Then there
exist a sequence of measurable sets (Ak) and sequences of positive numbers
(hk) and (qk) such that:
1) Ak ∩Am = ∅ (k 6= m),
2) qk < hk ≤ |f(x)| (k ∈ N, x ∈ Ak),
3) lim
k→∞
qk =∞,
4) 0 < |Ak| ≤ α(hkqk ) (k ∈ N),
5)
∞∑
k=1
Φ(hk
qk
)|Ak| =∞.
Proof. It is easy to find sequences of numbers (am) and (bm) such that:
0 < am < bm < am+1 (m ∈ N), (18)∫
{am<|f |<bm}
Φ
( |f |
m
)
> m (m ∈ N). (19)
Let Ni (i ∈ N) be disjoint infinite subsets of N and let
Ei =
⋃
m∈Ni
{
am < |f | < bm
}
(i ∈ N).
From (18) and (19) it follows that the sets Ei are disjoint and fχEi/h 6∈
Φ(L)(Gn) for each i ∈ N and h ≥ 1.
Let i be an arbitrary natural number. Using Lemma 3 for parameters
Φ, fχ
Ei
, i and α we can find sets Ai,j ⊂ Ei (j ∈ 1, mi) and numbers hi,j
(j ∈ 1, mi) with the properties;
1) Ai,j ∩ Ai,j′ = ∅ (j 6= j′),
2) i < hi,j ≤ |f(x)| (j ∈ 1, mi, x ∈ Ai,j),
3) 0 < |Ai,j| ≤ c(hi,ji ) (j ∈ 1, mi),
4)
mi∑
j=1
Φ(
hi,j
i
)|Ai,j| > i.
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Making numeration by an index k ∈ N of the sequences
A1,1, . . . , A1,m1 ;A2,1, . . . , A2,m2 ; . . .
h1,1, . . . , h1,m1 ; h2,1, . . . , h2,m2 ; . . .
1, . . . , 1; 2, . . . , 2; . . .
we receive sequences (Ak), (hk) and (qk) that will satisfy all needed condi-
tions.
Lemma 5. Let j ∈ Nn, A1 ∈ H∗j , A2 ⊂ Gn and |A2 ∩Q| = |A2| |Q| for each
Q ∈ W ∗j . Then |A1 ∩ A2| = |A1| |A2|.
Proof. Let T be the subfamily of W ∗j for which A1 =
⋃
Q∈T
Q. Then taking
into account the condition of the lemma we have
|A1 ∩ A2| =
∑
Q∈T
|Q ∩A2| =
∑
Q∈T
|Q| |A2| = |A1| |A2|.
Lemma 6. Suppose for every k ∈ N there are valid conditions: mk, jk ∈ Nn,
mk ≤ jk ≤ mk+1, Ak ∈ H∗jk and |Ak∩Q| = |Ak| |Q| for each Q ∈ W ∗mk . Then
(Ak) is a sequence of independent sets.
Proof. Let q ≥ 2 and k1 < k2 < · · · < kq. We must prove the equality
∣∣∣ q⋂
ν=1
Akν
∣∣∣ = q∏
ν=1
|Akν |. (20)
For the case q = 2, (20) directly follows from Lemma 5. Let us argue passing
from q − 1 to q. Assume that (20) is valid for sets Ak1, . . . , Akq−1 . It is easy
to see that
q−1⋂
ν=1
Akν ∈ H∗j , where j = jkq−1 .
Now taking into account thatmkq ≥ mkq−1+1 ≥ jkq−1 and |Akq∩Q| = |Akq | |Q|
for each Q ∈ W ∗m, where m = mkq , by virtue of Lemma 5 and induction
assumption we write
∣∣∣ q⋂
ν=1
Akν
∣∣∣ = ∣∣∣ q−1⋂
ν=1
Akν
∣∣∣ |Akν | = q∏
ν=1
|Akν |.
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We will need the following well-known result from measure theory (see,
e.g., [6, Ch. “Uniform Approximation”] or [7, § 2]).
Theorem A. For every measurable sets A1, A2 ⊂ Rn with |A1| = |A2| > 0
there exists a measure preserving and invertible mapping ω : A1 → A2.
4 Proof of Theorem 1
By Lemma 4 there are sequences of sets (Ak) and of positive numbers (hk)
and (qk) such that:
Ak ∩Am = ∅ (k 6= m), (21)
qk < hk ≤ |f(x)| (k ∈ N, x ∈ Ak), (22)
lim
k→∞
qk =∞, (23)
0 < |Ak| ≤ c
(hk
qk
)
(k ∈ N),
∞∑
k=1
Φ
(hk
qk
)
|Ak| =∞. (24)
According to Lemma 1, for every k ∈ N and mk ∈ Nn there exist a set Ek
and a family of sets {PB,k : B ∈ Λ} with the properties:{
PB,k : B ∈ Λ
} ⊂ H∗jk for some jk ∈ Nn with jk ≥ mk, (25)
|Ak|
4n
≤ |Ek| ≤ |Ak|, (26)
PB,k ⊂
{
M
(1/k)
B
(hk
qk
χ
Ek
)
> 1
}
=
{
M
(1/k)
B (hkχEk ) > qk
}
(B ∈ Λ), (27)
|PB,k| ≥ cΦ
(hk
qk
)
|Ak| (B ∈ Λ), (28)
|PB,k ∩Q| = |PB,k| |Q| (B ∈ Λ, Q ∈ W ∗mk). (29)
From (24), (26) and (28),
∞∑
k=1
|PB,k| =∞ (B ∈ Λ). (30)
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Obviously, we can choose (mk) so that mk+1 ≥ jk (k ∈ N). Then by (25),
(29) and Lemma 6, (PB,k) is a sequence of independent sets for every B ∈ Λ.
Therefore by virtue of (30) and Borel–Cantelli lemma we have∣∣∣ lim
k→∞
PB,k
∣∣∣ = 1 for every B ∈ Λ. (31)
Put g = sup
k∈N
hkχEk . Since g ≤
∞∑
k=1
hkχEk , then by (21) and (26),∫
Gn
g ≤
∞∑
k=1
hk|Ek| ≤
∞∑
k=1
hk|Ak| ≤
∫
Gn
|f | <∞.
Thus g ∈ L(Gn). Let B ∈ Λ and x ∈ lim
k→∞
PB,k. Then by (23) and (27),
DB(
∫
g, x) = ∞. Consequently, taking into account (31) we conclude that
g ∈ SΛ. Obviously, we have also that
gχ
{g<∞}
∈ SΛ. (32)
Denote
E =
∞⋃
k=1
Ek and E
′
k = Ek \
⋃
j>k
Ej (k ∈ N).
It is easy to check that
E ′k ∩ E ′m = ∅ (k 6= m),
gχ
{g<∞}
=
∞∑
k=1
hkχE′
k
.
For each k ∈ N let us choose a measurable set A′k so that A′k ⊂ Ak and
|A′k| = |E ′k|. Denote A =
∞⋃
k=1
A′k. Due to Theorem A there exist a measure
preserving and invertible mappings ωk : A
′
k → E ′k (k ∈ N) and ω0 : Gn \A→
Gn \ E. A mapping ω define as follows
ω(x) =


ωk(x) (k ∈ N, x ∈ A′k),
ω0(x) (x ∈ Gn \ A),
x (x ∈ Rn \Gn).
It is easy to check that: 1) ω is measure preserving and invertible; and
2)|f | ◦ ω ≥ g. Now taking into account (32) we conclude the validity of the
theorem.
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Remark 1. For the case of finite or countable family Λ, Theorem 1 can be
strengthened by achieving divergence at every point with respect to each
B ∈ Λ, i.e. a mapping ω can be chosen so that for every basis B ∈ Λ the
equality DB
(∫ |f | ◦ ω, x) =∞ would be fulfilled at every x ∈ Gn.
5 Applications of Theorem 1
5.1. Zygmund problem in general setting may be formulated as follows: Let
B be a translation invariant basis in Rn and let ∆(B) =
{
B(γ) : γ ∈ Γn
}
.
Is the class S∆(B) non-empty?
Below it is found a quite general condition for a basis B(see Corollary 1)
fulfillment of which provide the positive answer to the posed question.
For a basis B denote
ΦB(h) = lim
t→∞
lim
r→0
|{M (tr)B (hχVr ) > 1}|
|Vr| (h > 0),
where Vr = {x ∈ Rn : dist(x, 0) < r}. Note that:
1) ΦB is increasing;
2) If B is a convex basis, then by virtue of the estimation MB(χVr )(x) <
cr/ dist(x, Vr) (x 6∈ V2r) (see [8, Lemma 1]) we have
ΦB(h) = lim
r→0
|{M (tr)B (hχVr ) > 1}|
|Vr| ;
3) If B is translation and homothecy invariant, then
ΦB(h) =
∣∣{M (tr)B (hχV ) > 1}∣∣,
where V = {x ∈ Rn : dist(x, 0) < 1}.
Let us call sets from a class ∆ uniformly measurable in Jordan sense if
for every ε > 0 there exist k ∈ N and ε > 0 such that:
1) krn < ε;
2) for every E ∈ ∆, there exists a cover of ∂E consisting of k balls with
radius ε.
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Remark 2. If ∆ is a collection of measurable in Jordan sense and mutually
congruent sets, then it is easy to see that the sets from ∆ are uniformly
measurable in Jordan sense.
Lemma 7. Let ∆ be a non-empty family of sets that are uniformly measur-
able in Jordan sense and let inf
E∈∆
|E| > 0. Then for every ε > 0 there exists
m0 ∈ Nn such that∣∣∣ ⋃
Q∈Wm, Q⊂E
Q
∣∣∣ > (1− ε)|E| and ∣∣∣ ⋃
Q∈Wm, Q∩E 6=∅
Q
∣∣∣ < (1 + ε)|E|
for every E ∈ ∆ and m ≥ m0.
Proof. Denote t = inf
E∈∆
|E| and V (x, r) = {y ∈ Rn : dist(y, x) < r}. By
virtue of the lemma condition there are k ∈ N and r > 0 such that
4nkrn < εt, (33)
and for every E ∈ ∆ we can choose points xE,1, . . . , xE,k for which
∂E ⊂
k⋃
j=1
V (xE,j, r). (34)
Let m0 ∈ Nn be such that diamQ < r if Q ∈ Wm0 . Suppose m ≥ m0.
For E ∈ ∆ denote
AE =
{
Q ∈ Wm : Q ∩
k⋃
j=1
V (xE,j, r) 6= ∅
}
.
By choosing of m0 we have
⋃
Q∈AE
Q ⊂
k⋃
j=1
V (xE,j, 2r).
Consequently, by (33)
∣∣∣ ⋃
Q∈AE
Q
∣∣∣ ≤ 2n k∑
j=1
∣∣V (xE,j, r)∣∣ ≤ 2nk2nrn < εt. (35)
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Note that if Q ∈ Wm, Q ∩E 6= ∅ and Q ∩ (Rn \E) 6= ∅, then Q ∩ ∂E 6= ∅.
Therefore, by (34),{
Q ∈ Wm : Q ⊂ E
} ⊃ {Q ∈ Wm : Q ∩ E 6= ∅} \ AE
and {
Q ∈ Wm : Q ∩ E 6= ∅
} ⊂ {Q ∈ Wm : Q ⊂ E} ∪ AE .
Consequently, taking into account (35), we obtain∣∣∣ ⋃
Q∈Wm, Q⊂E
Q
∣∣∣ ≥ ∣∣∣ ⋃
Q∈Wm, Q∩E 6=∅
Q
∣∣∣− ∣∣∣ ⋃
Q∈AE
Q
∣∣∣ > |E| − εt ≥ (1− ε)|E|
and∣∣∣ ⋃
Q∈Wm, Q∩E 6=∅
Q
∣∣∣ ≤ ∣∣∣ ⋃
Q∈Wm, Q⊂E
Q
∣∣∣ + ∣∣∣ ⋃
Q∈AE
Q
∣∣∣ < |E|+ εt ≤ (1 + ε)|E|.
Lemma 8. Let B be a translation invariant basis in Rn. Then the family
∆(B) has MΦB -property.
Proof. Let h > 1 and ε > 0. Take t > 1 such that
lim
r→0
|{M (tr)B (hχVr ) > 1}|
|Vr| >
ΦB(h)
2
.
Let us consider r > 0 for which
2
√
n r(1 + t) < ε and
∣∣{M (tr)B (hχVr ) > 1}∣∣ > ΦB(h)2 |Vr|. (36)
It is easy to check that for every f ∈ L(Rn), δ > 0, x ∈ Rn and y ∈ Γn,
M
(δ)
B (f)(x) =M
(δ)
B(γ)(f ◦ γ−1)(γ(x)).
Therefore, we get
M
(tr)
B (hχVr )(x) =M
(tr)
B(γ)(hχVr )(γ(x)) (x ∈ Rn, γ ∈ Γn).
Consequently,
{
M
(tr)
B(γ)(hχVr ) > 1
}
= γ
({
M
(tr)
B (hχVr ) > 1
})
(γ ∈ Γn). (37)
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Since the set {M (tr)B (hχVr ) > 1} is open, then there exists a set A that is
a finite union of cubic intervals such that
A ⊂ {M (tr)B (hχVr ) > 1} and |A| > ΦB(h)2 |Vr|. (38)
Put Aγ = γ(A) (γ ∈ Γn). Since sets Aγ are measurable in Jordan sense and
mutually congruent, then by Lemma 7 we conclude the existence of m ∈ Nn
and sets Pγ (γ ∈ Γn) such that
Pγ ⊂ Aγ and |Pγ| > |Aγ|
2
(γ ∈ Γn), (39){
Pγ : γ ∈ Γn
} ⊂ Hm. (40)
From (36)–(39) we have that for every γ ∈ Γn,
Pγ ⊂
{
M
(ε)
B(γ)(hχVr ) > 1
}
, (41)
|Pγ| > ΦB(h)
4
|Vr|, (42)
Vr ∪
⋃
γ∈Γn
Pγ ⊂ Vr(1+t). (43)
Assuming c = 1/4, c(h) = 1
2nnn/2(1+t)n
, E = Vr, PB(γ) = Pγ (γ ∈ Γn) and
Q = (−r(1 + t), r(1 + t))n, from (40)–(43) and (36) we conclude that the
family Λ = {B(γ) : γ ∈ Γn} has MΦB -property.
From Theorem 1 on the basis of Lemma 8 we obtain the following result.
Theorem 2. Let B be a translation invariant basis in Rn. If the function
ΦB is non-regular, then for every f ∈ L\ [ΦB(L)](Gn) there exists a measure
preserving and invertible mapping ω : Rn → Rn such that {x : ω(x) 6=
x} ⊂ Gn and |f | ◦ ω ∈ S∆(B). In particular, if ΦB additionally satisfies
∆2-condition at infinity, then the same conclusion is valid for every f ∈
L \ ΦB(L)(Gn).
Corollary 1. Let B be a translation invariant basis in Rn. If the function
ΦB is non-regular, then the class S∆(B) is non-empty.
5.2. It is true the following theorem.
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Theorem 3. Let B be a translation invariant basis in Rn. If the function ΦB
is non-regular, then for every Orlicz space ψ(L)(Gn) with the properties: ψ
satisfies ∆2-condition at infinity and lim
h→∞
ψ(h)
ΦB(h)
= 0, the set ψ(L)(Gn)\S∆(B)
is of the first category in ψ(L)(Gn).
Remark 3. Theorem 3 generalizes the result of B. Lo´pes Melero [9] which
asserts the same for the case when the following weak variant of the function
ΦB is considered
Φ˜B(h) = lim
r→0
|{M (hr)B (hχVr ) > 1}|
|Vr| .
Proof of Theorem 3. For k ∈ N by Ek denote the set of all functions f ∈
ψ(L)(Gn) for which there is a set A = A(f) ⊂ Gn and a rotation γ = γ(f) ∈
Γn with the properties:
1) |A| ≥ 1
k
;
2) is x ∈ A, R ∈ B(γ)(x) and diamR ≤ 1
k
, then 1|R|
∫
R
f ≤ k.
It is easy to see that Ψ(L)\S∆(B) =
∞⋃
k=1
Ek. Therefore it sufficies to prove
that Ek is nowhere dense in ψ(L) for every k ∈ N.
Let k ∈ N. First let us prove the closeness of Ek. Suppose fj ∈ Ek
(j ∈ N), f ∈ ψ(L) and ‖fj−f‖ψ(L) → 0. Clearly, we can choose subsequence
of (γ(fj)) which is convergent by the natural metric in Γn. Without loss of
generality assume that γ(fj) converges and let γ be its limit. By A denote
the set lim
j→∞
A(fj). Obviously, A ⊂ Gn and |A| ≥ 1k . Take x ∈ A and
R ∈ B(γ)(x) with diamR < 1
k
. Without loss of generality assume that
x ∈ A(fj) for every j ∈ N. Let us consider the set T ∈ B(0) for which
R = x+ γ(T ). Put Rj = x+ γ(fj)(T ) (j ∈ N). Then Rj ∈ B(γ(fj))(x) and
diamRj ≤ 1k . Consequently,
1
|Rj|
∫
Rj
f ≤ k.
Now taking into account that |(Rj \ R) ∪ (R \ Rj)| → 0 and ‖fj − f‖L ≤
c‖fj − f‖ψ(L) → 0, we obtain
1
|R|
∫
R
f = lim
j→∞
1
|Rj|
∫
Rj
fj ≤ k.
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Thus the closeness of Ek is proved. The next step is to prove that ψ(L)\Ek
is dense in ψ(L). Take a function f ∈ ψ(L) and ε > 0. Since ψ satisfies
∆2-condition at infinity, then (see e.g. [10, § 4]) there is g ∈ L∞ with
‖f − g‖ψ(L) < ε/2 . Let us consider a function ℓ ∈ S∆(B) with ‖ℓ‖ψ(L) < ε/2 .
Existence of such function is provided by Theorem 2. Obviously, g + ℓ ∈
S∆(B). Now from the estimation ‖f − (g + ℓ)‖ψ(L) < ε we conclude the
density of S∆(B) in ψ(L). Consequently, using inclusion S∆(B) ⊂ ψ(L) \ Ek
we obtain the density of ψ(L) \Ek in ψ(L). Finally, taking into account the
closeness of Ek we conclude that Ek is nowhere dense in ψ(L).
5.3. In this section we will apply Theorems 2 and 3 for bases Ikn.
Lemma 9. Let δ1, . . . , δn > 0, h > 1, and let E be the set of all points
x ∈ Rn such that
x1 > δ1, . . . , xn > δn,
x1 · · ·xn < hδ1 · · · δn.
Then ∫
E
1
x1 · · ·xn dx1 · · · dxn > c(ln h)
n,
where c is a positive number depending only on n.
Proof. For n = 1 the assertion is obvious. Let us consider the passing from
n− 1 to n.
For δn < t < hδn denote
At =
{
x ∈ Rn−1 : x1 > δ1, . . . , xn−1 > δn−1, x1 · · ·xn−1 < hδn
t
δ1 · · · δn−1
}
.
By Fubini theorem and the induction assumption we have∫
E
1
x1 · · ·xn dx1 · · · dxn =
=
hδn∫
1
1
xn
[ ∫
At
1
x1 · · ·xn−1 dx1 · · · dxn−1
]
dxn >
>
hδn∫
δn
cn−1
1
t
(
ln
hδn
t
)n−1
dt > cn−1
√
h δn∫
δn
1
t
(ln
√
h)n−1 dt ≥ cn(ln h)n.
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Lemma 10. For every k, 1 ≤ k ≤ n− 1, and an interval I of type
I =
n×
j=1
(aj , aj + δj), where δk = δk+1 · · · = δn,
and h > 1 it is valid the estimation∣∣{MIkn(hχI ) > 1}∣∣ ≥ ch(ln h)k|I|,
where c is a positive number depending only on n.
Proof. Without loss of generality assume that h > 2n and I is of type
I = (0, δ1)× · · · × (0, δk)× (0, δk)× · · · × (0, δk).
Let x ∈ Rn be such that
x1 > δ1, · · · , xk > δ, xk+1 > δk, . . . , xn > δk, (44)
x1 . . . xk
[
max(xk+1, . . . , xn)
]n−k
< h|I|. (45)
Put
J = (0, x1)× · · · × (0, xk)×
(
0,max(xk+1, . . . , xn)
)n−k
.
By (44) and (45), J ⊃ I and |J | < h|I|. Consequently,
1
|J |
∫
J
hχ
I
=
h|I|
|J | > 1.
Thus M
I
k
n
(hχ
I
)(x) > 1, and therefore{
M
I
k
n
(hχ
I
)(x) > 1
} ⊃ {x ∈ Rn : x satisfies (44) and (45)} ≡ E.
Let us estimate |E|. Denote
T =
{
y ∈ Rk : y1 > δ1, . . . , yk > δk, y1 · · · yk < h
2k
δ1 · · · δk
}
,
Ey =
{
x ∈ E : (x1, . . . , xk) = y
}
(y ∈ T ).
It is easy to see that for every y ∈ T ,
|Ey|n−k =
(( R|I|
y1 · · · yk
)1/(n−k)
− δ
)n−k
>
1
2n
R|I|
y1 · · · yk .
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Therefore, using Fubini theorem we have
|E| > ∣∣{x ∈ E : (x1, . . . , xk) ∈ T}∣∣ =
=
∫
T
|Ey|n−k dy > h|I|
2n
∫
T
1
y1 · · · yk dy1 · · ·dyk.
Consequently, by virtue of Lemma 10 we conclude the validity of the needed
estimation.
Lemma 11. For every k with 2 ≤ k ≤ n there are valid the estimations
c1h(ln h)
k−1 ≤ ΦIkn(h) ≤ c2h(ln h)k−1 (h > 1),
where c1 and c2 are positive numbers depending only on n.
Proof. Let r > 0, h > 1 and Q = (− r√
n
, r√
n
)n. By Lemma 10 we have∣∣{M
I
k
n
(hχ
Vr
) > 1
}∣∣ ≥ ∣∣{M
I
k
n
(hχ
Q
) > 1
}∣∣ ≥
≥ ch(ln h)k−1|Q| ≥ c1h(ln h)k−1|Vr|, (46)
where c1 > 0 depends only on n. On the other hand by virtue of the well-
known estimation (see [3, Chapter II, § 3])∣∣{M
I
k
n
(f) > λ
}∣∣ ≤ c ∫
Rn
|f |
λ
(
1 + ln
|f |
λ
)k−1
(f ∈ L(Rn), λ > 0),
it follows that ∣∣{M
I
k
n
(hχ
Vr
) > 1
}∣∣ ≤ c2h(ln h)k−1|Vr|, (47)
where c2 > 0 depends only on n.
From (46) and (47) we conclude the validity of the lemma.
From Theorems 2 and 3 on the basis of Lemma 11 we obtain the following
result.
Theorem 4. Let 2 ≤ k ≤ n. Then:
1) for every function f ∈ L \ L(ln+ L)k−1(Gn), there exists a measure
preserving and invertible mapping ω : Rn → Rn such that {x : ω(x) 6=
x} ⊂ Gn and |f | ◦ ω ∈ S∆(Ikn);
2) for every Orlicz space ψ(L)(Gn) with the properties: ψ satisfies ∆2-
condition at infinity and lim
h→∞
ψ(h)
h(lnh)k−1
= 0, the set ψ(L)(Gn) \S∆(Ikn) is
of the first category in ψ(L)(Gn).
Remark 4. The first part of Theorem 1 was announced in [11].
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