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Abstract
A fundamental problem with nonlinear estimation models is that estimates are not guar-
anteed to exist. However, while non-existence is a well-studied issue for binary choice mod-
els, it presents significant challenges for other models as well and is not as well understood
in more general settings. These challenges are only magnified for models that feature many
fixed effects and other high-dimensional parameters. We address the current ambiguity sur-
rounding this topic by studying the conditions that govern the existence of estimates for a
wide class of generalized linear models (GLMs). We show that some, but not all, GLMs can
still deliver consistent estimates of at least some of the linear parameters when these con-
ditions fail to hold. We also demonstrate how to verify these conditions in the presence of
high-dimensional fixed effects, as are often recommended in the international trade literature
and in other common panel settings.
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1 Introduction
Count data models are widely used in applied economic research (Cameron and Trivedi, 2013;
Winkelmann, 2008), and Poisson models, in particular, have recently exploded in popularity in
more general applications since the publication of Santos Silva and Tenreyro (2006).1 Given this
widespread and long-standing popularity, it is genuinely surprising that economists have only
recently become aware that the existence of maximum likelihood (ML) estimates in count data
models is not guaranteed. More precisely, as a follow-up paper by Santos Silva and Tenreyro (2010)
documents, the first-order conditions that maximize the likelihood of Poisson models might not
have a solution if regressors are perfectly collinear over the subsample of non-zero observations,
but not over the subsample where the dependent variable is zero. Beyond this observation, how-
ever, Santos Silva and Tenreyro (2010) caution that “it is not possible to provide a sharp criterion
determining the existence” of Poisson ML estimates. Moreover, although non-existence is a well-
known issue in binary choice models, it seemingly remains unknown if similar issues could arise
in other non-binary choice models besides Poisson.
In this paper, we resolve several key aspects of the current ambiguity regarding the non-
existence of estimates in Poisson and other generalized linear models (GLMs). We do so in part
by drawing on a largely uncredited contribution by Verbeek (1989), who derived necessary and
sufficient conditions governing the existence of ML estimates for a broad class of GLMs, encom-
passing both Poisson and binary choice, as well many other models for use with count data and
other applications.2 Using Verbeek (1989)’s earlier results as our starting point, we show that, for
many GLMs, at least some of the linear parameters can usually be consistently estimated, even
when theML estimates can nominally be said to “not exist”—a result that turns out to be especially
helpful for Poisson and similar models. We also add new results for some models that only have
become popular in the years following Verbeek (1989) and that turn out not to share these useful
properties. For example, the log-link Gamma Pseudo-maximum Likelihood (PML) model some-
times recommended in fields such as international trade and health care economics has completely
different conditions governing existence than Poisson models and cannot be sensibly estimated
1Poisson estimation has emerged as a workhorse model for studying health outcomes (Manning and Mullahy,
2001), patent citations (Figueiredo et al., 2015), trade data (Santos Silva and Tenreyro, 2006), economic history
(de Bromhead et al., 2019), auctions (Bajari and Hortaçsu, 2003) as well as in many other economic applications where
the dependent variable is discrete or when the data are assumed to be generated by a constant-elasticity model.
2As of this writing, both printings of Verbeek (1989, 1992) together have only seven citations listed on Google
Scholar. As the editor’s note appended to Verbeek (1992) explains, Albert Verbeek’s motivation for writing this
paper was identical to that of Santos Silva and Tenreyro (2010): frustration over standard algorithms either failing to
converge or converging to nonsensical estimates.
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without altering the model when non-existence occurs.
The main thrust of these insights is that non-existence can often be dealt with in a straight-
forward way, conditional on the researcher being able to detect the presence of such an issue in
the first place. To that end, we provide a novel and easy-to-implement algorithm that detects
and corrects for non-existence of estimates in many GLMs commonly used in applied research.
Our algorithm works particularly well in setups with high-dimensional covariates, such as those
with multiple levels of fixed effects. This is in contrast to existing methods, such as the variation
of the simplex method derived by Clarkson and Jennrich (1991) and the “penalized likelihood”-
type approaches that have recently become popular in the binary choice literature (Heinze and
Schemper, 2002; Zorn, 2005; Rainey, 2016). Given that nonlinear models with multiple levels of
fixed effects are continuing to grow in computability and popularity, the lack of feasible methods
for verifying the existence and correctness of estimates represents a prominent obstacle in need
of resolution.
Assuming there is such a problem, what should a researcher do? At the moment, this is an-
other area in need of clarity. Even for binary choice settings, where the so-called “separation”
problem is a well-known issue, textbooks that mention the topic generally stop short of suggest-
ing remedies (Zorn, 2005; Eck and Geyer, 2018). The binary choice literature has filled this gap
primarily by presenting a choice between two main ways of solving the problem, each with its
limitations. On the one hand, the most common approach is to drop a regressor from the model
(Zorn, 2005; Allison, 2008; Rainey, 2016).3 This is also the only approach that has been discussed
in the context of non-binary choice models (Santos Silva and Tenreyro, 2010; Larch et al., 2019).
On the other hand, since dropping a regressor generally has implications for the identification of
the other parameters (and since it is often not obvious which regressor is the “right” one to drop),
the leading alternative recommended for binary choice settings is to assume the data have been
drawn randomly from a known prior distribution (Heinze and Schemper, 2002; Gelman et al.,
2008). These methods could be adapted to non-binary choice models as well. However, they
still necessarily involve altering the model in a way that affects identification. Furthermore, they
are not currently compatible with models that include high-dimensional fixed effects, which are
3Our recommendation to drop separated observations is ostensibly similar to Allison (2008)’s suggestion to “do
nothing”, since doing nothing can result in approximately valid estimates and inferences for at least some of the
model parameters. However, in general, doing nothing is likely to result in lack of convergence, may overstate
statistical significance, and always introduces at least some numerical error even in the “valid” point estimates. Some
software packages drop separated observations by default (e.g., Stata’s probit command), but they generally are not
adept at detecting these observations, nor do they usually provide theoretical justification for this practice in their
documentation. Our companion website offers examples and discussion.
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widely used in the gravity literature (Head and Mayer, 2014; Yotov et al., 2016) and are becoming
increasingly popular in applied work in general.4
Our own suggested remedy, which only involves dropping the separated observations, is gen-
erally very simple to implement through our algorithm and does not have any of these limitations.
This is mainly because of an insight advanced independently by Verbeek (1989), Geyer (1990), and
Clarkson and Jennrich (1991): any GLM suffering from separation can be nested within a “com-
pactified” GLM where the conditional mean of each observation is allowed to go to its boundary
values. The likelihood function always has a maximum somewhere in the compactified parameter
space; thus, we can transform the problem of (non-)existence to one of possible corner solutions.
More importantly, observations with a mean value at the boundary in the more general model
are effectively perfectly predicted observations, which (as we will show) can be quickly identified
even for very complex models and which offer no information about the parameters with interior
solutions. Dropping these observations then results in a standard (non-compactified) version of
the model that is assured to produce the samemodel fit, estimates, and inferences as the compact-
ified version. We also show that the estimates are consistent and that correct inference requires
only careful attention to which of the regressors are involved in separation. The resulting output
on the whole is no different than what one would observe with a perfectly collinear regressor and
the problems of interpretation and inference turn out to be very similar as well.
Exactly who originally first discovered that separation could occur for Poisson regression and
other non-binary choice GLMs is uncertain. The literature starts with Haberman (1973, 1974)’s
derivation of a necessary and sufficient condition for the existence of estimates for log-linear fre-
quency table models (including Poisson frequency tables). However, it was known at the time
that this condition was difficult to verify for higher-dimensional tables (see Albert and Anderson,
1984), a still-unsettled problem we indirectly solve in this paper. Soon thereafter, Wedderburn
(1976) independently derived a sufficient (but not necessary) condition for the existence of esti-
mates across a wide class of GLMs. His result can be shown to be equivalent to the later result
from Santos Silva and Tenreyro (2010) for the Poisson model. Silvapulle (1981) and Albert and An-
derson (1984) are then credited with demonstrating the concept of “separation” for binary choice
models. The latter paper also conjectures, but does not prove, that their analysis may general-
ize to the class of log-linear frequency table models considered by Haberman (1973, 1974). A few
4This popularity is only likely to increase in the near future thanks to a series of computational innovations that
have made Poisson models with multiple levels of fixed effects more feasible to compute (see Figueiredo et al., 2015;
Larch et al., 2019; Stammann, 2018) as well as a growing literature on bias corrections for incidental parameter bias
in nonlinear panel models (see Arellano and Hahn, 2007; Fernández-Val and Weidner, 2016).
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years later, Silvapulle and Burridge (1986) showed how linear programmingmethods may be used
to detect separation in binary choice models. They state—but, again, do not prove—that this lin-
ear programming problem is also equivalent to the condition for existence of estimates for the
class of models considered by Haberman (1973, 1974). To our knowledge, Verbeek (1989) was the
first to derive an explicit, unifying link between these earlier results for binary choice models
and the more general GLM setting, though Geyer (1990) and Clarkson and Jennrich (1991) each
independently derived similar results for related classes of models shortly thereafter.5
Part of our motivation for our paper is to bring more attention to these existing results, which
are continually being rediscovered and are often left out of textbook discussions. We also add to
this earlier literature in three main ways. First, by considering an expanded set of models, we
offer a more detailed treatment of how the separation problem varies across different GLMs. A
significantly stricter set of conditions governs the existence of estimates for Gamma and Inverse
Gaussian (PML) regressions than for Poisson, Logit, and Probit, for example—a result that has
not been shown previously and which raises a new set of concerns about the application of such
models to international trade data, health care cost data, and other settings where zero outcomes
are common.6 Second, we clarify that at least some of the linear parameters can still often be
consistently estimated in the presence of separation as well as how to obtain valid asymptotic
inferences—though, again, it is important to note these results do not extend to all GLMs.7
Finally, we introduce a simple-but-powerful method for detecting separation in models with a
large number of fixed effects, a conceptually non-trivial task that would ordinarily require solving
a high-dimensional linear programming problem. Because our algorithm relies on repeated iter-
ation of a least-squares-with-equality-constraints regression, it can take advantage of the recent
innovations of Correia (2017), who shows how to solve high-dimensional least-squares problems
in nearly linear time. To our knowledge, the only other method that has been suggested for de-
tecting separation in large ML models is that of Eck and Geyer (2018). Their algorithm works
by iteratively solving for the null eigenvectors of the information matrix, whereas ours should
be substantially more scalable because it avoids large matrix operations altogether. Our method
5The results by Geyer (1990) are applicable to the class of linear exponential families, while the work of Clarkson
and Jennrich (1991) applies to linear parameter models (also known as “models with a linear part”; see Stirling, 1984).
6Manning and Mullahy (2001) leave aside the issue of zero outcomes in their paper, but they indicate that Gamma
PML is generally a goodmodel for health care cost data and also remark that “there is ostensibly nothing in the above
analysis that would preclude applications to data where realizations of y are either positive or zero, as is common
in many health economics applications.” Our own findings indicate that zeroes actually pose a distinct problem for
Gamma PML models that must be carefully taken into account.
7Gourieroux et al. (1984, Appx 1.1) and Fahrmeir and Kaufmann (1985) (Sec. 2.2) both assume in their proofs
of consistency that the solutions for the linear parameters are interior. We present a proof that relies on a suitable
re-parameterization of the separated model such that the results of Gourieroux et al. (1984) apply directly.
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also has the advantage of being simple to program and our proof of its effectiveness requires only
elementary least-squares algebra to understand.
The rest of the paper proceeds as follows: Section 2 formally establishes the problem of sep-
aration in GLMs, including its sufficient and necessary conditions. Section 3 discusses how to
address separation, in setups with and without fixed effects. Section 4 concludes. Further de-
tails are available in the Appendix, including additional proofs and results of interest. We have
also created a website devoted to the separation problem, which provides numerous examples
illustrating the methods and principles described in this paper.
2 Separation in generalized linear models
The class of GLMs we consider is defined by the maximization of the following log-likelihood
function:
l (β) =
∑
i
li (β) =
∑
i
{αiyiθi − αib (θi) + ci(αi ,yi)} , (1)
where yi ≥ 0 is an outcome variable, xi is a set of M regressors (x1,x2, . . . ,xM ), and β ∈ R
M
is an M × 1 vector of parameters to be estimated. αi = wi/φ is a positive weighting parameter,
with known component wi and a potentially unknown scaling factor φ.
8 bi and ci are known
real-valued functions that depend on the specific model. θi = θ (xiβ ; ν) is the canonical parameter
relating the linear predictor xiβ to the log-likelihood of a given observation li and its conditional
mean µi ≡ E[yi |xi] = b
′(θi). Note that θ (xiβ ; ν) is continuous, strictly increasing, and twice
differentiable in xiβ and that b(θi) is continuous, increasing, and convex in θi . Notably, these last
few restrictions together ensure that the quantities θi , xiβ , and µi are each increasing with respect
to one another and that l (β) is continuous in β . We further assume that limxiβ→−∞ µi = 0 so as to
rule out the simple linear model (which always has a solution).9 ν is then an additional dispersion
parameter that allows us to also consider Negative Binomial models (see Table 1.)
The first-order conditions for each individual parameter βm follow from the GLM score func-
tion:
s (βm) =
∑
i
si (βm) =
∑
i
αi [yi − b
′(θi)]θ
′(xiβ ; ·)xmi = 0 ∀m. (2)
8φ is not associated with the problem of separation and will henceforth be treated as known. The results we
document apply to models with unknown scaling factors without loss of generality. Table 1 gives examples. For
more information on these class of models, see P. McCullagh (1989) Section 2.2.2.
9Also note that the “linear predictor” term xiβ is often denoted as ηi . We keep it as xiβ to economize on notation.
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Examples of models conforming to this framework notably include binary choice models, Poisson
and other count data models (including Negative Binomial), as well as a variety of other closely
related, non-GLMmodels such as Conditional Logit, Multinomial Logit, and the Cox proportional
hazards model. Furthermore, as the score vectors for many of these models can also be used to
construct PML estimators for non-discrete data, we can also consider PML estimators such as
Poisson, Gamma, Gaussian, Inverse Gaussian, and Bernoulli PML within this framework with-
out loss of generality. Note that we deviate from Verbeek (1989) in considering PML estimators
because PML estimation does not impose any restrictions on c(αi ,yi). As such, we can consider
the separation problem in models where yi = 0 values would otherwise be inadmissible, such as
Gamma PML and other nonlinear models with similar score functions.10
On top of these generalized restrictions, we use two further assumptions to derive a necessary
and sufficient condition for existence that holds across most of these models. First, we assume that
the matrix of regressorsX = x1,x2, . . . ,xM is of full column rank. This rank assumption allows us
to set aside the more widely understood case of perfectly collinear regressors, although in Section
3, we will find it useful to draw a comparison between these two issues. Second, we assume for
the moment that the individual log-likelihood contributions li(β) have a finite upper bound. Later
on, we will consider two GLMs that are not guaranteed to have a finite upper bound, the Gamma
and Inverse Gaussian PML models. We show that the relevant criteria governing existence are
not the same as for models that obey this assumption.
To extend and generalize the earlier result from Santos Silva and Tenreyro (2010) for Poisson
models, we are now ready to prove the following proposition:
Proposition 1 (Non-existence) Suppose that l(β) conforms to (1), the matrix of regressors X =
x1,x2, . . . ,xM is of full column rank, and the individual log-likelihood li(β) always has a finite upper
bound. An ML solution for β will not exist if and only if there exists a linear combination of regressors
zi = xiγ
∗ such that
zi = 0 ∀ i s.t. 0 < yi < y, (3)
zi ≥ 0 ∀ i s.t. yi = y, (4)
zi ≤ 0 ∀ i s.t. yi = 0, (5)
where γ ∗ = (γ ∗1 ,γ
∗
2 , . . . ,γ
∗
M) ∈ R
M is a non-zero vector of the same dimension as β and where y is an
10For more on the wide applicability of PML, see Gourieroux et al. (1984), Manning and Mullahy (2001), and San-
tos Silva and Tenreyro (2006).
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upper bound on µi that equals 1 for binary choice models (∞ otherwise).
The proof of this proposition follows Verbeek (1989), but also draws on an earlier proof by
Silvapulle (1981) specifically for binary choicemodels.11 In addition, the necessity of the condition
on the boundedness of the li(·) function is due to Clarkson and Jennrich (1991); note that we will
explore the implications of relaxing this assumption in Proposition 2 later in the paper.
The general idea is that we want to show that if a vector γ ∗ satisfying (3)-(5) exists, the log-
likelihood function l(β) is always increasing if we search for a maximum in the direction associ-
ated with γ ∗. Otherwise, if no such γ ∗ exists, we will show that searching in any direction from
any starting point in RM under the noted conditions always eventually causes the log-likelihood
to decrease, such that the function must reach a maximum for some finite βMLE ∈ RM . To pro-
ceed, let γ = (γ1,γ2, . . . ,γM) ∈ R
M be an arbitrary non-zero vector of the same dimension as β and
k > 0 a positive scalar. Now consider the function l(β +kγ ), which allows us to consider how the
log-likelihood function changes as we search in the same direction as γ from some initial point β .
Differentiating l(β + kγ ) with respect to k , we obtain
dl(β + kγ )
dk
=
∑
i
αi [yi − b
′(θi)]θ
′xiγ .
Suppose that there exists aγ ∗ such that zi = xiγ
∗ satisfies (3)-(5). In this case, the above expression
becomes
dl(β + kγ ∗)
dk
=
∑
yi=0
αi [−b
′(θi)]θ
′zi +
∑
yi=y
αi [y − b
′(θi)]θ
′zi > 0,
with the inequality following because b′ and θ ′ are both positive and because b′ = µ < y. Notice
also that the inequality is strict because we must have at least one observation for which zi , 0;
otherwise, our full rank assumption would be violated, and we would be in the case of perfect
collinearity. Because this expression is always positive, l(β + kγ ∗) > l(β) for any k > 0 and for
any initial β ∈ RM , meaning that we cannot find a finite ML solution βMLE ∈ RMmaximizing
l (·). This is the case where estimates are said not to exist; intuitively, the log-likelihood is still
increasing as it approaches the limit where xiβ → −∞ for at least one observation where yi = 0,
11In Verbeek (1989), the relevant theorems are Theorem 6, which establishes conditions under which the likelihood
function has a local maximum that lies on the boundary of the parameter space, and Theorem 4, which establishes
that any local maximum on the boundary is a global maximum if the likelihood function is concave. Note that we
have relaxed the concavity assumption, since it is straightforward to show the weaker result that if there is a local
maximum at the boundary induced by separation, the global maximum can only occur at the boundary.
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and/or the limit where xiβ →∞ for at least one observation where yi = y.
Alternatively, suppose that, for any γ , we always have that xiγ , 0 for at least one interior
observation (0 < yi < y). In this case, we have that limk→∞ li(β + kγ ) = −∞ for at least one
observation. Since li(·) is continuous in β and (by assumption) has a finite upper bound, we can
therefore always identify a finite scalar k such that k > k implies that l(β + kγ ) =
∑
i li(β + kγ ) <∑
i li(β) = l(β), for any β,γ ∈ R
M . In other words, searching for an ML solution βMLE in any
direction from any starting point inRM spacewill always eventually yield a decrease in the overall
log-likelihood l (·). Because l (·) is continuous, this guarantees the existence of a finite βMLE ∈ RM
maximizing l (·).
Next, note that for any yi = 0 observation such that xiγ > 0 , li(β + kγ ) is monotonic in k
with limk→∞ li(β + kγ ) = −∞. Similarly, note that µ < y ensures the same is true for any yi = y
observation such that xiγ < 0.
12 Thus, we can again always find a sufficient k such that k > k
implies l(β +kγ ) < l(β) so long as we always have that either xiγ > 0 for at least one observation
where yi = 0 or xiγ < 0 for at least one observation where yi = y.
13 Finally, note that we do not
consider the case where there exists a vector γ such that xiγ = 0 for all i, as this is the case where
X is not of full rank. Therefore, the only possible scenario in which estimates do not exist is the
one where we can find a linear combination of regressors zi = xiγ
∗satisfying (3)-(5). 
To tie in some standard terminology from the binary choice literature (cf., Albert and Ander-
son, 1984), we will say that the linear combination of regressors defined by zi = xiγ
∗ in the case
where estimates do not exist “separates” the observations for which zi ≷ 0 from the rest of the
sample. A particular point of interest for us is how to also adapt the related terms “complete sep-
aration” and “quasi-complete separation” to this more general context. For binary choice models,
separation is usually considered “complete” if either zi < 0 for all yi = 0 or zi > 0 for all yi = y,
since in these cases what value zi takes perfectly predicts whether yi is 0 or 1. Otherwise, we
have only “quasi-complete separation”, where only some yi outcomes are perfectly predicted. For
non-binary choice models, however, note that, so long as yi takes on at least two positive values,
it will never be the case that zi = 0 perfectly predicts all positive yi , regardless of whether zi < 0
perfectly predicts allyi = 0 outcomes or only some of them. Thus, for lack of an analogous vocab-
12To be clear, if y = ∞, we never have that yi = y; only conditions (3) and (4) are salient. On the other end of
the spectrum, models for “fractional” data such as Bernoulli PML (cf., Papke and Wooldridge 1996; Santos Silva et al.
2014) allow the dependent variable to vary continuously over [0, 1]. For these models, all three conditions stated in
Proposition 1 are relevant.
13Readers should be wary of the weight carried by the word “always” here. It could be the case, for example, that
xiγ = 0 for all yi > 0 with xiγ ≥ 0 for all yi = 0. This is still a case where estimates do not exist, since γ
∗
= −γ would
satisfy the needed conditions.
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ulary for discussing separation in the non-binary choice case, we would suggest that separation
occurring in these models should generally be regarded as “quasi-complete”.
In addition, for those readers more familiar with Santos Silva and Tenreyro (2010)’s results for
Poisson models specifically, another term that is useful for us to clarify for the non-binary choice
context is “overlap”. In Santos Silva and Tenreyro (2010), Poisson estimates are shown to exist so
long as there are no regressors that are perfectly collinear over the subsample where yi > 0. In
our way of phrasing the issue, this criterion equates to saying there exists no linear combination
of regressors satisfying (3). However, as Santos Silva and Tenreyro (2010) are careful to note, this
criterion is only sufficient rather than necessary and sufficient. As the remaining elements of the
preceding proof show, even if such a linear combination exists, separation is still avoided if zi
takes on both positive and negative values when yi = 0, such that its maximum and minimum
values over yi = 0 “overlap” the zi = 0 values it takes on when yi > 0.
14
Interestingly, we do not know of a widely accepted label for what we have called the “linear
combination of regressors that separates the data” (i.e., zi = xiγ
∗). Obviously, zi plays a central
role in the analysis of separation and the literature could use a concise name for it. We propose
“certificate of separation”. The idea is that we can “certify” whether any such zi separates the data
by regressing it on xi over 0 < y < y to see if the R
2 equals one, and by checking the values of
zi at the boundary.
15 There could be multiple such certificates; thus, we will sometimes refer to
an “overall certificate of separation” z that can be used to identify all separated observations. For
any γ ∗ associated with a certificate of separation, we will tend to use the term “separating vector”
(although another name for it is the “direction of recession”; see Geyer, 2009). We will use γ to
denote the separating vector associated with z.
Results forGammaPMLand InverseGaussian PML. Of course, one stipulation that sticks
out in Proposition 1 is our requirement that the individual log-likelihood li(·) have a finite upper
bound. To our knowledge, the implications of relaxing this assumption have not been touched
upon in the prior literature. Rewinding some of the last few details behind the above proof, the
specific role played by this restriction is that it ensures that, if limk→∞ li(β + kγ ) = −∞ for any i,
the overall log-likelihood l(β + kγ ) =
∑
i li(β + kγ ) also heads toward −∞ for large k . However,
if li(·) is not bounded from above, it turns out that matters can differ. In this case, even if the
data exhibits “overlap” (as defined above), this alone will not be sufficient to ensure that l(·) has a
14The question of when overlap occurs is precisely the point left ambiguous in Santos Silva and Tenreyro (2010).
See page 311 of their paper.
15Our proposed name borrows from optimization, where phrases such as “certificate of feasibility”, “certificate of
convexity”, “certificate of non-negativity”, and so on are used with a similar purpose.
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maximum. Instead, stronger conditions may be needed.
For illustration, the two models we will consider where li(·) does not necessarily have a finite
upper bound are Gamma PML and Inverse Gaussian PML.16 As shown in Table 1, the form of the
pseudo-log-likelihood function for Gamma PML regression is
l(β) =
∑
i
li(β) =
∑
i
−αyi exp (−xiβ) − αxiβ (6)
and the form for Inverse Gaussian PML is
l(β) =
∑
i
li(β) =
∑
i
−α
yi
2
exp (−2xiβ) + α exp (−xiβ) . (7)
In either case, notice that the associated bi function from (1)—xiβ for Gamma, − exp(−xiβ) for
Inverse Gaussian—has a lower bound of −∞ (i.e., limxiβ→−∞ bi = −∞.) Thus, in either case, while
li(·) continues to have a finite upper bound for observations where yi > 0, if yi = 0, we have that
limxiβ→−∞ li(·) = ∞. With this in mind, the following Proposition collects results that apply to
either of these estimators:
Proposition 2 (Gamma PML and Inverse Gaussian PML) Suppose the matrix of regressors X =
x1,x2, . . . ,xM is of full column rank. Also let γ
∗
= (γ ∗1 ,γ
∗
2 , . . . ,γ
∗
M) ∈ R
M be a non-zero vector of the
same dimension as β .
(a) If l(β) conforms to Gamma PML (i.e., (6)), PML estimation of β will have no solution if and
only if there exists a linear combination of regressors zi = xiγ
∗ such that
zi ≥ 0 ∀ i s.t. yi > 0 (8)
and either of the following two conditions holds:∑
i
zi < 0 or
∑
i
zi = 0 with zi > 0 for at least one observation with yi > 0. (9)
(b) If l(β) conforms to Inverse Gaussian PML (i.e., (7)), PML estimation of β will have no solution
if and only if there exists a linear combination of regressors zi = xiγ
∗ such that zi satisfies (8)
16Note that ML estimation of either a Gamma distribution or an Inverse Gaussian distribution will not admityi = 0
values. Thus, we consider PML versions of these estimators only. In general, what Gamma and Inverse Gaussian
PML have in common is that their score functions place a relatively larger weight on observations with a smaller
conditional mean. Similar results will apply to other nonlinear estimators with comparable score functions.
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and at least 1 zi is < 0 when yi = 0.
Part (a) of Proposition 2 follows from again considering the function l(β+kγ ), this time specif-
ically for Gamma PML. Using (6), it is straightforward to show that limk→∞ l(β + kγ ) = −∞ if
xiγ < 0 for at least one observation with yi > 0. By a continuity argument similar to the one used
above, this implies that l(β + kγ ) must eventually become decreasing in k for sufficiently large k .
Next, consider what happens if there exists a linear combination of regressors zi = xiγ which
is always ≥ 0 when yi > 0. In this case, because limk→∞
∑
zi,0 −αyi exp(−xiβ − kzi ) = 0, we have
that
lim
k→∞
l(β + kγ ) = lim
k→∞
∑
i
−α (xiβ − kzi ) +
∑
zi=0
−αyi exp(−xiβ).
There are four possibilities for the above limit. If
∑
i zi < 0, the Gammapseudo-likelihood function
is always increasing in the direction associated with γ , such that finite estimates do not exist.
Alternatively, if
∑
i zi > 0, the limit equals −∞ and we are again assured that this function must
eventually decrease with k , such that estimates will exist.
The remaining two possibilities occur when
∑
i zi = 0. In this case, the effect of an increase in
k on the psuedo-loglikelihood function is always given by
dl(β + kγ )
dk
=
∑
zi>0
αyi exp(−xiβ − kzi)zi ≥ 0.
Inspecting the above expression, dl(β + kγ )/dk > 0 with strict inequality if zi > 0 for at least one
observation with yi > 0, ensuring again that finite estimates do not exist. The final possibility
is if zi = 0 for all yi > 0 observations, in which case l(β + kγ ) = l(β) for any k > 0. In other
words, regardless of which initial β we consider, the pseudo-likelihood will always be weakly
higher when we increment β by some positive multiple of γ , implying either that a finite solution
for β maximizing l(·) does not exist (if zi > 0 for at least one yi > 0) or that any finite solution
will be non-unique (if zi = 0 for allyi > 0). Thus, taking all of these results together, Gamma PML
estimation of β will not have a finite solution if there exists a linear combination of regressors
satisfying (8) and (9) and may not necessarily have a unique solution even if these conditions are
not met.
For proving part (b), which pertains instead to Inverse Gaussian PML, it is again convenient
to work with the derivative of the l(β +kγ ) function with respect to k . Continuing to let zi = xiγ ,
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and after dividing up terms appropriately, this derivative can be expressed as
dl(β + kγ )
dk
= −α
∑
yi=0
[exp (−xiβ − kzi)]zi + α
∑
yi>0
yi exp (−2xiβ − 2kzi ) zi − α
∑
yi>0
exp (−xiβ − kzi) zi .
(10)
Let us start with the conditions highlighted in part (b), where zi ≥ 0 for all yi > 0 and where
zi < 0 for at least 1 observation where yi = 0. We can see that the second and third terms in
(10) will go to 0 in the limit where k becomes infinitely large. The first term, meanwhile, heads
to infinity. Thus, the pseudo-log-likelihood function increases asymptotically for large k and it is
clear there is no finite solution for β .
However, we still need to verify what happens if we cannot find a linear combination zi sat-
isfying both of the conditions stated in part (b). This part requires slightly more work. If zi ≥ 0
for all i, for example, all three terms in (10) go to zero for k → ∞—a result that is not in itself
all that informative. Likewise, if we consider what happens when zi may be less than zero for
yi > 0, the first and third terms could potentially head toward +∞ while the second term heads
toward −∞. In all of these seemingly ambiguous scenarios, we can use L’Hôpital’s rule to clarify
that dl(β + kγ )/dk < 0 for sufficiently large k , indicating that the pseudo-log-likelihood function
always eventually decreases in the direction associated with γ . 
To our knowledge, we are the first to study the general circumstances under which estimates
from Gamma PML and Inverse Gaussian PML exist.17 That these estimators have not been specif-
ically looked at in this context is perhaps not all that surprising, since these models have not
traditionally been used with zeroes and since the increase in popularity of PML estimation in
applied work has only occurred relatively recently. Indeed, thanks to contributions such as Man-
ning and Mullahy (2001), Santos Silva and Tenreyro (2006), and Head and Mayer (2014), the main
context in which researchers will likely be familiar with Gamma PML is in settings where zeroes
are common, such as data for international trade flows and healthcare costs. Inverse Gaussian
PML is also sometimes considered for these types of applications (see Egger and Staub, 2015) but
is significantly less popular, likely because it is more difficult to work with numerically.
In this light, the results contained in Proposition 2 can be read in one of two ways. On the one
hand, we confirm Gamma PML and Inverse Gaussian PML can, in principle, be used with data
sets that include observed zeroes, even though their ML equivalents cannot. Since the ability to
17Even Wedderburn (1976), in his original derivation of a sufficient condition for the existence of GLM estimates,
specifically avoids commenting on what conditions would be needed for Gamma estimates to exist if the dependent
variable is allowed to be zero.
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admit zeroes on the lefthand side is one of the reasons researchers have recently become curious
about these estimators, this confirmation seems useful.18 On the other hand, we can see from a
comparison of Propositions 1 and 2 that the criteria needed for Gamma PML and Inverse Gaussian
PML to have finite solutions are considerably more strict than the equivalent criteria needed for
most other standard GLMs. Furthermore, as we will see in the next section, these fundamental
differences also imply that GammaPML and InverseGaussianPML lack some appealingproperties
that enable us to more easily remedy situations where estimates do not exist for other models.
For these reasons, we would recommend researchers exercise extra caution when using either of
these estimators with data sets that include zeroes.
3 Addressing separation in practice
This section describes recommendations for dealingwith separation in practice, including in high-
dimensional environmentswith many fixed effects and other nuisance parameters. Before digging
into these details, it is important to make two general points. First, as we have shown, the im-
plications of separation differ across different models; thus, the most appropriate remedy should
depend on the model being used. Second, the appeal of our own preferred alternative—dropping
separated observations beforehand—is likely to depend on one’s comfort level with allowing the
linear predictor xiβ to attain what would ordinarily be an inadmissible value (and the conse-
quences for the likelihood function then follow). One method we do generally caution against is
to simply remove one of the xmi implicated in zi from the model, since this obviously affects the
identification of all remaining parameters to be estimated, with the effect differing depending on
which regressor is dropped.19
In the next subsection, we will first show that when xiβ is allowed to attain ±∞, separated ob-
servations often do not affect the score function for β under fairly general circumstances (though,
as noted, it does depend on the model being used.) The main utility of this insight, which is es-
pecially useful for models with many fixed effects, is that it provides a theoretical justification
for the practice of first dropping separated observations from the estimation. The remainder of
this section then focuses on issues related to detection of separation problems, including in high-
dimensional environments.
18The other main reason is that the traditional practice of logging the dependent variable and estimating a linear
model is now widely known to introduce a bias whenever the error term is heteroskedastic.
19Furthermore, in fixed effects models computed using dimensionality-reducing techniques (e.g., Figueiredo et al.,
2015; Larch et al., 2019; Stammann, 2018) even identifying which combinations of the xmi ’s induce separation may
be infeasible.
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3.1 Effects of dropping separated observations
We now turn to discussing how identification of at least some of the model parameters may be
possible when separation occurs. We start with the concept established in Verbeek (1989) and
Clarkson and Jennrich (1991) of a “compactified” (or “extended”) GLM where the parameter space
is extended to admit boundary values. We can phrase this compactification in one of several
equivalent ways. For example, we could express the domain for β as [−∞,+∞]M , the compact
closure of RM .20 However, it is also often convenient to work with the linear predictor xiβ , which
in turn also may vary over [−∞,+∞] for each i. In particular, note how the conditional mean µi
behaves as xiβ attains either of its two limits: when xiβ → −∞, we have that µi → 0, whereas
when xiβ → ∞ (a situation that is only relevant for binary choice models and fractional data
models), we have that µi → y. It is straightforward to show that estimates always exist when we
“compactify” the model in this way.
With this adjustment to the parameter space in mind, consider what happens to the score
function s(β) and information matrix F(β) := E[∂s(β)/∂β] in the limit as k → ∞ in the case of
separation outlined above. In other words, consider
lim
k→∞
s (β + kγ ∗) := lim
k→∞
∑
i
si (β + kγ
∗) := lim
k→∞
∑
i
αi [yi − µi (xiβ + kγ
∗)]θ ′(xiβ + kγ
∗; ·)xi (11)
and
lim
k→∞
F (β + kγ ∗) : = lim
k→∞
∑
i
Fi (β + kγ
∗) := − lim
k→∞
∑
i
αiµ
′
i (xiβ + kγ
∗)θ ′(xiβ + kγ
∗; ·)xix
T
i (12)
where we take γ ∗ to be a vector satisfying the applicable conditions for non-existence. At this
point, it will also be useful to state the following lemma:
Lemma 1 Suppose that l(β) conforms to (1). If the individual log-likelihood function li(β) has a
finite upper bound, then:
(a) The respective limits of the i-specific score term si and i-specific information term Fi each go to
0 as the linear predictor xiβ goes to −∞ (i.e., limxiβ→−∞ si = 0 and limxiβ→−∞ Fi = 0)
20As discussed in Verbeek (1989), one way to justify the inclusion of infinitely large values in the admissible param-
eter space is to observe that we could just as easily perform the maximization over a homeomorphic space where the
parameters of interest are instead bounded by a finite interval (e.g., [−1, 1]M instead of [−∞,∞]M ). A version of this
concept is also described in Haberman (1974). It is also sometimes referred to as the “Barndorf-Nielsen completion”
(Barndorff-Nielsen, 1978).
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(b) For models where limxiβ→∞ µi = y < ∞ (e.g., binary choice models), the limits of si and Fi go
to 0 as xiβ goes to∞ as well (i.e., limxiβ→∞ si = 0 and limxiβ→∞ Fi = 0.)
The utility of this lemma (which we prove in our Appendix) is that, together with (11) and (12), it
delivers the following proposition:
Proposition 3 (Effects of dropping separated observations) Suppose the assumptions stated in Propo-
sition 1 continue to hold, except we now consider a “compactified” GLM where the domain for β is
[−∞,+∞]M . Also suppose the joint likelihood of any non-separated observations always satisfies the
classical assumptions described in Gourieroux et al. (1984). If there exists a separating vectorγ ∗ ∈ RM
meeting the conditions described in Proposition 1, then:
(a) A solution for β ∈ [−∞,+∞]M maximizing l(β) always exists.
(b) The ML estimates for the linear predictors (xiβ), canonical parameters (θi ), and conditional
means (µi ’s) of any observations not separated by γ
∗ (i.e., those with xiγ
∗
= 0) are unaffected
by dropping any observations that are separated by γ ∗ (i.e., those with xiγ
∗
, 0).
(c) For any m with γ ∗m = 0, the associated individual parameter estimate βm is unaffected by
dropping any observations with xiγ
∗
, 0.
(d) If l(β) is in the linear exponential family and if the relationship between the linear predictor xiβ
and the conditional mean µ(xiβ) is correctly specified, then all finite elements of β are consis-
tently estimated and their asymptotic confidence intervals can be inferred using the subsample
of non-separated observations.
Part (a) follows from our proof of Proposition 1 (and is also a central result from Verbeek,
1989). After allowing β to take on either −∞ or +∞, we rule out the cases where estimates would
otherwise be said not to exist. Parts (b) and (c) are analogous to the insights contained in Clarkson
and Jennrich (1991)’s Theorem 2. After invoking Lemma 1, the score function in (11) can be re-
written as
lim
k→∞
s (β + kγ ∗) =
∑
xiγ ∗=0
si (β) + lim
k→∞
∑
xiγ ∗,0
si (β + kγ
∗) =
∑
xiγ ∗=0
si (β) . (13)
The key insight presented in (13) is that the contribution of any observation with xiγ
∗
, 0 always
drops out of the overall score function under these circumstances. As a result, it must be the case
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that any β that maximizes l(β) in the compactifiedmodel must also maximize
∑
xiγ ∗=0 li(β) (i.e., the
log-likelihood associated with only the observations that are not separated by xiγ
∗.) Otherwise,
we would have that
∑
xiγ ∗=0 si (β) , 0 and
∑
xiγ ∗,0 si (β) = 0, implying that the joint likelihood of
the non-separated observations can be increased without affecting that of the separated observa-
tions.
Parts (b) and (c) then follow because, if β = β∗ maximizes the log-likelihood of the non-
separated observations
∑
xiγ ∗=0 li(β), any coefficient vector of the form β
∗
+ kγ ∗ maximizes it
as well. That is to say, the estimates for β will not in general be identical with or without the
separated observations. But the quantities xiβ , θi , and µi will not be affected, as stated in part (b),
since xi(β
∗
+ kγ ∗) = xiβ
∗ over the subsample where xiγ
∗
= 0 (and since θi and µi are functions of
xiβ). Consequently, for anym such that γ
∗
m = 0, the individual parameter estimate β
∗
m +kγ
∗
m = β
∗
m
is clearly the same in either case, as stated in part (c).
To prove part (d), we consider a suitable re-parameterization of the linear predictor xiβ that
preserves the same information about any βm’s associatedwith regressors that are not involved in
separation. Let S < M be the number of regressors for which no separating vector γ ∗ exists with
γ ∗m , 0. We need to allow for the possibility that there could be many such separating vectors
affecting the data. Without loss of generality, we can make the following assumptions:
• z
(1)
i =
∑
m xmiγ
(1)
m , z
(2)
i =
∑
m xmiγ
(2)
m , . . . , z
(J )
i =
∑
m xmiγ
(J )
m are J ≤ S distinct, linearly inde-
pendent certificates of separation.
• zi :=
∑
j z
(j)
i is the “overall” certificate that identifies all separated observations in the data,
and γ :=
∑
j γ
(j)
m is its associated separating vector.
• The xi ’s and zi ’s are such that γ
(j)
j = 1 and γ
(j)
−j = 0 for all j,−j ∈ 1 . . . J and j , −j.
Furthermore, γ
(j)
m = 0 for all j ∈ 1 . . . J and for allm > S .
The re-parameterized linear predictor x˜i β˜ can be obtained by adding and subtracting
∑J
m=1 βmz
(m)
i :
x˜i β˜ := xiβ +
J∑
m=1
βmz
(m)
i −
J∑
m=1
βmz
(m)
i =
J∑
m=1
βmz
(m)
i +
S∑
m=J+1
xmi β˜m +
M∑
m=S+1
xmiβm, (14)
where each β˜m := βm −
∑J
j=1 βjγ
(j)
m must now be interpreted as a combination of multiple dif-
ferent parameters. The new set of regressors is x˜i := (z
(1)
i , . . . , z
(J )
i ,x J+1i , . . . ,xMi). Under this
re-parameterization, we know that βm = ∞ for m ∈ 1 . . . J and βm = −∞ for m ∈ J + 1 . . .S .
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The combined β˜m parameters will have finite estimates, however. What’s more, the first-order
conditions used to identify estimates of βS+1, . . . , βM are unaffected by this transformation.
21
To complete the proof, let β˜F := (β˜ J+1, . . . , β˜S , βS+1, . . . , βM ) denote the vector of finite pa-
rameters and let β̂F denote the corresponding vector of ML estimates. By parts (b) and (c), it
is possible to construct a suitably modified (M − J ) × 1 score vector s˜(β̂F ) :=
∑
zi=0 s˜i(β̂
F ) that
uniquely identifies the ML for β˜F over the subset of observations where zi = 0. Letting N
z i=0
be the number of zi = 0 observations, inspection of (13) reveals that all elements of β˜
F will be
consistently estimated if (1/N z i=0)
∑
zi=0 s˜i(β˜
F ) →p 0 as N
zi=0 becomes large. Thus, consistency
depends only on the joint likelihood of the observations for which zi = 0, which is always well
defined. As such, Gourieroux et al. (1984)’s proof of consistency for linear exponential families
applies directly after restricting the sample to only the non-separated observations.22 Similarly, a
standard asymptotic variance expansion gives us(
N zi=0
) 1
2
(
β̂F − β˜F
)
→d N
(
0, F˜−1BF˜−1
)
,
where F˜ := E[
∑
zi=0 ∂s˜i(β̂
F )/∂β̂F ] is a reduced information matrix pertaining only to the finite
parameters and B := E[
∑
zi=0 s˜i(β̂
F )s˜i(β̂
F )T] captures the variance of the modified score. 
For researchers encountering separation problems, the key takeaways from Proposition 3 are
likely to be parts (c) and (d): even if one or more of the elements of the ML for β “does not exist”
(i.e., is ±∞), it is still often the case that β has some finite elements that are identified by the model
first-order conditions and that can be consistently estimated. Specifically, so long as separation
is “quasi-complete” (meaning there are at least some observations with xiγ = 0), coefficients for
regressors that do not play a role in separation can be consistently estimated by first dropping
any separated observations, then performing the estimation instead over the resulting subsample
where xiγ = 0.
The practical implications of these insights of course will vary based on the model. For bi-
nary choice models, the data may exhibit complete (as opposed to quasi-complete) separation,
such that meaningful estimation is impossible with or without the separated observations. Fur-
21For example, in a Poisson model where µ = exp [β0 + β1x1 + β2x2 + β3x3] and zi = xi1+xi2 is a linear combination
of x1i and x2i that equals 0 for all yi = 0 and is < 0 for some yi = 0, then exp [β0 + β1zi + (β2 − β1) x2 + β3x3] is a
re-parameterization of µ that presents the same information about β3. Here, we know that β1 and β2 will both be∞.
The combined parameter β2 − β1 is finite, however, and the re-parameterized model allows us to take into account
its covariance with β3 in drawing inferences.
22Most GLMs typically used in applied economic research are from the linear exponential family (e.g., Poisson,
Probit, Logit, and Negative Binomial). However, a similar result can be obtained for an even more general class of
GLMs by extending the proofs of Fahrmeir and Kaufmann (1985).
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thermore, Proposition 3 is of no use for GLMs with potentially unbounded likelihood functions
(such as Gamma PML), since, for these models, the compactified model will have infinitely many
solutions when there is separation of any kind. However, as we have discussed, the degree of
separation for many other commonly-used GLMs can only be quasi-complete; a Poisson model,
for example, can always be estimated by first identifying and dropping separated observations
from the estimation sample. For these situations, Proposition 3 lends significant theoretical justi-
fication to this approach, especially when the researcher’s focus is only on a particular subset of
regressors (as is often the case with fixed effect models, for example).
To flesh out some additional intuition behind these results, it is helpful to draw a connection
between separation and the more well understood result of perfect collinearity between regres-
sors. When perfect collinearity occurs, we can think of there being at least one regressor that is
redundant to the estimation; after taking into account the other regressors, it conveys no addi-
tional information about the outcomes we observe.23 Therefore, its estimated effect could theoret-
ically take any value without affecting the score function or the estimates of other variables it is
not collinear with. Separation is similar in that, because the regressors implicated in xiγ are only
identifiable from the observations where xiγ , 0, they therefore provide no information about the
remaining parameters that are not involved in separation. The two issues are still fundamentally
distinct, of course, since separation involves estimates of the problematic regressors becoming
infinite rather indeterminate. In either case, however, it is important that a researcher note that
the choice of which regressor to drop from the estimation is often arbitrary and that the computed
coefficients of some of the remaining regressors (i.e., those that are involved in either separation
or perfect collinearity) may need to be interpreted as being relative to an omitted regressor or
omitted regressors, as shown in (14).24
3.2 Detecting separation with linear programming
The discussion thus far has been strictly theoretical, but the practical aspects of the separation
problem are also interesting. To date, most discussion of how to detect separation has focused on
binary choice models, where the only relevant conditions governing separation are (4) and (5).
23More precisely, this is where xiγ = 0 over the entire sample, for some non-zero vector γ .
24Another similarity between separation and perfect collinearity is that separation is neither strictly a “small sam-
ple” issue nor a “large sample” issue. It may be resolved by obtaining a larger sample if the underlying reason is that
there not enough variation in one or more of the regressors in the current sample. However, it may also occur in
large samples either because of fundamental co-dependence between yi and some of the regressors (an embargo may
always predict zero exports, for example) or because the number of regressors increases with the sample size (as is
typically the case with panel data models).
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However, for non-binary choice models, there will usually be many observations with 0 < yi < y;
such that the third condition stated in (3) becomes very important. In some cases, this condition
can greatly simplify the task of detection. For example, if we can determine thatX is of full column
rank over 0 < yi < y, then (3) cannot be satisfied and we know there is no separation.
25 Likewise,
if the rank of X over 0 < yi < y is M − 1, such that there is only one γ
∗ that satisfies (3), it is
generally easy to compute values for zi = xiγ
∗ over the rest of the sample and check whether or
not they satisfy the other conditions for separation.
However, even in non-binary choice models, things become much more complicated if there
are multiple linear combinations of regressors satisfying (3) (i.e., if the column rank of X over
0 < yi < y is ≤ M − 2). Table 2 gives a simple example of a data set that presents this issue.
In this instance, a check for perfectly collinear regressors over yi > 0 would quickly reveal that
z1i = x3i − x4i and z2i = x2i − x4i are both always 0 over yi > 0. The second- and third-to-last
columns of Table 2 then show that both z1i and z2i exhibit overlap over yi = 0, suggesting that
estimates should exist. However, just by virtue of there being two such linear combinations of
regressors satisfying (3), note that any other linear combination z3i of the form z3i = αz1i+(1−α)z1i
also satisfies (3), where α could be any real number. Thus, there are actually an infinite number of
linear combinations of regressors one would need to check for overlap in this manner in order to
determine existence. In this particular example, it is still possible to determine without too much
effort that z3i = .5z1i + .5z2i separates the first observation. But for more general cases, a more
rigorous approach would clearly be needed to take into account the many different ways the data
could be separated.
In light of these complexities, the standard method for detecting separation in the literature
is to set up some variation of the following linear programming problem:
max
γ S
∑
yi=0
1xiγ S<0 +
∑
yi=y
1xiγ S>0
s.t. − xiγ
S ≥ 0 if yi = 0
xiγ
S ≥ 0 if yi = y
xiγ
S
= 0 if 0 < yi < y,
(15)
where 1xiγ S<0 and 1xiγ S>0 respectively denote 0/1 indicators for observations with xiγ
S < 0 and
xiγ
S > 0. If a non-zero vector γ S can be found that solves the problem defined by (15), then the
linear combination xiγ
S clearly satisfies the conditions for separation described in Proposition
25Santos Silva and Tenreyro (2010) were the first to make this observation.
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1. Furthermore, since γ S must maximize the number of separated observations, it follows that
γ S = γ . A simplex solver or a variety of other similar linear programming methods may be used
to solve for γ S ; see Konis (2007) for a thorough discussion.
A common weakness of linear programming methods in this context is that they suffer from
a curse of dimensionality. Notice that the number of constraints associated with (15) is equal
to the number of observations (i.e, N ) and the number of γ -parameters that need to be solved
for is equal to the number of regressors (i.e., M). While there are standard operations that may
be used to reduce the size of the problem to one with only N − M constraints (cf., Konis, 2007,
p. 64), an obvious problem nonetheless arises if either M or N − M is a large number, as is
increasingly the case in applied economics research.26 In these cases, the standard approach just
described necessitates solving a high-dimensional linear programming problem, which may be
difficult to solve even using the most computationally efficient LP-solvers currently available.27
The following discussion therefore turns to the question of how to equip researchers to deal with
the separation problem in models with many fixed effects and other nuisance parameters.
3.3 Addressing separation in high-dimensional environments.
To introduce a notion of high-dimensionality, we will now suppose the set of regressors can be
partitioned into two distinct components: a set of P non-fixed effects regressorswi = w1i , . . . ,wPi ,
which we will treat as countable in number, and a set of Q 0/1 dummies di = d1i , . . . ,dQi , where
Q is allowed to be a large number. The total number of regressors M = P +Q is therefore also a
large number and the combined matrix of non-fixed effect and fixed regressors can be expressed
asX = {wi ,di}. Note that this partition does not depend on the indexing of these fixed effects, but
they could easily be sub-divided into multiple levels (e.g., “two way” or “three way” fixed effects
specifications) depending on the application.28 The number of observations N is assumed to be
> M , with N −M also generally treated as a large number.
Before describing our preferred method for solving this problem, we first briefly discuss the
26As noted in the introduction, this popularity is largely driven by the wide adoption of fixed effects Poisson PML
(FE-PPML) models for estimating gravity models. For example, Figueiredo et al. (2015) estimate a gravity model for
patent citations with N ≈ 26 million andM ≈ 27, 000 and Larch et al. (2019) estimate a similar model for international
trade flows with N ≈ 880, 000 and M ≈ 55, 000. However, high-dimensional fixed effects estimation is also likely to
become more attractive for other nonlinear models aside from PPML as well; see Stammann et al. (2016), Stammann
(2018), and Fernández-Val andWeidner (2016) for some relevant innovations that have appeared in the past few years.
27Computationally efficient LP-solvers would typically involve inverting an M × M basis matrix (cf., Hall and
Huangfu, 2011), a step we would prefer to avoid.
28In addition, note that the high-dimensional portion of the regressor set need not consist of only 0/1 dummies;
the methods we describe can also be applied to models where di contains linear time trends, fixed effects interacted
with non-fixed effect variables, and so on without loss of generality.
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shortcomings of some other currently feasiblemethods thatmight otherwise seem appealing. One
strategy is to reduce the dimensionality of the above linear programming problem to one we can
more easily compute, extending an earlier strategy proposed by Larch et al. (2019). As we discuss
further in the Appendix, the weakness of this approach is that it is not able to discover solutions
for γ ∗ that involve only the fixed effects. Alternatively, we could simply attempt to compute
estimates without any precautions and consider any observation for which the conditional mean
appears to be converging numerically to either 0 or y to be separated. As discussed in Clarkson
and Jennrich (1991) (p. 424), this latter method is generally not guaranteed to detect separation
correctly.29
Our own preferred algorithm, which is based on weighted least squares, does not suffer from
these types of issues. It can be applied to a very general set of models, is guaranteed to detect
separation, and is both simple to understand and fast. Moreover, it can be implemented in any
standard statistical package (without need for an LP solver), and our proof of its effectiveness
relies only on textbook least-squares algebra.
We now turn to describing how the algorithm works for Poisson models and similar models
with only a lower bound. We will then explain how it may be readily applied to binomial and
multinomial models without loss of generality. To proceed, let ui be an artificial regressand such
that ui ≤ 0 when yi = 0 and ui = 0 when yi > 0. Also let ωi be a set of regression weights, given
by
ωi =

1 if yi = 0
K if yi > 0,
with K an arbitrary positive integer. The purpose behind these definitions is that we can choose
sufficiently largeK such that a weighted regression ofui on xi can be used to detect if the equality
constraint in (3) can be satisfied by the data. This result is an application of what is sometimes
called the “weighting method” (Stewart, 1997).30 We clarify how this technique works using the
29We describe in our Appendix an iteratively reweighted least squares (IRLS) algorithm that can accommodate
high-dimensional models in a computationally efficient way. The iterative output from this algorithm can in principle
be used to detect observations whose µ’s are converging to inadmissible values. However, in practice, leaving these
observations in the estimation tends to slow down convergence. Furthermore, implementing this method is harder
when the true distribution of µ is very skewed, since it becomes very difficult to determine numerically what is a
“zero” µ versus only a “small” µ .
30It is also similar to penalty methods and barrier methods, which have been used for decades as alternatives to
simplex-based algorithms for solving linear programming problems (Forsgren et al., 2002). The value-added of our
approach is that it also takes advantage of recent computational innovations that are specific to the estimation of
least-squares regressions and that readily accommodate models with arbitrarily high dimensionality.
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following lemma:
Lemma 2 For every ϵ > 0, there is an integerK > 0 such that the residual ei from the weighted least
squares regression of ui on xi , using ωi as weights, is within ϵ of zero (|ei | < ϵ) for the observations
where yi > 0.
To prove this statement, note first that the residual sum of squares (RSS) minimized by this
regression will be at most u′u. It is then useful to let K equal the smallest integer that is > u′u/ϵ2.
If the weighted least squares residual ei is greater than ϵ in absolute magnitude, then that obser-
vation will contribute more than Kϵ2 to the RSS and the RSS will be at least Kϵ2. If K > u′u/ϵ2
then RSS> u′u, which is a contradiction. 
Because we can force the predicted values of ui from this regression to zero for observations
with yi > 0, the coefficients computed from this regression therefore satisfy (3). The only remain-
ing step is to chooseui so that all separated observations have predicted values less than zero and
all non-separated observations have predicted values equal to zero. We achieve this goal via the
following algorithm:
1. Given a certain ϵ > 0, define the working regressor ui and regression weight ωi as:
ui =

−1 if yi = 0
0 if yi > 0;
ωi =

1 if yi = 0
K if yi > 0.
Observe that: (i) the regressand is either zero or negative; (ii) u′u is equal to the number of
yi = 0 observations (denoted as N
(0)).
2. Iterate on these two steps until all residuals are smaller in absolute magnitude than ϵ (i.e.,
until all |ei | < ϵ):
(a) Regress ui against xi using weights ωi . Compute the predicted values ûi = xiγ̂ and
residuals ei = ui − ûi .
(b) For observations with yi = 0, update ui = min(ûi , 0), ensuring that the regressand
remains ≤ 0.31
31One could also update K and ϵ with each iteration as well. In theory, this would lead to exact convergence. In
practice, we would typically need to insist ϵ be no smaller than 1e − 16, which is the machine precision of most
modern 64 bit CPUs.
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The unweightedR2 of the last regression iteration is always equal to 1.0when it converges (i.e.,ui =
ûi for all i). The following proposition establishes the convergence properties of this algorithm
and its effectiveness at detecting separation:
Proposition 4 (Convergence to the correct solution) The above algorithm always converges. Fur-
thermore, if all ûi = 0 upon convergence, there exists no non-zero vector γ
∗ ∈ RM that solves the
system defined by (3) and (5) and there is no separation. Otherwise, the observations that are found
to have ûi < 0 are separated and all the observations with ûi = 0 are not separated.
We provide a proof of this proposition in our Appendix. The main observation for our current
purposes is that none of the above steps are significantly encumbered by the size of the data and/or
the complexity of the model. Thanks to the recent innovations of Correia (2017), weighted linear
regressions with many fixed effects can be computed in almost-linear time (as can more general
high-dimensional models using time trends or individual-specific continuous regressors).32 The
above method can therefore be applied to virtually any GLM for which (3) and (5) are necessary
and sufficient conditions for existence, even when the model features many levels of fixed effects
and other high-dimensional parameters. Notably, this includes frequency table models—the orig-
inal object of interest in Haberman (1974)—which themselves may be thought of as multi-way
fixed effects models without non-fixed effect regressors.
The above algorithm still needs a name. Its defining features are that it iteratively usesweighted
least squares in combination with a “linear rectifier” function33 to ensure ui eventually converges
to the overall certificate of separation that identifies all separated observations. However, “Iter-
atively Rectified Weighted Least Squares" would be confusing for obvious reasons. Instead, we
have settled on the name “iterative rectifier” (or IR for short).
Finally, it is important to clarify that our iterative rectifier algorithm can be easily adapted
to the binary choice case (or, more generally, to the case of a multinomial dependent variable)
using a simple transformation of the model. A logit model can always be re-written as a Poisson
model, for example (Albert and Anderson, 1984, p. 9).34 We would argue that the Poisson model
32As discussed in Guimarães and Portugal (2010), this is because we can use the Frisch-Waugh-Lovell theorem to
first “partial out” the fixed effects di from either side of the problem via a within-transformation operation and then
regress the within-transformed residuals of ui on those of the non-fixed effect regressors wi to obtain ei . Correia
(2017) then shows how to solve the within-transformation sub-problem in nearly-linear time.
33We borrow this term from the machine learning literature, where min(y, 0) and max(y, 0) are known as linear
rectifiers or ReLUs (Rectified Linear Units). Despite their simplicity, ReLUs have played a significant role in increasing
the accuracy and popularity of deep neural networks (Glorot et al., 2011).
34Albert and Anderson (1984) have previously conjectured that this type of equivalence between Logit and Poisson
models could be used to simplify the problem of detecting separation in frequency table models. The notes we provide
in our Appendix include a proof of Albert and Anderson (1984)’s conjecture.
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is actually the easier of the two to work with for larger problems, since the algorithm we have
just described cannot be applied directly to a binary choice model. For binary choice models
we can use this Logit-Poisson transformation to write down an equivalent Poisson model that is
separated if and only if the original binary choice model is separated. The same is also true for
fractional response models where yi can vary continuously over [0,y]. Our appendix provides
further discussion as well as a proof.
4 Concluding remarks
In this paper, we have provided an updated treatment of the concept of separation in generalized
linear models. While the result that all GLMs with bounded individual likelihoods suffer from
separation under similar circumstances has been shown before by several authors, these results
arguably have not been given sufficient attention. Now that nonlinear estimation techniques have
progressed to the point where nonlinear models are regularly estimated via Pseudo-maximum
Likelihood with tens of thousands of fixed effects (and many zero observations), there is con-
siderable ambiguity over whether the estimates produced by these models are likely to “exist”,
what it means when they do not “exist”, and what can be done to ensure that the model can be
successfully estimated.
We have brought more clarity to each of these topics. We have done so by building on the
earlier work of Verbeek (1989) and Clarkson and Jennrich (1991), which we have extended to in-
corporate some models that have not previously been examined in this literature and which have
their own, more idiosyncratic criteria governing existence. An important takeaway from this
analysis is that some, but not all, GLMs can still deliver uniquely identified, consistent estimates
of at least some of the model parameters even if other parameter estimates are technically infinite.
We have also introduced a newmethod that can be used to detect separation in models with multi-
ple levels of high-dimensional fixed effects, an otherwise tricky proposition that would ordinarily
require solving a high-dimensional linear programming problem. As GLM estimation with high-
dimensional fixed effects increasingly becomes faster andmore appealing to researchers, the need
for methods that can detect and deal with separation in these models represents an important gap
that we aim to fill.
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Table 1: Mapping different regression models onto GLM
Model Log-likelihood (l) θ (xiβ ; ν) b(θi) µi(= b
′) First-order condition for βm
Probit
∑
i (yi log µi + (1 − yi) log (1 − µi )) =∑
i
(
yi log
Φi (xiβ)
1−Φi (xiβ)
+ log (1 − Φi (xiβ))
) log Φi (xiβ)1−Φi (xiβ) log (1 + exp (θi)) exp(θi )1+exp(θi )
(= Φ(xiβ))
∑
i
ϕ(xiβ)
Φi (xiβ)[1−Φi (xiβ)]
[yi − µi ]xmi = 0
Logit
∑
i (yi log µi + (1 − yi) log (1 − µi )) =∑
i (yixiβ − log (1 + exp (xiβ)))
xiβ log (1 + exp (θi))
exp(θi )
1+exp(θi )
∑
i [yi − µi]xmi = 0
Poisson
∑
i [yixiβ − exp (xiβ) − lnyi !] xiβ exp (θi) exp (θi)
∑
i [yi − µi]xmi = 0
Negative
Binomial
∑
i yi log
(
exp(xiβ)
ν+exp(xiβ)
)
−
ν log (ν + exp (xiβ)) + c (ν ,yi)
log
(
exp(xiβ)
ν+exp(xiβ)
)
ν log
(
ν
1−exp(θ )
)
ν
exp(θi )
1−exp(θi )
(= exi β)
∑
i [yi − µi]
(
1 + ν−1µi
)−1
xmi = 0
Gamma
(PML)
∑
i −αyi exp (−xiβ) − αxiβ − exp (−xiβ) log (−1/θi) -1/θi
(= exi β)
α
∑
i [yi − µi] exp (−xiβ)xmi = 0
Gaussian
∑
i −
1
2σ 2
[yi − exp (xiβ)]
2− 12 log
(
2πσ 2
)
=∑
i
1
σ 2
[
yi exp (xiβ) −
1
2 exp (2xiβ)
]
+
c
(
σ 2,yi
) exp (xiβ) θ 2i /2 θi 1σ 2
∑
i [yi − µi] exp (xiβ) xmi = 0
Inverse
Gaussian
(PML)
∑
i α
[
−
yi
2 exp (−2xiβ) + exp (−xiβ)
]
−
exp(−2xiβ)
2 −(−2θ )
1/2 (−2θi)
−1/2
(= exi β)
α
∑
i [yi − µi] exp (−2xiβ)xmi = 0
Φ(·) is the cdf of a standard normal distribution. ϕ(·) is its pdf. α and σ 2 are dispersion/scaling factors to be estimated, which do not
affect identification of β . ν , which does affect identification of β , is the dispersion parameter for Negative Binomial regression. Note
that for Gamma and Inverse Gaussian, we consider only the Pseudo-maximum Likelihood (PML) versions of these estimators (the
standard likelihood functions for these models do not admit yi = 0 values.) These PML estimators each use a “log link” as opposed to
the canonical link. We do the same for the Gaussian GLM shown, since Gaussian (log link) PML is another common PML estimator.
The Logit and Probit likelihood functions can also be applied to fractional data using Bernoulli PML; see Papke andWooldridge (1996).
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Table 2: Separation may not be detected because of multiple redundant regressors over yi > 0
yi x1i x2i x3i x4i z1i z2i z3i
0 1 -1 5 3 2 -4 -1
0 1 2 0 1 -1 1 0
0 1 0 -6 -3 -3 3 0
0 1 0 0 0 0 0 0
1 1 3 3 3 0 0 0
2 1 6 6 6 0 0 0
3 1 5 5 5 0 0 0
4 1 7 7 7 0 0 0
5 1 4 4 4 0 0 0
In this example, a typical (iterative) check for perfect collinearity over yi > 0 would first reveal
that z1i = x3i − x4i is always 0 over yi > 0 and then subsequently also find the same for
z2i = x2i − x4i . Since both z1i and z2i take on positive as well as negative values over yi = 0, it
would appear the model does not suffer from separation. However, the linear combination
z3i = .5z1 + .5z2 only takes on values ≤ 0 over yi = 0, implying separation. x1 is an explicit
constant.
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Online-only Appendix for
“Verifying the existence of maximum likelihood estimates
for generalized linear models”
by Sergio Correia, Paulo Guimarães, & Thomas Zylkin
(not for publication)
Additional proofs
Proof of Lemma 1. Recall from our discussion of the GLM log-likelihood function in (1) thatb(θi)
is stipulated to be increasing and convex with respect to θi . Thus, the function li = yiθi −b(θi )+ci
has a unique, finite maximum so long as yi is positive. In turn, we need only concern ourselves
with how li behaves either when yi = 0 or (for part (b)) when yi = y. In the case where yi = 0,
note that observation i’s contribution to the score function—si(β) = ∂li/∂β—is given by
si(β) = −αib
′(θi)θ
′(xiβ ; ·)xi = −αiµiθ
′(xiβ ; ·)xi . (16)
To complete the proof of part (a), first note that µi and θ
′
i are both bounded from below by 0;
µi × θ
′
i < 0 is therefore not possible. Now suppose that limxiβ→−∞ µi × θ
′
i > 0. In this case, the
sign of si(β) is equal to the sign of −xi at the limit where xiβ → −∞. As a result, the individual
log-likelihood li(·) can be perpetually increased by increasing β in the direction opposite to xi (i.e.,
by decreasing xiβ). It therefore does not have a finite upper bound. We also need to show that
limk→∞ Fi(β) = 0. However, this follows directly from the fact that limxiβ→−∞ si(β) → 0. To see
this, let F
(m,n)
i denote them,nth element of Fi(β) and let s
(m)
i denote observation i’s contribution
to themth element of the score vector. If observation i is separated at the lower bound by some
vector γ ∗, each element of Fi(β) can be written as
lim
k→∞
F
(m,n)
i ≡ lim
k→∞
E
[
∂s
(m)
i (β + kγ
∗)/∂βn
]
≡ lim
k→∞
E
[
lim
τ→0
s
(m)
i (β + kγ
∗
+ 1nτ ) − s
(m)
i (β + kγ
∗)
τ
]
= 0,
where 1n is a unit vector with length M and with its nth element equal to 1. Finally, for part
(b), we also need to consider the case where limxiβ→∞ µi → y < ∞ (where we generally take
yi to be 1, as is the case in binary choice models). A similar reasoning applies here as well: if
limxiβ→∞ si(β) = limxi β→∞(y − µi )θ
′
ixi > 0, it will always be possible to increase li(·) by increasing
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β in the same direction as xi . And we can rule out limxiβ→∞ si(β) < 0 in these cases since θ
′
i cannot
be negative and since µi cannot exceed y. The reasoning as to why limk→∞ Fi(β) = 0 is the same
as in part (a). 
Proof of Proposition 4. This proof is split into two parts. First, we show the algorithm described
in Section 3.3 always converges. Then we show that if the algorithm converges, it always con-
verges to the correct results.
Proof of convergence. Let u
(k)
i denote the ith observation of the working dependent variable at
iteration k and let û
(k)
i := xiγ̂
(k) be its predicted value, with γ̂ (k) denoting the vector of weighted
least squares coefficients estimated at iteration k . Also let u
2 (k)
i and û
2 (k)
i respectively denote the
squares of u
(k)
i and û
(k)
i . ei := ui − ûi will continue to denote a residual, with e
(k)
i denoting the
residual from the kth iteration and e
2 (k)
i denoting its square. In addition, it will occasionally be
convenient to let u(k), û(k), and e(k) respectively denote the vector analogues of u
(k)
i , û
(k)
i , and e
(k)
i .
When the algorithm converges, all of the residuals from the weighted least squares step con-
verge to zero: ui = ûi ≤ 0 ∀i ⇐⇒ ei = 0 ∀i. It would be cumbersome to show that all residuals
indeed converge, so we instead take a simpler route and work with the sum of squared residuals
(SSR). We can do this because |ei | ≤
√∑
i e
2
i , which implies that if the SSR converges to zero, all
residuals must converge to zero as well.
Let SSR(k) denote the SSR from the kth iteration. We will prove that that limk→∞ SSR
(k)
= 0
by first proving that the sum given by SSR(1) + SSR(2) + . . .+ SSR(k) converges to a finite number.
To see this, note that we have by the normal equations that
∑
uˆiei = 0. Thus, the SSR can be
computed as
∑n
i=1 e
2
i =
∑n
i=1u
2
i −
∑n
i=1 uˆ
2
i for all iterations, including k + 1:
SSR(k+1) =
(
n∑
i=1
u2i
) (k+1)
−
(
n∑
i=1
uˆ2i
) (k+1)
.
By construction, u
(k+1)
i = min(uˆ
(k)
i , 0), and thus:(
n∑
i=1
u2i
) (k+1)
=
( ∑
uˆ(k )<0
uˆ2i
) (k)
.
We can also split
∑
uˆ2,(k+1) based on the values of uˆ(k+1):
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(
n∑
i=1
uˆ2i
) (k+1)
=
( ∑
uˆ(k+1)<0
uˆ2i
) (k+1)
+
©­«
∑
uˆ(k+1)≥0
uˆ2i
ª®¬
(k+1)
.
Putting the last three equations together,
SSR(k+1) =
( ∑
uˆ(k )<0
uˆ2i
) (k)
−
( ∑
uˆ(k+1)<0
uˆ2i
) (k+1)
−
©­«
∑
uˆ(k+1)≥0
uˆ2i
ª®¬
(k+1)
.
If wemove the last equation forward to (k+2) and then add SSR(k+1), we notice this is a telescoping
series where one term cancels:
SSR(k+1) + SSR(k+2) =
( ∑
uˆ(k )<0
uˆ2i
) (k)
−
©­«
∑
uˆ(k+1)≥0
uˆ2i
ª®¬
(k+1)
−
( ∑
uˆ(k+2)<0
uˆ2i
) (k+2)
−
©­«
∑
uˆ(k+2)≥0
uˆ2i
ª®¬
(k+2)
.
More generally, the infinite sum of the sequence starting at k = 2 is equal to
∞∑
k=2
SSR(k) =
( ∑
uˆ(1)<0
uˆ2i
) (1)
−
∞∑
k=2
©­«
∑
uˆ(k )≥0
uˆ2i
ª®¬
(k)
− lim
k→∞
( ∑
uˆ(k )<0
uˆ2i
) (k)
≤
( ∑
uˆ(1)<0
uˆ2i
) (1)
.
After adding SSR(1) on both sides, and applying
∑n
i=1 u
2
i =
∑n
i=1 uˆ
2
i +
∑n
i=1 e
2
i , we have that
∞∑
k=1
SSR(k) ≤
( ∑
uˆ(1)<0
uˆ2i
) (1)
+ SSR(1) ≤
(
n∑
i=1
uˆ2i
) (1)
+ SSR(1) =
(
n∑
i=1
u2i
) (1)
.
Therefore,
∞∑
k=1
SSR(k) ≤
(
n∑
i=1
u2i
) (1)
=
∑
yi=0
1,
where the last equality follows from howwe initializeui , withu
(1)
i = −1 for allyi = 0 observations
and u
(1)
i = 0 otherwise. So the series of SSRs is bounded above by the number of boundary
observations where yi = 0 (a finite number). We can now show that limk→∞ SSR
(k)
= 0 (i.e., that
the sequence of SSR’s converges to 0). To see this, note that if
lim
k→∞
SSR(k) = c > 0, but
∞∑
k=1
(SSR)(k) ≤ C
for some finite C, then, by iteration k∗ :=
⌈
C
c
⌉
, the sum of the sequence will have exceeded C, a
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contradiction. Therefore, the SSR converges to zero, with the same necessarily being true for all
of the individual residuals. 
Proof of convergence to the correct solution. The above proof tells us that our iterative “rectifier”
algorithm will eventually converge, but of course it doesn’t tell us that it will converge to the
correct solution. What we will prove now is exactly that:
lim
k→∞
uˆ
(k)
i < 0 iff the observation i is separated.
As in the main text, z is the name we will give to the “certificates of separation” used to detect
separated observations. By Proposition 1, any such z must be a linear combination of regressors:
z = Xγ , with zi = 0 if yi > 0 or if yi = 0 but is not separated and with zi < 0 for the observations
that are separated. It is also important to keep in mind that there can be multiple z vectors. We
do not just want to find some of the z’s that induce separation; rather, we want to identify a z that
is as large as possible, in the sense of having the most non-zero rows.
Our proof that our algorithm accomplishes this task can be outlined in two steps. We first
need to show that if limk→∞ uˆ
(k)
i < 0, then observation i is separated. This is very simple to
show, since the above proof of convergence implies that limk→∞ uˆ
(k)
i = limk→∞u
(k) and since,
by construction, u
(k)
i = 0 if yi > 0 and u
(k)
i ≤ 0 if yi = 0. Recalling that γ
(k) is the vector of
coefficients computed from the weighted least squares regression in each iteration k , it is now
obvious that limk→∞ uˆ
(k)
= limk→∞Xγ
(k) is a linear combination of regressors that meets the
criteria for separation described in Proposition 1 if there are any i such that limk→∞ uˆ
(k)
i < 0.
The second step, showing that limk→∞ uˆ
(k)
i is necessarily < 0 for all separated observations,
is more complicated. To prove this part, we will rely on the following lemma:
Lemma 3 For every possible z satisfying the criteria for separation described in Proposition 1, we
must have that limk→∞u
(k)
i < 0 on at least one row where zi < 0.
The underlined portion of Lemma 3 that clarifies that it applies to “every possible” z is impor-
tant. As we will soon see, the fact that the algorithm discovers at least one separated observation
associated with every possible linear combination of regressors that induces separation will be
sufficient to prove that limk→∞ uˆ
(k)
i < 0 for all separated observations, completing our proof of
Proposition 4. Before reaching this final step, we first need to prove Lemma 3:
Proof of Lemma 3. To prove Lemma 3, it will first be useful to document the following prelimi-
naries. First, recall that each iteration k involves a regression of our working dependent variable
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u(k) on our original regressors X that produces a set of residuals e(k). Thus, the normal equations
for each of these regressions imply that X ′e(k) = 0 =⇒ z′e(k) = 0 ∀k and ∀z (since z′e(k) is
just a linear combination of X ′e(k) that consists of pre-multiplying X ′e(k) by γ ). Second, we can
always decompose each vector of predicted values for our working dependent variable into its
positive and negative components using the appropriate rectifier functions: û = û(+)+û(−) , where
u
(+)
i = max(ûi , 0) andu
(−)
i = min(ûi , 0). Third, using this notation, we also have thatu
(k+1)
i = uˆ
(k)(−)
i
(i.e., the working dependent variable inherits the rectified predicted values from the prior itera-
tion).
We start with the observation noted above that the normal equations imply z′e(k) = 0 for every
iteration (i.e.,
∑
zie
(k)
i = 0 ∀k .) Now let’s focus on iterations k and k + 1:∑
zie
(k)
i +
∑
zie
(k+1)
i = 0.
After grouping terms and using the definition of ei , we have∑
zi
[
u
(k)
i − uˆ
(k)
i + u
(k+1)
i − uˆ
(k+1)
i
]
= 0.
Using our decomposition, uˆ
(k)
i = u
(k),(+)
i + u
(k),(−)
i (and likewise for k + 1):∑
zi
[
u
(k)
i − uˆ
(k),(+)
i − uˆ
(k),(−)
i + u
(k+1)
i − uˆ
(k+1),(+)
i − uˆ
(k+1),(−)
i
]
= 0.
Also recall that u
(k+1)
i = uˆ
(k),(−)
i (and likewise for k + 2):∑
zi
[
u
(k)
i − uˆ
(k),(+)
i − u
(k+1)
i + u
(k+1)
i − uˆ
(k+1),(+)
i − u
(k+2)
i
]
= 0.
After canceling out terms and re-arranging, we have∑
zi
[
u
(k+2)
i − u
(k)
i
]
= −
∑
zi
[
uˆ
(k),(+)
i + uˆ
(k+1),(+)
i
]
.
Notice that we can focus on the observations where zi < 0 without loss of generality, as the
elements of the sum with zi = 0 are obviously zero.
35 Thus,
∑
zi<0
zi
[
u
(k+2)
i − u
(k)
i
]
= −
∑
zi<0
zi
[
uˆ
(k),(+)
i + uˆ
(k+1),(+)
i
]
.
35Also, there must be negative elements of z, as otherwise z wouldn’t be a valid certificate of separation.
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Notice that unless we have reached convergence before iteration k + 2, then the righthand term
is strictly positive. This is because zi < 0, and uˆ
(k),(+)
i is non-negative, with at least one strictly
positive observation (otherwise, uˆ
(k)
i would meet the stopping criteria because it would be strictly
non-positive and the next iteration would return uˆ
(k+1)
i = u
(k+1)
i = uˆ
(k)
i .)
Thus, ∑
zi<0
ziu
(k+2)
i >
∑
zi<0
ziu
(k)
i
By itself, this statement is interesting, because it tells us that the weighted sum of u is increasing
as we iterate. But we can get a useful bound if we recall that on the first iteration, ui = −1 when
yi = 0, which implies
∑
ziu
(1)
i =
∑
zi . Then, for every odd iteration with k ≥ 3, we know that∑
ziu
(k)
i > −
∑
zi .
Denote the minimum (i.e., most negative) zi as zmin. Then,
zmin
∑
u
(k)
i ≥
∑
ziu
(k)
i > −
∑
zi for k = 3, 5, 7, . . .
=⇒
∑
zi<0
u
(k)
i < −
∑
zi
zmin
for k = 3, 5, 7, . . .
Given that both zmin and
∑
zi must both be < 0 for there to be separation, it follows that
∑
zi<0u
(k)
i
must be negative on every odd iteration starting with k = 3. Obviously, this is not possible unless
at least one u
(k)
i is negative for an observation where zi < 0 for each of these iterations. The
lemma follows by considering k →∞, since u
(k)
i must eventually converge to the same result for
both odd and even k . 
For the remainder of the proof of the overall theorem, let uˆ
(∞)
i := limk→∞ uˆ
(k)
i denote the solution
obtained by our algorithm. Thanks to the insights established by Lemma 3, we can now prove that
uˆ
(∞)
i < 0 if and only if there exists a z that separates observation i. We can do so by considering
two cases. First, note that if uˆ
(∞)
i = 0 for all i, then Lemma 3 implies there cannot be any such z
and the data are not separated. The more interesting case is if uˆ
(∞)
i < 0 for at least one i. In that
case, recall that uˆ
(∞)
i is an admissible z (because it will have converged to a vector that is < 0 for
some observations where yi = 0 and is 0 otherwise.) Thus, for the algorithm to fail to identify
a separated observation, it would have to be the case that there exists some other certificate of
separation z∗ that is < 0 for at least one observation where uˆ
(∞)
i = 0. To see why this cannot
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happen, let
α∗ := sup
uˆ
(∞)
i <0
z∗i
uˆ
(∞)
i
> 0.
Then, given z∗ and our solution uˆ
(∞)
i , we can construct a third certificate z
∗∗ that also separates
the data:
z∗∗i := z
∗
i − α
∗uˆ
(∞)
i ≤ z
∗
i − z
∗
i = 0,
where the inequality follows from the definition of α∗. By construction, z∗∗i < 0 for at least one
observation where uˆ
(∞)
i = 0, and z
∗∗
i = 0 for at least one observation where uˆ
(∞)
i < 0. If z
∗∗
i = 0 for
all observations where uˆ
(∞)
i = 0, we have a contradiction, since Lemma 3(b) tells us at least one
observation separated by z∗∗i must also be separated by our solution uˆ
(∞)
i . If not, we repeat: let
α∗∗ := sup
uˆ
(∞)
i <0
z∗∗i
uˆ
(∞)
i
and
z∗∗∗i = z
∗∗
i − α
∗∗uˆ
(∞)
i ,
which gives us yet another certificate of separation z∗∗∗i that will equal 0 for at least one observa-
tion where uˆ
(∞)
i < 0 and z
∗∗
i < 0. We can repeat this process as many times as needed until we
eventually obtain a z that does not separate any observations for which uˆ
(∞)
i < 0. Lemma 3 again
provides the needed contradiction indicating that this cannot happen. 
Example code. The number of steps needed in the above proof may suggest the iterative recti-
fier algorithm is rather complicated. However, in practice, it requires only a few lines of code to
implement. Below, we provide some generic “pseudo code” that should be simple to program in
virtually any statistical computing language (e.g., R, Stata, Matlab).
38
Pseudo code:
Set ui = −1 if yi = 0; 0 otherwise
Set ωi = K if yi > 0; 1 otherwise
Begin loop:
Regress u on X , weighting by ω (produces coefficients γ̂ )
Set û = Xγ̂
Set û = 0 if |û | < ϵ
Stop if ûi ≤ 0 for all i (all separated observations have been identified)
Replace ui = min (ûi , 0)
End loop.
For readers interested in more details, we have created a website that provides sample Stata
code and data sets illustrating how all of the methods for detecting separation described in this
paper can be implemented in practice. Also see our companion paper for the ppmlhdfe Stata
command (Correia et al., 2019), which provides further useful information related to technical
implementation and testing.
An alternative method using within-transformation and lin-
ear programming
Larch et al. (2019) have also recently proposed a method for detecting separation in Poisson mod-
els in the presence of high-dimensional fixed effects. In their paper, this is accomplished by first
“within-transforming” all non-fixed effect regressors with respect to the fixed effects, then check-
ing whether the within-transformed versions of these regressors satisfy conditions for separation.
As they discuss (and as we will document here as well), any method based on this strategy is only
able to detect instances of separation that involve at least one non-fixed effect regressor; it can-
not be used to detect separation involving only the fixed effects. Another difference is that Larch
et al. (2019) describe how to detect linear combinations of regressors that satisfy (3) only. De-
tecting linear combinations of regressors that satisfy both of the relevant conditions described
in Proposition 1 (i.e., both (3) and (5)) requires an appropriate extension of their methods that
incorporates the linear programming problem in (15).
The first step is to regress each non-fixed effect regressorwpi on every other regressor (includ-
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ing the fixed effects) over 0 < yi < y. If we find that wpi is perfectly predicted over 0 < yi < y,
then we know there is a linear combination of regressors involvingwpi that satisfies (3), as shown
by Larch et al. (2019). Larch et al. (2019) do not discuss how this step is applicable to the linear pro-
gramming problem in (15), but focusing on these “candidate” linear combinations that we already
know to satisfy (3) turns out to be an effective way of reducing the dimensionality of the problem
(for non-binary choice models at least). More formally, we can determine candidate solutions for
γ ∗ by first computing the following linear regression for eachwpi :
wpi = w
−p
i δp + diξp + rpi for 0 < yi < y, (17)
where w
−p
i is the set of other non-fixed effect regressors (i.e., excluding wpi). δp and ξp are the
coefficient vectors to be estimated. Our focus is on the residual error rpi obtained from each of
these regressions. If rpi is uniformly zero, then some combination of the fixed effects and the other
non-fixed effect regressors perfectly predicts wpi over 0 < yi < y. Or, to cement the connection
with Proposition 1, wewould have that rpi = wpi−w
−p
i δp−diξp is a linear combination of regressors
that satisfies condition (8).
Because the estimation expressed in (17) is a linear regression, it can generally be computed
very quickly using the algorithm of Correia (2017), even for models with very largeM . The main
advantage of this first step is that it greatly reduces the dimension of the linear programming
problemwe need to solve. This is for two reasons. First, it allows us to effectively perform a change
of variables from xi (which is of dimensionM) to the set of rpi associated with any regressors that
are perfectly predicted over 0 < yi < y (which will have a much smaller dimension ≤ P≪ M).
Second, since any linear combination of these zpi ’s is assured to satisfy (3), we no longer need the
third set of constraints stipulated in (15). Since we very often have that 0 < yi < y for a majority
of the observations in non-binary choice models, changing variables in this way is likely to also
greatly reduce the number of constraints.36
A suitable re-parameterization of our original linear programming problem in (15) helps to
illustrate the idea behind this change of variables. Let r ∗i := {rpi |rpi = 0 if 0 < yi < y}, i.e., a vector
consisting of the predicted residuals from (17) associated with anywpi that are perfectly predicted
36For this reason, this first step of regressing each regressor on every other regressor can be beneficial even in non-
high-dimensional environments when the number of observations with 0 < yi < y is large. A similar first step also
appears in Santos Silva and Tenreyro (2010) and Larch et al. (2019), but both of these papers stop short of verifying the
“overlap” conditions described in (4)-(5). Addressing the latter complication requires one of the methods described
in this paper.
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over 0 < yi < y. The modified linear programming problem based on r
∗
i instead of xi is
max
ϕ
∑
yi=0
1
(
r ∗i ϕ < 0
)
+
∑
yi=y
1
(
r ∗i ϕ > 0
)
s.t. − r ∗i ϕ ≥ 0 if yi = 0,
r ∗i ϕ ≥ 0 if yi = y,
(18)
where, as noted, the number of parameters we need to solve for (i.e., the length of the vector
ϕ in this case) is only equal to the number of wpi that we found to be perfectly predicted by
other regressors in the first step. Furthermore, the number of constraints we need to take into
account is only Nyi=0 +Ny=y instead of N . To appreciate why this approach works, consider what
happenswhen a non-zero vector ϕ∗ can be found solving (18). In that case, r ∗i ϕ
∗
=
∑
p |rpi∈r
∗
i
ϕ∗prpi =∑
p |rpi∈r
∗
i
ϕ∗p(wpi −w
−p
i δp−diξp) is a linear combination of regressors that satisfies (3)-(5), indicating
separation.
However, while this approach is able to quickly identify separation involving complex combi-
nations of fixed effect and non-fixed effect regressors, it cannot be easily used to identify separa-
tion involving the fixed effects only (at least not without estimating (17)M times in the first step,
which is likely to be time consuming). For some standard fixed effect configurations, this latter
problem is not so severe. For example, the trivial case where a fixed effect dummy is always equal
to zero when 0 < yi < y is very easy to find. Models with only one level of fixed effects are thus
easy to deal with in this regard. Similarly, for models with two levels of fixed effects (e.g., exporter
and importer, firm and employee), the graph-theoretical approach of Abowd et al. (2002) can be
applied to identify any combinations of fixed effects that are perfectly collinear over 0 < yi < y,
which then can be added as needed to the linear programming step in (18).
However, for more general cases, such as non-binary choice models with more than two levels
of high-dimensional fixed effects, it has been known since Haberman (1974, Appendix B) that
separation involving only categorical dummies (i.e., fixed effects) can be difficult to verify (also
see Albert and Anderson, 1984, p. 9.) To our knowledge, this problem has remained unresolved in
the literature and Abowd et al. (2002)’s method cannot be used to solve the problem for general
cases either.37 Thus, unless we have a non-binary choice model with either one or two levels of
37Note that we can still detect cases in which a single fixed effect induces separation or if there is separation
involving only two levels of fixed effects. The case we can not as easily detect is if there is a linear combination
involving three or more levels of fixed effects and which also do not involve any of the non-fixed effect regressors.
In addition, it is worth clarifying that neither perfect collinearity between fixed effects nor separation involving only
the fixed effects (by Proposition 3) poses an issue for identification of the non-fixed effect parameters. However,
separation can affect an estimation algorithm’s ability to reach convergence, the speed at which it converges, and
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fixed effects, we require a different method for detecting separation.38 Noting that a Logit model
can be transformed into a Poisson model by adding a fixed effect (as we discuss next), the same is
also true for binary choice models with more than one fixed effect.
Verifying separation in binary choicemodels using the Logit-
Poisson transformation
While the discussion in Section 3.3 focuses on the case of a model with only a lower bound at
zero, our methods can be applied to binary choice models without loss of generality. The only
further complication that is needed is that we must first transform the model by taking advantage
of the following property:
Definition 1 (The Logit-equivalent Poisson model) Any Logit model withp(yi = 1) = exp(xiβ)/[1+
exp(xiβ)] can be re-written as a Logit-equivalent Poisson model via the following steps:
1. Let each observation now be given by yi,a and be indexed by i and a = 1, 2. A “yi,1” will
henceforth indicate an “original” observation from the original Logit model and a “yi,2” will
indicate an “artificial” observation. The construction of artificial observations is described in
the next step.
2. For every original observation with yi,1 = 0, create an artificial observation with yi,2 = 1. For
every original observation withyi,1 = 1, similarly create an artificial observation with yi,2 = 0.
For all artificial observations, set all corresponding elements of xi,2 equal to 0. The number of
observations should now be 2N , where N is the original sample size.
3. Add a set of i-specific fixed effects to the model, to be given by δi . These may be thought of
as the coefficients of a set of dummy variables di , which equal 1 only for the two observations
indexed by a particular i (one original observation and one artificial observation).
even whether it converges to the correct estimate.
38One possible method is the one discussed in Clarkson and Jennrich (1991) on p. 424, which allows estimation
to proceed without precautions and iteratively drops any observations that appear to be converging to a boundary
value. The algorithmwe describe later on this Appendix could be used in conjunctionwith this approach. However, as
Clarkson and Jennrich (1991) note, this method is not guaranteed to detect separation accurately. Furthermore, in our
own implementations, we have noted that removing separated observations mid-estimation generally leads to slower
convergence. Yet another problem arises if “cluster-robust” standard errors are used. In that case, the algorithm of
Correia (2015) must also be repeatedly applied in order to determine that correct number of non-singletons clusters
that are left as additional separated observations are removed. Otherwise, statistical significance will tend to be
overstated.
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The resulting Logit-equivalent Poisson model is given by E[yi,a] = exp[δi + xi,aβ] and is estimated
using Poisson regression.
After obtaining a Poisson model in this way, we have the following equivalence:
Proposition 5 (Logit-Poisson Equivalence) The Logit-equivalent Poisson model is equivalent to the
original Logit model. In particular:
• The FOC’s for β are the same.
• The parameter estimates for β and their associated asymptotic variances are the same.
• The conditional mean from the Poisson model equals the expected probability that yi = 1 from
the Logit model.
The properties described in Proposition 5 can be established using the Poisson FOCs for δi and
β :
N∑
i=1
xi,1
(
yi1 − e
δi+xi,1β
)
= 0, ∀i :
(
1 − eδi
(
1 + exi,1β
))
= 0, (19)
where we have used the fact that yi,1 +yi,2 = 1 and the fact that all elements of xi,2 = 0. It should
be apparent that eδi = 1/(1 + ex
(1)
i β ). After plugging in the solution for δi into the FOC for β , we
obtain
N∑
i=1
xi,1
(
yi,1 −
exi,1β
1 + exi,1β
)
= 0,
which is the same as the FOC for β from the original Logit model. The estimates for β therefore
are the same across both models, as are the associated asymptotic variances. Furthermore, the
Poisson conditional mean eδi+xi,1β = exp(xiβ)/[1 + exp(xiβ)] is the same as p(yi = 1) from the
Logit model. 
The most important implication of these results for our current purposes is the following:
Proposition 6 (Equivalence under separation) Suppose that l(β) conforms to (1), the matrix of re-
gressorsX = x1,x2, . . . ,xM is of full column rank, and the individual log-likelihood li(β) always has
a finite upper bound. Any binary choice model that satisfies these conditions is separated if and only
if the Logit-equivalent Poisson model is separated.
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Suppose we have a binary choice model and there exists a non-zero separating vectorγ ∗ ∈ RM
that satisfies (4) and (5). Then for any separated observation with yi = 1, the FOC for δi in the
Logit-equivalent Poisson model must satisfy eδi = limxi,1β→∞ 1/(1+e
xi,1β) = 0 in the compactified
model where such solutions are admissible. Thus, the artificially created observation associated
with i (yi,2) has a conditional mean of µi,2 = 0 and must be separated. Similarly, for any separated
observation with yi = 0, the conditional mean for yi,1, µi,1, must be 0. This can only be true if yi,1
is separated.
If we instead consider separation in the Poisson model, we can simply focus on cases where
either the original observation has a conditional mean of 0 or the artificially created observation
has a conditional mean of 0. In the former case, it is obvious there is separation in either model.
In the latter case, we must have that δi = −∞, which can only be true if l(β) is increasing as
xiβ →∞, implying yi,1 is separated in the original Logit model.
Finally, the conditions for a binary choice model to be separated depend only on the config-
uration of the data and do not depend on the specific choice of model (e.g., Probit vs. Logit).
Therefore, the Poisson model described above can be used to check for separation in any con-
ceivable GLM binary choice model for which the individual likelihood function is bounded from
above, not just the Logit model. 
An IRLSAlgorithmforGLMestimationwith high-dimensional
fixed effects
While it is now well known that linear models with seemingly any number of nuisance parame-
ters can be computed very rapidly (cf., Carneiro et al., 2012; Correia, 2017), comparable methods
for GLMs and other nonlinear models have been slower to materialize and enter into wide us-
age. To date, most work in this area has focused on Poisson PML (PPML) estimation with high-
dimensional fixed effects (HDFEs) (seeGuimarães and Portugal, 2010; Figueiredo et al., 2015; Larch
et al., 2019.) This is likely because of the popularity of PPML as an estimator for use with gravity
models as well as the nice properties of the Poisson score function that make it both easier to
work with in high-dimensional environments and more robust to incidental parameter problems
than other nonlinear estimators.39
39Weidner and Zylkin (2017) discuss the “IPP-robustness” properties of the Poisson score functions and describe
several commonly-used applications where PPML is a consistent estimator despite the presence of multiple levels of
fixed effects.
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However, the past few years have seen a number of interesting developments that have made
fixed effects estimation more appealing in nonlinear environments. In particular, Guimarães
(2014) and Stammann et al. (2016) have each independently showed how the classic iteratively
re-weighted least squares (or “IRLS”) approach to GLM estimation could be combined with the
Frisch-Waugh-Lovell theorem to construct an HDFE-IRLS algorithm that avoids the inversion of
large matrices ordinarily needed for nonlinear estimation and which also can in theory be used
with any GLM. Guimarães (2014) and Correia et al. (2019) have demonstrated versions of this
idea for Poisson estimation in particular, whereas Stammann et al. (2016) illustrate an HDFE-IRLS
approach for estimating a Logit model with two-way fixed effects as well as how to obtain a bias
correction to account for the incidental parameter bias. More recently, Stammann (2018) and
Bergé (2018) have each described HDFE-GLM algorithms that can be used to estimate any of the
GLMs covered in this paper.
Thus, to help fix ideas for readers and raise awareness of these advances, we provide here
some brief notes on HDFE-IRLS estimation. A version of this algorithm appears in our own Stata
command for HDFE-PPML estimation specifically (Correia et al., 2019), but here we will present
a generalized HDFE-GLM algorithm based on IRLS as proof of concept. For notational simplicity,
we will assume a doubly indexed panel with two levels of fixed effects. The two panel dimensions
will be i and j, such that yij ≥ 0 will denote the dependent variable and xij will denote the full
matrix of all covariates, including two sets of fixed effects di and dj as well as a set of “main”
(non-fixed effect) covariates wij . β will continue to denote the full coefficient vector, but we can
similarly decompose β into the coefficients for the fixed effects, which will be given by ξi and ξj ,
as well as the main coefficient vector δ . The GLM first-order condition for β from (2) can then be
re-written (now in vector form) as
s (β) =
∑
i,j
sij (β) =
∑
i,j
αij
[
yij − µij
]
θ ′(xijβ ; ·)xij = 0. (20)
where the functions θij , b(θij), and µij = b
′(θij) are all defined analogously. Since IRLS is an
iterative procedure, we will use a “0” superscript to denote the current value of an object and a
“+” superscript for updated values to be used in subsequent iterations.
The first step is to obtain the classic IRLS linearization of the score function. As is standard,
this is achieved by deriving a first-order Taylor approximation for the conditional mean µij around
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an initial guess for the parameter vector β0. This approximation reads as
µ+ij ≈ µ
0
ij + b
′′(θ 0ij)θ
′(xijβ
0; ·)xij
(
β+ − β0
)
. (21)
Next, we define the IRLS working dependent variable as
q0ij :=
yij − µ
0
ij
b′′(θ 0ij)θ
′(xijβ0; ·)
+ xijβ
0. (22)
Substituting (21) and (22) into (20) then delivers the IRLS approximation of the score vector for β :
s (β) ≈
∑
i,j
ψ 0ij
(
q0ij − xijβ
)
xij , (23)
whereψ 0ij := αijb
′′(θ 0ij )θ
′(xijβ
0; ·)2 will henceforth denote a combined weighting term. Setting the
approximated score equal to zero then delivers the following closed-form solution for the updated
estimate β+:
β+ =
[
X ′ψ 0X
]−1 [
X ′ψ 0q0
]
, (24)
whereψ 0 is a suitably sized diagonal matrix withψ 0ij on the diagonal,X is the matrix of regressors,
and q0 is a vector containing q0ij . In other words, the IRLS approach allows us to estimate an
approximate solution for β using weighted least squares, weighting by ψ 0ij and using q
0
ij as the
dependent variable. The full algorithm uses each new solution for β+ to progressively update the
values for ψ 0ij and q
0
ij used in (24) as well as the underlying values for µ
0
ij and θ
0
ij . Eventually, as
µ0ij and θ
0
ij converge to their true estimated values, the approximation for β in (24) then becomes
exact and β+ converges to the true parameter estimate that solves the original GLM first-order
condition in (20).
Notice that the method just described usually requires inverting the matrix X ′ψ 0X each time
we re-estimate β+. Thus, IRLS would ordinarily be computationally intensive or even infeasible
if the model includes a large number of fixed effects. However, because IRLS gives us a linear
regression expression for β , we can use the Frisch-Waugh-Lovell theorem to derive a more easily
computable version of (24) that allows us to obtain an equivalent approximation for our main
coefficient vector δ specifically. The form of this approximation is
δ+ =
[
w′ψ 0w
]−1 [
w′ψ 0q0
]
, (25)
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where the bars over both w and q0 are meant to indicate these are weighted, within-transformed
versions of the matrix of non-fixed effect covariates w and of the working dependent variable
vector q0. More precisely,w and q0 can respectively be thought of as the residuals obtained by re-
gressing the untransformed variablesw and q0 on the two fixed effects di and dj and weighting by
ψ 0. By the Frisch-Waugh-Lovell theorem, the solution we obtain for δ+ will be exactly consistent
with the larger vector β+we would have obtained from (24), because we will have already purged
w and q0 of any partial correlation with the fixed effects. Thanks to the methods of Correia (2017),
the within-transformation step needed for this type of procedure is generally always feasible and
can be computed much faster than a direct estimation of the full model when the number of fixed
effects is large.40
To fill in the remaining details, the Frisch-Waugh-Lovell theorem also very usefully implies
that q0ij −wijδ
+
= q0i − xiβ
+ (i.e., that the residuals from the two versions of the same regression
are equal to one another). This last insight enables us to update the linear predictor term xijβ
+
using xijβ
+
= q0ij −(q
0
ij −wijδ
+), which then in turn allows us to update θ+ij = θ (xijβ
+), µ+ij = b
′(θ+ij ),
ψ+ij = αijb
′′(θ+ij )θ
′(xijβ
+; ·), and q+ij = (yij − µ
+
ij )/ψ
+
ij + xijβ
+. These steps are exactly equivalent to
the updating steps used in the classic IRLS estimation loop. Thus, eventually θ+ij , µ
+
ij , ψ
+
ij , and q
+
ij
will converge to their correct values, and δ+will converge to the correct estimate as well.
40The observation that the Frisch-Waugh-Lovell theorem can be used to speed up fixed effects estimation in this
way is originally thanks to Guimarães and Portugal (2010) and Gaure (2013). Correia (2017) then demonstrates several
computational innovations that can be used to speed up the alternating projections-based methods used to perform
the within-transformation step in these earlier paper so that it converges in nearly linear time. Correia et al. (2019)
also discuss further speed-up tricks that can be used to accelerate HDFE-GLM estimation specifically.
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