In this paper we continue our earlier studies (cf., e.g., [l-4]) and consider the nonlinear boundary value problem
1.
In this paper we continue our earlier studies (cf., e.g., [l-4] ) and consider the nonlinear boundary value problem Eu=Nu (1) where N is a nonlinear operator over a real Hilbert space S and E is a linear differential operator over a bounded domain G of R" with homogeneous boundary conditions and possessing a finite-dimensional kernel.
The particular case when NU = g(u) +f has been the subject of much study in recent years and sufficient conditions in terms of g(co), g(-co) and f, patterned after the results of [8] , have been discussed by several authors. In these studies a key hypothesis is that d--00) <da>.
We have established in [ 1 ] that these results may be treated as particular cases of a general abstract theorem [3] and have extended these ideas to the case when E has an infinite-dimensional kernel [4] . We study in this paper the case when (2) is not true; more specifically we assume that d-a) = g(=))* (3) u,=H(Z-P)N(u*+u,), (4) O=PN(u*+u,), (5) or, equivalently, as a single operator equation u,=H(Z-P)N(u*+u,)+PN(u*+u,), u=u*+ul. (6) Let ( , ) and ]I. I] denote the inner product and norm in S. We shall denote by L the norm of H(Z -P) in S. Let r, R, be positive numbers and let &! denote the set a=fX,XQ,, QO={u*ES,, Jlu*IJ<R,}, fl,=(u,ESl, IIulll<r}.
Thus, by using the Leray-Schauder principle, we can state: if there are numbers r, R such that the equation u1 =yH(Z-P)Nu + yPNu =O, u = u* + Ul,
has no solution on aI2 for any 0 < y < 1, then (1) has at least one solution u = u* + 24, in 9.
A simple set of sufIicient conditions to satisfy the above is the following: let there exist numbers r and R such that IIfw-~)N~lI G r for llu*ll <R,, llullI =r, (Nu, 24 *) < 0 (or 20) for Il~*ll=4,, lI~,ll< r, where u=u*+ur, u*ES,, u,ES,. Then (1) has at least one solution in a. For the equation (8) (9) Eu + g(x, 44) =f(x), xEG,
where fE L,(G) and g(x, s) is a continuous real-valued function on G X R, any solution uy of (7) must satisfy Uly= yH(Z-P)Nu,, PNu,= 0.
Writing g = g, + g, , g, E S,, g, E S, we have from 
(Eu,,u,)=((Z-P)Nu,u,)=(Nu,u,).
Let 1, be such that (Eu,,u,)>l, ~Ju~(~~, U, ES,. Then then(Nu,u*)~Oforeveryu*ES,,IIu*lJ=Roandcorrespondingu,ES,, Ilu,ll~randu,=H(I-P)Nuwithu=u*+u,.
As a corollary of the above considerations we have the following situation from [ 11: let E: B(E) c S + S, be a nonnegative self-adjoint operator in the real Hilbert space L*(G) where G is an open bounded set in R". Suppose that dim(ker E) = 1, and let 8 # 0 belong to the kernel of E. Let I/ = D(E"*) with the graph norm and let A: V x V+ R be the associated quadratic form
For every u E L,(G) we consider the linear functional 1: V-1 R defined by g(x, -03) < g(x, a), x E G.
for every E > 0 and any continuous real-valued function
there exists p > 0 such that g(x, s) > M(x) -E for all x E G and s 2 p. Similarly if g(x, -a~) < M(x) for all x E G there exists p > 0 such that g(x, s) < M(x) + E for all x E G and s < -p. It must be noted that as in [9] , the case g(x, co) = co, g(x, -co) = -a~ is not excluded.
Then it can be proved that the equation Eu + g(x, u) =f(x) has at least one solution u E V provided +jeco g(x, de& for all 0 E ker E, 8 # 0 (cf. [8, 1, 31) .
It can be shown that assumptions (13) and (14) imply (12) and thus (8), whereas (15) implies (9) and this may be seen by an argument similar to the one in [l]. 3. As remarked in Section 1, the main thrust of this paper will be the case when (13) does not hold. More particularly we will consider the case when hypothesis (3) is true. Before we go into the details, we first present an existence result for the problem Eu + g(x, u) = f which will be utilized in the following discussions. This existence result states sufficient conditions for (8) and (9) to be satisfied when dim(ker E) < co. 
Then the equation Eu t g(x, u(x)) =f (x) has at least one solution uEL,(G)withu=u*+u,,u*EkerE,u,E(kerE)',IJu*)I~p,)Iu,II~r.
Proof
It suflices to verify (8) and (9) . Thus we have Nu = -g(u) +f and with u = pw t ul, w E ker E, u, E (ker E)', 11 u1 (I< r we have II~,II=ll~~~--P)~-~~~~P~+~,~+fllI G WI &v PO + UJIL., + Ilf IL,) < Wmeas G)'12 t Ilf IL,) < r.
Thus (8) and (9) are satisfied with R, = p, and hence Eu + g(x, u) = f has at least one solution.
An example to illustrate the applicability of the above lemma to the case when g(--03) = g(c0) = 0 is the foliowing.
EXAMPLE.
Consider the nonlinear differential problem Then Eu = to' + U, G = (0, n), ker E = (sin x) and we can take w = (Z/~L)"' sin x so that w E ker E and llollL, = 1. Thus, meas G = 71 and it is easy to see that L = j. Let g(s) = 1 -cos s, s > 0 and g(s) = -1 + cos s for s < 0, so that c = 2. Then we have Here t, -+ 0 and 1 -tkm + 0 as u -+ co. Also t(l -t2)-"' is an increasing function of t. Thus I+ 0 as o + co. Hence, (dP)9 PW) > 2pwv* -E for p sufficiently large when E > 0 is given. Relations (18) and (19) now reduce to 3 -'(27P2 + llfll) < r and r + llfll < 2(2/?7)"' -E.
Solving the above inequalities one obtains estimates on llfll and r. Hence, by the preceding lemma we conclude that UN + u + g(u) =s,
has at least one solution provided IlfjlL, satisfies the estimate obtained above. We conclude this example by noting that for the g(x, s) discussed here, g(-co)=g(co)=O.
4.
Another example where g(-co) = g(co) = 0 and the problem Eu + g(u) =f has infinitely many solutions is as follows:
In this case ker E = {w} where w is the constant function w(x) = u-l'*, 0 < x < a, and (1 cc)(ILz = 1. We define g(s) as in the previous example so that g(-a) =g(co) = 0. Also, g(s) = 0 for all s = 2klr, k= 0, &l, f2 ,..., and I g(s)1 < 2. For the function f(x) we choose a constant&, 0 <fO < 2. Then, f, belongs to ker E, and further there exists I such that g[(2k + 1)~ f A] =f,, 0 < Iz < 71. Then the constant functions
are all solutions of the nonlinear problem (21). Thus (21) has infinitely many solutions u with )( ~11 as large as we want no matter how smallf=f, is in ker E with Ilf,ll < 2~2"'.
We now consider the case when in (21) f =fO +fi, f0 E ker E and fi E (ker E)', both not identically zero. Also, instead of the specific function g(s) chosen in (21), we assume now that g is any continuous bounded function with 1 g(s)1 Q c, sg(s) > 0, g(0) = 0, g(s) = 0 also at countably many points s = sk, k = f 1, k2 ,..., with ks, > 0, sk + f co as k + f 00, and g is not equal to zero otherwise. Clearly the function g of (21) has all the properties assumed here.
First, a remark concerning the eigenvalue problem a" + lu = 0,O < Now we consider the decompositions f = fO + f 1, g@o + u 1) = g, + g, , fO, g, E ker E, fi, g, E (ker E)'. From PNu = 0, that is, P(-g + f) = 0, we derive f0 = g,.
Again as in Section 2, we consider the equation 
5.
In the proof of existence of solutions using (13), (14) and (15) that we have sketched in Section 2, it is not restrictive to assume g(x, s) < 0 < g(x, -0) for all x E G and all s, o 2 k for k suitably large so that and this property is relevant in the proof.
We now assume that g(x, -co) = g(x, co). Without loss of generalitly we can then assume that
It does not then automatically follow that (26) holds, e.g., consider the function g(x, s) = -s"*(l + s)-' for s > 0, g(x, -8) = g(x, s), and then g(x, --co) = g(x, co) = 0 but Inf sg(x, s) = -co. However, if we know that for some k > 0 sufficiently large we have sg(s) > 0 for s > k and s < -k, then clearly (26) follows. Thus assuming (26) and (27) as hypotheses we consider the problem
Here we assume that E is a nonnegative operator, namely, we assume that CESARI AND KANNAN 2, = 0 is the smallest eigenvalue and 0 < A, < A, < . . a are the remaining eigenvalues with Ak+ co, so that 6% 3 4) 2 4 II u1 II2
for all u1 E (ker E)'. In place of (26) we assume (I"f, sg(x, s> > -P, OQp<m,xEG. Lemma 2 may also be seen in [9] . However, for our purpose, we can obtain the following stronger result. Before we consider the existence of solutions of (28) under (26) and (27) Thus we conclude that:
THEOREM.
If g(x, s) is a continuous function on G x R satisfying (26), (27) and (T) and 0 <p < I,(meas G)-*II', then there is some 6, > 0 such that Eu + g(x, u) =f(x) has at least one solution provided 11 f (( < 6,.
6.
We conclude this paper with the related case in which g(x,-co)=O=g(x, 001,
and there are numbers C > 0, 0 < a < 1, h > 0, it4 > 0 such that
g(x,a) sgnaahs-" for all M<]la(<s, s>M. There is a number w0 > 0 such that /w(x)] < w,, for all x E G and
Given 0 < E < o0 there is k > 0 such that, for every o E ker E, llwll=l,and~,=[x~G(lo(x)l~&],thenI~:,I~k&.
We can take o,, sufficiently large so that I( WI] ( o,, and then ./Xx) PW(X> dx G PO, lkfll. For the sake of simplicity we shall write g@o + u,) for g(x, pm(x) + u,(x)). Then We shall now take We must show that relations (47), (48) and PE -N> A4 are compatible. First, we can write these relations as follows:
p--NM.
We shall assume
so that of the relations (49) the second one is stronger than the first one, and the fourth is stronger than the third one. Then the fourth relation (49) yields Under assumptions (42), (43), (44), (45), (46) and 0 < a < 1, there is y > 0 such that for (1 f 11 < y, Eq. (28) has at least one solution. For a = 1, the same is true provided 2-3 IGI L-'CT-*h(ko,)-"* > A,.
Indeed, in either case, we have, for )( f 11 < y, and the statement follows by [3] .
