Abstract: Let (X, d, µ) be a space of homogeneous type. First, the authors introduced the notation of vector-valued singular integral operator T with non-smooth kernel on X, and studied the boundedness of T and its maximal truncated operator T * . Then, the authors gave the definition of multilinear commutator generated by T and BM O functions or by T and Lipschitz functions, and discussed the boundedness of these multilinear commutators.
Introduction
Let X be a topological space equipped with a distance d and a non-negative Borel regular measure µ. (X, d, µ) is called to be a space of homogeneous type, if the doubling condition µ(B(x, 2r)) ≤ cµ(B(x, r)) < ∞ (1.1) holds for some c ≥ 1 uniformly and for all x ∈ X and r > 0, where B(x, r) = {y ∈ X : d(x, y) < r}. A more general definition for this space can be found in [1] , [2] and [3] . Note that the doubling property implies the following strong homogeneity property µ(B(x, λr)) ≤ cλ n µ(B(x, r)), (1.2) for some c, n uniformly and for all λ ≥ 1. The parameter n is a measure of dimension of the space. There also exist c > 0 and N (0 ≤ N ≤ n) so that
µ(B(y, r)) ≤ c 1 + d(x, y) r
N µ(B(x, r)), (1.3) uniformly for all x, y ∈ X and r > 0. In fact, the property (1.3) with N = n is a direct consequence of triangle inequality of the distance d and the strong homogeneity property. But in general N can be smaller. In the cases of Euclidean spaces R n and Lie groups of polynomial growth, N can be chosen to be 0.
Throughout this paper we shall work on space of homogeneous type (X, d, µ) with µ(X) = ∞, and C denotes different constant in different line.
Let T be a bounded linear operator on L 2 (X) with an associated kernel K(x, y) in the sense that T f (x) = X K(x, y)f (y)dµ(y), where K(x, y) is a measurable function, and the above formula holds for each continuous function f with compact support, and for almost all x not in the support of f.
One important result of Calderón-Zymund operator theory is the well known Hörmander integral condition on the kernel K(x, y), which is a sufficient condition for the operator T to be of weak type (1, 1) (see [4] ). However, there are numerous examples of operators which do not satisfy Hörmander integral condition, and certain classes of such operators can be proved to be of weak type (1, 1) . See, for example [5] , [6] and [7] . A natural question is whether one can weaken the Hörmander integral condition and still conclude that T is an operator of weak type (1, 1) . In 1999, Duong and McIntosh [8] gave an affirmative answer to this question and introduced the notation of singular integral operator with nonsmooth kernel on space of homogeneous type X.
On the other hand, Duong and Yan [9] studied the boundedness of commutator generated by the singular integral operator with non-smooth kernel and BM O function. In the paper, we will introduced the notation of vector-valued singular integral operator with non-smooth kernel on space of homogeneous type and extend the results in [8] and [9] to the vector-valued situation. for some τ > 0, here N is the power which appeared in property (1.3) and n is the "dimension" entering the strong homogeneity property.
Note that there exists a constant C > 0 such that
uniformly for y ∈ X and t > 0.
Moreover, for a locally integrable H−valued function f , the H−valued sharp maximal function associated with the "approximation to identity" {A t : t > 0} is defined by
where t B = r m B with r B is the radius of the ball B. In the scalar case, Duong and McIntosh [8] introduced the notation of "approximation to identity" and constructedã t (x, y) which satisfies our conditions. In addition, Martell [10] gave the definition of M # A and get an analogy of the Fefferman-Stein estimate for the classical sharp maximal function.
After some preliminaries, in Section 2, we will introduce the definition of vectorvalued singular integral operator with non-smooth kernel and study the boundedness of T . In Section 3, we will study the maximal truncated operator T * . In section 4, the boundedness of multilinear commutator generated by T and BM O functions or by T and Lipschitz functions will be discussed.
2. Vector-valued singular integral operator with non-smooth kernel Definition 2.1. Let E and F be a couple of Banach spaces. A linear operator T, mapping E−valued functions into F −valued functions, is said to be a vectorvalued singular integral operator with non-smooth kernel K(x, y) :
Where K satisfies the following conditions: (i) There exists an "approximation to identity" {A t : t > 0} on E such that T A t has an associated kernel k t (x, y), and there exist constants c 1 , C > 0, so that
(ii) There exists an "approximation to identity" {A t : t > 0} on F such that A t T has a kernel K t (x, y), and there exist constants c 1 , C > 0, so that
(In fact, without loss of generality in what follows we will assume that c 1 = c 1 = 1).
Let us show that in certain cases the vector-valued Hörmander integral condition implies (i) or (ii) in Definition 2.1. Proposition 2.2. Assume that T is a linear operator, mapping E−valued functions into F −valued functions, with an associated kernel K(x, y) : X × X −→ L(E, F ) which satisfies the vector-value Hörmander integral condition, that is there exist constants C > 0 and δ > 1, so that
Let A t be an "approximations to the identity" on E which are represented by the kernel a t (x, y) satisfying the following additional properties:
in which θ E and I E denote the zero element and unit element in L(E), respectively.
Then the kernel k t (x, y) of T A t satisfies the condition (i) of Definition 2.1, that is there exist constants β, C > 0 such that
To prove Proposition 2.2 we follow the idea of [8] .
Proof: Choose δ > 1 and let β = c 0 δ, where c 0 is the constant so that a t (x, y)
In the last inequality we use (1.7).
Remark 1. When the kernels of "approximations to identity" {A t : t > 0} on F satisfy the similar condition as (i) and (ii) in Proposition 2.2, we can show that if K(x, y) ∈ L(E, F ) satisfies the following vector-valued Hörmander integral condition that is there exist C > 0 and δ > 1, so that
for all x, x ∈ X, then condition (ii) in Definition 2.1 also holds. Given a singular integral operator T, mapping E−valued functions into F −valued functions, with non-smooth kernel K(x, y), then a new operatorT mapping l q (E)−valued functions into l q (F )−valued functions(where q is fixed and 1 < q < ∞) can be defined bỹ
Thus the kernel associated withT isK = K ⊗I l q (E) , and the two "approximation to identities" corresponding to Definition 2.1 are
: t > 0} and 
To prove Theorem 2.3 we need the following Lemmas. 
uniformly for x, y ∈ X and r, t > 0 with r m ≤ νt.
In fact we need only to prove (i), for (ii) it is similar to.
Take B(x, r B ) with r B = t 1/m , then using (1.5),
Since s(x, y) is a positive, bounded, decreasing function, thus by the doubling condition (1.1), we have
) .
Thus using (1.6), we have
Combining the estimate of I with II, we prove Lemma 2.6.
with compact support and λ > 0. Then there exists a family of balls {B i } such that:
(iv) There exists an integer M ≥ 1, independent of f and λ, such that every point in X belongs to at most M of these balls.
Remark 3. The following properties are contained in the proof of the previous results: (i) There exists some constant C X , which only depends on the space X, such that
here M f denotes the Hardy-Littlewoood maximal function of f .
(ii) There exists ε 0 > 1 independent of f and λ such that
Now, Let us turn to prove Theorem 2.3.
For 1 < p < 2, it is a straightforward generalization of Theorem 1 in [8] . But here we need the Calderón-Zygmund decomposition for f E as follows.
For f E , by Lemma 2.7 and Remark 3, there exists a collection of balls
and
So by (iv) in Lemma 2.7 and Remark 3, we have the following conclusions:
Thus,
, so by the Chebyshev inequality and (b), we have
Let us now estimate the "bad" part.
and write
Take ϕ ∈ L 2 (X), then by (2.3), Lemma 2.6 and using the idea of [8] ,
where < ·, · > denotes the inner product in complex space.
So,
It follows that
.
Therefore, by the Chebyshev inequality and the boundedness of
On the other hand,
Using the property (iii) of the Calderón-Zygmund decomposition, for I we have
Combining (2.2), (2.4), (2.5), (2.6) with (2.7), we show that T is an operator of weak type (1, 1) .
But for 2 < p < ∞, we must pass to the adjoint operator. However,
In the following we will show how to pass to the adjoint operator, which comes from [13] .
it is enough to note that the kernel associated with the adjoin operator T * is K(y, x) = K * (x, y) ∈ L(F * , E * ). In Definition 2.1 the condition (ii) for K is equivalent to (i) for K * , so repeating the above argument we get that T * is bounded for
, inequalities (i) and (ii) in Definition 2.1 hold for K 0 with constants independent of the subspaces E 0 . Therefore, arguing as before,
in which t B = r m B and r B is the radius of B.
Let us estimate I and II respectively. By (1.4) and Lemma 2.6,
By the assumption (ii) in Definition 2.1,
, we get the desired result.
Maximal truncated operator
Let T be a linear operator mapping E−valued functions into F −valued functions. If T is bounded from L 2 E (X) to L 2 F (X) and the associated kernel K(x, y) : X × X −→ L(E, F ) satisfies the following conditions: (i) There exists an "approximation to identity" {A t : t > 0} ⊂ L(E) such that T A t has an associated kernel k t (x, y), and there exist constants c 2 , C > 0, so that
(ii) There exists an "approximation to identity" {A t : t > 0} ⊂ L(F ) such that A t T has an associated kernel K t (x, y), and there is a constant c 4 > 0, so that
,
where ω is an increasing function satisfying the Dini-type condition
Remark 4. In the scalar case, take ω = r α then (b) is equivalent to (19) in [4] , so the condition assumed on K is generalized in the paper. In addition,
Then define maximal truncated operator
where T is the truncated singular operator defined by
Theorem 3.1. Assume that T * is as above, then there exists a constant C > 0 such that
It is not hard to check that in this section T satisfies the condition (i) and
Thus by Theorem 3.1, Theorem 3.2. can be proved. So we need only to prove Theorem 3.1. Without loss of generality, we assume that c 3 = 1.
For a fixed > 0, write
Thus by Lemma 2.6, we have
On the other hand, the kernel of the operator 
, x, d(x, y) 
y) and it follows from (b) that
K m (x, y) −K (x, y) L(E,F ) ≤ c 4 1 µ(B(
)) ω d(x, y) .
Therefore, using
Combining the estimates of (3.3) with (3.4), we have
Thus we finish the proof of Theorem 3.1. 
Definition 4.1.3. Let T, mapping E−valued functions into F −valued functions, be a singular integral operator with non-smooth kernel K(x, y) :
(ii) There exists an "approximation to identity" {A t : t > 0} ⊂ L(E) such that T A t has an associated kernel k t (x, y). And there exist constants c 5 , C > 0, so that
(iii) There exist constants C > 0, 0 < δ < 1 and an "approximation to identity"
In what follows we will assume that c 5 = c 5 = 1.
Let l ∈ N is finite. Suppose that b = (b 1 , b 2 , . . . , b l ) is a finite family of locally integrable functions, then the multilinear commutator generated by T and b is defined by
It is obvious that when l = 1,
is the commutator generated by T and b 1 , and when 
. With these notations, for any 
Remark 7 Let X = R n is Euclidean space. In the scalar field, if p = n/β, Theorem 4. 
where 2 k B denotes the 2 k times extensions of B with the same center.
Proof Take γ ≤ γ 1 , γ 2 , . . . , γ j < ∞ such that 1/γ 1 + 1/γ 2 + · · · + 1/γ j = 1/γ, then by Hölder's inequality
Lemma 4.2.3. Let H be a Banach space. Assume that {A t : t > 0} is an "approximation to identity" on H and
where t B = r m B and r B is the radius of B.
Notice that for any y ∈ B and z ∈ 2B, by (1.5) and the properties of function s,
On the other hand, take 1 < γ, γ < ∞ which satisfies 1/γ + 1/γ = 1, then by Hölder's inequality, Lemma 4.2.1 and Lemma 4.2.2,
Moreover, for any y ∈ B and z ∈ 2 k+1 B \ 2 k B, we have d(y, z) ≥ 2 k−1 r B . So, using (1.5) and (1.3),
Thus by Lemma 4.2.2 and (4.2.3), it is similar to the estimate of (4.2.2),
where γ is the same as in (4.2.2). Thus we complete the proof of Lemma 4.2.3.
Lemma 4.2.4. Let H be a Banach space. Assume that µ(X) = ∞ and f ∈ L p H (X) for 1 < p < ∞. Then for every 0 < η < 1 and any 0 < λ, there exists a constant C X > 0 and γ > 0(independent of λ and f ), such that
where D is a fixed constant which only depends on the space X and the "approximation to identity" {A t , t > 0}. As a consequence, we have
In the scalar case, it is Martell who give the proof of Lemma 4.2.4(see [10] ). In fact by some modifications for the proofs of Proposition 4.1 and Theorem 4.2 in [10] , one can prove Lemma 4.2.4. We omit the proof here for brevity.
Let us now turn to prove Theorem 4.1.4.
To prove Theorem 4.1.4, we claim that for any x ∈ X,
where 1 < τ < p and 1 < γ, ξ < ∞, such that 1 < γξ < p.
In fact, for any
Then T b f can be written as the following form
Enhance, 
It is similar to the estimate of I,
For III, take 1 < γ, ξ < ∞ such that 1 < γξ < p. Then by Hölder's inequality, the boundedness of T and Lemma 4.2.2, we have 
For V I we have
Thus by (4.2.1),
So, by the estimate of III,
where γ, ξ are as in (4.2.7).
For V I 2 , by (4.2.3) and (1.5) we have
Take γ, ξ as in the estimate of III, then by Hölder's inequality, Lemma 4.2.2 and (1.6), it is similar to the estimate of III,
Combining the estimates of V I 1 with V I 2 , we get
In the last, let us estimate V II. Take τ and τ as in (4.2.6), then by Lemma 4.2.1 and Lemma 4.2.2, we have
In fact, in the above estimate, we have used (1.3).
Combining the estimates of I, II, III, IV, V, V I with V II, we get that for any
Take supremum for all B x, then we obtain (4.2.4).
From the above estimate for
, it is easy to see that when m = 1, 
If 1 < γ < q, 1 < p < n/β, such that βγ/n < 1 and 1/q = 1/p − β/n, then there exists a constant C > 0 such that
For q = ∞, the formula should be modified appropriately.
Let H be a Banach space and 0 < β j < 1 for all 1 ≤ j ≤ l. Assume that {A t : t > 0} is an "approximation to the identity" on H and 1, 2, . . . , l) and 1 < γ < ∞, there is a constant C > 0 such that 
where 
Take 1 < γ, ξ < ∞ such that 1 < γξ < q and γξβ/n < 1. Then it is similar to the estimates of III and V I, by Lemma 4.3.2 and Lemma 4.3.3,
At last, using the kernel condition of T and Lemma 4.3.2, it analogous to V II,
Thus we have
Take supremum for all B x, it follows that
So, discussing as in the proof of Theorem 4.1.4, by induction on l and Lemma 4.2.4 and Lemma 4.3.1 we get the desired results.
In the following we will prove Theorem 4.1.6.
It is enough to show that for any ball B, f (x) Thus by the estimate of U 1 ,
Moreover, for any x ∈ B and y ∈ 2 k+1 B \ 
Moreover, by x ∈ B, the definition of b ∈ Lip(β), Hölder's inequality and Lemma 4.3.2, we have x, d(x, y) 
. Combining the estimates of U 1 , U 2 with U 3 we complete the proof.
