Abstract. For multispecies ions, we study boundary layer solutions of charge conserving PoissonBoltzmann (CCPB) equations [50] (with a small parameter ǫ) over a finite one-dimensional (1D) spatial domain, subjected to Robin type boundary conditions with variable coefficients. Hereafter, 1D boundary layer solutions mean that as ǫ approaches zero, the profiles of solutions form boundary layers near boundary points and become flat in the interior domain. These solutions are related to electric double layers with many applications in biology and physics. We rigorously prove the asymptotic behaviors of 1D boundary layer solutions at interior and boundary points. The asymptotic limits of the solution values (electric potentials) at interior and boundary points with a potential gap (related to zeta potential) are uniquely determined by explicit nonlinear formulas (cannot be found in classical Poisson-Boltzmann equations) which are solvable by numerical computations.
1. Introduction Almost all biological activities involve transport in ionic solutions, which involves various couplings and interactions of multiple species of ions. Many complicated types of electrolytes involved in biological processes, such as those in ion channel proteins, certain amino acids (movable side chain) are crucial to the functions of these ion channels. The electrostatic properties involving multispecies (at least three species) ions can be fundamentally different to those with only one or two species [4, 33] . To see such difference, we study charge conserving Poisson-Boltzmann (CCPB) equation for multispecies ions which is derived from steady state Poisson-Nernst-Planck systems with charge conservation law, and is the surface potential model for the generation of a surface charge density layer related to electric double layers [30, 50] . For simplicity of analysis, we consider a physical domain x ∈ (−1,1) with the simplest geometry, and represent CCPB equation as follows: where m i is the total concentration of species i with the valence z i , φ is the (electrical) potential, e 0 is the elementary charge, k B is the Boltzmann constant, and T is the absolute temperature. The parameter ǫ = ǫ 0 U T /(d 2 eS) 1/2 > 0, where ǫ 0 is the dielectric constant of the electrolyte, U T is the thermal voltage, d is the length of the domain (−1,1), and S is the appropriate concentration scale (cf. [42] ). Furthermore, ǫd is known as the Debye length and ǫ is of order 10 −2 for the physiological cases of interest (cf. [7] ). Thus we may assume ǫ as a small parameter tending to zero. Similar equations to (1.1) can also be obtained by the other variational method [53] .
Under suitable scales on φ ǫ and ǫ, we let −a i 's be the valences of anions, i.e., a k = −z k , k = 1,···,N 1 and b j 's be the valences of cations, i.e., b l = z l , l = 1,···,N 2 . Then the total concentrations of anions and cations are approximately given as α k ∼ m k (k = 1,···,N 1 ) and β l ∼ m l (l = 1,···,N 2 ), respectively. Hence equation (1.1) can be transformed into where a k 's and b l 's satisfy 1 ≤ a 1 < a 2 < ··· < a N1 and 1 ≤ b 1 < b 2 < ··· < b N2 .
Most of the physical and biological systems possess the charge neutrality (zero net charge). One may assume the pointwise charge neutrality i.e. at all points the anion and cation charges exactly cancel in order to make calculations easier in a free diffusion system (cf. [19] p. 319). Here we replace the pointwise charge neutrality by a weaker hypothesis called the global electroneutrality being represented as Global Electro-neutrality:
b l β l , (1.3) which means that the total charges of anions and cations are equal, where −a k 's and b l 's are the valences, and α k 's and β l 's are the concentrations of anions and cations, respectively. Consequently, the CCPB equation (1.2) may satisfy (1.3) .
When one deals with more general (realistic) situations, such as when there are more than two species involved in the solution, situations become more subtle and complicated. Note that the equation (1.2) has nonlocal dependence on φ ǫ which is essentially different from the classical Poisson-Boltzmann (PB) equation as follows: Boundary effects are important in a wide range of applications and provide formidable challenges [23, 25] . For CCPB equations, the main issue is how boundary conditions effect the solution values (electric potentials) at interior and boundary points. One may use the Neumann boundary condition for a given surface charge distribution and the Dirichlet boundary condition for a given surface potential (cf. [1] ). Here we consider a Robin boundary condition [6, 24, 30, 29, 46, 47, 48, 51] for the electrostatic potential φ at x = ±1 is given by [36, 37] , and related to the surface capacitance. The parameter ratio η ǫ = ǫ S /C S can be viewed as a measure of the Stern layer thickness, where ǫ S and C S are the effective permittivity and the capacitance of the Stern layer, respectively (cf. [6] ). Thus we may regard ηǫ ǫ as the ratio of the Stern-layer width to the Debye screening length. Similar discussion can also be found in [13] and [41] . To see the influence of ηǫ ǫ on the asymptotic behavior of φ ǫ 's, we consider the limit lim ǫ↓0 ηǫ ǫ to be either a non-negative constant γ or infinity. Schematic picture of Robin boundary condition, φǫ ± ηǫ(φǫ)x = φ ± 0 at x = ±1, and the limit values t = limǫ→0 φǫ(1), c = limǫ→0 φǫ(x), x ∈ (−1,1) and ζ = t − c.
Suppose lim ǫ↓0 ηǫ ǫ = γ i.e. η ǫ ∼ γǫ, where γ is a non-negative constant. Then we show that the solution φ ǫ of (1.2) with (1.5) satisfies lim ǫ↓0 φ ǫ (±1) = ±t and lim ǫ↓0 φ ǫ (x) = c for x ∈ (−1,1), where c and t can be uniquely determined by (1.16)-(1.18) which imply that the value c is changed with respect to t (see Figure 1.1) . Moreover, the potential difference ζ = t − c is decreasing to γ (cf. Theorem 1.3). Note that as the parameter ǫ goes to zero, the solution φ ǫ has a boundary layer producing the potential gap ζ = t − c affected by Stern and Debye (diffuse) layers and related to zeta potential (cf. [22] ) which plays an important role in ionic fluids. However, for the PB equation (1.4) , the value c must be zero which is independent of t and γ (cf. Theorem 1.1). This shows the difference of the CCPB equation ( In [30] , we studied the CCPB equation (1.2) for case of N 1 = N 2 = 1, (a 1 ,b 1 ) = (1,1) and (α 1 ,β 1 ) = (α,β), i.e., the case of one anion and one cation species with monovalence. In this case, equation (1.2) can be rewritten as
where n ǫ (x) and p ǫ (x) represent (pointwise) concentrations of anion and cation species, respectively. When α = β holds (the electroneutral case), we had shown previously that lim ǫ↓0 n ǫ (x) = lim ǫ↓0 p ǫ (x) = α 2 for x ∈ (−1,1). Moreover, the CCPB equation (1.6)-(1.7) and the conventional PB equation
wǫ(x) − e −wǫ(x) have same asymptotic behavior (cf. Theorem 1.4 of [30] ). In order for the readers to compare those with the results in the current paper, most results of [30] are summarized in Appendix. To certain degrees, it also justifies why in many situations, PB equation provides more or less expected solutions. On the other hand, we consider the non-electroneutral case, i.e. α = β. Without loss of generality, we assume α < β i.e.
p ǫ (x)dx which means that the total concentration of anion species is less than that of cation species. Then we prove that lim ǫ↓0 n ǫ (x) = lim ǫ↓0 p ǫ (x) =
(cf. (1.25) ). This shows that electroneutrality holds true in the interior of (−1,1), but non-electroneutrality occurs at the boundary points ±1. Furthermore, the extra charges are accumulated near the boundary points ±1 (see Theorem 1.5).
The mixture of monovalent and divalent ions such as Na + , K + , Cl − and Ca 2+ plays the most important roles for vital biological processes. For instance, opening and closing of ionic channels is accomplished by escape or entry of Ca 2+ into the channels (cf. [18] for a 1 = b 1 = 1 and b 2 = z ≥ 2 (see Remark 1.2). Note that (1.9) shows how the value c depends on the value t. Such a result cannot be found in the PB equation (1.4). 
, where
For the PB equation (1.4) with the boundary condition (1.5), we study the asymptotic behavior of the solution φ ǫ of (1.4) as ǫ approaches zero. The boundary condition (1.5) plays a crucial role on the monotonicity of φ ǫ . Here we consider three cases for the signs of φ 
) be the solution of equation (1.4) with the boundary condition (1.5). Then (i) For x ∈ (−1,1), |φ ǫ (x)| exponentially converges to zero as ǫ goes to zero;
Moreover, there exists ǫ * > 0 such that for 0 < ǫ < ǫ * , φ ǫ attains the minimum at an interior point of (−1,1).
Moreover, there exists ǫ * > 0 such that for 0 < ǫ < ǫ * , φ ǫ attains the maximum at an interior point of (−1,1).
and min{0,φ
where f is defined by (1.11). Moreover, t ≡ t(γ) is decreasing in γ if φ ,1) ). The existence and uniqueness for the solution of (1.2) and (1.5) is the following proposition:
2) with the boundary condition (1.5).
The proof of the above Proposition 1.2 can be easily obtained from the arguments of [30] (see Appendix therein) and [31] .
Suppose φ
2 implies the solution of (1.2) and (1.5) must be trivial and φ ǫ ≡ A. To study the nontrivial solution of (1.2) and (1.5), it is sufficient to assume φ and then the energy functional (1.13) with u = φ ǫ approaches to the energy functional E ǫ [φ ǫ ] as follows (up to a constant independent of φ ǫ ):
where f is defined by (1.11). Here we have used lim ǫ↓0 14) ) and the approximation log(1 + s) ∼ s with s =
Similarly, we have
Therefore, we show that in the case of global electroneutrality (1.3), the energy functional (1.13) approaches (1.15), which has the same form as the PB energy functional (1.10).
The asymptotic behavior of φ ǫ 's at boundary x = ±1 may depend on the scale of η ǫ . Here we study two cases for the scale of η ǫ ≥ 0: (i) lim ǫ↓0 ηǫ ǫ = ∞ and (ii) lim ǫ↓0 ηǫ ǫ = γ, where γ is a nonnegative constant. Then the relation between the boundary value limits lim ǫ→0 φ ǫ (±1) and the interior value limit c are demonstrated as follows: where t and c are determined as follows:
(ii) If lim ǫ↓0 η ǫ ǫ = γ and 0 ≤ γ < ∞, then (t,c) uniquely solves the following equations:
Moreover, writing t = t(γ) and c = c(γ) in (ii), we have (A) lim 
which may give results of Theorem 1.3 by formal asymptotic analysis. However, in this paper, we focus on rigorous mathematical analysis and provide the proof of Theorem 1.3 in Section 2. . Moreover, (1.9) can also be derived from (1.16) and (1.17) for the case that
By (1.8) and (1.9), it is easy to check that dc dt < 0 for t > 0. Then c = c(t) can be regarded as an decreasing function to t > 0. Consequently, by Theorem 1.3 (iv), c is increasing to γ.
When N 1 = 1, N 2 = 2, a 1 = b 1 = 1 and b 2 = 2, further asymptotic behavior of φ ǫ near the boundary x = ±1 describing the boundary layers is stated as follows:
Under the same hypotheses of Theorem 2.1 and Theorem 1.3(ii), the asymptotic behavior of φ ǫ near the boundary x = ±1 can be represented by
as ǫ goes to zero.
In the case of N 1 = 1, N 2 = 2, a 1 = b 1 = 1 and b 2 = 2, we may solve equation (1.19) precisely and get the form of (1.22) and (1.23) near x = 1 and x = −1, respectively. One may remark how the values c,t,α 1 and β 2 affect the asymptotic behavior of φ ǫ near the boundary x = ±1. When α = β (the non-electroneutral case), the asymptotic behavior for the solution φ ǫ , n ǫ and p ǫ of the equation (1.6)-(1.7) with the boundary condition (1.5) is stated as follows: Theorem 1.5. Assume 0 < α < β and φ
) be the solution of the equation (1.6)-(1.7) with the boundary condition (1.5) and η ǫ ≥ 0. Then (i) When 0 < ǫ < 1 and 0 < κ < 1, there exists a positive constant λ ǫ (κ) depending on ǫ and κ such that lim ǫ↓0 λ ǫ (κ) = 0 and
(ii) Let K be any compact subset of (−1,1). When 0 < ǫ ≪ 1 is sufficiently small, the asymptotic expansion of φ ǫ (x) − φ ǫ (±1) in ǫ with the exact leading-order term log 1 ǫ 2 and second-order term O(1) is given as follows:
where o ǫ (1) denotes as a small quantity tending to zero as ǫ goes to zero.
Similar results also hold for 0 < β < α.
Remark 1.3.
(i) To exclude the boundary layer of φ ǫ with thickness ǫ 2 (cf. Theorem 1.6 of [30] ), we consider integrals of n ǫ and p ǫ over the in-
where 0 < κ < 1 is independent of ǫ. Note that n ǫ and p ǫ can be represented by φ ǫ (see (1.7)), and that Theorem 1.5(ii) implies lim ǫ↓0
This shows that as ǫ approaches zero, both the total concentrations of anion and cation species in the bulk [−1 + ǫ κ ,1 − ǫ κ ] tend to the same positive constant α, while the total concentrations of anion and cation species in the region
( which is next to the boundary with thickness 2ǫ κ ) tend to zero and positive constant β − α, respectively. (ii) We want to emphasize that Theorem 1.5(ii) improves the asymptotic behavior of φ ǫ (x) − φ ǫ (±1) shown in Theorem 1.5 of our previous paper [30] .
Following results play important roles throughout this paper.
where C ǫ is a constant depending on ǫ. (b) Differentiating (1.2) to x and multiplying it by φ
The rest of this paper is organized as follows: The proof of Theorems 1.3 and 1.4 are shown in Section 2. In Section 3, we compare the CCPB equation (1.2) and the PB equation (1.4) , and give the proof of Theorem 1.1. In Section 4, we consider the non-electroneutral case and give the proof of Theorem 1.5. In Section 5, several numerical experiments results of the CCPB equation (1.2) and the PB equation (1.4) are presented. The numerical computations are basically preformed using finite element discretizations. In the final section, we state the conclusion.
Electroneutral cases: Proof of Theorems 1.3 and 1.4
Let φ ǫ be the solution of the equation (1.2) with the boundary condition (1.5). A crucial property of φ ǫ is given as follows:
) be the solution of the equation (1.2) with the boundary condition (1.5). Then the following properties hold.
(
Proof. We prove (i) by contradiction. Suppose there exist y 1 , y 2 ∈ [−1,1] such that y 1 < y 2 and φ ′ ǫ (y 1 ) = φ ′ ǫ (y 2 ) = 0. Then integrating (1.31) from y 1 to y 2 and using integration by parts, we may get
Here we have used the hypothesis φ
On the other hand, the CCPB equation (1.2) has the following form
where A k,ǫ 's and B l,ǫ 's are constants, therefore φ ǫ satisfies the unique continuation property. Therefore, φ ′ ǫ has to be identically zero on [−1,1] . This completes the proof of Proposition 2.1(i).
To prove (ii), we assume that φ ǫ is a nonzero solution of (1.2). Thus, for any subinterval (
Integrating (1.31) over the interval (x 1 ,x 2 ) and using (2.2), we obtain (2.1) and complete the proof of Proposition 2.1.
The following interior estimate of φ ǫ is a key step for the proof of Theorem 1.3. 
There are positive constants C 1 and M 1 independent of ǫ such that for
(i) Replacing φ ǫ by φ ǫ + C for any constant C, the equation (1.2) is invariant. Hence Theorem 2.1 (i) implies that for any φ
in [30] , the solution φ ǫ of (1.2) and (1.5) is an odd function on [−1,1], and all denominator terms of (1.2) become equal. Then one may follow the argument of [30] to get the asymptotic behavior of φ ǫ 's. However, as 
Proof of Theorem 2.1
Integrating (1.2) over (−1,1) gives 
Therefore, we get φ 1] . Along with the boundary condition (1.5), we prove (2.3).
Furthermore, by (2.5) and φ
. Hence we complete the proof of Theorem 2.1 (i). By (2.3) and (1.31), we obtain
for x ∈ (−1,1) and ǫ > 0, where
By (2.6) and the standard comparison theorem, we get
It remains to deal with φ (ii) lim
β l , where C ǫ is the constant defined in (1.30).
Proof. (2.4) implies that for any x, y ∈ (−1,1),
This may complete the proof of Lemma 2.3(i). Note that (2.8) gives sup x, y∈(−1,1) |φ ǫ (x) − φ ǫ (y)| ≤ 4C 1 /M 1 and lim ǫ↓0 |φ ǫ (x) − φ ǫ (y)| = 0 for x, y ∈ (−1,1). Applying Lebesgue's dominated convergence theorem, we obtain
Therefore, by (1.30), (2.8) and (2.9), we prove Lemma 2.3(ii) and complete the proof of Lemma 2.3.
Proof of Theorem 1.3
To prove Theorem 1.3, we need the following lemma:
Lemma 2.4. (i) Under the same hypotheses of Theorem 2.1, we have
Proof. To get (2.10), we subtract the equation (1.30) at x = −1 from that at x = 1. Here we have used the facts that φ To uniquely determine the values c and t, we need the following lemma.
f is strictly increasing on (0,∞) and strictly decreasing on (−∞,0).
(ii) There exists a unique solution (t,c) of the equations (1.16)-(1.18). Proof. By (1.11) and
This shows (i). To prove (ii), we need Claim 1. There exists 0 < s < 2φ
1/2 . Therefore, we complete the proof of Claim 1. Now we want to prove Lemma 2.5(ii). By Claim 1,
is a solution of (1.16) and (1.17). Moreover, 0 < s < 2φ 
2 ) a solution of (1.16)-(1.18). Thus f (t 1 − c 1 ) < f (t 2 − c 2 ) and then (1.17) gives f (−t 1 − c 1 ) < f (−t 2 − c 2 ). Furthermore, by Lemma 2.5(i), we obtain t 1 − c 1 < t 2 − c 2 and −t 1 − c 1 > −t 2 − c 2 which implies t 1 < t 2 a contradiction to the hypothesis t 1 > t 2 . Hence, t 1 = t 2 := t * . Here we have used the facts that t 1 − c 1 ,t 2 − c 2 > 0 and −t 1 − c 1 ,−t 2 − c 2 < 0.
To prove c 1 = c 2 , we set g(
is strictly decreasing on (−t * ,t * ). Therefore, we have c 1 = c 2 and complete the proof of Lemma 2.5 (ii).
Now we shall give the proof of Theorem 1.3. 
We divide the proof into two cases.
By (2.9), (1.11), (2.14) and Lemma 2.
Along with (2.13), we find f (−lim ǫ↓0 (φ ǫ (1) + φ ǫ (0))) = f (0), this gives lim ǫ↓0 (φ ǫ (1) + φ ǫ (0)) = 0. Consequently, we have lim ǫ↓0 φ ǫ (1) = lim ǫ↓0 φ ǫ (0) = 0. Hence, we obtain c = t = 0 and complete the proof of Theorem 1.3 (i).
Case 2. lim ǫ↓0 ηǫ ǫ = γ < ∞. By Theorem 2.1, |φ ǫj (1)| j∈N has an upper bound. Then there is a constant t s and a subsequence of {ǫ j } (for notation convenience, we still denote it by {ǫ j }) such that lim j→∞ φ ǫj (1) = t s . Putting ǫ = ǫ j in (2.13) and (2.14) and using Lemma 2.3(ii), one may check that (t s ,c s ) satisfies Similarly, there is a positive constant t i such that (t i ,c i ) satisfies (1.16)-(1.18). By Lemma 2.5 (ii), we get c s = c i = c and t s = t i = t, where lim ǫ↓0 φ ǫ (0) = c, lim ǫ↓0 φ ǫ (1) = t and (t,c) satisfies (1.16)-(1.18). Therefore, we may complete the proof of Theorem 1.3(ii).
By (1.11) and |t − c| ≤ 2φ 
Proof of Theorem 1.4
For convenience, setting v(x) = φ ǫ (x) − c, By (1.30), we find 
Now we begin to deal with (2.19) when N 1 = 1, N 2 = 2, a 1 = b 1 = 1 and b 2 = 2. Here we have
. Note that such a formula is valid only when N 1 = 1, N 2 = 2, a 1 = b 1 = 1 and b 2 = 2. Along with (2.21), we have 
for a > 0. Hence, (2.23) and (2.24) imply
. By 
Here
, and
, are positive constants depending on ǫ such that
.
Proof of Theorem 1.1
In this section, we study the asymptotic behavior of solution φ ǫ of the PB equation (1.4) with the boundary condition (1.5) and give the proof of Theorem 1.1. Surely, the PB equation (1.4) can be transformed into
β l e −b l s is defined by (1.11). It is well-known that the equation (1.4) has the unique solution φ ǫ ∈ C ∞ ((−1,1)) ∩ C 2 ([−1,1]). As for (1.30), we use (3.1) to derive the following identity
Moreover, we use the similar argument of (1.31)-(2.1) to get
Using standard maximum principle to (1.4) and (1.5), we obtain min{0,φ
Now we state the proof of Theorem 1.1.
Proof of Theorem 1.1. Multiplying the equation (1.4) by φ ǫ , we obtain
where 
by setting x = 1 in (3.2) and using boundary condition (1.5) with lim ǫ↓0 ηǫ ǫ = γ. Therefore, as for the proof of Theorem 1.3 (iv), we may use Theorem 1.1 (i)-(iii) and (3.7) to get Theorem 1.1(v) and complete the proof of Theorem 1.1.
where r is uniquely determined by f ′ (r) = 0. The proof is similar to the proof of Theorem 4.2 of [30] .
Non-electroneutral cases: Proof of Theorem 1.5
In this section, we assume 0 < α < β and φ
To prove Theorem 1.5, we need the following properties, which can be obtained from [30] .
(P1) Gradient estimates of φ ǫ (cf. 
, ∀x ∈ (−1,1). (4.2) (P2) Interior asymptotic behavior of φ ǫ (cf. Theorem 1.5, [30] ): For any compact subset K of (−1,1), there holds
(P3) Estimates of n ǫ and p ǫ : In [30] , we have established the following estimates (see (3.9), (3.15) and (3.37) of [30] ):
Using (1.7) and the fact that φ ǫ (1) = φ ǫ (−1) and φ ′ ǫ (0) = 0 (by (P1)), we can transform (4.4)-(4.6) into
respectively. Having (P1)-(P3) at hand, we are now in a position to prove Theorem 1.5.
Proof of Theorem 1.5.
, where 0 < ǫ, κ < 1. For any y ∈ I ǫ κ , we may use (4.2) to get
As a consequence, we have 
for any τ > 0.
(ii) Assume 0 < ǫ < 1. Then there exists λ ǫ (κ) > 0 such that lim ǫ↓0 λ ǫ (κ) = 0 and
Proof. (4.7) and (4.9) give
This shows lim ǫ↓0 nǫ(±1) ǫ 2−τ = 0 for any τ > 0. Along with (4.9), we prove (4.14). By (P1) and (1.6), we have
Along with (4.7), we obtain
By (1.7), (4.8) and (4.17), one may check that
Consequently, by (4.12), (4.20) and (4.21), we get (4.16).
It remains to prove (4.15). Let
By (4.16), we have lim ǫ↓0 λ ǫ (κ) = 0. Using (4.17), one may find
Hence, (4.19) and (4.23) immediately give
On the other hand, by (4.19) and (4.24) we obtain
, for x ∈ I ǫ κ . Therefore, we get (4.15) and complete the proof of Claim 3.
(1.24) immediately follows from (4.18) and (4.15), and (1.25) follows from (4.14). To prove (1.26), we rewrite n ǫ (0) = To deal with the limit of value p ǫ (0) as ǫ tends to zero, we need the following estimate:
Here we have used (4.16) and (4.22) to get the second line of (4.29). On the other hand, by integrating (1.6) over I ǫ κ and using (1.7) and (4.2), we obtain By (4.19), we immediately get (1.27). Now we shall prove (1.28). Let g(x) ∈ C 1 ([−1,1]). Multiplying (1.6) by g(x) and integrating the result over (−1,1), we have
Here we have used the intergration by parts and (4.1) to get (4.32) . On the other hand, by using (4.2), one may check that
|g(x)| ǫ. 
Note that 0 < κ < 1. Consequently,
). It remains to prove (1.29) . By (1.7), we have
Note that for any compact subset K of (−1,1), we have K ⊂ I ǫ κ as 0 < ǫ ≪ 1 is sufficiently small.
Hence, by (1.26), (4.14) and (4.35), we conclude that
uniformly in K. Therefore, we get (1.29) and complete the proof of Theorem 1.5.
Numerical experiments
In this section, we do numerical computations to compare solutions of the CCPB and PB equations. All numerical results are obtained using the convex iteration method [30, 46, 47, 48] and the finite element methods with piecewise linear space which is used to solve the linearized equations. The computational domain and the mesh size h are fixed with is [−1,1], h = 2 −11 , respectively, throughout the numerical experiments. The values of ǫ are set by ǫ = 2 −j ,j = 1,3,5, in order to observe the tendency of the associated solutions φ ǫ 's as ǫ goes to zero.
As for [30] , the numerical scheme can be extended to the CCPB equation (1.2) with the boundary condition (1.5) and it can be presented as follows:
for m = 1,2,···, where s is a positive constant satisfying 0 < s < 1 with boundary conditions Define the residual function R(φ m ) as
Then we obtain
Integrating R(φ m+1 ) − R(φ m ), we may use (5.5) and (5.6) to get
In case of s = 1 in (5.7), numerical scheme may not converge and oscillate during the iteration procedure. When 0 < s < 1, we have empirically observed that the value of s should be compatible to Cǫ 2 in order to let the iteration converge. Moreover, the value of C is chosen in the interval (0,1) so that the convergence of the scheme can be guaranteed. In the iteration procedure, the value 10 −6 is applied for stopping criterion with ||δ m || ∞ = ||(φ m+1 − φ m )/s|| ∞ .
For the PB equation ( Table 5 .1 shows the numerical results of φ ǫ (0) and c for the CCPB and PB equations where the value c is defined in Theorem 1.3 can be computed by Newton's method. One can easily see that for the PB equation, the value c is always equal to zero but for the CCPB equation, the value c may not be equal to zero. The ratio β 1 /β 2 may affect the value c and t. As β 1 /β 2 varies, the numerical values of φ ǫ (0), φ ǫ (1), c and t are presented in Table 5 .2 for the case of a 1 = b 1 = 1, b 2 = 2 and ǫ = 2 −5 . Note that the numerical values of φ ǫ (0) and φ ǫ (1) are quite close to those of c ∈ (c * ,0) and t, respectively. This is consistent with the results of Theorem 1.3. We remark that if t is fixed and β 1 /β 2 is decreasing, then the value c is decreasing. Figure 5 .4, 1-4, respectively. However, the profiles of functions t and t − c are still monotonically decreasing. For the binary mixture of monovalent anions and cations, although CCPB and PB can have very different solutions with different boundary conditions and other constraints, the solutions of CCPB equations have very similar asymptotic behavior as those of PB equations when the global electroneutrality (1.3) holds (cf. [30] ).
Conclusion
Situation becomes more complicated in the presence of mixtures of multiple (more than three) species with multivalences. In this paper, we again consider the situations under global electroneutrality, but the general mixture of multi-species ions. The (more rigorous) CCPB shows very different asymptotic behaviors to PB equations under Robin type boundary conditions with various coefficients η ǫ 's.
In particular, the solution φ ǫ of CCPB equation may tend to a constant c at interior points, and ±t at boundary points as ǫ goes to zero. As η ǫ ∼ γǫ, both t and t − c are monotone decreasing functions of γ. Physically, γ can be regarded as the ratio of the Stern-layer width to the Debye screening length. Various conditions can be found theoretically and numerically such that the function c of γ becomes monotone decreasing, increasing and non-monotonic. While for PB equation, the solution φ ǫ only tend to zero at interior points which is independent to γ. This constitutes one of the main differences of PB and CCPB equations. This work is one of our first attempts in systematically studying the ionic fluids. Much works are needed in the future. In particular, the theoretical justification of the interesting behavior of c(γ) with respect to γ under different physical conditions. The problems involving multiple spatial dimension domains are for certain to provide more interesting phenomena of the solutions and also more technical challenges. Overall, our results again demonstrate that the CCPB equation being a more physical and suitable model for future applications involving the mixture of multi-species ions.
Appendix. For the convenience of the readers, we will list out our previous results for 2 mono-valence species with charges of opposite signs situations [30] .
Considering CCPB equation ( 
