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We define a property of Boolean functions called separability, and specialize it for a class of 
functions naturally associated with graphs. “Completely separable graphs” are then derived and 
characterized in particular by the existence of two crossing chords in any cycle of length at least 
five. This implies that completely separable graphs are perfect. We present linear time algorithms 
for the recognition and for the usual optimization problems (maximum weighted stable set and 
maximum weighted clique). 
1. Introduction 
Many problems that arise in combinatorial optimization can be expressed as: 
Maximize w - x, 
subject to f(x) = 0, (1) 
wherefis a given Boolean function of the n-dimensional vector x. For example, the 
weighted stability number of a graph, in which the vertices x1, . . . ,x, are assigned 
weights wl, . . . , w,, is given by any solution of problem (l), when f is a certain 
Boolean function associated with the graph. Similarly, the maximum weight 
matching problem can be formulated as an instance of (1). 
In the general case, problem (1) is known to be NP-complete. One idea to help 
solving such a problem is to try to reduce it to smaller (and easier) instances. 
Definition 1.1. We will say that a Boolean function f on n variables x,, . . . ,x,, is 
separable if we can write 
where cr(A) and U’(A) are Boolean functions of the variables of a set 
A c {x,, . . . . x,}, and /3(B) and P’(B) are Boolean functions of the variables of a set 
Bc {x, ,..., x,}, with lAlr2, IB112, andAnB=0. 
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Definition 1.2. A Boolean function is said to be positive if it can be expressed in 
a normal disjunctive form in which no complemented variable appears. 
An implicant n(x) of a Boolean function f(x) is any term such that 
n(x) = 1 -f(x) = 1. A prime implicant of f(x) is any implicant of f(x) from which 
the deletion of any literal appearing in it produces a nonimplicant. 
It is well known that any Boolean function is equal to the union of all its prime 
implicants. 
We will write p(A), q(B) etc., to mean that the Boolean function p depends only 
on the variables of A, that q depends only on the variables of B, etc. Also we will 
writep(A) = 0, or p(A) = 1, when we mean that p(A) is constantly equal to 0, or to 1. 
Theorem 1.3. Let f be a positive, separable Boolean function with the notation of 
Definition 1.2. Then there exists a quadruple (a *(A), a **(A), p*(B), /3**(B)) of 
positive Boolean functions such that 
f(x)=a*(A)va**(A)-/?**(B)v/?**(B). 
Proof. Let a*(A) be the union of all prime implicants p(A) of f(x). Let P*(B) be 
the union of all prime implicants q(B) of f(x). Let a**(A) be the union of all terms 
p(A) f 1 such that p(A). r(B) is a prime implicant of f(x) for some r(B)f 1. Let 
P**(B) be the union of all terms q(B) f 1 such that s(A). q(B) is a prime implicant 
of f(x) for some s(A)+ 1. Since every prime implicant of f(x) is positive, all the 
terms p(A), q(B), r(B), s(A) mentioned above are positive and thus all the functions 
a*(A), a**(A), P*(B), P**(B) are positive. 
Clearly every implicant of the function f(x) is an implicant of the function 
a*(A)Va**(A)./l**(B)V/l*(B). So, in order to prove that these two functions are 
equal, we just need to show that any prime implicant n(x) of 
a*(A)Va**(A). P**(B)VP*(B) is a prime implicant of f(x). This is true if rc(x) is 
a prime implicant of a*(A) or P*(B) by the definition of these functions. If rc(x) 
is not of this type, then necessarily X(X) =p(A). q(B), where p(A) f 1 and is such 
that p(A). r(B) is a prime implicant off(x) for some r(B) f 1, and q(B) f 1 and is 
such that s(A). q(B) is a prime implicant off(x) for some s(A) f 1. 
Note that if p(A). r(B) is a prime implicant off(x) with p(A) f 1 and r(B) f 1, 
then in fact p(A). r(B) is a prime implicant of a’(A). p’(B), which in turn implies 
that p(A) is a prime implicant of a’(A) and r(B) is a prime implicant of /3’(B), 
because A Cl B = 0. Similarly q(B) is a prime implicant of P’(B) and s(A) is a prime 
implicant of a’(A). Now n(x) = 1 implies p(A) = 1 and q(B) = 1, which imply 
a’(A) = 1 and P’(B) = 1. Consequently a’(A). /3’(B) = 1, and finally f(x) = 1. 0 
2. Graphic separable functions and their graphs 
Definition 2.1. A Boolean function is said to be quadratic if it can be expressed in 
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a normal disjunctive form as a union of terms each of which is the product of at 
most two literals. 
A quadratic and positive Boolean function is called a graphic function. 
This latest adjective appears because of the following correspondence between 
graphic functions and graphs: Let f be a graphic function of the variables 
Xl, . . ..x.. We can build an (undirected) graph G having vertex set V= {xi, . . . ,x,,} 
such that xjxj is an edge of G whenever xjxj is a term off. In particular, a linear 
term xj( =XiXi) of f corresponds to a loop in G. Conversely, one can build a 
Boolean function f from any graph G by using the same procedure. Note however 
that f will be in normal disjunctive form if and only if every loop of G is incident 
to an isolated vertex. In the following, we will always assume that G has no loops 
and no multiple edges. 
Definition 2.2. A graph is separable if the corresponding graphic Boolean function 
is separable, or if it has at most three vertices. A graph is completely separable if 
every induced subgraph is separable. 
Before we go further, some terminology need to be introduced. 
For any vertex x of G, N(x) denotes the set of all neighbors of x. A vertex having 
exactly one neighbor is called a pendant vertex. A homogeneous et of a graph G 
is a set of vertices A such that every vertex in V(G) -A is adjacent to either all or 
none of the vertices of A. A proper homogeneous set is a homogeneous set A such 
that 2 5 IAl in - 2, where n is the number of vertices in G. Two vertices are called 
twins if they form a homogeneous set of size 2. True twins are adjacent, false 
twins are not. A hinge of G is a partition of V(G) in four sets A”, A’, B’, B”, 
with IA’UA” r2 and IB’UB”I 12, and such that there is no edge between A” and 
B’, between A’ and B”, and between A” and B”, and all possible edges exist 
between A’ and B’. Note that if A is a proper homogeneous set of G, then 
(0, A, N(A), V(G) -A -N(A)) is a hinge. A cycle of G with at least five vertices will 
be called a long cycle. A chord of a cycle is any edge xy joining two nonconsecutive 
vertices of the cycle. Two chords ac and bd are crossing if the four vertices a, b, 
c, d lie in this order on the cycle. The chordless path on four vertices is denoted by 
p4. 
Theorem 2.3. A graph G with at least four vertices is separable if and only if it has 
a hinge. 
The concept of separation is a special case of the decomposition considered by 
Cunningham and Edmonds [8]. It is also studied by Bixby [3]. Using their ter- 
minology, our completely separable graphs correspond to those which decompose 
into indecomposable graphs of size at most three. 
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Proof of Theorem 2.3. First suppose that G is separable and has at least four 
vertices. By Definition 2.2, the graphic Boolean function f associated with G is 
separable, which means that we can write 
f(x)=m)va’(~).b’(B)vP(m 
with the notation of Definition 1.1. Also, by Theorem 1.3, we can assume that a, 
CY’, p and p’ are positive functions. We shall distinguish between two cases. 
Case 1: One of the functions a’ and p’, say a’, is a constant. If a’ is the constant 
zero, we have f (x) = a(A) VP(B). This implies that in G there is no edge between the 
vertices of A and the vertices of B, since f contains no term with an element of A 
and an element of B. Therefore A is a homogeneous set, and 21 IA 1 in - 2 holds 
by Definition 1.1. It follows from an earlier comment that G has a hinge. 
If a’ is the constant one, we have f (x) = a(A)~jl’(B) VP(B). Here in fact the terms 
of P’(B) might as well be included in P(B), and we are essentially in the same 
situation as when a’ is the constant zero. 
Case 2: None of the functions a’ and j3’ is a constant. Since f is quadratic, it 
follows that both a’ and p’ must be linear (and by Theorem 1.3 positive) functions, 
i.e., unions of uncomplemented variables. 
Let A’ (respectively B’) be the set of variables that appear in a’(A) (respectively 
in p’(B)), and A”=A -A’ (respectively B”=B-B’). Then a’(A)=a’(A’) and 
P’(B) =P’(B’). Clearly now (A”,A’, B’, B”) forms a hinge. 
We now show the converse part of the equivalence. 
Suppose that G has a hinge (A”,A’, B’, B”). Let A =A’UA” and B= B’U B”. Let 
o(A) (respectively P(B)) be the graphic function associated with the subgraph of G 
induced by A (respectively by B). Let a’(A) (respectively j?‘(B)) be the union of all 
uncomplemented variables a’ (respectively 6’) such that the vertex a’ is an element 
of A’ (respectively 6’ is an element of B’). Then one can easily see that f(x) = 
&A) v a’(A). P’(B) v/3(B) is the graphic function associated with G, and that it is 
separable, with the same notation as in Definition 1.1. q 
Remark. If G is disconnected, it is separable. Indeed, consider a connected com- 
ponent A of G of minimal size. Then A is a proper homogeneous set of G, unless 
A consists of just one isolated vertex A of G. In that case, let B be another vertex 
of G, let C be its neighborhood and D= V(G)-({a} U {b} UC). Then either 
({A}, {B), CD) f orms a hinge, or C is empty (and thus {A,B} is a proper 
homogeneous set), or D is empty (and thus C is a proper homogeneous set). 
This theorem can be used to determine a collection of graphs which are not 
separable. Indeed the graphs shown in Fig. 1 (long chordless cycle, “house”, 
“gem” and “domino”) clearly contain no proper homogeneous set and no hinge. 
Furthermore they are minimal among nonseparable graphs. The following theorem 
shows that there is no other minimal forbidden subgraph, and characterizes all com- 
pletely separable graphs. 
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Chordless Cycle 
Fig. 1. Minimal noncompletely separable graphs. 
Theorem 2.4. The following five properties are equivalent: 
(1) G is completely separable; 
(2) G contains none of the configurations hown in Fig. 1; 
(3) every long cycle of G has two crossing chords; 
(4) every induced subgraph of G has a pair of twins or a pendant vertex; 
(5) given any two vertices u and v of G, all chordless paths from u to v have the 
same length. 
Proof. The equivalence of properties (3) and (5) is stated in [12] where metric 
aspects of graphs with property (5) are studied. 
The implication (1) S. (2) results from Theorem 2.3 as explained above. 
The implication (2) a (3) is shown by induction on the length k of a long cycle 
C of G. If k = 5, then C must have two crossing chords otherwise its vertices would 
induce a pentagon or a house or a gem. If k = 6, either the vertices of C induce a 
hexagon or a domino, which are forbidden, or C has two nontriangular chords and 
they necessarily cross each other, or it contains a cycle of length 5 and thus two 
crossing chords by the induction hypothesis. If kr 7, the cycle C must have a chord 
since G contains no long chordless cycle. This chord divides C in two shorter cycles, 
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one of which has length at least 5. By the induction hypothesis this subcycle of C 
has two crossing chords, which in turn are crossing chords of C. 
To prove (3) j (4), let G satisfy (3). It suffices to prove that G satisfies (4) since 
(3) is transmitted to all induced subgraphs. We note that (4) holds trivially if G is 
a disjoint union of cliques. We may thus assume that some component H of G is 
not a clique. Let Q be a minimal cutset of H and R,, . . . , R, be the components of 
H-Q. Suppose that IQ1 22; we show that Q is a homogeneous set. If not, there 
are two vertices p, q of Q and a vertex r of V(H) - Q which is adjacent to p and 
not to q. Let r be in R, . Since Q is a minimal cutset of H, vertex q has a neighbor 
s in R, . Note that r and s are connected by a path in R, . We choose s so that this 
path P, is as short as possible. Similarly p has a neighbor z in R2 and q has a 
neighbor u in R2. We choose t and u so that they are connected by a short as 
possible path P2 in R2 (maybe t = u). The vertices s, q, u, t, p, r and the paths P, 
and P2 form a cycle C of length at least 5. The only possible chords of C join p to 
q or to some vertices of PI. Therefore C has no crossing chords, a contradiction. 
Now if x is any vertex in R, which is adjacent to Q, it must be adjacent to all ver- 
tices of Q and thus Q is P,-free. We know that a nontrivial P4-free graph has a pair 
of twins (see [4, Lemma 51). They will also be twins of G because Q is homogeneous. 
Now suppose that every minimal cutset Q of H has /Q / = 1. Let R be a terminal 
block of H, i.e., a maximal 2-connected subgraph of H that contains just one cut- 
vertex, say x, of H. We can observe that: 
If 1 R 1 = 2, the element in R -x is a pendant vertex of G. 
If IR 12 3 and R -XC N(x), the set R -x must induce a P,-free subgraph other- 
wise G has a gem, which is a cycle without two crossing chords. So R contains a 
pair of twins [4], and clearly they are also twins in G. 
If R -N(x) # 0, N(x) n R is a cutset of H and so it contains a minimal cutset of 
size 1. But then R is not 2-connected, a contradiction. 
To prove (4) a (l), let H be any induced subgraph of G with at least four 
vertices. If H has a pair of twins, they form a proper homogeneous set of H. 
Otherwise, H has a pendant vertex x whose neighbor in H we call y. Clearly, 
({x}, ( y},N(y) n V(H) - {x}, V(H) - (N(y) U { y})) is a hinge of H. Therefore 
every induced subgraph of G has a hinge, and the conclusion follows from Theorem 
2.3. 0 
After the completion of this manuscript, we became aware of [ 1,9] in which some 
equivalences of Theorem 2.4 have been found independently. 
What property (4) actually means is the following: Given any completely 
separable graph G on n vertices, there is an indexing 1,2, . . . , n of its vertices and a 
sequence (sZ, . . . , s,) of “words” such that, for 21i5 n, the word Si is respectively 
iPj, or iFj, or iTj, for some integer j<i, with the meaning that the subgraph of G 
induced by { 1,2, . . . , i} is obtained from the subgraph induced by { 1,2, . . . , i - l} by 
making vertex i respectively a pendant vertex to j, or a false twin or a true twin of 
j. The letter P, F or T will be called the type of vertex i, and j will be called the 
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Fig. 2. 
relative of i. This will be called a pruning sequence of G. For example 
1$2Pl, 3P2,4Tl, 5F2,6P4) is a pruning sequence of the graph represented on Fig. 2. 
Qonversely, if G has a pruning sequence, then it cannot contain any forbidden 
configuration H shown in Fig. 1. This can be proved by induction on the number 
of vertices: If n is pendant in G, then n does not belong to H. If n is a twin of i, 
then i and n do not both belong to H. In any case, either H or HU {i} - {n} is a 
forbidden subgraph of G- {n}, a contradiction to the induction hypothesis. 
Corollary 2.5. Trees and P,-free graphs are completely separable. 
Proof. A tree can be iteratively built by adding a pendant vertex, so it satisfies 
property (4) of Theorem 2.4. A P,-free graph cannot contain any of the forbidden 
subgraphs given in property (2). 0 
Among P,-free graphs is the class of threshold graphs [6], which can be defined 
by the absence of any induced P4 or C, or complement of C,. It is easy to see that 
threshold graphs are exactly those completely separable graphs that have a pruning 
sequence in which every si is either iP1 or iF1 or iT1 (vertex 1 must have maximum 
degree), and all the F’s come first (they correspond to the isolated vertices of the 
graph). 
We recall from Berge [2] that a graph is perfect if the vertices of every induced 
subgraph H can be colored (in such a way that no two adjacent vertices receive the 
same color) with a number of colors equal to the maximal size of a clique of H. Two 
classes of perfect graphs have a special interes for us: Brittle graphs, as defined by 
Chvatal and studied in [lo], are such that every induced subgraph H possesses a 
vertex which either is not the endpoint of any P4 or is not the midpoint of any P4 
of H. Parity graphs [4,13] are such that given any two vertices u and u of a parity 
graph, all chordless paths from u to u have the same length parity. 
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Proposition 2.6. Completely separable graphs are parity graphs, and they are 
brittle. 
Proof. The fact that all completely separable graphs are parity is a trivial con- 
sequence of their satisfying property (5). Furthermore, it is proved in [ll] that all 
graphs which do not contain a house, a domino or a long chordless cycle are brit- 
tle. 0 
The class inclusions stated in the proposition are strict. Indeed the domino is a 
parity graph and a brittle graph, but it is not completely separable. 
Corollary 2.1. Completely separable graphs are perfect. 
In fact, brittle graphs are perfectly orderable: There is a perfect order on the 
vertex set, i.e., a linear order < such that for any P4 on vertices a, 6, c, d with 
edges ab, bc, cd, the inequalities a< b and d< c do not both hold. Chvatal [5] 
introduced perfectly orderable graphs and showed that they are perfect. It can be 
seen without difficulty that if G is a completely separable graph, the indexing of the 
vertices corresponding to a pruning sequence of G is a perfect order for G. Now if 
a perfectly orderable graph is given together with a perfect order on its vertices, it 
is possible to find an optimal coloration of the graph, just by assigning to each 
vertex the first color that has not been assigned to the neighbors which preceed it 
in the order. This procedure can be implemented to run in linear time in the number 
of edges of the graph, but of course the perfect ordering must have been determined 
beforehand. The search for a pruning sequence is the point of our next section. 
3. Structural and algorithmic aspects 
In [9] an O(nm) algorithm is presented that decomposes any graph into its 
minimal nonseparable subgraphs. This algorithm may be used to find whether a 
graph is completely separable, just by testing if all the minimal subgraphs so 
obtained have less than four vertices. Here we will present an O(n+m) algorithm 
that not only recognizes if a given graph is completely separable but also, if it is, 
outputs a pruning sequence for it. It hinges on the fact that the O(n + m) algorithm 
presented in [7], which recognizes P,-free graphs, can be used to find a pruning se- 
quence for a given P,-free graph. 
Suppose that G is a completely separable graph and a is a vertex of G. Let Li be 
the set of vertices at distance i from a, and p be the smallest integer such that Lp+ , 
is empty. If x is in Li and y is in Lj with i#j, we denote by P(x, y) a path (if any) 
that goes from x to y and meets each of Nj, Ni+ ,, . . . , Nj exactly once. 
Any vertex u different from x that lies on any path P(a,x) is an ancestor of X, 
and every vertex is a descendant of its ancestors. Two vertices are tied if they have 
a common descendant. For any x in Li, let N’(X) =N(x) fl Li-1 and d’(x) = 
IN’WI. 
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Fact 3.1. TWO adjacent vertices of Li have the same neighbors in Li_, . Any con- 
nected component of L, is a homogeneous et of G. 
Proof. This fact actually holds for any parity graph and is given as [4, Lemma 71. 
The second sentence is a trivial consequence of the first one and the definition of 
Pa 0 
Fact 3.2. TWO tied vertices of Li have the same neighbors in Lip 1. 
Proof. Let x and y be tied vertices of Li and let z be a closest common descendant 
of them. Suppose that some vertex u of L;_, is adjacent to x and not to y. Let 
u EN’(Y). Let b be a closest common ancestor of u and u. By walking along P(b, a), 
the edge UX, P(x,z), P(z, y), the edge yu and P(u, 6) we define a cycle of length at 
least 6. By the definition of b and z, the only possible chords of this cycle are uu 
and xy and they are not crossing, a contradiction. 0 
Fact 3.3. Zf two vertices x and y of Li are such that N’(x) 17 N’(y) # 0, then either 
N’(x) c N’(y) or N’(y) c N’(x). 
Proof. Suppose Fact 3.3 does not hold: There exist a vertex w in N’(x) fl N’( y), a 
vertex u in N’(x) -N’(y) and a vertex u in N’(y) -N’(x). Note that u and w are 
tied (by x) and that u and w are tied (by y). So, by Fact 3.2, the vertices U, u and 
w have a common neighbor t in Li_2. It is easy to see that the subgraph of G 
induced by {t, a, u, w, x, y} contains one of the forbidden configurations of Fig. 1, 
a contradiction. 0 
A family of subsets of a set such that any two elements of the family are either 
disjoint or comparable (by inclusion) is called arboreal. 
We define an order <i between the vertices of Lj by Xliy e N’(x) c N’( y). 
Fact 3.4. Zf x is a minimal element of (Li, s;), then N’(x) is a homogeneous set of 
G. 
Proof. Suppose that a vertex y lying outside N’(x) is adjacent to a vertex u of N’(x) 
and not adjacent to another vertex u of N’(x). If y is in Li, then, by the definition 
of x, Fact 3.3 is contradicted. If y is in Li_2, then Fact 3.2 is contradicted. So y 
must be in Li_ t -N’(x). Since u and u are tied (by x) and u and y are adjacent, the 
vertices U, u and y must have a common neighbor t in Li_2. But now {t, a, u,x, y} 
induces a forbidden subgraph, a contradiction. 0 
Note that x is a minimal element of (Li, si) if and only if 
d’(x) = min{ d’(z); z E Li} . 
Let =; be the relation defined between vertices of Lj by xzi y H x and y are in the 
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same connected component of Lj or x and y are tied. Let =a be defined on V(G) 
by x=,y H x=;y for some i. 
Fact 3.5. The relation =a is an equivalence. 
Proof. Clearly, it suffices to prove that for any three vertices x, y, z in any level 
Li, the following two assertions hold: 
If x is adjacent to y and y is tied with z, then x is adjacent to or tied with z; 
If x is tied with y and y is tied with z, then x is tied with z. 
Suppose that the first assertion does not hold. Let u be a closest common descendant 
of y and z. By Facts 3.1 and 3.2, x, y and z have a common neighbor t in L,_, . 
Vertex u must be in Li+l since otherwise P(u, z), zt, ty and P(y, u) form a cycle of 
length at least 6 that does not have two crossing chords. But then {x, y, z, t, u} is a 
forbidden induced subgraph of G, a contradiction. 
If the second assertion does not hold, let u be a common descendant of x and y 
and u be a common descendant of y and z. Again, x, y and z must have a common 
neighbor t in L;_ 1. As before, u and u must be in Li+ 1. Note that x is not adjacent 
to u and u is not adjacent to z. Then {x, y, z, t, u, u} is or contains a forbidden induced 
subgraph of G, a contradiction. 0 
Now the homogeneous sets mentioned in Facts 3.1 and 3.4 must be P,-free, 
otherwise G contains a gem. We know that a nontrivial P,-free graph has a pair of 
twins. Clearly, twins of a homogeneous set are twins of the whole graph. Therefore 
Facts 3.1 and 3.4 tell us where we will find a pair of twins of G: in any nontrivial 
connected component of L,, or (if L, is an independent set) in N’(x), for a 
minimal element x of (L,, I,); otherwise, this x is a pendant vertex of G. 
We can now make explicit the structural aspects of our graphs. 
Theorem 3.6. Let a be a vertex of a connected, completely separable graph G and 
L,, .‘., L, be the distance levels from a. Let R,, . . . , R, be the equivalence classes of 
the relation =a’ and let Sj=N(Rj)nL;_,, where i is such that Rj c Li. Then: 
(1) The graph obtained from G by shrinking each Rj into one vertex is a tree 
rooted at a; 
(2) each Rj induces a P4-free subgraph; 
(3) for each j, the family (Sk: Sk c Rj> is an arboreal family of homogeneous 
subsets of Rj. 
Conversely, if there exist two partitions (RI, . . . , R,) and (S,, . . . , Sr) of V(G) such 
that any S, is a subset of some Rj, that all vertices Of Rj are adjacent to all vertices 
of Sj and that (l), (2) and (3) are satisfied, then G is a completely separable graph. 
Proof. Suppose that G is completely separable. Then (1) must hold because any 
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vertex of G ties all its ancestors in a given level and therefore they are all shrunk 
together into one single vertex. 
By Facts 3.1 and 3.2, all vertices of a given Rj have the same neighbors (and at 
least one) in the preceding level. Thus (2) holds otherwise G contains a gem. 
(3) is just a reformulation of Facts 3.3 and 3.4. 
Conversely, the properties (l), (2) and (3) clearly suffice to imply Facts 3.1 and 
3.4 which, as explained after Fact 3.5, imply the existence of a pair of twins or a 
pendant vertex. 0 
We will now exploit the Facts 3.1-3.5 to obtain an efficient recognition algorithm. 
Algorithm PRUNE(G). 
Input. A graph G with n vertices. 
Output. A pruning sequence (sz, . . . , s,) for G if it is completely separable or else 
a subgraph of G that is isomorphic to one of the forbidden configurations in Fig. 1. 
begin 
TV:= V(G). 
while W#0 do 
Let a~ W. Put a in a stack. Build the distance levels Lr, . . ..LP 
with respect to a. 
for j=p,p- 1,...,2 do 
Round 1. Find the connected components of Lj. 
Round 2. For each component A of Lj with IA 12 2, call 
REDUCE(A). 
Round 3. (Lj is now a stable set.) Order the vertices of Lj by 
increasing degree d’(x). Delete those with d’(x)= 1 
(they are pendant vertices of G(W)). 
Round 4. For each vertex x of Lj taken by increasing degree 
d’(x), call REDUCE(N’(x)) (now d’(x)= l), and 
delete x. 
(Lj is now empy.) 
endfor 
W:= W-a. 
endwhile 
(Now the stack contains one vertex from each of the c connected 
components of G.) 
Let one vertex of the stack have index 1, and let the other ones have 
respectively indices 2, . . . , c and all have type F and relative 1. 
end 
Subroutine REDUCE(A): This subroutine checks that the set A is a 
homogeneous set of G and that it induces a P4-free subgraph. In this case it deletes 
one by one the twins of the set A until there is only one remaining vertex. 
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Step a. To check that A is homogeneous, we pick a vertex x of A and, for every 
vertex z of A -x, compare the list N’(z) with the list N’(x). 
Step b. To check that the subgraph G(A) induced by A is P,-free, we use the 
algorithm in [7]. If G(A) is P,-free, this algorithm represents it by a unique rooted 
tree T such that 
(i) the leaves of the tree correspond to the vertices of G(A); 
(ii) every internal node is labelled either 0 or 1; 
(iii) every internal node (except maybe the root) has at least two children; 
(iv) every node of the tree is labelled differently from its father; 
(v) two vertices of G(A) are adjacent if and only if they correspond to 
two leaves whose closest common ancestor is an internal node 
labelled 1. 
Step c. It is easy to see that two vertices of G(A) are twins if and only if they 
correspond to two leaves of T having a common father. When we have T, we can 
find the list of all the fathers of the leaves. We can also build the sublist D of those 
fathers that have at least two leaves. Since any nontrivial P,-free graph has a pair 
of twins, we know that D is not empy. We take an element 6 of D and delete from 
T (and from A and from W) all but one of its children: they correspond to twins 
of G(A) and so of G( IV). We remove 6 from T and append its remaining child to 
the father of 6; if this father becomes the father of two leaves, we insert it in D. 
The new tree is the representative of the subgraph corresponding to the undeleted 
nodes. We continue this procedure until D becomes empty, which necessarily means 
that A has been reduced to one single vertex. 
If a call to REDUCE fails, we have a certain subset of V(G) which is either not 
homogeneous or not P,-free, and Fact 3.1 or Fact 3.4 enable us to find an induced 
forbidden configuration of G. 
Note: Whenever we delete a vertex from W, except for the vertices of the stack, 
we know that it is a pendant vertex or a twin in G(W). So we assign it the highest 
index available (initialized at n), and we note its type and the name of its relative. 
Complexity analysis. (For any subgraph A of G, let n(A) be the number of its 
vertices and m(A) the number of its internal edges.) We may assume that G is given 
by the ordered adjacency list of each vertex. 
At the beginning of each iteration of the “while” loop, we pick a vertex a and 
build the distance levels by a breadth-first search that runs in O@(H)), where H 
is the connected component of G that contains a. We can also build in O@(H)) 
the ordered lists N’(x) for all vertices x of H. 
During the execution of the subroutine REDUCE(A), Step a is done in time 
n(A)+2. CzeA d’(z) by comparing the ordered adjacency lists of the elements of 
A; Step b is done in O@(A) + m(A)); Step c works in O(n(T)) and properties (i) and 
(ii) imply that n(T)s2n(A). Therefore the subroutine REDUCE(A) works in time 
K* (n(A) + CrcA d’(z)) for some constant K. 
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During thejth iteration of the “for” loop, Rounds 1, 2 and 3 are executed in time 
o(n(Lj)+ &EL, d'(z)). At each iteration of Round 4, some subset of Lj-i is 
reduced to one vertex and this vertex remains in Lj~ 1. Thus its degree might be 
counted many times. However, we know that whenever a vertex remains, one of 
its twins (having the same degree) is pruned off the graph. This implies that the 
total running time of Round 4 is n(Lj) +2K. (n(Lj_l)+ Czer,_, d’(z)). SO level 
Lj is emptied during the jth iteration of the “for” IOOp in O(n(Lj) + n(Lj_ 1) + 
c zeL,uL,_, d(z)). Consequently, each iteration of the “while” loop checks one 
component H of G in O(n(H)+m(H)), from which the linearity of the whole 
algorithm follows. 
We now return to our initial problem, the maximization of Cy=, WiXi subject to 
f(x) = 0, in the case of a graphic Boolean function. Because of the correspondence 
between f and its associated graph G, any vector x such that S(x) =0 is the 
characteristic vector of a stable set of G. So problem (1) is equivalent to the 
maximum weighted stable problem in G where every vertex Xi is assigned the weight 
Wi. 
Algorithm MAXSTABLE will solve this problem in O(n) time, for a completely 
separable graph G given with its pruning sequence s2, . . . , s, . It is based on the 
following observations: 
l If a is a pendant vertex of G and b is its neighbor, and if w,r wb, let S be a 
maximum weighted stable set of G - a. Then (S - {b}) U {a} is a maximum weighted 
stable set of G. If wa< wb, let S be a maximum weighted stable set of G-a in 
which vertex b has weight w; = wb- w,. Then if b ES, S is a maximum weighted 
stable set of G (with respect to the initial weights) and, if b $ S, S U {a} is a max- 
imum weighted stable set of G. 
l If x and y are true twins, any maximum weighted stable set of G contains at most 
one of them, and if it does it must be the heavier. 
l If x and y are false twins, any maximum weighted stable set of G contains either 
none or both of them, so it is equivalent to a maximum weighted stable set of G-x 
in which y has weight w; = w, + wu. 
l The pruning sequence of G - n is (sz, . . . , s, 1 ). 
Algorithm MAXSTABLE(G; S, cr). 
Input. A completely separable graph G on n vertices given by its pruning se- 
quence (sz, . . . , sn), with vertex weights wl, . . . , w,. 
Output. A stable set S of maximal weight, and its weight (T. 
begin 
if n= 1 then S:= { l}; a;= w,; return 
if s,, = nPj and w,, 2 Wj then 
call MAXSTABLE(G - n; S, 0); 
if jeS then s:=(s-{j})U{n}; a:=a-Wj+W, 
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else S:=SU {n>; (7:=0+ w, 
if s, = nPj and w, < wj then 
wj: = wJ - w,; call MAXSTABLE(G - n; S, a); 
o:=ci+ w,; 
if jr$S then S:=SU {n} 
if s,=nFj then 
Wj:= Wjf W,; call MAXSTABLE(G - n; S, a); 
if jES then S:=SU{n} 
if s, = nTj and w, 2 Wj then 
Wj:= w,,; call MAXSTABLE(G-n;S,o); 
if jeS then S:=(S- {j>)U {n} 
if s, = nTj and w, < Wj then call MAXSTABLE(G - n; S, o) 
end 
In the case of all weights equal to 1, the algorithm produces a maximum stable 
set S, and (T is the stability number of the graph. Since the graph is perfect, 0 is also 
the clique-partition number. 
The usual dual problem, that of the maximum weighted clique, can also be solved 
in O(n) time for a completely separable graph given with a pruning sequence. 
Algorithm MAXCLIQUE is based on the following observations: 
l If a is a pendant vertex of G with neighbor b, a maximum weighted clique of 
G is either {a, b} or a maximum weighted clique of G-a. 
l If x and y are true twins, any maximum weighted clique of G contains either 
none or both of them, so it is equivalent to a maximum weighted clique of G-x 
in which vertex y has weight w; = w, + wY. 
l If x and y are false twins of G, then any maximum weighted clique of G contains 
at most one of them, and if it does it must be the heavier. 
The implementation of Algorithm MAXCLIQUE is similar to that of MAX- 
STABLE and straightforward. In the case of all weights equal to 1, this algorithm 
produces a maximum clique of G whose size is also the chromatic number of the 
graph, since G is perfect. 
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