ABSTRACT. The curvature of the holomorphic vector bundle generated by eigenvectors of operators is estimated, and the necessary and sufficient conditions for contractions to be similar or quasi-similar with unilateral shifts are given.
and hence for this bundle, the canonical connection and curvature ~ are well defined [19] . We call Y 1w ' ••• , Y nw a frame for El' on~. The matrix form of ~ (w) with respect to the above frame is where Gl'(w) is the Gram matrix whose (i, j) component is (yj(w) , Yi(W)) (cf. [4] ).
In case of n = 1 , we have especially ~(w) = -8w 8w log IIY1wli .
We explain some notations about relations between given bounded operators T 1 , T 2 . Suppose there is an intertwining bounded operator X such that XT 1 
T 2 X , then we denote by TI -< T 2 , TI -< T 2 , TI -< T 2 , TI ~ T2 ,and TI ~ T2 ' X with dense range, X injective, quasi-affinity (that is, X is injective and has dense range), invertible, and unitary, respectively. Moreover we write TI '" T2 and say that TI and T2 are quasi-similar, if TI -< T2 and T2 -< T I . In In [17, 18] we studied a contraction T with I -T* T in the trace class, and showed that S; -< T* if and only if T is in C IO (that is, Tn X ..... 0, T*n X ~ 0 as n ~ 00 for every X =f. 0) [17] , and that these are equivalent with T* E B:(D) [18] . We should notice that B:(Q) c B:(Ll) for Ll c 0 (cf.
p. 193 of [4] ).
CURVATURES
It was shown that the curvature of a vector bundle generated by a holomorphic curve was nonpositive, and if T is in BI (0) , then
where N w = (T -w)l ker (T-W)2 [4] . Let 0. be a finitely connected Jordan region and cl 0 (closure of 0.) is a spectral set for T, that is a( T) c cl 0 and II/(T)II :5 11/1100 for every rational function 1 with no poles in clQ. Then the curvature of T in BI (0) was estimated by Misra [9] forw En. Proof. For each Wo in Ll there is a holomorphic function F from n to a p-sheeted disc such that F(wo) = 0, F' (wo) =/; 0, and F is continuous on cl n (cf. [7, 2] ). From Mergerlyan's theorem there is a sequence of rational functions with no poles in cl n which uniformly converges to F on cl n. We denote it by {R n }. Then Riesz functional Rn(T) is well defined and {Rn(T)} converges uniformly. We represent its limit by because the second equality follows from p. 118 of [2] . Consequently we can conclude the proof.
At the end of this section we consider the question proposed on p. 329 of [5] , that is, if T, and T2 are contractions in B, (D) such that %T ~ %T ' then I 2 does there exist a bounded operator X such that XT, = T 2 X? Corollary 2.2 shows %T ~~. for any contraction T in B, (D) , and the existence of X with dense range satisfying XT = S* X is well known (cf. [16] , or see the proof of Proposition 3.6). Hence the question is true in the case of T2 = S* . In [10] Misra showed that a contraction [5] ). Thus we may identify A; must converge, however this is impossible. Consequently (i) follows. (iii) obviously implies (ii), and the proof is complete.
We can apply the previous result to show that S -< B, where B is the Bergman shift, but there is not a bounded operator X such that X B = SX, though it is possible to get them by another simple method.
EXACT SEQUENCE AND INTERTWINING OPERATORS
In this section we give the conditions for a contraction T to be T -< Sn or 
T* E Bn(D).
Proof. Since T is in class C. O ' we may identify S(()) given by (2.3) with T. Let X be a quasi-affinity such that XS(()) = SnX. Then, from the lifting theorem (see [14] ) there is a B(F2' Cn)-valued bounded holomorphic function f(z) defined on D such that r() = 0 and Xh = rh for h in H(()). That X is a quasi-affinity implies that
is exact, and that r has the dense range. 
(3) r::zH2(F2) + ()H 2 (F 1 ) is closed in H2(F2) ' (4) P H (()) 1Z:::zH(()) is closed in H(()) , (5) (S(()) -w)(/ -WS(()))-I H(()) is closed in H(()) , show that the range of (S(O) -w)* is closed for w in D. Similarly we have dimker(S(O) -w)* = n, hence the proof is complete.
Remark. The latter half in the above proof is trivial if we notice that 0 is the characteristic function of S(O) [14] . But we showed it directly. 
, and hence that X* has the dense range. Thus X is injective. Since the rank of r(z) is n, SnlclXH(O) = SnlclrH2(F2) is unitarily equivalent to Sn' To accomplish the proof, it suffices to take P X to be the intertwining quasi-affinity, where P is the projection from H2(C n ) to clXH(O). The proof is complete. Suppose T be a completely nonunitary (c.n.u.) contraction. In [1] , Alexander called vectors hI' ... ,hn analytically independent under T if a relation <PI (T)hl + ... + <pn(T)h n = 0 with <Pi E HOC implies <PI = ... = <Pn = 0, and showed that Sn -< T if and only if T has n cyclic vectors which are analytically independent under T. We remark that a contraction T with the adjoint in B~(D) satisfies T*n -+ 0 so that T is c.n.u. analytically independent under T. Thus we obtain Sn -< T and hence Sn ~ T.
In [20] , P. Y. Wu gave a necessary and sufficient condition for the characteristic function of T to be T ~ Sn' That S~ has a cyclic vector was shown by D. Sarason. Now we can extend it as follows: 
n + .
is a cyclic vector for T* . To show the rest, suppose ¢( T*) Let X be a quasi-affinity satisfying XT = SnX, Then XY is injective and commutes with Sn' From the characterizations of invariant subspaces for Sn' it follows that SnlclXL = SnlclXYH2(Cn) ~ Sn' and hence TIL -< Sn' Thus we have TIL ~ Sn and the proof is complete. Next we will give the conditions for contractions to be similar to Sn by using the Rosenblum's infinite corona theorem [11] . Suppose Proof. In [15] , Sz.-Nagy and Foias showed that T satisfies (a) if and only if T is similar to isometry. (a) ¢:> (b) is trivial. Moreover it is clear that (c) follows from similarity of T and isometry, and its converse is able to be shown in the same way as Castern [3] , by considering 00 00
I: rn e int B*n + I: rn e -int T*n n=1 n=1
instead of E:-oo rn e int Sn on p. 191 of [3] .
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
At the end of this section we remark that from the above proposition we can get conditions for T to be similar to Sn . For instance it suffices to add T E C. O and dim ker T* = n to each condition of the above.
