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Abst rac t - -Many  problems in physics and engineering give rise to singular differential equations. 
In this paper, we consider a simple shooting method coupled with an iterative method for the nu- 
merical solution of a certain class of singular two-point boundary value problems. Our approach 
enables us to take advantage of such highly accurate initial value solvers as multistep methods. The 
singularity of the problem is dealt with in a purely algebraic way so that no special care is required 
when applying an initial value solver. The accuracy of the method is the same as the accuracy of the 
IVP solver. (~ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Many prob lems in such var ied fields as thermodynamics ,  e lectrostat ics ,  physics, and  stat is t ics  
give rise to o rd inary  dif ferential  equat ions  of the  form 
- (py ' ) '  + qy = w f ,  (1.1) 
on some interval  of the  real line. Very often s ingular i t ies are encountered  at  one or more points  
in that  interval .  We ment ion  here two examples  to i l lust rate  our point .  
(1) The  equat ion  
1 
sin(~) [¢'(~) sin(~)]' + A¢(~) = 0, ~ e [0, 7r], 
appears when separation f variables i  attempted on the heat equation i a solid sphere or 
the electrostatic potential inthe sphere. The source of the singularity here is the vanishing 
of the function p at the endpoints. 
(2) The equation 
- ( (1  - x 2) u ' ) '  = f (x ) ,  x • [ -1 ,11 ,  
represents  the  s teady  s tate  temperature  d i s t r ibut ion  in a bar  extend ing  from -1  to 1 if 
the  thermal  conduct iv i ty  is (1 - x2). The  same type  of s ingular i ty  occurs  here also. 
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When applied to the singular problem (1.1), standard numerical methods designed for regular 
ordinary differential equations uffer from a loss of accuracy or may even fail to converge [1]. 
Special numerical methods have been proposed to handle the singular problem. Convergence of 
such methods is guaranteed and, under various assumptions on the data, may retain the standard 
rate of convergence in the regular case. We refer to [2-4] and the references therein for more on 
this point. 
In this work, we propose an iterative method, coupled with simple shooting for the numerical 
solution of (1.1) subject to some boundary conditions. In each step of the iteration, we solve a 
regular ODE and, therefore, may use standard numerical methods. Thus, the accuracy of the 
proposed iterative method per step is the same as the accuracy of the numerical ODE solver 
used. This work generalizes our earlier work [5,6]. 
This paper consists of three sections besides the introduction. In Section 2, some preliminary 
considerations are given to set up the terminology and state the class of the boundary value 
problems to be numerically treated. We also discuss the applicability of the simple shooting 
method to this class of singular boundary value problems. In Section 3, we introduce the iterative 
method and discuss its justification. Some numerical examples are given in Section 4. 
Write (1.1) in the form 
where 
2. PREL IMINARIES  
£(y) = w f, on J, (2.1) 
J=(a,b), -c~ <a < b < co. 
Regarding the class of functions to be dealt with here, we make the following assumptions: 
p,q,w,f :  J ~ R, (2.2) 
p - l ,  q, w E Lloc(J), (2.3) 
p(x) > O, w(x) > 0, almost everywhere on J. (2.4) 
When additional assumptions are needed, they will be specified. Standard terminology associated 
with singular differential operators will be used here. The reader is referred to [7] and [8] for 
details. The endpoint a is assumed to be regular and the endpoint b is assumed to be singular, 
limit circle (LC). A solution of (2.1) is a function y : J ~ C such that y and its "quasiderivative" 
pyl are absolutely continuous on each compact subinterval of J and equation (2.1) is satisfied 
a.c., on J. Under the foregoing assumptions, all solutions of (2.1) are L~(J). For x E Y and 
F, G : J ~ C, define the "generalized" Wronskian by 
For ~ E C, the equation 
Wx(F, G) = F(x) G(x) (2.5) 
p(x)F'(x) p(x)G'(x)" 
~(y) = Awy, on J, (2.6) 
has two solutions O(x, A) and ~(x, A) satisfying the initial conditions 
O(a, A) = p(a)~'(a, A) = 1, (2.7) 
p(a)¢(a,  ~x) = ~(a, ;,) = o, (2.8) 
and W~(t~, ~) = 1 for all x E J. There exists a meromorphic function m(•), known as the Wyle's 
m-function, with simple poles on the real axis with the property that the linear combination 
~,(x, ~x) = e(z, .~,) + m(,X)~(x, .x) 
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satisfies 
Wb- (y, ¢) = 0, (2.9) 
where y is a solution of 
(~ - £w)y  = w f, 
for any f e L2( J )  as long as ~ is not a pole of re(A) (see [7] for more details). Condition (2.9) is 
the only boundary condition that can be assumed at b. An arbitrary boundary condition may b~ 
imposed at a. The solvability of equation (2.1) with boundary condition (2.9) is thus equiva[(,nt 
to assuming that ~ = 0 is not a pole of m(£). We make this assumption from now on. 'l~h¢ ~ 
foregoing considerations then mean that the correct boundary value problem to be considered is 
as follows. 
2 L2w(J) such that For a given f C L~(J ) ,  find y E 
g(y) = w f, on J, 
y(a) = A, W b- (y, ~b) = 0. (2.]0) 
We now turn to a discussion of the shooting method for this singular problem. As in the regular 
shooting method, we find the solution of the initial value problem 
g(y) = w f ,  on J, 
(2.11) 
y(a) = A, py'(a) = s, 
and try to fix s such that W b- (y, ~p) = 0. Using the method of variation of parameters, we can 
write the solution of (2.11) as 
/) F y(x) = A¢(x)  + s~(x).+ ~o(x) ¢( t ) f ( t )w(t )  dt + ~(x) ~(t ) f ( t )w(t )  dr. 
dO,  
(Here, ~(x) = ~(x, 0) , . . . ,  etc.) Therefore, 
b / ,  
Wb- (y, ~) ---- AWb- (~, ~) + sWb- (~, ~) + Wb- (~, ~) ./o ~(t ) f ( t )w(t )  dt 
I/ = -s  - ~(t ) f ( t )w(t )  dt. 
Hence, fb ~( t ) f ( t )w( t )d t  = -s  - Wb-(Y, ~). If Yl is the solution of (2.11) with s replaced by 7. 
then // Wb- (yl, ¢) = - r  - ¢ ( t ) f ( t )w(t )  dt = -~- + s + Wb- (y, ~). 
Thus, letting T = S + Wb-(y, ¢) yields W b- (Yl, ¢) = 0. In other words, Yl solves the boundary 
value problem (2.10) and the shooting method converges in two steps: one step to determine ~- 
and the second step to obtain y~. 
3. THE ITERAT IVE  METHOD 
The shooting method discussed in the previous section can be used to reduce the boundary 
value problem (2.10) to the initial value problem (2.11) which is a regular one away from the 
singular point b. The numerical computation of the solution near b, however, poses a difficult 
problem because it may become unbounded or oscillatory. For a certain class of problems, while 
the solution y may become infinite or oscillates, the quantity py remains finite or vanishes at b. In 
this section, we discuss an iterative method for solving the IVP (2.11) designed to take advantage 
of this situation. We assume now that the coefficient functions are as smooth as required by 
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the standard initial value solver used for the numerical computations (see below) and that the 
function p is differentiable on J.  Introduce the change of variables ul = py and u2 = py' and 
rewrite the boundary value problem as the system 
U' = AU +By + F, 
where 
U: (ttl) (v u) (~ ~) (P') =- , A= , B= , U2 and 
(0) 
F = - fw  " 
(3.1) 
Then, assuming that y is known for the moment, equation (3.1) together with the initial condition 
U(a)=r /= (P~) ,  (3.2) 
where 3 is arbitrary, form a regular initial value problem amenable to numerical methods for 
regular IVPs. It is easy to see that the boundary value problem (2.10) is equivalent o the 
following problem. 
PROBLEM A. Find y,/3, and U such that 
(a) u s~tisnes (3.1),(3.2), 
(b) u2(b-) = O, and 
(c) u l ( z )  = p(x)y(x) ,  for 311 x e J.  
The setting (3.1),(3.2) suggests the following iterative method for the solution of the IVP. 
ALGORITHM 1. Suppose Y0 is an initial guess satisfying the initial conditions at a and c is a 
given tolerance. For n = 0, 1, 2 , . . .  do 
(a) Solve 
U~n+l = AUn+I + Byn + F, 
Un+l(a) = 7. 
(b) If IIU~+I - Unll < c, then a solution is obtained. Stop; 
else, set n = n + 1, Yn = (1/p)u~ ) and return to (a). 
Next, we discuss the justification of the iterative method depicted above. Rewrite (3.1) as 
(e-AXU) ' = e-AX(By + F), (3.3) 
and let z = e-Axu.  Then, (3.1) and (3.3) are transformed into 
z' = P(~)z + P, z(a) = ~, (3.4) 
where 
and 
p' - xq xp' - x2q ) 
P (X)=p-~e-A~B(z ) (10)eAx= P P , 
q xq 
p p 
= e-AxF, 
=- e -Aa~.  
Thus, our iterative method is equivalent o 
zo(a) ~, ' = P(x)zn + F, Zn+l(a) = f?, "~ Zn+ 1 
which in turn is equivalent o 
/a'I J zn+l(x) = ~ + P(s)zn(s) + F(s) ds, x C J. (3.5) 
Convergence of the scheme (3.5) follows from the following theorem, whose proof can be found 
in [9, p. ~]. 
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THEOREM 2. Let J = [a,b), p(t) e M2(Lloc(J)), and _fi" E M2,1(Lloc(ff)) .  Then, the ireral:ive 
process (3.5) converges uniformly on any compact subinterval of J to the unique solutiol~ of the, 
IVP (3.4). 
We (:lose this section with the following remarks. 
(1) From a computational point of view, the singularity of the problem (2.10) is dealt with m 
a purely algebraic way, namely, in solving the equation 
PYn+I = ~tl,n+l~ 
for Yn+l. Since p(b) = 0 and y(b-) exists, then Ul (b - )  = 0. Therefore, in order to {rod th(:, 
value of yn+l(b), one may use an extrapolation method of order comparable to the order 
of the numerical method used to solve the IVP (2.11) numerically. 
(2) The same approach as in the previous remark can be used to find values of y in case p(.r! 
has zeros inside the interval J. Again, since this is done algebraically, the cost is minimal. 
4.  NUMERICAL  RESULTS 
In this section, we will present some numerical examples to illustrate the theory developed in 
the previous sections. The initial value problems involved will be solved using two Runge-Kutt~, 
schemes of order 4 (RK-4) and of order 2 (RK-2). 
EXAMPLE 1. --(py')' = X, 0 < X < 1, where p(x) = (1 - x2), subject to 
y(0) = 0, W 1- (y, ~)  ~- 0, 
where the Wronskian is as defined in (2.5), which has y = x/2 as a solution. 
As explained in Section 2, O(x) = 1, ~(x) = In x/(1 + x ) / (1 -  x) and g,(z) = O(x)..',iot(, 
that the boundary condition W1- (y, ~) = 0 is equivalent in this case to the condition py'(1 ) 
0. Using Algorithm 1, the results obtained for RK-4 and RK-2 are given in Tables 1 and 2. 
respectively. 
Table 1. 
h -  1/2 s h = 1/21~ 
x Exact Computed Error Computed Err(,~ 
05 py(x) - 1.875000E- 1 -1.87973E-1 4.726648E-4 -1.875019E- 1 1.907349E 6 
pyl(x) -3.750000E- 1 -3.73029E- 1 1.970768E-3 -3.749923E- 1 7.659197E-6 
1.0 py(x) 0.000000 6.798565E-4 6.798565E-4 -4.783096E-6 4.783096E-6 
py~(x) 0.000000 1.001361E-5 1.001361E-5 1.105931E-8 1 105931E 8 
Table 2. 
h= 1/2 s h -  1/21G 
Exact Computed Error Computed Error" :£ 
0.5 
1.0 
py(x) -1.875000E-1 
py~(x) -3.750000E-1 
py(x) o.oooooo 
py~(x) 0.000000 
-1.879715E-1 
-3.730292E-1 
-1.943748E-3 
-1.001385E-5 
4.714727E-4 
1.970768E-3 
1.943748E-3 
1.001358E-5 
- 1.874977E 1 
-3.749824E- 1
-7.629262E 6 
-3.841706E-9 
2.250075E 
1.764297E (~ 
7.629262E ( 
3.841706E- ~2 
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EXAMPLE 2. Consider the boundary value problem 
--(py')'-~-y-~ [1-- 97r2see2 (1~43-----~x) 7r] etan((1--3x)/4)Tr , 0 ~X ~ 1~ 
where p(x) = cos2((1 - 3x)/4)Tr, subject to 
y(0) = e, py ' (1 - )  = 0, 
which has the solution y = e tan((1-3x)/4)~r. The functions 8, ~o are not available in closed form 
for this problem. However, more general theory (see [8]) of singular differential operators may be 
used to show that  the boundary condition taken in this example is equivalent to W1- (y, ~) = 0. 
The results obtained for RK-4 and RK-2 are given in Tables 3 and 4, respectively. 
Table 3. 
h=1/28 h= 1/216 
x Exact Computed Error Computed Error 
0.5 py(x) 5.640791E-1 5.537121E-1 1.036704E-2 5.640223E-1 5.680323E-5 
py'(x) -1.557114 -1.540350 1.676452E-2 -1.557081 3.349781E-5 
1.0 py(x) 0.000000 -3.075797E-10 3.075797E-10 3.317399E-11 3.317399E-I1 
py~(x) 0.000000 1.979976E-9 1.979976E-9 1.328530E-7 1.328530E-7 
Table 4. 
h=1/28 h= 1/216 
Exact Computed Error Computed Error x 
0.5 py(x) 5.640791E-1 
py'(x) -1.557114 
1.0 py(x) 0.000000 
py'(x) 0.000000 
5.538101E-I 
-1.540354 
1.026905E-2 
1.676011E-2 
5.640222E-1 
- 1.557081 
5.692244E-5 
3.349781E-5 
1.518184E-10 1.518184E-10 4.068258E- 11 4.068258E- 11 
3.801158E-8 3.801158E-8 1.669859E-7 1.669859E-7 
Note that at x = 0.5 and when using h -- 1/25, the error in computing py(x) and py'(x) are 
6.306172E-5 and 9.083748E-5, respectively, while when h is halved, that  is, h = 1/26, they are 
1.728535E-6 and 2.264977E-6. This clearly shows that the order of convergence is locally at 
least 4. 
EXAMPLE 3. Consider the eigenvalue problem 
1 
x7 (py')' + y = Ay, 0 < x < 1, 
with p(x) = (1 - xT),/~(z) = 1, and ¢(x) = ln(1/(x - 1)), subject to 
y(0) = 0, w(y ,¢ ) (1 - )  = 0. 
It has A1 = 8.7274702 and A2 = 152.423014 as eigenvalues. 
Using the normalization py'(0) = 1, we solve the above singular boundary value problem for the 
eigenvalue A using Algorithm 1. The computed values for A1 and As were, respectively, 8.727820 
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and 152 .445100 wh i le  the  Wronskian at x = 1 -  in each case  was ,  respect ive ly ,  3 .634088E-8  and  
6 .131883E-7 .  The  solut ions obta ined are shown in Figures 1 and 2. 
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