The death receptor Fas removes activated lymphocytes through apoptosis. Previous transcriptional profiling predicted that Fas positively regulates interleukin-17 (IL-17)-producing T helper 17 (Th17) cells. Here, we demonstrate that Fas promoted the generation and stability of Th17 cells and prevented their differentiation into Th1 cells. Mice with T-cell-and Th17-cell-specific deletion of Fas were protected from induced autoimmunity, and Th17 cell differentiation and stability were impaired. Fas-deficient Th17 cells instead developed a Th1-cell-like transcriptional profile, which a new algorithm predicted to depend on STAT1. Experimentally, Fas indeed bound and sequestered STAT1, and Fas deficiency enhanced IL-6-induced STAT1 activation and nuclear translocation, whereas deficiency of STAT1 reversed the transcriptional changes induced by Fas deficiency. Thus, our computational and experimental approach identified Fas as a regulator of the Th17-to-Th1 cell balance by controlling the availability of opposing STAT1 and STAT3 to have a direct impact on autoimmunity.
In Brief
Fas is a well-known death receptor that can also mediate non-apoptotic functions. Meyer zu Horste et al. demonstrate that Fas promotes the stability and pathogenicity of T helper 17 cells by sequestering and inhibiting the activation of STAT1 and regulating the availability of opposing STAT1 and STAT3. + T helper (Th) cells producing IL-17A and IL-17F. They are critical drivers of autoimmune tissue inflammation in experimental autoimmune encephalomyelitis (EAE) and other autoimmune conditions (Korn et al., 2009) . In a recent study, we showed that the Th17 cell differentiation program is regulated through two self-reinforcing and mutually antagonistic modules of positive and negative regulators (Yosef et al., 2013) . This model was supported by transcriptional silencing and genetic ablation experiments (Yosef et al., 2013) , as well as by chromatin immunoprecipitation sequencing data (Xiao et al., 2014) . The positive regulators promote the Th17 cell program while inhibiting the transcriptional programs of other Th cell lineages. This suggests that there is a need not only for positive regulators to push the differentiation into a positive direction but also for concurrent inhibition of opposing differentiation programs to achieve unidirectional T cell differentiation. Other studies also support such a mutually antagonistic design in other Th lineages (O'Shea and Paul, 2010) ; however, how this is achieved for Th17 cells has not been elucidated.
One of the key positive regulators identified by our model was the prototypic death receptor Fas (Yosef et al., 2013) . Our network model predicted that Fas, while promoting Th17 cell differentiation, would also negatively affect the differentiation of other T cell subsets. Initial analysis of in-vitro-derived Th17 cells from Fas-deficient (Fas À/À ) mice showed the predicted reduction in Th17-cell-related gene expression, but the underlying mechanism has not been identified.
Fas has been extensively studied as a trigger of apoptosis in various cell types (Strasser et al., 2009) . Indeed, mice carrying a spontaneous Fas mutation (the lymphoproliferation [lpr] strain [Watanabe-Fukunaga et al., 1992] ) or a Fas ligand (FasL) mutation ([Takahashi et al., 1994] ) develop progressive lymphadenopathy and splenomegaly with an accumulation of lymphocytes with an atypical TCRab + CD4 À CD8 À B220 + phenotype. In addition, Fas signaling has other, non-apoptotic functions, including costimulatory and pro-proliferative effects (Kennedy et al., 1999; Paulsen et al., 2011) . T cells deficient in components of the Fas signaling pathway, such as FADD (Walsh et al., 1998) or caspase-8 (Kennedy et al., 1999) , have impaired T cell activation and proliferation. Fas activation can thus have opposing outcomes that depend on the cellular context, but whether such non-apoptotic Fas signals also control the differentiation of T cells and specifically Th17 cells has not been elucidated. In particular, Fas has a suppressive effect on spontaneous systemic autoimmunity but a seemingly paradoxical promoting effect on induced autoimmunity. Aging Fas À/À lpr mice spontaneously develop disease signs resembling those of human systemic lupus erythematosus (Cohen and Eisenberg, 1991) . Similarly, human patients with loss-of-function or dominantnegative mutations of Fas accumulate lymphocytes and develop various autoimmune phenomena (Holzelova et al., 2004) . Fas thus suppresses spontaneous systemic autoimmunity but promotes induced autoimmunity given that Fas À/À mice are strongly protected from EAE (Sabelko et al., 1997; Waldner et al., 1997) . We hypothesized that our model of opposing and mutually antagonistic gene regulation could provide a starting point for identifying the mechanism that explains these seemingly paradoxical observations. Here, we demonstrate that Fas promoted the differentiation of Th17 cells and their ability to induce autoimmunity not by affecting apoptosis but rather by promoting their stability and preventing their differentiation into Th1-like cells. We used a computational network analysis on expression profiles from wild-type (WT) and Fas À/À cells to nominate STAT1 as the downstream transcription factor (TF) mediating the effects of Fas in Th17 cells. We experimentally validated that Fas indeed directly bound to STAT1 and thus prevented its excessive activation in response to the Th17-cell-differentiating cytokine IL-6 and enhanced Th17 cell stability. Fas thus reciprocally regulates the balance between competing differentiation programs of Th cells by regulating the availability of opposing STAT1 and STAT3. This elucidates an apoptosis-independent function by which Fas controls antagonistic T cell differentiation programs and autoimmunity.
RESULTS

Fas Promotes the Differentiation and Function of Th17 cells
We had previously generated a transcriptional network of differentiating Th17 cells that predicted Fas to be a positive regulator of the Th17 cell differentiation program (Yosef et al., 2013 ) and a repressor of competing Th cell differentiation programs ( Figure 1A ).
To test these predictions, we first differentiated CD4 + T cells from WT and Fas À/À mice in vitro by using two Th17-cell-polarizing conditions: (1) TGF-b1 and IL-6 (Bettelli et al., 2006b ) and (2) IL-1b, IL-6, and IL-23 (Ghoreschi et al., 2010) . Fas À/À T cells produced less IL-17A under Th17-cell-culture conditions, whereas interferon-g (IFN-g) production under Th1-cell-culture conditions was enhanced both by intracellular cytokine staining ( Figure S1A ) and by ELISA ( Figure S1B ). Blocking antibodies against IFN-g promoted Th17 cell and inhibited Th1 cell differentiation but did not revert the difference between WT and Fas À/À cells ( Figure S1C ), suggesting a propensity to develop Th1 cell responses over Th17 cell responses in the absence of Fas. The differentiation of Th2 cells was also impaired in Fas À/À cells ( Figure S1D ), whereas TGF-b1 FoxP3 + induced regulatory T (iTreg) cells were unaffected ( Figure S1E ). Fas expression was downregulated in the presence of TGF-b1 in differentiating iTreg cells at both the mRNA ( Figure S1F ) and protein (Figure S1G) levels. Next, we induced EAE in the mice by using myelin oligodendrocyte glycoprotein (MOG) peptide MOG , which requires Th17 cells for its induction (Cua et al., 2003; Lee et al., 2012) . Consistent with previous studies (Waldner et al., 2004) , Fas À/À mice were almost completely protected from EAE ( Figure S2A ). Furthermore, Fas À/À mice had lower proportions of CD4 + T cells producing IL-17 and co-producing IL-17 and IFN-g and higher proportions of IFN-g + CD4 + T cells in their central nervous system (CNS) during EAE than WT mice ( Figure S2B ). In addition, the antigen-induced generation of IL-17A + cells was reduced and IFN-g + T cells were increased in draining lymph nodes in Fas À/À mice in response to IL-23 stimulation ( Figure S2C ). Next, we tested whether Fas deficiency specifically affected Th cells, and for this purpose we generated Cd4 Figure 1E ) and by the number of inflammatory CNS lesions ( Figure 1F ). The number of CNS-infiltrating leukocytes was lower ( Figure S2D ), and CNS-infiltrating CD4 + T cells in Cd4 cre Fas fl/fl mice showed fewer IL-17-producing cells and IL-17-and IFN-g-producing cells, whereas IFN-g + cells were increased ( Figure 1G and Figure S2D ). 
Fas
fl/WT mice ( Figure 2F and Figure S2E ).
Thus, Th17 cells specifically require Fas to promote their differentiation and their in vivo function in EAE even when other lineages are Fas competent.
Fas Promotes the Encephalitogenicity of Th17 Cells by Preventing Th17-to-Th1 Cell Conversion
To address Th17 cell stability in vivo, we next crossed Fas À/À mice to 2D2 mice, which express a MOG 35-55 -specific T cell receptor (TCR) transgene (Bettelli et al., 2003) . Th17 cells that differentiated in vitro from Fas À/À 2D2 mice induced less severe EAE than WT-2D2 cells after transfer into syngenic C57BL/6 WT hosts, as quantified by clinical and histological measures ( Figures 3A and 3B ). After transfer, CNS-infiltrating 2D2 T cells, which were identified by the Va3.2 and Vb11 chains of the 2D2 TCR, produced less IL-17A and more IFN-g, whereas co-producers of IL-17A and IFN-g were unchanged ( Figures 3C and 3D ) despite comparable pre-transfer Figure S1 .
cytokine production (data not shown). Fewer leukocytes infiltrated the CNS after transfer of Fas À/À 2D2 donor cells than after transfer of WT-2D2 donor cells ( Figure 3D ). This indicates that in the absence of Fas, differentiated Th17 cells lose their encephalitogenicity in vivo with increased accumulation of Th1-like cells.
We next tested for a T-cell-intrinsic effect of Fas deficiency in vivo. We crossed CD45.1 congenic C57BL/6 mice with 2D2 mice (STAR Methods) to transfer EAE with defined antigen specificity (J€ ager et al., 2009 Figure 3E ). After transfer, the proportion of Fas (Fortner and Budd, 2005 (Figure 3G) , indicating that the increased propensity for IFN-g production in the absence of Fas is a cell-intrinsic phenomenon. Figure 3F ), although they were less pathogenic and produced less IL-17A. This argues for a reduced encephalitogenicity on a per-cell basis and suggests that the influence of Fas deficiency on apoptosis and encephalitogenicity might be independent.
T cells in vivo
To Figure 3I and Figure S2F ). 
R26
RFP Fas fl/fl mice ( Figure 3J ). Figure 3K and Figure S2G ), whereas IL-17A + RFP + cells were unchanged ( Figure S2G ). Th17-cellrestricted Fas deficiency thus causes instability of Th17 cells and their deviation towards a Th1-cell-like phenotype after successful initial commitment to the Th17 cell lineage. This indicates that Fas is persistently needed for maintaining the Th17 cell differentiation program in vivo.
We next tested how Fas expression is regulated during T cell differentiation beyond its known induction by TCR engagement and T cell activation (Zheng et al., 2001) . In all Th cell subsets, Fas mRNA expression exhibited two early peaks at 4 and 12 hr (these were highest in Th0 cells); then, Fas was continuously upregulated between 48 and 96 hr, and its final expression was highest under Th1 cell conditions and lower under Th0 cell and Th17 cell conditions ( Figure S3A ). Cell-surface Fas amounts increased in all subsets with culture duration and were highest under Th1 cell conditions and lowest under TGF-b1 with IL-6-induced Th17 cell conditions ( Figure S3B ). We next tested whether Th1-cell-inducing IL-12 controls Fas expression in Th17 cells. We found that IL-12 (and TNF-a) enhanced Fas expression on the mRNA and protein levels under IL-1b, IL-6, and IL-23 conditions, but not under TGF-b1 and IL-6 conditions ( Figures S3C and S3D ). IFN-g and IL-4 had no effect on Fas mRNA expression (data not shown). In accordance with its role in activation-induced cell death, Fas is thus upregulated by activation in all Th cell lineages and is strongly upregulated by Th1-cell-inducing cytokines. Induction of Fas by IL-12 could form an inhibitory feedback loop to limit excessive Th1 cell differentiation.
Caspase Inhibition or Deficiency Does Not Replicate the Fas-Deficiency Phenotype
To address the role of apoptosis in the Th17 cell phenotype in Fas À/À cells, we measured hallmarks of apoptosis during in vitro T cell differentiation. Apoptosis rates were overall lower under Th17 cell conditions than under Th1 cell conditions and lower in Th17 cells differentiated with TGF-b1 and IL-6 than in Th17 cells generated with IL-1b, . A higher propensity of Th1 cells than Th17 cells for Fasdependent apoptosis has been described previously (Cencioni et al., 2015) but does not explain the reduced lineage stability triggered by Th17-cell-restricted Fas deletion. Next, we blocked caspase activation during T cell differentiation. We did not 2D2 mice and differentiated with TGF-b1 and IL-6 followed by IL-23 (STAR Methods). After 7 days, T cells were intravenously injected into WT C57BL/6 recipients. EAE scores were assessed daily. One of three experiments is shown. (B) At day 28 after transfer, inflammatory lesions in the CNS parenchyma and in the meninges were quantified histologically. Data are merged from three independent experiments. (C) CNS-infiltrating lymphocytes from score-matched mice at the peak of EAE were stained for intracellular cytokines. 
Th17 Cells
To identify potential alternative mechanisms by which Fas controls Th17 cell differentiation and stability, we performed RNA sequencing (RNA-seq) (STAR Methods). A signature of key Th17-cell-related transcripts (e.g., Il17f, Il6ra, and Rorc) was significantly downregulated in Fas À/À Th17 cells (Cuffdiff p values 9.5 3 10 À4 , 2.1 3 10 À2 , and 4.8 3 10 À2 , respectively; test described in Trapnell et al., 2010) , including the Th17 cell signature cytokine Il17a (Cuffdiff p value < 5 3 10 À5 , false-discovery rate [FDR] = 0.01; Figure 4A ), whereas key Th1-cellrelated transcripts and transcripts controlled by IFN signaling (e.g., Irf1, Irf8, Tbx21, Gbp2, Gbp4, Gbp5, and Tap1; Figure 4A ) were upregulated. Notably, a signature of genes related to IFN-g signaling was upregulated in Figure 4C ). To find TFs that were most likely responsible for the Fas-deficiency phenotype, we performed an integrative network analysis (STAR Methods). In brief, the analysis aimed to find potential paths from the perturbed receptor (Fas) through protein-protein interaction (PPI) to TFs controlling differentially expressed genes by integrating PPI, TF motif binding, and our RNA-seq expression data. Our algorithm computed weighted paths connecting Fas with mouse TFs. The network edge weights reflected external evidence supporting PPI. The node weights indicated the probability that the proteins were present in the cells and were computed from the measured average mRNA expression (STAR Methods). The weights of TF nodes also depended on enrichment of DNA-binding motifs and the differential mRNA expression.
We found Stat1 to have the strongest integrated evidence as both being regulated by Fas and being the cause of the observed phenotype (bootstrap p value < 10 À3 ; Figure 4D ). Additional analyses corroborated this prediction. First, one of the STAT1 DNA-binding motifs was among the eight TF promoter binding motifs that were enriched in the promoters of differentially expressed genes (Irf1, Sp1, Atf3, Irf7, Irf8, Stat1, Elk1, and Irf2; Table S1 ). Second, Stat1 also contributed to the enrichment score of the IFN-g signaling set in GSEA ( Figure 4B ), along with that of the TF genes Irf1, Irf8, and Sp100. Third, querying the regulatory modules from our Ontogenet model of mouse hematopoiesis in the Immunological Genome Project (STAR Methods) implicated Dtx3l and Stat1 as regulators of two of the most significantly enriched expression modules in our dataset (FDR < 0.05). Two of the network paths between Fas and STAT1 in our model ( Figure 4E ) passed through TRADD and FADD, which physically interact with STAT1 (Wang et al., 2000) , providing a potential mechanism for Fas-dependent regulation of STAT1. Stat1 itself was not differentially expressed in our RNA-seq dataset obtained at 48 hr, but signaling through STAT proteins occurs rapidly. In a time-course expression analysis, Stat1 was indeed upregulated in naive Fas À/À cells between 0 and 4 hr under Th17 cell differentiation conditions ( Figure 4F ), which could reflect ongoing self-induction of STAT1 in naive Fas À/À cells before sorting. Irf1, which is transcriptionally controlled by STAT1 (Kano et al., 2008) , was also upregulated in Fas À/À Th17 cells, and its peak expression followed Stat1 expression ( Figure 4F ). Upregulation of Stat1 thus precedes that of Irf1, Tbx21, and Ifng, consistent with the notion that STAT1 is the most proximal TF controlled by Fas and controls the IFN signaling signature in our dataset. Other members of the STAT protein family were not differentially expressed in our RNA-seq dataset ( Figure S4A ) or by qPCR ( Figure S4B ), suggesting a Stat1-specific effect of Fas deficiency.
Fas Binds STAT1 and Reduces Its Phosphorylation and Nuclear Translocation
We next tested how Fas affects the expression and phosphorylation of STAT1. Fas À/À naive CD4 + T cells contained higher amounts of both total STAT1 and pSTAT1 under baseline conditions and upon activation by IFN-g ( Figure S5A ). The increased total STAT1 amounts could reflect self-induction of STAT1 transcription in naive cells. Th17 cell differentiation does not usually involve IFN-g-dependent signals but essentially requires that IL-6 activate STAT3 (Harris et al., 2007) . The amounts of both total STAT1 and pSTAT1 at baseline and after IL-6 stimulation were higher in Fas À/À cells than in WT cells according to western blotting ( Figure 5A ) and flow cytometry ( Figure S5B ). STAT1 activity depends on the translocation of pSTAT1 to the nucleus. We found that STAT1 nuclear translocation was more frequent in response to IL-6 stimulation in Fas À/À CD4 + T cells than in WT cells both in nuclear extracts ( Figure 5B ) and by cell imaging (Figure 5C and Figures S5C and S5D) . The absence of b-actin signal in Figure 5B supports the fact that the nuclear fractions were not contaminated by cytoplasmic contents. IL-6 induces and phosphorylates STAT3, which induces Th17 cell differentiation (Harris et al., 2007; Yang et al., 2007) . Notably, STAT1 is known to heterodimerize with STAT3 and inhibit STAT3-dependent transcription (Hu and Ivashkiv, 2009; Villarino et al., 2017) . Indeed, the nuclear translocation of STAT3 and pSTAT3 was concomitantly less frequent after IL-6 stimulation in Fas À/À T cells than in WT cells ( Figure 5B and Figures S5C and S5E ). Thus, Fas deficiency triggers an excessive activation of STAT1 in response to the Th17-cell-inducing cytokine IL-6, which in turn could inhibit the activation of STAT3 and the expression of STAT3-dependent transcripts (e.g., Il17a and Rorc) while promoting the expression of STAT1-dependent transcripts. In accordance, we found that STAT1 overexpression inhibited the STAT3-driven activation of the Il17a promoter and that this STAT1-dependent cross-inhibition of a known STAT3 target gene was partially reverted by overexpression of Fas in promoter activation studies ( Figure S5F ). (D) A network algorithm that considered evidence from PPI databases, our RNA-seq expression data, and TF motif enrichment was used for ranking TFs (yellow) that were most likely influenced by Fas (purple). Intermediate nodes (gray) had to be expressed in Th17 or Th0 conditions (FPKM > 3). Arrows indicate directed interactions, such as phosphorylation. STAT1 received the most evidence (green) among network paths containing at most one intermediate node (STAR Methods).
(E) Close up of the PPI network indicating paths from Fas (purple) to STAT1 (green).
(F) Naive T cells were differentiated with TGF-b1 and IL-6 for 72 hr, and RNA was collected at several time points. The expression of Stat1 and Irf1 was analyzed by qPCR. The first time point is derived from naive, pre-differentiated cells (i.e., 0 hr) despite the logarithmic scale.
Error bars indicate the mean ± SEM. *p < 0.05; ** p < 0.01; ND, not detected; ns, not significant. See also Figure S4 .
Fas thus controls the balance between two opposing STAT proteins. Next, we tested the PPI predicted in our network model between Fas and STAT1 ( Figure 4E ). In a mouse T cell line, STAT1 co-immunoprecipitated with Fas after cross-linking of the death-inducing signaling complex (DISC) ( Figure 5D ), whereas neither STAT3 nor STAT4 co-immunoprecipitated with Fas ( Figure 5D ). STAT1 also physically interacted with Fas in primary mouse CD4 + cells, and this was enhanced by DISC assembly ( Figure 5E ). Thus, STAT1, but not STAT3 or STAT4, physically interacts with Fas, and this binding is enhanced by binding of Fas to its ligand. Consistent with this observation, we also found that binding of Fas to its ligand repressed Stat1 expression early during Th cell activation ( Figure S5G ). Together, our findings support the idea that Fas binds and inhibits STAT1 activation and nuclear translocation ( Figures 5A-5C ) by sequestering STAT1 at the cell membrane and thus indirectly promotes STAT3-dependent transcription required for Th17 cell differentiation.
Next, we studied the source and requirement of the FasL signal in vitro. At the mRNA level, Fasl expression showed an early peak at 1-4 hr under all differentiation conditions and was subsequently downregulated but expressed in all subsets ( Figure S6A ). After 96 hr of culture, Th0-and Th1-cell-differentiated cultures expressed the most Fasl, whereas Th17 cells expressed less FasL at both the mRNA ( Figure S6B ) and protein ( Figure S6C ) levels. Fasl expression was higher in Th1 cells than in Th17 cells, and IL-12 was unable to induce FasL expression in Th17 cells (Figures S6B and S6C) 
cells showed an increase in IFN-g and a decrease in IL-17A production under Th1 cell and Th17 cell conditions, respectively ( Figure S6D ). The addition of the small-molecule compound Kp7-6, which blocks FasL with Fas interaction, also enhanced Th1 cell and reduced Th17 cell differentiation ( Figure S6E ). Overall, these findings suggest that the decrease in Th17 cell differentiation and increase in the Th1 cell phenotype in Fas À/À mice depends on Fas with FasL interaction and that the ligand is present at early stages of Th cell differentiation.
Stat1 Co-deficiency Rescues the Fas-DeficiencyMediated Effect on Th17 Cell Differentiation To directly test the role of STAT1 in Fas À/À T cells, we generated mice deficient in both Stat1 and Fas. As previously described (Peters et al., 2015) , Th17 cell differentiation was unaffected by Stat1 deficiency (Figures 6A and 6B ). The defect in IL-17A production caused by Fas deficiency was fully rescued in Stat1
Fas À/À cells under both Th17 cell differentiation conditions, although the effect was more pronounced under IL-1b, IL-6, and IL-23 conditions than under TGF-b1 and IL-6 conditions ( Figures 6A and 6B) . Consistent with the known role of We next analyzed how Stat1 deficiency affects the gene expression defect observed in Fas À/À Th17 cells. Analyzing a pre-defined 250-gene signature of Th17-cell-related transcripts (Yosef et al., 2013) showed that deficiency of both Fas and STAT1 reverted many of the expression changes induced by Fas deficiency under Th17 cell conditions. We found that the reduced expression of Il17a and IL17f and the increased Figure 6E ) and histologically detectable CNS lesions (Figure 6F ). In line with the exacerbated development of EAE in Stat1 À/À mice (Bettelli et al., 2004) , recipients of Stat1 À/À cells developed severe EAE ( Figure 6E ) and a high number of histological lesions ( Figure 6F ) and had to be sacrificed early. (Harris et al., 2007; Mathur et al., 2007) , and humans with dominantnegative mutations of STAT3 develop hyper-immunoglobulin E syndrome, characterized by impaired Th17 differentiation and greater susceptibility to fungal infections (Ma et al., 2008; Milner et al., 2008) . STAT1 and STAT3 heterodimerize, and increased STAT1 signaling inhibit STAT3-dependent transcription-driving Th17 cells (Villarino et al., 2017) . Two recent studies demonstrated that STAT1 not only cross-inhibits STAT3-dependent transcription but also dictates the specificity of the cytokines signaling through both STAT1 and STAT3 (Hirahara et al., 2015; Peters et al., 2015) . Indeed, patients with STAT1 gain-offunction mutations show impaired Th17 cell responses and develop chronic fungal infections (Liu et al., 2011) . Thus, STAT3 loss of function and STAT1 gain of function both impair Th17 cell responses. We found here that Fas was critical for sequestering STAT1, therefore tipping the balance in favor of STAT3's promotion of the Th17 cell differentiation program. However, loss of Fas released STAT1, and we predict that this excessive availability of STAT1 in turn inhibits the Th17 cell gene program and promotes Th1 cell differentiation. Our data also suggest that Fas controls the differentiation of other Th cell lineages and could thus be a regulator of multiple Th cell lineages through cross-inhibition of STAT proteins.
We found Fas expression to be induced by activation alone and to be additionally regulated by cytokines. We identified TGF-b1 to actively represses Fas expression, which could explain why iTreg cell differentiation is unaffected by Fas deficiency and why Th17 cells generated with TGF-b1 and IL-6 are less affected than Th17 cells differentiated with IL-1b, IL-6, and IL-23. Consequently, Th1 cells are equipped with a greater density of ligand and receptor molecules than Th17 cells. However, cells co-expressing FasL and Fas do not die when sufficient survival signals are present, and Fas receptor binding can have pro-proliferative effects under suboptimal TCR stimulation conditions (Kennedy et al., 1999; Paulsen et al., 2011) . It could be under such conditions that Fas expression in Th cells limits commitment to the Th1 cell differentiation pathway by inhibiting STAT1 activation.
Several observations argue against a link between the defect of Th17 cell differentiation and lupus-like systemic autoimmunity in Fas À/À mice. First, Fas À/À mice were protected from EAE already at 6-10 weeks of age, which is before autoimmunity manifests on this genetic background (Cohen and Eisenberg, 1991) . Second, T-cell-specific Fas deficiency in Cd4 cre Fas fl/fl mice was sufficient to impair Th17 cell responses without triggering autoimmunity (Hao et al., 2004) . Third, limiting Fas deficiency to Th17 cells by utilizing an Il17a cre mouse line affected their function in a cell-intrinsic manner but did not induce autoimmunity (data not shown). We have thus demonstrated here that the ability of Fas to suppress lupus-like autoimmunity can be segregated from its Th17-cell-promoting function. Reciprocal and antagonizing development is an essential and common theme in the directed differentiation of Th cell lineages (Bettelli et al., 2006b; O'Shea and Paul, 2010) . Our previous transcriptional model predicted that positive regulators of Th17 cell differentiation would negatively affect other Th cell lineages and vice versa (Yosef et al., 2013) . How can this be achieved? On a cell-extrinsic level, cytokines produced by one subset can cross-regulate differentiation of the other, and evidence for this cell-extrinsic cross-regulation has been overwhelming (e.g., Zhu et al., 2010) . However, in this report, we have provided evidence of how this is achieved in a cell-intrinsic manner: Fas was induced during Th17 cell differentiation, sequestered STAT1, and thereby limited Th1 cell differentiation and indirectly promoted Th17 differentiation.
In conclusion, we have identified Fas as a cell-intrinsic switch that not only regulates apoptosis but also regulates competing differentiation pathways of Th cell subsets in a cell-intrinsic manner. Our study also provides a link between Fas and STAT1 signaling and a mechanistic explanation of why Fas À/À mice are resistant to EAE yet are susceptible to systemic autoimmunity.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
) mice, and Il17a tm1.1(icre)Stck /J (named Il17a cre ) were purchased from The Jackson Laboratories. C57BL/6-Fas tm1Cgn /J mice (named Fas fl/fl ) were described before (Hao et al., 2004) and were provided by Dr. Jin Wang, Baylor College of Medicine. C57BL/6-Tg(Tcra2D2,Tcrb2D2)1Kuch/J (named 2D2) mice have been previously described (Bettelli et al., 2006a 
Experimental Autoimmune Encephalomyelitis
Mice (6-10 weeks old) of both sexes at balanced ratio were immunized s.c. in the flanks with an emulsion containing the myelin oligodendrocyte glycoprotein (MOG) peptide MOG 35-55 (100 mg/mouse, Quality Controlled Biochemicals, >80% purity) and M. tuberculosis H37Ra extract (5 mg/mL, Difco Laboratories) in CFA (200 mL/mouse). Pertussis toxin (200 ng/mouse, List Biological Laboratories) was administered i.p. on days 0 and 2. Adoptive transfer EAE of Th17 cell differentiated 2D2 cells was performed as described (J€ ager et al., 2009) . Briefly, CD4 + CD44 low CD62L high CD25 À naive CD4 + T cells were purified by FACS sorting from 2D2 donor mice and cultured at 2 3 10 6 / mL in the presence of irradiated antigen presenting cells, soluble anti-CD3 antibody (2.5 mg/mL), IL-6 (30 ng/mL), TGF-b1 (3 ng/mL), anti-IFN-g antibody, anti-IL-4 antibody (both at 20 mg/mL) for 2 days. Cells were subsequently split when necessary using IL-23 (10 ng/mL) containing media for 3 additional days and then plated at 2 3 10 6 / mL onto plates coated with anti-CD3 / anti-CD28 (both at 2 mg/mL) in the absence of cytokines for 2 days. 5 3 10 6 cytokine producing cells as assessed on day 2 after initial plating were intravenously injected into C57BL/6 recipients (6-10 weeks old). Animals were sex Mice were monitored and assigned grades for clinical signs of EAE using the following scoring system: 0, healthy; 1, limp tail; 2, impaired righting reflex or ataxic gait; 3, hind limb paralysis; 4, total limb paralysis; 5, moribund or death.
Mice with a score of >4 were euthanized. If mice died during the course of the experiment, their clinical score of 5 was included in the analysis for the remainder of the experiment.
METHOD DETAILS Isolation of CNS-Infiltrating Mononuclear Cells
Mice were intracardially perfused with cold PBS. The forebrain and cerebellum were dissected and spinal cords flushed out from the spinal canal with PBS by hydrostatic pressure. CNS tissue was cut into pieces and digested with collagenase D (2.5 mg/mL, Roche Diagnostics) and DNase I (1 mg/mL, Sigma) at 37 C for 20 min. Mononuclear cells were isolated by passing the tissue through a 70 mm cell strainer, followed by a 70%/37% percoll gradient centrifugation. Mononuclear cells were removed from the interphase, washed and re-suspended in culture medium for further analysis.
CNS Histology
Histological analysis of CNS infiltration was performed as previously described (J€ ager et al., 2009) . Briefly, mice were sacrificed 28 days after EAE induction or adoptive transfer of T effector cells and brains and spinal cords were fixed in 10% neutral-buffered formalin. Tissues were processed routinely for paraffin embedment and slides were stained with Luxol fast blue-H&E stains. Inflammatory foci (R10 mononuclear cells) were counted in leptomeninges and parenchyma in a blinded fashion.
Enzyme-Linked Immunosorbent Assay
Secreted cytokines were measured after 96h of culture by sandwich enzyme-linked immunosorbent assay (ELISA) as previously described (J€ ager et al., 2009 ). The following antibody clones were used and purchased from Biolegend: IL-17A (TC11-18H10.1), IFN-g (R4-6A2), IL-17A (TC11-8H4, biotinylated), IFN-g (XMG1.2, biotinylated).
Flow Cytometry and Related Reagents
For intracellular cytokine staining, cells were stimulated for 4 hr at 37 C with phorbol 12-myristate 13-acetate (PMA, 50 ng/mL; Sigma), ionomycin (1 mg/mL; Sigma) and monensin (GolgiStop; 1 mg/mL; BD Biosciences). After staining for surface markers, cells were fixed and permeabelized according to the manufacturer's instructions (BD Biosciences). FoxP3 staining was performed without PMA and ionomycin and GolgiStop stimulation using FoxP3 staining buffer (eBioscience). Staining phosphorylated STAT proteins for flow cytometry was performed by fixing first with 4% paraformaldehyde, second with 90% methanol at À20 C and then using FoxP3 staining buffer as previously described (Peters et al., 2015) . All flow cytometric data were collected on a FACS Calibur or FACS LSR II (both BD Biosciences) and analyzed using FloJo analysis software v7.6.5 (Tree Star). The following antibodies (clone names in brackets) with different fluorochrome labels were purchased from Biolegend: anti-CD4 (RM4-5), anti-CD25 (PC61), anti-CD44 (IM7), anti-CD62L (Mel14), anti-CD90.1 (OX-7), anti-IL-17A (TC11-18H10.1), anti-IFNg (XMG1.2), anti-IL-5 (TRFK5), anti-CD45.1 (A20), anti-Va3.2 (RR3-16). The following reagents were purchased from BD and used following the manufacturer's instructions: anti-STAT1 pY701 (4a), anti-STAT3 pY705 (4/P-STAT3), anti-Vb11 (RR3-15), 7AAD, propidium iodide (PI), fluorochrome conjugated Annexin V, Annexin V staining buffer, intracellular cytokine staining kit, Apoptosis Detection Kit (APO-BRDU), Vybrant FAM caspase-8 assay kit. The following antibodies were purchased from eBioscience: anti-Foxp3 (FJK-16s), anti-IL-13 (eBio13A). Inhibitors for caspase 1 (Z-YVAD-FMK), caspase 3 (Z-DEVD-FMK), caspase 8 (Z-IETD-FMK), and of Fas to Fas ligand interaction (Kp7-6) were purchased from EMD Millipore. Kp7-6 was dissolved in H 2 O and used at 1mM final concentration.
Isolation and Differentiation of Naive CD4
+ T Cells CD4 + CD44 low CD62L high CD25 À naive CD4 + T cells were purified by FACS sorting following MACS bead isolation of CD4 + cells. Naive T cells were activated with plate-bound anti-CD3 (2 mg/mL, 145-2C11) and anti-CD28 (2 mg/mL, PV-1) antibody in 96-well (1 3 10 5 cells/well) or 24-well flat bottom plates. All antibodies for cell culture were provided by the Brigham and Women's Hospital Antibody Core Facility. In vitro T cell differentiation was performed for 96 hr. For non-pathogenic Th17 cell differentiation, cultures were supplemented with IL-6 (20 ng/mL) and TGF-b1 (2 ng/mL). For pathogenic Th17 cells differentiation cultures were supplemented with IL-1b (20 ng/mL), IL-6 (20 ng/mL) and IL-23 (10 ng/mL). Th1 cell differentiation was performed with IL-12 (20 ng/mL) and anti-IL-4 (11B11; 20 mg/mL). TNFa was used at 20 ng/mL. Differentiation of iTreg cells and Th2 cells were performed with TGF-b1 (5 ng/mL) and with IL-4 (20 ng/mL), anti-IL-12 (C17.8; 20 mg/mL), respectively. All cytokines were from R&D Systems.
Immunofluorescence Microscopy CD4 + CD44 low CD62L high CD25 À sorted naive CD4 + T cells were incubated on poly-L-lysine slides for 30 min in the presence of IL-6 (20 ng/mL), washed once with PBS, and fixed and permeabilized using Cytofix and Cytoperm (BD Biosciences) for 30 min. Samples were blocked with PBS/5% donkey serum (Abcam) overnight at 4 C and subsequently stained with primary antibodies diluted in PBS/5% donkey serum for 1 hr, followed by three wash steps with PBS. The secondary antibody was diluted in PBS/5% donkey serum and incubated for 1 hr. After additional three wash steps, cells were mounted using DAPI containing mounting medium (CST) and visualized with a confocal laser scanning microscope LSM710 (Zeiss) within 24 hr. All incubations were performed at room temperature unless indicated otherwise. Antibodies were: rabbit anti-pSTAT1 S727 antibody (clone D3B7, CST, 1:300), FITC conjugated donkey anti-rabbit (Jackson Immuno, 1:1,000), PE-conjugated mouse anti-pSTAT3 Y705 (clone 4/P-STAT3, BD, 1:300). Images were processed and quantified using ImageJ v1.47 (NIH). Five randomly chosen areas of each slide were photodocumented and 12 cells from each photo were randomly picked for analysis in a blinded fashion. For analysis of total protein content, randomly chosen cells were manually outlined and mean fluorescence was measured. For analysis of nuclear phospho-STAT, the nucleus was manually outlined in the DAPI and fluorescence overlay and nuclear fluorescence was quantified in the respective channel. Fluorescence intensity was quantified on a scale from zero (i.e., no intensity) to 255 (i.e., maximum intensity). All slides were processed in parallel and a minimum of 50 cells was analyzed per slide.
Constructs and Luciferase Assays
The pCMV-Stat1 and pCMV-Stat3 vectors containing mouse cDNA sequences were obtained from the PlasmID Repository of Harvard Medical School. The pCMV-Fas construct was generated by PCR amplifying the Fas cDNA from a mouse cDNA library of differentiated Th17 cells from C57BL/6 mice and cloning the fragment in to an empty pCMV vector using EcoRI/NotI sites. The coding region was verified by Sanger sequencing. The pGL4-Il17a luciferase reporter construct containing 2kb of the mouse Il17a promoter region was provided by Warren Strober (Addgene plasmid # 20124) (Zhang et al., 2008) . The Renilla construct was purchased from Promega.
EL4 cells (5 3 10 4 cells/well, 96 well flat bottom plate) were cultured in the presence of soluble anti-CD3 and anti-CD28 (each 1 mg/mL) and transiently transfected with Renilla control and pGL4-Il17a luciferase vectors using Fugene (Roche). Expression vectors (pCMV-Stat1, pCMV-Stat3, pCMV-Fas) were co-transfected at a range of concentrations (0, 10, 20, 40 ng/mL). Total transfected DNA amount was maintained constant at 125 ng/well by adding empty pCMV vector to substitute for expression vectors. 48 hr after transfection, luminescence was measured with the Dual-Luciferase Reporter Assay System (Promega). The Firefly luciferase activity was normalized to Renilla luciferase activity. Data were normalized between experiments as fold-change versus empty vector control.
RNA Quantification Using nCounter and qPCR Analysis
Gene expression was analysed using the nanostring method as previously described . Briefly, total RNA extracted using the RNeasy MicroKit (Quiagen) from >50,000 cells was hybridized for 16 hr at 65 C together with the predefined capture and reporter codeset. The samples were then transferred onto the nanostring cartridge using the nCounter prep station. Cartridges were read at maximum resolution. A set of 250 predefined Th17 cell-related transcripts was used (Yosef et al., 2013) . Transcripts were only considered if expression was >10 reads and differed >2.0-fold between experimental conditions. Data were calculated as fold regulation of wildtype. Visualization using heatmaps of nanostring data was performed using the GENE-E software. Gene expression was analysed using qPCR by extacting mRNA and reverse transcribing RNA into cDNA using the MultiMACS cDNA Synthesis Kit (Miltenyi) following the manufacturer's instructions. cDNA served as template in TaqMan based qPCR analysis run on a ViiA7 (LifeTechnologies). TaqMan predesigned primer and probe mixes for the indicated transcripts were purchased from Applied Biosystems.
RNA Sequencing
For RNA-seq, total RNA was purified from naive T cells differentiated in the presence of either no cytokines or TGF-b1 (2 ng/mL) and IL-6 (20 ng/mL) for 48 hr using the RNeasy kit (Quiagen) including DNaseI treatment. Preparation of cDNA libraries for sequencing was performed using the RNA ligation method as previously described (Levin et al., 2010) . Briefly, 1 mg of total RNA was polyA-selected twice using oligo-dT beads, then Zinc fragmented, DNase treated, and dephosphorylated. Then 3 0 RNA-adapter was ligated to the dephosphorylated RNA using T4 RNA Ligase and first strand cDNA synthesis was performed using rTd primers and Affinity Script reverse transcriptase. RNA was then hydrolyzed using NaOH. After clean-up, 5 0 adapter was ligated to the cDNA and the cDNA was PCR amplified using adapter-complementary primers. Clean-up steps in between reactions were performed using Silane beads. Sequencing was performed on an Illumina HiSeq 2000.
Transcriptional and Gene Set Enrichment Analysis
Differential expression analysis was performed with the Tuxedo Suite. Specifically, we used TopHat (Trapnell et al., 2009 ) (version 2.0.10), running Bowtie (Langmead and Salzberg, 2012 ) (version 2.1.0.0) to generate alignments to the mouse genome assembly version 9 (mm9). These were used as input to the Cuffdiff (Trapnell et al., 2010) (version 2.1.1) program for differential expression computations. We used Gene Set Enrichment Analysis (GSEA) to identify gene sets enriched in the RNA-seq data (Subramanian et al., 2005) . Specifically, we used the pre-ranked analysis mode, with differentially expressed RNA transcripts ranked by test statistics derived from Cuffdiff. The most significantly over-expressed genes were at the top of the ranked list, while the most underexpressed were at the bottom. We used curated gene sets from pathway databases as available in the Molecular Signature Database (MSigDB) (Subramanian et al., 2005) .
Inferred Transcriptional Regulators
We inferred transcriptional regulators responsible for the observed differential pattern of transcription using several approaches. First, we gathered known mouse TFs from the MGI databases (Eppig et al., 2015) (www.informatics.jax.org) using the Gene Ontology term ''DNA binding.'' Then, in the direct approach, we identified all differentially expressed (DE) TFs in our data using FDR assignment from Cuffdiff (Trapnell et al., 2010) . However, TFs causal for differential expression do not have to be differentially expressed themselves at the time point of mRNA expression measurement. Therefore, we searched for differentially expressed genes with binding motifs in their promoters that are associated with known TFs. This was accomplished by first downloading TRANSFAC (Matys et al., 2006 )-based TF motifs and corresponding regulated gene lists from MSigDB. Next, using a Kolmogorov-Smirnov (KS) test we assessed the enrichment of each gene list among expressed genes (FPKM > 3) ordered by DE statistic scores. We used a more stringent FDR algorithm (Benjamini and Yekutieli, 2001 ) for multiple hypothesis testing correction to better address non-independent tests due to overlapping gene lists. In addition, we used the GSEA algorithm (pre-ranked mode) to identify candidate transcriptional regulators in our data using gene modules and their regulators derived from the Ontogenet model, based on ImmGen (www.immgen. org) consortium data.
Protein-Protein Interaction Data and Network Reconstruction
We used a network analysis approach to predict which TFs were most likely affected by Fas given public protein-protein interaction databases and RNA-seq data generated in this study.
We started with a background PPI network collected from the BioGRID (version 3.2.116), HPRD (release 9), and PhosphoSite (2014-09-03) databases. We selected data obtained from human and mouse systems. In BioGRID, we used the following data types: Affinity Capture (except RNA), Biochemical Activity, Co-crystal structure, Co-localization, FRET, Far Western, PCA, Protein-peptide, Proximity Label-MS, Reconstituted Complex, Two-hybrid. From HPRD we used in vivo and two-hybrid data. In this study, we were interested in intracellular paths; therefore, we removed secreted proteins (according to UniProt annotations). Overall, we obtained 107,573 interactions across 12,324 proteins.
Next, we noted that network analysis cannot be accomplished trivially by looking up the TFs (DNA-binding proteins) in the network neighborhood of Fas, as there were only 4 of them that were directly connected (Casp8ap2, Trp63, Mbd4, Rara), while as many as 191 were connected by at most one intermediate node ( Figure 4E ) and 766 by two nodes. We therefore ranked the TFs based on the strength of network support for paths connecting them with Fas. We scored those paths based on support by both expression data and better prior knowledge. To assign scores, we noted that protein-protein interaction databases collect interactions that were observed in different cell types (and species), under differing experimental conditions, using various assays, etc. Therefore, a path connecting two proteins is just a possibility that does not have to hold in a specific system being studied. We observe, however, that each additional path linking two proteins increases the chances that the proteins do influence each other. We therefore computed and scored all paths (containing no more than two intermediate nodes) connecting Fas to any other TF in mouse genome. Each path score reflected our approximate belief that path proteins actually participated in carrying the signal between terminal nodes. Thus, the weight of an edge was set to w e = s 3 À 1 À ð0:25Þ n Á ;
where n is the number of publications supporting the interaction, 0.25 indicates assumed probability of the interaction being false despite the measurement (59,162 interactions in our network were supported only by two-hybrid or affinity capture MS), and s is an estimate that the interaction takes place in our particular system assuming that interacting proteins are expressed. We set the node weight as a product of two components w n = w n1 w n2 . w n1 reflected our belief that a given protein was actually expressed in our system and was set to: w n1 = 0:05 + 0:95ð1ÀexpðÀFPKMÞÞ; where 0.05 indicates the assumed probability of a protein being expressed despite an observed RNA-seq FPKM equal 0, and the entire formula provides for a rapid increase with increasing FPKM. The second component, w n2 reflected the belief that a protein was actively involved in expression changes due to Fas deficiency. For network nodes that were not known to be TFs we used a uniform weight of 0.1. We estimated the chances that a given TF was one of the causal ones for the observed differential expression phenotype in two ways: (1) using enrichments of known DNA-binding motifs and (2) direct measurements of differential expression (described in Inferred Transcriptional Regulators above). We used minimum FDR from two approaches in the weight computation w n2 = 0:5ð1ÀminFDRÞ + 0:1 minFDR; where 0.5 indicates the assumed probability that the TF node is active when assessed as differentially expressed or having a binding motif associated with DE genes, and 0.1 otherwise (the node weight for Fas was set to 1). We did not distinguish between positively and negatively differentially expressed genes to allow for possible negative regulation. We computed the network path score as a product of node and edge weights (this score ranges between 0 and 1 by definition). The sum of path scores between Fas and a TF reflected the evidence that Fas could influence it. We avoided independently estimating s by separately estimating the influence evidence for paths of specific length. Stat1 had the highest influence score with network paths of having one intermediate node (Figure 4E ) and the second highest (after Jun) for paths with two intermediate nodes (Table S1) .
We estimated the statistical significance of influence scores using randomized networks. We shuffled edges between nodes, while preserving node degrees (Maslov and Sneppen, 2002) and also shuffled node weights. We obtained one thousand randomized networks in this way, and in each of them computed influence scores. For each TF we computed the corresponding empirical p value (Table S1 ).
Co-immunoprecipitation and Western Blotting
For DISC assembly, 1 3 10 8 EL4 cells or 5-7 3 10 7 MACS sorted primary mouse CD4 + cells were stimulated for 15 min with either biotinylated anti-Fas antibody (Jo2, 2.5 mg/mL) and streptavidin (5 mg/mL, Thermo Scientific) or with multimerized recombinant human Fas ligand (aa 139-281) fused at the N terminus to mouse ACRP30headless (aa 18-111) and a FLAG-tag (MegaFasL, Adipogen) at a final concentration of 100 ng/mL as indicated in the figure legends. MegaFasL was dissolved in H 2 O that was used as vehicle. For immunoprecipitation (IP) experiments, cells were then washed twice with ice-cold PBS, lysed in ice-cold IP buffer containing 30 mM Tris HCL, 1% Triton-X100, 150 mM NaCl, 2 mM EDTA, 10% glycerol, 1 mM PMSF, phosphatase inhibitors (HALT, Thermo Scientific) and protease inhibitors (Roche). Immunoprecipitation was performed immediately after lysis using protein G magnetic Dynabeads (Life Technologies) with three consecutive washes with IP buffer. For phosphorylation studies, sorted naive T cells were stimulated with the cytokines as indicated, then washed with PBS, and either lysed in IP buffer or cytoplasmic and nuclear fractions were extracted using NE-PER reagents (Thermo Scientific) following the manufacturer's protocol. For western blotting, proteins were denatured in the presence of b-mercaptoethanol, separated on pre-cast 4%-12% Bis-Tris SDS-polyacrylamide gels and transferred onto PVDF membranes. Membranes were blocked with 5% non-fat dry milk (Bio-Rad) in TBS-T and primary and HRP coupled secondary antibodies were diluted at 1:1000 in 5% BSA in TBS-T. Detection was performed using ECL substrate (Thermo Scientific) and radiography films. Antibodies for western blotting were purchased from Cell Signaling Technologies: rabbit anti-STAT1, rabbit anti-S727-phospho-STAT1 (D3B7), rabbit anti-Y701-phospho-STAT1 (58D6), rabbit anticFlip (D16A8), rabbit anti-Y705-phospho-STAT3 (D3A7), rabbit anti-STAT3 (D3Z2G), rabbit anti-STAT4 (C46B10), mouse anti-b-Actin (8H10D10), rabbit anti-GAPDH (D16H11), rabbit anti-TBP; or Santa Cruz: goat anti-FADD (M19), rabbit anti-FADD (H-181); or EMD Millipore: rat anti-Fas (7C10); or BD: hamster anti-Fas (Jo2). HRP conjugated secondary antibodies against heavy and light chain were: preadsorbed goat anti-rabbit IgG (Abcam), rabbit F(ab')2 Anti-Goat IgG (Southern Biotech), horse anti-mouse IgG (Cell Signaling), goat anti-rat IgG (Santa Cruz).
QUANTIFICATION AND STATISTICAL ANALYSIS Statistics
Detail regarding the statistical analyses can be found in the figure legends. The term n indicates the number of biological replicates in each experiment (e.g., number of experimental animals). Box-whisker plots or line-whisker plots indicate mean ± SEM unless indicated otherwise in the figure legend. The percentage of cytokine positive cells in in vitro differentiations was compared using Student's t test for paired samples. All other results were analyzed by unpaired Student's t test. p < 0.05 was considered significant. Statistical analysis was performed using GraphPad Prism 5.0.
DATA AND SOFTWARE AVAILABILITY
RNA-sequencing raw data have been deposited in the Gene Expression Omnibus (GEO) under accession number GEO: GSE111244.
