Abstract. In this paper, we consider a stochastic anisotropic model for medical image. We model textures by Anisotropic Fractional Brownian Fields (AFBF) which are Gaussian random fields obtained as anisotropic generalizations of the Fractional Brownian Field. The main difficulty with this modeling consists in the estimatation of the anisotropy. We recall here theoretical results obtained in [2, 5] to construct consistent estimators for the texture anisotropy analysis. These results allow us to propose statistical tests for deciding if a texture modeled by an AFBF is clearly anisotropic. We apply them to Full-Field Digital Mammograms and show that about 60 percent of textures can be considered as anisotropic with a high level of confidence. We finish this paper with preliminary results on trabecular bone x-ray images. In [4], a fractal analysis based on isotropic Fractional Brownian Fields was proposed to characterize bone microarchitecture. Our first results suggest that anisotropic models are also relevant for the statistical analysis of this microarchitecture. 
Introduction
In medical image analysis, many authors tried to characterize texture roughness by the fractal dimension of images. For instance, it was used for the characterization and classification of the mammogram density [9] and for the assessment of breast cancer risk. More recently, we [4] linked the fractal dimension of radiographic images with the bone architecture alteration for the evaluation of an osteoporotic fracture risk.
The stochastic model beyond fractal analysis is the Fractional Brownian Field (FBF), which is a multidimensional extension of the famous fractional Brownian motion introduced by Mandelbrot and Van-Ness [20] , with fractal dimension determined by its so-called Hurst parameter. However the fractal analysis with FBF models, which is isotropic by definition of H, is not completely satisfactory for some applications, since it does not reveal texture anisotropy, which can be an important predictor for diagnostic.
Therefore we consider anisotropic generalizations of FBF such as the anisotropic fractional Brownian field [6] .
The Hurst parameter is replaced by a function that characterizes the model anisotropy. We briefly recall main properties of these fields in Section 1. Then, in Section 2, we consider anisotropic tests as introduced in [22] , based on a parametric estimator constructed in [5] . Finally, in Section 3, we consider two applications to medical images. The first one concerns mammograms. We show that AFBF models are well-suited for the modeling of mammogram texture density: our anisotropic tests reveal that about 60% of mammograms are not isotropic with a high level of confidence. The second application is related with the problem of early diagnosis for osteoporosis. In [4] , fractal analysis of bone radiographs is coupled with bone mineral density to improve the fracture risk evaluation. We present how we applied our estimators to bone radiographs and show some preliminary results emphasizing the anisotropy of the bone microarchitecture.
Anisotropic fractional Brownian field

Gaussian fields with stationary increments
Let (Ω, A, P) be a probability space. A d-dimensional random field X is a map from Ω × R d into R such that X(·, y) := X(y) is a real random variable on Ω for all y ∈ R d . When d = 1, such a field is called a random process and can be used to model a signal. We will be mainly interested in the case d = 2 for which the random field X can stand for the gray level of an image. We say as usual that a random field is Gaussian if any finite linear combination of its associated random variables is a Gaussian variable. A centered Gaussian field X is characterized by its covariance function: (y, z) → Cov(X(y), X(z)). A field X has stationary increments if the law governing the field X(· + z) − X(z) is the same as X(·) − X(0) for all z ∈ R d . This property is often used to model homogeneous media. Moreover a centered Gaussian field X with stationary increments is characterized by its variogram, which is defined by
Using a generalization of Bochner's Theorem, some of centered Gaussian fields with stationary increments have a variogram of the form
where f is a positive function such that R d 1 ∧ |ζ| 2 f (ζ)dζ < ∞, which is called the spectral density. Such fields are referred to as Gaussian Fields with Spectral Density (GFSD).
In [6] , Bonami and Estrade define anisotropic fractional Brownian fields (AFBF) by taking spectral densities which are of the form
where h is a map taking values in (0, 1) and defined for any direction θ of the unit sphere S 
with c H,d a positive constant. It is straightforward to see that the law of B H is then rotation invariant which means that B H is isotropic. Moreover the homogeneity of the variogram induces the famous self-similarity property of the FBF:
where f dd means equality for finite dimensional distributions. Lots of fractal properties follow from this scaling behavior. In particular, using Kolmogorov-Centsov criterion [15] 
while for any α ∈ (H, 1), almost surely the sample paths of B H fail to satisfy any uniform Hölder condition of order α.
From an image point of view (d = 2), the critical Hölder exponent is related to the roughness of the texture.
The texture is as rough as the field regularity H is small.
Note also that the critical Hölder exponent H of a FBF B H is related to the Hausdorff and Box-counting
almost surely, for any T > 0 (see [11] for the dimension definitions and proofs).
Actually, in the more general setting of GFSD, all this properties can be deduced from the local behavior of the variogram around 0 (7) or from the asymptotic behavior of the spectral density at high-frequencies (6).
Hölder regularity
Let us introduce some useful notations. For any H ∈ (0, 1), if f is a spectral density satisfying: for any ε > 0 there exists A, B 1 , B 2 > 0 and a positive-measure subset
we note f (ξ)
In the same vein, for any H ∈ (0, 1), if v is a variogram satisfying: for any ε > 0
we note v(y) 0 |y| 2H . We recall here Theorem 2.1 of [22] , proved in [6] .
Theorem 1.1. Let X be a GFSD with spectral density f and variogram v. Let H ∈ (0, 1).
In particular, this shows that the critical Hölder exponent of X an AFBF is equal to the minimal value H of the Hurst index function h on S d−1 :
since it is straightforward to see that its spectral density given by (3) satisfies (a) of Theorem 1.1. The critical
Hölder exponent H of an AFBF will be called the minimal Hurst index. Let us mention that an AFBF will also satisfy (5) with H its minimal Hurst index. Therefore the minimal Hurst index characterizes the AFBF texture roughness, but being direction-independent, it does not capture any anisotropic feature of an AFBF.
In attempt to characterize the anisotropy of an AFBF, one could propose to study the field along oriented straight lines. Let X be a a GFSD defined on R d , then for any direction θ ∈ S d−1 and y 0 ∈ R d the restriction {X(y 0 + tθ); t ∈ R} of X along the line y 0 + Rθ defines a Gaussian process with spectral density (GFSD with
where f is the spectral density of X and θ ⊥ denotes the hyperplane of R d orthogonal to the direction θ. Let Therefore Theorem 1.1 implies that the critical Hölder exponent H θ of the process {X(t 0 + tθ); t ∈ R} equals H in any direction θ.
In order to reveal anisotropy, the authors of [6] proposed to study windowed Radon transforms. For X a GFSD defined on R d and any direction θ ∈ S d−1 , they give a rigorous definition of the process R θ X obtained as windowed Radon transform of X in the direction θ
where ρ is a window function of the Schwartz class. R θ X also defines a Gaussian process with spectral density given by
Note that this transform has a smoothing effect and we use an extended definition of the Hölder regularity which has a meaning when H ≥ 1 [6] . We say that a Gaussian process Y = {Y (t); t ∈ R} admits H ∈ (n, n + 1)
as critical Hölder exponent for some n ∈ N if Y is n times mean square differentiable in the sense of [1] and the process Y (n) admits H as critical Hölder exponent. Then Theorem 2.2 of [22] can be formulated as follow.
Theorem 1.2. Let Y be a Gaussian process with spectral density f and variogram
Proposition 2.1 of [5] shows that when X is an AFBF with directional Hurst index h one has R θ f (p)
2 as critical Hölder exponent.
Estimation and anisotropy test
Among numerous estimators constructed to estimate the Hurst parameter of a fractional Brownian motion we choose estimators based on generalized quadratic variations as studied in [14, 16] .
Generalized quadratic variations
Let H ∈ (0, 1) and B H a fractional Brownian motion on R. We assume to observe N + 1 equispaced points of X p we have
. However this sequence is ergodic only if
One can overcome this restriction by considering second-order increments (see [14] for instance).
For Y = {Y (t); t ∈ R} a Gaussian process with spectral density we consider the stationary sequence of second-order increments of Y with step a as
p∈N is ergodic for any H ∈ (0, 1) and this can be generalized to
Therefore we will consider the generalized quadratic variations of Y defined as
from the observation of {Y
We refer to [14] , respectively Proposition 1.3 of [5] , for assumptions on the variogram, or on the spectral density of Y to ensure the convergence of (14) to H with asymptotic normality.
Anisotropy test
In this section we consider X = {X(y); y ∈ R 2 } an AFBM in R 2 with a spectral density f satisfying (3) for
with 0 < c 2 ≤ c −1
we write X 
where H = essinf (2) log
and establish the following result.
Proposition 2.1. Let X be an AFBF with directional Hurst index h satisfying (15) . Let N ≥ 1 and e ∈ {1, 2}.
Then, for H = essinf
(h) and some γ > 0, we get
We use windowed Radon transform (10) to estimate h 1 and h 2 . For ρ ∈ S(R) a window, let us denote R 1 X, respectively R 2 X, the windowed Radon transform of X in the direction (0, 1), respectively in the direction (1, 0), as defined by (10) . From Theorem 2.3 of [5] and Theorem 3.1 of [22] we can consider the following estimators defined for e ∈ {1, 2}.
Proposition 2.2. Let X be an AFBF with directional Hurst index h satisfying (15) . Let N ≥ 1 and e ∈ {1, 2}.
Moreover, for some γ > 0
We can therefore consider the statistical asymptotic hypothesis test for testing the assumption H 0 :
anisotropy). Our test statistic is naturally defined by
By Proposition 2.1, under the assumption H 0 we have
Hence, we define the form of an hypothesis rejection interval (of confidence level α) as
where c α stands for (1 − α/2)-quantile of the centered and normalized Gaussian distribution.
Implementation
We consider an image (I(n, m) ) 0≤p1,p2≤N −1 of size N ×N as a realization of an AFBM over a grid
with spectral density satisfying (15).
As in [2] , we approximate R 1 X, resp. R 2 X, the windowed Radon transform of X in the direction (0, 1), resp.
(1, 0)., by Y 1 , resp. Y 2 , the discrete row, resp. column, average of the observations of X:
for any 0 ≤ p 1 , p 2 ≤ N − 1. Due to the Hölder regularity of X, we can find an upper bound for the error of the Radon's transform discretization. Actually, for any r < H = essinf
(h), one can find C > 0 such that almost surely, for any e ∈ {1, 2} and 0
In order to neglect this error compared to the estimation of h e + 1 2 , which is the regularity of R e X, the trick is to subsample Y e . We note V ν,a (·) instead of V N/2 ν ,a (·), for ν ≤ log 2 (N ). Following the same lines as [2] , we can prove that for any r < H = essinf S 1 (h), one can find C > 0 such that almost surely, for any e, a ∈ {1, 2}
which corresponds to the error of approximation, considerinĝ
instead of h e given by (17) . We can define an empirical statistical test for testing the assumption H 0 : for ν. We set empirically these two parameters [5, 22] , considering exact synthesis for fractional Brownian fields obtained using Stein method [23] . We evaluated the accuracy and the precision of each estimator on a dataset of 7 subsets of 1000 FBF of size 512 × 512 generated using Stein method for H ∈ {0.1, . . . , 0.7}. The accuracy of an estimator on a given set was obtained by averaging parameter estimates over the set and subtracting the true parameter value; it is the empirical bias of the estimator. The precision of an estimator on a given set was defined as the standard deviation of parameter estimates over the set. Accuracy and precision are both Figure 2 shows that accuracy and precision both depends on the estimator sampling factor. The precision becomes worse and worse as the sampling factor increases. However, when the sub-sampling factor is fixed, the precision does not vary significantly when values of the estimated index are changed. For any fixed sampling factor below 4, the precision variations are of order 0.05. Concerning the accuracy, estimators tend to underestimate the real index value and the underestimation bias increases as the index value decreases, which is due to the discretization of the Radon transform. For any estimated index value H, the accuracy further varies as a function of the sampling factor and reaches an optimum for a sampling factor value ν opt (h). The accuracy optima are almost the same for the different index values. However, the optimal sampling values ν opt (h) are different: it is higher for low index values than for high index values. Considering index values altogether, the best accuracy seems to be reached for ν = 2. In this case, the estimation error is below 0.05 for all index values varying between 0.2 and 0.8 and around 0.13 for the index value 0.1. The precision achieved for the same sampling factor ν = 2 is about 0.1. The sampling factor ν = 2 gives a good compromise between accuracy and precision and will be used to measure directional indices in applications.
For comparison, Table 1 shows the accuracy and the precision of the line-based estimator for the Hurst index given by (16) . We evaluated the accuracy and precision of the estimation of the Hurst index difference by the Table 1 . Line-based estimation of global Hurst index on FBF simulated using the Stein method. Figure 3 . At the opposite of results of Figure 2 for a single estimator, accuracy and precision do not vary significantly with H. Since precision is better for ν = 0 (around 0.8) we consider the rejection interval given by
We reported in Table 2 the value p of percentage of simulations for which we can reject isotropy assumption 
where c is a positive constant which will be fixed empirically, under assumption H 0 .
We evaluated the accuracy and precision of the estimatorsδ ν = | max(ĥ does not vary significantly according to h. However, we observe that they are slightly lower than the standard deviations of the previous statisticsd ν . Since accuracy is better for ν = 2 we consider the rejection interval given by
We reported in Table 3 the value p of percentage of simulations for which we can reject isotropy assumption H 0 , evaluated on exact synthesis of FBF (h 1 = h 2 = H) and on approximated simulations of AFBM (max(
On isotropic simulations, tests produce few errors, whatever the value of the minimal Hurst index, but as for the first test, results are slightly better when the Hurst index is high. On anisotropic Table 3 . Percentage of simulations for which we can reject isotropy assumption H 0 according to (24), evaluated on exact synthesis of FBF (h 1 = h 2 = H) and on approximated simulations
simulations, the test is not efficient when Hurst index differences are below 0.2. However, it becomes reliable when differences are above 0.4.
Application to medical images
Mammogram
In this section, we apply this methodology on mammograms and study the relevance of an anisotropic model for the characterization of the textures of these images. Our database has a total of 58 cases, each case being (21)). We also estimated the minimal Hurst index H = min(Ĥ 01 ,Ĥ 02 ) using the line-based estimators given in (16) . Note that in mammograms, vertical (row) and horizontal (column) directions (labeled 1 and 2) correspond to directions perpendicular and parallel to the chest wall, respectively. respectively. On average, the mammograms seems slightly smoother in the direction parallel to the chest wall than in the perpendicular one. Besides, ranges of minimal and directional Hurst indices are not the same. This is partly due to differences in precision of index estimators. However, since the range difference is above the precision, this also indicates a texture anisotropy. On these figures, we plotted histograms of estimators which are used in the different anisotropy tests, and
represented the rejection bounds of these tests by red dash lines.
Similarly to [8, 12, 13] , our experiments confirm the relevance of fractional Brownian models for the characterization of the mammogram density. However, they also reveal that the isotropy assumption which is behind the mammogram modeling of [8, 12, 13] is not valid in many cases: around 60 percents of the mammogram textures we studied could be considered as anisotropic with a high level of confidence. Hence, we conclude that AFBF model is more realistic and relevant than the isotropic FBF model for the description of FFDM textures.
Trabecular bone x-ray images
Results of [4] suggest that fractal analysis of radiographic trabecular bone radiographic images is a good indicator of the alteration of the bone microarchitecture. In association with bone mineral density, fractal analysis improves the fracture risk evaluation. However, since this analysis is based on an isotropic model, it does not reveal bone texture anisotropy which is of special interest for the diagnosis of osteoporosis [7, 10] .
In this section, we consider our estimators on trabecular bone x-ray images. Our study involved 291 cases of post menopausal women, 181 were considered as control cases and 110 as osteoporotic fracture cases. The images have been produced in the INSERM U658 (Orleans, France). The radiographs were obtained on calcaneus with a direct digital X-ray prototype (BMA TM , D3A Medical Systems, Orleans, France) having the following characteristics: focal distance 1.15 m and X-ray parameters 55 kV and 20 mAs. The high-resolution digital detector integrated into the device prototype had a 50 µm pixel size, providing a spatial resolution of 8 line pairs per millimeter at 10% modulation transfer function [18] . In each image, we considered a region of interest (ROI) of size 400 × 400 pixels. As illustrated on Figure 9 , we then apply a high-pass filter to images. This filter is intended to remove the local trend of the images and increase the homogeneity of images in low frequencies.
Indeed, we observed that low frequency inhomogeneities could cause sharp variations in Radon transforms and reduce significantly the regularity of these projections. The filtered image was obtained by substracting the image convolved with a gaussian low-pass filter to the original image. by an oriented fractal analysis [3] : following 36 directions, 100-300 parallel lines are modeled by fractional
Brownian motion for which the Hurst parameter is estimated by the maximum likelihood estimator [19] . For each images a mean parameter H mean is obtained by averaging the parameters estimated in the 36 directions.
As shown in Figure 10 , line-based estimates of the Hurst index in horizontal directionĤ 01 is significantly greater than those in vertical directionĤ 02 . Since line-based restrictions of AFBF have same Hurst indices in all directions, this result shows that bone radiographs cannot be exactly considered as realizations of AFBF realizations. Such a result can be viewed as a direct evidence of the image anisotropy. These preliminary results emphasize the anisotropic nature of bones x-ray images. We believe that our statistical tools developed for AFBF estimation should also be helpful for bone radiographs characterization.
