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We present a method for spatially resolved multiphoton counting based on an intensified camera with
the retrieval of multimode photon statistics fully accounting for non-linearities in the detection process.
The scheme relies on one-time quantum tomographic calibration of the detector. Faithful, high-fidelity
reconstruction of single- and two-mode statistics of multiphoton states is demonstrated for coherent states
and their statistical mixtures. The results consistently exhibit classical values of Mandel and Fano param-
eters in contrast to raw statistics of camera photo-events. Detector operation is reliable for illumination
levels up to the average of one photon per an event area, substantially higher than in previous approaches to
characterize quantum statistical properties of light with spatial resolution. c© 2018 Optical Society of America
OCIS codes: (030.5260) Photon counting; (270.5570) Quantum detectors; (270.5290) Photon statistics.
Spatial degree of freedom of light is a vital and appli-
cable resource to realize many quantum protocols [1, 2].
In parallel, photon number resolved detection becomes
increasingly important in quantum protocols [3–5]. In
both cases dedicated diagnostic techniques need to be
developed. So far, multiphoton states of light have been
investigated with the use of photon number resolving
(PNR) detectors such as loop detectors [6, 7], multip-
ixel photon counters [8] or transition-edge sensors [9]. In
parallel recent advances in camera systems enabled ex-
periments in entanglement imaging [10,11], ghost imag-
ing [12] and sub-shot noise imaging [13]. Single photon
sensitive cameras such intensified CCD (ICCD) and elec-
tron multiplied CCD (EM CCD) have been also utilized
as PNR detectors however their use was severely lim-
ited to low illumination levels imposing trade-off between
high-spatial resolution or PNR capability [10,14–17].
In this Letter, we introduce and demonstrate exper-
imentally a versatile method to measure quantum sta-
tistical properties of optical radiation with spatial and
photon number resolution. The method utilizes a sin-
gle photon sensitive camera whose pixels are grouped
at the post-processing stage into tiles – “macropixels”
that provide photon number resolving capability. Indi-
vidual tiles are calibrated using techniques developed
for quantum detector tomography [18, 19] which fully
take into account the non-linear response of the cam-
era, including saturation effects. Our approach extends
the operation of the detector to substantially higher il-
lumination levels than could be handled in previous ex-
periments [10, 14–17]. In most of these works, the raw
statistics of camera photo-events was directly identified
with the input photon number distribution. Such an as-
sumption misinterprets cases when two or more photons
generate a single photo-event, leading to artificial non-
classical effects in photon statistics [20] when the de-
tector is illuminated with classical light. Moreover, joint
measurements at multiple spatial locations can yield sub-
Poissonian correlations for such classical input states. As
a result, unambiguous verification of non-classical fea-
tures of detected radiation becomes difficult if not impos-
sible. Our method avoids these issues altogether by to-
mographic calibration of the detection process in a single
experimental run and appropriate raw data processing.
Characteristics of the detector such as the effective spa-
tial resolution and the accessible photon number range
can be defined at the postprocessing stage.
Our experimental setup, depicted in Fig. 1(a) is based
on an intensified sCMOS (I-sCMOS) camera which op-
erates similarly to conventional ICCD cameras. Incident
photons induce photoelectron emission at the photocath-
ode of the image intensifier. Each generated photoelec-
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Figure 1. (a) Schematic of the detection on intensified
sCMOS camera. (b) Camera detection area with photo-
events bright spots is arbitrarily divided on tiles array in
postprocessing stage. (c) Operation procedure initialized
by one-time tomographic calibration yields conditional
probabilities Πk|n for each tile. Πk|n allow to reconstruct
initial photon number distributions fn from raw photo-
events statistics ck in subsequent measurement runs.
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Figure 2. Exemplary operation of a single tile. (a) Photo-
events statistics ck measured with coherent state illumi-
nation versus mean number of photons 〈n〉 = η〈m〉. (b)
Mean 〈k〉 and variance 〈(∆k)2〉 of photo-events. Fit to
the model Eq. (3) yielded N = 3.8. (c) Quantum de-
tector tomography [18, 19] resulted in conditional prob-
ability values Πk|n fully determining the tile operation.
tron initiates a macroscopic avalanche in a micro-channel
plate, subsequently converted into an intense localized
flash on the phosphor screen. Flashes are registered as
5-pixel full width at half maximum spots on a sCMOS
sensor. A typical image on the sensor is shown Fig. 1(b).
The average intensity of the brightest pixel is approx.
500 times higher than the camera noise level. A spot is
identified in real time by software as an individual photo-
event via its central pixel which has to be brighter than
all its neighbors up to a three pixel radius, and to exceed
the noise level at least five times. The precise location of
the spot is found by fitting a two dimensional paraboloid
to the logarithm of the pixel intensity within the same
three pixel radius.
The spatial resolution of the detection system is de-
fined at the postprocessing stage by dividing the acqui-
sition region into tiles, as exemplified in Fig. 1(b). Each
tile, labeled with an index i, will be treated as a PNR
quantum detector described by a conditional probabil-
ity distribution Π(i)k|n which relates the number k of reg-
istered photo-events to the number n of incident pho-
tons that generated photoelectrons. For a single tile, the
photo-event statistics c(i)k depends on the photon number
distribution f (i)n through a standard expression
c
(i)
k =
∑
n
Π
(i)
k|nf
(i)
n . (1)
This formula can be readily generalized to multiple tiles,
which e.g. for a pair of tiles (i1, i2) takes the form
c
(i1,i2)
k1,k2
=
∑
n1,n2
Π
(i1)
k1|n1Π
(i2)
k2|n2f
(i1,i2)
n1,n2 . (2)
where c(i1,i2)k1,k2 and f
(i1,i2)
n1,n2 are respectively the joint photo-
event statistics and the joint photon number distribu-
tion. If the input state of light is known, the relation
given by Eq. (1) can be applied to find the conditional
probabilities Π(i)k|n using the general methods of quantum
detector tomography (QDT) [18,19]. Resorting to QDT-
based calibration fully takes into account the specifics of
the camera operation and extends the ability of the setup
to resolve higher photon numbers. Once the coefficients
Π
(i)
k|n are found in a one-time procedure, Eqs. (1), (2) and
their multidimensional generalizations can be used to re-
construct spatially resolved photon number distributions
from joint photo-event statistics. The operation proce-
dure is summarized in Fig. 1(c).
In order to perform QDT we used as probe states
100 ns–10 µs laser pulses excised from an acousto–optical
modulator from a continuous wave laser beam operating
at a wavelength 795 nm. The quantum efficiency of the
photocathode at this wavelength was measured to be
η = 20%. The laser beam was attenuated by a set of
calibrated neutral density (ND) filters and its power was
monitored on calibrated photodiode along all measure-
ments. The beam was shaped into circular flat-top pro-
file uniformly illuminating the acquisition region. Post-
selected parts of the region served as model tiles. For
an individual tile we measured the photo-event statistics
ck, its mean 〈k〉 and variance 〈(∆k)2〉 for different mean
number of incoming photons 〈m〉 as presented in Fig. 2
(a-b). The plots are parametrized with the number of
incoming photons 〈m〉 related to the number of gener-
ated photoelectrons 〈n〉 = η〈m〉. Each data point was
obtained from acquisition of 104 frames.
We found that the mean number of photo-events 〈k〉
fits to the model of N on-off detectors with QE = η
uniformly illuminated by coherent state [21]:
〈k〉 = N(1− e−η〈m〉/N ). (3)
Here the fit parameter N plays a role of the equivalent
number of on-off detectors related to the single photo-
event spots areas. N is proportional to the tile size which
in our system is approximately N × 25 sCMOS pixels.
Because the absolute measurement of a mean photon
number 〈m〉 using calibrated ND filters and the photo-
diode could be realized only for the entire laser beam,
we repeated fits to Eq. (3) to determine precisely the
fraction of light incident of a specific tile.
The measured photo-event statistics ck (Fig. 2(b)) and
the Poissonian statistics fn of the probe states were used
to find the conditional probabilities Πk|n of the single
tile in QDT by numerical convex optimization algorithm
[18,19]. The result of QDT is depicted in Fig. 2 (c). It is
seen that a tile of the intensified camera saturates in a
different manner than typical multiplexed detector. For
large n′ > nsat the tile returns a stochastic number of
photo-events k given by probability distribution Πk|n′ =
Πk|nsat . This also implies that the variance of the number
of photo-event counts 〈(∆k)2〉 converges to the nonzero
value as we observed in Fig. 2(a).
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Figure 3. (a) Exemplary reconstruction of photo-event
statistics f ′n based on measured counts statistics ck at
tile of size N = 12. Mean number of photons 〈n〉 = 9.3,
mean number of photo-events 〈k〉 = 6.5. (b) Mandel pa-
rameters for photo-events QF , for reconstructed statis-
tics QM for coherent states with variable mean photon
number 〈n〉. In the box fidelity of reconstruction.
We used the conditional probabilities Πk|n to recon-
struct statistics of the known, test states to validate and
quantify the effectiveness of our method. The reconstruc-
tion process relies on convex optimization algorithms
analogously to QDT [18, 19] with fn as the unknowns
to be determined. As test states we employed coherent
states available at hand and their statistical mixtures.
For one mode statistics we evaluate Mandel param-
eter QM = 〈(∆n)2〉/〈n〉 − 1 while for two mode, joint
statistics we evaluate the Fano noise reduction factor:
R = 〈(∆(n1−n2))2〉/(〈n1〉+〈n2〉). For classical states we
always have QM ≥ 0 and R ≥ 1. Because the test states
lay on the boundary between classical and non-clasical
states, they provide a sensitive probe into saturation ef-
fects. As a qualitative measure of the effectiveness of our
method, we evaluated the fidelity F between the input
and the reconstructed statistics.
At first we performed state reconstruction for one
mode coherent state illuminating the tile of the size
determined by equivalent number of on-off detectors
equals N = 12 found from Eq. (3). In Fig. 3 (a) we
compare measured empirical photo-event distribution
ck with a priori known input statistics fn and recon-
structed statistics f ′n. Here the Mandel parameter eval-
uated directly for the measured photo-event statistics
QF = 〈(∆k)2〉/〈k〉 − 1 = −0.45. After reconstruction
QM = 0.04 is classical and close to the expected, zero
value. In Fig. 3 (b) we present Mandel Q parameters
and fidelity of reconstruction F > 0.99 for test states of
different mean values 〈n〉. Note that QF is always nega-
tive, even for illumination level of 0.05 photons per single
photon detector area.
Further insights into the operation of our method
can be gained from the reconstruction of joint statis-
tics, where artificial sub-shot-noise correlation can easily
occur without proper reconstruction procedures. As a
test state we used equiprobable switched pairs of coher-
ent states simultaneously illuminating two tiles, labeled
i = 1, 2. The mean number of photons 〈ni〉 at the i−th
tile was switched between n¯i and n¯′i. The resulting state
has non-trivial joint statistics exhibiting classical corre-
lations of photon numbers between subsystems. Its Fano
noise reduction factor is R = 1 and Mandel parameters
of marginal statistics are QM > 0 for n¯i 6= n¯′i. We posts-
elected two similar but not identical tiles which were cal-
ibrated together in QDT process yielding the equivalent
number of on-off detectors N (1) = 4.9 and N (2) = 6.3
and conditional probabilities Π(1)k1|n1 and Π
(2)
k2|n2 respec-
tively. We checked there was no crosstalk between the
tiles. We present a typical reconstruction result in Fig.
4 with high fidelity F = 0.992. Note we succeeded in
fixing artificial sub-poissonian correlation measured in
photo-event count from R = 0.71 to R = 1.01 value after
reconstruction. In Fig. 5 we plot measured and the recon-
structed Mandel parameters QM and QF and the Fano
noise reduction factor for a variety of test states of the
above type for fixed number of photoelectons n¯1 = 4.4 as
a function of n¯′1 . Note for each test state the Fano factor
for photo-events was always artificially non-classical and
fixed by the reconstruction.
For n¯′1 < 1.5 we observe the particularly interesting
situation in which the directly measured marginal statis-
tics are superpoissonian (QF > 0 ) and the joint statistic
is subpoissonian (R < 1). Note that this mimics the two
mode squeezed state or their mixture. In both cases the
marginal statistics are superpoissonian thermal or mul-
timode thermal. Without the reconstruction procedure
the correlated classical state which we used is easily mis-
taken with its quantum counterpart.
Both the single mode statistics and the two mode joint
statistics were reliably reconstructed up to the light in-
tensity level corresponding to one photon per single pho-
ton detection area 〈ni〉 = (n¯i + n¯′i)/2 ' N (i). In this
intensity regime we were able to remove artificial non-
classical effects from the reconstructed statistics and the
fidelity of reconstruction consistently exceeded F > 0.99.
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Figure 4. Histograms of joint statistics related to pair of
tiles. The input state f (1,2)n1,n2 , raw measured data c
(1,2)
k1,k2
and reconstructed state f
′(1,2)
n1,n2 with high fidelity F . Two
calibrated tiles with N (1) = 4.9 and N (2) = 6.3 were illu-
minated by equiprobably alternated statistical mixture
of coherent states, with n¯1 = 2, n¯′1 = 3.7.
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Figure 5. Results of joints statistics reconstruction of
equiprobably alternated statistical mixtures of coher-
ent states. (a) Mandel parameters for photo-events QF
are superpoissonian for n¯′1 < 1.5. (b) Noise reduction
Fano factor for photo-events is always non-classical. Re-
constructed values consistently remain classical and are
close to the expected values.
These observations set the limit of useful operation of
our method up to one photon per single photo-event de-
tection area on average. It is two orders of magnitude
higher than recently reported values [10, 16]. This en-
hancement is enabled by proper one-time quantum de-
tector tomography and proper numerical state recon-
struction. The higher permissible light intensity means
increased maximum photon number resolving capability
or, by dense tiles subdivision, increased spatial resolu-
tion of the imaging system. For instance our particular
system can be used as an array of 10000 tiles capable of
detecting up to 6 photons on average, each at a frame
rate of 200 Hz. The dark count rate equals 6 · 10−6 per
each 100 ns gate duration per tile and can be further
reduced by two orders of magnitude by cooling a photo-
cathode.
In conclusion, we devised and demonstrated a novel
method for measuring multiphoton statistics with spa-
tial resolution using intensified sCMOS detector. Our
method allowed in the high-illumination regime to re-
trieve input photon statistics with high fidelity F > 0.99,
free from corruptible saturation effects. We verified the
method using one and two mode classical states consis-
tently yielding classical values of Mandel and Fano pa-
rameters for one and two dimensional statistics respec-
tively. The method consists in one-time calibration with
appropriate quantum detector tomography (QDT) yield-
ing conditional probabilities determining the operation
of the camera tiles. Data processing in our method is uni-
versal owing to application of QDT techniques, avoiding
altogether the need to develop analytical hardware de-
scription [14] which is apparatus-specific and may often
become overly complex. We established the applicable
limit of operation of the method to the average illumi-
nation level of one photon per single photon detection
area far beyond the current limitations [10, 16]. Our re-
sults pave the way to efficient and faithful imaging of
multiphoton quantum states of light.
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