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AVERTISSEMENT 
Nous  avon~ retardé  à  plusieurs reprises la parution des  con-
férences  prononcées  lors  de  notre session  de  février 1960 afin de  te-
nir compte  des  développements  nouveaux  qui  avaient lieu tant  dans  nos 
propres  recherches  que  dans  celles  de  nos  collègues  des  autres Centres. 
Mais  finalement il nous  est apparu  qu'une publication au  moins  provi-
soire ne  pouvait pas  être différée  davantage  et  c 1est pourquoi  nous 
avons  adopté  le  compromis  suivant:  nous  publions l'ensemble  des  tex-
tes sous  leur  forme  originale et  dans  une  présentation modeste  (ronéo-
typée).  Par  contre  nous  préparons  pour la fin  de  l'année 1961  ou le 
début  de  1962,  plusieurs publications plus  spécialisées et  qui  ren-
dront  compte  des  derniers  développements.  Ces  publications seront 
faites  lorsque  se  manifestera  un palier dans  les recherches.  La  pré-
sentation  en sera plus  soignée.  Les publications actuellement pré-
vues  sont les suivantes  : 
Méthodologie  de  la traduction automatique 
Méthodologie  de  la documentation automatique 
Les  aspects aléatoires et les aspects  certains 
dans la notion d'information 
Les  ordinateurs mixtes. 
En  attendant  ces  futures publications nous  espérons 
que  le présent  texte pourra être  de  quelque  utilité  (malgré  l'absence 
de  trois  textes  qui n'ont pu  nous  parvenir  à  temps). 
Qu'il nous  soit permis  à  cette occasion  de  remercier 
tous  ceux  qui  nous  ont aidés  à  organiser cet  enseignement  et,  en par-
ticulier,  en  plus  de  tous  les professeurs et participants,  les respon-
sables  de  IBM  Belgique  (notamment  l'1M.  HIRSCHBERG  et  DEBROUX)  et  de 
l'Université :tibre  de  Bruxelles  (HN.  GILLIS  et  MORLET)  qui  nous  ont 
permis  de  réaliser l'expérience  d'analyse  automatique,  et  Mf!J.  GUERON, 
Directeur  Général  des  Recherches  et  de  l'Enseignement,  MEDI,  Vice-pré-
sident  et  HIRSCH,  Président  de  la Communauté  Européenne  de  l'Energie 
Atomique  (EURATOM),  qui  nous  ont  fait l'honneur  de  prononcer les al-
locutions  d'ouverture  et  de  clôture  de  l'Enseignement • 
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"Mais  pour  rendre  cette méthode  ou art d'inventer 
"·aisée  à  connaître  et  à  employer  aux  esprits les plus gros-
"  siers,  j'ai trouvé  un  moyen  de  la revêtir pour ainsi dire 
"  d'un corps palpable  et agréable  tout  à  la fois.  Et  ce  moyen 
11  est le projet  que  j'ai d'une  langue  ou  écriture nouvelle  qui 
11  se pourrait apprendre  en une  semaine  ou  deux,  qu'on  ne  sau-
11  rait quasi oublier et qu'on pourrait même  retrouver l'ayant 
11  oubliée,  qui aurait bientôt cours  dans  le  grand  monde  lors-
"  qu'elle serait connue  et qu'elle aurait  eu  l'approbation  de 
11  quelques  grands  personnages;  mais  qui  outre l'usage  du  com-
11  merce  et la communication  des  peuples  divers  (ce  qui la pour--
"  rait même  rendre  plausible au vulgaire)  aurait  des  avantages 
11  incomparablement  plus  grands:  car elle donnerait  moyen  de 
11  raisonner sur les matières  capables  de  raisonnement  par  une 
"  espèce  de  calcul infaillible pourvu  qu'on  y  apportât la mê-
11  me  exactitude  qu'à chiffrer,  et les erreurs  ne  seraient  que 
"  des  erreurs  de  calcul.  Il y  aurait  même  des  preuves  sembla-
"  bles  à  celles  du  novenaire  dont  on  se  sert dans l'arithmé-
11  tique;  il n'y aurait point  de  contestation entre  ceux  qui 
11  voudraient  y  compromettre;  et  non  seulement  on  trouverait 
11  là dedans  des  voies  infaillibles pour arriver à  la solution 
"  des  problèmes  qui  se  peuvent  résoudre  par la seule  force  du 
"  raisonnement,  mais  lors même  qu'il s'agit d'une  question  de 
11  fait,  et  ce  qu'il reste  encore  des  expériences  à  faire  qui 
11  ne  sont pas  toujours  dans  le pouvoir  des  hommes,  ce  calcul 
11  serait suffisant pour  nous  conduire,  en attendant,  le mieux 
11  qu'il est possible  de  faire  suivant la raison sur les con-
"  naissances  déjà  données.  Car par là nous  pourrions  estimer 
"  les  degrés  de  probabilité,  ce  qui  est une  chose  également 
11  importante  et négligée  dans  la morale  et  dans  les affaires; 
11  nous  pourrions  même  trouver  quelles  recherches  ou  e:x:périen-
11  ces  restent  encore  à  faire afin de  nous  éclaircir entière-
"  ment  autant  que  cela  se  peut par la seule  force  de  la rai-
"  son;  et  non  seulement  nous  pourrions projeter  experimenta 
11  crucis,  comme  le chancelier  Bacon les appelle,  pour  mettre 
"  la nature  à  la question,  mais  nous  pourrions  encore  par là 
11  dresser  des  articles ou  interrogatoires pour  examiner les 
"  hommes  et pour  tirer d'eux la vérité  sans  qu'ils s'en aper-
11  çoivent.  En  un  mot,  le dictionnaire  de  cette langue  serait 
11  comme  un  inventaire  dans  ce  grand magasin  confus  d'une  infi-
11  nité  de  belles sciences  qui  sont  déjà acquises,  mais  dont 
11  les  hommes  ne  savent pas  se  servir, ni en tirer toutes les 
"  conséquences  qui  sont  déjà  en leur pouvoir.  Car ils m'ont 
11  avoué  en Angleterre  que  le grand  nombre  d'expériences qu'ils 
11  ont  amassées  ne  leur  donne  pas  moins  de  peine  aujourd'hui 
"  que  le défaut  d'expérience  en  donnait  aux anciens.  Ce  qui 
11  arrive  faute  de  cette méthode  que  je viens  d'expliquer.  Et 
11  je  tiens pour  assuré  que  les  hommes  ont  déjà  en  main  des 
11  moyens  de  se  garantir  de  quantité  de  maux  qui leur arrivent, 
"  s'ils savaient  en profiter." 
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PRESENTATION  DES  COURS 
------------------·------
A.  LEROY 
Les  différents  exposés  de  l'enseignement n'ont pas la pré-
tention  de  vous  démontrer  que  les problèmes  de  la documentation sont 
résolus 1  que  "la" méthode  a  été  trouvée,  que  11la11  machine  a  été  cons-
truite.  Au  contraire,  vous  n'entendrez  que  suggérer  des  méthodes  et 
des  moyens  pour  traiter la masse  des  informations  disponibles  et  des 
procédés  qui permettront  de  se  rapprocher  d'une  solution optimale. 
Si le  chemin  qu 1il faut utiliser pour arriver au  but n'est 
pas  encore  complètement  déterminé,  le but  lui-même  par contre,  doit 
l'être.  Le  n6tre  est  de  concevoir  une  machine  qui  nous  renseigne 
aussi  exactement  que  possible  sur  ~1importe quelle  question scienti-
fique,  et  ce  dans  la langue  du  demandeur. 
Nous  devons  évidemment lui fournir  tous  les renseignements 
scientifiques  que  nous  pouvons  nous  procurer  et les  éléments  de  la 
question  que  nous  désirons  poser.  En  fait l'aliment  de  la machine 
sera essentiellement l'ensemble  des  publications scientifiques. 
Elle  devra lire ces publications,  les analyser,  mettre les 
résultats  de  cette analyse  en  mémoire,  trouver,  lors  d'une  demande, 
les  éléments  intéressant celle-ci,  et  fournir  ces  éléments  dans  la 
langue  voulue.  Nous  sommes  donc  conduits  à  étudier les possibilités 
d'automatisation  de  chacune  de  ces  phases,  considérées  comme  parties 
d'un  ensemble.  . 
Pour  cela  nous  devons  bien  entendu  tenir  compte  des  problè-
mes  qui  se  sont  déjà posés  toutes les  fois  qu'on  a  voulu réaliser une 
documentation  efficace,  mSme  lorsque l'on n'envisageait pas  son auto-
matisation,  puisque  les  buts s'y retrouvent  en partie.  M.  PIETSCH 
traitera ces  problèmes. 
Sans  doute  pouvons-nous  déjà  dire  que  nos  ennuis  provien-
nent  de  la limitation des possibilités  humaines.  En  effet le  docu-
mentaliste n'est  pas  assez  rapide  :  ni au  moment  de  la lecture  des 
textes,  ni au  moment  de  l'exploration des  "schémas"  qu 1il peut  avoir 
en  mémoire  et qui pourraient convenir pour  exprimer  rationnellement 
ce  qu'il lit"  D'autre part le  nombre  de  ces  schémas  est  forcément 
limité  ce  qui  signifie  qu'un  documentaliste  ne  peut  être spécialiste 
que  d'un petit nombre  de  domaines  scientifiques.  Les  mêmes  limita-
tions l'empêchent  d'opérer  une  sélection suffisamment  rapide  et pré-
cise. 
Nous  devons  donc  tenir compte  des  moyens  qui  ont  déjà  été 
mis  en  oeuvre  pour  combattre  ces  limitations.  Moyens  modestes  d'abord 
puis  de  plus  en  plus puissants,  si puissants  qu'on  en  arrive  à  la con-
clusion,  étant  donné  une  bonne  partie  des  résultats  obtenus  jusqu'à 
ce  jour,  qu'ils sont  mal  adaptés  aux  problèmes  qu'on leur  demande  de 
résoudre  ou  que  les problèmes  ont  été rarement  bien  formulés. 
M~  de  GROLIER  parlera des  moyens  en  question. 
M.  BRAFFORT  traitera  plus  spécifiquement  des  calculateurs. 
On  a  pu  dire  que  les calculateurs n'étaient pas  bien adaptés  aux pro-
blèmes  de  la documentation•  C'est sans  doute  vrai par le fait qu'ils 
n'ont pas  été  conçus  dans  ce  but. Hais  on  no  poù.t  nior  que  certains  do  leur 
éléraonts  do  baso  so retrouveront  dans  la future  nach:Lno,  On  peut aussi 
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prédire  quo  la technique  des  calculateurs évcluora dans  un  sens  qui  sera 
à  la fois  favorable  au  trg,itomont  dos  informations  numériques  et de 
celles qui  nous  int6ressont.  Enfin,  ces  calculateurs permettent d'effec-
i;uor  des  expérionces,  qualité  extrêmement  importante,  mais  soulomont  si 
on  sait tirer profit do  ces  oxpéri•mces.  Pour  cola,  il existe des  outils 
qui  feront  1 1 objet  des  exposés  do  ~Th1.  SCHUTZENESRGER  ot  GAZZANO.  On  con-
çoit facilement  en  effet que  la théorie  do  l'information puisse  apporter 
une  grande  aide,  par  exemple  pour  assurer le meilleur  "codage 11 ,  et que 
la reshorche  opérationnelle  puisso permettre  olle aussi d'offectu:;r  les 
meilleurs  choix,  par  exemple  en  ce  qui  concerne  les  "stratégies"  documen-
taires. 
Cos  questions  sont  indissociables  do  la statistique,  qui  fora 
l'objet  dos  premiers  travaux pratiques. 
Autre  domaine  d'une  importance  évidente  :  la linguistique et 
los  ccionces  connexes  - Comment  l'homme  exprime-t-il sa pens6e  ?  ~l'est­
co  qu. 'un  langage  ?  M.  CICCATO,  c;_ui  a  étuclié  poncL:mt  longtemps  ces  problè-
mes;  a  bion voulu nous  fairo  un  panora:rna  do  sos  vuos  on  la rna ti  ère  o 
IviM.  EJ:~AT 11FOR'r  ·at  m~LE)JTltS b:'aitoront  égal  omont  do  linguistiq·ue,  rospccti-
veJJont  d 1 un  point  de  vue  "struc-i;urall'l  et d'un  poin-t  do  vue  statistiques. 
Enfin  los  travaux pra  tia_uos  de  linguistique por·teront  sur  la détor:nina-
tion  systématique  dos  rapports  entre  los œots  ot  se présenteront  comme 
une  i:!.'ltroduction  à  l'exposé  do  M.  LECERP,  de  môme  q_u:;  los  travaux prati-
ques  prr0cédonts  conGti  tuaient une  introduction  à  1' exposé  è.o  M.  :B::!iLEVITCH. 
Nous  connaissons maintenant  les problèmes  et nous  avons  à  notre 
disposition un  certain nombre  de  moyens.  Essayons  donc  do  concevoir  un 
système  documentaire  efficace  on  gardant  présente  à  l'esprit la perspec-
tive  do  l'automatisation complète  - Cette dernière  condition fait  que 
nous  n'hésiterons pas  à  utiliser dos  méthodes  qui  seraient difficilement 
applicables si l'on ne  disposait  pas  dos  moyens  évoqués  par  MM.  de 
GROLIER  et  BRA:8'li'ORT  - Mais  cotte difficulté  d 1 application no  provient 
que  elu  fait  quo  J.os  méthodes  envisagées  demandent  une  trop grande vi  tes··· 
se d'op5ration lorsque  los  collections  deviennent  très  importantès. 
JIJI  o  GARDIN  montrera  quo  los principes  do  base  appliqués  au  domaine  des 
sciences  humaines  donnent  entière satisfaction. 
Au  cours  dos  travaux pratiques qui  suivront  on  s'efforcera 
d'appliquer los principes  énoncés  dans  cos  exposés  pour  constituer le 
début  d 1un  grand  système  documentaire  efficace. 
Avec  los  séances  suivantes nous  entrons  réellement  dans  le 
domaine  do  l'automatisation - Sur  le rlan dos  réalisations pratiques 
d'abord  :  M.  LECERF  nous  montre1a  commont  une  machine  pout  analyser  gram-
maticalement  dos  toxtos,do  chimie  peur  la circonstanco,ot  l'oxpérionce 
q"J.i  suivra nous  pormottl'a  de  voir la r5alisation pratique  sur machine 
I:BM. 
Dans  lo  mômo  ordre  d'idée,  los  oxposôs  do  I~mo  POYEN  et de 
H.  TE  NUYL  porteront sur  les  calculatoul's utilisés  comme  outils  1ie  sé-
lection dos  informations non-numériques. 
La  dernière  après-midi  sera  consacrée  aux  porspoctives,  Seront 
ainsi évoq_ués  los  problèmes  de  traduction automatique  par L.  IUNG, 
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d'analyse et de  sélection automatiques  par  moi-même.  Enfin  M.  BRAFFORT 
s'efforcera de  tirer la leçon de  ces  journées  en  soulignant  les perspec-
tives offertes par la convergence  des  méthodes  développées  pour  le trai-· 
toment  des  informations  non-nmnériques  et  pour  lo calcul numérique. 
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E.  DE  GROLIER 
Je  C:ois  vous  parler,  selon le  prograrm:,e  de  ce  sémi:n.<üre,  sur 
1 1 "historiq,J.e  des  systèn;c,s  documeniai:res0 •  A  vrai  dire,  il. faudrait 
d'abo::.·d  se  poser la question  ~  qu 1est-c0  que  l'on doit  entendre  par 
nsystèmes  documentaires"  ?  .Au  sens  étroit,  je  pense qu'il s'agit des 
systèmes utilisant des  milchines,  mais  sans  doute  faut-il  replacer  ceux-
ci  da  ..  ns  un  con texte  "beaucoup  plus  la:r·gc:,;  vous  voudrez  donc  "bien  m'excuser 
si  je  prends les choses  de  très loin.  Car,  e.u  sens large, il semllle  que 
l'on puisse  parler de  systè;ne  documentaire  dès  qufil  y  a  transr:üssion 
d'infoT·mations  sous  lJCJ.e  forme  plus  ou  moins  systématique,  c'est  d 1ailleurs 
une  ::..:imple  paraphrase;.  Or  ces  t:rn.l1SillS2~iot:s  d.  1informations telles qu.e 
nous  les connaissons  aujo~:::rrl 1 hui  son.t  le  prod.ui t  d'une  tr~s longù.e  évo-
lu  +;ion 1  d.o;1t  les différentes  étapes  ont  lai. ssé  ües  traces  dans l'  o:::.·gani-
sation actaelle. 
On  :pr_,ur:;:-a:L t  défin~r la prem:i ère  période  cO:n.Jite  celle  de  1'1  pa-
role;  d' ail.le1:\TS  faut-il préciser qu  1 elle part d'une  époque  oü  1 1 homnw 
n'E:xistait  pas  enGore 9  si 1 1 0'1.  convient  de  couvrir par le  terme  J!3Tcle 
le  lr,ngat,'o  des  all·2illes  - l(jque1 1  com.l11P.  l'ont montré les  études  de  von 
J;':c•isch,  es-~  sans  doute  IJlus  satiEJfaisant  du  point  de  vue  documentaire 
que  le  ~1Gtre  sur un  point,  car  ses  signaux  sont non  équivoques,  ce  qui 
n'est pas  toujours le cas  des n6tres.  Néanmoins  on  doit reconnaitre  qu 1il 
S 1aljit  de  systèmes  d.rJCHL1entE~ires  crès réduits,  p1..üsque  la seule  informa-
tion qu'ils puissent  tra.ns;:1ettre  se  rapporte  à  la pr-ésence  d 1ï.:m  certain 
pollen en  un  certain lieu ••.•  Si  nous  voulons  trouver  des  systèmes  docu-
n:enkir'côS  plus  différenciés,  il nous  faut  tout  de  même  passer à  l'homme 
et à  ce  que  l)avlov  2.  appelé  Je  "d,,;uxième  système  de  signalisation", 
c' e s+.-ù-dire  le  langage  propr<::men t  cli t. La  commurücation  cré8e  par la 
parole  est directe,  elle est constituée  par  des  éléments  isolés d'infor-
mation  CJ.Ui  scmt  transnis  rlirecter1ent  ontre les locucours,  sans  délai 
ni  intcermudLlire.  1 'invention  du  la:Jgage  articulé reste  à  la.  "base  de 
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toFt  système  documentaire  actuel,  q_uel  qu'il  so1.-c  :  tous les  systèmes 
q_ue  nous  connaissons  sont  fonè.és  sur le langage  t  et  c 1 ost  ce  qcü  fait 
que  les reche:cches ling  .. üstiques présentent une  telle iicrpcrtance  pour 
la documenta ti  on.  l'!lais  quelle  ma0hine  le langage utiliso-t-il  ?  Eh  bien, 
le langage  est une  i1t.üch1':lj.que  du  corps"  qui  n 1 a  donc  besoin  de  nul 
"artifact''  1  de  nulle  chose  qui  soit ex:tE';rieure  à  l'homme  lui-mûme.  Si 
main tenant nous  passons  cle  la. macrüne  au  code,  nous voyons  qu  1 il s 1 agit 
de  codes  q,ü  furent  ss.ns  doute  très  simples  à  l  1 origine,  mais  qui  ont 
évolué vers une  grande  cor:rplica ti  on  et  U..l1  extrême  raffinement.  La  pensée 
se  réalise  à  travers le langage non  sans  d.ifficul tés  - celui-ci  évolue 
avec  elle vers l'expression  d 1id8es e:bstraites;  il s'opère une  certaine 
normalisation  cle s  éJ.émen ts  du  langage,  qui  tendent  à  être non-équivoques 
dans  le  langG.ge  scientifique,  Mais  ce  la,.'1gage  scientifique n 1 est jamais 
complètement  séparé  du  langage  ordinaire,  et il y  entre nécessairement 
de  ce  fait cles  éléments  non  norcnalisés  (et  sans  cloute  mê:oe  non  normali-
sablE';s)  :  éléments affectifs  ou  esthétiques  dont  nous  t:;:-ouvons  des  exem-
ples  dans  n'importe  quel  article scientifique,  chaque  fois  que  l'auteur 
essaie  d'évj_ter  des  répétitions,  d'obtenir une  certaine harmonie  dans 
son  langage,  toutes  choses  qui  seraient parfai  toment  inutiles du  sim-
ple point  à.e  vue  logique,  mais  qui  facilitent  sans  doute  cependant  la 
communication  en  la renà.ant  plus  "agréable"  - et qui  causent  par ailleurs 
bj.en  des  di ffi  cul tés quand il s 1 agit  de  traduire  en langage-machine. 
Bien  entendu,  dm1s  le langage il se  trouve  aussi  des  rest2s  de  catégo-
ries périmées,  ayant  perdu  depuis  longtemps  leur valeur originelle  : 
ainsi les genres  g-:.·:JJ!lElaticaux.  Je  voudrais ici vous  faire  remarquer  que 
l'usage  de  la parole reste  extrêmement  important  en  documentation  : 
les résultats des  enquÉltes  qui  ont  été faites  sur  des  chercheurs  ont 
montré  que  les comsunications  ore.les représontaient  souvent  plus  de  50 % 
des  actes  d'informatiol1!.'.  On  ne  peut  donc  dire  que  la parole,  ].!informa-
tion orale,  ait perdu  son  importance  dans l'information scientifique 
actuelle,  et cela d'autant moins  d'ailleurs que  l'on a  d8veloppé  des 
moyens  techniques  plus puissants pour la transrds.sion  à  distance  de 
ce -ete  I>arole  :  téléphone  9  radio,  en  regi  stremen  t  phonographique,  magnéto-
phone,  etc.  Si  vous  le  permettez,  je vous  citerai ici une  anecdote. 
A la Conférence  de  San  José;  en  mai  1958,  l 1un  des  cherchaurs  d'I.B.M. 
avait fait une  recherche  documentaire  très poussée  pour  connaître  los 
ca.racté:ristiq_ues  que  l'on  l~Ouvai t  escompter  dans  un  proche  avenir pour 
les mémoires.  Il avait fait appel  entre  e~utres  à  ,_m  ''système  documen-
ta.ire"  qui  était à  l'époque l'un des  plus perfectionnés quant  à  l 1au-
tomatisrae,  ot  qui utilisait  111.  F  .. .AMAC  650;  il avait ainsi  obtenu un  cer-
tain nombre  de  réfél~ences,  mais il nous  dit  :  11 je  dois  quand  m6me  vous 
avouer  que  j  1 e.i  employé  aussi la vieille méthode  bien  connue  qui  con-
siste à  consulter clirectenent celui  "qui  saitn;  j'ai donc  interrogé 
indi  vidu2llemcn  t  ceux  de  mes  collèguc.:;s  qui  étaient spécialistes de  ces 
q-u.estions  et,  fïnalemen t,  ce  sont leurs renseigrH"mcm ts qui  m  1 ont  été 
les plus  précieux'1 •  Eh  bien,  ce  genre  de  situation est assez  fréquent, 
vous  et moi  pouvons  aussi  citer de  nombreuses  expériences  anal~gues 
que  nous  avons  pu faire.  I,es  renseif,>nemen ts  que  1 1 on  recueille  de la 
bouche  de  11celui  qui  sait",  c'est encore  8.ujourd 1hui  quelque  chose  de 
très important,  souvent le plus  important! 
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III - Deuxième  ~érj~e :  L'écrit 
Dans  ce  survol  rapide  de  l'histoire de  la documentation,  pas-
sons  à  la deuxième  période  qui  est celle  de  l'écrit, et qui  voit naître 
des  communications  indirectes.  Celles-ci qui  viennent  s'ajouter aux  com-
munications  directes,  d'homme  à  homme,  sont rendues  possibles d'abord 
par la naissance  de  l'image  (déjà chez les magdaléniens)  puis par l'écri-
ture.  Avec  elle  commence  la civilisation proprement dite,  qui  est une 
"civilisation écrite",  caractérisée par la présence  du  livre  (au  sens 
large,  depuis  les inscriptions  jusqu'aux formes  actuelles du  périodique 
ou  des  rapports  techniques).  A ce  moment,  nous  voyons  apparaître  dans 
la communication un  "artifact"  (terme  anglais  bien  commode,  qui n'a 
guère  d'équivalent français,  à  part le "bidule"  devant  lequel  certains 
pourraient s'offusquer peut-être).  Cet  "artifact",  c 1est le livre et il 
convient  sans  doute  de  marquer ici que  ce n'est pas  encore  une  chose 
périmée.  Nous  sommes  tous,  c'est entendu,  pour la documentation  automa-
tique,  mais  enfin nous utilisons par ailleurs encore  des livres,  pério-
diques,  etc •••  Nous  les utilisons parce qu'ils représentent un  système 
d'information qui  a  fait  ses  preuves,  qui  a  permis une  certair.e  sécurité 
pour  la transmission  des  idées, ,malgré  la fuite  du  temps,  qui  a  rendu 
possible  ce  fait que,  selon les paroles  de  Pascal  (dans le fragment  d'un 
Traité  du  vide)  "Toute  la suite  des  hommes,  pendant le  cours  de  tant  de 
siècles,  doit être  considérée  comme  un  même  homme  qui  subsiste  toujours 
et qui  apprend  continuellement". 
Le  livre,  depuis  l'époque  reculée  de  l'invention de  l'écriture, 
a  évolué  sans  doute,  mais n'a pas  été  fondamentalement  transformé  et nos 
modernes  périodiques  ou  rapports  techniques  sont le produit  d'une  évolu-
tion linéaire  continue,  depuis les  tablettes mésopotamiennes  ou  les hié-
roglyphes  égyptiens.  Certes,  les deux  derniers  siècles ont  vu  apparaître 
de  nouvelles  méthodes  de  reproduction  :  photographie,  puis  microphotogra:-
phie,  aujourd'hui xérographie,  celle-ci considérée  par certains  comme 
devant  provoquer une  sorte  de  "révolution"  dans la transmission  des  in-
formations.  Je  ne  suis  pas  tout  à  fait d'accord  sur  ce  point et  je pense 
que  tous  ces nouveaux  procédés ne  changent  encore  rien au  système  de 
base  lui-même;  ce  dernier n'est pas non  plus  transformé  par l'interven-
tion  d.e  moyens  de  reproduction  à  distance  :  télégraphe,  téléscripteur, 
télévision,  etc.,  quels  que  soient leurs effets,  si considérables qu'ils 
soient.  Quant  au  code,  nous  trouvons là un  deuxième  système  de  code  su-
perposé  à  celui  du  lru1gage  parlé et destiné  à  en  être l'image  :  l'écritu-
re;  malheureusement,  il s'agit d'une  image  très infidèle et d'autant 
plus infidèle d'ailleurs,  semble-t-il,  qu'il  s'agit de  langues  de  plus 
haute  civilisation à  ce  point  que  le statisticien Herdan  a  écrit que  la 
complication  orthographique  étai.t  "le prix qu 1 il fallait payer"  pour 
développer une  littérature importante  à  partir d'une  langue  donnée. 
Je  crois qu'il  exagérait un  peu,  mais  cette  divergence  entre les deux 
systèmes  de  signes,  oral et écrit,  cause  des  difficultés que  l'on re-
trouvera,  très gênantes,  si l'on veut passer à  une  documentation  entiè-
rement  automatique  donnant  des  écrits à  la sortie  à  partir de  la parole 
à  l'entrée  (ou l'inverse). 
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Comme  l'a bien montré  à  Cleveland le rapport  de  Booth,  les 
difficultés principales qui  s 1 opposent  à  une  telle réalisation  :3ont  les 
dive:::'gences  entre  1 1 expression  orale et  sa  traà_uction  écrite  dans  des 
le  .. ngues  comme  l'anglais  (E'"t  même  le français). 
A peu  pr~s en  même  temps  qu'on  a  créé l'artifact n°  1 -le 
livre  - se  sont  fondJs  des  dép6ts  de  ces  documents,  archives et biblio-
t>lèc~uGs,  plus  récemraent  évolués  en  centres  de  documentation  ou  services 
è'info:.è"nation.  Il sont  tous  caract.Srisés par le fait qu'entre  ce  qui 
ét'lit le locu-'-:cur  d 1·une  part et l'auditeur de  l'autre- devenus  mainte-
nant  auteur et lecteur,  cmtre  le producteur  d'un  document  et le desti-
n2,t'·.:i..re  de  ce  document,  intervient désormais  t:L.'VJ.  troisième  personnage  : 
cet intermédiaire  est le  bibliothécaire,  l'archiviste,  le  documentaliste. 
Ce  })O:r.c::ormage,  si  vous  nw  pernettez  cette  image,  conune  le  Janus  bifrons, 
a  deux  faces,  l'une  tournée  vers les proiuctions  des  auteurs,  les livres, 
les  p:iriodiques~  etc.,  (?t  l'autre  tournée  vers  leurs destinataires, 
c'est-à--d.ire  les lecteurs.  Historiquoment,  sa première  face,  celle  tour-
née  vel's les  livrc~s,  a  eu  plus  d'irc)ortance  au  début  que  sa  deuxième  face, 
celle  tournée  vers le lecteur.  Le  bibliothécaire,  ou  l'archiviste,  était 
2-utrefois un  hormne  dont la tâche  essentielle était de  réunir  des  docu-
ments  et qui  devait ensuite,  subsidiairement,  les mettre  à  la disposi-
tion  dos  l'3cteun;,  Le  b:i.bliothécaire  moderne,  mais  plus encore le docu-
D::mtaliste  ou  111 1 inforrmtion  officer"  (terme  à  nouveau difficile  à  tra-
duire  en  français),  est  davantage  tourné  vers  les lecteurs et doit  se 
consacrer  à  leur service.  A côté  de  ce  personnage  interrr:édiaire,  et ser-
v:::.nt  d'instruments  à  sa disposition,  sont venus  se  placer des  "artifacts 
n°  2"  g  tout  ce  que  l'on appelle les "publications secondaires'::  catalo-
gues,  bibliographies,  rE)Cueil s  analytiques,  etc •••  Je  vous  ferai  observer 
que;  ces  artifacts n°  2,  destinés  à  faciliter  au lecteur,  au  récepteur 
dos  dé)C'"\.A.L'lents,  la connaissance qu'il doit :prendre  de  ceux-ci,  sont  rGstés 
fonC::amentalement  les mômes  en  définitive  depuis  quatre  ou  cinq  cents  s.ns, 
et môme  peut-êtro  davantage.  Ils n'ont fait qu'évoluer linéairement,  de-
'!cman t  de  plus  en  plus  gros,  de  plus  en  plus  complexes,  mais  leur prin-
cipe n'a pas  changé.  Il en  est de  même  d'ailleurs des  dépôts  de  docu-
mcmts,  dont  le principe est en  somme  le même  qu'aux  temps  des  bi  bliothè-
ques  de  Ninive  ou  d'Alexandrie,  et qui  sont  seulement  devenus  quantita-
tivonent plus  importants,  Je  vous  ferai  re:rn.arquer  en  outre qu'il y  a  eu 
une  évolution  cyclique  en  ce  sens  qu'un  premier  soamet,  atteint avec  la 
bibliothèque  d'Alexandrie  ct  ses  quelque  cent mille  volumes,  a  été  suivi 
d'uno  chute  verticale puisqu'au moyen  âge  nous  trouvons  des  collections 
dont  le nombre  de  documents  s'exprime  par  dizaines  ou  centaines;  la re-
prise  a  d'abord été lente  :  au  XVIIè  si2cle la Bibliothèque Mazarine  en 
est encore  aux  40,000  volumes  et peut  cependant  être  conE.:idérée  comme 
une  merveille  du  nonde;  le  cap des  cent mille  volumes n'a été franchi  en 
France  à  la Bibliothèque  Royale  qu'à la fin  du  XVIIIè  siècle. Puis il y 
a  eu  croissance  exponentielle  :  le principe  de  l'accélération de  l'his-
toiro  dont  a  parlé Daniel  Halévy  se vérifie ici aussi,  et naintenant les 
chiffres qu'on nous  donne  font  état  (comme  ceux  du  Dr  Pietsch pour le 
nombre  d'ingénieurs)  d'un  doublement  en  dix ans  pour les pays  qui  évo-
luent le plus rapidemGnt.  Dans  des  pays  de  vieille civilisation,  comme 
la France,  le rrthme  de  croissance est plus lent  (L.J.  Van  der Wolk 
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indique  dans  son  article  du  Bulletin des  Bibliothèques  de  France,  nov. 
1959,  P.  481 1  un  doublement  en  cent  ans  pour les bihliothèques univer-
sitaires françaises).  Par ailleurs,  un  autre  phénomène  est intervenu  : 
la spécialisation,  commoncée  dès le 1.'VIè  siècle :pour les bibliographies 
spécialisées,  continuée vers la fin  du  XVIIIè  siècle avec  les bibliothè-
ques  spécialisées et à  la fin  du  XIXè  avec  les centres  de  documentation. 
Dru1s  l'ensemble,  tout  cela n'a que  :peu  modifié  jusqu'à :présent l'aspect 
général  du  travail  de  bibliographie  ou  du  bibliothécaire,  et les méthodes 
que  l 1on  utilise aujourd'hui  encore  en  général  dans les centres  de  docu-
mentation  sont  très  semblables  après  tout,  sauf modifications  de  détail, 
à  celles qui  étaient utilisées par  disons la Bibliothèque  Royale  au 
XVIIè  siècle. L'invention  de  la fiche  :par  exemple,  :par  l'Abbé  Rozier, 
n'avait :pas  modifié la structure  générale  du  deuxième  genre  d'artifacts 
les bibliographies  ou  catalogues,  mais  seulement  sa forme  extérieure. 
Il faut  bien  constater que,  :pour  le moment,  les  techniques  bibliographi-
ques et  bibliothéconomi~ues traditionnelles  demeurent  encore  valables 
en  ce  sens  que,  corr®e  le montrent  les enquêtes  sur l'information scien-
tifique,  ce  sont  des  méthodes  qui  sont  toujours  largement utilisées par 
les usagers. 
La  documentation  automatique  va  sans  doute  changer  tout cela, 
mais  nous  sommes  pour l'heure  devant  une  situation qui  est que  l'on 
utilise pour  50%  à  :peu  :près  l'information orale et :pour  les autres  50% 
les formules  traditionnelles développées  durant la période  de  la "civi-
lisation écrite"  :  bibliothèques,  bibliographies  etc •••  Quant  aux  codes, 
durant  cette :période  examinée  ici, ils avaient  été l'objet de  deux  déve-
lop:pemen ts  divergents  :  d'une  :part,  avec  des  classifications  systéma ti-
ques  du  type  à  "hiére.rchie  forte",  selon la terminologie  de  Mooers, 
c'est-à-dire avec  une  structure  arborescente  faisant usage  de la seule 
relation d'inclusion  (telle  que  vous la connaissez  bien  dans  la classi-
fication  des  sciences naturelles,  :par  exemple  quand il s'agit de  retrou-
ver le nom  d'une  plante :par  dichotomies  successives);  d'autre part, 
avec  des  index alphabétiques,  dont  je n'ai :pas  besoin  de  vous :parler 
longuer:1en t,  qui  s 1 étaient perfectionnés lentement  au  cours  du  temps, 
ceux  des  Chemical  Abstracts représentant :probablement l'état le  :plus 
évolué  de  ce  développement  à  l'heure actuelle.  Pourtant  tout  ceci  ne 
constitue  encore  qu'un  accroissement quantitatif de  choses  qui  existaient 
déjà,  disons  au  temps  à  peu  pr:':s  des  :premières  bibliographies nationales 
au  XVIIè  siècle. 
IV- Troisième  période  g  l_s;s  .machines,  la documentation  auto~ii!J:9.Ue 
Mais  tout laisse penser que  nous  voici maintenant  au  seuil 
d'une  troisième  période,  et c'est là sans  doute  que  mon  exposé  :peut  com-
mencer  à  vous  intéresser un  peu plus. 
En  effet,  tout fait :penser  que  nous  approchons  d'une  sorte  de 
révolution  dans  les méthodes  d'information,  et que  nous vivons  à  cet 
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égard une  époque  où les changements quantitatifs  graduels  ont  amené 
finalement  un  brusque  changement qualitatif.  A vrai  dire,  cela avait 
été prévu il y  a.  déjà bien  des  années;  j'étais à  Bruxelles  en  1931  et 
à  cette  époque  déjà Otlet prévoyait la "documentation  automatique", 
mais  on  avait alors  aucun  moyen  pratique  de  la réaliser.  En  1937,  à 
l'occasion du  Congrès  mondial  de  la documentation  à  Paris,  Pierre 
Bourgeois  avait fait une  communication  dans  laquelle il exposait  d'une 
mani  re  plus détaillée  ce  que  pourrait Stre la mécanisation  du  travail 
documentaire.  Les  réalisations effectives datent  seulement  en  fait 
d'une  quinzaine  d'années.  La  cause  fondaTD.entale  doit en  être rapportée 
à  l'accroissement exponentiel  de  la quantité  de  documentation  que  l'usa-
gor  noyen  doit  "digérer" et qui,  m~me pour  lo  spécialiste,  est devenue 
tellement  considérable  que  cette  "digestion"  dépasse  ses  forces  - et le 
tomps  do~t il dispose.  Le  destinataire  des  documents  ne  peut  plus faire 
lui-môme  le  travail d'extraction  des  informations  contenues  dans  les 
rlocuments  - inforne.tions qui  cependant,  je  dois  attirer votre attention· 
sur  ce  point,  sont la S•Jule  chose  qui l'intéresse,  car le  document  en 
lui-même  au  fond ne lui importe  guère  :  cG  qui  compte  pour lui,  ce  sont 
los  données  qu'apporte  ce  document  et même  seulement les données nou-
velles.  Or,  jusqu'à présent,  l'usager doit effectuer finalement  lui-
même  le  travail  de  criblage  des  documents  pour  dépister  ceux qui  peuvent 
lui apporter des  informations  inédites.  Même  s'il trouve  pour  cela une 
aide  dans la systématisation  des  documents  par  des  classifications, 
m~me avec  le  secours des  publications  secondaires  bibliographiques si-
gnal.étiques  ou  analytiques,  "annual  reviews,  "Handbi..lcher"  genre  Gnelin 
ou  Beilstein,  ou  tout  ce  que  vous  voudrez,  ce  travail est devenu  quelque 
chGse  qui  dépasse  ses  forces  et qui  dépasse  mêfle  les forces  de  l'inter-
médiaire  (le:  bibliothécaire,  le documentaliste)  que  nous  avons  vu  appa-
raître  tout  à  l 1h0ure.  Alors  quo  se passe-t-il? Eh  bien,  on  voit que 
les  toc}l..niqucs  de  la documentation  écrite perdent  finaleraont  de  leur 
intérêt,  car elles n'arrivent plus  à  maîtriser le.flot  tm;.jours  croissant 
des  documents.  Cert,,;s,  on  utilise toujours les  grands  index,  du  type  ô.e 
celui  des  Chenical  Abstracts  - mais  ceux-ci  deviennent  si lourds,  si 
volumineux,  qu 1 on  ne  sait pas  très  bj_en  si l'on pourra  encore  éè_i ter un 
autre  inde:x  décennal  des  Chemical  Abstracts.  Il est naturel  dans  u:r8 
telle  situation que  l'on cherche un  secours  dans la mécanisation.  Sans 
Joute n'est-il pas inutile  de  vous  donner ici un  e.perçu  1'à vol  d'oiseau" 
de  l'évolution  des  machines utilisables en  documentation.  Les  premières 
fléWhines  que  1 1 on  f:t  pensé  pouvoir utiliser ponr la docunentation,  ce 
sont les machines  à  statistiques Hollerith  (ou  Bull  ou  Gammas)  nées  dans 
los a-rmées  1880)  DkÜs  dont les premières applications  à  la documentation 
ne  remontent  guère  au-delà  de  1936  :  donc  une  cinquantaine  d'années  au 
plus  tard.. 
Lu  deuxième  système  mécanographique  que  l'on a  cherché  à  uti-
liser on  documentation  a  ôté  celui  connu actuellement  en anglais  sous 
le nom  de  "Peek-a-boo"  (en  allemand  :  Sichtlochkarten)  découvert  en 
1915  par  Taylor,  perfectionné  en  1920 par Soper,  mais  dont les premières 
applications  documentaires  quelque  peu  étendues  remontent  à  1939-1940 
environ,  c'est-à-dire quelque  vingt-cinq  ans  après leur invention. 
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Les  cartes  à  préperforations marginales  ont  été inventées par  l'~Dglais 
Alfred Perkins vers  1919 et leurs applications  documentaires  se  sont 
développées  quelques  décennies  plus  tard;  elles ne  sont  guère  applicables 
qu'à de  petites collections  de  documents. 
Le  quatrième  systèoe  est dénommé  en  anglais  "film scanning", 
que  je ne  sais  trop  coEur~<::mt  traduire:  disons  sélection à  1 1 aide  de  films. 
L'idée  en  a  été  lancée  pour un  brevet  Goldberg déposé  en  1928  et accordé 
en  1931,  et pal'  des  rechei"ches  è.e  Watson-Davis  et de  Draeger  en  Amérique 
vors  ·1935,  la première  r8alisation ayant  été le  Rapid  Selector de  Bush 
vors  1938-1939,  dont  un  modèle  transformé  est actuellement  à  l'étude au 
National  Bureau  of Standards.  Le  m~rr.o  système  de  sélection utilisant un 
film continu  se  retrouve  avec  le Flip de  la Benson-Lehner  Corp.  présenté 
an  1958,  et Marcel  Locquin  a  préscmté  très brièvement  à  l'Acalémie  des 
Sciences,  il y  a  quelques  jours,  une  note  sur un  système  qui  semble  -
pour autant qu'on  puisse  en  juger - en  @tre  un  proche  parent. 
Le  Dr  Pietsch vous  a  parlé  du  Filmorox  Samain  et de  la Minicard 
Kodak,  que  l'on peut  considérer  comme  issus d'une  sorte  de  "croisement" 
entre le  système  des machines  à  cartes perforées Hollerith et celui  du 
"film sc&'1ning".  Les  défauts  de  ces  procédés,  c'est leur vitesse  de  défi-
lement  assez  réduite  (respectivement  600  à  700  microfiches/minute  ot 
2.000 minica.rds/minuto)  :  pour  des  collections  de  documents  de  quelque 
étendue,  l'opération de  sélection devient  trop  longue. 
Nous  trouvons un  système  qui  est lui  aussl lssu d'une  sorte  de 
croisement,  cette fois  entre le  "peek-a-boo"  et le  "film scanning",  avec 
le projGt  Cordonnier  de  "coséilectionneuse"  actuellement  en  cours  de  réa-
lisation  en  France.  Comme  autre  exonple  de  système  à  mémoire  optique 
(il y  en  a,  à  ma  connaissance,  un  seul  exemplaire  existant),  nous  avons 
la mémoire  à  disques  créée  par  Gilbert King à  l'International  Telemotor 
Corporation,  vers  1955,  développée  plus  récemment  par  I.:S.l\1.  et qui va 
servir à  la traduction m8canique  avec  le  dictionnaire  autcmatiql;le  enre-
gistré  sur cette mémoire  pour  lr::;  Professeur Reifler  à  l'Université de 
Washington.  Pour  ce  qui  est  des  calculatrices,  je laisserai Braffort vous 
parlor de  leur évolution et  de  leur emploi  en  documentation.  Finalement, 
jo rejoindrai  ce  quo  vous  disait le  Profess~ur Pietsch  :  jusqu'à présent 
toutes  cos  machines  ont  été  conçues  pour d'autres besoins  que  la documen-
tation  (calcul,  traitement  d 1inforBations  dans  les administrations  ou  les 
affairas);  peut-ôtre la première  formule  do  mémoire  vraiment  adaptée  aux 
besoins  des  documentalistes  est-elle la Maenacard  (dont le Professeur 
Pietsch vous  a  aussi parlé),  grâce  à  sa  grande  capacité ot  à  sa  grande 
rapidité  de  défilement.  Une  loi  (très empirique)  a  été  dégagée  par Calvin 
Mooers  pour  estimer le rendement  des  syst~mes documentaires  :  c'est le 
critèi'e  du  nombre  de  documents  sur lesquels  on  peut opérer une  sélection 
en une  demi-heure.  Si  l'on applique  cette  r~gle  (tout  à  fait empirique, 
encore  una  fois)  au  Filmorex  du  docteur  Samain 9  par  exemple,  on  trouve 
une  limite  d 1;;nviron  18  à  20,000  documents.  Naturellement,  on  peut  "s'an 
tirer"  pour  des  collections plus importantes  en  pratiquant une  préselec-
tion des  microfiches,  mais  celle-ci n 1ast pas  exempte  d'inconvénients 
du  point  de  vue  économique. 
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Parlons maintenant  un  peu  des  codes.  Historiquement,  on  a 
d'abord utilisé pour la documentation mécanique  des  codes  qui n'étaient 
p::.s  faits  pour  olle.  Vers  193 5-36,  par exemple,  quand  on  a  commencé  à 
travailler avec  des  machines  Hollerith,  I .B.Ivi.  ou  autres,  on  a  employé 
parfois la CDU  (classification  décimale universelle).  Or,  la CDU  n'est 
pas  adaptée  aux  méthodes  mécanisées  de  recherche  d'informations,  parce 
quo  c'est à  la base  une  classification "à hiérarchie  forte"  fondée  sur 
la relation d'inclusion,  et gu 1u."YJ.c  telle clafosification est très peu  ef-
ficiente  pour los machines.  On  s'est donc  aper'_;:u,  cor;ll1e  le dit Mooers 
(dans  une  conférence fort intéressante qu'il  a  faite l'année  dernière et 
quo  j'ai largomont utilisée ici  :  "The  next  twonty years  in  information 
rotrioval")  "new  mechanisms  do serve  new  nwthods",  los nouvelles  machines 
douo.ndont  des  raéthodes  nouvelles.  Ces  nouvelles  YlH~thodes,  on  peut les 
décrire,  cornno  le fait Mooorsj  dn  disant qu'il  s'agit do  "putting togo-
thor  inclopondcnt  idoas  oxpressing ten:1s  and  seh:cting upon  their correla-
tive  occurences",  autrorwnt dit,  en  français,  de  réaliser des  combinai-
sons  de  ternes  indGpondants  simples,  afin d'exprimer  dGs  concepts  complexes, 
et d'opérer ensuite la sélcction  on  fonction  do  la présence  simultanée  de 
plusieurs  de  cos  ter11es  simples.  Ceci  inplique  que  l'on passe  des  classi-
fications  à  "hiérarchie forte"  basées  sur la relation d'inclusion ot  sur 
le  schéLw.  arbore sc  en t,  à  des  classifications  à  "hiérarchie faible",  c 1 est-
à-dire  on  fori':lo  de  treillis ot faisant  usage  d 1 autres J:'elations  que  la 
relation d'inclusion.  Cette  évolution  des  classifications 1  à  vrai dire 
on  peut la rattacher  à.  des  origines assez  anciennes.  Probablement  faut-
il en voir les premières manifestations  dans  les projets  do  langues uni-
verselles  de  Leibniz  c·c  de  Wilkins  au  XVIIè  siècle,  :oais il faut  atten-
dre  1895  pour voir  ces  idéos  pénétrer dans  le  domaine  de  la documentation 
proprm::wnt  di te  avec  le  belge  Paul  Otlet  :  c'est lui qui  introduisit le 
pre:oier  dans  une  classification documentaire  une  autre  relation que la 
rolation d'inclusion  avec  co  signe  que  les usagers  de  la  CDU  connaiss..:cnt 
bion  :  le  deux  points,  le  signe  de  "re  la  ti  on  g8nérale",  qui  a  été le 
pror:üer  exemple  dans  une  classification clocumon taire d'une  wJthode  pour 
relier des  concepts  simples  en  un  concept  complcxe.RedécouvRrte  par 
Ranganathan 1  en  1933,  rodécovverte  une  deuxi2ne  fois par  Gérard  Cordonnier 
cm  1943,  cotte  m6thode  a  uené  aux classifications di tes  "à fe.cE;ttes" 
(facotod classifications)  que  préconisont  en  Angleterre  nos  arüs  du  Cle.s-
sification Rosearch  Group  et,  en  Franco,  par  exemple,  à  l'analyse  codée 
cle  Robert  Pagès.  RGste  à  savoir si cos  classifications  sont vraiment  adap-
tücs  à  le  docuncntation  e..utomatique;  porsonnellenent,  je ne  le crois pas 
elles ont  été faites  pour  des  docur:aentations  "m~muelles 11 ,  utilisant dos 
fichiers  norElaUX;  des  fichiers  du  type  de  l'abbé Hozier,  et non  pas  des 
m&chines  documentaires  (à 1 1 exception  de  celle  de  Pagès,,  q_ui  travaille 
avec  des  fiches  ptJek-a-boo). 
Autre  nûthode  de  codification,  celle dite  des  "descriptors"  -
encore;  un  torne  angln-saxon  difficile à  traduire 9  peut-être  "descripteur", 
ou  disons  "mot-clé"  corru:ne  Braffort.  Lancée  par Niooers  pour  êtro utilisée 
avoc  un  systèoè particulier  de  nachines d'ailleurs fort  siaple,  elle  a 
été  conjuguee  par lui  avec  l'utilisation de  codes  superposés,  faisant 
usage  de  nombres  tirés  au hasard.  Il n'y a  plus  classification proprement 
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dite,  celle-ci est remplacée  par  des mots  normalisés  correspondant  à  des 
concepts  simples répartis entre un  certain nombre  de  catégories qui  peu-
vent d'ailleurs  se  recouvrir partiellement,  qui  ne  sont pas  mutuellement 
exclusives,  cette catégorisation  servant  seulement  pour faciliter les 
contacts  avec  l'usager.  Dans  le  système  primitif de  Mooers,  il n'y a  pas 
d'expression  des  relations.  Un  développement  de  cette méthode  fait usage 
des  mêmes  descripteurs,  des  mêmes  mots-clés,  mais  tend  à  exprimer les 
rapports  entre  ceux-ci et  à.  passer,  comme  1 1 écrivent Leroy et Braffort, 
des mots-clés  aux  ph1·ases-clés.  On  peut  trouver une  tendance  de  ce  g<mre 
dans les  travaux  do  Hans  Selye  au  Ca...nàda  vers  1956,  puis  chez  Jean-Claude 
Gardin,  en  France,  et l'on aboutit aux recherches  de  l'équipe qui nous 
accueille aujourd'hui.  On  cherche  à  exprimer les relations par différents 
moyens  :  chez  Selye,  à  l'aide  de  signes  spéciaux  (qui  ressemblent  à  des 
prépositions,  si l'on veut une  comparaison  avec  le langage),  chez  Gardin, 
avec  des désinences  qui  s'apparentent aux  flexions  greco-latines;  chez 
Braffort  enf:_i_n,  avec  des  diagrammes,  procédé nouveau. 
Une  troisième  méthode  è.e  codification utilise les mots  du  lan-
gage  courant.  Historiquement,  elle est un  peu  postérieure  à  la méthode 
des  "descriptors",  elle est née  avec  les  "Uniterms"  de  Mortimer  Taube 
qui,  à  l'origine,  n'étaient  g~ère autre  chose  que  des  mots  du  langage, 
destinée  à  représenter une  idée  simple,  mais  non  stanù.ardisés.  Depuis, 
les  '!uniterms"  tendent  à  se  rapprocher  è.es  descripteurs. 
Une  quatrième  méthode  est celle  du  "samantic  code"  de  Perry 
et de  ses  collaborateurs  à  Cleveland,  qui  est une  espèce  de  croisement 
entre los méthodes  n°  2  (c'est-à-dire  des  descriptors)  et n°  1  (c'est-
à-dire  des  classifications systématiquès). 
Il y  aurait un  certain nombre  de  remarques  à  faire  sur cotte 
codification,  quelque  peu hybride;  si l'on voulait lui  trouver  des 
"pe.rents"  parmi  les langues naturelles,  il faudrait  se  diriger d'une 
part vers les langu.es  polysynthétiques  (du  type  esquimau)  et d'autre 
part vers les langues  chami to-sémitiques  (utilisa  ti  on  de  racir.es  conso-
nantiques et  de  variations vocaliques  internes pour  exprimer  certaines 
relations).  Quoi  qu'il  en  soit 9  ce  code  va  servir ces  jours-ci  à  la 
première  expérience  sur une  large  échelle  de  documentation  automatique, 
puisque  l'American  Society of Metals vient d'annoncer la mise  en  route 
d'un  service  de  documentation  automatique  faisant usage  du  code  Perry 
avec la machine  Gen~ral Electric  250  dont  on  vous  a  parlé  ce  matin. 
Si nous  voulions maintenant caractérisgr  ~rès brièveDent  toutes  ces mé-
thodes,  nous  pourrions  sans  doute  dire  qJ.e 9  pour l'instant,  il s'agit 
encore  de  recherches.  J 1aurais  pu  d'ailleurs vous  parler encore  de  bien 
d'autres  tentatives,  comme  celle  de  Simon  Newman  au  U.S.  Patent  Office 
pour  cons ti  tuer  ce  qu'il  dénomme  un  "R<Jly  English",  sorte  de  langage 
normalisé utilisant des  relations  elles-mê:mes  normalisées,  qui  aboutit 
assez  curieuse::-aent  à  quelque  chose  d 1 assez  analogue  au  langage  imaginé 
par Orwell  dans  son  :c'oman  11 1984"·  J'ai essayé  C!_e  décrire  avec  quelque 
détail  toutes  ces  recherohes  dans  un  assez  volurnj_neux  rapport  pour 
l'UNESCO,  sous  le titre plutôt rébar·batif  d0  "Etude  sur les catégories 
générales  applicables  aux classifications et codifications documentaires". 
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Peut-être pourrions-nous  enfin  tenter très rapidement un  essai 
de  :'propective 11 ,  selon  le  terme  récemmr:?nt  la:r.wé  par  Gaston  Berger  ~ 
quelles  sont les perspectives,  compte  tenu  de  ce  long passé  (fort long, 
en  effet,  puisqu'il remonte  à  l'époque- que  je ne  saurais préciser-
à  laquelle les abeilles  ont  commencé  à  danser  pour faire  savoir qu'il y 
avait èes  fleurs  mellifères  dans  telle direction et  à  telle distance, 
cela fait peut-être quelques  cen ta.ines  de  :cn.illions  d 1 a...'1nées)  et de  ce 
mo"'.lv0nent  impétueu:x: 1  le renouvellement  que  nous  voyons  se  développer  à 
l~.ne  allure explosive  pendant  les  dernières  années  ?  Où  allons-nous  ?  et 
j1-1 CllJU 1 où  pouvons-nous  aller  ?  Je  crois que  les procédés  classiques  ( j  1 en-
tends  par là lc;s  procéci6s  nés,  développés  et mis  au point  au  cours  des 
p~riodes n°  1  et n°  2  de  notre historique,  la période  de  la parole et 
la période  de  l'écrit) ne  sont  pas  destinés  à  mourir.  Ils continueront 
d'être utilisés,  de  servir,  probablement  sous  des  formes  quelque  peu  dif-
férentes,  mais  ils seront  complét6s  (je  dirais  biencomplémen~és .si  j  1osq:i.s 
ce  barbarisme)  par  des  méthodes  nouvelles,  automatiques.  Cette  automc.ti-
sation peut d'ailleurs comporter  plusieurs  stades.  Le  premier  stade  con-
cerne  l'automa.tisation  de  la production  de  choses  classiques,  par  exemple 
de  la production  d 1 iudex,  tels que  nous  les connaissons.  :r_,e  Professeu~':' 
Pietsch nous  a.  fait  ce  matin  une  démonstration  de  l'économie  que  peut 
apporter l'usage  des  machines  pour la production  d'index classiques.  Il 
y  en  a  un  autre  exemple  très  remr:t.rquable  et fort récent,  puisqu'il date 
seulement  du  1er  janvier  1960,  dû  à  le. National Library of Medecine  arno-
ricaine  qui  a  mécanisé la production  de  sa.  bibliographie  de  la médecine 
(Index Medicus)  par  des  méthodes  un  peu  différentes de  celles  du  Profes-
eour  Pie tseh mais  qui  s 1 cm  rapprochent  ccpendan  t  par p2.usieurs  cG tés 
(utilisation  du  flexowriter,  de  machines  à  statistiques  type  Hollerith), 
On  peut aussi noter que  les  Chemical  Abstracts  étudient  e:::1  ce  I7loment  très 
sérieusement les possibilités d'application  de  diverses machines  à  la 
prod,~ction de  leur bibliographie  et de  ses  index.  Je  crois que  c 1 est là 
un  champ  d 1 application  très intéressant  de  la documen t:1 ti  on  "au  tor:l3. tique" 
(il fuudrait  plutôt dire  documentation  semi-automatiql.l.e,  ou  mieux  produc-
ticn auto:natisée  d'instrUI::lents  bibl:i_ographiques  traditionnels,  conven-
tionnels). 
A un  stade  un  peu  plus  "avancé"  se  trouvent les méthodes  qui 
perc.ettent  de  réserver  à  l'homme  la seule  t§Lche  de  faire  le  choix des 
descripteurs,  des  mots-clés  ou  des  phrases-clés,  et ensuite  de  faire 
faire  par  des  machines  les  opérations qui  suivent  ce  choix  :  dans  cet 
ord1oe  d' ièées nous  avons  par  exemple  le  travail  de  Frome  qui  est le der-
n:.oT  n-o.méro  de  la série  des  U.S.  Patent Office  Research  and  Development 
Reports,  dont  le professeur Pietsch vous parlait ce  matin,  et qui  est un 
e:::emple. 
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Une  étape  plus loin,  nous  pouvons  imaginer une  sélection pure-
ment  mécanique  à  partir des  textes  originaux  eux-mêmes.  Il y  a  encore, 
à  1 'heure  actuelle,  très  pcm  de  réalisations effectives dans  ce  domaine. 
On  peut citer par  oxemple  les  travaux poursuivis  chez  I.B.l\:1.  pour la 
confection  automatique  d 1index  à  partir des  titres des  rapports.  (Voir 
le rapport  de  H.P.  Luhn,  Keyword  - in  - context  index  for  technical 
literature,  Yorktown  Heights,  1959,  RC  127).  Malheureusement l'on  se 
heurte  ici  à  l'absence  de  normalisation,  l'absence  de  règles,  à  l'étape 
de  la production  des  documents.  Les  titres  (je ne  vous  i'apprends pas) 
sont  très  souvent  imprécis,  insuffisants,  et la machine  ne  peut  travail-
ler que  sur la ma ti  ère  premièl'e  qu  1 on  lui fournit  ~  si cette  ma ti  ère 
première  est médiocre,  le résultat sera  m~diocre.  Néanmoins,  ces  index 
obtenus  selon la méthode  di te  11KVVIC"  ne  sont pas  du  tout  sans intérêt. 
Il y  a  une  tentative  beaucoup  plus  ambitieuse,  qui  est celle  de  Luhn 
à  I.  B.M.,  pour la production  au  toma  tique  non  plus  d'index mais  bien 
d' eJlalyses.  J 1 ai fait allusion  à  cette expérience  à  la Conférence  In-
ternationale  de  rvashington  de  nove:obre  1958,  en  disant qu'elle  ouvrait 
lUle  ère nouvelle,  mais  elle  ouvre  cette  ère nouvelle  plus  par les pers-
pectives qu'elle  trace  pour l'avenir que  par  ses résultats concrets 
actuels.  Pourquoi  ?  Parce  que,  comme  le dit Mooers  quelque  part,  on  uti-
lisG  des  machines  qui  sont  "idiotes",  qui ne  sont  pas  dotées  de  la fa-
culté d'"apprendre".  Pour  certains  textes,  l'ana.lyse  statistique assez 
brutale  "inintelligente",  selon la :r1éthode  d.e  Luhn,  peut  sans  doute  abou-
tir à  des résultats à  peu près  satisfaisants,  mais  on  ne  va  pas  très 
loin dans  cette voie.  Pour aller plus loin,  il faudrait  des  machines 
"intelligen.tes"9  ces  "inductive  inference  machines~' comme  les appelle 
Solomonoff,  ne  sont  pas nées,  mais il y  a  de  bons  espoirs  de  les voir 
naître.  Et 1  le  jour  où elles  seront nées,  il sera possible  de  leur con-
fier des  tâches  beaucoup  plus  compliquées.  Il y  a  eu  deux  rapports pré-
sentés  à  la conférence  de  l'UNESCO  en  jui.n  dernier qui  montrent un8 
certaine  avance  dans  cette voie.  Les  machines  de  ce  type  pourront  pro"· 
bablement  se  charger  de  rédige~ à  partir de  données  qui leur  seront 
fournies,  des  textes  d 1irl.Îormation  pour  1 'usageJ;'.  C'est  à  partir à.e  ce 
moment,  pas  avant?  que  1 'on  pourra parle:r  Vl'aimen t  d'une nouvelle  époque 
et que  1 '0:1.  sera passé,  après  les  étapes  de  la parole  et  de  1 1 écrit,  au 
langage-machine  proprement  dit,  à  l'étape  où les archives  scientifiques 
ne  seront plus  seulement  en  forme  de  livrea  OQ  de  n'importe  quel  dérivé 
des  livres,  hlais  d'une  .mémoire  élGctronique  (ou  autre ••• ).  Nous  n'en 
sommes  pas  encore  là. 11ooers  pense  que  cette  étape viendra  dans  quelque 
vingt  ans.  Peut-être •••• 
De  toute  façon,  une  question  qui  dominera  sans  doute  la série 
de  leçons  de  cette  serraine  sera  :  que  doit-on  entendre  exactement  par 
"langage  des  me.chines"  ?  Est-ce  que  l'on veut  parler de  la  11langu.e 11  uti-
lisée  à  la sortie  ?  Le  Professeur Pietsch y  a  fait allusion  ce  matin. 
Il nous  a  dit qu  1 il n 1 existait pas  de  é',ifficul-Gés  au ni  veau  du  langage 
interne,  téjà bicm  con:"lu  des  spécialistes~  ce  qu'il est important  de 
rechercher  à  l'heure actuelle,  c 1est le  cs.:::-actère  des  11L:mé:,"LWS 11  des 
codifications qui  seront  employées  pour l'alimentation des  macc:h:Lnes. 
Jo  pense,  personnellement,  que  nous nourrirons  celles-ci  de  plus  en 
plua  avec  des  matériaux bruts,  et cela pour  des  raisons d'éoJnomie. 
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Quelqu'un  a  posé  ce  matin la question  de  savoir  comment  traiter,  non  plus 
les informations qui  arrivent  au  jour le  jour,  mais l'arriéré. 
C'est  en  effet un  problème  énorme.  Pour  codifier,  en  vue  de 
los enregistrer  sur L:tachines,  par  exemple,  los  informations  contenues 
dans  un  grE.W.'1d  office  de  brevets  tel  que  ceux  de  La  Haye,  de  Wa.shington, 
de  Munich  ou  de  Paris,  il faudrait  des  dizaines  de milliers d'années 
de  travail d'ingénieur. 
Des  travaux  de  ce  genre  ne  seront possibles  que  si l'on trouve 
des  rn8thodes  permettant  que  les machines  puissent  ingérer  (si l'on veut 
nous  permettre  l 1enploi  de  ce  terme  emprunté  aux  sciences  de  la diges-
timl)  dos  textes bruts,  des  textes tels qu'on  les écrit,  tels qu'on les 
publie. Il faut  avouer  que  nous  ne  som11es  pas  encore  très  ava.ncés  à  ce 
point  de  vue~  en  partie  à  cause  des  difficultés que  soulève  la lectare 
automatique  d.es  caractères.  Noua  avons  bien déjà des  ma~:·.h:Lnos  capables 
do  lire les  chèques,  mais  seulement  si  ceux-ci  sont  0o~its avec  u~e 
écTi  tu1·e  standardisée  spucialement  adaptée  à  la recor:naissance  par la 
machine.  Tout  autre est le  cas  des  textes  "normaux 11  que  vous  et moi  avons 
à  lire et que  les machines  ne  savent pas lire pour le moment. 
Par ailleurs,  il sera aussi nécessaiTe  de  réaliser de  grands 
progrès  dans  le  domaine  de  la linguistique  appliquée  à  la documentation 
automatique.  Vous  verrez  dans  les leçons qui  vont  venir  combien les re-
cherches  structural:.stes  de  Harris,  de  Chomsky  et d'autres,  ou  les re-
cherches  de  Ceccato  sur l'expression des relations  ont déjà été utilee 
clans  ce  domaine,  et je crois que  leur développement  ne  fait  que  commencer. 
La  recherche  des  informations  deviendra  sans  doute,  comme  le prédit 
Andreev  en  URSS,  une  partie  de  la linguistique appliquée.  A  ce  propos, 
je pense  qu'il faut attirer votre  attention  sur les différences qu'il y 
a  cependant  entre la recherche  automatique  des  informations et la tra,duc-
tion mécanique.  Il est vrai  que  l'on m'a fait l'honneur de  me  charger 
(et c'est là vraiment une  ~har~, au  sens  fort  du  mot)  de  présider le 
sous-comité  "recherches"  d'un  comité  dont le nom  est à  peu  près intra-
duisible  en  français  "International  Continuation  Committee  on  Mechanical 
Tra:.'ls~ation  and  J:hforL'lation  Retrieval"  (peut-être pourrai  t-on le tradui-
re  approximativr~ment pc:;.r  "Comité  International  pour la Traduction Méca-
nique  et la Documentation  Automatique").  On  a  donc  jumelé là les deux 
questions,  mais  on  n'a pas  encore  réussi  à.  déterminer  exactement  en  quoi 
la recherche  automatique  des  informations et la traduction  mécanique  se 
rapproc::_._ent  et en  quoi  elles diffèrent.  Je  crains pourtant  que  cette 
q1.::.e s ti  on  dérassenü  t  les li  mi tes de  temps  qui  me  sont  i11partie s  ce  ma tin. 
Je voudrais  terminer  en  disant  que  c'est sans  doute  vraiment 
une  sorte d'"expérience  historique"  que  nous  vivons ici cette  semaine. 
Je n'ai pas  l'habitude d'être  emphatique,  mais  tout  de  même  je  crois 
qu'il  faut  remercier  l'EURATOM,  et  tout particulièrement  Braffort et 
Leroy,  d'Ewoir,  pour la première  fois,  mis  sur le plan  de  l'enseignement 
pratique  des  méthodes  d'avant-garde  qui  étaient restées  jusqu'à présent 
sur le plan  de  la recherche  ou  des  discussions entre  quelques  spécialis-
tes. 
-=-=-=-=-=-=-
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JOURNEE  DE  MATHEMA:_TIQUES 
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INTRODUCTION  A  LA  JOURNEE  DE  JviATHEHATI~UES 
P.  BRAFFORT 
Au  cours  de  la  journée  d'hier,  M.  Pietsch et  M.  de  Grolier 
ont  présenté  un  tableau  des  centres  de  documentation  et  des  systèmes 
de  documentation  qui  vous  ont  permis  de  voir  à  quel point les méthodes 
utilisées et  les problèmes  posés  étaient  nombreux.  Com1:1ent,  alors, 
choisir un  systèr:1e  correct. dans  votre  propre  centre  de  documentation? 
Il existe  de  nombreux  systèmes tant  du  point  de  vue  techni-
que  que  du  point  de  vue  des  méthodes  de  classification,  et  souvent 
do.ns  les  conférences  on  se  trouve  en présence  de  petits  co:c1bats  singu-
liers entre les tenRnts  de  tel ou  tel système  qui  estiment  avoir trou-
vé  la pierre philosophale.  C'est  notamment  le  cas lorsqu'on  se  situe 
au  niveau pré-automatique  et  au  stade  de  la fabrication  de  systèmes 
de  classification.  Voue;  savez  qu'il existe  notamment  la célèbre  clas-
sification décimale  universelle  qui  est  encore  utilisée  dans  un  cer-
tain nombre  de  centres  et  de  périodiques;  vous  savez  aussi  que  d'autres 
systèmes,  tel que  le  système  CORDONNIER,  le  système  PAGES  etc •.•  em-
ploient les techniques linguistiques  cor:1pliquées,  et  ce  n 1 est  que  de-
puis peu  de  temps  qu'on  a  senti la nécessité  de  justifier l'emploi  de 
tel  ou  tel système. 
En  fait,  les auteurs,  dans la plupart  des  cas,  pensaient  que 
les qualités  de  leur  système  devaient  sauter  aux  yeux  et  que,  par  con-
séquent,  il n'était  pas  besoin  de  les  justifier davantage.  Mais  avec 
l'automatisation  des  fonctions  documentaires,  on  est  préoccupé  par 
d'autres  problèmes  :  les problèmes  financiers.  Lorsqu'il s'agit  de  pa-
yer  quelques  documentalistes,  les payer  fort  peu  en  général,  cela va 
trè.s  bien.  ~uand il faut  acheter  des  machines,  qui représentent  des 
investi.sser:!ents plus  considérables,  alors on  nous  deme.nde  des  comptes. 
Pour  ces  comptes,  nous  voudrions  essayer  de  présenter  quelques  techni-
ques  de  calcul.  Dans  quel  domaine  ces  techniques  de  calcul  devront-
elles être  appliquées  ?  Pour  le savoir,  il faut  se  reporter  aux  quel-
ques  textes très peu  nombreux  dans  lesquels  des  auteurs  se  sont  ef-
forcés  de  justifier l'utilisation de  systèmes. 
Mais  qui  dit  estimation dit utilisation de  techniques sta-
tistiques.  Ces  techniques  portent  sur  plusieurs  domaines  :  d'une  part, 
les documents;  il s'agit  donc  de  statistiques sur  le  nombre  de  docu-
ments  intéressants retrouvés lors  d'une  recherche rétrospective, 
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la proportion  des  documents  corrects par rapport  aux  documents  incor-
rects,  la valeur  d'un  échantillonna.gc ·de  docur.wnts  pour  juger la qua-
lité d'un système  documentaire  etc .••  D'autre part, il faut  aussi 
connaître  les coûts  des  recherches tant  on  ce  qui  concerne  les salai-
res  des  documentalistes  ou  des  personnes  qui  se  servent  des  machines 
que  des  coûts liés au  temps  d'utilisation des  machines.  C'est  à  l'aide 
de  ces  &léments  qu'on peut  aborder  d'une  façon  quantitative l'estima-
tion d'un système  documentaire.  Sans  avoir  élaboré  complètement  de 
telles méthodes  et  pour  n'avoir  fait  que  des  essais partiels,  on  se 
rend  cependant  compte  dès  maintenant  qu'il n'y  aura pas  une  solution 
universelle  et  qu'il n'est  pas  question  de  décider  à  la fin  d'une  en-
quête  quel  système,  quelle  méthode  de  classification et  quelle  méca-
nique  résolvent  le  problème  de  la documentation.  Et  ceci parce  qu'il 
n'y  a  pas  un  problème  unique  de  la documentation.  Il suffit  de  travail-
ler pendant  un  certain temps  dans  un  grand  organisme  scientifique  comme 
l'Euratom pour  se  rendre  compte  que,  à  chaque  niveau  d'organisation  de 
l'institution scientifique  en question,  il se  pose  un  problème  docu-
mentaire  en particulier.  C'est  ainsi que  le problème  de  la documenta-
tion générale  disons  de  l'Euratom n'est  pas  le  même  que  celui  de  la 
documentation  de  la direction  des  recherches  qui,  lui-même,  n'est  pas 
le problème  de  la documentation  du  groupe  d'études  sur  les échanges 
thermiques.  Un  laboratoire  qui  étudie les  ~changes thermiques  peut 
avoir  à  manipuler  un  ensemble  de  documents,  de  quelques  dizaines  de 
milliers  de  documents,  et  l'Euratom peut  avoir  à  manipuler  quelques 
millions  de  documents.  On  se  rend bien  compte  que  le  problème  de  coût 
et  du  non:.bre  sont  fondamentalement  différents.  Vous  voyez,  par  consé-
quent,  que  c'est l'aspect  numérique  et  statistique  des  populations 
documentaires  en  question  qui  détermine  justement  quel  système  pourra 
ou  ne  pourra pas  être qualifié  de  système  optimal. 
D'un  autre  côté,  en  même  temps  qu'on  s'approche  d'une  auto-
matisation plus  complète  on  abandonne  les classifications à  tendances 
philosophiques  pour  en venir  à  des  systèmes  d'expression  des  textes 
scientifiques plus proches  du  langage  naturel,  plus linguistiques. 
C'est  un  autre  aspect  de  la statistique  qui  apparait  :  celui  de  l'u-
tilisation des  statistiques pour  l'étude  des  textes,  pour  l'étude  du 
langage,  notamment  du  langac;:e  scientifique  spécialisé.  Ceci  explique 
ln répartition des  différentes  conférences  qui  sont  présentées  au-
jourd'hui et  demain,  ceci fait  apparaître  également  une  relation entre 
les cours  d'aujourd'hui  et les  cours  de  demain.  Dire  qu'on va  faire 
de  la statistique  ne  veut  pas  dire qu'il faut  négliger les aspects 
que  l'on peut  appeler "certains"  des  structures mathématiques,  ces 
aspects  sont,  au  contraire,  ceux  qui  ont  été les plus  couramment 
exploités  jusqu'alors,  ainsi qu'on le verra au  cours  de  la  journée 
de  linguistique. 
Lorsqu'on pénètre  un  peu  profondément  dans  l'étude  du  lan-
gage,  que  ce  soit langages  naturels  ou  langages artificiels  (comme 
les systèmes  formels),  on  éprouve  l'unité profonde  du  syntaxique  et 
du  sémantique.  Eclairer  ces rapports,  c'est éclairer les rapports  du 
statistique et  du  certain dans  les structures mathématiques.  C'est 
pourquoi la  journée  de  Mathématiques  se  devait  de  débuter  par l'ana-
lyse  d'une  notion qui  est  à  la racine  de  ce  point  de  rencontre  : 
c'est la notion d'information. 
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THEORIE  DE  L1INFOBH.ATION 
-----------
M.  SCHU'I'ZENBERGER 
+ 
Dans  l'état actuel  de  son  développement,  la théorie  de l'in-
formation  se  présente  comme  une  théorie  essentiellement mathématique 
assez  peu  élémentaire et il me  sera donc  difficile dien  donner  autre 
chose  qu'un  aperçu  sommaire. 
Tous  les problèmes  qui  se  posent  dans  la théorie  mathématique 
des  communications  peuvent  @tre  considérés  comme  des  cas particuliers du 
schéma  suivant  : 
un  émetteur  choisit un  "message"  dans  une  certaine liste;  ce~~~ 
est codé  en un  certain ~igna~ qui  est  transmis  sur une  liane  où il 
est éventuellement  soumis  à  des  perturbations aléatoires  (b;;_,_it) • 
.A  la réception,  le  signal  est décodé  et on  compare  (idéalement) 
le message  qui  a  été  envoyé  au message  que  le récepteur croit avoir  déco-
dé,  de  façon  à  calculer le  gain  (positif ou  négatif)  qui résulte  de  l'o-
pération.  Pour  compléter le bilan,  on  fait intervenir le  "cotlt  de  trans-
mission"  comportant  à  la fois  des frais fixes et des  dépenses  proportion-
nelles à  la longueur  du  message  transmis. 
En  raison du  caractère  extr~mement général  de  ce  modèle,  il 
est clair qu'aucun  problème  vraiment intéressant ne  peut être  posé  avant 
que  soient délimités  de  façon  plus  stricte  chacun  des  éléments  qui  le 
composent. 
Je  vais  donc  reprendre un par un  les différents  éléments et 
montrer quelles hy-pothèses il est naturel  de  faire  - ou  du  moins  quelles 
hypothèses  mènent  à  des résultats praticables. 
Les  messages  :  Une  division  à  priori  s'impose  :  ou  bien la liste des 
messages  est finie,  ou  bien  la liste des  messages est infinie et,  da..."ls 
ce  cas,  nous  ne  pourrons  en  parler utilement  que  si nous  lui avons  con-
féré  une  structure. 
,  Faculté  des  Sciences  de  Poitiers 
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Encore  faudra-t-il  distinguer  deux  cas  :  dans le premier, 
chacun  des  messages est,  en réalité,  une  suite  de  "messages  élémentaires" 
extraits d'une liste plus  simple;  c'est le cas le plus évident  :  la lis-
te des  messages  que  vous  pouvez  vouloir envoyer  par la poste  est infinie, 
ce  sont  toutes les phrases  ou  suites tle  phrases possibles;  mais,  de  fait, 
chacun  de  ces  messages n'est qu'une  suite  (infinie)  de  symboles  apparte-
nant  à  un  ensemble  fini  :  celui des  si@1es  typographiques  (l'alphabet, 
les  chiffres~ les signes  de  ponctuation etc ••• )  qui  constituent l'ensem-
ble  des  messages  élémentaires. 
A l'opposé,  la structure  de  la liste des messages  pourra- ou 
devra- dans  certains cas,  ~tre prise dans  toute  sa complexité  :  c'est 
ce  qui  se  produirait par  exemple  si le  "message"  était une  mesure  dont 
l'expression exacte n'a à  priori  aucune  chance  de  n'exiger qu'un nombre 
fini  de  décimales. 
Le  codage  :  Toutes les distinctions qui viennent d'être faites valent 
aussi  bien pour les  signaux  :  ou  bien  ceux-ci  seront  en  nombre  fini  ou 
bien ils seront des  sui tes  de  sig-Daux  élémentaires  - ou  bien le  signal 
sera continu.  Du  point  de  vue  mathématique,  ces  cas  commandent  des  tech-
niques  assez  différentes et divisent la théorie  en plusieurs chapitres 
dont  le  développement  est fort  inégal. 
Le  truit  :  Puisque nous  opérons  dru1s  l'abstrait,  le bruit sera  simplement 
la donnée  pour  tout  signal  émis  de  la probabilité pour  que  le  signal 
soit reçu  sous  telle  ou  telle  forme. 
Naturellement,  dans  chaque  problème  concret il se  posera une 
question  préalable consistant à  déduire  du  modèle  de  la structure phy-
sique  ces probabilités,  mais,  au  niveau  où  nous  traitons cette question, 
il est possible  de  supposer que  cette réduction  a  déjà  été  effectuée. 
Le  décoda&e  :  Peut-être qu'à priori ceci  vous  semble  l'aspect le plus 
important  de  toute la question,  et cependant nous  allons l'escamoter 
entièrement  en  prétendant  que  la situation qui  a  été décrite  jusqu'ici 
n 1 a  été qu'un  lru1gage  nouveau  pour  "coder"  le  problème  général  de  la 
statistique mathématique,  et en  priant nos  collègues  statisticiens de 
résoudre la question pour nous. 
Le  rôle  du  théoricien  des  communications  a  été d'établir le 
schéma  général,  de  choisir le meilleur code  et,  ceci fait,  de  nommer 
au  poste  de  décodage  un  statisticien qui  sera censé  opérer  au  mieux 
en  appliquant  ses propres  techniques. 
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Le  bilan  :  Peut-être est-il plus  simple  de  citer en  exemple  les cas les 
plus fréquents  : 
Si la liste des  messages est finie,  on  prendra presque  toujours  comme 
fonction  de  coüt  d'erreur celle qui  correspond  à  une  pénalisation d'une 
unité si le message  a  été  incorrectement  décodé  et à  aucune  pénalisation 
dans le  cas  opposé. 
Si le message  est une  quantité  continue,  on  prendra souvent une  pénali-
sation proportionnelle  au carré  de  la différence entre la valeur  émise 
et la valeur reçue. 
En  ce  qui  concerne le  coût  de  transmission,  le plus fréquent 
sera de  le  supposer proportionnel  au  temps,  c'est-à-dire  à  la longueur 
des  signaux  codés. 
Il est clair que  pour un niveau  donné  de  bruit,  en  répétant 
par exemple  un  très  grand nombre  de  fois la transmission  de  chaque  mes-
sage  (c'est-à-dire  en  augmentant le  coût  de  transmission)  on  peut rédui-
re  autant  qu 1on  veut  ces  chances  d'une  erreur  (c'est-à-dire la valeur 
moyenne  du  coût d'erreur).  C'est,  si vous  voulez 1  ce  qu'on fait lorsque 
sur un  chèque  on  écrit en  toutes lettres  (c 1est-à-dire  beaucoup  plus lon-
guement)  la somme  à  payer  - ou  quand  on  répète  plusieurs fois le mGme 
mot  pour  mieux  se  faire  entendre. 
Cependant,  puisque  nous  avons  supposé  que  les  coûts d'erreur et 
les coûts  de  transmission  pouvaient ôtre  comptabilisés  dans  la même 
unité  ("time is money")  il doit exister dans  chaque  problème  précis un 
optimum  qui  se  situe  à  une  certaine distance  (à  trouver)  entre les deux 
extrêmes  théoriques  : 
répétition  très longue  et donc  frais  de  transmission  élevés,  mais 
coût  d'erreur faible. 
- pas  de  transmission  du  tout,  donc  frais nuls  pour  cette rubrique, 
mais  maxima  pour la rubrique  des  risques d'erreur. 
La  théorie  de  1~ cap~9ité de  Shannon. 
Quand  j'ai parlé  de  répétition  du  message,  j'ai été  beaucoup 
trop  schématique  :  il est possible  en  général  de  trouver des  codes  qui 
sont plus  efficaces que  la répétition pure  et simple!  si vous  voulez  un 
exemple,  pensez  que  vous  avez  jugé plus  sûr d'envoyer  deux lettres à  un 
ami  lointain pour l'informer d'une  affaire  d'importance;  s'il y  avait 
une  chance  sur  cent  pour  qu'une  des lettres  se  perde,  il n'y a  plus 
qu'une  cha.nce  sur dix mille  (ce qui  est très  peu)  pour  que  toutes les 
deux  soient  égarées. 
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Mais,  outre  cette augmentation  de  la sécurité,  vous  avez  pu 
avoir un  avantage marginal  :  à  côté  de  l'essentiel,  vous  avez  peut-
@tre  présenté  des  détails  secondaires différents dans  chacune  des  deux 
lettres et si,  par chance,  elles arrivent  toutes les deux,  votre  ami  sera 
mieux  informé  que  par un  seul  message. 
L'un  des mérites  de  Shannon  est d'avoir  conçu qu'un  phénomène 
analogue  est la règle  :  il es-t  théoriquement possible  d 1 allonger le  code 
(donc  d'accroître la sécurité) et,  en  m@me  temps,  de  transmettre plus 
d'information. 
En  outre,  et c'est là l'essentiel,  encore  que  je ne  puisse  en-
trer dans les détails,  Shannon  a  montré qu'il existe une  certaine quan-
tité relativement  facile  à  calculer,  ne  dépendant  que  du  bruit,  et qui 
donne  une  limite  à  l'efficacité de  tout  codage  convenable  pour un  schéma 
donné.  C'est  ce  que  l'on appelle la "capacité"  de  la ligne. 
Essayons  encore  de  prendre un  exemple  simple  :  vous  admettez 
que  si les télégraphes  étaient infaillibles  (si les lignes  étaient  "non 
bruyantes")  on  pourrait considérer que  la quantité  de  détails que  vous 
pouv-ez  transmettre  à  votre  correspondant est proportionnelle  au prix du 
télégramme. 
Le  th6orème  de  Shannon  montre  que  la situation n'est pas  modi-
fiée  si  lf~S  chances  que  des  erreurs se  produisent  sont non nulles. 
Grâce  au  phénomène  que  je mentionnais  plus haut,  vous  pouvez, 
par un  codage  astucieux,faire  deux  choses  à  la fois  :  diminuer  à  volonté 
le risque  d'erreur d'une  part,  d'autre part  transmettre  des  détails en 
quantité proportionnelle  à  la longueur  du  texte.  Tout  simplement  à  cause 
du  bruit,  tout  se  passe  comme  si le prix unitaire de  chaque  mot  était 
majoré  (par rapport au  cas  idéal  où le dispositif de  transmission est 
parfait)  par un  certain facteur  fonction  de  cette capacité. 
Pour être honnête,  je  dois mentionner  que  naturellement tout 
ceci  ne  peut être  démontré  que  sous  des  hypothèses  précises,  assez li-
Eli tées et qu'en particulier quand les messages  et les  signaux  sont  con-
tinus la théorie n'est encore  qu'assez  peu  développée. 
Le  cas non  bruyant  : 
Le  cas qui  peut-être vous  intéressera le plus est le  cas non 
bruyant;  celui  où la ~igne fonctionne  à  la perfection,  car il contient 
l'essentiel des  applications  de  la théorie  aux  problèmes qui  vous  précc-
cupent. 
Pour  en parler plus  commodément,  je vais faire  un  changement 
de  terminologie  dans  le modèle  initial et introduire  en  même  temps  les 
hypothèses  qui  semblent naturelles dans  ce  cas. 
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Nous  supposons  donc  désormais  que  l'ensemble  des  messages  pos-
sibles est fini et,  encore  plus  concr~tement,  que  le  mod~le est le sui-
vant  : 
L'émetteur est  simplement une  grande  collection qui  comprend 
les objets xj,  x2 •...•.••..  etc.  avec  les fréquences  p1,  p2, •••••  etc. 
La.  ligne,  elle,  est simplement un  alphabet  comportant un  nombre  fini  de 
"lettres" et tous les mots  que  l'on peut faire  avec  les lettres. Le  co-
dage  consiste  simplement  à  attribuer une  fois  pour  toutes  à  chaque  objet 
un  "mot  code"  dans  cet  alphabet~ ll est commode  de  supposer  que  l'alpha-
bet n'a que  deux  lettres. 
Enfin,  le  fonctionnement  du  modèle  est réduit au  schéma  très 
simple  suivant: 
Le  système  des  mots  code  ayant  été choisi,  l'émetteur tire au 
hasard un  objet  de  la collection et transmet le mot  code  au  récepteur 
pour  que  celui-ci  sàche  quel  objet a  été tiré. 
On  veut  que  la transmission soit sans  el~reur  (deux  objets dis-
tincts ont  des  mots  code  différents).  Les  mots  code  doivent  gtre choisis 
de  telle  sorte que,  compte  tenu  de  la fréquence  relative  des différents 
objets,  la longueur  des  mots  soit la plus petite possible  en  moyenne. 
Reformulons  encore  ce  modèle  de  façon  différente  en  attribuant 
un  r6le plus actif au récepteur  :  à  chacune  des lettres successives  du 
mot qu'il lit sur la bande  où est enregistré le  signal reçu,  le récepteur 
reçoit la réponse  à  une  question implicite  du  type  suivant  : 
Quelle  est la n-ième lettre du  mot  code  de  l'objet choisi  ? 
R~ d'autres  termes,  quand le récepteur voit  sur la bande  que 
la n-~eme lettre du  mot  est une  certaine lettre x  ,  il apprend  que  l'ob-
jet inconnu appartient  à  un  sous  ensemble  des  objets qui,  dans  le  code, 
choisi, ont  uri  x  à  la n-ième  lettre. 
Finalement,  vous  voyez  que  nous  pouvons laisser de  c6té l'as-
pect  codage  et que  le  fonctionnement  peut être décrit de  la façon  sui-
vante  : 
L 1 émc.:tteur  tirE'l  au  hasard un  objet X et le récepteur lui pose 
une  série  de  rtuestim:s  de  la forme  suivante  : 
Est-ce  que  X appartient  ou  non  à  tel  sous  ensemble  de  la col-
lection  ? 
Le  problème  est alors de  savoir choisir les  ques·G~ons à  poser 
.de  telle façon  que  le récepteur puisse le  plus  rapidement possible iden-
tifier l'objet. 
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C1est ici qu'intervient la formule  de  Shannon  qui  permet  de  fixer  a 
priori des  limites assez  strictes au nombre  moyen  minimum  des  questions 
qui  seront  n~cessaires  ~n fonction  de  la r6partition initiale des  pro-
babilités. 
Pour rendre intuitif ce résultat,  considérons  d'abord les  deux 
cas limites  suivants  ou,  pour  sjmplifier,  nous  supposons  que  l'objet 
appartient  à  une  collection  de  2:N  objets. 
Dans  le  premieJ~ cas nous  faisons  1 'hypothèse  que  toutes les 
probabilités  - sauf une  - sont nulles  :  dans  ce  cas- qui  est  ~vide~ment 
trivial - le récepteur sait à  l'avance,  sans  avoir besoin  de  poser  de 
question,  quel  est l'objet. 
Dans  le  deuxième  cas,  nous  faisons  l'hypothèse  que  tous les ty-
pes  d 1 ob~ets sont  égaleitlent  probables  à  priori.  Si  A est un  sous  ensemble 
de  n'< 2  objet et si le récepteur demande  "est-ce que  l'objet appartient 
à  A ?",  il peut  : 
- soit aprrendre  gue  tel est bien le  cas  - et alors  on  est  ramen~ au 
problème  pr~c~dent avec n'  au lieu de  2N  ; 
- soit apprendre  que  tol n'est pas le  cas et alors  on  est encore  ramen~ 
au  problème  précédent,  rnais  avec n' 1  =  2N  -n' objets au  lieu de  2N. 
v  t.  1·  .  1  2N- 1  1  '  t  h  J.:Jn  1)ar  lCU  1er,  Sl  n  =  ,  e  recep  eur a  une  c  ance  sur 
deux  qu'on lui réponde  oui  et,  quelle  que  soit la réponse,  il est ramené 
à  la position initiale mais  avec  une  collection  deux  fois  plus petite. 
Clairement,  avec  N questions  de  ce  t;yrpe  il parviendra  sürement 
à  identifier l'objet. 
Il n'est pas  absolument trivial de  montrer  que,  quelle  que 
soit la m~thode  employ~e - N questim:.s  au  moins  sont  n~cessaires. 
Le  théorème  de  Shannon  affirme  que,  si les probabilités lnl-
tiales sont Pi=  (  i  = 1, ••••••. nt) il est possible  de  trouver un  sys-
tème  qui  fournisse la r~ponse en  moins  de Z Pi  log.2  1/Pi  = H questions 
en moyenne;  (log.2  =logarithme  de  base  2);  dans  l'exemple  précédent  on 
avait Pi  = 2-N  etH était bien  égale  à  N. 
CGci  est l'aspect en  quelque  sorte  n~gatif du  th~orème. Il y  a 
aussi un  aspect positif qui  est le  suivant  : 
- Il existe une  proc~dure :rour  poser les questions  qui  abo"L'.ti t  à  1 1 iden-
tification  de  l'objet en  moins  de  H +  1  questions  en moyenne. 
Très  schématiquement,  cette procédure  consiste  à  choisir cha-
cune  des  questiors  successivès  de  telle manière  qu'elle ait,  a  priori, 
une  chance  sur deux  d'avoir une  réponse  positive  :  ceci  correspond assez 
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bien  à  ce  ~ue suggère l'intuition  :  une  ~uestion est d'autant plus 
"informative"  ~ue sa réponse  est plus inattendue. 
Prises ensembles,  ces  deux  inégalités justifient donc  ~ue l'on 
utilise cette quantité H pour définir l'information  (ou plutôt d'ailleurs 
l'ignorance)  ~ue le récepteur avait à  priori sur l'objet.  Naturellement, 
elle n'est une  description  de  cette ignorance  ~ue relativement au  sys-
tème  des  probabilités Pi et nous  reviendrons  plus  en détail  sur  ce  point. 
J'insiste toutefois  sur le  caractère  opérationnel  de  la défi-
nition  :  l'"information" est définie  par la ~uantité de  travail néces-
saire pour  aboutir à  la connaissance  - et non  pas  sur  telle  ou  telle 
propriété mystérieuse  de  la fonction z. Pi log.2  1/pi encore  ~ue,  bien 
entendu,  ce n'est qu'en vertu de  ses propriétés  mathémati~ues particu-
lières que  cette fonction  est apte  à  caractériser ces limites opération-
nelles. 
Considérons  à  titre d'exemple la signification  ~ui peut @tre 
attachée  à  la mesure  de  l'information  ~u'apporte la connaissance  d'une 
lettre d'un  texte  :  S'il s'agit d'un  texte  dans  le~uel les lettres sont 
arbitrairement choisies  (un  système  de  mots  code),  co  sera d'après les 
relations précédentes  à  peu près  5 unités  puis~u'il y  a  à  peu près  32 
signes  typographi~ues. 
S'il s'agit d'un  texte français,  ou  anglais,  ou  allemand, 
cette valeur  tombe  à  environ  50%  du  chiffre précédent.  En  effet,  comme 
on  le sait,  la fré~uence des  différents  signes est inégale,  des  contrain-
tes  à  courte et·à longue  distance les relient assez  étroitement entre 
eux- bref la connaissance  à  priori  ~ue l'on a  sur une  lettre d'un  texte 
réel est assez  élevée. 
A  la limite,  s'il s'agit d'une  lettre  man~uante dans  un  contex-
te  connu,  l'information apportée est presque nulle  puis~ue,  sans poser 
aucune  ~uestion, il est  pres~ue toujours possible au  lecteur de  réparer 
l'omission  ou  de  corriger l'erreur. 
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Loi  do  Zipf lVlandelbrot 
I.  Théorie  On  étudie  dans  un  texte d'un auteur  donné  dans  une  langùe 
donnée  1~ relation entre la fréquence relative f=f  (r) 
d'utilisation d 1un  mot  et  son  rang r,  c'est-à-dire le nombre 
entiE:r  qui  numérote  ce  mot  dans  la liste par ordre  de 
fréquences  décr:;:Lss<mtes  à.es  mots  utilisés.  L'expérience 
montre  qu 1ontre  f  et r  existe  on  premi~re approximation 
la loi dite  d 1Estoup  Zipf~ 
f  (r)  =  J~_.'!'- T 
p 
nombre  total des  mots  du  texto 
facteur  de  norm,J.lü>a ti  on 
co  qu'on peut  encore  écrira: 
log f  (r)  =  log  PT  -log r 
On  peut  approcher  les résultats  expérimentaux  de  manière 
plus  satisfaisante  en utilisant la formule: 
- B  f  (r)  =  PT  (r  +  .  )  ou 
log f  (r)  =  log PT  - B lcg  (r +  ~) 
log  f  ( r) ,-....._; J.og  P'l'  - B  lcg  r  ')Our  r  cr  and. 
La  fig.  1  mon~re la modification  Rppoliée  à  la loi 
d 1 Estoup  - Zipf  en  introduirnnt los  deux paramètres: 
B  =  qui  caract~rise la pente  de  la partie 
rect~li~n°  (1•  urnnd)  ........  t:::,  '\..l  5  ·'"'"-"-
f'=  qui  rend  compte  de  l'aplatissement de  la 
courbe  expérimentale  aux hautes  f.céc;,uenc2s. 
Il existe plusieurs  mani~res diff0rentes  d'expliquer par 
des  hypothèses  simples  cette loi.  Celle-ci  se  J:ll'2Îs<:m te 
en  linguistique,  tout  au  moins  sous  certains aspects,  comme 
la loi  a  laquelle  on  doit aboutir  à  partir  d'hy~othèses 
simples. 
Signalons  en  p3-rticulier avec  Mr.  Handelbrot  que  dans 
l'hypothèse  de  la génér::ttion  d'un discours  par  un  processus 
probabHiste  de  Markov  des  lettres et  d'un  signe  spécial~ 
l'  intervallo,  on  explique  la r.3gularis<?,tion  des  fréquences 
suivant  la loi d 1Estoup-Zipf  sous  sa  forme  généralisée: 
f  (r)  =  P  (r +  ;) -B 
avec  la restriction B >1 
On  peut  également  parvenir  aux  mêmes  conclusions,  et de 
plus  B  quelconque,  par un  critère  de  type  thermodyna 
mique.  On  définit ce  qu'on peutappclcr 'ol'~tat d'un 
discours"  et on  pose  que  cet état doit être "le plus 
probable".  + 
+  Pour  un  développement  non  mathématique  de  ces  considérations voir 
"Linguistique Statistique Iv.iaoroscopique"  dans l'  ouvraO'e  de  Apostel, 
Mana.elbrot~ î-lorf:  "Loe;ioue  Langage  et Information",  Jlrosses  Universi--
taires de  ~Tance,  1951·-
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Avec  Ivir  Bolevi  t.:::h  on  peut  montrer  que  l(3S  lois  de  Zipf 
et  do  riandolbrot  se présentent  comme  les  doux  premiers  termes 
do  l' 1pproximation de  Taylor d'Une  loi  de  destribution 
arbitrail'O  de  la probabilité d'utilisation d'un  mot  clans  ++  .... 
un  texte. 
II.  Travai]  pra  tiq_uo  ~  Chaque  groupe  do  4  élèves  dispose 
d'un  ouvrace  en  langue  anglaise,  allemande  ou  française,  d'une 
photocopie  de  l'Index alphabétiq_ue.  La  manipulation  consiste 
à  étudier la fonction  f  (r)  limitée  aux  mots  de  l'Index. 
Tin  première  approximation  on retrouvera la loi de  Zipf.  On 
propose  q_u'un  élève lise lentement  un  texte  chosie  en  commun, 
un  deuxième  signale les  mots  figurant  dans  l'Index et les  deux 
autres  recopient  les mots  par  ordre  alphabétiq_ue  en  les  c0chan~ 
chaq_uo  fois  q_u'ils  se présentent.  De  cette manière  le  décompte 
est facilité.  Ensuite,  classer  les  mots  par  ordre  de  fréq_uences 
clécroissu.ntes,  le  numéro  d'ordre  étant  lo  rang,  et tracer sur 
papierbilogari  thmiq_ue  la courbe  f  (r).  Les  résultats  se 
pl'écisen  t  cm  moyenne  sur  un  texte  de  qua tro  à  cinq pages.  Il 
est recommandé  d'  nalyser  une  dizaine  de  pages,  les  courbes 
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++on  the Statistical laws  of linguistic distribution".  Annales  de  la 
Société  ScientifiQue  do  Bruxelles,  1959. 
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IN'rRODUCTION  A  LA  JO"GIŒEB  DE  I"IUGTJIS'J1JQ,UE 
En  documentation nous  so::mnos  essentiellement  int:5ressés  par 
le  contenu dos  textes scientifiques.  En  effet,  los  c1uostions  qui  sont 
J)OSÔos  à  un  systome  docu!llcntaire ne  concernent  quo  la signific:g,tion; 
~cutofois~ il ost bion  évident qulil n'y aurait pas  do  signification 
sans  S:J'mbolos  port  Gurs  de  cette signifie  a ti  on~  sans  "forme  signi~iante" 
et nous  sommes  donc  amonés  à  nous  int6rossor  en  tout  premier  à  la cor-
respondance  =  signification - forme  signifiante. Elle  est bion mise  en 
éviclonce  sur  le  schéma  suivant tiré de  celui  de  SESTIER.  (l) 
:F'l 
Los Fl  sont  dos  formes  du  langage  étudié,  juste suf-
fisantes  pour  ôtro  interprétables  sans  équivoque, 
abstraction fai  to  ch-~  contexte,  Los  S  sont  dos  contenus 
signifiés. 
Los  f1  sont  des  formos  élémontaj_res  du  1angage  étudié 1 
los  s  los  contenus  signifiés correspondants • 
On  conçoit qu'il serait  tr~s utile de  trouver un  langage  qui 
exprimo  réellement  lo  contenu d'une  mani~ro univ:::Jq_ue,  c'est-
à-dire tel quo  l'on pourrait avcir 
s 
s 
On  voit qu'il s'agit surtout  do  tenir  compte  dos  problèmes  de 
synonJ[Tilie  et de  polysémie -Mais c'est  on  fait ici que  commencent  nos 
dj_fficul  tés  car  pour  dire  quo  doux  expressions  ont  des  sons  identiques, 
voisins  ou  totalement  diff3rents~  il faut  pouvoir  dôterminor  les  S8ns 
on  question.  C'r,  ce  problème  est  oxtrêmomEmt  complexe.  L 1 ane2.yse  du  pro-
cess'l,~S  d0  la connaissance  permet  de  s  1 en  faire  u.ne  idée •  P.  CHAUC2"ARD 
dit  à  co  sujet quo  les organes  sensoriels  envoient  los  signaux  sous  los 
diverses  influences  du  monde  extérieur  et l'ensemble  do  ces  sib~aux 
r;ermot  à  l'intérieur de  l'homme  une  roconsti  tut  ion plus  ou  mo~_ns préci-
se  do  ce  œoLdo.  Il construit ainsi une  vision  du  nondo qu'il cherohe, 
bien sûr,  à  rendre la plus objective possible,  se basant  sur los  C:'n-
séa"uoncos  pr.:1tiquos  do  ses  pensées.  Mais il y  aura  toujours  forc6:-:tent 
une  :pa::-:'t  s1;.bjoctivo 9  les messages  sensoriels  étant déjà une  dé1\:.r:rrc,tion 
dos  st"':'ncturos  r8olles  et leur intégration dans  los  structures  céi::·é--
bra.les  productrices  d 1 idées  et  d 1 abstractions étant  encore  plus  dafc,r-
manto. 
(l)  SESTIER  A.  "La  traduction automatique". 
Ingénieurs  et  Techniciens,  mars,  avril, 
mai,  juin 1959. 
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Une  des  conséquences  en  ost que  chacun  "voit"  un  monde  diffé-
rent et on  comprend  facilement  que  les  mots  que  l'on emploie  pour  rendre 
compte  de  ce  q1.1e  l'on voit ou ressent puissent donner  lieu à  des  conf-c:.-
sions. 
On  peut  penser  que  ces  différences  individuelles  vie~nent de 
ce  que  l'homne  constitue une  sorte do  "compromis"  réalisé  en  vue  de  lui 
permettre  avant  tout  de  subsister  dans  la grande variété  d.es  conditions 
régnant  sur la torre  :  notro  constitution nous  empêche  en quelque  sorte 
d'aporcevoir  le  simple qui  existe fondamentalement  dans  la nature  mais 
qui,  répété  un  très grand  nombre  do  fois,  n'apparait  que  sous  forme  com-
plexe;  elle no  nous  permet  que  d'y déceler  des  choses  globales,  résultat 
d'tm processus  de  simplification subjoctive.  On  peut diro  quo  c' ost  à  ce 
stade qu'apparaît la "qualité" alors quo  la matière  on  elle-même n'est 
quo  "quanti  té''. 
Incapable  de  s 1 adapter  à  la sinplici  té quantitative  du  moncle 
extérieur,  l'Homme  y  chercha  la simplicité qualitative;  les mots  du lan-
gage  reflètent  co  désir,  englobant  dans  une  seule  expression  des  choses 
parfois  extrêmement  complexes~  dont  la définition fait intervenir  pl~-· 
sieurs notions  elles-mêmes  complexes.  C'est  ce qui fait dire qu'un mot 
n'est  jamais  quelque  chose  que  l'on peut  isoler; il n'a de  signification 
que  par  ses relaticns avec  un  très  grand  nombre  d'autres notions,  à  l'in-
térieur  du  "réseau général  de  la connaissance"  -A un  môme  mot,  chacvnfora 
correspondre une  partie différente  du  réseau,  diailleurs très mal  délimi-
tée  et qui  dépend  de  l'expérience  du  sujet;  on voit là apparaître la no-
tion  de  "flou sémantique". 
Les  difficultés rencontrées  sont  donc  notables  (Nous  verrons 
dans  les prochaines  journées  comment  nous  comptons  y  remédier).  Enccre 
n'avons-nous  pas  considéré  jusqu'ici celles qui  ont trait à  la mise  en 
évidence  de  la structure  du  langage. Il est souvent dit que  cos  questions 
sont  du  domaine  de  la syntaxe,  mais  on  sait depuis  longtemps  que  la sé-· 
mantique n'est pas  indépendante  de  la syntaxe,  par  exemple  que  la signi·-
fication  n 1 est pas  indépendP,ntc  de l'  ord.rè  dos  mots,  du  I:'!Oins  pour  les 
langues  qui  nous  int()ressent.  D'ailleurs très  souvent  la simpl0  considé-
ration de  la structure nous  permettra de  construire des  éléments d'un 
réseau  à  partir duq_uel  certains problèmes  sémantiques  sGront  résolus 
systématiquement. 
Pour  avoir une  idée  de  la notion  de  structure,  demandons-nous 
ce  Qu'est la construction d'une  phrase.  Construire une  phrase c'est,  en 
r~articul ier,  mettre un  certain nombre  do  mots  en relation - Les  oxigencGs 
d.u  parler font  q_ue  la phrase  apparaît  sous la forme  d'une  chaîne linôaira 
que  l 1on  peut représenter  de  la manière  suivante  : 
[J-·-[J ·--0·--·Cl-----D 
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En  réalité,  parmi  cette suite de  mots il y  on  a  au moins  un 
qui  joue un  rôle spécifiquement  relationnel~, si bien que  l'on peut 
imaginer un  schôma  à  deux dimensions  plus  conforme  à  ce  que  l'oh veut 
exprimer 
., 'RelatiP"fl/ 
c:  ...  ,. 
J 
·  .. 
'  - .. 
Les  mots  1,  2,  3,  4,  peuvent recevoir  des qualificatifs qui 
viennent  s'ajouter par  exemple  de  la manière  suivante  : 
~~-=-~--- .. _  r;::··  ,--,  {ft  12 j· .....  ___ !  __  ! 
,-.,_.// .... .'  .  '  /  ·'--· 
__ J  ·Relatüm 
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L..I· ... -.  __ ,_3_'  .. /  , --~-4-'  .-I  .  .J 
1  1  1  !-~ 
L  ... :  '·-·-'''-... 
·--r~.~ 
Les  relations  qui  comprennent  essentiellement  des  verbes, 
possèdent plusieurs  11branches 11  qui peuvent  recevoir  des  repères  spé-· 
cio.ux  constitués par les prépositions;  les mots'l 1  2r  3 7  4,  sont  essen-
tiellement  des  nomsr  les quo.lificatifs  sont  des  articles et des  adjec-
tifs ou  des  expressions  jouant  ce  r6le. 
Ce  dernier  schéma  peut  être disposé  do  différentes façons;  la 
disposition  en  arbre  par  exemple  nous  rapproche  de  co  que  TESNIERE  (1)  a 
appelé  le  "stemma" 
;  ... ,verbe 
/7---\·  · .  .  ,.,.·"""  ;'  \  -- ..  ·~-
......,/._/  \_ 
No!IE  L  .!  1..  .J  i_; 
,/\  1 
Articles _j  cl  /-r  ~~. 
Adjectifsl:_1  U  L  ..  •  Li 
On  verra dans  les  expos6s  suivants quels  sont les différentes 
figures qui  ont  été choisies  par  los spécialistes do  la question,  et les 
différentes manières  d'en parler.  On  pourra ainsi étudier notamment  la 
méthode  CECCATO,  présentée par l'auteur lui-môme,  la méthode  de  CHOMSKY, 
présentée par  M.  BRAFFORT,  et la méthode  de  HARPER  et HAYS  présentée par 
M.  IUNG  à  l'occasion do  son  exposé  sur la traduction automatique.  Enfin 
la méthode  GRISA  sera illustrée dans  plusieurs  exposés  pendant  lesquels 
on  insistera également  sur la méthode  de  TESNIERE. 
~dans une  phrase bien construite. 
(1)  TESNIERE- Eléments  de  syntaxe structurale KLINCKSIECK  (Paris)  1959 
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Au  cours  de  ces  exposés  on  aura l'occasion de  parler des liai-
sons  d'un  aut1·e  type,  et qui  sont  appelées  "anaphores"  par  1J:1ESNIERE; 
une  liaison anaphorique  est,  par  exemple,  celle qui  existe  entre un  nom 
et le  pronom  qui  le remplace  dans  une  phrase  quelconque.  On  peut  la re-
présenter  en  pointillés  g 
Du  point  do  vue  du  traitement  en  machine,  il est  commode  de 
représenter  l'élément relationnel  sous  la forme  d'une  flèche  avec  des 
branches  latérales 
...... ---,  ..  ~  .........  ,""\.  - .............. 
,./  /'\.  -~ 
//  /  "  ~  ri.  r-(  ·~~  rL. 
/-\  ~.î  lr  /\ 
(J  1_]  '....;  (1  CJ  LJ 
De  plus,  la liaison anaphorique  permettra de  simplifier dans 
certains  cas  le  diagramme  (liaison nom-pronom).  Enfin il est possible  de 
supprimer  certains  éléments  du  langage  qui  sont  souvent redondants;  il 
en  est ainsi des  articles  - Le  diag:::-amme  pou:r·ra  finalement  prendre la 
forme  suivante 
0-----··D·  "0  .  0  ;;;.  -----L 
Quelles  sont  alors  los  diffj_cul  tés qui  se  posent  pour  obtenir 
un tel diagramme  d'une  façon  systématique  ?  Nous  le verrons  à  propos  de 
l'exposé  de  M.  LECERF  et au  cours  des  travaux pratiques  de  linguistique. 
Nous  pouvons  déjà dire  qu  1 elles prov·iendront  des  cas  d 1 exception;  si, 
en  effet,  tous  les noms,  tous  les verbes  etc •••  se  comportaient  de  la 
même  façon,  nous  n'aurions  pas  grand mal  à  construire  systématiquement 
les représentations  ci-dessus.  Nous  pressentons ici qu'une  partie de  la 
recherche  consistera à  essayer  do  découvrir  des  règles  qui  permettront 
la construction la plus  économique possible. 
Enfin,  il ne  pouvait  être question  de  parler de  linguistique 
sans faire  mention  de  l'application de  la statistique dans  ce  domaine, 
qui représente une  aide  efficace  dans  l'étude  du  comportement  des  mots 
et des  rapports  entre les mots,  étude  que  nous  venons  de  montrer  être 
indispensable.  C'est  M.  BELEVI~CH qui  développera  ces  questions. 
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I  PROBLEiH  FILOSOli'ICI  DEL  LINGUAGGIO 
S.  CECCATO  :JE 
Signore  e  Signori~ 
trov1andomi  a  par  lare dei risul  tati di un  lavoro  armai 
vontcnnale  e  per la più parte originale,  mi  dovrà  limitare a  fissarne 
alcuni aspotti. 
Anzitutto  devo  prendere  pOSlZlone  di  fronte allo  stosso  tema 
che  ml  e  stato assegnato  dagli amici  Braffort  e  Leroy,  "I problemi 
filosofici del  linguaggio".  Per  chi  è  a  giorno  dell'indirizzo delle 
nostre ricerche,  quel  titolo  sombrerà fatto  apposta per  scatenare la 
lunga sorio delle diohiarazioni critiche,  in quanta  noi riteniamo  che, 
per chi  ha intenti costruttivi  e  tecnici,  in cui figuri in qualche  moà.o 
il linguaggio,  il primo  dovere  sia quello  di  eliminare ogni  filosofare. 
razioni 
Una  posizione cosi radicale discende  da  due  ordini  di  oonside-
critiche  e  oostruttive. 
Le  considerazioni critioho denunciano  in agni filosofia un 
presupposto  di  tipo  conoscitivo per  cui viene  posta fra le cose  nominate 
e  le parole una attività conoscitiva.  Questa  consiste nell'assumere  le 
cose  nominate quali incognito  date  ad un  conoscente  ohe  se le fa  cognite 
attraverso un  lora raddoppio;  questo  raddoppio,poiché  le  case  cognite 
ed  incognito  devono  rostare  eguali fra  lora~  deve  essore di  tipo  spaziale 
e  temporale  insieme,  cioè il raddoppio  deve  avvenire  in un altro posto 
da quello  della cosa  incognita originale e  quindi anche  in un altro mo-
mento,  per  consentire un  passaggio  dall'una all'altra. 
(Sento  già le obbieiioni di  chi si occupa  di  filosofia  e  ri-
corda  i  vanJJ- dell'idealismo,  che  avrebbe  eliminato  agni  oonoscere.  Ma, 
ahimé,  almeno'lun  pezzo,  lo spirito, il pensiero,  l 1atto,  è  rimasto  con 
la sua conoscitiva datità$  e  nelle correnti idealistiche,  quando  si è 
disoesi dal  grande  programma ai problemi particolari,  la trattazione 
ha ripercorso  le classiche vie). 
L'atteggiamento  conoscitivo ha molte  conseguenze,  che  informano 
speculazioni dello  scienziato  che  intende  commentare  filosoficamente  la 
sua  tecnica,  dalla matematica alla biologia,  o  farsi  metod.ologo 1  ed in-
fiorano  spesso  anche  le nostre dissertazioni quotidiane.  Por  quanta 
riguarda il linguaggio la principale conseguonza per noi  è  che  le parole 
avranno  un  corrispondente  soltanto nel  casa  in cui la casa designata 
sia  di  tipo osservativo  (come  11tavolo"',  "bicohiere",  11albero",  etc.), 
o  si possa  supporre  "lasciata"  da  una di queste,  "astraend.one"  alcune 
:JE  Centra  di  Cibernetica  e  di Attivita Linguistiche  - Milano 
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poste  e  memento~  c  soltanto gli osservati hanna  come  costitutivi spazio 
e  tempo.  Le  parole  che  indicano~  in tutte o  con  una  loro  parte,  un rap-
porte,  resteranno  prive di  corrispondente,  e  quindi  per  esempio  non 
designeranno  alcunché  le congiunzioni,  le preposizioni,  gli articoli, 
certi suffissi,  etc.  Con  cio  pero  sarà impossibile rendersi  canto  del 
significato di una  proposiozione,  in cui di necessità figurano  designa-
zioni di rapporti.  Inoltra si andrà  incontro alla contraddizione di  avere 
delle grafie  o  fonazioni,  cioè un  corto  materiale grafico  o  fonico,  che 
è  considerato  linguistico pur  mancando  di  corrispondente,  di significato. 
Con  questi arresti di tipo conoscitivo  è  escluso  che  si passa 
raggiungere una  consapevolezza di  che  cosa  è  il linguiggio,  di che  cosa 
è  una  lingua,  di  che  cosa  è  una  proposizione  e  una  parola,  ed  infine di 
che  cosa  è  una  grammatica.  Questo  almeno  se,  per  consapevolezza del 
linguaggio,  si intende un rendersi conte  delle  f~~zioni che  osso  puo  e 
deve  svolgere  come  espressione,  designazione  e  com~unicazione del  pensiero. 
Corne  analizzare un  linguiggio  in riferimento  a  cio  che  designa  se  per 
metà non  designa niente  ?  E  poiché  oggi il linguaggio  rappresenta ancora 
la principale via di  accesso  al pensiero,  è  chiaro  che questi arresti di 
tipo  conoscitivo  hanna  impedito  anche  una  consapevolezza di questo. 
Pensiero  e  linguaggio  sono  rimasti cosi qualcosa di magico,  su cui  lave-
rare  non  con la pazienza dell'analizzatore  e  con il controllo della col-
laborazione,  ma  con  l'intuizione dell'artista!  E vi  è  forse  di più:  che 
l'analisi,  non  soltanto arrestata ma  anche  deviata,  ha  portato  a  conclu-
sioni affatto inutilizzabili,  se queste  devono  venire applicate  ~ella 
costruzione di modelli  meccanici  o  nell'ispezione dell 1anatomista  e  del 
fisiologo. 
Corto,  un  trattato di linguistica si puo  sempre  scrivore  lo 
stesso.  Ma  sembrerà già una  scoperta  se  in  esso  si parlerà della propo-
sizione  come  di una  forma  o  struttura.  Soltanto,  sarà impossibile preci-
sare quale;  e  cosi,  poiché  ogni  cosa pua  essore vista come  una struttura, 
pera,  tavolo  o  città che  sia,  la scoperta sarà di  ben  poco  aiuto  per  chi 
speri di  trovare  in quel trattato  la  chiave  di  come  si traduca  "propo-
sizione per proposizione",  traduttore sia l'uomo  o  la macchina. 
In queste  condizioni di  inconsapevolezza linguistica è  nata 
anche  la sterile branca di studi che si chiama sintattica,  con il suo 
usuale  accoppiamento  di logica simbolica. 
Dalla situazione conoscitiva si esce  con  due  passi 
a)  cogliendo  e  denunciando  l 1equivoco  da  cui origina,  e  con  cio si ridà 
ad  ogni  parola e  ad ogni  espressione la possibili  tà di avere  un  cor-· 
rispondente analizzabile; 
b)  trovando  criteri di analisi adatti per la descrizione delle  cose  no-
minate. 
La  Scuola Operativa Italiana,  che  qui  io rappresento,  ha  sos-
tituito la posizione  conoscitiva con  una  posizione operativa,  che  permette 
appunto,in quanta  non  conoscitiva,  di cercare per ogni parola  ed espres-
sione  la controparte  designata,  ed ha  programmaticamente  svolto  una analisi 
di questa controparte in termini di operazioni,  quello  cioè  che  noi 
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bambini  stavamo  facendo  quando  abbiamo  appreso  ad adoperare  le parole, 
o  ~uollo che  poi ripetiamo  quando  le  comprondiarno. 
Che  una  congiunzione,  "e",  od una  disgiunzione,  "on,  corris-
pondano  ad  opera.zioni  si puè  subito  comprendere;  ma,  come ei vndrà meglio 
in soguito,  in operazioni si puè  vedere  facilmonte  anche  un  tavolo,  un 
uovo,  etc.  Basta pensaro  queste  cose osservativo  come  il risultato di 
una opsrazione di differonziazione,  con  cui si separi,  per  esempi o por 
durezza  o  colore,  il legno dall'aria,  et di una  operazione di figura-
zione,  con  cui si tracci una  figura,  seguendo  la linea di differenzia-
zione. 
Con  quoste analisi operativo si trovera.nno  vari tipi di  opera-
zioni,  rna  in ogni  ca.so  la controparte del  linguaggio riceverà una  sua 
trattazione  esauriente  ed  ornogonea. 
(Prima di  passare  ad  una  descrizione,  sia pure  sommaria,  dei 
vari tipi di  operazioni,  ritengo di  dover  indicare qui alcuni scritti 
in cui  i  pochi  cenni ora dati di critica al  conoscere  ricovono  un  corto 
sviluppo.  Si vedano  di  S.  Ceccato  :  "Il 1inguaggio  con la Tabella di 
Cecaatieff'',  testa italiano  e  inglese,  Ed.  Hermann  & Cio,  Paris  1951; 
"L'Ecole  op.0rationnelle  ot la rupture  de  la traà.i  tion cogni ti  ve 11 ,  Mars-
Mai,  1952-53,  Ed.  Librairie A.  Colin,  Paris;  "Contra Dingles,  pro  Dingler", 
testa italiano  e  inglose,  M.etJ:._9.do~.  anno  IV,  2953;  "Comment  ne  pas  phi-
losopher",  Actes  du XI ème  Congrès  International  d.e  Philosophie'',  Vol.  I, 
Ed.  North-Rolland Publishing Company,  Amsterdam,  1953;  "Le  definizi~~:1.i 
sviate",  Atti dol  XVI  Congresso  Nazionale di Filosofia,  Edo  Fratelli 
Bocca,  Roma-1\.i:ilano,  1953;  di  S.  ceccato  e  V.  Somenzi1  "Operazionismo  e 
tecnica oporativa";  di  G.  Vaccarino,  "Vorigino del  conosci  tivismo  gr·eoo", 
Mothodos,  anno  X,  1958). 
Nel  toma  della presente  esposizione,  quale  sostituzione dei 
risultati di una analisi in operazioni  delle  cose  ncminate al filosofare 
sul  linguaggio,  rientra pero  almeno  una  scorsa fra queste  operazioni  e 
risultati,  ed  anche  fra le applicazioni cui  essi  dànno  luogo. 
Ricardo  intanto  che  l 1analisi in oporazioni,  oltre al program-
ma,  richiede un  criteria di analisi,  e  che  questo  non  puo  venire  imposte 
da alcuna Natura  o  Realtà conosciute.  La  scelta del  criteria  è  stata 
doterminata dall'intento di giungere  ad  "atomi operativi"  tali da  poter 
vedere  ogni  cosa nominata  o  corrispondente  ad  uno  di questi  o  ad un  loro 
composte.  A questo  intenta si  è  poi aggiunto  quello  di  giungere  ad  atomi 
operativi riproducivili nel  funzionamento  di  organi  di un  moà.ello  moc-
canico,  già  pi~ o  mono  nei limiti della possibilità costruttive della 
tecnica attuale. 
Quale  primo  tipo di' operazioni  indichiamo  la 
Essa ha  per risultato  dei  termini  polari,  come  caldo  e 
buio,  etc.,  o  dei  termini fissi,  come  i  vari  colori~  i 
scala musicale,  etc. 
differenziazione.  _____  ,..,.--..a___..-~__.._,,._ 
freddo,  luce  e 
vari  suoni  della 
Una  difficoltà potrebbe presentarsi alla domanda  di quali 
d.ifferenziati  siano  elomentari  o  quali  composti.  Il nsianon  trae in 
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inganno.  Anche  a  questo  proposito  bisogna decidoro,  porché  l'elomonta-
rit~ o  mano  non risulta da  ossorvazione;  e  non vals rifarsi alla indivi-
dualit~ degli  organi,  perché  fisiologicamonte  ed  anatomicamonte questi 
sono ricàvati dalla funzicno.  La  scelta dei differonziati da  considerare 
olemontari  è  stata suggorita anche  qui  dalla lingua  o  quindi  dalla storj_a, 
soguondo  partizioni orrnai  entrn,to  universalmonto  in uso. 
L'ambito  dolla difforonziaziono si potrebbo  accostaro infatti 
a  quollo  della sonsasiono,  (badando  pero  a  sottrarro subito  quocta dalle 
funzioni  ad  essa assognate  dalla tradizione  conoscitiva). 
Un  altro  tipo  di operazioni  è  la figurazione.  Da  ossa risultano 
lo figure,  o  forme. 
Anche  a  proposito  delle figure  si  è  pasto  un  probloma  d.i  ele-
mentarit~ et di  composizione,  ed  è  dovuta  intorvonire una  docisione. 
Sono  state scel  te  come  elenwntari  tre tipi di  linee  e  cinque  -cipi  di 
angoli. 
Il terzo  tipo  di  oporazioni  è  costituito dalle categoFie  m~~­
_!al:i.:_.  Figurano  fra quosto,  por  esempio,  il soggetto  e  l 1oggotto,  il 
tempo  e  lo  spazio,  l'oguale  e  il differente,  l'o,  l'o 7  il ma,  il non, 
la causa  e  l 1effetto,  l'elomentare el il composte,  etc. 
Qualo  categoria elouontare  è  stata scolta qui quella corris-
pondonte  al qualcosa. 
Naturalmonte,  la maggior  parte delle  cose  nominate  non  rap-
prosontano  i  risultati puri  di quoste  classi di  operazicni,  bonsi  lora 
composti. 
Par  esompio,  se il rosistonto  od  il cedovolo  si possono  consi-
de::::-are  sornplici  difforonziati,  gi~ per ottenoro il dura  ed il molle bi-
so,sna  aggiungore  la figu:r:1zione  od  un  confronta  fra  due  figure. 
Fra le  cm:J.posizioni  più  comuni  abbiamo  gli ossorvati,  con  la 
percezione  quando  alla differonziaziono si aggiungo  la figura,  o  con  la 
rapprosontazione  quando  alla figuraziono  si agciungo il differenziato. 
Per  la comprensione  del  linguaggio,  l'analisi più importante 
ed  i  risultati più decisivi  ri~lardano tuttavia il ponsi~. 
Quando  i  tre tipi di  operazioni  gi~ considerati  hanno  porto  i 
lora risultati,  isolati od  in composizione  fra  lor9,  non  abbiamo  ancora 
il ponsiero,  bonsi  soltanto  i  suoi possibili,  i  suoi  fu-turi  contenuti. 
Affinché  essi diana  luogo  ad  un  pensioro 1  affinchô  con  essi si ponsi, 
bisogna daro  ad  essi un  particolare ordine  temporale,  che  è  1 1ordino 
caratteristico della corrolaziono,  per  cui le coso  cosi ordinate  sono 
sempre  almono  tre. 
Doscrivo  la situazione noi  suai  termini  dinamici  : 
Una  delle  tro  cose  vieno costituita in un  intorvallo di  tGmpo  1, 
e  vione  mantonuta  in un  intervalle di  tempo  2.  Durante  quosto  intervallo 
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2  viene  costituita un'altra delle  tro  cose,  e  viene mantenuta  in un 
intervalle di  tempo  3.  Durante  ~uesto intervalle 3 vione costituita 
la terza delle tre cose. 
Ecco  un  esempio  che illustra e  conforma questo  o.rdine  tempo-
rale correlazionale.  Chi  legga  a  fine  di  pagina la frase  "ieri ho  man-
giato  carne  e",  mantiene  cio  che  corrisponde all'  "e",  ed attende ap-
punto  la terza cosa,  diciamo,  "pesee".  Chi  legga  invece  a  fine  di  pagina 
"ieri ho  mangiato  carne",  e  voltata la pagina  trovi  "e pesee",  dove 
tornare  indietro,  appunto  con il pensiero,  per  ri:prendersi  "carne",  e 
cosi poter ordinare le tre case nella corrolazione;  altrimenti proprio 
non  capirebbe quelle  che  ~  scritto.  Cosi  coma  anche  le note musicali9 
soltanto  concatenate  in un  corto  modo  compongono  i  terni.  Per  rendersi 
canto  della differenzi fra la cosa isolata  e  la cosa  come  contenuto  del 
pensiero si provi  a  presentarsi alla mente  per  esempio  cio  che  corris-
pondo  a  ''cane",  una  prima vol  ta con la semplice  categoria del  nome,  e  la 
seconda  con  la categoria del  sostantivo  o  del  soggetto.  Sarà facile  ac-
corgersi  che  con  le  due  ultime  categorie già si appresta  LL~a struttura 
di  cui  "cane"  viene  ad  essore  un  elomonto,  ancor  prima  di  farlo  seguire 
da  un  aggottivo  o  da  un vorba. 
Per  maggior  chiarezza si veda  anche  questa rapprosentazione 
dell'ordine  temporale  caratteristico del  ponsiero  g 
l 
~-------~------_.'~1  1°  correiat::> 
1  1---------"j------.,-....--.., 
l 
correlatore 
2°  correlato 
t  2  3 
tempo  in cui la casa  ~ fatta 
tempo  in cui la casa  è  mantonuta 
I  diversi  tempi  di presenza delle  tre cose  nolla struttura 
fanno  dell 1una,  come  è  indicato,  l'elemento  correlatore,  e  delle altre 
due  i  correlati,  correlato  primo  o  seconda. 
Un  altro modo  di rapprosentare la correlazione  è  il seguente, 
mono  corretto  o  suggestive,  ma  pi~ comodo  (e  di  osso  ci serviremo  in 
seguito)  ~ 
I  n 
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Con  la consapevolezza della correlazionalità del  pensiero  è 
stato possibile rendersi conta di quali  e  quanta  indicazioni  siano neces-
sarie per indicarlo,  e  quindi di  come  deva  essore fatta una  lingua al 
fine  di poter assolvere le suc  funzioni.  Appare  infatti subito chiara 
che la designazione di una correlazione richiede almeno  cinque  indica-
zioni.  Tre  sono  per indicare le tre particolari case messe  in correlazio-
ne,  i  corr.elandi,  una quarta per  indicare quale di esse  funge  da  carrela-
tore  - e  da questa  è  possibile ricavare  che le altre due  case  fungcno  da 
correlati -,  ed infine una quinta per  indicare il pasto di uno  dei due 
correlati,  se il primo  od il seconda  - poiché  da questa si puà  ricavare 
anche il pasto dell'altro. 
A prima vista si potrebbe  supporre  che  occorrano  mena  indica-
zioni per designare una  correlazione,  in quanta  corte  coso  già fungereb-
bero  di per  sé  da  corrclazione,  come  gli "en,.  gli:· 11o";: ètë  ..  Ma  le.)cose 
non  stanno  cosi  se non  quando  noi  classifichiamo quelle parole  come 
"congiunzioni"  o  "preposizioni",  cioè già dando  lora la funzione  di cor-
relatori~ Infatti si puo  benissimo  trovare  anche  espressioni  come  "e  ed 
sono  rapporti"  etc.,  ove  quelle  case  fungono  anche  da  correlati. 
Qualsiasi casa,  cioè,  pue  essore adoperata  come  correlato, 
anche  se  questo  è  un  casa  molto  raro  per  corte case;  mentre  non vale 
in contrario  :  i  correlatori  sono  una  classe particolare di categorie 
mentali,  e  quindi per  esempio  un osservato  non  potretbe mai  prenderne 
il posta. 
Per fornire  questc  indicazioni le  lingue si servono  sia del 
particolare materiale sonore  o  grafico,  sia dell'ordine di successione 
delle parole.  Si  dànno  i  casi estremi,  a  questo  proposito,  per  eaempio 
del latina,  in cui l'ordine di  successione  è  di significato minima,  e 
del  cinese,  ove  invece  è  massimo.  In agni  casa,  le cinque  informazioni 
vengono  distribuite fra due  o  tre parole. Il nostro  esempio  di  11carne 
e  pesee"  mostra una distribuzione in tre parole;  il latina  che  dicesse 
"caro piscesque 11  le distribuirebbe  in due.  Di  solito  con  due  parole  sono 
indicate le correlazioni che  ricorrono  più di frequente,  ed allora una 
delle due  contiene,  per  esempio  in un  suffisse,  la designazione della 
particolare correlazione in gioco,  cioè il correlatore,  ed il suo  posta 
di correlato in questa.  Tali  sono  i  nostri aggettivi,  i  nostri verbi 
personali,  etc. 
Naturalmente,  il pensare  non  si limita alle singole correla-
zioni.  Per  Jo  più  i  nostri pensieri sviluppano una  intera rote correla-
zionale,  ove  le singole  correlazioni  fi~~ano come  correlati o  come 
correlatori di altre. Per  esempio,  "mangiare  carne"  è  una  correlazione, 
11mangiare  pesee''  è  un  1 al  tra,  "mangiare  carne  e  m.a.ngia.r.e  pesee"  mostra 
una rete in cui una  correlazione più ampia,  con il carrela  tore  ''e'', 
contiene  come  correlati le altre due,  cioè  è  una rote costituita da tre 
correlazioni. 
Per  lo mena  da vari millenni  l 1uomo  è  in grado  di svolgere 
pensieri  con reti correlazionali di decine di  correlazioni. 
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Questa roto  correlazionalo,  caratteristica dol  pensiero,  è 
forse il patrimonio  più comuno  dell'urnanità,  ed  in  ossa?  con  differenzo 
certo rninori  delle  ogŒaglianzo,  tutti gli uomini  si ritrovano.  Né  cio 
deve  stupiro,  perché  ossa  corrisponde  ad  una  costruzione del  mondo  che 
deve  conservare la massima varietà pur risultando dalla cornposizione  di 
clementi il più possibilo  sempre  oguali  o  di rapida fattura. 
Il sostantivo-aggottivo  ci permette  di fissare una  casa arric-
chendola pei di  caratteristiche,  il soggeto-vorbo  od il vorbo-oggetto  di 
faro  la storia delle  coso,  seguendole  nol  tGmpo,  ote.  Sarebbe  strano  se 
~uoste strutture non  comparissero  presso  ogni  popolo  od  in ogni  epoca. 
Alcuno varietà fra pcpoli,  o  quindi  fra lingue,  si notano  nol 
diverse  modo  di raggruppare  le singolo  operazioni9  che  farniscono  i  con-
tenuti dol  pensiero,  in unità correlazionali.  Por  esompio,  ove  in una 
lingua si trova soltanto il ncamminaro  velacomento",  in un'altra si trova 
il ''carrere"  9  ed  una  terza offro  entrambe  le possibili  tà;  ove  una  lingŒa 
mi  permette di  indicaro  con  una  parola il movir:wnto  tenendo  eanto  del 
pesta di  chi parla  (come  quando  nai  adoperiamo  l'"andaren  ed il  11vonire") 
un 1altra deve  riccorrere al 1avverbia  "qui"  e  "là"  (in russa,  etc.) 
Altre variotà riguardano il modo  di presentare  insieme  le cose. 
La  espressiane  in questi casi ha  da  un  punta  di vista oggettivo  la stossa 
partata comunicativa,  ma  differenzia il comportamonto  del  parlante,  sia 
come  suo  atteggiamento  genorico 9  sia come  storia della particolare  compo-
siziono.  Inoltro,  questa variotà,  proprio  perché  1egata ad  e1omonti  che 
esulano  dalla sfera più strettamonte  dell'osserv~zione,  assumono  una  par-
ticolaro  importanza  come  rivelatori delle varie psicologie dei  popoli. 
Par  esempio 7  una  tavela  e  dei  colori si possori.6  mettere  in rapporta  in 
diversi modi.  L'italiono ne  conta  almeno  sei  :  tavola colorata,  tavola 
con  colori,  tavela a  colori  tavola di colori  (per  osempio,  vivaci), 
tavola dai colori  (vivaci)  tavola in colori  (vivaci);  o  potremmo  aggiun-
gore,  con  l'apposizione,  "tavela,  i  colori vivaci, .,.".Ne un'altra lin-
gua  puo  usare  soltanto una  di quosto  possibilità,  e  proprio quella  e  non 
un  'altra (credo  che  l'italiano sia a  ~uosto proposito  una  delle  lingu8 
più riccho). 
Si  è  già parlato della ricchezza inesauribilo del  ponsioro  come 
risultato della combinazione di un  numero  limitato di  olemonti.  Anzitutto, 
isolando  i  correlatori si  è  vista  che  questi  non  suporano  il centinaio. 
Era  dunque  possibilo  cominciare  ad  individuaro  le correlazioni servendosi 
di questi,  assunti  appunto  quali individui.  Per  i  correlati,  più numerc$i 
questi,  assunti appunto  quali  individui.  Por  i  correlati,  più numorosi, 
la possibilità di fissarli in un  ordine,  si poteva ottenere  considoran-
doli in classi. 
In tal modo  si sono  ottenute varie  centinaia di  correlazioni, 
la cui originalità è  in funzione  dei tre correlandi,  l'uno  co~e indivi-
due  e  gli altri due  come  classi. 
Queste  "semiartificiale" unità del  pensiero  sono  ora alla base 
dei quattro progetti attorno ai quali si articola il lavoro  del  Centro 
d.i  Cibernotioa et di Attività Linguistiche  dell'Università di Hilano. 
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Per  numero  di  persone  impegnate  viene  in primo  luogo  la 
traduzione meccanica. 
La  realizzazione  di  questo  progetto  è  sostenuta dal  Governo 
Americano,  con  un  contratto  che  ha avuto  inizio nel febbraio  del  1959 
o  si estenderà sino al maggie  del  1962.  Contempla la traduzione princi-
palmente  dal russo  all'inglese~  por  un  totale di  circa 50.000 voci  russe, 
cioè di un  dizionario  previsto  suîficiente per  la traduzione  anche  di. 
un giornale quotidiano.  Nei  prossimi  mesi~  un  aiuto  dell'Euratom pormet-
terà di aggiungere  le uscite dal russo  sia in  tedesco  che  in italiano 
(ma  già in questa prima  faso  le analisi linguistiche hanno  sempre  tenuto 
presonti queste  lingue,  il francese  ed il latina~  ed  in un  primo  momento 
il confronta  è  avvenuto  anche  con il cinese). 
Cerchero  di mostrare  con un  esempic  molto  elementaro  come  fun-
ziona il nostro  procodimento  di analisi del  pensiero  e  dol  linguaggio  in 
vista della traduziono  meccanica. 
Sia la proposizione  "Niente  egli fece 11 •  Dalla parola "niente 11 , 
per quanta  riguarda la funzione  correlazionaJ.e~  è  possïbile  sap.ere  che 
osso  a)  non  puÔ  indicaro un  elemento  correlatore,  b)  puo  indicare il cor-
relata  primo  a  secundo  di un  corto  numero  di  correlazioni.  Quesw  sapere 
discende  dalla parola  "niente"  anche  del  tutto  isolata,  per  cui risulta 
segnato  in una matrice  che  accompagna  la parola  e  che  viene  preparata 
proliminarmente.  Ricorrendo  ad  uno  dei nostri modi  di raffigurare la 
situazione,  scriveremo  pertanto sia lla forma  corrolazionale aporta 
nionte 
di  cui  "niente11  occupa il poste di primo  correlato sia la forma  corrola-
zionale. 
ni  ente 
di  cui  "nientc"  occupa il posta  di  seconde  correlato. 
Nel  testo fi ingresso si incontra ora la parola  "egli".  Anche 
questa non  puè  indicaro un  correlatore,  ma  pu6 indicare il correlato 
primo  o  seconde  di un  corto  numero  di correlazioni,  ed avrà pertanto  la 
stessa rappresentazione di "niente". 
Non  appena  ontrata la seconda  parola,  si dave  cercare di acco-
ppiarlo  costituendo una  correlazionec  Da  un  punta  di visto di apertura 
corrolazionale questo  sarebbo  possibile,  dando  anzi  luogo  a  due  alterna-
tive  : 
ni  ente  egli  niente  egli 
t 
~·~ 
1  ,/  l ~ 
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ma  ent!'ambe  vanna  scartate  p.or  un  insiome  di regolo  che  suonano  pres-
sapoco cosi- L'incontro di  due  correlati  senza  ccrrelatore esplicito, 
cioè indicato  da una  parola isolata,  pue  generare  corte correlazioni, 
circa una  dozzina,  a  patto  perô  che  i  due  termini appartengano  a  corte 
classi,  per  esempio  l'uno  appartenga alla classe  dei  nomi  usabili  come 
sostantivi  e  l'altro a  quella degli aggettivi,  etc,  Ma  nossuno  di questi 
casi  è  presente  con  l'incontro di  11niente"  con  negli". 
Per  poter effettuare una  correlazione bisogna  dunque  attendere 
l'ingresso di un'altra pardla,  "fece".  "Foce",  come  le  altr~ due  parole, 
puo  indicare il correlato  primo  o  seconda  di un  corto  numero  di correla-
zioni,  e  non  isolatamente un  correlatore.  Ma  all'accoppiarla  con le altre 
due  parole,  quosta volta le cose  vanno  diversamento,  perché  "fece"  si 
accoppia  con  "niente"  sia assumenclole  come  un  soggotto  sia assumendolo 
come  un  oggetto,  "niente  foce"  e  "foce  niente",  e  si accopia  con  "egli", 
assumendolo  pero  soltanto  come  un  soggetto,  "egli foce".  Ecco  le varie 
rappresentazioni  : 
ni  ente  fe  ce  · nionte 
""" 





egli  fe  ce 
1  .(--.,...----)!---1 
Si tratta ora di accoppiare  le correlazioni già costituite, 
formando  una rete correlazionale,  cio  che  è  possïbilo per  sov-rap~lOSlZlOne, 







1  01 
Una  volta costituito le singole correlazioni esse,  come  ho 
detto,  ricevono  un  numero  indice  che  è  in funzione  dei  tre elementi  che 
le compoigono.  A titolo illustrativo abbiamo  scelto qui  i  numeri  01  per 
"egli fece 11  e·02 per  "foce niente". 
Questi numeri  sorvono  ora per l'uscita in un'altra lingua, 
essendo  riferite ad  essi le regolo  semantiche  proprio di questa.  Por 
esempio  l'uscita inglese  sarà  : 
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Nonostante  la fecondità del  procedimento  analitico,  che assicura9 
se  ben applicato,  di esaurire tutte le indicazioni  contenute nelle  espros-
sioni,  cioè  i  due  ordini di  informazioni,  riguardanti le particolnri cose 
messe  in corrolazione  e  la funzione  correlazionale  da  queste assolta9  dovo 
pero  dichiarare  che  nessuna a.nalisi  linguistica potrerbe far  appa:riro  in 
certi casi la nostra comprensione  di  un discorso.  Questo  avviene  perché 
le lingue  sono  fabbricate  contando  sulla nostra facoltà rappresentativa 
delle  cose  nominate  e  su una  integrazione  che  scaturisce  da  tuttè le es-
porienze vissute  e  dal  sapera  che  in esse  è  racchiuso.  L' espre,a~Sione 
linguistica,  cioè,  non  cade  su una  tabula rasa,  ma  incontra situazione 
gia costituite che  la integrano  e  sulla quali  puo  giustamonte  contare 
chi si esprime. 
Sia per  esempio  la frase  :  "sulla seJ.ia a  sdraio  lacora  ed 
abbattuta  sodeva la giovane  donna".  A  chi riforir·o il "lacera  od  abbat-
tuta"  ?  alla seclia  od  alla donna  ?  Questa frase  puà  colpire,  perché  noi 
stessi per  un  momento  forse  saremmo  incerti;  montre  non  lo  saremmo  se 
fosse  "suJla sedia a  sdraio  piangente  sedeva la giovane  dcnna".  Ma  è 
chiara  che  da  un  pnnto  di vista strettamento  grammatic?:Lle  anche la se-
conda  frase  permette  più intorpretazioni,  legando  "piangento''  sia alla 
socl.ia  ed alla donna,  o  sia addiri  ttura a  "sdrai..;•". 
Noi  uomini  decidiamo  questi  casi,  più mono  immediatamonte, 
con la rappresentazione della situazione doscritta. 
Per  una  macchina  che  manchi  di facoltà rappresontativa si deve 
cercare  di sostituirla con  una  serie di classificazioni  che  articoli 
ogni  cosa nominata negli  elementi  che  ne  costituiscono l'inconfondibile 
originalità. 
Questo  complementare  tipo  di analisi deve  intervenire ogni-
qualvolta l'analisi correlazionale lascia sussistere una alternativa cli 
interpretazione,  o  cosi ogniqualvol  ta le parole  clella  lingua di ingres-
sa si rivelino  polivoche  in rapporta  a  quelle della lingua di uscita. 
Illustriamo  con  un  esempio  queste classificazioni in una  ap-
plicazione.  Noi  italiani,  e  cosi  i  francesi,  gli inglesi9  ote.,  ind~­
chiamo  distintamente un  "aldilà"  ed un  "dietro",  a  seconda  che  due  cose 
siano  separate fra loro  sernplicemente  da  un  intervalle spaziale o  da  una 
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terza cosa  por  cui  l 1una risulti nascosto  mottondosi  al posta doll'altra. 
Ma  il russo  non  ha  che  unJ.  p:_l.rola  por  lJ duo  si  tuazioni,  "nad",  e  lascia 
che  la differonza nasca dalla rapprosentaziono  dello  coso  mosse  in quai 
rapporti,  a  soGonda  che  l'una,  piatta,  orizzontale,  lasci scorgere l'altra, 
o  verticale no  occulti la vista.  Cosi  nol  caso  del  fiume  l'uscita sarà 
"aldilà",  ma  nol  caso  del  muro,  o  dol  cospuglio,  ote.  sarà "dietro 11 , 
Ecco  allora la necessità di  classificaro tutte le cose  anche 
par quosti  lora  oventuali aspetti.  Ma  quosto  non  ~ ancora  sufficiente. 
Por  esernpio  le Alpi  si inframmettono  fra  due  cose  certament·o  con  la loro 
verticalità~ tuttavia di  una  casa si dirobbe  che  ossa si trova non 
"dietro 11 ,  ma  "aldilà" delle Alpi,  perché,  anche  se si togliessero  la casa 
non  cornparirebbe  lo  stosso,  data la 1oro  dimonsiono  anche  in sonso  oriz-
zontalo.  La  classificazione dovrà  dm1quo  tenor  conto  anche  di un  aspotto 
àimensionale  globale.  E  cosi via. 
Al  progetto  per  la traduzione  moccanica  ~  legato un  progetto 
per il riassunto moccanico.  Quosto  progotto  ~ al  suo  primo  stadio  e 
sinora non  è  impognato  in alcun contratto. 
Esso  si basa sullo sviluppo  di un  procodimonto  che  già talvolta 
devo  voniro applicato nella traduzione  meccanica,  quando  la rote correlazio-
n&l~·  risultante dal  tosto  di  ingrosso  devo  venir modificata al fine  di 
trovare la sua  esprossione nol la lingua di usci  ta.  Ma  mentre  nol la tra·-
duziono  si corca  che  la roto  correlazionale rirnanga  la stossa,  cio~ si 
co~ca di  avoro  un'unica rote corrolazionale,  nol riassunto  ~  invece  pro- r 
grammata  la sua rnodificazione?  o  por  far quosto  si onuncia un  cornplesso 
di regolo,  per  cui si ripeta quanta  fa  uno  di noi  quando  riassume. 
Si tratta,  naturalmente,  di un  riassunto vero  e  proprio,  e  non 
di un  "abstracting11  che  individui di  un  testo le parole  chiavo,  por  esern-
pio  di  un  riassunto al  30;-t,  o  al  50%,  o  al  7CJ%. 
Come  già per  la traduzicne,  anche  ora il linguaggio  vione  esami-
nato  sino  ad  ottenerne  la rete  correlazionale  corrispondente,  ed  ~  su 
questa,  quando  ogni  dubbio  interpretative del  tosto  di  ingresso  è  stato 
eliminato,  cho  si opera,  sorvedoci dei  nu.'Tieri  indice  che  caratterizzano 
le singole corrolazioni  ed  i  pozzi di rete correlazionale  da  esse  costitui-
ti. 
Un  accenno  ai due  principali ordini di regolo  puo  illustrare 
come  sia diretta la rnodificazione  della rete correlazionale. 
Il primo  cornprende  regolo  che  fanno  riferimento  direttamente 
all'espressione linguistica  :  a)  sia perché  si avvalgono  della forma 
delle  ospressioni  di  ingrosso,  b)  sia perché  fissano  la forma  da usare  in 
ogni  caso  por  quelle di uscita.  Una  regola di  tipo a)  è  per  esernpio  quel-
la che,  quando il tosto di  ingresso  rnostri  due  proposizioni principali di 
cui  una  avversativa,  suggerisce di  rnantenero  solatanto  la avvorsativa 
(por  cui  11le rose  sono  belle,  rna  sfioriscono"  divieno  "le rose sfioris-
cono"),;  un  1 altra regala di  quosto  tipo  impone  di sopprimoro  le specifi·-
cazioni  che  non  siano ultoriormente richiarnate  (por  cui  "un  fazzoletto 
di lino  di  batista",  se  lino  e  batista non  ricorn:paiono  più diventa  "un 
fazzoletto"  o  basta;  una regola di  tipo  b)  è  per  osempio  quolla goneralis-
sima  che  chiede di proferire per l'uscita,  qualunque  sia l'ingresso,  la 
forma  soggetto,  vorba  o  predicato. 
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Il seconde  ordine di regolo riguarda le coso  nominate  ed  i 
rapporti fra queste dovuti al loro  contenuto.  A questo  psoposito  le due 
regale forse  più importanti prescrivono,  l'una di sostituiro le spocie 
con il genere,  c  l'altra di  eliminare  l'es~licito ogniqualvolta possa 
figurare  implicite.  Por  esompio,  "una  campagna  ricca di meli,  peri, 
ciliegi,  castagni,  susini"  diventorà "una  campagna ricca di alberi da 
frutta11 ;  "il popolo di navigatori  che  commerciava  con la sua flotta sui 
mari,  etc." diventerà "il popolo  che  commerciava sui mari". 
Come  si vode,  qui il sapere,  compare  in primo  piano  e  deve 
essore inserito nella macchina attraverso tante sfcro di nozioni affinché 
sia possibile supplire alla mancanza. di facoltà rappresontativa,  che per-
metterebbe di ricavare sens'altro cio  che  è  eguale  (genere)  nol diffe-
rente  (specie),  o  cio  che  è  implicite nell'esplicito  (nell'esempio,  la 
navigazione  e  le navi nel  commercio  por mare). 
Il terzo  progetto si trova in uno  stadio piuttosto  sviluppato, 
tenendo  conto  dellrenorme  complessità delle operazioni  jn gioco,  e  con-
cerne  la costruzione di un  modello  meccanico  che  svolga le nostre opo-
razioni di osservazione  e  di categorizzazione mentale  e  le accompagni 
verbalmente,  cioè di un  modello  che si coraporti  come  un  cronista,  sia 
pure  in miniatura. 
Gli studi per questo  progetto  sono  stati condotti in sono  al  ) 
Centra  di Cibernetica e  di Attività Liguistich.e  ed  hanno  già permesso 
di costruire quattro anni fa un  primo  modello  meccanico  di operazioni 
mentali  (cfr.,  diE. Maretti,  "Adamo  II",  Civiltà de;J:}_o  lYla_9_9hin_~,  n.  3, 
1956).  La  roalizzazione dol  cronista meccanico  inizierà nei prossimi 
me si con l'  aiuto dell'  Euratom,  del  Governo  Italiano  e  della  IBr~I  i taliana. 
Sarà probabilmento  la continuazione di questi studi che  pormet-
torà di  superare nella traduziono  e  nel riassunto le varie difficoltà 
incontrate pretendendo  da  una  macchina  lo  svolgimento  di una attività 
che nell'uomo  avviene  attravorso la rappresentazione,  mancante  invece nei 
calcolatori. 
Per il memento  la costruzione  deve  essore mantenuta  in un  ambi-
to opcrativo molto strette ed ha intonti più teorici o  dirnostrativi  che 
pratici.  Si  cerca anche  di non  dover  superare difficoltà di tecnica cos-
truttiva,  per  esempio nella differenziazione ottica e  nel  tracciare delle 
figure  a  distanza,  che  esulano  dagli scopi  del progetto. 
La  memoria  permanente  del modello  conterrà una  settantina di 
cose,  fra oggetti familiari,  come  pere,  mele,  qualche  tipo di stoviglie, 
alcuni colori,  ed una  trcntina di categorie mcntali fra le più usate; 
il dizionario disporrà di un  centinaio di parole,  con  cui  formulare  la 
descrizione di cio  che  al modello  si mostra. 
Questo  progetto si differenzia dai  procedenti  in primo  luogo 
perché  i  dati di partenza non  sono  qui linguistici,  ma  porcettivi,  ed  è 
da questi che  si deve  passare al linguaggio. 
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Cio  comporta organi  dol  tutte nuovi,  a  parte l'apparecchiatura 
osservativa.  Si  deve  porre una  dipendenza fra le operazioni di osserva-
zione  e  quelle mentali,  cd in genere fra tutti i  tipi di operazioni  che 
il modello  è  in grado  di  svolgere,  cio  che  comporta  v.no  studio  estrema-
mente  particolareggiato di carattore psicologico.  Questa  dipendenza fra 
operazioni diventa una vera  e  propria soglia di  coscienza quando il 
progressive  svolgersi del pensiero nella macchina  determina quali risul-
tati percettivi dovono  essore accettati  e  quali scartati come  suai conte-
nuti. 
Illustre con  un  esempio  una  dipendenza del mentale  dal percet-
tivo. 
Il modello  dobba  descrivere  cio che  vode  sul tavolo  esprimondo-
si con la fraso  "un bicchiere  o  una -bottiglia11  nella si  tuazione in cui 
noi ci  esprimerommo  cosi.  Tralasciamo  di occuparci qui  delle operaz.ioni 
cui corrisponde l'uso dell'articolo in determinative,  pe~ la compJ.essità 
dell'analisi,  e  limitiamoci all'"e"  con  cui  sono  congiunte le due  cose 
porcepi  te.  Anzi tutto  è  chia,ro  che  con  le sole operazioni di porcezione, 
cioè la differenziaziono  cho  in questo  case  è  ottica e  con  le  fi.gn:::-e 
tracciate non  si potrebbo  mai  avere  qualG  risultato qualccsa che  corris-
ponde all'"e".Quando  e  come  dunque  entra in gioco  questo  "e"?  Noi  lo 
inseriamo  in una  situazione percettiva quando  ~  a)  l'esplorazione della 
situazione  è  stata continua,  cioè non  è  mai  stata  ~nterrotta e  poi ri-
presa (altrimenti diremmo  "anche");  b)  le cose  percepite  sono  due  sin 
dall'inizio,  cioè non  sono  due  come  successiva divisione di m1  unico 
percepito  (altrimenti  diremmo  "conn);  nol percepire le case  hanno  fun-
zionato  gli stessi organi  (altrimenti  tenderemmo  a  lasciarle staccato, 
senza rapporta fra loro);  le due  case  sono  differonti fra lora  (se  fos·-
sero  oguali  adopereremmo  il plurale).  Le  condizioni ora indicate possono 
non  essore  sufficionti,  ma  bastano  por  dare  un  'idea delle regolarità 
psicologiche da  studiare,  affinchè il modello  passa formulare  anche  le 
espressioni più elementari. 
In  tema di filosofia,  vale la pena di richiamare  a  questo  pun-
ta  come  se si vuole  conservare il mentale  come  antimeccanico  e  magico, 
questa magia non  comincia  con  le cause  finali  e  la probabilità,  ma  pro-
prio  con  le cos3  tante  comuni  da  aver fatto  pensare al pigro realista 
che si nasconde  in ognuno  di noi  che  per  esempio il singolare  ed il 
plurale,  od un  "e"  ed un  "con"  si vedano  con gli occhi. 
L'esame  delle dipendenza mostra  come  il modello  debba  avere 
fra  i  suai organi anche  degli  elaboratori di dati,  per  esempio  dei  con-
frontatori delle operazioni  eseguite dei risultati ottenuti, 'dei con-
tatori,  degli ordinatori,  etc. 
L' esempio  dell' "e"  puà  servire anche  per  accennare alla fun·-
zione della soglia di coscionza.  Si  è  vista che  i·  due  correlati del 
carrela  tore  "e"  devono  rispondere  ad alcuni requisi ti che li poneono  1m 
dipendenza fra lora;  e  questo  vale per la maggior  parte dei correlatori. 
Se,  quindi,  nel ponsiero  è  già entrato  come  contenuto il primo  dei  due, 
e  nel casa  di uno  svolgimento  spontanee  è  la macchina  stessa che  ha  messo 
in gioco il correlatore,  il seconda  correlato  sarà accettato  soltanto  se 
risponde  a  certiquelquisiti  :  qualsiasi altra casa comparisse nell'oriz-
zonte  percettivo della macchina non  potrebbe  entrare nella correlazione 
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che  cosi si  è  cominciata  a  costituire,  e  con  cio resterà nella macchina 
in forma  latente in una  sua memoria  di transita. 
Al tri organi caratteristici di quosto  modollo  sono  gli ecci-
tatori ed inibitori che  stabiliscono  i  passaggi  fra le varie matrici 
dello  case depositate nella memoria  permanente, 
Per  esempio,  agni  espressione negativa od avversativa,  come 
"non  è  una  mela",  "ma  è  piccola",  e  simili,  indica una  differenza risul-
tante dal  confronta fra qualcosa di presente  a  noi,  e  quindi alla mac-
china,  e  qualcosa  che ci si rappresonti.  Questa rappresentazione  deve 
quindi venire sollecitata  dall~ macchina  stessa,  Se  questo  basta poi 
affinché si abbia il "non",  per il "ma"  la differenza,  corne  già si ebbe 
occasione  di  accennare,  la differenza risultante dal  confronta  deve  tro-
varsi già sernplicemente  con  la casa presente  a  noi,  rna  con  una  seconda 
casa  da noi associata a  quella. 
Il quarto  ed ultimo  progetto  in cui  trovare  a~plicazione la 
consapevolezza raggiunta  con  le nostre analisi del  pensiero  e  del lin-
guaggio  è  il più ambizioso.  Esso  rappresenta un  po'  il contrapposto del 
progetto  per il riassunto  meccanico,  in quanta  ora si intende  invece ot-
tenore  lo  svolgimento  meccanico  di un  tema,  di un  soggetto,  cosi come 
modestamente  avviene nelle  scuole  o  come  più ampuamente  si propane  agni 
artista. 
Anche  in questo  casa  è  pero  sempre  la possibilità di disporre 
dei risultati dello analisi in operazioni  che  assicura la realizzabilità 
in principio della macchina.  Nella maçchina  che  sta operande,  agni  casa 
compare  come  una  costellazione,  e  gli  elementi  comuni  fra le varie cos-
tellazioni di  verse  segnano  una rote di strad.e.  Per  quanta  strano  passa 
seoo~are a  prima vista,  la maggiore  difficoltà sarà qui,  non  di  insegnare 
alla macchina  come  andare  avanti,  ma  proprio il contrario,  come  limitare 
le possibili alternative  che  ad  ossa si presentano. 
Nol  corso  di questa  esposizione  forse  mi  sono  dimenticato  che 
_ .lo  scapa  sarebbe  dovuto  essore  principalmonte,  od  almono  secon-
dariamente,  filosofico.  Riassumero  in  due  parole la  pre~a di posizione 
iniziale a  questo  rroposito.  Il filosofare,  di necessita conoscitivo,  se 
non si vuolo  cambiaro il dizionario,  arresta la nostra consapevolezza 
dell'operare umanoe  attribuisce ad una Natura  o  Realtà date una volta 
per tutte cio  che  è  possibile vodere  come  opera della nostra storia, 
dei padri  e  individuale,  e  comea  tale ripetere  e  far ripetore  da una 
macchina.  Chi  estrometta quosto  filosofare si riapre la strada per  stu-
diare  l'uomo,  una  strada che  non  puo  incontrare  se non  i  limiti di agni 
indagine  tecnica,  limiti di volta in volta da  superara  con  la pazienza. 
Senonché,  come  ebbe  a  dire Eberhard Rogger,  "Filosofare  e 
difficile,  ma  non  filosofare  è  più difficile ancora". 
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ELE::VIENTS  DE  LINGUISTIQUK  I-'I:ATHEHATIQUE  (1) 
par  P.  BRAFFORT 
SOHMAIRE 
On  montre  comment  les nécessités d'élaborer  des  modèles  formels 
se  sont  imposées  peu  à  peu  en linguistique.  On  présente  ensuite  un 
court  exposé  des  éléments  mathématiques  nécessaires  à  cette for-
mulation1  puis  on  exanine  quelques  types  de  formé'.lisation  qui  ont 
été  beaucoup  développés  depuis  quelques  années.  On  présente  alors 
une  critique  de  la linguistique  mathé~atique en  précisant les limi-
tations  et l'on s'efforce  de  voir  comment  ces  limitations peuvent, 
dans  cèrtaines  candi ti  ons  1  être  surr:1ontées,  grâce  aux  nouveaux  mo-
dèles  actuellement  en  cours  de  développement. 
1 •  INTRODUC'ri ON 
1.  1.  Pour  voir  comment  on  a  été  amené  à  formaliser la linguistique, 
quels  sont  les proce.ssus  internes  et  externes  qui  ont  amené 
les linguistes  à  se  tourner  vers l'outil mathématique,  il 
faut  se  reporter  à  la linguistique d'il y  a  50  ans.  Cette lin-
guistique était  encore  en  grande  partie  expérimentale,  c'est-
à-dire  qu'on  y  décrivait  des  langages  en  établissant  des  lexi-
ques  en  étudiant les règles  de  grammaire,  exprimées  comme  dans 
les  grammaires  que  nous  avonseuesentre  les mains  lorsque  nous 
étions  enfartts.  On  utilisait  donc  des  notions  qui  sont  déjà 
des  notions  formelles,  mais  à  un  niveau  très  élémentaire  ;  les 
notions  de  parties  de  discours  :  noms,  adverbes,  conjonctions, 
prépositions  etc •••  Et  puis,  le progrès  des  connaissances lin-
guistiques  aidant,  on  a  fait  de  la linguistique  comparée, 
c'est-à-dire  qu'on  a  mis  en  face  les uns  des  autres les vo-
cabulaires et les structures  grammaticales  des  langages  de 
plus  en  plus  éloignés les uns  des  autres.  On  est  sorti  du  ca-
dre  purement  indo-européen  pour  étudier les langues  de  l'Afri-
que,  les langues  des  Indiens  de  l 1Amérique  du  .Nord,  les lan-
gues  asiatiques  et  on  s'est aperçu  qu'il n'était plus  possible 
à.e  se  se:J.'vir  des  r,1êmes  catégories  gram1:1aticales.  Pour  compa-
rer les langues 1  pour  en  faire  par  exemple  une  classifica-
tion,  pour  essayer .du  point  de  vue  historique  de  retrouver 
la genèse  des  différents :angages,  il fallait  dégager  des 
classes,  des  groupes  de  langues  et  on  a  utilisé  des notions 
~ avec  la collaboration  de  J.  LARISSE,  Y.  LECERF  et  A.  LEROY 
(1)  Contrairement  aux autres,  le présent  texte  tient  compte  de 
développements  apportés  depuis  la date  de  l'enseignement. 
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formelles  appartenant  à  un  ni  veau  d 1 abstraction  dé ,jà  plus 
élevé,  telles  que  les notions  de  langues analytiques,  de 
langues  synthétiques,  agglutinantes,  11olysynthétiques,  etc •• 
Nais  on  a  montré  (notamment  E.  SAPIR)  qu'aucune  de  ces  clas-
sifications n'était satisfaisante,  et c'est cet  échec  dea 
méthodes  de  classifications traditionnelles  dans  l'étude  com-
parée  des  langages  qui  a  été  un  des  éléments  moteurs  pour 
l'élaboration d'une  linguistique  formalisée. 
1.  2.  Il est classique  de  dire  que  la linguilstiq1..4.e  générale  commen-
ce  avec  F.  de  SAUSSURE.  C'est lui en  tous  cas  qui  a  i,ndiqué  le 
plus  clairement la possibilité  d'une  science  autonome  du  si-
gne  (sûraiologie).  C'est lui aussi  qui  a  distingué  les diverses 
branches  de  la linguistique  et  a  permis leur  essor  systé:--!lati-
que. 
En  particulier,  la phonologie  qui  étudie les systèmes  de  si-
gnes  phonétiques  composant  les divers langages s'est dévelop-
p6e  rapidement  comme  une  science  expérimentale  basée  sur  une 
méthodologie  systématique  (et abstraite)  très perfectionnée 
(notam.ruent  grâce  aux  travaux  d"J.  Cercle  de  Prague  (N. S. 
TRUBETZKOY,  R.  JAKOBSON).  L'étude  des  phonèmes,  délivrée  de 
tout lien "séfr.antique"  (au  moins  en  apparence)  conduisait 
naturellement  vers  un  modèle  abstrait,  et c'est  ce  qui  a  don-
né  la gl2~sém~-~que du  Cercle  de  Copenhague  (L.  HJ~MSLIDI). 
Simultanément  BLOOMFIELD,  aux  Etat-Unis, créait une  école  de 
~in~~gue  structural~ dont  l'aboutissement  se  trouve  dans 
l'oeuvre  de  HARRIS. 
L'ensemble  de  ces  travaux possède  un  commun  dénominateur  qui 
est le désir  de  mettre  en  évidence  des  structures abstraites 
dans  des  systèmes  de  signes et ceci d'une  façon  indépendante 
de  la signification de  ces  signes.  Cette  tendance  (dont  le 
représentant le plus  connu  en  France  est  A.  HAHTINET)  est 
tout  naturellement  conduite vers  une  formalisation  de  plus 
en plus  poussée,  donc  vers  une  linguistique mathématique. 
1.  3.  La  tendance  de  la linguistique  générale  à  s'orienter vers les 
systèmes  formels  (illustrée d'une  façon  très claire par l'éco-
le  de  Copenhague,  notaument  par V.  BR~NDAL et s.  JOHANSEN), 
s'accompagne  d'une  tendance  réciproque  des  mathématiques 
les plus générales,  c 1 est-à-dire  de  la métataathémo.ti~!:_ 1  à 
aborder  à  son  tour  des  problèmes  linguistiques.  On  sait,  en 
effet,  que  vers la fin  du  19ème  siècle et  de  plus  en  plus 
vite à  partir des  années  1900,  les mathématiciens  se  sont  po-
sés  des  problèmes  d'existence  et  de  décision.  Ils ont  été 
~insi amenés  à  voir,  que  ce  qu'ils considéraient  comme  étant 
assuré,  comme  étant pratiquement  l'expression spontanée  du 
raisonnement  humain,  pouvait  aussi  être sujet  à  question, 
qu'il fallait  donc  formali~er non  seulement  les objets sur 
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pouvaient  devenir  l'objet  d'une  enquête  formelle.  C1est  ce 
c~;li  a  donné  lieu  au  cU~velOl)Peuent  de  la logique  mathémati.cl11e 
et  des  disciplines voisines. 
Une  théorie  mathéwati~le,  c'est  essentiellement  un  ensemble  de 
sy;:1bcles  ccmsti  tuent  ce  qu 1 on  pourrait  appeler  un  vocahLüaire 
avec  les mots  cie  ce  vocabulaire  on  construit  des  phrases  et 
il existe  des  règles  de  formation  qui  nous  disent  si ces 
phrases  ont  un  sens  dans  la théorie mathématique  en  question 
ou  si elles n'en n'ont  pas.  Par  exemple,  si l'on fait  de 
l'algèbre,  on  dispose  d 1un  voco.bulaire  qui  comprend  les let-
tres  A,  B,  C,  etc .•. ,  les  symboles  d'addition,  de  multiplica-
tion,  les  pa~enthàses,  etc ••• ,  et  on  dit  que  la phrase  A+B 
a  un  sens,  ~1e la phrase  (A+B)x  C  a  un  sens.  Par  contre la phrase 
A  +  (  n'a pas  de  sens,  la phrase  A  x  +  n'a pas  de  sens.  Donc 
un  ce~tain nombre  de  phrases possibles  seulement  ont  un  sens 
dans  les règles  de  formation.  D1autre part,  on  a  des  axiomes 
qui  sont  des  phrases  ayant  un  sens  que  l'on pose  comme  point 
de  départ.  Par  exemple  :  A  +  B  =  B  +  A  définit  une  alg~bre 
commutative.  Et  enfin,  on  a  des  règles  de  déduction  qui  à 
partir des  axiomes  permettent  de  découvrir  les  théorèmes 
appartenant  à  la théorie.  Il y.~ donc  un  certain parallélisme 
entre  cette  formalisation  et  certains aspects  du  langage.  Les 
règles  de  formation  et les règles  de  déduction  sont  les équi-
valents  de  la syntaxe,  puisque  la  syntaxe  nous  permet  de  cons-
truire  des  phrases  qui  sent  correctes,  de  même  ~!e les rè3les 
de  formation  nous  permettent  de  construire  des  phrases  mathé-
matiques  qui  sont  correctes,  R.  CARNAP  a  montré  le  premier 
1 r a_nalogie  'è·nl::::-e  1eR  prob'.èrües  synt2<Yiques  des  natr:8n?,tiques 
ct les problèmes  syntaxiques  du  langage  naturel. 
Mais  ce  qui  est le plus intéressant,  c'est  que  la construc-
tjon métnmathématique  elle-même  nous  oblige  à  sortir d'une 
conception  purement  formaliste  d'un  jeu  de  signes  dépourvus 
de  sens.  Car  le  forualisme  logico-nathématique  lui-mâ~e pose 
des  problèmes  de  ,sü·:rd:ficat:ir1_'1  et  certaj_nes"antinomies"  de 
la théorie  des  ensê"l~î-bYes··;z,;·;;t:,ment  qualifiées  de  ~"';-1.Y:.!:..i~912.~~· 
Si  par  conséquent  la linguistique  recherche,  notamment  pour 
poser  ses problèmes  de  syntaxe 1  un  outil combinatoire,  du 
côté  des  systèmes  formels,  la  th~orie des  systèmes  formels 
pose  à  son  tour  des  problèmes  linguistiques  de  fond. 
1.  4.  Le  dôvelorJper.lent  ~  au  sein  de  la linguistiq_'le  traditionnelle, 
d'une  linguistique  structu~nle  ;  le  d6veloppement,  au  sein 
de  la logique  r.wthématique,  d 1 une  syntç,xe  et  d'  U.:le  sé1:w.ntique 
formelle,  ont  permis la naissance  drune  linguistique mathéma-
tique.  Mais il est clajr  que  l'él~ment déterminant  pour la 
promotion  d'une  telle discipline,  c'est le  développement  des 
techniques  de  mécanisation  des  informations  tout  d'abord  num~­
riques,  puis non-nutilériques  et  c  1 est  finalet;;.ent  le dernier 
facteur  qui  est décisif.  En  effet,  traiter le langage  comme 
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une  information,  c'est-à-dire enregistrer,  les textes,  les 
mots,  sur un  support  permanent,  et  construire un  automate 
qui  traite ces  infornations,  pose  évidemment  des  problèmes 
de  forGlalisation.  C'est ainsi qu'en  calcul numérique,  il ne 
suffit pas d'avoir une  équation différentielle  formalisée 
pour  qu'une  machine  soît capable  de  donner  la solution, il 
faut  encore  décrire la méthode  d'approximation  et il faut  établir 
le  programme  complet  des  différentes étapes  que  la machine 
va  réaliser pour  résoudre  1 1équation différentielle par appro-
ximation.  Il faut  donc  formaliser  le processus  du  calcul nu-
mérique  lui-m&me.  De  m&me  si  on  veut  transformer  des infor-
mations  linguistiques, il faut  fon:1aliser  tous les processus 
intermédiaires qui  ont  lieu dans  la machine.  La machine  ne 
fait  qu'exécuter  des  instructions conplètement  énoncées, 
complètement  élaborées.  Il est  donc  certain  que  nous  avons 
ici un  moteur  encore  plus puissant  pour  le  développement  d'une 
linguistique mathématique. 
Mais il est particulièrement intéressant  de  constater  que, 
tout  comme  celui  de  la linguistique,  le  développement  de  la 
r.1étamathématique  conduit  égaler.1ent  à  l'étude  des  autül:mtes. 
Jusqu'ici  ces  automates  avaient  été  purement  théoriques  : 
machine  de  TURING,  réseaux  de  neurones  de  l'llac  CUI,LOCH  et 
PITTS,  etc •••  Plus  récemment,  avec  GEI,ERNT:~R et  HAO  WANG, 
les algorithmes  ont  été  transportés aussi  sur calculateur 
réel.  On  voit  se  dessiner ainsi une  discipline nouvelle, 
celle  du  traitement  automatique  de  l'information non  numé-
rique,  dont  Ja linguistique mathématique  pourrait bien  @tre 
la base  formelle. 
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2.  l.  Dans  l'optique  d'unB  linguistique mathématique  se 
situant au point  de  rencontre  de  la linguistique 
structurale  et  de  la métnmathématique,  tout l'outil-
lage  de  la logistique  devient  nécessaire.  Mais  une 
telle optique  éclaire  d'avantage  les prospections  du 
développement  de  notre  discipline  que  son  état actuel. 
Nous  nous  bornerons  donc  ici à  décrire l'outillage 
nécessaire  à  la compréhension  des  textes  effectivement 
disponibles  dans  la littérature.Cet outillage est 
essentiellement celui  de  l'alg~bre moderne.  Mais  pour 
acquérir  des  rudiments  d'algèbre, il est nécessaire 
d'avoir présente  à  l'esprit la notion  d'ensemble. 
2.  2.  Un  ensemble  sera pour  nous  une  collection d'objets 
quelconques  que  l'on peut  désigner par n'importe  quel 
symbole  graphique,  qui  ont  entre  eux  un  certain nombre 
de  relations  qui  expriment ainsi la structure  du  syst~me. 
On  se  rend  bien  compte  que,  par  exemple,  des  atomes  dans 
un  cristal présentent  une  certaine structure et  que  les 
assistants  à  cette conférence  en présentent  une  autre. 
Aussi  les mots  dans  une  phrase présentent  une  certaine 
structure,  mais  les  rnathé~aticians ont  développé  une 
notion  ~lus rigoureuse  de  la notion  de  la structure. 
Pour  l'expliciter,  nous  nous  livrerons  à  la construction 
d'une  éç_b_'l.J:..le  dont  la base  est  un  certain ensemble  E. 
Si  je  dispose  d'un  ensemble  E 1  je peux  construire,  en 
partant  de  cet  ensemble,  des  couples  formés  de  deux 
éléments  appartenant  déjà  à  l'ensemble  E.  Donc  je  fais 
le couple  A,B,  le  couple  B 1C 1  le couple  A 1C, ..••  Et s'il 
y  a  d'autres  éléments 1  je  forme  tous  les autres  couples 
de  la sorte.L'ensemble  de  ces  couples  c'est lui-même  un 
ensemble,  on  le  désignera par l'expression Ex E,  c'est 
le produit  cartésien de  deux  ensembles.  Maintenant si je 
prends  un  certain  nombre  d'éléments  d'un  ensemble  et  que 
je  les mets  dans  une  m&me  boite,  par  exemple:  (A,B) 
(A,B,C)  (B,C)  (D,C 1D)  (A,CjD)  etc.,  j iai défini  des  parties 
de  l'ensemble.  Si  je  considère  toutes  ces parties,  faites 
à  l'aide  d'éléments  appartenant  à  l'ensemble  E,  j'ai défini 
un  nouvel  ensemble  qu'on appelle  l'ensemble  des  parties  de 
l'ensemble  E.  Je  le  désigne parf. (E).  A partir de  l  1 ensemble 
E  et  des  deux  opérations  11prodult  cartésien"  et  "ensemble  des 
parties"  1  .ie  peux construire  toute  une  fchell~ de  nouveaux 
êtres mathématiques  Je  peux  conetruire par  exemple  ;  E  x  E 
_?{:_~,__  ou  bien ~}(E)  x  E 1  ou  bien  :tl  C1C C .E)) 1  etc"  Déterminer  .u_n 
élément  dans bn  ensemble  apparfen~nt à  l 1échelle,  c'est définir 
la structure  de  l'ensemble  E.  Une  structure algébrique,  en 
par.tiê'ülier~ c'est la  donnée  d :une  opération entre  éléments  de 
l 1ensemble  E,  c'est-à-dire une  relation telle  que  A+  B  =  C. 
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Cela  veut  dire  qu'a  tout  couple  d'éléments  A  et  B  on 
associe  un  élément  C. 
Tous  les  trois appartiennent  à  E.  Donc 
un  couple  d'éléments  de  E  appartient  à  E  x  E.  Le  résul-
tat C  appartient  également  à  E.  Par  conséquent il s'agit 
d'une application  de  E  x  E  dans  E,  une  projection  de  E  x 
~flans E.  Cette projection est  un  élément  de  l'ensemble 
~~Ex E)  xE]  .  Ceci  est bien  un  ensemble  que  l'on cons-
fruit  à  partir  de  l'ensemble  de  base  E  par les opérations 
que  j'ai définies plus haut:  On  fait  d'abord le produit 
de  deux  ensembles  multi~lié par  un  troisième  et  on  prend 
l'ensemble  des  parties.  Définir la  ~-t.!.~cture  algéb_~i9.~ 
comme  étant  un  élément  de  cet  ensemble,  c 1est  bien procé-
der  comme  je l'  indiqué  tout  à  l'heure pour  le  choix 
d'une  structure.  Pour  définir  une  structure d'ordre,  une 
structure  topologique,  on procéderait  de  m§me 1  mais 
l'ansemble  au sein duquel  on  choisirait un  élément  distin-
gué  serait un  autre  ensemble  appartenant  à  la même  échelle 
de  base  E.  On  a  donc  la possibilité  de  définir axiomati-
quement  des  structures mathématiques  en  partant  d 1ensembles 
dont  on  ne  sait absolument  rien,  c'est ce  qu'on appelle 
la définition  de  structures  multivalent~s, par opposition 
aux  structures univalentes  qui  sont  celles  que  1 1on  défi-
nit  à  partir  de  notions  de  nombres  entiers  qui  seraient 
considérés  comme  intuitivemsnt  connus. 
2.  3.  En  fin  de  compte  nous  aurons  besoin  8ssentiellement  des 
notions  et  notations  suivantes  : 
A.  Définition 
Un  ensemble  E  est  une  collection d;objets,  de  nature 
queî-;ünque--(points  du plan,  nombres,  fonctions,  mots 
de  1 'alphabet  etc •• )  qui  sont  par  définition les  -~-lém:;_!lts 
de  E. 
On  désigne  habituellement les  ensembles  par  des  lettres 
latines majuscules= A,E,  etc •• ,  les  élém0nts  par  des 
lettres minuscules= a,  e •• ,si ce  sont  des  éléments 
déterminés  et x,y,z,  si ce  sont  des  éléments  variables 
ou  arguments. 
B.  ~gnes conventionnels 
Symbol~s: 
e  t  E 
e  /.  E 
A  C  E 
Signifi_~~!i<?E:  Défini  tian~ 
l'élément  e  appartient  à  l'ensemble  E 
l'élément  e  n'appartient pas  à  l'ensemble  E 
l'ensemble  A  est inclus  dans  l'ensemble  E 
Tous  les 
éléments 
de  A  sont 
éléments  de 
E. 
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L'ensemble  A  n'est pas  inclus  dans  E 
Réunion  des  ensembles  A et  E 
Intersection des  ensembles  A et  E 
Ensemble  vide 
A  +  E  Somse  des  ensembles  A et  E 
CE  (A)  Complémentaire  de  A  dans  E 
E.!x ,P  (x~ Ensemble  des  nombres  x  possédant 
1.  -'1  "'t'1.)()  a  propr~e  e  _  x  • 
Ensemble  des  éléments 
appartenant soit à  E 
soit  à  A. 
Ensemble  des  éléments 
appartenant  à  E  et  à  A. 
Ensemble  qui  n'a aucun 
élément. 
Réunion  des  ensembles 
disjoints  A  et  E. 
Ensemble  des  éJ.éments 
de  E  qui  n 1appartiennent 
pas  à  A. 
( J  x)  p  .  .J 
o; x)  p 
Il existe  un  x( X  tel  que  x  possède la propriété  P • 
Pour  tout  x €:  X,  x possède la propriété  P. 
On  se  donne  un  ensemble  E  et  une  propriété  d'un  élément  de  E; 
ceux  des  éléments  de  E  qui possèdent  cette propriété  for~ent un 
sous-ensemble  ou partie  de  E. 
Ex:  1)  la propriété  x  = x  appartient  à  tous  Jes  éléments  de  E. 
la partie  que  définit cette propriété  est l'ensemble  E 
lui-ctêrnr-~;  on  dit  encore  que  c 1 est la part~~  ..  ....El.?J:!:.~  de  E. 
2)  la propriété  x  ~ x,  n'appartient  à  aucun  élément  de  E,  la 
partie définie par cette propriété  est la  E~E_t:i.~.'::__!iùe  p. 
Par  définition,  l'ensemble  des  parties  de  E  que  l'on 
-,  -"----·- ·-···~---··-··----·-.. ·-·--~-·- symbolise  par~ (E)  est l'ensemble  Jont  les  éléments  sont. 
les parties dé E. 
Ex:  Considérons  l'ensemble  X =  1,2,3  ,  une  partie  de  X est 
par  exemple  1,2  ,  l'ensemble  des  parties  de~ sera: 
-;-~  r  f l  r  i  {  1  r  1  .  r  1 r  -~  {  , 1J  t  (X)  =  t)ù',  tl}  j  t25 d}J ,1_1 1 2.J  ,t2 13J  p,:IJ  l,2,jJ 
Recouv:::-ement: 
Une  famille  (X"""l>-ct:I  CI 
u~ recouvrement  ~e  A  si 
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Partition: 
On  appelle partition de  E  un  recouvrement  (XT)tEI  de  E 
tel  que 
1.  X  ~r 1  ~ quel  que  soit  TEI 
2.,x. fi  X.:::~ pour  tout  i  1  j 
l  J 
ifi 
J~I 
Autrement  dit, les parties  X y sont disjointes  et  un  élément  de 
E  appartient  à  une  partie  de  E  et une  seule. 
Exemnle  :  X  =fl,2,3J  une  partition de  X  est l'ensemble  formé 
~  r  J  r  1  des  deux  éléments  xl  =  tl  x2  =  t2,3J 
D)Re_?.ation  d'éonivalence: 
C'est  une  relation binaire  (c'est-à-dire entre  deux  éléments) 
que  l'on note  2  et  qui  jouit  des  3  propriétés suivantes: 
1.  a  - a  (réflexivité) 
")  Si  a  b  et  b  c '  alors  a  c  (transitivité)  '-•  =  - -
3.  Si  a  - b'  alors  b  - a  (symétrie) 
La  relation d'équivalence  jouit  de  la propriété intéressante 
qu'elle  définit sur  l'ensemble  X  une  partition et  inversément 
une  partitio~ définit  une  relation d'équivalence. 
Exemple  :  soit l'ensemble  X  =[1,2 1 3,4~5,6J  définissons la 
relation d'équivalence  de  la  ma~ière suivante:  tous les  éléments 
de  X  de  la  forme  2n  (o~ n'est entier positif)  sont  équivalents, 
de  même  pour les  éléments  de  la  forme  2n  +  1.  Dans  cet  exemple 
simple  on  distingue  alors  deux classes d'équivalence 
[1,3,5} d'une part  {2,4,6}d'autre part. 
On  peut  aisément  vérifier les  trois propriétés précédentes, 
et le fait  que  l'on a  défini une  partition sur  X. 
2.  4.Par  ces  préliminaires  ,  un  mathématicien peut voir  que  dans 
le linguistique mathématique  actuelle il n'est pas  nécessaire 
de  faire  appel  à  la théorie  des  ensembles  dans  sa totalité. 
Il suffit que  l'on puisse  disposer  des  structures les plus 
simples,celles  qui  sont  définies  en  prenant  des  éléments  dans 
les  ensembles  qui  ~ont les plus  bas  dans  l'échelle  des  ensembles 
de  base  E,à savoir les structures algébriques  et les structures 
binaires et notamment  les structures d'ordre. 
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Une  s~ructure d'ordre  est définie  sur  un  ensemble  E,  si l'on 
peut,  étant  donné  deux  él~ments appartenant  à  E,  établir entre  eux 
une  relation que  nous  ér::)~ivor.s  par  exemple  (  A  p111S  _petit  que  B  ) 
et  que  nous  _pouvons  repr~senter graphiquement  par  caux  points  avec 
A  et  B  et  une  flèche,  et  on peut montrer  qu:une  structure  d 1orrlre 
possède  certaines propzi4tés  de  symétrie,  de  transitivité,  etc •• 
Il est  commode  d'utiliser une  }'_EY.E.i~n~a  ~~.?n 
,f~~h.i...92~  des  re  la  tians  binai:C'eô  (et  notamment  des  reJ.a tions 
d:ordre).  Four  cela  on  joint les  éléments  x  et  y  de  l'ensemble  E 
par  une  flèche  chaque  fois  que le couple  (x,y)  appartient  à  la 
structure  en  question.Il est alors  facile  de  visualiser les 
différents  types  de  ~E.~  •  .efle.~  (équivalents  aL:.X  relations  binaire,<;:·,. 
On  les voit sur les  flgures  quivantes~  qui présentent  divers 
graphes  et relations d'ordre  définis sur  un  ensemble  de  six 
éléments: 
a)Chemin  hamiltonien 






~l  \d 
;: 
b)  arborescence 
b 
d)  circuit 
e)  ordre  total -60-
3.  LES  MODELES  BINAIRES 
3.1.  Dans  ces  modèles,  on  considère  des  "ensem"'oles  linguistiques" 
(ensemble  de  phonèmos,de  morphèmes  etc •• )ot l'on s'efforce 
d'établir l'existence d'une  structure  de  relation binaire 
soit sur l'ensemble  E  lui-même,  soit sur B  ~E)-en d~finl;sant 
dos  parties  du  texte étudié  (  qui  respectent,  en  général, 
l'ordre linéaire de  la chaîne parlée). 
En  réalité c'est l'existence d'un tel ordre 
justifie la recherche  de  structures d'ordre 
non  totalement ordonné).  Dans  cet esprit on 
essentiellement  deux  tendances. 
linéaire qui 
(mais  alors 
distingue 
A.  L'idée de  base  chez  Bar Hillel  est que  tous  les mots  d'un  · 
langage  donné  appartiennent  à  un  ou plusieurs  membres  d'une 
hiérarchie infinie de  catégories  sy~1.taxiques,  dont  deux  sont 
considérées  comme  fondamentales,  à  savoir l3s  catégories  de 
cl!.~înes  DOJ!linale<?_  et dos  phraS_Q.!2J notées  cr,;  et@.  Los  autres  sont 
des  catégories  _9- 1o:P._érateurs,  dont  les membres 1  los opérateurs, 
sont  considérés  comme  se  trouvant  à  côté  de  leur  "arguments 11 
se  trouvant  toujours  immédiatement  à  leur gauche  ou  à  leur 
droite  (c'est pourquoi  le  "modèle"  théorique  correspondant  est 
appelé: "modèle  à  constituant  imméd.iat") 
exemple:  John  slept 
John  =  Chaîne  nominale 
slept= verbe  intransitif,  c'est-à-dire opérateur qui,  avec  une 
"nominale"  à  sa  gauche,  forme  une  phrase;  nous  noterons  la 
catégorie de  la façon  suivante: 
n\s  (lire:  n  sous  s) 
li  tt  le=  ad,j ectif,  c 1 est--à-dire opéra  tour qui,  avec  une  11nominalon 
à  sa droite  forme  encore une  nominale.  Nous  aurons  donc  affaire 
à  la catégorieg 
n/n  (n  sur n) 
Little John  slept  soundly 
soundly:  adverbe  (auprès  d'un verbe  intransitif) 
( n \s)  ( n\ s)  ou n\ s \\ n \S 
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Problème~ 
Une  certaine phrase  a  donné  lieu à  la transcription,  à  partir d 1un 
dictionnaire de  catégories,  d'une  suite de  symboles: 
n/n  l1 
Trouver  toute la structure de  la phrase. 
Méthode: 
(1.)  n/n  n 
opérateur qui 
avec  un  opé-
rateur n\s  à 
sa gauche  don-
ne  une  n\s 
opérateur qui 
avec  une  no-
minale  à  droj_-
te  donne  une 
nominale  \. _______________  , 
\ _______________  ___; 
d'où~  l'échelon supérieur est: n 
2  n  n\s 
'~ 
opérateur  qui 
avec  une  no-
minale  à  sa 
gauche  donne 




d'où:  échelon  supérieur: n\s 
La  phrase proposée  était réellement  une  phrase  bien  formée: 
elle correspond  à  la structure  suivante~ 
exe:nple: 




/  \ 
n/n  ''n 




/  '·,. 
n\s  n\ s\~,n\ s 
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Les  règles  d'opération  sont  simples:  elle peuvent  s'exprimer de 
la manière  suivanteg 
·x.  1  /3  ,·~"  !~ ··- ---·--> (\ 
''\ ,r\  'À  \  .i3  ···------/' /.:f 
B~  Point  de  vue  de  Choms~~ 
Dans  l'analyse à  constituant  immédiat,  les mots  dtune  phrase  sont 
groupés  dans  des  chal:nes  constituantes plus petites et ainsi de 
suite  jusqu'aux constituants ultimes.  Ces  chaînes  sont alors 
classées  comme  chaînes nominales  (NP),  verba1es  (VP)  etc. 
Par  exemple  la phrase  "the man  took  the  book"  peut  être analysée 
de  la façon  suivante: 
the man 
NP 
j took  1 the  boo~-----·· 
1  l verbe  j  NP  r·---; 
On  dit alors qu'on a  affaire à  un modèle  à  structure de  chaîne. 
En  fait  on  peut aller encore plus loin dans  l'analyse  (afin de 
réaliser une  plus  grande  économie  de  description,  ce  qui  est le 
but  de  toute  analysostructurale).  En  effet,  on n'a considéré 
ici qu'une  soule manière  de  traiter le verbe  "took".  Mais 
d'autres  formes  auraient pu apparaître;  exemple:  takes, 
has  taken,  has  boen  taking,  is  taking~  has  be en  taken, l'lill  be 
taking etc •••  On  peut  donc  considérer le verbe  comme  une  suite 
d'éléments  indépendants.  Exemple:  pour  la chaîne  "hns  beon  to.king11 
nous  pouvons  séparer les  éléments  "have  ••••  en"  1'be ••• ing"  et 
11take"  et nous  pouvons  alors dire que  ces  éléments  se  combinent 
librement. 
Nous  avons  ainsi: 
ti)# .  ..-... the .....  man~  Verb  ........  the·"'""book~"'' tf 
t2;# !"\the '""'  man  ....-.., Auxiliary""' V,'·. the '"book  ....... # 
{jJ ·tf "'• the ..... ,  man  '"'Auxiliary  '"'· take ,.  .... the ·"'book·<# 
141  ft'\ the "' man .  ..., C  ··~have__.. en"""' be,  .. , ing "take  ..  ...., the'"' book,..'#  ,,.. 
(SJ #l'\  the........_  man '"pas  .... 'have"'' en""' be,...., ing···· take .-.the  ,.."'book,.....' if 
"'· 
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Définissons  maintenant  la classe AF  comme  contenant  "en11 
"ing"  et  "C"  et la clasoe  V  co~r.mo  CO!:'prenant  v,  :M,  have, 
be.  Nous  pouvons  alors  convertir la ligne 4  en une  suite 
ordonnoe  de  rnor:phonos  par  la.  règle  suivante: 
.........  ..-.....  ,.-., .  .u 
Af  V···~·V  Af  1"'1' 
Bni'in  on  apJ?li.quant  des  règles morphémiques  telles que  los 
suivantes: 
ha.ve,.......  past-.::,.ha,d 
bG  ,..,  en  --7 beon 
take  """ ing  __  ,. taking 
Nous  arrivons  à: 
r:···  .  .])  the  man  had  be::;n  taking  the 
3.3.J,a  .:~!21l:.?§'J?.!:..i_·::n  c~_~:~~~.T..:2~9..:i-t:r,:r~- se fait  ch.l  lang'l.ge  diffè~e 
r.)·i:,-."';.,1.·.~l:·}J."l't  e;1  e.JJ11<:::.::;:·c,v,3  d.a  c~:~~.le  d.e  Il:1.r  H:i.11el  ou  de  Chomsky. 
La  :;?: .  .r:J,s\:l,  d.i t·-il,  nst  1111  ons;:;r:,'Jle  o::--e;:J.>:isé  drmt  l8s 
éJ(monts  constituants  sont les nnts.  Entre  c~3que root  et 
sos voisins plus  ou moins  proches,  l 1e8prit apcrçoit des 
connexions  ù·:;nt  1' enseml!le  forme  la  chc~r:p-ar..te  s~rntaxiq_ue 
do  la phrase.  Ces  connexions  ne  sont indiQuâes  par rien, 
il ezt in\lis_?onsàblu  de  les matêrialiser  (automatiquement 
ou non)  si l'on veut  ex~):'~Lmer le v6:;:·i.tatlo contenu de  la 
phrase.  IJ 1es~ière les figure  à  l'aide d'un  diag~o.mme bidimen"" 
sionne: qu'il appelle le stemma. 
Ert  notation de  stemr:~a~  l'exemple  donné  plus haut par Bar 
Hillel  s'acri·:;~ 
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Relever un  stemma  ou  en  faire la "mise  en phrase",  c'est  en 
transformer l'ordre structural  en ordre linéaire.  Inversement, 
comprendre  une  phrase,  c'est  en  rétablir par la pensée  les 
connexions,  c'est transformer l'ordre linéaire  en  ordre 
structural. 
Exemple: 




/  ........ 
les petits 
·-.............. 
rivières  - 1  ·-.., 
les  gr.andes 
La  forme  des  graphes  destinés  à  répresenter la structure  du 
langage varie  avec  le degré  de  finesse  de  l'analyse. r,a 
hiérarchie fondamentale  est  sans  aucun  doute  colle des 
stemmas  arborescents utilisés par Harper  et Rays.  Une  étude 
telle que  celle de  Tesnière  conduit  à  matérialiser  en  outre 
d'autres hiérarchies  secondaires dites  "anaphoriqw:Js"  et 
à  mettre  en  évidence  des  phénomènes  de  "translation'' et  de 
"jonction".  On  obtient ainsi des  graphes  plus  compliqués 
mais  aussi plus  explicites. 
3.4.  HJTEHPRET.ATION  ENSEMBLISTE  DE  LA  DUALITE  DES  THEORIES 
Prenoms  comme  ensemble  de  r8férence la phrase  de  Chomsky 
citée plus  haut  en  exemple: 
the  man  took  the  book. 
Il est  légitime  dlen numéroter  les  éléments  constituants 
(lettres,  phonèmes  mots,  etc,  comme  l'on veut)  pour 
matérialiser leur succession dans  le  temps  tout  au  long 
du  flldu  discours.  Supposons  que  les mots  soient choisis ici 
comme  éléments  de  l'ensemble  de  référence E.  Cette  numérotation 
mettra  on  évidence  le  fa.it  q_uo  los  doux  Hth11  sont  deu..-y: 
évènements  distincts dans  le  temps,  donc  deux  éléments 
différentes  de  l'ensemble  E. 
the  man  took  the  book 
n+1  n+2  n+3  n+4  n+5 
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L'existence d'un lien hiérarchique entre deux  mots  constitue 
une  relation binaire antre  deux  éléments  de  l'ensemble 
E,  donc  un  élément  de  E x  E  •  Un  stemma  ne  lio que  certains 
mots  entre  eux,  l'ensemble  de  ses  liens n'est qu'une partie 
do  E x  E,  donc  un  élément  de  pCE  x  E). 
Dans  l'étude de  Chomsky,  on  mot  on  lumiêre l'existence de 
chaînes nominales.  L'une d'elles par  exemple,  peut  être 
considérée  comme  s'incarnant dans  la chaîne 
"  the 
n+4 
book  " 
n+5 
une  autre dans la chaîne" the  can".  On  montre rus si  w.:eh s:Jquonce 
n+1  n+2 
"took  the  book"  peut  être considérée  comme  l'incarnation 
n+3  n+4  n+5 
d'une  catégorie  syntaxique  de  "phrase verbale"  et ainsi 
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N Verb  T  N 
man  took the book 
Le  principe même  de  ce  découpage  montre  que  les catégories 
syntaxiques  sont  isomorphes  de  groupes  de  mots,  c'est-à-dire 
de parties de  l'ensemble  ~. Par cet  isomorphi8me,  toute 
catégorie  syntaxique  peut  être assimilée  à  un  élément  p 
( E)  de  1' ensemble  î:J{E)  des parties de  E. 
Soit M ensemble  des  catégories  syntaxiques rec0nnues  dans  la 
phrase  considérée,  M est  ensemble  dont  les éléments  sont  des 
p(E),  donc  un  ensemble  de  parties de  p(E)  donc 
M(  PCPCE)) 
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Enfin,  l'étude des  relations  entre catégories  syntaxiques  se 
fera  dans  l'ensemble 
R  E.  Î.:' (TJ(E)  x  P(E)) 
c  • 
La  comparaison  de  constructions  théoriques portant  sur  des  niveaux 
différents  de  l t échelle des  ensembles  de  base  E  n 1 a  guère  cle 
signification1  seule une  application d'un niveau  sur l'autre 
pout  permettre  une  mise  en parallèle précise des  deux  linguist:iq.J.œ 
évoquées  plus haut.  On  voit aisément  qu'une:  application  de  E 
sur  ?(E)  conduirait du  niveau  ~:-(E  x  E)  au niveau  tJ·(  \':{  ~.'HE) 
.  (  ) )  .  .  x  . J}  E, 
4.  J~SS  Iv10DELES  DE  P  1\RTITIONS 
4.1.Les  modèles  décrits  précédeoment  sont  "binaires"en  ce  sens qu'ils 
manifestent  l'existence de  relations d'ordre entre  éléments 
d'un  ensemble  linguistique.  JYbis  chez  TESNIERE  (et aussi  chez 
H"WS  et chez  l..NDRIBV)  ces  éléments  sont  les mots  de  Ja  langue 
écrite.  Au  contraire  chez  EAR-EILLEL 9  CHmiSKY(ët  aussi  OE 1l 1TING~R) 
ce  sont  des  fragments  de  phrasEs  siE est l'ensemble  des  mots, 
on  a  dans  un  cas  U.'1e  structure appartenant  à y (ExE)  dans  1 1 autre 
àr(~E) x  P(E)).  Il est intéressant d'étudier  systématiquement 
les familles  de  mots  puisqu'elles définissent  dans  la linguistique 
traditionnelle les  catégories.  C'est  ce  que  différents autours 
ont  récemment  tenté-:-o"i1" a  alo"rs  des  structures qui appartiennent 
à  P ( P(E))  0'.1  à  P( P(  P(E))). 
4.2.  KULAGINA 
A)  ]ut: 
Il s'agit d'élaborer une  grammaire  spéciale,  valable pour  toutes 
les langues  jouissant de  toute la rigueur d'une  théorie 
mathématique  et évitant le caractère descriptif de  notions 
insuffisamment  définies  telles qu'on  en  trouve  constamment  dans 
les  grammaires  existantes. Pour  cela KULAGUINA  propose  une 
méthode  de  définition des notions  grammaticales  à  l'aide 
de  la théorie  des  Ensembles. 
L'ensemble  de  base  est l'ensemble  des  mots  de  l'alphabeto  Sur  cet 
ensemble  on définira une parti  tian-î'et les  sous·-ensembles  qui 
lui correspondent  seront appelés  les  envir_2!l~en·ss des  éléments 
qurils contiennent. 
Ex~m.]J.~~:  1)  Soit Sun substantif,  on  prendra  comme  environnement 
S  au  singulier et  S  au pluriel.  Dès  lors: 
: 1(arbre)  =  iarbre,  arbres} 
(' (tapis)  {tapis,  tapis J  par  convention. 
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2)  Soit un  adjectif A,  11environnement  de  A est l'ensemble: 
A au masculin  singulier,  au  féminin  singulier,  au masculin 
pl""J.riel,  au féminin pluriel. 
(1(é1bstraite)-= Îabstrait,  abstraite,  abstraits~abstraitest 
11( conforme)  "='~_conforme,  conforme,  conformes,  conformes  ~} 
Une  phrase est  u.VJ.e  sui  te de  mnts  de  1' ensemble 2.d.e  base.  Parmi 
toutes  ces phrases,  on  distinguera le  sous-ensemble(:~=  jA}des 
phrases dites repérées  et qui  pourront  être par  exemple.le 
sous-ensemble  de  phrases correctes  du point  de  vue  grammatical; 
il est bon  de  remarquer  qu'une  phrase repérée pout  avoir ou 
non un  sens. 
Grossissement: 
Soitx un  élément  de  1 1 ensemble~-;  dans  une  partition ·-B( 1) 
x  appartient  à  un  5".)~8  ansenble  qui  est lui-mê:Uif  l.(lD  é~_ément 
de  la partition -Bl1J  et que  nqus  a~p~llerons Bl1J  (x;· 
soit alors  deux partitiçns :s(1Jet :sl2J,on dira que  :s(1J  est 
un  grossissement  de  :s\2),  si on  ag 
Jv· :-x  t  }_  B( 1)  (x)  ~  :sC 2)  (x) 
L3  ~ '-- ~  :s(1)  (x)  .)  :s(2)  (x) 
§~ucture B  d'~~ ]hrase A: 
Soit A=  ~x1  x2  •••  Xn\  une  phrase.  Nous  savons  qu'à  chaque 
x  correspond  dans  une  partition B l'élément B  (x)b  La  structure 
B d'une  phrase A sera par définition l'image  de  A lorsqu'on 
applique  chacun  des  x  sur  B.  Autrement  ditg 
B  (A)=  (x1)  B  (x2) •••  B  (xn). 
Et  une  structur·o  B sera di  te repérée s'il existe au  main~ 
une  phrase  répérée qui  s 1applique  sur la structure B dcnnée. 
Exemple:  A = l  mignonne fillette brune  ·.~ 
Prenons  nomme  partition -B,  la partition nommée  ret définie 
ci-dessus;  on  aurag 
((mignonne)  r(filletto) ï(orune)  soitg 
[\mignon,  mignonne,  mignons~ mignonnes;., ffillette, 
.fillettes,}  '  -
[brun,  brurie,  bruns1  brunes  .n 
Cette structure -fde A est bien repérée  puisq""J.'il  éxiste 
une  phrase repérée [mignonne fille buno_{dont  la structure -T 
est celle donnée  précédemment. 
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Deux  éléments  quelconques  Bi 
sont  donc  des  sous-ensemblos 
ce  nue  l'on note par  B·  .....  t~. 
":1.  ln·"...,.~.~ 
A1  et A2,  les structures  -B 
et B  j  d'une partition B  de t_ (qui 
de  )  sont dits B  -~~uivalents, 
si quelles  que  soient les phrases 
B(A1)  B1  B(A2  )  et B  (A1)  BjB  (A2)  sont  simultanément reperees 
ou non  repérées.  On  peut vérifier que  cette équivalence  jouit 
des  3  propriétés  de  l'équivalence mathématique  définie  dans le 
chapitre précédent.  En  effet: 
1)  Bi ' ....  B~ ( réflexi  tif) 
.B  ·' 
2)  Bir) Bj  et Bi.'f.:  Bk  alors  Bi'_BBk  (transitivité) 
3)  Bi "" BJ·  alors  BJ· ···-· B ·  (symétrie) 
_!1.  'î  ~ 
•;:J  .\.; 
Exemple:  Si  nous  choisissons  comme  partition B la partition 
tellê-que pour  tout x  de 5:.. B(x)  =  [x1  i  alors  le fait que la 
substitution, dans  une  phrase correcte  grammaticalement,  d'un 
substantif masculin  singulier par  eE:or.::.ple,  par un  .r:mtre  substantif 
masculin  singulier ne  change  pas  le caractère repéré  de  la phrase, 
nous  permettra de  déduire  que  deux  substantifs au masculin 
singulier sont  -B  équivalents. 
En  effet,  la phrase A =  HJe  veux  un  livre neuf"  donne  dans  la 
structure B telle que  B  (x)  =  ~x}l 1 imageg 
1...  ,; 
Substituons 
B(A' )= 
B  (A) 
on obtient 
qui  est une  structure repérée.  On  pourrait facilement vérifier 
que  B(A)  non  repérée  entrainerait B  (A')  non repérée: 
Je  veux  des  crayon neuf entrainant 
Je veux  des  livre  neuf 
Grossissement  rft~lier 
On  dira que  la partition -B  (1)  est un  grossissement régulier 
de  B  (2)  si: 
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1)  B  (1)  ost  grossissement  de  B  (2) 
2)  la condition  B(2)  (y)cB(1)  (x)  entraine  que 
B(2)  (y)A/8~2)  (x) 
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Autrement  d.i t  on opérant le grossissement  1  çn  a  réuni 
uy0 rnômo  él~ment  B(1)~f) _a.e_la  parti:ion B\ Î)  tous  les 




Soit une partition -:S  de  ~ ;  réunü:;sons  dans  un  mgmo  sous-ensemble 
B' (x)  deL tous  los  éléments  Bi  de  B  qui  sont  B  équivalents  à  B 
(x)  nous  définissons  u.ne  nouvelle partition de  $..  que  l'on 
appelle la  11part:i.:_"tion  dérivé~"  (ou première  dérivée)  de  B. 
Notons  qu'une partition dérivée  B'  de  la partition -B  est un 
grossissement régulier B'  de  B mais  inversément  un  grossissement 
régulier n'est pas  nécessairement  une  partition dé:::-ivée  du 
fait quo  la condition 2)  qui  définit  lo  grossisserr..ent  rég:.::.lier 
ne  comporte  pas  sa réciproque. 
Structures  subordonnantes  et  structures  suborclonnées.  ·--u----------· 
Soit  une  partition B( 1)  gr·ossissement  d! un·3  narti  tüm 13( 2). 
r,y,,,..,,,o  ,+.,..,~+,lrO  B( Î  ~  Ç'St  d 1Ur1G  pm~( 1 i  it1aSD  de)  la !J}lraSG  ci.ans 
l'a:pplicati9~ X···-·:'t :s(1 J(x). et  ~'w.::.tre\~art  l'irr.a~e  do  la 
structure  B~'-)  de..ns  l'appllcatJ.on JJ(2;1,x) ····7 B(i J(x). 
Par  d~finition,  la structure B(1)(x)  obtenue  à  pa;~ir de  B(2) 
sora la !:~ruc!~~-.l~~or?:_o_JJ!E1EJ.J2 de  J.y.  structure  BI. c:.),  ot 
Df)me.on  :remQ.rquera  que  plusieur:;...,:P( 2J distincts pouvant  donnt:Jr 
un  mi)rno  B( 1).  Ces  structures  B\. c:.) seront les  stTuctur3s 
!:!}!}],?;r:cl;()}]fl..~~"~  à  la structure B1.  Si  Je  grossis'"s""ë;ne;~":Cëst  ré~.:<-*ier 
alors  i1  se  prod.ui  t  le fait int6ressant  c1u' une  structu1'e  B\ c:. 1 
repér0•3  (ou non  repérée)  donne  uno  structure  B1  repérée  (ou non 
répérée)  et on  démontre  le  théorème  suivant: 
nLa  dérivée  second.o  d'une part.i  tion coincide  toujours  avec 
la pr8mière  dérivée  de  la partition,  c'est-à dire  que  B"  (x)=B' 
(x)  pour xf L 
C'est la  parti·~ion où  E  (x)= 1  x;:  , 
'  j  l  .  t  1 '  J 
Exornple:  !Jo7 5vouxt  ;un~ ,livres' '1noufj 
i.  ,..{  t.  ..l  \,..  ~'  l  .  ~  . 
Partition en  familleg  ---·-··--··---·---
C'est la partition dérivée  de  E  que  l'on notera  S.  On  obtient 
alors: 
1)  Quatre  familles  de  substantifs 
Famille  des  substantifs masculins  singuliers 
"  "  "  ·masculins pluriels 
"  "  "  féminins  s3.nguliers 
"  "  "  féminins pluriels 
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2)  quatre familles d'adjectifs 
Familles  des  adjectifs au masculin singulier 
Il  Il  Il  masculin pluriel 
Il  Il  Il  féminin  singulier 
Il  Il  Il  féminin pluriel 
.~.:3;_ngue  simDle: 
Par défini  tion5  une  langue  défi.nie  par la donnée  de  son  ensemble~ 
de  sa parti  tian r' ,  et  de  l'ensemble  des phrases repérées (l soit 
,;~:..:.tmt  dite simple s'il existe entre les partitions  ~'et fles 
relations  suivantesx 
1)  V  x  (  l:,  ---?- f(x) .. -,  S  (x) 
2)  V x1 t  .l .. (x)  et V  x2 E.  S. (:x=) 
s(xi)nr"'(x2)  ~  )Yr 
Exe~J1!J2l~ Avec  les défini  tians  de\' ot  S  on  peut  montrer  que  la 
langue  française  ost une  langue  simple  tandis  quo  le russe ne  l 1est 
pas.  On  peut  penser  q_ue  d: autres défini  tians  de  i;··  et  S  in-
verseraient  l<:ls  conclusions"  1 1 impor·tant  est  de  no tor que  dans 
les  cas  d'une  l.:1ngue  simrJlo  relativ·3ment  aux  r  et  S  d.éfinis,  on 
peut tirer des  conclusions  particuli~rement intéressantes. 




Ici nous  avons  schématisé 
la partition -Tpar les  sous-onsembles:x) 
lx.l  - ....  · 
substantifs  féminins 
(~1--~-~ ·-----:~I---~) 
\  . 
·---·  -4------·  -·- ··. 
(  ....  :-x·.~  ----~-----) 
, ---------····· ----.. -. 
La  partition-S par les  sous-ensembles  (:x:zxxxxx) 
0
'o  •OH-·-··-·- 0  oo• ·-·- .... -~---·  0
- ··' 
On  vérifie aisément  les  doux  conditions  d'une  langue  simple.  En 
russe,  du fait que  les adjectifs  au pluriel ne  changent  pas 
avec  les  différents genres>.  on  a  les  familles  suivantes. 
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'  1 
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subst:.' pluriel 
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Il 
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'  1; 
Il  Il 
Il  Il 
Il  Il 









'  1 
1 i 
x1  substantif masculin  singulier au géni  tif:;:-r(x) 
Il  féminin pluriel  à  l'accusatif f ~.(x) 
On  vérifie aisément  que: 





puisqL<e  S  ( x.1)  est 1 1 ensemble  de  tous  ] es  substantifs masculins 
singuliers au génitif et r(x2)  l'ensemble des  formes  du  substantif 
féminin  x2  au  singulier et au pluriel à  tous  los  cas. 
Classe: 
On  appollo  classe K(x)  du  mot  x  d'une  langue 2- ( ,-, C_}l 1 ensemble  des 
mots  x' tels que,  ou bicm \,(x)  et  S(x)  se  coupent  ou bien f'(x')  et 
S  (x)  se  coupent.  Pour une  langue  simple,  ces  deux  conditions  sont 
équivalentes,  et de  plus  los classes  fermont  uno  partition dei_. 
Exemple: 
1)  Les  substantifs forment  deux  classes: 
substantifs masculins 
substantifs  féminins 
2)  Les  adjectifs constituent une  classe 
C'est la partition dérivée d'une partition par classe. 
1)  les deux  classes de  substantifs forment  un  type. 
2)  la classe des adj;ctifs constitue un  type. 
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Configura  t io~ 
Soit  B  une  partition  de~. On  appello,cc_:nfi_gu:c-ation  -:S  du 
Er0mier  ordre  urie  structure -:S  notée  :S~1r-telle que; 
A 
1)  B  (1)  possède  au moins  deux  éléments. 
2)  Il existe au moins  U!}_  élément  :s.-;;1  de  la parti  tictn  -:S  tel 
que,  quelle!ique  soient  les_phrase~ A1  et  A~, _B(A1):S(1)  :S(A2) 
et :S(A1)  :S>>\1  B  (A2)  sont  Slmultanement  reperees  ou non 
repérées. 
On  appellera structure  -:S  du  premier orlre,  une  structure -B 
ne  contenant pas  de  configuration  -·B  du premier ordre,  Les 
configurations  B d'ordre k  se  définissent par récurrence. 
On  app_elle  configura  tian -B d'ordre k,  une  structure -:S 
notée  ~· (k)  telle que: 
.... 
1)  Bk  possède  au moins  deux  élémGnts. 
2)  Il existe au moins  un  élément  B(k  de  la partition ::,B 
tel que  les structures -:S  d'ordre k-1 ~  Br1  1\  (A1)  Bk 
\  ;;::- •  1 
B (k-1 )(A2),  :S(k-1)  (A1 ):S•\k  B(k-1)  (A2)  peul'  d~s phrases 
A1  ct  A2  quelconques,  se  trouvent  être  simultanément 
rep6réos  ou non  repér6es. 
Exemple:Soit  la phrase  "un  cas  très  simple".  Repérons  les 
phrases  suivantes:  "un  cas  très  simple"  "un  cas  simple", 
"un  cas".  On  peut  donc  titer de  cette phrase la configuration 
d'ordre  1"très  simple"  avec  l'él3ment résultant  "simplon. 
Il reste alors la structure d 1 orclro  1  "un  cas  simple"  d'où 
on  peut  de  nouveau  tirer la configuration d'ordre  1  "cas  simple" 
avec  l'élément résultant  "cas"~ 
un  cas  très  simple 
(structure d'ordre  0  ) 
,.,/· 
très  simple 
(configuration d'ordre  1) 
un  cas  simple 
(stru0ture d'ordre  1) 
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cas  simple 
(configuration 
d'ordre  2) 
··~ 
un  cas 
(structure 
d'ordre  2) ... 
-73-












d'ordre  2 
/ 
structure d 1ordre  2 




d'ordre  k 
"",.  -:J 
structure 
cl' erdre k 
L' orclro  le plus  élevé  d'une  structure  sera par définition 
lo  1:rang0  do  cotte structure. 
On  peut alors  étuclier la  mani~ro dont  se  comporte  l'ordre 
d'uno  configuration  lorsquo  l'on passe d'une  structure  suivant 
uno  certaine partition -D  à  la structur8  suivant  une  partition 
-] grossissement  de  D.  On  r·emarq1,:e  en particulier quo  l'  orclre 
de  la configuration  se GG:lServe  si la grossissement  ost régulier. 
Si  cet ordre  se  conserve  sans  que  lo groRsissement  soit régulier, 
on dira  y_uo  la configuration  -D  ost  S1]_1:Jordon!_lj_~- à  la  config'<.:t.;:>étion 
-] ou  que  la  configu.ra  tian -B  est  subo.rdo~Q::::!lte  par rapport 
à  la configuration  D. 
On  peut difinir des relations entre  los  éléments  d'une 
configuration-] donnée  êt"î~ partition D.  Grâce  à  cette 
notion assez délicate  à  interpréter dans  la première  publication 
de  Kulaguina,  on  pout  montrer  par  exemple  l'équivalent 
mathématique  de  l'accord grammatical  qui serait uno  re]c.tion 
de  premior genre  entre le  type  des  adjoctifs et le  type  dos 
substantifs~  On  peut  également c.boutir  à  uno  définition du 
rég~~~ et  de  l'~cc~~~~nt dans  la langue  russe. 
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4.3.SilSTIER 
Le  travail récent de  A.  SESTIER  est intéressant  en  ce  qu 1il 
se situe en  un point central par rapport au positions 
des  écoles  du  type  TESNIERE  comme  de  celles du  type  CHOMSKY 
ou  KULAGINA.  SESTIER  étudie  en  effet les relations 
existant entre deux  ensembles 
E  ensemble  de  mots  ot 
F  ensemble  de  contextes 
si  x fE  et y  E.  F  la relation 
x  a  y  signifie  x  est ~.9.~pt~. par y. 
Pour garder plus  de  généralité,  on  ne  spécifie pas  les 
conditions linguistiques de définition du contexte.  Mais 
il est clair qu'en général F  pout-être identifié à  u..."l.e 
partie de  }!(E)  ou même  dei~(i?(E)). 
Si X est une  partie de  E  et Y est une partie de  F  et si on 
désigne par  a  (x)  l'ensemble  des  contextes  qui  acceptent 
le mot  x  (c'est une partie de  F)  et po.r  a-1  (y)  l'ensemble 
des  mots  acceptés  par  y  (c'est une  partie de  E)  on  peut 
associer  à  toute partie X et à  toute partie Y les parties 
a  [xJ= 
,..--\ 
a(x)  cou:p3 étrci  te directe associée  à  x  EX 
a-1  y  ,,-, 
a-1 (y)  coup.@é~roi.to inverse associée  à  yty 
Les  X et les Y sont  des  familles  de  parties entre  lesquelles 
il existe une  correspondance  de  ~~~par  les fermés. 
- -1  X = a 
y  a 
x]}  x  x 
y= y 
l'ensemble des X  et l'ensemble  des  Ysont  des  treillis 
complets  ordonnés  par l'inclusion. 
On  peut alors définir des  classes  d'équivalences  du  type 
x•  ~Y  x 
X'~- x  x 
<.;,  r--= .> 
a  (x')  =  a  (x) 
a-1 [a (x•)]  =  a-1 [a  (x)J 
entre  des  éléments  de  E qui ont,par exemple,  même  fermeture 
par la relation a. 
x 
y 
On  définit alors un ordre partiel entre relations d'équivalenœ 
qui peut  également  servir à  l'étude des  fermés  (c'est-à-~ire, 
pour  le linguiste,  des E_é!_tégories,grammaticales  ou autres). 
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De  la même  faoon il est possible de  définir une relation 
d'équivalenoe.(indicéo  dans  F) ~y telle que 
l'expression 
X ~y X1  signifie que  x  est substituable  à  X'  dans  le contexte 
y.  On  a  évidemment~\ y  (X)  =  a-1 (y) 
On  aura  alors la relation 
-v 
X ·~X'  qui  signifie que  X est subdi  tuable  à  X' 
dans  tous  les  contextes  y  qui  acceptent x,  c'est-à-dire dans 
tous  les  y~ a  (x). 
~(x)  /-~, {  (X) 
y(-a(x)y 
toute  ~  (x)  est une  fermeture  de  x  et réciproquement. 
Muni  de  cet arsenal,  on  peut  s'efforcer de  construire 
systénatiquement  un  jeu de  c:1tégories  à  partir d'un  coY.'pus 
donné.  Le  choix.  de  la méthodologie  (treil·, ir  des  fermés, 
relation  d~équivalence etc •• ,)  de:;,~·end.  alors  des possibilités 
de  mécanisation  de  l'algorithme. 
Comme  Ao  SESTILI:R,  Y.  LECERB'  travaHle  sim,ütanement  sur 
E  et  jJ(E),,  Mais,  au  liGu do  rechercher  les catégories 
sur  m1  corpus,  il se  sert cl' un  dictionnaire  cor.1portr.mt  les 
indications  de  catégories  r>our  énoncer  en  tel'rr:es  algo-bTiques 
les règlos  cle  la grammaire  (et  C8Ci  afin d 1 aboutir  à  une 
analyse  gr·ammaticale  automatique. )Son  dessein  est  donc  plus 
proche  de  ceux  d.e  BAR-HILLEL  et de  HAY3o  Iviais  son  avantage 
sur  ces  derniers  autours  qui  travaillent l'un sur }t(E)  l 1autre 
sur  E  est de  definir une  structure plus riche,  qui  les  engloto 
l'un et  1 1autreo 
Etant  donné  un  ensemble  D~  ou dictionnaire,  d'éléments mj, 
ou mots,  on  se propose  do  l'utiliser pour  construire  das 
éléments  sk~  ou  syntagmos  ~  d'un autre  ensemlüe  S  qui  pourra 
éventuellement  Otre infini.  Le  procédé  de  construction étant 
fixé,  on  conviendra  que  S  est  l'ensemble  des  syntagmes  sk 
que  ce  procédé  permettrait d'obtenir  en agissant  suffisamment 
longtemps.  Mais  à  tel ou tel instant,  il se peut  que  tous 
les  Bk  ne  soient pas  encore construits.  On  différenciera 
les  syntagmes  déjà construits  on  les écrivant  entre  deux 
crochets: [sk].  Dans  la suite,  et  en  l'absence d'antre 
indication,  toute  expression  entre  crochets  représenter-a  un 
syntagme  déjà construit au  moment  considéré. 
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b)  Procédés  de  construction mettant  en  ,ieu  une  fa.mille 
d'opérateurs  .. 
Dans  de  tels procédés,. on définit une  famille  F  d'opérateurs 
notés  (opi),  et on  les utilise comme  suit: 
1°)  La  résultat, s•il existe,  et il n'e~isté pas nôoessaireoent, 
de 1 1application à  un  sk  quelconque  d~un (opi)  est encore 
un  élément  de  s.  On  se  trouve ainsi avoir  co~struit un  syntagme, 
et on  le note  entre  crochets~kl· (opi)] 
2°)  Un  tel procédé  ne  peut  démarrer  que si l'on a  un  stock 
initial de  syntagmes.  Aussi,  on  décide d'intégrer initialement 
à  S  tous  les mots  du dictionnaire.  En  tant qü.e  syntagmes 
déjà construits,  ces  mots  s'écrivent entre  crochets  Cinjl 
Tout  élément  déjà construit de  S  se présentera finalement  soit 
comme  étant un certain  Cmj)~  soit comme  étant le résultat de 
l'application successive d'opérateurs  à  un  certainGllj1•  Dam~ Jes 
doux  cas,  le mot  en question sera appel<)  "têten  du  syntagme. 
Deux  syntagmes  seront déclarés  différents s'ils ne  résultent 
pas  de  l'application des  mêmes  opérateurs  dans  le même  ordre 
,..  ,- )  au morne  l-mj •. • 
Rien  ne  s 1 oppose  à  ce  que  la famille  F'  d'opéra  tours soit elle-
même  définie comme  une  fonction  de  l'état t  d'avancement  de  la 
construction des[sk)  •  On  l'écrit alors  F  (t). 
c)  Cas  particulier  g  G·-syntaxe  SUl'  un  dictionnaire  D. 
Par définition,  le procédé  de  construction défini  au paragraphe 
A)b)  ci-dessus  sera appelé  G·-Syntaxe  si~ à  un  instant  donné 
de  la construction,  il est toujours possible  d'associer de 
façon  unique,  à  un  [sj] déjà construit,  un  opérateur .c:(  [  sj  ·=~)  à 
droite  et un  opérateur  ( [ sj J )0  à  gauche,  Pensemble  de  ces 
opérateurs  constituant la famille  F  (t). 
Deux  opérateurs  seront  déclarés  différents s'ils sont  associés 
à  des  [sj]différents,  ou si,  associés  à  un  mêrne[.'sj],  ils sont 
l'un opérateur  à  droite et l'autre opérateur  à  g~uche~ 
L'expression  (ÇsjJ~. s_':l'ns  point  d 1opér:1tion ost appelée  nopérateur 
neutre"  associe  a  LsjJ 
~xemples 
opération à  droite: 
--?  , 
opération  à  gauche~ 
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Ces  notations permêttent de reconnattre quelle  ser~e d'opérat:ions 
a  permis  de  construire tel ou tel syntagme  donné. 
exemples  de  syntagmes: 
[(C(CthêJ)  •  Cmari]]) 
" n  Lr{Ttrès l)  ....  '  i  l.....:  ..  J  ~  [É;rosJ)}  .. r  chien] J  J 
B)  RAPPEL:  SEQUENCES  CANONI§ill_ES  DE  SIGNES  D'OUVERTURE, 
SIGNES  DE  FERMETURE  E'r  SIGNES  NON  ORIENTES 
. a)  Séquences  canoniques  de  signes d'ouverture,  signes  de 
fermeture  et signes non  orientés. 
Par  commodité,  nous  appellerons  parenthèses les signes orientés, 
et marquants ·les signes non  orientés.  Une  séquence  de  pa:;_'cnthèses 
et  de  marquants  est di  te canonique s'il est possible de  :. ,; ctre 
en  correspondance  biunivoque  deux  à  clcu.x:  respoctiveLwnt  1 1 o:c.:::r·,,)lie 
des  marquants,  l'ensemble des  pa.centhèses  de  gauche,  l'ensemble 
des  parenthèses  de  droite,  de  façon  à  satisfaire :.tux  conditions 
suivantes: 
1°)  les deux parenthèses  assoc1ees  à  un  même  marquant  se  font 
face  selon  leurs  concavités,  délimitant un  segment  qui.  est 
dit domaine  de  ce  marquant. 
2°)  un  marquant  est  toujours  à  l'intérieur de  son  f-!'Opre  dorJajne 
3°)  deux  domaines  distincts peuvent  avoir des  rapports  cl: i.:lG: ll· · 
sion ou d'exclusion,  mais. jamais d'intersection. 
4°)  si A et  B sont  des marquants  distincts,  et que  le domaine 
de  A contient  B,  alors le domaine  de  B ne  contient pas  A. 
5°) il existe un  domaine,  et un  seul~  g_ui  contient  tous  les 
autres. 
Par hypothèse,  la succession des  signes  da:r"s  l'expression 
étudiée établit entre  eux une  relation  d'ordre~  que  l'en appelle 
ordre linéaire. Mais  on  montre  facilement  que  la  rela-~icm 
"X est inclus dans  le domàine  de  Y 11 ,  où X et Y sont  deux 
. marquants, ost aussi une rela  tian d'ordre que  1 'on appelle ordre 
vertical· ou parfois aussi ordre structural. Elle est définie 
sur l'ensemble  des  marquants  seulement.  Le  marquant  dont le 
domaine  contient tous  les autres  est le plus ·grand  élément 
selon cet ordre vertical. 
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Ordre linéaire et ordre vertical ne  sont pas  indépendants 
l'un de  l'autre.  Si l'ordre  lin~aire dea marquants  est donné, 
leur ordre vertical n'est pàs quelconque,  mais  doit  ~tre 
choisi parmi  un nombre  natt~ment plus restreint de  possibi-
lités. La  relation de  liaison entre les deux ordres s'écrit: 
A  non  /\\  B V C 
ni  B ~ A '  C  ni  C 
impose  que  l'on n'ait 
<.  A  '  B 
c)  arborescence associée  à  une  séquence  canonique 
On  utilise très  couramment  une  arborescence pour représenter 
la relation d'ordre vertical  entre les marquants.  Cette 
arborescence  est dite;  arborescence associée  à  la séquence 
canonique.  La  relation entre l'ordre vertical et l'ordre 
linéaire entraîne certaines propriétés géométriques  (absence 
de  croisements  de  certaines lignes). 
C GRAPHES  ASSOCIES  UN  G~SYNTAGME QUELCONQUE 
a)  Théorème  1. 
Si,  dans  l'expression de  l'opérateur neutre associé  à  un 
G-syntagme,  on  efface  tous  les crochets  et  tous  les points 
opératoires  11à  droite"  ou "à gauche",  alors,  l'ensemble 
résiduel de  mots  et de  parenthèses  est une  séquence  canonique. 
L'arborescence associée,  dont  tous  les  sommetssont des  mots, 
est dite "G-stemma". 
Corollaire: 
Le  stemma  a  toutes les propriétés des arborescences associées 
à  une  séquence  canonique.  La  relation entre l'ordre iinéaire 
et l'ordre structural est en  particulier satisfaite. 
b)  Théorème  2 
Si dans  l'expression de  l'opérateur neutre associé  à  un 
G-syntagme,  on  efface  toutes  les parenthèses,  alors,  l'en-
semble résiduel de  mots,  point opératoires et crochets est 
une  séquenc0  canaonique,  où  les mots  et les points  jouent 
le rôle de  uarquants. 
L'arborescence associée est bifurcante.  Les  mots  y  jouent 
tous le rôle de  sommets  pendants.  Les  points opératoires 
occupent les  sommets  d'où partent deux arcs descendants. 
Cette arbores.·cence  est di  te  11 G-~aphe de  s.tructurê'.  (On 
peut dire aussi:  G-diagramme  de  dérivation). 
Corollaire 
Le  G-graphe  de  structure a  toutes les propriétés des arbores-
cences associées  à  des  séquences  canoniques.  La  relation 
entre l'ordre linéaire et l'ordre structural est  en :particulier 
satisfaite (principe du constituant immédiat  continu). 
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Un  G-graphe  do  structure et un  G-stemma  bâtis au  hasard 
sur les mots  M1  I"12  ~.~Mn ne  sont  en  général  pas  associal1les 
à  un  même  G-syntagme.  On  dit qu'ils ne  sont pas  compatibles. 
On  montre  facilement  que  la donnée  du  G~-stemma et du  G-graphe 
de  structure issus d'un  m8me  G-slJ:ntagoe  dont  les mots  sont 
M  ~·  F  -!"-"'  • t  -,  d 'f  •  •  t  l  t  '  d •  •'•1  •'12  •• •"'ln'  su  •  .L  ~  a  e ·  ~n::.r  ce  syn  agme,  c  r;s .-a- ~re son 
expression  en  mots,  parenthèses,  crochets,  p0ints  o~ératoiros. 
Au  c0ntraire,  la donnée  de  G-stemma  ne  suffit  pas~  et celle 
du  G-graphe  de  structure non  1ilus  ~  SPpposons  par  exemple 
donné  le second:  à  un  G-graphe  d~ structure  portent  D'xr  les 
mots  M 1M2•••  Mn  correspondent  2n-J  possibilités do  G-ston~as 
compatibles~  d 1 où autant  de  syntagmes  possibles  différont.s. 
D)  APPLICATION  A  LA  SYNTAX:S  DF.S  1.\NGUF.S  NI\.THI:ŒLLES 
a) Fiérarchios  obse~véos  n~r los  J.in,c;uistes  ~  ----- -
Des  observ '.tians  accumulées  depuis  dos  siècles par  un  gl'and 
nombre  do  J.inesuistesj  puis  é;ystématisées,  on particulier 
par l'  cole  structuraliste américaine,  ont  concouru  à  faire 
apparaître les phrases  et les  syntag::-nos  ccmme  dos  ensembles 
hiérarchisés,  représentables  par  des  arborescences  bifurcantos 
o~ los  mots  jouent  le rôle  de  sommets  pendants  (cf.  Bar Hi1lel, 
N.  Chomsky~  R.  Harris~  V.  Yngve  ote.,) 
Un  ::m tro sôrie d'observa ti  ons~  moins  nombreuses,  rassclmblées 
par d'autres 1inguistes9  ont  conduit  aussi  à  l 1idôe  do  hiG-
rarbh~s représentables  par des  arborescences;  mais  dans 
celles-ci,  tous  les  sommets  sont  des  mots.  Le  fait que,  par 
oxemple,  los  stemmas  de  Tosnière  et les arborescences  do  Hays 
aient été construits  de  façon  indépendante,  avec  une  assez 
bonne  convorgence,ronforce  la valeur  do  cette  seconde  série 
d'observations. 
La  question  do  savoir laquelle clos  del.'X  sortes  de  graphes 
convenait  pour repr€sentor les hiérarchies  syntsxiques  a 
donné  lieu,  parfois,  à  une  polemique,  o~ los  tenants  d.e  chaque 
camp  s 1 efforçaient de  présentc::r  les observations  adverses 
comme  entachées  d'erreur et de  pr€jugé. 
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Or  les arborescences  à  mots  :pendants utilisées :par  les 
linguistes de la :première  tendance :possèdent  en  général 
toutes los caractéristiques des  G-gra:phes  de  structure décrits 
au :paragraphe  C)b). 
Les  arborescences  de  Tesnière,  Hays  etc •••  ont  en  général 
toutes  les :propriétés des  G-stemmas  décrits au paragraphe 
C)a). 
En  outre,  los arborescences  proposées  pour  des  mêmes  phrases 
par l'une et l'autre tendance  linguistique sont,  dans  l'ensemliLel 
compatibles.  Il est possible,  en  so  fondant  sur les unes  et 
les autres  simultanément,  de  construire des  a-syntaxes  de 
langues naturelles,  alors que  chacune  des  tendances  linguistiquoR 
considérée isolément  n 1 apporte pas  une  information  :::uffi  ct'lJ1Le · 
dans  ses  graphes représentatifs. 
Cos  coincidencos  ne  peuvent  être r>cddentelles. 
1°)  Le  fait que  les  "graphes  de  structure" utilisés par  Chomsky 
Bar Hillol,  Oottinger,  Yngve •••  soient  de~ arborGsconces 
associe,bles  à  dès  séquences  canoniques~a été décrit scus  lo 
nom  de  principe  du constituant  immédiat  continu  ..  De  tels 
graphes  ne  sont pas  du  tout  quol<.;onques. 
2°)  I,o  fait que  les  "stemmas 11  utilisés~ par  exemple,  par 
Tesnière  et Hays,  soient des  arborescences  associables  à  des 
séquences  canoniques  a  été décrit  sous  le nom  de  projectivité. 
Il implique une  contrainte importante.  Exomplo:  plus  de  967~ 
des  arborescences  que  l'on peut  construire avsc1  comme  somme~, 
7 mots  donnés  dans  un  certain  ordre~  ne  sont  pas  associables 
à  des  séquences  canoniques. 
3°)  La  condition de  compatibilité  entre un  G-graphe  de  structure 
et un  G-stemma  est  également difficile à  satisfaire.  Ctest 
en elle que  se réalise la coincidenoe la plus remarquable. 
Etant  admis  le caractère  systématique  de  ces  coincidences,  on 
doit montrer qu'elles n'expriment  pas  des  tautologies.,  Or 
ce  second point résulte du fait  que  les  graphes  de  structure 
et les  "stemmas"  ne  sont  pas  réd.uctiblos  les uns  aux  autres~ 
On  notera que  la "projecti  vi  té  li  n lest p:1s  1c-:ucti.'J1."  r>,1}  prinoire 
du  constituant  immédiat. 
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5.  CONCL"Q:SION 
efforts déployés afin de  créer des  algorithmes  pour  la 
traduction  à  l'aide de  machines  de  textî3s  d'une  langue  dans 
une  autre ont montré  que  les grammaires  existantes ne 
conviennent  pas  toujours  à  1 1élaboration des  algorithmes,ilya 
donc  insuffisance des  grammaires.  Les  règles  grammaticales 
cré~ jadis dans  tout autre but  que  la traduction mécanique 
utiliœn:t souvent  des  notions  insuffisamment définies  ayant 
un  caractère descriptif et faisant  appel le plus  souvent 
au sens  logique.  Les  algorithmes  pour la traduction mécanique 
par  contre sont  fondés  sur l'analyse d'indices formels  et 
exigent  des  définitions rigoureuses,  dans  lesquelles  on 
ne  peut pas  se permettre  de  tenir compte  des  rapports 
logiques,.  Par npport  logique· il faut  plutôt entendre -
d.'ailleurs rapport  sémantique,  rapport  de  signification. 
Mais  en fait on  est obligé  d!en  tenir  compte,  il n'y a 
absolument  pas  moyen  d'y échapper.  Le  problème qui se pose 
par conséquent  est la création d'une  grammaire  spéciale 
valable pour  toutes  les  langues,  plus  exactement  qui  soit 
suffisamment  générale pour  que  les grammaires  particulières 
des  langues  en  soient des  cas particuliers et construite 
do  la même  façon  que  le sont  les  théories mathématiquesv 
Il faut nécessairement placer à  la base d'un tel système 
un  ensemble  bien délimité  de  notions  et dont  les définitions 
ne  font  pas partie du  système  considéré,  c'est-à-dire de 
no.tions  dont  les défini  tians  sont  fournies  de  l'extérieur 
sous  forme  de  données.  Toutes  les autres notions  dont  on  se 
sert doivent être rigoureusement définies  et los assertions 
que  l'on peut  émettre  à  leur sujet doivent  être prouvées. 
L'élaboration d'un tel système  grammatical  demande  un  long 
travail durant  lequel des  modifications  et des  compléments 
seront  inévitables.  A ce  jour  on  n'a effectué que  les 
premiers pas  dans  cette direction". 
Ce  texte est extrait de  l 1important  travail de  O.  KULAGINA 
auquel  nous  avons  fait allusion dans  le paragraphe précédent. 
Il définit bien l'objet de  la linguistique mathématique 
11certaine". 
Cette linguistique mathématique,  ainsi basée  sur la théorie 
des  ensembles,  pourra être subdivisée  en  lingu.istique 
algebrique,  topologique  etc~ ••  Des  structures de  plus  en 
plus riches pourront ainsi être définies,  que  l'on s'éfforcera 
d'utiliser soit pour  d6cri~c les lnugagesnatériels$  soit 
pour  les  manipuler~ 
Mais  le choix de l'outil mathématique n'est pas arbitraire, 
il est commandé  par la nature  concrète  de  langage qui est un 
phénomène  qui  nous  est  donné  par la nature,  tout  comme  les 
phénomènes  de  la physique et de  la chimie.  On  le voit bien 
en  étudiant les trois modèles  linguistiques  développés 
par  Chomsky  et  en  suivant le déterminisme qui le conduit 
du premier au  second,  puis au troisième. 
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La  "Finite state  grammar"  travaille sur l'ensemble E  des 
mots.  Mais  la phrase}jstructure grammar"  travaille sur 
l'ensemble E et sur une  partie de  l'ensemble  ~~E). 
L~  "language  transformation structure grammar"  travaille 
sur l'ensemble E,  l'ensemble .}1-(E)  et l'ensemble  P·(  y(E)). 
On  s'est donc  élévé  encore  une  fois  dans  la complexité 
structurale,  et il est normal  que  toute une  série  dfambigui~ 
soient  à  leur  tour levées. Mais  il n 1 est pas besoin 
d'entrer dans  les détails de  l'analyse de  Chomsky  pour 
sentir qu'on n'a pas  levé les difficultés,  et que si· 
on veut les lever,  on  va  Btre  amené  peu à  peu  à  monter 
de plus  en plus  loin dans  l'échelle des  ensembles  de 
base E,  car il n'est pas  de  structure grammaticale finie 
décrite de la sorte,  qui ne  fasse  finalement  pas  appel  à  un 
moment  ou  à  ùn  autre au contexte,  c'est-à-dire à  l'ensemble 
de  tout le langage,  ensemble  qui n'est pas défini au  sens  de 
la théorie des  ensembles,  et par conséquent  qu'on ne  peut 
pas  formaliser  complètement.  Nous  aboutissons par conséquent 
avec  les  travaux de  Chomsky  à  une  clarification des 
difficultés,  mais  non  pas  à  une  résolution des difficultés. 
Mais  par contre on aboutit avec  la technique  des  transfor-
mations  linguistiques  à  mettre  à  jour certaines possibilités 
de  reclassement  systèmatique  des  phrases qui  permet  de  les 
traiter peut-~tre aisément  par los machines. 
Le  caractère nécessairement  limité de  la  lin~~istique 
mathématique  certaine nous  conduit  donc  à  sortir du  cadre 
purement  "certain"  et à  examiner les rapports  avec  la 
linguistique aléatoire. Si  vous  réfléchissez sur la façon 
dont  vous  explicitez une notion que  vous  ne  connaissez pas 
en vous  servant d'un dictionnaire,  vous  avez  un  très bon 
point de  départ pour voir la limitation de  la linguistique 
mathématique  certaine et voir aussi le moyen  d'en sortir. 
En  effet quand  on  ne  conna'Ît  pas  le sens  d'une notion,  on 
se reporte  à  un  dictionnaire.,  et ce  dictionnaire qu  1 est-ce 
que  c'est,  sinon une  transformation qui fait partir d'un 
mot  A et qui  donne  une  certaine phrase B,  cette phrase étant 
elle-marne  un  ensemble  de  mots.  A partir des  différents 
mots  de  cette phrase  et en  laissant  tomber  éventuellement 
les mots  qui n'ont qu'un aspect  syntaxique,  on  a  encore 
un  développement  possible  et le tout est exprimental bien 
entendu;  c'est ce  qu'on peut appeler le principe de 
l'amplification  sémanti92:_~·  Cette amplification est  en 
principe finie puisque le nombre  de  notions,de mots1contenue 
dans  un  dictionnaire, est fini.  En  fait elle ne l'est pas 
réellement,  puisqu'il y  a  des  bouclages et cela fait 
1 1 objet de  plaisanteries bien  connues  sur les dictionnaires  .• 
On  définit les notions  les unes  au moyen  des  autres  et au 
bout  d 1un  moment  on  a  bouclé,  et la boucle pout  être 
extrèment  compliquée.  Elle peut  contenir un  très grand nombre 
d'éléments. 
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Prenez  deux  mots qui  sont  complètement  différents du poi.nt 
de  vue  morphologique  et effectuez  le développement  sémantique 
de  ces  cleux  mots.  Il est clair qu'au départ les deux 
diagrammes  de  développement  sont fort différents  et il est 
possible qu'au bout  d'un moment  ils deviennent  de  plus  en 
plus voisins et que  à  partir du  moment  où ils ont  des 
milliers d'éléments ils soient pratiquement voisins  à 
certaines fluctuations  prèso  L'existence de  cette fluctuaticn 
correspond  justement  au flou dont  ost  entaché  finalement 
toute notion  sémantique  et qui fait qu'on ne  pout  pas  par 
des  procédés finis  et certains avoir  à  la fois  la structure 
et le sens1 et  comme  la structure dans  un  certain nombre 
de  cas  ne  se  détermine  complètement  qu0 en  fonction  du  sens 1 
tout système fini ne  pout  pas  cerner lo langage ni du  point 
de  vue  sémantique,  ni par conséquent  du point  do  vue 
syntaxique.  Mais  sera-t-il possible  de  formaliser  aussi 
ce flou,  cette  fluctUation·~ Sera-t-il possible  cle  mécaniser 
la recherche  de  cette information  compte  tenu d'un certain 
flou?  Je crois que  oui,  nous  essayerons  de  donner  d~s 
arguments  en faveur  de  cette  thèse;  de  toute  façon  les 
travaux de  la linguistique mathématique  certaine seront 
utilisés comme  un  des  cas  extrêmes  d'étude  de  ces  structures 
fluctuantes1  l'autre cas  extrême  étant alors la considératim 
du  langage  comme  étant quelque  chose  de  complètement 
statistique et de  dépourvu  de  structure,  p:'@tiquement 
dépourvu  de  structure.  En  somme  la situation du  langage 
naturel  est un  peu  la situation disons  dè  ~6tat solide de  la 
matière ou plut6t de  l'état colloïdal  de  la matière,  alors 
que  la  ling~istique mathématique  certaine correspondrait 
à  l'hypothèse que  la matière  se  trouve  cristallisée au 
zéro  absolu,  sans  aucuneospèce  de  fluctuation et la 
linguistique aléatoire que  le langage  se  trouve·dans l'état 
d'un gaz  parfait. C'est un  bion  en  effet des notions  de  la 
thermo-dynamique  des  gaz  parfaits qui  sont utilisés en 
linguistique  ~léatoire dans  les  travaux de  Zipf,  Mandelbrot 
de  Belevitch et d'autres auteurs.  C'est la structure 
algébrique  figée qui est étudiée par  Chomslcy-Kulagina, 
Les  véritables  langages  se  trouvent  entre les deux,  et 
bion  entendu pour  cerner  ce  problème,  il est bon d'attaquer 
des  deux  côtés,  d'essayer de  se rejoindre,  c'est ce  que  nous 
essayerons  de  faire dans  les années  qui viendront 
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ON  THE  STATISTICAL  LAWS  OF  LINGUISTIC  DISTRIBUTIONS  (~) 
by  V.  BELEVITCH  (x) 
1 •  RANK-FREQ.UENCY  DIAGRAMS 
It is an  experimental  fact  that  by  counting frequencies  of 
occurr mee  of various  elements  (lettel'S 1  phonemes,  words)  in homogeneous 
texts written in  a  given lru1guage,  and  dividing them  by  the  total number 
of elements  of  the  same  nature  in  the  text,  one  often obtains relative 
frequencies  that are  stable  (independant  o~ the  length of  the  text for 
sufficiently long texts).  These  relative frequencies  define  the  a  priori 
probabilities of the  elements.  Having used  texts  to  obtain probabilities 
of various linguistic elements,  one  constructs 2atalogues  of elements 
of identical nature  (i.e.  alphabet for letters,  lexicon for  words,  etc.) 
in which  each  element is listed with its probability,  by  arder  of non-
increasing probabilities. 
In normal  statistical practice  one  defines discrete distribu-
tions  by  specifying the  number  Ni  of elements having a  dimension  or  sorne 
ether measurable  characteristic Xi.  If N=  ~Ni is the  total number  of ele-
ments,  the  ratio fi  =  Ni/N is the relative  frequency,  or probability of 
finding the  value  Xi  for  the  dimension x.  The  cumulative probability is 
defined by  ..L 
'fi =  L..  !k  (-1) 
k=1 
and distribution curves are  obtained  by  plotting the  cumulative  probabi-
li  ty  4l i  versus  the  dimension  Xi. 
Most  linguistic elements (f.i.·letters) have  no  measurable 
characteristic  (dimension)  according to which  they could  be  ordered, 
except their probabilities  themselves.  As  there is no  point in defining 
a  distribution curve  by  a  text probability versus a  text probability, 
(x) 11.  Belevitch nous  a  donné  l'autorisation de  reproduire  le  texte  qui 
était précédemment  paru dans  "Annales  de  la Société Scientifique de 
Bruxelles,  Tome  73,  n° III,  p.  310-326"  et qui  correspond à  ce  qui 
a  été  exposé lors de  l'enseignement. 
(x)  Comité  d'Etude et d'Exploitation  des  Calculateurs Electroniques 
"C.E.C.E.",  Bruxelles. 
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the  only alternative  is to plot  the  probabili  ty in the  catalot:,JU.e  fi 
versus  the  probability in  the  text  Pi~  The  probability in  tho  c~talo~1e 
is defined  by reference  to  experiments  wi th an urn  cont~üning or.co  ea:;h 
element i,  marked  with its text probability Pi:  the  cata~ogue prçbabili-
ty fi is the  probability of drawing from  the  urn  the  text probability Pi• 
l<'or  a  catalogue  of N  elements,  Ni  of which  have  the  te:xt  prooabili~;;y p;_, 
fi is the  ratio Ni/N,  end  the  cumulative  probability (î) in  the  cacs.J.ogue 
is 
1  '-P  t=  - i  N 
But  the  sum  [_  Nk  in  ( 2),  i.e.  the  nu.mber  of elements  of  text pro babili-
ties-<=-r{Pi,  il precisely the  rank i  in the  catalogue,  since  element:> 
are  ra1god  in  arder of non-increasing frequencies.  As  a  consequence  (2) 
becomes\.Pi  =  i/N  and  gives  the .r2lati_y.§_I..:2:1:ÜS.  in  the  catalogue.  T:,_e  difl-
tr:.hution  curves  thus  defined  only differ from  the  usua1  rq::k-·freCJ,ur:ncy 
dia['1'2ms,  were  the  rEmk  of  each  element  in  the  ca  tr~.J.O~S'Ue  i s  plotted VGI'-
E:us  i ts :pTobaoili ty in  the  text,  by  the  fac·tor  i/N traJ"l.sform:Lng  absolu~:e 
ronk in  to  relative rank.  As  a  conclusion,  .r~~nls.-..I!:og232_:Q.C:~J~éjj~'!'.!-.ill.:.s  _c~n-be 
"tn  _t 8 I'::? I.\O.i~.è!-..3':.ê._Q  ~g  j_ n~'l:TY_::!o:Ls..l.r_t:o,E_tj_  ~IL~~r-~-Çl~  .  f';L:::)J..1f~ .  :t~:-'?_."::2  .  .:'!2-0- 2. t_by-e  J?~f)_-
2::"~~:-~_:i_j;:c.J:..'L~ 1 :!:._e  __  C::f:.!:QJ:..C2.J:Tü ~-ve_I§.tl§..J:_h~~  nr_o_l:~~?Jl:j_  ~){  ii~--~l:0_!s~~i·  Thi  B  es-
taulislles  a  Telation  betv.-een  the  paradigmatic  and  .::;yntagmatic  aspects 
of  the  langllago.  ,1  .  ,  , 
\ \..'  '.  ·' 
Information  theory attributes to  each  element  of probo.hili ty 
Pi  an  info::cmation  measure  (negative  entTory)  Xi  = - log Pi'  a'1d it is 
therefore  convenient  to use  logari  thmic  scales for  text prohabili  t:J.es < 
Y!hen  a  logari  thm  of  bas'"  2  i s  used in  the  a bove  defini ti  on 9  the  infor-
mation is measured in Jl.t!.;;s  ..•  In  the  analytical  exprGssions  1  i t  is more 
convenient  to  use natural  logarithms;  this is equivalent  to  adopt 
log2e  = 1,44 bits as natural unit of  information  (}init). 
In  general  statistics,  the  range  of  the  independent variable 
x  is unrestricted.  In statistical linguistics,  x  is related to  a  proba~ 
bility by 
x  =  - log p  (3) 
and is essentially positive.  An  additional restriction results  from  the 
~Sl.2E:t:t..re  condi_li2ll 
N 
_2-Ni  Pi  1  (4) 
1 
which is transformed into 
-x.  e  l  1  (5) 
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or,  since  the  probabili  ty in  the  catalogue  was  è,efinecl  as fi 
into 
2.  ~LEAN VALUES 




==  N./N, 
l 
(6) 
vVhen  dea.ling wi th mean  values,  one  should  clear·ly distinguish 
between  averages  O':er  the  toxt  a::J.d  a·-rer~'.ges  over  the  ce"talogLA.e.  'Ihé 
mean  m  Emd  th,::e  variance G'" 2  as  c·L:d:lned.  b;f 
m 
'r~~:  x~  "·"- -···-·-"'--
N  (7) 
are  a ver  ages  over  the  ca  talogu_e.  In  the  text  9  tr.e  number  Ni  of  elements 
of merrsure  Xi  m·Œst  ce  weighted proportionally to  their proba.bili ty of 
occurrence Pi'  and  the  average  information is 
h  J}~Vi Xi 
:2: Ni  Pi 
Since  the  denominator is unity,  this  gives  the  mean  inform2:tion 
h  ==  - ~Ni Pi log Pi 
~--
in  the  sense  of information  theory.  Finally  (8)  becomes 




We  now  consider  the  case  where  the  range  of x,  for which  f 
takes  signifie  an  t  valu~~,  i s  sufficiently small,  i.e.  n_g...:r:,~Q.Y!_di,êj;.I_t]m  't:h2.~Jl., 
so  that  the  function  e  can  be  approximated  by  the  Taylor expansion 
(!0) 
around  the  mean  m.  Condition  (6),  combined with  (7),  yields - 89  -
Sin.ila.rly,  in .(9),  the_expansion  of x  e":"x  is deduced  from·  kHJ;)  cy:'wr±ting 
x  = (x - m)  +  m and neglecting the  third order  term.  One  finds 
-x  -m  xe  = me 
and  (9)  becomes 
r.  1  11  '  )  '"''!  l-1  - 1  ( 1  - - 1  (  x  - m)  + f.!  ...  .J.  (x  - m) é.  ; 
\_  m)  \2  m  J 
-m  me  (12) 
2  )  Since  is small  for  a  narrow distribution,  (11  becomos  approximately 
m =  log N + 1 Œ2 
2 
On  the  other hand,  the ratio of  (12)  and  (11)  gives7  with  the  same 
e.pp:roxima.tion, 
or 
1  6.2 
h  =  log N  - 2 




·  If all N elements have  the  same  text probability 1/N,  the 
information is the  constant log N.  J3y  comparison,  formulae  (13)  and 
(14)  show  that  t~~-~jfe2t of a  small  ~~ead in  th~E2.~}ilit~~s is 
j;o  r.2.11:1ce  the  av_~,ç;e i!lf9..rmat!2.L=h..n  the  text  (and this is well  knovm 
from  information  theory)  and.  to  increase  bv  the  same  a.mount  the  ave- ----- .....  _..  .... _  ----------·-· ------
J:fi::E.O  O'IT~r  the  catalo.B:\Le_.  :I!ùrthermore,  the  variance  of  the  dis tri  but:i.o:n 
is p:cecisely the  difference  between  both  a.ver?~9..§.• 
3.  TRt~CATED NOlli1~ DISTRIBUTIONS 
It is often convenient  to approximate  discrete  distribuh.ons 
with a  large number  of elements  by  continuous distributions •. The  n:.1r1ber 
of elements  of dimension  comprised  between  x  and  x  +  dx is N d 'f (x)  = 
N~ 1  (x)  dx =Nf (x)  dx,  where\.f(x)  is the  distribution function  and 
f  (x)  ;  ~i(x) the  probability density.  A  Gaussian,  or normal,  distribution 
of mean  ni  and variance 6'2  id defined  b:y  the  probabili  ty densi  ty 
f  (x)  1"  =--- e 
4'V2fr· 
.  2 
':"  (x  -:  ___ !!!}_ 
2 If 2  ( 16) 
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The  range  of  the  normal  distribution is _  ... ,....,.  ::':::.  x  {~:·t:r and~  since  x is 
essentially positive in linglistic applications 1  the  distrib'Utions 
cannet  be  rigorously normal  o  In  the  following we  will  consid.er  t:cuncated 
norme.l  distributions ivhere  (16)  is restricted to  seme  positive interval 
x 8 < x  (. Xb, the  den si  ty assuning the value  0  outside.  Yie  vdll  stli!.:-t, 
h'Yi~~ve::· 9  br tho  case  where  the  truncation is made  at points  sufficiently 
far  away  from  the  mean,  so  that  the  tails of  the  distribution  are negli-
gïble  anyway. 
For  a  continuons distribution,  conditions  (6)  and  (9)  are 
re:placed  by 
x  xb 
1  rb  (x)e  -x  d  h  r  -x  (x)  N  =  f  x  0  -~  =  ~ 
xe  f  dx 
J 
?  N 
1 
./ 
x  x  a  a 
In  these  expressions  also,  we  first replace  the  integration limits by 
+~, neglecting the  truncati9n.  Absolute  converg<:mcè  is still ensured, 
for  the  increase  of lxi and  e-x  for  x  =-<>Ois  less  ra~Jid  than  the  de-
crease  0f  ( ·:6). 
For  the  density  (16),  the  integr2.ls  (17)  are  rec'uced  to  the 
error in  te gr  al  by  transforr:1ing  the  exp  onen  t  a.ccorè!i.ng  to 
,.., 
x  + ..l.::f..- ')LJJ~~ 
2 ?S-
J3;:r  the  1inear transformation 




1  -m  .,...,.. /2 
e 
N'  == 
_...........__.__  ..  v; 11-
-r.O 
x  - m  "'"'-··--·-·- a-
e 
2 
z  /2  d z  :t: 
? 
-m  +cr-·-;2 
e 
and  io  equivalent  to  (13)o  The  second  equation  (18)  becomes 
h 
N 
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2  -m  +  o- /2  e  = ----~--. 
2 
(  K2  )  -z /2  m  - ...  +  o·z  e  dz 
( 13) 
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rr~'J.e  terrn in z in the i.ntegrand ±s  an  oàd.  fun'étièn  and  dees not  contri,., 
bute  to  the  integral,  so  that  (21)  reduces  to 
1...  - 2)  -m  +  ~: 2/2  ·'-~  (m  - .,  e  iY =  (22) 
and,  by  cora:parison with  (20),  one  obtains  (15). 
The  remaining part  of this  section is devoted  to  the  derivation 
of  the  rigorous  formulae  replacing (20)  and  (22)  a.YJ.d  taking the  t:rv.:1cation 
into  account.  For  the  error integral,  we  will use  the notation 
u 
( 
=  _.,J.,_.~  1  e -u2/2  du  v2 ~rr _..  ...  9-o 
(23) 
so  that  the  distribution function  corresponding to  the  density  (16), 
vYi th neglected  truncation,  is 
VI  (x)  =  ;lc·"•'  1  'J.. 
x  - m 
.... _,_..,;·--
~~  (  2.~) 
If tru.."lcation  is taken  into account,  the  dcmsi ty cannat  be 
( 16),  b1.:t  must  be  corrected by  a  factor  a .>  1  in order  to  normal ize  to 
uni  ty  the  integral in  the  fini  te  range.  Similarly the  distribution 
function  is no  longer  (24)  but is of  the  form 
(25) 
deduced  from  the  density  (16)  multi:;lied  by  a,  with  an  integration 
constEmt  denoted  - b.  The se  constants  are  determined  by  the  candi tians 
r.p (xa)  =  O, f  (xb)  =  1,  and  one  obtains 
1 
For  the  truncated distribution,  the  integrals  (17),  applied  to  the 
density a  f(x),  become 
1/N  =  ace-m  + ft"212 
EUR/C/867/61  f 
(27) - 92  -
-m  + ff2/2  l- 2  h  =  ae  o(m  - ~ )  + 
N 
( 28) 
where  za  and  zb  have  the values resulting from  (19)  with x  = x  or: xb, 
and  vrhere  c  denotes  the  error integral  wi th the  limi ts za  and  ~b'  thus 
i  {  :»--~  - m )  Â  ('  X<>  -·  m )  c  =  (D\6"+·--- -lf·  o+=--~-F--- r  f1  ,  • 
(29) 
In  (25),  the  term  b  int7oduces  a  cor:.~ection at hie;h  probabili-
tics,  which is negligible in most  appJ.ications  because  xa- m is negative 
and  equals  several  times :..1.  On  the  contrary,  the  pffect of the  trnncat:i.on 
at low  f:requ•mcies  is often not negligi  b~ e 5  for  sta tistics  dn  not  gene-
raJ.ly extend sufficiently far  above  the  mean.  The  p:ractical  form  of  (27) 
is thus  deduced  from  the  approximation  xa  = - ~, and is 
(30) 
In  a  complete  statistical count,  the  lowest  freq1.1.ency  corresponds  to  a 
single  occurrence  in  the  text,  thus  to  probabili ty pb  ~  1/J~,  where  L 
is the  length of  the  text.  By  (3),  one  has 
xb  =  log L  (31) 
artd  (30)  gives  a  relation  between  the  length of  the  text  and  the  exten-
sion  of  the  vocabulary.  It is obvious  that  (30)  reduces  to  (13)  for  xb  =OQ 
4.  APPROXIMATIONS  TO  NORl1l.AL  DISTRIBUTIONS 
We  con si  der first  an  arbi  trary distribution function  tp  (x)  in 
the  neighbourhood  of a  point x0 •  The  Taylor  expansion is 
where  f  (x)  is the  corresponding probability density.  The  logarithmic 
slope  of distribution function  is approximately 
(32) 
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If one  considers  an  element x= Xi  corrosponding to  a  text probability 
Pi  =  e-Xi  9  i ts rank  i  is gi  ven  by  N  ~<f· (xi).  Intrcd.ucing the  similar nota-
tions  p0  and  i 0  for  the  reference  point  x09  (32)  becomes 
Pi  i  log__.= -A log -:-




E'1_uation  (33)  is ind.ependent  from  any  assum:ption  on  the  èistrj_i::;ution 
lavr,  <-J:'ld  merely  shows  that  (34)  measures  the  slope  of  the  tangent,  at 
x 0 ,  to  the  ra~1k-frequency charactel"istic vri th logari  thmiscales  for  both 
coordinates. 
Expression  (33),  or 
î/A 
(35) 
is similar  to  Zipf's le.w,  but  vrith  a  variable  slope.  By  tak:Lnp:  into ac-
count  second  orC:er  term3  in  tlie  Te.ylo:r  expe.nsion,  it is possible  to 
obtain  a  correction  similar  to  the  one  introduced.  in Zipf's law  by 




instead of  (35),  or,  equivalently,  to 
î/B 
- t 
Pi  =  P  ( i  +  P ) - B 
with 
p 





The  best values  of  the  parameters  are  obtained  by identifying the  seconrl-
crder  'Taylor  expnnsion  of  the  right-hand si  de  of  (56),  i.e. 
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(  )  ,.....  x~  _  x0  s (x~._ x0 ) 2  x.;- x 0  .f)  ·  ..._ 
se  ..._  1  - t  = s- t  + s--- · +  --·- 47-
B  2B 
vrith  the  corresponding expar.sion  of the  distribution fur.ction 
This  gives 
B 
and  one  has  t > 0  as long as  the  curvature  of the characteristic at 
x0  is positive. 
(39) 
(40) 
For  a  nor1:1al  distribution  (truncated or not),  (40)  becomes 
B  =  _;t:f_;2;;;.__ 
m - x 
0 
(41) 
Simple  expressions for  the  other para1:1eters  are  on~y obtained if sorne 
approximations  are  introduced,  and  truncation neglected.  For  the  li::.;uis-
tic applications it is of special importance  to  disc.uss  the  behavior of 
the  characteristics at high frequencies,  where  the  statistics arG  the 
most reliable.  We  will  thus assu.me  x0  ~\  m and use  the  asymptotic  expan-
sion  (1) 
2/.,  u  ... 
dl(  - u)  =  ..;:;;.e __  _ 
u 
(  1  )  \1 --2  +  ••• 
u 
(  •  l') l 
t.,.  C~ l 
valid for  large positive values of u.  Vfuen  the first  term alone  of 
(42)  is considered,  the  value  (41)  is obtained for  the  exponent  (3A)  of 
the  Zipf approximation.  With  two  terms  in  (42),  (39)  gives 
2 
cr 
s  ~  1  + -----------
(  m - Xo)2 
t  ·- (  !.-3) 
-----------------------------------------------------------------·~-
( 1)  The  :possi bili  ty of deducing Mandel brot  1 s  law wi th B <  1  from  the 
as:nnptotic  expansion  of  the errer integral was  mentioned  to  the 
w~C'i ter by  A.  OETTINGER,  and originated the present investigation. 
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By  (15),  (41)  becomes 
B 
•.  2  ·,  +  h  - x 0 
(44) 
\n.1en  the  apjwoximating point  x0  is the  point  of highest frequency xa, 
(44)  gives  B<.~··1,  sir.ce  the  average  information his ce:;:.'téd:':lly  larger 
tbnn  t':J.e  :rünirm.'i.r.1  information Xa.  1 Nhen  x0  inorea ses  ste.:rting from  xa, 
B increases and  passes  through  the  value  1  for  x0  ~ h. 
5.  LET'.rKR.  .!'.ND  PHONENE  DIS1rRIBU1riONS 
Be cause  of  the  small  size  of  the  alphabets,  srcch  di stribujcions 
are relatively irregular,  but  definite  systematic  trends  can,  howaver, 
be  noticed.  On  the  other hand,  tha!'lks  to  the  srJ.aJ.l  size  of  the  al:;:habets, 
"Glle  sta  tis  ci  cs  are  more  reliable,  and  the  dis tri  bu ti  ons  are  weJl  knmm 
ovor  tho ir en til·e ranges.  Fig.  1  shows  da ta from  a  numbE'r  of languages 
(2  the  lower  scale is loga:rithr.lic  in p,  and 
3  4  5  6  7  8  9  '10  11  1.2  l: - '---- ·-- ;-;;~~~---L---_  ·~~~:~~~::i:jéj~::;,~~~~~~·-------~ 
-·1  ~  ('  ,.'/ ;!}f/  1 
~~  )!ffi  l 
1  ~  .1)·/>Y  1  i 
-1  :1  .  :ir<> .....  ,-;/.~./ ..  1 
5 l  til  .·  .. /  /.· 1  /1  . .... .; .  .11  - .. /'"  ,. /  ~"'/·~  / 
//  .. ~  ........  ~-·'4!'/  _,../ 
. -/  ;;_,/? /  1 
i  /  /5:,_  i 1  /  1 
//(1///  /  /  1 
Y;Jf'  ;  / 
·'  ,.,.  /  1 
/,..//  _,~V,l.·  ;·  ~  .. -·  ./,:;r;J:<J"  /  .~  -l  ·/' '/.·  .  ./,•  ..  1  /  1//  ./J'~//.  /  / 
-~  h!l//~<_>'  RELATIVE  FREQUENCY  (%) 
0  .. '  .. ______  .;..!_/~~:.:c:.:::. _______ -·--·-------------.. ---~·--~-- ·------·-··  ___ .. 
20  1\o  5  . 4 3  2  ~  1  1  1  1  ·l  -~-
Fig.  1 
(2)  Most  of these  have  already  been:  discussed in V.  BELEVITCH 
11Théorie  de  l'information et statistique linguistique",  Bull.  Acad. 
Roy.  Belg.  (Cl.  des  Sc.)  avr.  1956  pp.  419-436. 
EUR/C/867/61  f - 96  -
the upper  scale is linear in bits. It appears  immediately that all 
curves are very similar,  and all ranges  extend from approximately  2,5 
to  some  11  bits.  All  distributions are rele.tively narrow,  and it is 
therefore expected by  (13)  that the horizontal  shift between  the va-
rious  curves is correlated with the  size  of the  alphabet  (varying from 
N = 21  to  49  in the  examples  considered).  This is indeed  the  case,  as 
it appears  from fig.  2  where  each  curve  has  been  shifted by log N; 
in other words,  the  abscissa in fig.  2 is the  relative  frequency  pjp~ 
with respect  to  the  equiprobable ve.lue  pm=  1/N.  Fig.  2  clearly shows 
that all distributions are practically identical and,  in particular, 
have  the  same  variance.  Our  best estima.te  of the  common  value .is 6"'  = 
1,4 bits. The  corresponding normal  distribution shifted bytr2/2 rela-
tively to  the  point of abscissa log Nin accorda.JJ.ce  with  (13),  is the 
dotted curve  of fig.  2. 
. Fig.  2 
Formulae  (13-15)  can  be.checked  on  the  exa~ple of Russian pho-
nemes  for which particularly detailed data are  available  (3).  The  value 
of log N is log2  42  = 5,42.bits,  and  the  published value  of his 4,78  bits. 
From  (15),  one  ootains~= 1,33 bits,  and  f~om (13),  m = 6,1  bits;  the 
last value  agrees with  the median  of the  distribution curve  deduced fron 
the  published data. 
(3)  E.C.  CHERRY,  lvi.  HALLE,  R.  JAKOBSON,  "Toward  the logical description 
of Languages  in their p-honemic  aspect 11 ,  Language,  vol.  29  na  1,  p.  34, 
March  1953. 
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WORD  DISTRIBUTIONS 
According to  Guiraud  (4),  Zipf 1s  formula,  and  even Mandelbrot's 
correction,  do  not  agree  with most  experimental  distributions at low fre-
quencies.  The  truncated lognormal  character of  the  actual  distributions 
seems  to  have  been  suspected  by  several  authors  (5).  If truncation is 
neglected,  a  lognormal  distribution 
0  0 
~  ..  0  0 
0  0..  -" 
_.  1'\)  \>J  ..j::>.  \J1  0'1 --J  co  \.0 
\J1  0  0  0  0000  0  0 
1'\)  \J1 -"  \J1 
RELATIVE  RANK 
_. 
0 
t1  t:::J  0  trJ  Il> 
~-1-- -"  --'  &5  ['_) 
\J1  _.  \~ [,j;..  .... .. 
t-t  ~  ~  rz·  \J1  :f-..,. 
!~~  ~  ~~ 
f--
_..  \Jl  .f.;> 
..  'A  \...l\J  2: 
\J1  \>J  ....  ._,_,  \J1 
'cg  ~  1~  co J  --J 
Fig.  3 
(4)  P.  GUIRAUD,  Les  caractères statistiques d.u  vocabulaire,  Paris,  Press. 
Uni v.  1954· 
(5)  See  f.i.,  AITCUISON,  J.A.C.  BROWN,  The  lognormal  distribution, 
Cambridge  1957;  p.  101. 
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becomes  a  straight line  on  lagarithmic probability paper;  this is checked 
for  a  few  examples  on  Fig.  3,  and it will  be  established herebelow that 
the  deviations  from linearity at low  frequencies  are quantitatively ex-
plained by  the  truncation effect. 
The  abscissae in  fi~.  3  are  the  absolute  frequencies,  as  pu-
blished in various  sources  (  ),  but  cu:rve  E  has  been  shifted by  a  factor 
10  and  curve  D by  a  factor  100,  to  avoid  overlapping.  The  table  included 
in fig.  3  gives  the  extensions  of  the  vocabulary  (N)  and  of  the  text  (L) 
mentioned in  the  source material.  The  discrete  steps at  the  low frequen-
cy  ends  of the  curves  arise  because  the  numbers  of occurrences of  the 
rRrest vrords  are necessarily small  in  te  gers.  Strictly,  the  usual  defini-
tion  of the  rank-frequency relation would yield a  continuons  curve  pas·-
sing through  the  top  points of the  ladder,  but  the  similar relation based 
on  the  complementary rank  gives  a  curve  passing through  the  bottom points. 
A unique  smoothed  continuous  distribution curve  can  therefore  only  be 
defined  by  joining the vertical mid-points  of  the  ladder,  and  this has 
been  done  in fig.  3.  In particular,  the first point  of  the  smoothed dis-
tribution,  corresponding to  frequency  1,  is  1  - N1/2N,  where  Nî  is the 
nurnber  of hapaxlegomena  and N  the  total number  of different words  in  the 
sample. 
For  curve  A,. the  truncation effoot is practically neglig5.ble 
becau.se  the  statistics extends  well  above  the  mean.  The  slo-pe  of  the 
straight line  (abscissa interval  corresponding to  a  decrease  of  the  or-
dinate  from  50  to  16%)  defines  the  standard deviation  as(}'=  2,8 bits. 
From  this value,  and  the  value  of N men tioned in  the  table,  one  ca.'l  com-
pute  m by  (13),  and  the  corresponding median  frequency is L  e-m;  the 
value  thus  obtained is shown  by  a  cross  on  fig.  3.  Fig.  4  shows  the 
curve  of fig.  3A  in bilogari  thmic  coordina  tes,  and  the  dotted strai  gl1t 
lines are  Zipf's approxims.tions  at x= xa  and x= h,  the  values  of  the 
slope  being computed  by  (44),  ond  the  vs.lue  of h  by  (15). 
The  truncation effect at the  low  frequency  end will  be  discu.s-
sed  on  the  example  of curve  B of fig.  3.  The  corresponding bilogarithmic 
representation  of fig.  5  shows  that  the  value  of  the initial slope 
(6)  Curve  Ais based  on  data  for English function  words  (G.A.  MILLER, 
E. B.  NEVTlVIAN,  E .A.  FRIEDMAN,  "Length frequency statistics for wri tten 
English",  Inform.  and  Control,  vol.  1  n°  4  pp.  370-389;  Dec.  1958). 
Curve  B correspond.s  to  Rus sian words  in  the  Captain  1 s  Daughter  by 
Pushkin  (H.H.  JOSSELSON,  The  Russian  word  count,  Detroit,  1953). 
Curves  C  (New  testament)  and  D  (St Mark)  are  based  on  R.  MORGEN'PHALER, 
Statistik des neutestamentlichen Wortschatzes.  Zurich  1958.  Cur·ve  E 
is for  French adjectives  from  all 8  tragedies of Racine  (ref.  note 
4  P•  31). 
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2  3  4 5  10  100 
Fig.  4 
is 0,48.  Since  the  experimental  value  of xa is 3,23  hinits,  (4})  requires 
0,48  (m  -3,23)  ... 2  =  j,_;  • 
A  second relation  br~tween m and  G  is (30),  for N is lmovm  and  the  ex-
perimental  value  of x  is  10,9  binits.  The  solution of these  equations 
is m = 11,12 binits =  16,1  bits and  c= 2,8  bits.  The  correction factor 
in  (25)  is 
1 /a  =  (  Xb  ~··  m  }=  0, 4  55 
and  this  transforms  curve  B into  curve  B1  as  shown  on  the right hand 
side  of fig.  6.  'l'he  cror;s  corresponds  to  the  computed.  value  of  m.  This 
shows  thnt  the  truncation effect completely accounts  for  the  curvature 
at the  low  frequency end. 
EUR/C/867/61  f - 100  -
··-, 
1 0  '---.,.--r-r-~,__-..,.---r-"ï--·.,-r 1 --,--
1  2  3 4  5  10  îOO 
Fig.  5 
The  various  examples  of fig.  3  are  represented in the left 
he.nd  side  of fig.  6 with  an  horizontal  shift identical  to  the  one 
discussed  in passing from  fig.  1  to  fig.  2.  The  smoothed  curves are 
still ce.lledA,  B  •••  E,  but  the  discrete  steps have  been  omitted. 
It is apparent  that all curves will  become  practically identical after 
correction  for  the  truncation affect.  This  correction does not alter 
the  slope  of  the linear part,  and it is already obvious  in fig.  3 that 
all distributions have  practically the  same  slope.  The  common  value 
seems  to  be  2,8  bits,  which is the  double  of  the  value  found  for pho-
nemes.  The  straight line  in fig.  6 is  the  theorical  characteristic cor-
responding to <S=  2,8  bits. 
If one  accepts  the  normal  distribution as  the  general  law for 
words,  the  fact  that Mandelbrot's  or Zipf's  lavrs  are  often  satisfacto-
rily confirmed would  simply result  f.rorri  the .enormous  extension~ of" the 
voc2.bularies  combincd  vri th  tho  limitation. of many ·sti:l.tistics  cyell.  .... below 
the  nean rank:  for m large,  B,  ·as  given  (41),.-ï's ·constant  for all moderato 
values  of x.· •. The  necéssity  <2>f'  a  large vocaoulary would  a1S'o: .explain  ù 
·the  insistèffce:; oï snreral  authors  in  counting all inflected forms  as 
distinct. 
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A number  of  theorical  models  have  beon  proposed  by Manè.elbrot 
to  !"oCCOl.mt  for his law  (7).  'rhe  model  based  on  the  weakest  hypothesis 
(  '71  )  The  publication of  B.  ~viANDELBRO'r,  "Linguistique  statistique me..cros-
copique"  in Log·ique,  lan.gage  et théorie  c1e  l  1 information 7  Presses 
Univ.  Fr.,  Paris,  1957,  gives  a  non-mathc:;I:J.atical  account  of his  theory, 
2nd  a  bibliography of the  sub,ject.  See  also  the  more  recent  contribu-
tion  of  B.  I1'iANDELIJRO'r,  in Info  and  Control  vol.  2  pp.  90-99;  april  1959. 
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assumes  that texts are  separated into  words  by  a  randomly distributed 
"space"  s;y-mbol.  No  special  theory is needed  to  explain  a  normal  dist:ri-
bution,  out it must  be  rem.arkeè.  that ranclomness  has  been  shLfted  from 
the  text  to  the  vocabulary.  For  the high frequency  tail of  the distri-
bution,  wl10re  the  saturaticn effect due  to  the  finite  extent of  the 
vocabulary is still negligj_ble,  both expl:mations are  equivalent,  since 
the  same  stoc:hastic  moclel  c::m  be  interpreted as y:i.elding  the  text by 
a  cl:il_ution  of  the  dictionar;'r,  or  the dictionary  by  a  concentration  of 
~he text.  But,  for  finite vocabularies  a  difference arises,  bocause  texts 
r0rr.nin  pCtt;n tially inf:i.rd.te  by hypothesis. 
Finally~  the  constancy of the  standard deviation for  phonerr.e 
distributions  on  one  hand,  Emd  for  word  distributions  or.  the  other, 
would  SlJ(';é':'GSt  so:ne  common  discrete  substructure  for  both linguist:!.c le-
vels,  b~lt  with  a  double  number  of  dl;g::;"ees  of  froeà.c:n in  the latter case. 
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I  N  T  R  0  D  U  C  T  I  0  N 
A)  NOTION  L·E  CALCUL  D'ADRESSES  --··--..._....._... ________ _ 
Il ne  peut  y  avoir,  dans la oémoire  d 1un  ordinateur 1  d 1information 
sans  adresse.  rne  fois  ecmagasiu6e,  une  infornation ne  reut  atre 
utilisée que  si l'on cannait cette adrease 1  ou  si l'on peut la re-
trouver indirectement  au  moyen  r1 'un  calr;ul.  Lorsque  les infcrr:1a-
tions  à  exploiter sont  nor:.1breusesl  on  évite autant  que  rossible 
de  dresser une  liste explicite  de  leurs adresses.  Il est plns élé-
gant  de  recourir  au  second  procédé  1  celui  du  calcu]_  d 1 adres.=Jes,  si 
c'est possible. 
Ainsi,  le traiteuent  en  r.1achine  dl êtres linguistiques fait interve-
nir  en  réa:::..ité  : 
1.  des  Stres linguistiques proprement  dits  (mots,  r~gles de 
graur;1aires;  etc ••• ) 
2.  leu~s adresses 
3.  les repàres  (explicites  ou  implicites)  en  fonction  des-
quels  on  calcule  ces  adresses. 
B)  .PJ1!3IGUITES  D"C"  ;_,!J'l'GAGE  ORDINAIRE 
------------~-------
On  sait  que  les mots  du  langage  ordinaire  sont,  pour la plupart~ 
susceptibles  ie plusieurs significations.  Pour  départager  celles-
ci, il faut  faire  intervenir  des  renseignements relatifs au  con-
texte,  d'une  part~  et  à  un  certain norr.bre  de  règles  grar:1ma ticales, 
d' a1ltl·e  pe.rt.  P2.r  exemple,  le r.wt  "voile"  prend  des  significations 
différentes  dans  nun  voile 11  et 'üne  ;roile''.  Pour  savoir  de  quelle 
acception il s 1agit  dans  chaque  cas.  on  fera intervenir l'article 
(c'est-à-dire une  certaine  r~gle  gra~maticale).  Dans  les phrases 
"les 1.roiles  sont  beaux"  et  nles  tloiles  Ront  belles",  la mÊme  ao·-
biguité  peut  @tre  résolue  en  faisant  interven1r l'attribut (c'est-
à-dire  le  contexte)  et la  r~gle d'accord  en  genre  du  sujet  avec  son 
attribut  (c' est-<1·-dire  une  r?~gle  grammaticale  différente  de  celle 
utilisée plus  !.1aut).  L  1 exprest>ion  ''les voiles  de  notre  bateau" 
est  interprét11.ble  à  p::trtir  du  contexte  du  mot  nvoiles 11  ;  d'un cor-
pur  de  renseignementas6cantiques,  et d'une  r~gle sémantique  d'uti-
lisation  c'!.e  ce  corpus.  Enfir~,  lorsque  le oot  "voilc 11  est utilisé 
en  tant  que  force  v6rbale  œ aont  d'autres règles  qui  doivent  in-
tervenir,  à  partir d'autres  contextes. 
Une  deuxi~ne seure  e  d' a1:1biguï té  du  langage  ordinaire  apparai  t  lors 
de  l'interprétation des  rapports  entre cots.  M§ne  en  supposant  con-
nues  et fixêés  les interprétatiQns  de  tous  les mots  dans  la séquen"" 
ce  :  "les fils  de  fonctionnaires  morts  à  la guerre" il reste  à  dé-
terminer  qui,  des  fonctionnaires  ou  de  leurs fils,  est mort  à  la 
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guerre.  La  phrase  :  "les filles de  fonctionnaires  r,10rts  à  la guerre" 
montre  que  dans  certains cas,  1' ambiguÏté  pP.ut  ëtre  le'rée  par  con-
sultation de  règles  normatives  (ici,  l'accord  en  genre  de  l'adjec-
tif)~  Des  règles  sémantiques  peuvent  également  être appelées  à  in-
tervenir. 
C)  LA  I.IWEE  DES  AMB!C:iUlTES  DU  LANGAGE  mmiNAIPE  POSE  DES  PROBIEMES  DE 
Cf',!JCUL  Dl ADRESSES, 
------------------------------------------------------------------------
Un  preQier  problème  de  calcul d'adresses se  pose  donc  dans  les 
termes  que  voici  :  étant  donnée  une  phase  du  langage  ordinaire, 
d 1 une  part,  et un  ensemble  de  règles normatives  (grammaire  1  sér:lan-
tique  etc ••• )  d'autre part,  trouver  les adresses  des  règles  qui 
permettent  d'interpréter la phrase  donné~ 
Second  problèr.1e  :  les règles graramaticales  ou  sémantiques  sont 
en  général  formulées  sans indication des  adresses  des  éléments 
liés par elles.  Soit par  exemple  la règle  sémantique  selon la-
quelle  les verbes  représentant  des  actions  d'~tres  anim~s ont  en 
général  des  ~tres animés  pour  sujet.  Cette  règle  permet  de  dépar-
tager les significations  du  mot  facteur  dans  des  séquences  telles 
que  :  11le  facteur rit",  car elle montre  qu':.i.l  pourrait difficile-
ment  s'agir  d 1un  facteur  mathématique  (en  alle1:13.nd  :F'aktor),  et que 
l'interprétation facteur  préposé  des  postes  (en  allemand  Brieftr~­
ger)  est plus vraiser,1blable.  Hais  cet  te règle  séoaL tique  ne  dorme 
pas les positions respectives,  dans  les phrases,  de  l'agent  et  du 
verbe  indiquant l'action.  Or  ces positions  sont  extrêmement  varia-
bles  ;  on  peut  intercaler une  très grande  variété  de  configurstions 
entre  ces  deux  éléments  :  exeraple  :  r:Le  facteur,  che,que  fois  qu 1 on 
dit une  plaisanterie,  rit aux  éclats''·  Il est  exclu  de  donner  la 
liste de  toutes  ces  confirmations intermédiaires possibles  :  elles 
peuvent  comporter  un  nombre  quelconque  de  subordonnées,  elles-m&-
mes  quelconques,  et des  année~ ne  suffiraient pas  à  leur  énum&ra-
tion.  Il serait souhaitable,  donc,  de  pouvoir  exploiter la règle 
ci-dessus  dans  sa  forme  naturelle,  oà  les adresses  de  l 1agent  et 
de  l'action ne  sont  pas  données.  Le  mSme  problème  se  pose  à  propos 
des  règles  grar<1maticales  qui,  dans  leur  forr:1e  habi b1elle,  n.e  pré-
ci,sent  pas les adres.ses  des  éléments liés.  Ce  qui  vient  d'être dit 
à  propos  de  la règle  sémantique  :  agent  animé,  verbe  à  sujet  animé, 
pourrait  @tre  repris presque  identiquement  à  propos  de  l'accord 
graEmatical sujet  - verbe.  La  granmaire  précise  qu 1 il y  a  accord 
en  personne  et  en  nombre,  mais  n'indique  pas les adresses relati-
ves  du  sujet  et  du  verbe,  et  donne  seulement  certaines indica-
tions générales  à  ce  sujet.  Il en  est ainsi pour  la plupart  des 
ràgles noroatives  concernant  les langues naturelles  :  on  ne  les 
ex.priL1e  sir.1pleoent  qu'à la con  di ti  on  de  ne  pas  donner  les rangs, 
dar.s  l tordre linéaire  de  la  p~se, des  éléments liés.  Puisque  ces 
r~gles sont  habituelleoent  énoncéesainsi,  et  sont  plus  simples 
ainsi, il faut  nous  en  contenter  ;  nais le  calcul d;adresses  devra 
suppléer,  dans  chaque  phrase particulière,  à  cette insuffisance, 
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car  en  machine  une  règle  ne  signifie rien et  ne  sert à  rien sans 
les adresses  des  êl~ments  qu'elle lie.  Le  calcul devra  donc  ré-
tablir ces  adresses.  Tel  est le second  problème,  celui  de  l'ex-
ploitation d'un  cntalogue  de  règles  sans indication  des  adresses 
des  éléments liés. 
Il n'est pas  question  de  traiter globale121ent,  dcms  les présents 
travaux pratiques, ces  problèr.1es  de  calcul d'adresses. 
On  se  bornera à  étudier quelques  techniques  qui  jouent  un  rôle  im-
portant  dans  certaines méthodes  de  calcul machine. 
D)  CALCUL  D~ADRESSES ET  THEORIES  LINGUISTIQUES 
---=..,~------------------~ 
On  pourrait  envisager  de  séparer  de  façon  bien distincte  ces  deux 
activités,  dont  l'une  consiste  à  rasaeillbler  des  rôgles  normatives 
(règles  gral:'!.Œ.aticales,  règles  sémantiques),  et l'autre,  à  exploi-
ter ces règles,  grAce  à  des  calculs d'adresses.  De  la première  ac-
tivité,  les  gra121mairiens  et  sémanticiens auraient le monopole.  La 
seconde  serait l'affaire exclusive  de  mathématiciens,  d'automati-
ciens,  de  spécialistes de  calcul machine. 
En  fait,  ces  deux activités sont  difficilement dissociables.  D'une 
part,  en  effet,  les techniciens  du  calcul automatiqlle,  qui  ont  le 
souci  d'économiser le temps  machine,  ·sont  conduits  à  surveiller les 
grammairiens  et sémanticiens.  Il y  a  en  effet bien  des  manière:; po.s-
sibles  d v  exposer  les règles  grarn.maticales. d'une  certaine  langue~ 
d'exposer  des  règles sécantiques  :  peu  de  sciences connaissent un 
état  de  division  pir~ que  celles  du  langage,  et peu  de  discussions 
sont aussi  âpres  que  celles  où  s'opposent  des  grawnairiens  ou  des 
sémantioiens.  Puisqu'il y  a  plusieurs canières  drexposer  les règles 
normatives  du  langage,  les ingénieurs  ont  tendance  à  recarquer  que 
les unes  coûtent  cher  en  calcul machine,  que  les autres  sont neil-
leur r1arché,  et ils feront  pression sur  les grantlairie:J.s  et  séman-
ticiens pour  réduire  les  ter1ps  et  a;~1éliorer les rendcmentse  Cer-
tains mathématiciens,  jugeç_nt  que  les  travaux  des  grru:m1airiens 
d 1origine n'étaient pas  suffisamment  éconorJ.iques  ni rentables,  se 
sont  eux-mêmes  attelés à  la construction  de  grarJI:laires  mat[.émati·-
ques,  tels ChoElsky  (1)  (2),  Kulaguina  (3)  et bien d'autres  ;  il 
existe  également  des  traités  de  séw:mtique  très mathématiques  par 
leur  forme,  tels ceux  d~ Carnap  (4). 
Inversements  des  grammairiens  et  sér::J.anticiens  ont  tendance  à  s'oc-
ct1.per  de  c<ücul d'adresses.  Ils abordent  en  général  ces  questions 
p&r  le biais de  l'étude  des  processus mentaux  de  la parole  ou  de 
lvidentification du  langage.  Si  en  effet les problèues  de  la tra-
duction  auto~:1atique  ont  été  bien fonmlés,  et  dans  des  termes  suf-
fisamr.lent  généraux,  il est  ad1:1issible  de  penser  que  ces  mg1;1es  pro-
blèmes  ont  dü  être résolus par l'esprit humain  ;  que  lorsque  nous 
parlons,  cmaprenons,  traduisons;<notre  esprit  effectue  des  calculs 
d'adresse,  puisque  ces  calculs rl6nt  de  toutes  façons  indispensables. 
Liétud.e  de  ces  f.:cits  touche  si J>rofondément  au  lane;nge,  qu'il est 
naturel  de  la considérer  co6me  ~elevant de  ln linguistique,  L'apport 
des  linguistes  en matière  de  calcul djadresses  peut  se  r~véler extrê-
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necent  prec1eux1  m@me  si ces linguistes,  cocme  c'est par  exemple 
le  ens  de  Tesnière  (5)  ou  Hjeloslev  (6),  ne  pensaient  pas  à  la 
traduction autm.mtique.  Ln  parenté  des  trstemraas"  décrits par le 
prenier,  avec  les graphes utilisés par  Harper  et  Hays  (?)  en  tra-
duction  automatique,  uontre  l'i~portance des  travaux  de  Tesnière, 
relntivenent  auili:  problèues  de  calcul  cl'ndresses. 
Ainsi,  il est bien difficile  de  tracer  une  frontière  entre les  cal~ 
culs d'adresses  en  linguistique,  qui  font  l 1objet  des  présents 
travaux pratiques  1  et la linguistique  elle-uêue., 
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P  R  E  M  I  E  R  E  P  A  R  T  I  E 
ZONE  D'INFLUENCE  DES  MOTS  D'UNE  PHRt:..SE 
OBJET  DE  LA  PREI'1IERE  P  .AR'I'IE 
Dans  cette partie,  ainsi  que  dans  la suivante,  on  se  propose  d'é-
tudier  certains  proc6d6s utilisables pour  &nonccr  des  adresses 
de  groupes  de  oots,  ou,  plus préciséuent,  peur  énoncer  les adresses 
de  ces  groupes  de  uots  que  lès grarJnairiens  et  les  séuan ticiens  ap-
pei!Dnt  syntagmes. 
Il est certes toujours possible  d'énoncer  cette adresse  directe-
oent1  en  indiquant  o~ le  groupe  comoence  et  o~ il finit,  mais 
cette notation  conduit  à  manipuler  des  couples  de  nombres  dans 
les calculs 1  et l'on peut  trouver  la chose  malcoooode,  en  coupa-
raison  du  procédé  qui  va  @tre  exposé,  et  qui  peroet  de  mettre  en 
correspondance  un  groupe  de  mots  avec  une  seule  adresse,  celle 
d'un not  reconnu  comme  ioportant  dans  ce  groupe,  et  qui  n'y  oc-
cupe  pas  nécessaireuent  une  position d'extréoité. 
Il s 1agit  donc  d'un artifice  de  calcul  ;  oais c'est par  des  lin-
guistes qu'il  a  été  proposé  ou  suggéré  en  preoier lieu. 
Ces  linguistes  sont  parfois  d 1accord  sur le  choix  du  not  ioportant 
dans  un  syntagne  (exewple  :  chaine  ~ocinale),  mais  souvent  aussi 
en  désaccord  (exenple  :  cha~ne r:.ssociée  au  verbe).  Du  poült  de  vue 
du  calcul,  on  choisira la solution la ucins  cofiteuse,  qui  peut 
d'ailleurs varier  selon la machine  utilisée et  selon la nature  du 
probl~oe particulier traité.  Le  choix  d'une  céthode  de  calcul d'a-
dresses paroi plusieurs possibles  ct  spsceptibles  de  fournir  le 
résultat  cherché  n'a de  conséquences  qu'à l'intérieur de  la nachi-
ne.  Il relève  de  la seule autorité  de  l'ingénieur. 
Le  travail pratique  ci-après  (1f  partie)  pose  justcuent  le  problème 
litigieux de  la chaine  associée  au  verbe.  On  exauinera les  divc;r-
ses possibilités,  dont  beaucoup  sont  suggérées  par  des  linguistes. 
Pour  sinplifier,  pG.r  contre,  les parties suivantes  (2,3,etc •• )  on 
adoptera pour  ces  derni~res,  G.rbitraireuont,  les  choix  correspon-
dant  à  l·:::t  linguistique  de  Tesnière  ou  Ha:rper et  Hnys  (7). 
DOMAINE  D'UN  MOT 
A  chaque  not  d'un  texte,  on  convient  d'associer une  zone  dlinflu-
ence  s'étendant  d'un  seul  tenant  et incluant le mot  considéré.  On 
l'appellera dorilaine  de  ce  not.  Celui-ci sera dit  r;wt  fondamental 
du  d01:1aine,  par  orlposi ti  on  aux  au tres nots  qui  pourraient  éventuel-
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leuent  y  être aussi  contenus. 
Le  .sl?;l~"  ~':.!.E!::.~.E'~!-.È.!'~~'S,!';.;.~.l.~~.  réclauo  une  e11.clo.ve  de 
122 cilles  carr~s. 
"Le  Gouverner:1ent  britannique 11  constitue  le,  zone  d'in-
fluence  du  iJL)t  11Gouvernenent''• 
11Une  enclave  de  122 raiJ1es  co.rrés 11  constitue  ln zone 
d'influence  du  not  11encla.ve 11 • 
r±sr1e  ~ 
nune  nouvelle  fJ,:::;.;:tbée  de  terrorisue"  constitue le  dor:wi-
n e  du  1:1 o  t  " f l ai:l b é e " , 
On  ad2et  que  l'existence  d'une  signification introduit  des  liens 
de  hiérnrchic  entre les cots  d'une  phrase~  et l'on désire  se  ser-
vir des  donaines  pour uettre  ces  liens  en  évidence. 
Pour  celé:l 1  on  posera  que  le  dot];J.ine  d 1un  not  contient  aussi les 
docaines  des  nots  directecent  subordonnés,  et l'on adcettra  jus-
qu'à preuve  du  contraire  que  cette  exigence  ne  contredit  pas  l'hy-
poth~ac de  doi.laincs  d'un  seul  tenant. 
d:::tns  11une  enclo.ve  de  122  r;1illes  cnrrés", 
- nilles est  subordonné  à  enclo.ve,  puisque  contenu  dans 
son  dot:wine. 
- le  douaine  de  "railles"  c 1 est-à-dire  :  11122  uilles carrés11 
est  contenu  dnns  le  dot:laine  de  11enclo.ve 11 • 
Mais  l'inclusion et l'infériorité sont  toutes  deux  das  relations 
transitives.  De  ce  fait,  la zone  d'influence  d'un mot  contiendra 
ce  uct  lui-m6ue  et  l'ensemble  de  ses  subordonnées  directs  ou  indi-
rects,  ainsi  que  leurs  donaines, 
On  se  propose  d'étudier la configuration et  l'6tenduo  des  domaines 
des  uots. 
Délioiter les  zones  d'influence  de  tous  les verbes  dans  les phrases 
ci-c1essotls  : 
11Le  c oru~üsscŒint  du  'I'héfttre  de.s  Nationr3  vient  d'approuver, 
nous  l'avens dit,  les  grandes  lignes  du  programme  de  la 
saison  qui  débutera le  15  uars." 
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- "Les  expériences  ont  ~;wntré qu'il n 1 était pas  possible 
d'obtenir  des  photonésons  sans  la présence  de  L.H  qui 
absorbe  sélectiveuent les photons  do  faible  éncfgie". 
- "Tandis  que  la brillance  du  zinc  aug:;wnte  pendant  le  pro-
cessus  de  polarisation anodique,  celle  de  l'argent  ne 
croit  qu 1 a1!:rès  1' interruption  de  courant". 
- "Cet  o.rticle  ccntient  une  description  des  systèEws les 
plus  courants  dans  le~quels on  utilise  des  gaz  pour  dé-
givrer  d.es  appareils  de  réfrigération''. 
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S  E  C 0  N D E  P  A R  T  I  E 
FRONTIERES  D'UN  DOMAINE 
OBJET  DE  LA  SECONDE  PARTIE 
Etude  d'un  second  pro~édé  ~~~lisable pour  énoncer l'adresse d'un 
er~u~e.d~ mots  en  calcul  automat~s~e 
FRONTIERES  D'UN  DOMAINE  :  SIGLES  - -
Les  frontières  d'un  domaine  seront matérialisées par  des  signes tels 
que  parenthèses,  crochets,  accolades,  etc.6  que  1ron appellera plus 
généralement  sigles - Le  discours  étant linéaire,  et les donaines 
d'un seul tenant,  ces sigles seront  au  norabre  de  deux  par  domaine  -
Leur  concavité  sera toujours  tournée  vers l'intérieur du  domaine 
dont ils sont  frontières. 
111 1 acadér.1ie  de  médecine  souhaite la diffusion  du  vaccin 
antipoliomyélitique".  On  peut  noter  que  : 
a)  la phrase  entière constitue le  doraaine  du  mot\'souhaité 1; 
on  l'entoure  de  deux  accolades  •  .. 
;,1' académie  de  Llédecine  souhaite la diffusion  du  vaccin 
antipolior.1yéli  tiqueJ 
)  .  \\  '  .  Il  b  on  peut  entourer  de  crochets le doma1ne  du  mot  academ1e 
~'académie de  médecine~ 
·~  ·~ 
c)  de  même  pour le  mot~diffusion/~ 
(ia  .~_if fusion  du  vaccin antipolior.1yéli  tique.) 
d)  au  total il vient  : 
(' ,.  - .~ 
\ 1). f académie  de  rnédecinej l_souhai te la diffusion du 
vaccin antipoliomyéli  tique·Y;  .•. ~• 
De  ce fait,  à  chaque  mot  se  trouveront  assoc1es  deux sigles,  ceux-là 
r.1êmes  qui  bornent  le dooaine  dont  le mot  est mot  fondar;1ental.  - Ils 
encadreront le mot  de  part  et d'autre,  mais  sans être nécessaire-
ment  situés  en  son  vo1s1nage  immédiat.-
Leur  concavité  sera toujours  tournée  vers le  mot  associé. 
dans la phrase  précédente,  on  aurait  pu  associer  deux 
parenthèses à  chaque  mot.  Donnons-les  pour  quelques  r:1ots 
[Cl')  académie  (de[~édecineJ)\ 
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Pour  rappeler  que  les parenthèses sont  assoc1ees  à  tel ou  tel mot, 
on  s'est servi  jusqu'ici de  sigles  ~arqués :  crochets pour les 
noms,  accolades pour les verbes,  parenthèses pour les autres motse 
De  telles notations ne  sont  pas indispensables.  On  montrera plus 
loin que  le mot  associé  constitue à  lui seul une  rJarque  et suffit 
à  caractériser la paire  de  sigles considérée. 
1liAVAIL  PRATIQUE 
Délimiter par des sigles les frontières  des  domaines  de  tous les 
mots  dans  les phrases  ci-dessous.  On  associera aux  noms  des  cro~ 
chets,,aux verbes  des  accolades,  et  des  parenthèses  à  tous les au-
tres oots. 
- 11L1effet Faraday  dans  le  semiconducteur  est analysé  au 
r:10yen  de  la théorie  classique  de  Drude-Zener". 
- "Puis  on  établit l'interconnexion  entre l'effet Faraday 
d'une  part  et l'effet Hall et les équations  de  Maxwell 
d'autre part". 
"La  résistance anoroale  du  sodiuu  à  son  P  F  peut  ~tre 
attribué  à  des lacunes". 
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T  R  0  I  S  I  E M E  P  A R T I  E 
------
SOUS  - DOMAINES 
OBJET  DE  LA  3èlie  PARTIE 
Etude  de  relations d'ordre  entre les adresses  de  groupes  de  nots 
énoncées  selon le procédé  de  la 1ère partie. 
Ces  relations pernettront  ensuite  un  classecent  des  adresses  en 
question. 
Le  classeuent  en  tablem1,  décrit  dans  la présente partie,  est 
utilisé par l'école  de  z.  Harris,  à  l'université  de  Pennsylvanie 
(8)  (9). 
S  C'~Tf>  "!)CH UNES 
>:.~C-..:< . .;..  -~"-·-•• __ ,_,.:,C.Y-'-'<;t,.._  • ..._,._.-.-._..  .• _,_.__ 
On&sire  qua  le  donnine  d'un  mot  contienne  les  zones  diinfluence 
des nots  directement  subordonnés.  Celles-ci ser0nt  dites sous-
~omajnes d'ordre  n+1  du  domaine  considéré,  lequel  se  verra lui-
r.1ê1;1e  attribuer l'ordre  n.  - L 1 ord:·e  se  trou\6:.2 ain.si  fixé  à  une 
constante  additive  n  pr~s,  ce  qui  s'explique  par  lo  fait  que  le 
douaine  considéré  est  en  général  sous-dncaine  d'un  ensemble  plus 
voste  dont  la structure  nous  importe  peu  ici.  - Les  sous-domaines 
d'ordre  n+1  contiendront  eux-m&mes  des  sous-domaines  d'ordre  n+2 
et ainsi  de  suite,  de  sorte  que  si l'on fixait la valeur  de  n  pour 
un  domaine  quelconque  d'une  phrase,  elle serait  fixée  ipso  facto 
pour  tous  les autres  domaines  do  cette  phrase.  Mais  rien ne  nous 
oblige  à  expliciter ln valeur  de  la constante  n. 
11les quarts  de  finale  des  chm1pionnats  du  nonde  sur 
courts  couverts •••  " 
11quarts"  est le met  principal  de  l'expression,  soit 
n  l'ordre  de  son  domaine. 
Les  douaines  de  "les"  et  de  "de"  sont  d'ordre  n+1  et 
ainsi  de  suite,  de  sorte  que  l'on peut  construire le 
tableau  suivant 
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1  '  '  ---·-··-----------·--------.!.--.. 
couverts 
f(les)  q1.1arts  (ùe[fino_le  (~es  \_chm:1piounats  (du.  Lc:ondc]) (  sur 
(couTtG  (couvcrts ••• )j  )j)j)J)J 
Ajn~i la notion  d'ordre  d'un  donaine  conduit  à  cettre le lan-
gace  sous  forne  de  diagr::uane  bidir:1ensionr:el. 
J1e  dow::tine  d 1 un  1:10t  contient •. 
au  moü:s  ~ 
·~  ::i.e  uot,  qui  est  lJ.JOt  fondanen  t al  , 
- les sigles associés,  qui  servent  de  frontière 
facultative3cnt  : 
-divers  sous-donaines 
Le  nnt  fondanental  peut-il se  trouver  à  l'intérieur d'un  sous-
donai:ne  ?  Non  car alors  ce  sous-dcor.1o.ine  devrait  contenir  ausGi 
tout  le  donaine  du  mot  fondacental,  et  ce  ne  serait pas  un  sous-
donaine. 
exeuples  [\_ 
/ 
c  A  c  c  a 
_,.,.,.. .. M  ...  <-~.,  .. .....,_._ 
"\  <'"  r 
ti  A 
./  c  c  c  a 
\  .t  l 
r  - ,_(la)  (sécurité :natérielle  )j 
[(la)  sécurité  (1:1atérielle) j 
~:PAYJ.f!.:_ P]{LT!~~ 
n'est  pas  correct 
est  correct 
n'est pas  correct 
est  correct 
Construire,  pour les phrases  donn~es en  s~conde partie,  des  tableaux 
analor_;ues  D.  celui dessiné  ci-des6us  pour  l'exemple  "Les  qlw.:,~·cs  de  etc. il. 
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Q U  A  T  R  I  E  M  E  P  A  R  T  I  E 
SITUATION  RELATIVE:.  DE  DEUX  DOT1AINES 
OBJET  DE  LA  4èrJ.e  PARTIE 
Une  convention visant  à  faciliter les traitements  d'adresses  de 
groupes  de  mots  selon le procédé  de  la 1ère partie. 




CONVENTION  :  DEUX  DOMAINES  NE  SONT  JAHAIS  s:SCANTS  --
Dans  un  but  de  simplification,  on  décide  de  répartir les  zones 
d'influence  des  mots  sous  ferme  de  domaines  non  sécants.  - On 
admettra  jusqu 1à  preuve  du  contraire,  que  ln hiérarchie  des  mots 
peut  s'e~pricer à  l'aide de  docaines  non  sécants.  - On  verra que 
cette  hypothèse  apporte  de  grandes  simplifications  en  échange  de 
peu  de  difficultés,  ct  que  quelques  artifices permettent  de  remé-
dier  facileoent  à  ces  dernières. 
Les  seules situations relatives permises  pour  deux  domaines  sont 
donc  l'inclusion et la disjonction, 
Si  deux  dor.1aines  ont  une  partie  comlilune,  on  en  concluera  que  l'un 
d'eux  est  entièrement  contenu  dans l'autre. S'ils n'ont pas  de 
partie  commune,  ils sont  dits extérieurs  ou  disjoints.  Un  cas par-
ticulier des  disjonctioœ est celui  o~ les  domaines,  extérieurs 
l'un à  l'autre,  ont  leurs frontières  voisines  et  simplement  sépa-
rées  par  un  blanc.  Ils sont  alors dits mitoyens. 
La  convention  selon laquelle  deux  domaines  ne  sont  jamais  sécants, 
permet  de  noter les  frontières  de  domaines  à  l'aide  de  parenthèses 
toutes  semblables  sans  que  l'identification d'un  couple  de  paren-
thèses  ne  devienne  difficile,  ni  celle  de  leur mot  associé.  - Lors-
que  deux  parenthèses  de  sens  opposés  se  suivent  concavité  à  conca-
vité,  elles constituent nécessairement  une  paire.  - Deux  paren-
thèses  en  regard  qui  sont  séparées uniquement  par  des  paires cons-
tituent  elles-m@mes  une  paire. 
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TRAVA~L lJR.3I ,UI: 
Vérifier  ~ue l'on a  respecté la convention  de  non  intersection 
dans  les r&ponses  des parties I  - II - et III. 
Au  cas  où il n'en serait pas  ainsi,  vérifier qu'il est  toute-
fois possible  de  répartir les zones  d'influence  d'une  autre 
manière  qui  soit  encore  vraisemblable  et  respecte  en  même 
temps la convention  de  non  intersection. 
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C  I  N  Q  U  I  E  M E  P  A  R  T  I  E 
CONFIGURATION  D'UN  DOMAINE  QUELCONQUE 
OBJET  DE  I,J\  5èue  PARTIE 
On  veut  réduire le coût  du  procédé  détrit  en  2ème  partie.  Pour 
celà,  on  montre  qu'il est possible d'utiliser des  sigles tous 
identiques,  portant  si11plement  une  uarque  d'orientation. 
CONFIGURATION  D'UN  DOHAINE  QUELCONQUE 
On  sait  qu 1un  douaine  quelconque  s'étend d'un seul tenant,  qu'il 
est  limité par ses parenthèses  ;  qu'il contient  son not  fondamen-
tal et  aussi  éventuellement  un  ou  plusieurs sous-domaines  •  Peut-
il contenir  autre  chose  ?  Il né  peut  pas  c·ontenir  de  1:10t  isolé 
supplémentaire,  car  sinon il contiendrait  tout  le  doraaine  de  ce 
mot,  donc  aussi  ses parenthèses,  - Il ne  peut  pas  contenir  de  pa-
renthèse  isolée,  car  sinon il appartiendrait  à  un  couple  de  do-
maines  sécants.  - Il ne  contient  donc  rien d'autre. 
Un  domaine  comporte  en  résuoé  :  obligatoirement le Qot  fondamen-
tal,  encadré  des  parenthèses  frontières  ;  facultativement,  des 
sous-domaines  intercalés entre le not  fondamental  et les sigles 
(on  a  vu  que  ces  sous-domaines  né  peuvent  contenir le mot  fonda-
mental)  - ces  sous-domaines  peuvent  @tre  aussi  nombreux  que  l'on 
veut,  à  condition d'être introduits entiers entre le mot  fondm.1en-
tal et l'une  ou  l'autre des  parenthèses  frontières.  Ils peuvent 
contenir  eux-mgmes  des  sous-docaines  d 1ordrœ supérieurs. 
Un  domaine  peut  ainsi contenir plusieurs mots.  Parmi  eux,  le  mot 
fondamental  et lui seul présente cette particularité d'être  "nu" 
à  l'intérieur du  domaine,  c'est-à-dire  de  n 1§tre pas  empaqueté  en-
tre  des  parenthèses  de  sous-domaines.  Il est  donc  facile  de  le 
distinguer  des  autres mots. 
APPLICATION  :  Un  ordinateur  électronique  a  calculé  l'étendue des 
domaines  des  mots  d'une  phrase,  en  disposant  des  parenthèses  entre 
ces mots.  Le  listing de  sortie  signale  seulement  les nombres  de 
sigles droits  et  gauches  compris  dans  chaque  intervalle  entre  deux 
mots,  sans préciser s'il s'agit  de  parenthèses,  crochets  ou  acco-
lades. 
0,2  L  1,0 ACADEHIE  0,1  DE  0,1  MEDECINE  3,0 
Ce  qui  signifie 
( (L 1 )  ACADEMIE  (DE(MEDECINE))) 
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Est-il possible  de  déterminer  quelles parenthèses 
sont  associées  à  chaque  mot  ? 
1°  Deux  parenthèses  qui  se  suivent  concavité  à 
concavité  sont  frontières  d'un mgme  domaine. 
Ceci  règle les  cas  de  (L')  et  de  (MEDECINE) 
2°  Deux  parenthèses  en  regard  qui  sont  séparées 
uniquement  par  des  paires constituent  elles -
mêmes  une  paire. 
(DE  (MEDECINE))  est  donc  un  domaine,  et le 
seul mot  non  inclus  dans  un  sous-domaine, 
c'est-à-dire DE,  est  son  mot  fondamental. 
( •••• )  ACADEHIE  ( •••• )  est un  domaine  et le 
seul mot  non  inclus  dans  un  sous-domaine,  c'est-
à-dire  ACADEHIE,  est  son  mot  fondamentaL 
Est-il possible  de  faire cons.truire automatiquement 
le  tableau  de  la deuxième  partie  ? 
Si l'on donne  l'ordre  de  lire tous  les signes ren-
contrés,  sigles et mots,  avec  la consigne 
mots  Ecrife 
(  avancer  d'une  colonne  pui~ écrire 
)  écrire,  puis reculer d'une  colonne 
on  obtient  le  diagramme  ci-dessous  : 
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Cette  représentation net  en  6vidence  le  d~coupuge des  domaines, 
la hiérarchie  des  sous-donaines,  et la structure  polydimensio-
nelle  elu  L:ngase. 
Un  ordinateur  électronique  a  culcul~  1 1 ~tendue des  domaines  des 
mots  d•une  phrasa,  le listing de  sortie signale la répartition 
de  s:LgJ.es  indiquée:- ci-dessous  : 
((SI  (((1:)  oxhydrlla)  est  (porté  (par  ((u~ carbone  (situé  (en 
(extrér;lité  (de  (chaine  ))))))))))  ((le)  gro-upenent  (fon.;tionnel)) 
(S!)  écrit  (CH2  OH)). 
(~0stion A  on  demande  de  retrouver  quelles  parenthàses  sont  us- ... _  .  ..__  ..  -,  - ......... ~--· 
soc1ees  a  chaque  mot, 
_Q,~~sti~l2..A_ 0~1  c~enande  d::  corwtruire  un  t.::bleau  n  colonnes  ana-
legue  a  ce.l.Ul  d:;nn,~  e:n  s-xm:1ple  plus  haut, 
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S  I  X I  E M E  ~ A R T  I  E 
TEANSFORI•:J,TIONS  LINGUISTIQUES 
-~------------~--------·--------
OBj'E'I'  DE  Là  6ène  PARTI:C 
Langage  ordinaire  et  langage  docuc2ntai~e ne  visent  pas  à  satis-
fair8  les  m~ues b2soins.  Le  langag2  ordinaire  doit  permettre  d~ex­
primer  de  façon  tr~s souple  des  nuances  p3rfois très fines. 
Pour  une  rnaue  idée  ou  pour  deG  idées  voisines il dispose  souvent 
d'un  grand  nonb.ce  de  L:u:cnn:ces.  Un  l::m;snge  documentaire  au  cont~ai­
r-e  doit  <''tre  'Eli.voque.  IJ  l,_;i  ar:::-ivera  même  d 1 exprimer·  sous  une 
forme  unique  des  id6es  lég~rement distinctes mais  dent  la différence 
impurte  pt':U  aux  usagere  à •u:::1  ccnt-é'B  de  docu1.1ent.ation. 
Un  ordinateur ne  psurra traduire le  :a~g~ge acurant  e~ langage 
documentai:e  ~ue  dans  Ja mesare  o~ il saura  appr~cier  l'~qJi7alen­
ce  s&mont::.que  de  deu:c  expres;:;ions  formsllement  différenies,, Nous 
devnnR  lui  four~ir des  c~it~~~b à  cet  effet. 
Le  proc~d~  q~i va  0tre  d0crit,  celui  ~es transformations  linguisti-
ques.,  pet1t  être  aussj~  uti~.is8  à  cJ.ila,:.!.t::--s.s  fir1s 1  et  JJ.otar~ntent  po-u  .. r 
réduire  1" encor!:treme:r:t  en  :né:moire  des  règles  gran:maticales  et  sé-
mantiques: c.f  Ch01:1sky  ( 1). 
Pour  apprécier  l'é~uivalence sémantique  de  deux  expressions,  une 
première  série  de  critères correspond  aux  ph&nomènes  de  synonymie: 
équivalence  entre  deux  t::Jots,  entre  une  locution  et  un  mot.  Les 
dictionn:tires  ordinaire;:;  en  fournisse:r:t  des  listes concrètes  et 
détaillées. 
Une  seconde  série  de  critères  a  été  propos6e.  par  Harris.  Deux 
;nore eaux  de  phrases  se1~on,t  reconnus  comme  équj  .. valents  s 1 il est  pos-
sible  de  passer  de  l'un à  l'autre par  une  op~rQtion abstraite  ou 
une  s6rie  d'opérations abstraiteE  ~ue Harris  ~  ~~nommées trans-
formations  linguistiques. 
Les  atomes  émettent  des  photons 
Des  photons  sont  ~mis par les  atomes) 
sont  des  tournures  équivalentes. 
v&ctif  transitif 
V  .  ~  PAR  passl! 
transfor~ations linguistiques 
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La  belle  table  ~ 
La  table  est belle 
Adj  N  T 
N  EST  Adj~  !  '-l/ 
) 
)  équivalence  sémantique 
Transfor~ations linguistiques 
Or,  il est  posslb~e de  coQmander  à  une  machine  de  faire  ces  trans-










L'ordinateur sait  écrire la phrase  dans  un  schéma  par  colonnes 
comme  ci-dessus.  La  colonne  1  contient  un  verbe  actif transitif. 
La  colonne  2  contient  deux  noms  qui  appartiennent  à  la zone  d'influ-
ence  du  verbe  "émettent".  I,a  mnchine  peut  reconnaitre  facilement 
un  cas  d'application  de  transformation linguistique.  L'opération 
n'aura d'influence  qu'à l'intérieur du  domaine  du  verbe  "émettent". 
Il faudra  successivement  : 
- intervertir les  deux  sous-domaines 
reElplacer  "émettent"  par  la locution  "sont  émis  par" 
-refaire J'analyse  de  ln phrase. 
L'avantage  de  telles consignes  réside  dans  leur caractère abstrait 
elles sont  générales  et  pourront  servir un  grand  nombre  de  fois. 
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PRODUITS  DE  TRANSFOru-IATIONS  LINGUISTI~,UES 
L'équivalence  est  en  principe  une  relation 
- symétrique  (J.-···B  i!c1plique  B•-.-A) 
-transitive u  .. - ...... B  et B---e  iopliquent  A·-·"C). 
Dans  la mesure  o~ lu relation d'équivalence  sémantique  mérite  de 
porter  ce  nom,  le produit  de  deux  transformations linguistiques 
sera au5si  une  transforr11ution  lint:;uistique.  Si la transformation 
inverse  peut·  être définie,  elle  constituera également  une  trans-
formation  linguistique, 
On  trouve  ainsi  que  chaque  structure  est le produit  d'une  ou 
plusieurs  transformations  d'une  autre  structure,  ou  la  somme  de 
produits  Je  transforcations  dans  le  cas  o~ ses parties sont  elles-
m@mes  des  transformées. 
Transformations  données 
Les  atomes  émettant  des  photons 
Les  atomes  qui  émettent  des  photons 
Les  atomes  qui  émettent  des  photons 
Les  atomes  par  qui  sont  émis  des  photons 
Transformation produit  = 
Les  atomes  émettant  des  photons 
Les  atomes  par  qui  sont  émis  des  photons 
TR~VAIL PRATIQUE 
- Trouver  des  exemples  de  transformations  linguistiques 
- Donner  la liste de  consignes  permettant  de  réaliser ces  transfor-
nations 
- Etudier  les tranformations  inverses. 
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ELABORATION  D'UN  SYSTEME  DOCU1VIENTAIRE 
A.  LEROY 
Nous  nous  fixerons  ici comme  but d'obtenir les  documents  ré-
pondant  à  n'importe quelle question scientifique le plus  exactement  pos-
sible. 
Pour  pouvoir  effectuer la recherche  de  ces  documents,  nous 
savons  que  leur contenu doit préalablement  gtre mis  en  évidence  dans 
une  phase  nommée  analyse. 
Les  phrases-clés,- Nous  avons  donc  pour  tâche  de  dégager  l'essentiel 
de  ce qui  est traité dans  chaque  document. 
Si  l'analyse se  traduit par l'affichage d'un certain nombre 
de  symboles,  c'est que  l'on a  pu,  ou que  l'on a  cru pouvoir  faire cor-
respondre  préalablement  un  sens  à  ces  symboles. 
Par  exemple  :  FF14  signifie  :  "théorie des  réseaux electriques 
linéaires"  dans  la classification du  Commissariat  à  l'Energie Atomique 
français.  En  fait cette symbolisation ne  convient  pas  à  nos  besoins  car 
elle est beaucoup  trop rigide,  en  ce  sens  qu'elle ne  permet  pas d'expri-
mer  des  sujets complexes  à  moins  de  devenir  extrêmement  complexe  elle-
même  et le système  perd alors  tout  son intérêt. 
On  est ainsi conduit  à  utiliser des  mots  du  texte  lui-même 
ex  THEORIE  RESEAUX  ELECTRI;).UES  RESEAUX  LINEAIRES 
Et  pour  sélectionner les articles traitant  de  la théorie  des 
réseaux électriques linéaires,  il suffit de  voir si parmi  tous  les  docu-
ments il y  en  a  qui possèdent  ces  trois  expressions  comme  éléments  carac-
téristiques et,  à  première  vue,  il ne  semble  y  avoir  aucun  inconvénient 
à  procéder  de  cette façon.  Si l'on ajoute qu'un  système  basé  sur  ce 
principe est très facilement  mécanisable,  on  s'explique qu'il y  ait eu 
tant d'expériences  de  ce  genre •••  avec  des  succès  divers,  succès  dépen-
dant  du suje( traité et de  la taille de  la collection de  documents. 
En  vérité,  dès  que  les collections ont  atteint une  certaine importance, 
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on  s'est aperçu  QUO  l'on ne  pourrait  pas aller loin  dans  cette direction; 
la simple  juxtaposition des  notions-clés  entraîne  des  inconvénients. 
En  effet,  dans  ces notions-clés  interviennent  des  actions 
(actions-clés)  ct on  conçoit  que  la notion  de  direction de  l'action puis-
se avoir  une  gr1nde  importance.  C'est le cas  par  exemple  lorsque  le sujet 
traite de  réactions nucléaires  dans  lesquelles une  particule peut  être 
projectile,  cible,  ou  produit.  Plus  généralement  cela  se  produit quand 
les élémonts  qui  "encadrent"  l'action sont  de  môme  nature  par rapport  à 
cette action.  On  se  trouve  donc  dans  l'obligation de  faire  intervenir  dos 
éléments  syntaxiques. 
D'autre part,  le  f~it d'associer différents mots-clés lors 
d'une  recherche  peut  conduire  à  la séloction d'un grand nombre  de  docu-
ments  non  valables.  Par  exemple,  si un article traite de  l'action des 
rayons  gama  sur le fer  et de  l'action de  l'acide chlorhydrique  sur l'oxy-
de  ferrique,  il peut  ôtre caractérisé par  los  mots  ACTICN  RAYONS  GA~mA 
FER  ACIDE  CHLORHYDRIQUE  OXYDE  FERRIQUE.  Si  l'on ne  tient pas  compte 
du fait qu'il y  a  deux  sujets différents,  on  pourra sélectionner- à  tort 
cet article pour  répondre  à  une  question  sur l'action des  rayons  gamma 
sur l'oxyde ferrique  ou  de  l'acide chlorhydrique  sur le for. 
La  solution évidente  de  tous  ces  probl~mes consiste  à  faire  en 
sorte que  les mots-clés  concernant  un  sujet bien déterminé restent  grou-
p0s  et que  soient figurés  les  éléments  syntaxiques  nécessaires.  Cela re-
vient  à  considérer  de  véritables "phrases-clés"  comme  éléments  caracté-
ristiques. 
Une  phrase-clé  est  donc  un  ensemble  d'éléments  "objets"  (ex: 
électron),  d'éléments  ''actions"  ( ex3  bombardement)  et  d' <Hémon ts "rela-
tions"  (ex:  au moyen  de),  chacun  d'eux pouvant  par ailleurs recevoir  dos 
"qualificatifs".  Dans  le cas  des  objetG,  on  dira quo  ces qualificatifs 
sont  des  "propriétés";  par  extension,  seront  également  dénommées  proprJ.e-
tés les notions  qui  sont  habituellement  considérées  comme  telles dans  le 
langage  ordinaire  (ex:  densité  de ••• ,  vitesse  de ••• ). 
On  aura ainsi par  exemple  la suite  : 
Objet,  Action,  Objet,  Relation,  Objet 
Dès  que  la phrase-clé devient  complexe,  il est nécessaire  de 
placer  des  repères  pour  savoir  exactement  à  quel  endroit viennent  se pla-
cer les différentes  esp~oes d'éléments  ~  le moyen  le plus  simple  consiste 
à  tracer un  .~J-agramme qui  permet  ainsi  de  respecter l'organisation réelle 
des  choses. 
Les  "objots"  sont représentés par des  rectangles 
Il  propriétés 
tl  tl  tl  des  cercles 
il  actions 
et relations 
tl  tl  tl  des  fl~ches. 
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Action  Action 
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fig  1 
Le  diagramme  (donc  la phrase-clé) 




peut alors devenir aussi 
Nous  rejoignons ici ce  que  nous  avions  présenté dans l'intro-
duction  à  la journée de linguistique.  Nous  nous  sommes  seulement  placés 
à  un  niveau différent d'analyse.  Nous  avions parlé de  langage scientifi-
que,  nous  nous  étions donc  situés par  exemple  au niveau de  la phrase or-
dinaire?  alors que  nous  étudions ici le cas  des  documents  considérés 
dans  leur entier.  Les  problèmes  ne  sont  en fait pas  fondamentalement 
différents;  tout  se  passe  comme  dans  le premier  cas,  comme  si on voulait 
mettre  on  évidence  le  contenu réel d'un texte réduit à  ,me  seule phrase. 
On  voit que,  suivant le désir d'analyse fouillée  ou  d'analyse 
plus  légère,  on  se tiendra à  un niveau ou  à  l'autre,  ou  à  un niveau in-
termédiaire  (analyse par groupes  de  phrases). 
Dans  tous  les cas,  la difficulté est  évidemment  de  trouver les 
concepts  adéquats  - Ceci  ne  pourra se faire qu'à la suite d'un certain 
nombre  d'expériences,  mais  ces  expériences nécessitant qu'un  choix ait 
déjà été fait parmi les concepts  possibles,  il est clair que  nous  devons 
procéder  par approximations  successives,  la recherche opérationnelle 
devant  nous  guider vers une  solution optimale. 
ETUDE  RELATIVE  AUX  CONCEPTS 
Par  suite de  ce  que  nous  venons  de  dire,  nous devons  prendre 
en  premier  lieu les notions  telles qu'elles existent dans  les textes que 
nous  voulons  analyser,  ot  chercher  de  quelle manière  elles doivent  ~tre 
transformées  de  façon. à  pouvoir  exprimer  le plus  simplement  possible la 
totalité ou  au moins  une  grande  partie de  ce  qui  peut  ôtre trouvé  de  si-
gnificatif dans  le langage  scientifique ordinaire, Il sera bien  sûr 
commodo  au départ de  ne  considérer qu'une partie du  langage  scientifique 
en question,  en  délimitant de  façon  conventionnelle le domaine  des textes 
étudiés,  mais il est bien  entendu quo  l'ensemble  des  textes scientifiques 
doit être considéré  comme  un  tout,  c'est-à-dire qu'il n'y a  pas lieu de 
considérer lo  domaine  comme  isolé et qu'il faut  notamment  prendre  garde 
aux  problèmes  de  "frontières"  dus  par  exemple  à  la poJysémie. 
Un  mot  peut  on  effet avoir plusieurs  sens;  mais  ce n'est ja-
mais  qu'un seul d'entre  eux qui doit être considéré  dans  un  contexte 
donné  :  le sens  "contextuel".  D'où la nécessité de  considérer  chaque  mot 
dans  son :contexte?  cola rcvie_nt  à  cE_éO]'  autant  de  mots  qu'il y  a  de  sens 
différents et au  contraire  à;- Ïtrapprocher 1 ~·  les mots  qui  possèdent  un . 
même  sens. 
EUR/C/867/61  f - 128  -
Il y  a  donc  lieu d'établir un  dictionnaire qui  associe  à 
chacun  dos  mots  qui  peuvent  ôtre trouvés  dans  los  textes  à  analyser, 
los définitions qui  correspondent  à  chac~n dos  sons  possibles  do  chaque 
mot  et éventuellement les nouveaux  termes  choisis pour  exprimer  chacun 
de  ces  sens. 
Do  cotte  façon,  le contexte  d'un  mot  pormotto,nt  do  lui associer 
un  domaine  caract6ristiquo,  il suffira do  so  reporter  au  dictionnaire 
pour  trouver quollo  ost la définition correspondant  à  co  domaine  et, 
finalomont,  le nouveau  terBe  devant  0tre rotonu. 
Certains docuBontalistos  pensent  quo  co  nouveau  terme doit 
pr6sentor dos  qualités spéciales  :  il doit notamment  évoquer  qü.olqueis 
uns  do  sos voisins hiérarchiquemont  supérieurs  ot  contenir  dos  ol:JJrr:mts 
do  d~finition. 
Exomplo~~le oot associé  à  rat doit tenir  compte  do  co  qu'un rat est un 
mammifère,  un vertébré  Gtc ••• 
le mot  associé  à  téléphone doit  indiquer qu'il s'agit do  quel-
que  chose qui agit sur  do  l'information,  quo  co  quolquo  chose 
utilisa  l'électricité~  quo  c'est un  appareil,  qu'il ost utilisé 
pour  transmettre  ote •••  (1) 
Lo  but  do  cotte  complication au niveau  do  l'analyse ost  do 
faciliter la sélection dos  documents.  Ainsi,pour le promior  exemple,  tm 
article  trait::1nt  d'une  espèce  do  rats sera obligatoirement  sélectionné 
lors  d 1 une  dornnde  concernant  los vertébrés.  Or  ceci  no  nous  soral.1J. e  pas 
justifi8.  Pour  répondre  à  une  tolle dom:mdo,  un  système  documonta:i.:::-o 
dcit,  à  notre  a7is~  fournir  d'abord los  documents  qui  traitent d'une  ma-
nière  gonéralo  dos  vortébros"-(èt cuniquo'llont  coux-E:.)  et dos  inà.ications 
montrant  quo  si cos  premiers  documents  no  suffisent pas  - co  qui  ost 
lo  cas  notamment  si la question ost mal  posée  - il ost possible d'obte-
nir  dos  documents  traitant dos  diff8rentos  classes  de  vertébrés  ote<,, 
Cos  indications  no  doivent  d' :üllours pas  seulement  portor  sur los li-
aisons  hiér2,rchiquos,  r;mis  aussi  sur  los liaisons "latérales". Nous 
vorrons  conr:wnt  cola pout  âtre réalisé  à  partir do  co  quo  l'on pout 
appeler  lo  "diagramme général". 
Ccci  nous  oblige  à  rospoctor  dans  un  texte  scientifique le 
"niveau"  auquel  l'autour s'est situé,  c'est-à-dire à  no  transformer  los 
mots  ot  expressions utilisés qu'on restant  à  un  môme  niveau de  descrip-
tion,  afin do  no  pas  modifier le  contenu môme  du  document.  C'ost ainsi 
quo  los  mots  décrivant uno  structure atomique  no  sont pas  los  mômes  quo 
coux relatifs à  un  point  de  vue macroscopique  ot  uno  question  r6d"Lg,~e 
on  terme  d'une  structure ne  devra  se voir  correspondre  que  dos  docuracn:ts 
rédigés  "au môme  niveau",  du  moins  dans  une  promièro réponse. 
Do  la môme  façon,  on pourrait être tenté  d'attribuer  à  chaque 
objet un  schér;1a  plus  ou  moins  cor.1plexo. 
-------------------------------------------------------------------------------
( 1)  voir Perry ot Kent.  Tools  for  Iftachine  li  tora  ture  searching" 
Intorscionco  1958. 
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Exemple  Un  modérateur  pout être nomné  de  différentes  façons;  on  a 
donc  affaire  à  dos  expressions  synonymes  mais  qui mettent  on 
jou dos  él·5monts  do  plusieurs  niveaux  g 
,  ...  obj~~t--·, 
'  ~" -··-~-~-.. --- 1 
1 • 
4. 
r:1odôra tcur  ,  ______  ____.  6. 
ote •••  fig.  2 
D'après  co  qui  a  été dit jusqu'ici,  c'est lo  cliagrammo  4  qui 
os-t  lo  bon  si lo  seul  mot  modérateur  ost cité  dans  le toxto analys6. 
Par  contro,  lo  diagramme  gén5ral permettra do  savoir  quo  los autros 
schémas  peuvent  réolloraent  exister. 
AC:TIONS  :G'r  REL'I.TIONS 
Une  action ost  considérée  coom.o  tcut  co  qui  ünpliquo  un  chan-
gomont  d'6tat. 
ox.  "fabrication"  implique  lo  passage  d'un état non  fini  à  un  état fini. 
Cos  ac-tiens  sont bâtios diroctonont  à  partir do  la plupa:::-t 
dos  vorbos  du  langage ordinaire  et ollos jouent le rôle  dos  VOl'bos  du 
langage réduit.  Toutefois,  certains vorbos  CI'Clinaires,  los  verbes  ôtro, 
avoir,  posséder  ote •••  n'ont  pas  d'5quivalonts  on  tant quo  verbes  ~u 
langage  r6duit,  puisqu'ils n'impliquent  pas  do  changement  d'état,  ils 
ca:r:act:3risont  en fait  chacun  un  état. Ils  trouveront  lour équivalent 
dans  los  rol~tions d'identité  et  d'appartonanco. (1) 
Relation d'identité  (I) 
:---------:,  I  .  ...-----··-·--·-, 
Réacteur  1~-·  -----(nucléaire) 
'-... -~~-~-~  .. ___  _......, 
fig.  3 
JJe  réactr:mr  est 
nucléaire 
(l)  Le  rapport  GRISA  n°5,  pnblié  en  août  19GO,  fait le point  des 
conventions  oui  ont  été  adoptées  en  ce  qui  concerne  les relations. 
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Relation d'appartenance  (E) 
E 
1 Réacteur ;f----i  raodérateur 
Le  modérateur 
fait partie du 
réacteur .(ou: le 
réacteur possède 
un  modérateur) 
1 
fig.  4 
Les  relations  concernent  également  los rapports  de  temps,  de 
lieu,  de  circonstance,  do  but,  de  cause  Gtc ••• 
Nous  avens dit qu'une action  implique un  changement  d'état. 
Or  cet état est déterminé  par un certain nombre  do  conditions  que  l'on 
peut  appeler  ses  coordonnées  :  (position,  tenpGrature  etc ••• ) 
Uno  ou  plusieurs  do  cos  coordonnées  sont modifiéos  au  coura 
du  changement.  Nous  avons  donc  des  schémas  du  type  suivant  : 
Groupe  Action. 
!  1 
1 point J 
'"--;r-
~  /  ' 
/  .  ·~ 
{coordonnées\ 
!  1  '\  J 
\..  /  fig.  5 




dë  l'~\ 
\  coô:~;dpn- J  .  nc,es  ' 
\"-----~  -.......  ./ 
Ainsi  pour-·1:·cs  rapports  de  tonps,  de  lieu,  de  circonstancG, 
les relations  correspondront  aux prépositions 
ex. 
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Il n'y a  bien sûr  pas  lieu de  prévoir l'utilis:1tion do  toutes 
los prépositions  existant dans  un  langage  donné;  il faut  au contraire 
rocharcher  los prépositions  do  base qui ont  soule  une  raison d'exister 
du point  do  vuo  scientifique.  Ceci  tient à  co  g_u'il  se  pose  également 
ici dos  problèmes  do  polysémie  et  de  synonymie  dont il y  a  lieu de  tenir 
coopte.  Une  môoo  préposition pout vouloir signifier plusieurs  chosGs 
suivant los mots  auxquels  elle ost attachée;  au contrairo 9  doux  pr8r-o·-
si  tiens  peuvent  avoir  le mômo  sons  - Pour  trouvor  los  rclc1 ti  ons  n('Jcos-
saires,  il sera  commodo  do  rochorchor  quelles  sont  to,_ltos  los :possib_-
lit6s d'utilisation d'un intervalle do  coordonnéœquolconquoo 
Consid8rons  p::tr  exemple,  pour  débuter?  un  intorvalJ.o  Gntro 
doux  coordonnées. 
On  pout  s'intéresser  :  à  un  point  do  cet intervalle  (A) 
à  un  intervalle  compris  dans  le premier  (D  ) 
aux points  oxtérioill's  à  l'intervalle  (AP 
AV) 
et,  d'un  point  de  vuo  dyno,miquo  ~ 
à  un  déplacomo;t  vors  l'intervalle  (v) 
L,_  - - y  )  a un  èLo:p.Lacer:wnt  aopuls  ùn  poJü-t  \DE 
jusqu 1à  un  ~utro  (JU) 
Ainsi  pour  off,Jctuor  une  cmalys  ~,  il ost n8cossairo  do  bion 
voir la nature  logiq_uo  dos  relations  pouvc:mt  so  prôsontor. 
Los  relations  do  moyen~  do  but?  do  cause  ote o o.  no  prüson.tont 
pas  do  difficult6s sp3cialos. 
Mo;;ron  M 
--------. 
1"-~·'T T.-'"r;litîl\' 









Eut  ~  P 
(pour) 
fig.  7 
Prôparo,tion 
. 

















A la limite,  il ost tol quo  tous  les  contextes  possibles  d 1un 
ohjot quelconque  y  sont  indiqu8s.  On  y  introduit donc  tout  le contenu 
dos  publications;  on  opère  commo  si l'on consid:Srai  t  l'ensemble  dos 
pul,lic::tticns  comno  un  seul  document.  Ccci  ost  justifié par le f:1it  qu'un 
docu:Jont  donneS  ost toujours lié à  d'autres,  le1  :pluprut  du  tornps  pareo 
qu'il se  sort  de  mots  qui  ont  donné  lieu à,  dos  explications dn.ns  cos 
autres  docuoonts. 
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Fina1emGnt,  c'est l'ensemble  des  diagrammes  correspondant  à 
chacun  dos  documents  qui  constitue le diagramme  général,  Pour  que  les 
diagrammes  particuliers puissent  se  superposer,  il fQut  que  les objets 
dont  ils traitent soient les  m~mes,  c'est-à-dire se  situent dans  le 
même  contexte. 
Exemple  de  partie de  diagramme  général d'après une  étude  de 
IL  Dotant  o 
l!__  -· -- i  - - -- - -···.  ···-·  -- '=t  - - - --
1 
0.)--·--·-'  fig~  8 
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Co  diagramme  général  nous  pornot  de  répondre  do  façon  COQplète 
à  toute question.  En  effot,  nous  y  trou,rons  cl8jà  des  indications hiôrar-







~  ~  r  i 
rünorais  j~::-.. -'1 urar.d  um  i 
~  1 
'------.,.  .. 1,-.-...  -'-----~~ 
!br 
'  ; 
:--- .  t  E  "j~----.  l  E  . ;--.  ·--, 
;  th(lru.un  j· .. ·----·-..,.1  nunera1.  s  (- -··--·-!  Franl  um  1 
,  ____  ... ___ ,,_.  -~  L.---"----··--"-;  L----- -·-~--_J 
fig.  9  oxomplo  d'indications hi6rarchiquos.(l) 
D':::mtro  part,  si nous  prenons  soin d'y distLv;uor  co  qui  a  ôté 
app·)rto  :p<l:r.'  cnar 1uc  clocumont 9  nous  avons  la roponse  compi.èto,  pnisquü 
~~us procCdons  par  comp<lraison. 
(voir  ta1:loau  p<lgo  suivanto) 
(l)  Par la suite il a  ~té  jug~ nécessaire  de  distinguer  deux 
sortes  de  relations  d'appartenance  =  l'appartenance  à  ~~e 
nclasse 11  et l'  apparten3.nce  ".phy.:3ique 11 • 
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Ainsi la partie gauche  du  dütgrar::oo  a  été construite  à 
p,~rtir do  CJ_uatro  documents  A7  B,  C ct  Do  (fig,8) 
Si une  quostic;n  ost r8digéo  dans  lGs  torP.J.os  suivants  z 
''trouver les  docuconts  qui  se rapportent  aux procédés  de  traitement  des 
L1inerais  d'uranium et do  thorium",  le docunent  C devra bion  entendu ôtre 
s6lecti0nn6  et des  indications  suppl6montaires pourront  &tre  données 
d'après  los  liaisons hiérarchiques et lat6rales. 
ex.  Si  l~documents sortis ne  suffisent pas,  il est pos-
sible de  rechercher  égalmnont  dos  documcmts  qui  se rapportent  au trai-
tocont  dos  t~ünorais d 'uraniuD  ~èn  général. 
Rooarquons  quo  si aucun  document  ne  répond directement  à 
le1  quostion  posée,  il ost possiblo d'obtenir  tout  de  môr.1c  des  d.ocuments 
qui1  pris  cnsor.1ble,  y  r3ponclent.  Il suffit pour  cela que  la question 
entière figure  dans  le  diagrar:une. 
ex.  Trouver  los docuuents  se r.:1pportant  à  la prospection 
de  ri1inorais  qui  peuvent  donner  lieu à  un  trai  tomont  par fluoration. 
question  : 
fig.  11 
Aucun  dos  docur:wnts  A,  B~  C ou  D  no  répond  entièrorùont  à 
la question,  nais la conbinaison A +  B est satisf.:1isanto. 
Il nous  faut  bien ontondu repasser  en  forme  linéaire. 
L1intorventi:n des relations apporte  évidoonent  des  dif-
ficul  t0s  d' o:cplci  tation par rapport  aux  sin:ples mots-clôs  avoc  des  sys-
tèoos  sioploso 
Lem  systèr.:1es  du  genre  pook·-a-boo~  c' ost-à-cUre ceux  que  1 1 on 
utilisa par  transparence,  donnent  lieu à  l'utilisation suivante  ~ 
Supposons  que  1'  on  vouille noter  ARB  cù A et B représo:'l tent 
des  nctions-clôs  et Rune relation.  Nous  pouvons  attribuer une  carte à 
chacune  des  notions  et à  la relation et obtenir los  doetmor:ts  comportant 
ARB  par  transparence,  à  condition de  prendre  soin do  pr6voir los  flexions 
nécessaires  pour  les raisons  exposées  au  dôbut  (notamrwnt  qu-:mt  à  la 
direction de  la relation). 
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K.  Cardin m:ra  l'occasion de  montrer  dans  l'exposé  suivant 
coiJr;JGnt  on  pout  e:ffectiver:ent uti1isor un  dispos:L tif b:cwé  sur  ce  princi-
pe. 
Toutefc:Ls,  la conception  et l'utilisation d'une  partie 
suffisaooent  ioportante  du  diagramme  g~néral ne  peuvent  se  co~ce~nir 
qu'à  l'ai~e de  calculateurs  sp~ciaux et  nous  verrons;  lors  de  la 
dernière  journée 1  comment  il est  effectivement possible  de  les  envi-
sage~o 
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ANALYSE  ET  SELECTION  DOCUHENTAIRES 
DANS  LES  SCIENCES  HUHAINES 
J.C.  GARDIN  (H) 
Quand  j'entends Braffort dire  que  nous  allons  de  plus  en plus 
vers le concret,  et  que  ce  concret  est représenté par les sciences  hu-
maines,  cela me  met  à  l'aise, car le concret,  comme  vous  allez le  voir~ 
c'est un  peu l'anarchie,  de  sorte  que  nous  allons  lentement  de  l'ordre 
vers  l'anarchie.Mais c'est peut-&tre  une  bonne  m~thode que  de  montrer  ce 
que  l'on peut  faire  dans  des  domaines  anarchiques,  pour  intr duire  un 
semblant  d'ordre par des  procédés  très proches  de  ceux  qui  v  ennent 
d~&tre exposés  par  Leroy. 
Une  première  question qui  vous  est peut-être venue  l'esprit, 
à  la suite  des  exposés  des  deux  derniers  jours,  est  de  savoi  où  condui-
sent ces  recherches  d'analyses  formelles  - car  en  fait il s'  gissait 
bien,  sauf  ce  matin,  d'analyses  formelles,  et  non  pas  d'anal. ses  séman-
tiques- où  conduisent,  du point  de  vue  de  la recherche  docu.entaire, 
ces  procédés  de  formalisation  linguistique.  La  réponse  est d'jà contenue 
dans  les  commentaires  qu'ont  donnés  les  exposants,  ici m&me.  En  effet, 
l'analyse purement  formelle  ne  suffit pas  à  rendre  compte  de  ce  qui  est 
spécifique  dans  un  texte;  en  d'autres  termes,  elle n'introdu"t pas  une 
discrimination suffisante,  et l'on est appelé,  m&me  dans  des  entreprise~ 
qui  se  veulent  purement  formelles  comme  celles de  Chomsky,  à  recourir  à 
des  catégories  qui  relèvent  au  moins  en partie d'une  analyse  sémantique. 
Puis,  Braffort  a  montré  que,  môme  en  introduisant ces  notion  sémantiques, 
les  formalisations  au~quelles on  aboutit  ne  sont pas  encore  ssez  fines 
pour  rendre  compte  de  toute ia diversité  des  énoncés  linguis iques. 
Le  cas  de  la littérature propre  aux  sciences  humaines  est à  et  égard 
fort  bon,  parce  que,  pour  la raison  que  j'ai indiquée  au  corn  encement, 
à  savoir l'état anarchique  de  ces  sciences, il est impossibl  au  départ 
de  se  fonder  sur  un  ordre  quelconque,  du point  de  vue  de  la  ormalisa-
tion.  On  se  trouve  d'emblée  en  présence  de  langages  extrêmem  nt riches, 
très peu systématisés,  où  chaque  notion est pratiquement  jus ifiable  de 
plusieurs définitions,  selon les auteurs,  selon les pays,  se  on  les  éco-
les9  de  sorte  que  le problème  de  la formalisation  est  immédi .tement  et 
essentiellement  un  problème  sémantique.  Un  premier aspect  de  cette situa-
tion particulière est la fragilité  de  la dichotomie  très  fréquemment 
citée,  et  encore  ce  matin par Leroy,  entre les  éléments  d'une part et 
les relations  de l'autre- autrement  dit  toutesle_s_ë~iTités nominales 
x  Centre  d'Analyse  Documentaire  pour  l'Archéologie. 
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d'une  part,  et de  l'autre,  tous  les moyens  linguistiques qui  servent  à 
exprimer les relations entre  ces  entit~s.  Cette  distinction est prati-
quement  impossible  dans les sciences humaines.  A la lirniteJ  le  seul 
@tre  naturel,  la seule  entit~ nominale,  c'est l'objet même  de  ces  études, 
à  savoi:::- l'homme,  l'individu.  Je  dirais  quE;  to1.1tes  les autres entités 
sont  des  abstractions,  ot qui  dit abstraction dit au  fond,  à  un  certédn 
égard,  relation  d'une  c'mti té  abstr~dte pf;.r  rapport  2v11  système  qui  la 
d~finit. Il n'y a  pas  d 16tre naturel,  il n'y a  pas  d'~tre r6el  dans  los 
scitmcc'ls  h1~maines,  en  dehors  de  l 1hom::ne  - et  évidemment  cet  élément-} à 
n'est pas  très utile  pour  la construction  ':l'un  système  d 1analyse  formel-
le.  Dans  le meilleur des  cas,  les abstractions  dont  je parle  sont  des 
abstractions  à  peu  près universelles,  c 1est-à-dire qu'elles  sont  définies 
avec  ré'llativement  }:Jeu  d 1a.mbi[;"'J.Ïté,  et qu'elles  sont  fondées,  au  moins 
en  a.pparence,  sur v.ne  espèce  de  substrat nat<;trel.  C'est l 1image 1  e::-1  tout 
cas,  que  1 1 on  se  fait  de  cGrtains  termes  abstraits  co:nme  par  exemple 
ceux qui  à.ésit,'Yien t  les relations  de  parenté.  Oj_1.  peut  i:r;HJ..giner  en  effet 
qu 1il n'y a  aucune  am"biguïté  sur  ce  que  c'est,  par  oxemple,  qu 1un  "père~' 
un  "oncle 11  ou  v.ne  "grand-mère 1;,  Niais  dès  q11e  l'on cherclw  à  raffiner la 
définition  de  ces  termes,  on  s'aperçoit que  ce  sont  des  d6finitions non 
pas naturelles mais  cul  turellC:;s  et que,  m&me  dans  un  domaine  apparermnent 
aussi 1.miversel,  aussi  concret,  que  celui  des  systè;aes  de  parenté,  les 
définitions  sont  des  définitions relatives  à  une  cul  L:re  donnée.  Il exis-
te  une~  qunnti té  d.e  sociétés  di tes primitives  prcr .exemple  où  les o'1cles 
nG  sont  pas  du  tout  des  oncles  "biologiques", .mais  plutôt des  oncles 
"sociologiques",  c 1est-à-dire qu'ils  occup.:mt  des  positions différentes, 
dans  des  systèmes  de  parenté qui  sont  eux-mGmes  cliff~rents.  De  sorte  que 
si l'on emploie  le  terme  dans  l'analyse  - à  savoir  onr::le,  grand-père, 
grand-mère  ou  autres- à  l'intérieur de  cadres  sociologiques  différents, 
on  introduit une  ambiguïté  séms,ntique  qui  peut être  gônal1.te  au  moment 
des  recherches  documentaires.  Je  prends  cet  exemple  des  termes  de  parenté 
parce  que  c'est le plus  concret  qui  soit,  et pour  vous  montrer  que  dans  le 
meilleur des  cas,  les notions  dont  on  se  sc;rt  dans  les  sciences  humaines 
sont  des  notions  foncièrement  abstraites et foncièrement  instables  de  par 
leur contenu  sémantique. 
A la limite,  un  grand nombre  de  notions  propres  aux  sciences 
sociales n'ont  de  sens  que  dans  le  cad:re  d'une  ceTtaine  théorie  particu-
lière  dont  elles font  partie~  par  exemple,  envisagez  des notions  très 
fréquentes  telles que  l'"acculturation",  la "volonté  de  puissance", 
1 1 "harmonie  sociale",  1 1 "intégration  de  l'individu au  groupe''  -- autant  de 
concepts  dont  on  se  sert constamment  d2.J1s  la littérature,  mais  dont  per-
sonne  au  fond ne  sait très clairement  ce  qu'ils recouvrent. 
Entre  ces  deux  extrêmes,  se  trouvent  toute  une  série  de  termes 
qui  sont des  éléments  nominaux  et que  l'on pourrait  ê\tre  tenté  de  traiter 
comme  ces entités fondamentales  dont  parlait Leroy  ce  matin  :  pa:r  exemple, 
les "rois",  les  "prêtres",  les  "marchands",  les "esclaves"  etc.  Iviais 
pouJ:'  les mêmes  raisons  que  da.ns  le  cas  des  termes  d 1 origine  apparemment 
biologique  comme  les  termes  de  parenté,  il est très difficile  de  donner 
une  dsfinition universelle et stable  surtout  de  chacune  de  ces  entités. 
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On  ne  peut pas être  "roi"  dans  l'absolu?  être roi  suppose  qu'il y  ait 
quelque  part des  sujets  dont  on  est le roi.  Or,  il existe une  très  gran-
de  variété  de  relations possibles entre un  individu privilégié et un 
groupe,  qui  font  que  l'on peut  dire  ou  ne  pas  dire  que  l'individu en 
question  est  "roi 11  ou  non.  Le  terme utilisé n'a pas  tellement  d'impor-
tance;  on  peut imaginer une  quantité  de  périphrases qui,  rapportées  à 
un  être  donné ?Lndiquen  t  d 1 une  façon  parfaitement certaine  qu 1 il est "roi", 
plus,  peut-être,  que  celui  auquel  on  applique  le  terme  de  "roi"  da.YJ.s  un 
texte. Il est évident qu'une  analyse  qui  s'effectuerait strictement  au 
niveau  de  la forme  littérale  de  l'énoncé perdrait par conséquent une  large 
part  du  contenu  sémantique  des  textes.  Du  même  coup,  on  voit que  cette 
distinction fondamentale  entre les éléments et les relations,  dont  nous 
étions  tenté  de  partir,  ne  peut pas être retenue.  Nous  avons  bien plu-
tôt affaire  à  des  "fonctions"  définies par  certaines associations récur-
rentes entre  des  individus et divers prédicats  dont ils sont l'objet. 
}liais  l'on est alors  conduit  à  considérer une  quantité  de  doublets  selon  que 
les prédicats désignent  des  actions particulières,  non-récurrentes  e::~cep­
tionnelles  - par exemple  des  "appropriations  de  biens",  des  "déplacerrents 
de  personnes"  de  "grands  travaux",  en  général  - ou  au  contraire des  fonc-
tions  générales,  récurrentes  ou  institutionnalisées- par  exemple,  en  cor-
respondance  avec  les  "appropriations  de  biens",  los vols,  los  saisies, 
les cautions,  actions qui  toutes impliquent  des  transferts  de  biens,  mais 
qui  sont  définies  dans  des uni  vers  tout  à  f.ü  t  particuliers,  juridiques 
ou  poli  tiques;  de  môme,  parallèlement  aux  11déplacœnents  de  personnes  en 
général,  les exils,  les  ambassades  et plusieurs autres  termes  qui  tous 
impliquent  un  déplacement  de  personnes,  meis  toujours  dans  un  cadre  par-
ticulj_er,  également  juridique  ou  politique  d_ans  les deux  exemples  que  .je 
viens  de  donner;  enfin 9  parallèloment  aux  "grands  travaux",  certaines 
notL:ns  telles que  la corvée  9  1 'artisanat même 9  qui  re  pré sentent chacune 
un  cas particulier des  travaux  en  général.  L'analyse ne  peut  jamais  s'ef-
fectuer  sans l'existence  dans  le  code  de  ces  doubletsï  c'est-à-dire  que 
la notion  générale ne  dispense  pas  des  variantes spécifiques et que 9 
réciproquement,  un  catalogue aussi  complet  soi t-il de  toutes les mruüfes-
tations  spécifiques  d 'u__ne  notion  générale  ne  permet pas  non  plus  de  se 
passer  de  la notion  générale. 
La  conséquence  d'une  situation de  ce  genre  est que  le langage 
m&me  de  1 1 analyse  prés  en  te  encore  un  graYJ.d  degré  do  li  ber  té,  et qu 1 en 
fait  on  ne  peut  pas  dire  que  nous  soyons  parvenus  à  aucune  formalisation 
entièrement  satisfaisante dans le  domaine  des  phénomènes  humc::.ins 9  qu'il 
s'agisse  de  textes,  d'objets,  d'ornements  abstraits 9  qu'il  s'agisse enfin 
d'images,  c'est-à-dire  de  documents  iconographiques.  Dans  aucun  de  ces 
cas 9  nous  n'avons  pu  définir une  formalisation  qui  soit  suffisammGnt 
rigoureuse  pour offrir une  certaine  garantie  d'universalité.  En  outrG, 
chaque  système  formel  demeure  largement  subjectif dans la mesure  où il 
nous  est difficile  de  faire  abstraction  de  nos  propres  catégories lin-
guistiques,  c'est-à-dire  de  nos  catégories  conceptuelles,  au  cours  de 
son  élaboration.  Ces  catégories  conceptuelles nous  sont  données  par le 
langage  que  nous  avons  appris,  et il n'est pas  du  tout sûr que  dans  un 
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m~me domaine  d'autres  individus appartenant  à  des  cultures différentes, 
disons  un  Malgache  et un  Indien  de  plaines  d'Amérique  du  Nord,  auraient 
obtenu le  mElme  système  de  formalisation.  Vous  voyez  à  guel  point la 
situation est différente  de  celle  où  nous  sommes  dans  les  sciences na-
turelles,  puisque,  même  lorsque  nous  découvrons  certains phénomènes  en 
apparence  bien  délimités,  par  exemple  les  formes  de  vases,  nous  ne  pou-
vons  jamais avoir 1 1 assu1. ance  que  les catégories auxquelles nous  abou-
tissons  sont  des  catégories universelles. 
Chemin  faisant,  j'ai déjà fait allusion  à  une  difficulté que 
l'on rencontre  dans  l'analyse  des  textes,  ou  plus  généralement  dans 
l'analyse  des  documents  intéressant les  sciences  hwnaines  :  c'est 
l'équivalence  entre  certaines notions définies par  des  mots  simples, 
et les mGmes  notions  d6finies par  des  périphrases  ou  par  des  proposi-
tions  complexes.  Un  premier  bu.t  de  1 'analyse  séma..r1 tique  est de  mettre 
on  évidence  ces  équive.lences.  C'est un  problème  que  l'on rencontre  dans 
l'étude  des  textes,  mais  aussi  dans  l'analyse des  images,  puisque le 
môme  thème,  autrement dit le même  évènement,  peut être représenté  gra-
phiquement  par une  série  de  formes  différentes,  non  seulement  en  ce  qui 
concerne  les acteurs  de  la scène,  mais  aussi  dans  l'expression  des rela-
tions  ou  des  actions entre  ces  acteurs.  Il y  a  là une  quantité  d'équi-
valences  que  nous n'avons  jamais réussi  à  épuiser entièrement,  même  dans 
un  domaine  limité; là encore,  c'est une  difficulté qu'il faut  garder· présente 
àl 1esprit lorsque l'on veut  comparer les  problèm::;s  d'analyse  da'1s  los 
sciences naturelles et dans  les sciences  sociales.  Nous  ne  sommes  ser-
tainement  pas  dans  celles-ci  en  préscmce  d.e  situations aussi  facilement 
mises  en  équation  que  dans  celles-là.  Cependant,  ce  genre  de  problème 
n'est peut-être pas particulier aux  sciences  sociales)  on  le retrouve 
dans  certaines disciplines des  sciences naturelles,  et  je pense,  en l'oc-
currence,  à  la sémeiologie  médicale.  Si l'on voulait aujourd'hui  cons-
tituer un  langage  de  la pathologie,  je  pense  qu'on  serait bien  en  reine 
pour  poser  toutes les équivalences  entre les différentes constellations 
de  s;ymptômes  pris  "n"  à  "n"  et les phénomènes  globaux  baptisés  du  nom 
de  maladies,  Il existe  en  effet,  dans  un  domaine  de  ce  genre,  une  quan-
tité de  regroupements  qui  ont reçu un  nom  de  baptême  - souvent  éphémère  -
mais  aussi une  quantité d'autres qui  nt-ont  encore  jamais  été explicités 
pe.r  le langage.  C1est,  en  fait,  cette  mi3me  situation que  nous  rencontrons 
le plus  souvent  dans  les  sciences  sociales. 
Supposons  cependant  ce  premier  type  de  problème  résolu;  lors-
que  l'on dispose  d'un vocabulaire  descriptif bien défini,  à  tous les 
niveaux  de  spécificité,  il reste  à  exprimer les  rapport~ variables  que 
tous les  éléments  de  ce  vocabulaire  peuvent  entretenir les uns  avcc  les 
autres,  dans  les divers  typos  de  phénomènes  ou  de  "propositiona"envisagés. 
Ici,  je m'écarte un  peu  du  langage  de  Leroy:  j'entends par  "relation", 
je  crois,  ce  qu'il appelle  lui-même  "action",  c'est-à-dire un  changement 
d'état d'un  certain "objet"  provoqué  par l'intervention d'un  certaj_n 
"sujet",  l'objet pouvant  êtr<-;  une  abstraction  aussi  bien  qu'un être réel. 
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Leroy  a  montré  ce matin,  par ses  diagrammes,  la façon  dont  on 
pouvait  séparer ces  deux  pôles d'une relation. Mais  une  question vient 
à  l'esprit devant  de  tels  diagrammes  :  c'est le sort qui  leur est réser-
vé  lorsqu'on les atomise  eux-m@mes  pour les introduire  sous une  forme 
linéaire  dans  une  mémoire  quelconque,  autrement dit lorsqu'on  sépare  ce 
que  le diagramme  a  réuni  par certaines flèches  judicieusement placées. 
A ce  moment,  toutes les relations,  qu'elles désignent l'appartenance, 
l'existence,  l'identité d'une part,  ou  une  action proprement  dite  de 
l'autre,  toutes  ces relations  ou  les flèches  qui leur correspondent, 
~eviennent en  quelque  sorte  indépendantes.  On  peut alors,  au  moment  de 
la recherche,  les rattacher à  n'importe quel  support et obtenir de  la 
sorte  toute une  série d'interférences  ou  d'ambiguïtés,  puisqu!on ne  sait 
plus  à  quels  éléments  de  l'analyse  sc  rapporte  chaque  relation.  En  d'au-
tres  termes,  les  combinaisons réelles sont  égarées  parmi  une  quantité 
d 1 autres possibles,  et 1'  on  a  perdu la valeur  sémontique  de  1; orclre  des 
él8ments  dans  le  diagramme.  Je  pense  que  Leroy nous  expliquera cet après-
midi  comment  il envisage  de  résoudre  cette difficulté,  _et  je ln laisse mom-
mcmtanément  de  côté  pour  exposer  tout  de  sui  te une  deuxième  catégorie  de 
problèmes  moins  souvent  débattus  :  c'est ce  que  j'appellerais l'existence 
des  "sauts  sémantiques"  dans  1 1 analyse  d'un  ensemble  de  notions  contig(ies. 
Dans  le cas le plus  simple,  pour  chaque  terme  pris isolément, 
lo  saut  sémantique n'est ras  autre  chose  que  la synonymie.  On  peut  cons-
truire soit  à  priori,  soit  à  posteriori,  le  champ  sémantique  de  chaque 
terme,  et retrouver ainsi  toutes les variations littérales sur un  thème 
concPptuel  donné,  selon le contexte.  Telle  ost au  fond la fonction  des 
' 1Thesaurus";  je  pense  que  certains d 1 entre vous  ont  dé.jà  rencontré  ce 
genre  d'ouvrage,  ou  leur description dans la littérature. Les  Thesaurus 
sont des  dictionnaires  de  synonymes,  mais  au  sens  e.t.-&.rgij  ~-E~  eont 
plut6t des  tablGs d'associations d'idées  groupées  par mots  dont  Roget, 
au  i9èmo  siècle,  a  donné  le  spécimen le plus  célèbre,  en  anglais,  et dont 
Wartburg a  fourni  plus récemment  à  Vienne  u.ne  version  systématique  pour 
la lang<..'.e  ;française.  La  méthode  du  Thésaurus  ost utilisée aujourd  1 hui  par 
l'école anglaise  de  Cambridge_dans la résolution des  problèmes  de  tTaduc-
tion automatique.  Ivlais  olle n'est pas  suffisa."l.te  pour l'analyse  documen-
taire parce  que  le  passage  d'une  signification explicite  à  tout un  eï1sem-
bJ.e  cle  significations implicites ne  s'effectue pas  seulement  au niveau de 
chaque  mot  pris un  à  un.  Le  problème le plus  grave  et le plus difficile, 
c'est celui  des  "sauts"  sémantiques  provoqués  par la conjonction de  deux, 
trois,  ou  plFsieurs  termes voisins.  J'en  d.onnerai  un  exen:ple  conoret par 
tm  texte  très  simple  emprunté  à  un  code  juridique  de  1 1 ancien Orient. 
"Si le palais s'écroule provoquant la mort  du  roi,  on  emmurera l'archi-
tecte qui  a  construit le palais". 
C'est  donc  une  relation entre un  certain accident  considéré 
comme  un  délit,  et une  sentence  juridique. L'analyse  de  cette phrase 
consiste naturellement  à  retenir tout  d'abord les  termes  explicites,  à 
savoir le palais et  son  écroulement,  le roi et sa mort,  l'architecte et 
sa condamnation.  Mais une  analyse  qui ne  citerait que  ces  seuls  termes 
serait extrêmement  pauvre.  En  particulier,  elle ne  permettral  t  vraisein-
blabloment  pas  de  retrouver  ce  texte  chaque  fois  que  l'on envisage par 
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exemple  "Les  conséquences  juridiques des  accidents  dus  à  l'incompétence 
professionnelle".  Dftns  cette proposition  figurent  en  effet  des notions 
qui  font  défaut  dans· lo  texte et qui n'ont  aucune  raison  d'apparaître 
dans  le  champ  sémantique  d'aucun des  termes  de  l'énoncé.  Celle  d.'"acci-
dent",à la rigueur,  pourrait  se  trouver  dans  le  champ  du  verbe  "s'écrou-
ler". Mais la notion  d'"accident mortel",  qui  doit être  considérée  dans 
les problèmes  juridiques  comme  une  notion  globale  insécable,  est ici 
donnée  par une  conjonction  de  termes:  "(lE;  palais)  s'écroule  (provoquant 
la)  mort  (du roi)". 
De  la même  manlere le lien entre les deux  propositions  consé-
cutives  - la première  qui  constitue l'accident,  la cause,  et la second.e 
qui  en  est la conséquence  juridiq1J.e  - montre  que  cet emmurage  è.e  l  1 ar-
chitecte est une  condamnation  à  mort,  une  condarrmation  juridique.  Cela 
pourrait  très bien ne  pas  être le  cas  :  on  peut fort  bien  imaginer que 
l'on emmure  des  gens  sinon  pour le plaisir 1  du moins  selon  son  bon  plai-
sirj  c'est-à-dire dans  un  cad.re  tout autre  que  juridique.  Cette notion 
"condamnation  à  mort"  ne  se  trouve  dans  le  champ  sénantj_que  d 1 auc::tndes  ter-
mes de  l'énoncé pris un  par un,  mais  uniqllem,ëmt  au  niveau  de  la conjonc-
tion  entre la première  pro~osition et la seconde.  Le  fait  de  dire  de  la 
condamnation  que  c'est une  condamnation  à  mort  est une  induction allpli-
fiu..'1te,  puisque  rien ne  nous  dit que  l'ar~h-it-;c;te  soit mort;  mais  comme 
nous  nous  trouvons  dans  un  contexte  juridiq-cle,  que  l'on sait que  la sen-
tence  est infligée  à  l2.  sui te  cl. 1un  accident qui  a  été lui-même  m':l:rtel, 
il est fort  probablG  quG  le  but  do  l'  emmurage  est  de  pro'roquer  à  son 
tou:;:·  la mort  du  responsable  de  l'accident.  Là  Gncore  1  une  méthode  pure-
ment  mécanique  d'analyse  sémantique,  par  des  pro0édés  tels que  le  The-
sau:cus,  ne  donnerait  jamais  ce  genre  d'extrapolation pourtant indispen-
sable. 
Voilà  donc  un  premier  "saut"  de  la phrase  "n-c.wléairen  à  un  pre-
mier  "anneau"  sémantique.  l'liais  il y  a  d'autres notions  impliquées  dans 
l'énoncé,  en particulier cette  de  "talion".  Toute  personne  un  peu familiè-
re  avec  la procédure  orientale,  la procédure  juridiq_ue  bien  entendu, 
reconnaîtra  dans  cette proposition un  cas  d 1 application  du  talion}  c 1 est-· 
à-dire  en  sorn:n.e  le principe  de  1 1 équivalence  èu  dr~li  t  et  d.e  la peine. 
A l 1accident mortel  provoqué  vraisemblablement  par une  faute  profession-
nGlle  succède  la mort  du  r(:,sponsable  professionYlel  en  questj_on.  lVIais 
l'inclusion du  terme  "talion"  dans l'analyse marque  un  deuxième  saut 
sémantique,  non  plus depuis la phrase  originelle,  mais  dt~jà  dGpuis  une 
première  interprétation  de  la phrase  originelle.  De  même,  une  notion 
importante  manque  encore  dans  1 1 analyse  :  c 1 est celle  de  "n:; sponsa-
bilité professionnelle".  La  raison  de  la condamnation  de  l'architecte 
n'est pas  du  tout  celle qui  conduit  à  condamner les meurtriers  en  géné-
ral pour un  crime  prémédité.  L'architecte est coupable  en  tant  qv_e  res-
ponsa1:le  de  la construction  du  palais  :  si  ce  palais s'écroule,  c'est 
l'architecte que  l'on condamne.  Autrement  dit,  de  la conjonction  dG 
plusieurs  termes,  dont  certains  sont  des  termes  dérivés,  et non  pas  don-
nés  explicitement,  on  peut inférer qu'on  se  trouve  devant  un  cas  de 
":cesponsabili té 11  juridique,  et  m~me,  plus  spécifiquement,  de  "respon-
sc.bilité professionnelle"  à  cause  de  la présence  de  l'architscte 
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Ces  "sauts  sémantiques",  à  partir d'une  proposition nucléaire 
quelconque,  ne  peuvent  pas  être effectués,  du  moins  actuellement,  par 
des  procédés  purement  déductifs,  entièr,:;mcnt  mécanisables.  Cette  impos-
sibilité n'est nullement  d 1o:rdre  philosophique;  elle tient  seulement 
a.u  fait  qul~  nous  connaissons  encore  fort  mal  les principes qui  régissent 
ces  générations  successives  de  concepts,  au  fur et à  mesure  que  l'on 
étend le  champ  des  associations verbales.  C1est la raison  pour la(uelle 
les méthodes  fondées  sur les dict.ionnaires  d(:;  s;ynonymes  ou  les diction-
naires d'associations  suggérées par les mots,  ne  sauraient encore  ré-
soudre  tous  les problèmes  de  l'analyse  documcntaire. 
Vous  voyez  donc  que  le problème  des  relations présente  en  fs.i t 
doux  aspects  :  un  premier  aspect,  en  quelque  sorte  mécanique,  qui  con-
siste à  trouver des  "trucs"  pour consorver la valeur  sémantique  de  l'or-
dre  des  mots,  lorsque l'on passe  d'un langage  natu.rel  à  un  système lin-
guistique  dont  les  termes  sont  en  principe  commutatifs;  et un  deuxième 
aspect  beaucoup  plus important  à  mes  yeux 1  à  savoir la détection  des 
principes qui  régissent les  "sauts  sémantiques"  lorsque l'on passe  d'une 
proposition explicite  à  l'ensemble  des  composantes  implicites. 
Je  ne  dirai  o,u 'un mot  assez  court  sur  ce  dernier aspect  du  pro-
blème,  pour  passer ensuite  à  cette  étude  des  "trucs"  dont  j'ai paTlé. 
Vous  voyez  tout  d'abord  que  la situation dans  laquelle nous  nous  trou-
vons  rend fragile,  en  tout  cas  pour le  moment,  les espoirs  que  l'on IJour-
rait avoir d'automatiser  complètement l'analyse  documentaire.  Quand  je 
dis  "automatiser l'analyse"  je  pense  naturollement  non  pas  à  l'~::,utomati­
sation  des  s3lections  docume::'ltaires,  mais  bien  au passage  automatique 
d'un  texte  formulé  dans  le  langage naturel  à  ca version codifiée  dans 
les  termes  d'un langage  artificiel. La raison  pour laquelle  cette entre-
prise  me  paraîtrait pour le  moment  suspecte,  au  moins  dans les  sciences 
humaim;s,  c'est gue  nous  ne  connaissons  absolument  pas los règles  cr~i 
servent  dE;  guide  pour effectuer toutes les  transformations,  tous  les 
sauts  dont  j'ai parlé,  depuis un  énoncé  quelconqu'a  jusqu'à l'ensemble 
de  ses  harmoniques  sémantiques.  Nous  pouvons  naturellement,  lorsque l'en 
prend  chaque  énoncé  isolément,  essaye:.~  de  donner une  sorte  de  modèle  des 
règles  en  question •  .i\1ais  ces  règles ne  vaudront  que  pour  l'exemple parti-
culier,  et il faudrait  au  fond  traiter un  par un  les innombrables  types 
d'énoncés  que  peuvent  constituer toutes  los  combinaisons  deux  à  deux, 
trois  à  trois,  n  à  n,  de  différents  mots  judicieusement  choisis dans  les 
langa,~es naturels.  Cela ne  me  paraît pas  du  tout utopique,  et  je  ne  veux 
pas  dire  que  cela ne  soit pas  faisable,  ni  mAme  souhaitable,  au contraire. 
Il existe  d'ailleurs une  discipline qui n'est pas  encore  fondée,  mais 
qui  n'attend pour naître  que  des  spécialistes  ~  c'est ce  qu'on pourrait 
appelGr la sémantique  structurale.  Elle  entroprendrait au  fond sur les 
sémru1tèmes  - c'est-à-dire non  plus  sur les  formes  littérales,  comme  vous 
1 'avez  entend'~ ces  derniers  jours,  mais  sur les significations  que  re-
couvrent  ces  formes  - elle entreprendrait  donc  sur les  sëmantèmes  des 
recherches  de  modèles,  des  recherches  de  st1'uctures,  selo·n  les m8mcs 
méthodes  que  la phonologie  ou  que  la morphologie  structurale  ou,  d'une 
façon  générale,  la linguistique  structurale,  mais  au niveau  des  concepts 
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et non  des  formes.  Malheureuw:ement,  pour  jouer  cc  jeu,  il faudrait  au 
fond  supposer le problème  résolu,  c'est-à-dire disposer déjà d'un  code 
coEceptuel  qui  permette  de  traduire  de  façon  économique,  mais  sans  perte 
d'information,  le  contenu  séoantique  des  phrases  du  langage naturel. 
Si  nous  possé:'ons  cet inventaire,  nous  pourrions  8n  effet en7isager  d.e 
rechercher,avec le  concours  de  certaines machines,  les  corresp::mdances 
entre les différentes formulations littérales et leur contenu  sémantique, 
autTemc:mt  dit  de  retrouv:::;r,  comme  je l'ai fait ici, les rapports entre 
les notions  dégagées  du  texte  "responsabilité",  "talion",  etc ••  -et 
chacune  dos  combinaisons,  deux  à  deux,  trois à  trois,  n  à  n,  des  diffé-
rents  termes littéraux.  Nous  en  sommes  aujourd'hui  très loin;  mais  dé.jà 
quelques  personnes  ont  en  vue  cette  sém2..ntique  structurale.  Si  cette 
science  se  constitue,  je crois qu'olle  sera d'un  très  grand  apport  pour 
la documentation  en  général  et  surtout pour la documentation  automatique;, 
dont  je ne  vois  pas  du  tout  comment  elle pourrait exister si l'on ne 
disposait pas,  au préalable,  de  ces  connaissances  sur  les  transformations 
sémantiques. 
Je  passe  donc  sur cet  aspect-là_  de  nos  problèmes,  pui squ  1 il est 
encore  dans les limbes,  pour m'attacher  au  second,  plus  classique,  à 
savoir l'exposé  des  différentes méthodes  qui  sont actuellement utilisées 
pour conserver la structure relationnelle d'un  t~xte exprimé  sous une 
forme  rigoureusement  analytique.  Autrement dit,  dans le  cas  des  diagram-
mes  que  vous  a  montrés  Leroy,  comment,  lorsqu'on  "atomise"  ce  diagTamme, 
peut-on  conserver les interrelations entre  tous  ses  éléments pris deux 
à  deux,  trois à  trois,  etc •• 
Dans  les  scier..ces  humaines,  le problème  se  pose  exactement  comme 
ailleurs;  je prendrai  1 1 exemple  de  la phras,3  prée  éden te.  Si  1 1 on  se  borne 
à  enregistrer  sous une  fol'me  quelconque  chacun  des  termes  principaux de 
la phrase  de  base  - le  "palais",  le "roi",  1 1 "archi tecte 11  et les verbes 
11tuer",  11écrouler",  "emmurer"- il est  évident  que  l'on risque d'obtenir, 
au morr.rJn t  de la recherche,  certaines  com"binaisons  fausses  :  "1 'archi  tee  te 
t-c:e  le roi",  "le roi  tue  l'architecte" etc ••  Pour lever  ces  ambig·uïtés, 
une  solution  évidente,  d'ailleurs  évoquée  par Leroy  ce  matin,  est d 1aè-
joind.re  à  charue  terme  un  indice,  en  quelque  sorte une  flexion,  marqu31lt 
la place  logique  de  chaque  terme  dans  l'énœlcé.  Parmi  ces  indices,  les 
plus nécessaires  sont le  Sujet et l'Objet,  j'entends par là lo r6le lo-
gique  de  "Sujet"  ou  d'"Objot"  que  peut  jouer chaque  être  dans  un  énoncé. 
Il existe  d'autres  cas~  dont le nombre  et la nature varient  selon le  d.o-
maine  envisagé;  mais  cette procédure,  que  nous  avons utilisée en  fait 
dans  cc;rtains  secteurs  de  l'aTchéologie,  n'est pas  économique  du  tout. 
A la limite,  en  est obligé,  en effet,  d'adjoindre  à  chaque  terme  autant 
de  flc;xions,  c'est-à-dire  de  multiplier le nombre  des  termes  autant  de 
fois qu'il y  a  de  cas logiques possibles  pour  chacun  d'eux.  D:ms  l 12.na-
lyse  iconographique,  par  exemple,  c'est-à-dire l'analyse  des  scènos fi-
gù.rées  sur  des  documents  variés  - peintures,  sculptures,  gravures  - le 
nombre  de  "cas11 ,  c 1 est-5,-dire le nombre  de  po si  ti  ons  logiques  que  peuvent 
occuper les éléments  du  vocabulaire  descriptif est de  sept.  Un  11arbre" 
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au  cas  "Sujet",  par  excomple,  ce  peut être le  thème  unique  d'une  repré-
senta  ti  on  c01mne  par exemple  sur certaines monnaies  orien  tales  où l'on 
trouve  pour  tout motif un  arbre  couvrant  tout le  champ.  L 1 arbre  au  cas 
"Objet",  ce  sera par  exemple  l'arbre abattu par un  héros  ou  encore l'ar-
bre  adoré  par certains prêtres etc ••  L'arbre  au  "Locatif",  c'est celui 
dans  lequel  s'est cachée  Europe,  par exemple,  pour  échapper  aux poursui-
tes  de  Jupiter.  Un  autre  cas l'"Instrumontal"  c'est,  par  exemple,  la 
bre"nche  d 1 arbre maniée  par un  héros  pour  terrasser un  fauve.  La  branche 
au  "Qualificatif" enfin,  c'est par  exemple  celle  que  porte  en  guise  d'em::.. 
blème  un  roi,  une  divinité agraire,  etc •• 
Voilà  donc  5 cas  auxque+s il faudrait  envisager la plupart des 
éléments  de  l  1 analyse  iconographique.  Les  conséqm'nces  cle  cette mul ti-
plication  sont  de  deux  ordres:  elle entraîne,  du  point  de  vue  stricte-
ment  matériel,  une  augmentation  considérablE"  du  nombre  de  termes  dms 
l'analyse;  et  du  point  de  vue  opératoire,  l'obligation,  lorsque l'on 
recherche  certains  éléments  indépendamment  de  leur fonction  logique, 
d'examiner  chaque  fois  plusieurs  termes  correspondant  à  ces différentes 
fonctions.  C'est la raison  pour laquelle nous  ne  nous  sommes  pas  ar-
r@tés  à  cette  solution après l'avoir pratiquée  pendant  quelque  temps. 
Celle  que  nous  préférons,  aujourd'hui,  consiste  à  décliner  - car il 
s'agit bien  de  déclinaisons  - non  pas  chaque  terme  du  vocabulaire  ana-
lytique,  mais  seulemunt  les grandes  catégories  séma::.'ltiques  auxquelles 
ils a.ppartiennen t.  ,Te  m  1 explique.  Imagino:ns  un  syetème  analytiq1.:e  com-
portan.t  quelques  centaines  d'éléments  descriptifs,  signalant  toutes  sor-
tes d' éltn'ès  pr:rticuliers  ;:mimés  ou  inanim6s  o  Pour faciliter les recher-
çhes9  il eet  presque  ton,jours  nl:cessaire  de  regrouper  ces  élé!!Hmts  en 
ce~ctaines  cat(g·c_,.ries  ontologiques  - par  exemple,  les  chiens,  les che-
vaux,  les liens,  deJls  la catégorie  des 11animc.ux";  les  cruches,  les  jarres, 
les  cJrrphores,  dans la catégorie  des  "récipients" etc .•  Une  idée vient 
':J..lors  8.  1 12SIŒit,  c'est d'appliquer les flexions logiques non  pas  à 
chac-un  des  té.:'rmes  du  lex:Lq'.J.'a,  mais  uniquem211t  aux  quelques  grondes 
cat  garies  rc~capitulatives du  genre  de  celles  que;;  je viens  dîinc1iquer. 
J:,'cvar-_tage  de  cette  procéd.ure  n'est pas  sevlement  d'aboutir  à  u~le  très 
f:T2:nde  économie  d'expression,  mais  aussi,  .:;t  surtout,  de  donner  accès 
à  trois nive2,ux  de  rc;ct<erche~  un  niveau  p1.:rement  lexical  d'abord  où  l 1on 
trouve  d'un  seul  coup,  avec  les  termes  non  déclinés  du vocabulaire  spé-
cifique,  toutes les occurrences  d'un  élément  particulier;  un  socond ni-
veau  2nsuite,  celui  des  termes  génériques,  déclL1és,  qui  permet  d 1en7i-
sager les nonbreux  rapports  qu 1entretümnent les uns  avec  les ;::utres les 
être appartenant  à,  certaines catégories  générales  - par  Gxemple 9  "les 
confrontations entre les monstres  et lc;s  animaux  domestiques''  dans l'i-
conographie  orientale  indépendamment  de  la nature  particulière  dos  uns 
e  :_;  des  au tres.  Un  troisième  niveau  enfin est fourni  par  la.  conjonction 
des  doux  précédents;  il permet  d'ajoute::.~  autant  de  spécifications lexi-
cales  que  l'on veut  (premier niveau)  à  une  relation logic1ue  d'ordre  ge-
néra.l  (deuxième niveau). 
I,' économie  et la simplicité  de  cette  démarche  sont  grandes; 
mais  j'introduis tout  de  suite une  réserve.  Iorsq'le  nous utilisons con-
jointement un  terme  lexical  invariant et la.  dési@'lation  de  la catégorie 
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à  laquelle il appartient,  il n'y a  en fait qu'une  probabilité pour  que 
le  terme  en  question  soit bien  au cas  indiqué  pour  cette catégorie. 
Il arrive  en  effet que  l'on ait sur une  m6me  image,  ou  dans un  mSme 
texte,  deux  ôtres appartenant  à  la même  catégorie,  mais  occupant  chacm1 
des  positions logiques différentes.  C'est un  compromis  entre une  sorte 
de  langage  idéal,  mais  probablement  incormnode  à  manier, ·_qui  rendrait 
compte  de  toutes les informations  contenues  dans une  image  ou  dans  un 
text2  et d'autre part un  code  plus  con.densé,  que  l'on a  pu  simplifier 
dans la mesure  où.  les propriétés naturelles  du  domaine  envisagé  suffi-
sent  à  éliminer,  sinon  toutes les ambiguïtés,  du  moins la plupart d'en-
tre elles. 
J'ai voulu  donner un  exposé  général  de  ces méthodes  avant 
d'aller plus loin dans  le détail,  comme  nous  le ferons  cet  e..près-miùi 
au  cours  d'une  discussion  de  quelques  cas  concrets  .. 
Nous  verrons  alors  comment  se  posent  ces  problèmes  d'e.naJ.yse, 
et  r1uels  sont les aspects particuliers des  solutions générales que  j'ai 
indiquées  ce  matin. 
EU1{/C/867/61  f lil.  Gardin 
M.  Leroy 
- 147  -
DISCUSSION  SUR  LES  SYSTE:VIES  DOCUMENTAIRES 
Première  question,  que  j'ai d'ailleurs déjà posée  indirectement 
à  M.  Leroy,  et que  je lui pose  maintenant  directement  :  quelle est 
la méthode  envisagée  pour  conserver les structures  lin~listiques 
formelles,  lorsque  l!on passe  d'un  diagramme  envisagé  sous  sa for-
me  synthétique,  tel qu'il a  été exposé  ce  matin,  à  une  forme  atomis-
tique,  en  vue  d'un  enregistrement  sur machine  en  particulier  ·? 
Je  pense  qu'une  bonne  façon  de  répondre  à,  cette question  con-
siste  à  traiter un  exemple,  tel qu'il l'avait déjà été  à  l'occasion 
de  la Conférence  de  Francfort en  juin  1959  (ADIA). 
Supposons  donc  que  nous  ayons  à  transformer le  diagramme  sui-
vant,  simplifié pour  les besoins  de  l'explication 
(Contrêlle  au moyen  de  cadmium  liquide  d'un réacteur  à  combustiole 
solide et réfrigérant  gazeux). 
( 1 )  A  l'heure actuelle nous  distinguons le  cas  particu1ier 
relations  d 1éta1;  (I)des relations E  •  .  r-
exemple  :  f  d"'  I  ~~d  ~  m~u~J(------·- fllqUlù.e} 
\ __ _../ 
des 
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Le  fait  que  la machine  qui  ~tait à  notre  disposition  ~tait 
une  calculatrice  IBM  650  nous  avait  conduits  à  adopter une  dispo-
sition "à trois colonnes". 
Dans  la 1ère  colonne  nous avions  en  premier lieu des  objets. 
Exemple  : 
Réacteur  l  ------------+-
Cadmium  1 
-··-'--------t--
Combusti ble 1 
---··--+-
Réfrigérant 1 
Dans  la 3è  colonne  nous  mettions les propriétés  ou  objets 
liés aux  objets  de  la 1ère  colonne  par la relation E.  (1) 
Réacteur  1  ·  i  de  puissance 
··--·----------J-----------·-----···----J ___________________ ---------·-
1  l  Réacteur  l  Combustible  ·---·  -1----~  1 
Réacteur  1  1  Réfrig~rant 
Combustible 1  1 solide  ··-----
-------------r-·  .  ----------L------------···--·-----···· 
Réfrigénmt 1  1  gazeux 
··-----·---:-----------+·------------------------r.-.--~----·-------
Cadmlum  i  i  llqUJ_de  _______________  ) __  _ 
De  cette  ma.Ylière,  nous  avions  déjà  indiqu~ par  exemple  que 
le réacteur  dont  il  ~tait question  posséd.ait  un  combustible  (2;;;me 
ligne)  et que  ce  combustible était solide  (4è  ligne) 
La  cleuxième  colonne  était celle  des  relations en  contact  avec 
les objets  de  gauche  et contenait  donc  le  symbole  se  rapportant  à 
cette relation suivi  d'un  chiffre  indiquant le  sens  de  la flèche. 
( 1)  Il avait fallu,  bien  en tendu,  prendre  la précaution  d 1 in  cliquer 
la qualité  des  éléments  de  la 3è  colonne.  En  effet,  le mot 
solide  par  exemple  pc:mt  être  considé:r~  à  la fois  comme  objet 
ou  comme  propr~été si  on  ne  fait  pas  intervenir un  signe  dis-
tinctif adéquat.  Nous  nous  contenterons ici  d.e  com.:nencer  les 
mots-objets par une  lettre majuscule. 
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Ainsi la disposition 
Réacteur 1  Contrêne  2  ! 
- c  ~-~~~~~-î---------------;.-;  _______ T  ___________  --_-- ------------- ·-
---------+---------------------t----.  -------------- -
Contrôle !  If  1  i  . 
-----------t------------------L------------
1  ! 
indiquait qu'il  s'agissa.it  du  contrôle  d 1un  réacteur  au  moyen  de 
cadmium. 
(remarque  :  L'adjonction du  mot  contrôle -qui n'est pas un  objet  -
dans la colonne  cle  gauche  était nécessaire  pour  indiquer le point 
de  départ  de  la relation M), 
La  superposition  des  différents  tableaux  donne  la carte  que 
nous  perforions  (en  remplaçant  chacun  des  mots  par  des 
nombres)  :pour  le  document  enalysé  et qui  :portait le numero  rle  celui-
ci et même  le numéro  de  la phrase-clé,  car nous  avions  très  souvent 
plusieurs :phrases-clés par  document  (environ  5 en  moyenne);  en effet, 
les documents  que  nous  avions  analysés étaient des rapports  de 
l'US A E  C traitant souvent  de  plusieurs sujets et ;::,3cessitant  donc 
la mise  en  évidence  d'au moins  une  phrase--clé  par  sujet. 
1 
Réac~eur  i  Contrôle  2.  .  de  lJUissa.YJ.ce 
------ ----···----------J.  ___ ,. ----------------------·-···· .  -1-----------------------------------------.... 
:  1 
Hé acteur  i  Contrôle  2  1  Cor:n.busti ble 
--------------------l--------------------------1  ....... ,_. ____________________________ , 
Réacteur  1  Con trêlle  2  1  Réfrigérant 
---------------+------------------------+----------------------
Combustible  1  1  solide 
~---------- --------r~  ---------------------------------- -----------------t, __  .. ____ -------------------- ------------------
Réfrigérru1t  j  gazeux 
--·-------:------------· -t-·--------------------------:---------:-·;_____  ---------
Cadr:num  1  lVI  2  1  llqulde  -----·----------t  __________________  j  _______________________  _ 
~ontrôl~  ___  j___  M  1  j 
1  --------,-·--------~-------- ---···· 
i 
La  programmation avait été réalisée  de  façon  à  obteni::!:'  un 
classement  par mot--clé. 
Ainsi,  si nous  supposons  que  la carte  ci-dessus correspondait 
à  la phrase-clé n °  1,  nous  avions la disposition finale  : 
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Carte  N°  DOC.  No  phrase-clé  Autres indications 
Réacteur  001  1  -Contrôle  2  - de  puissance 
001  1  - Contrôle  2  - Combustible 
001  1  - Contrôle  2  - Réfrigérant 
Combusti- 001  1  -solide 
ble 
Réfrigé- 001  1  -gazeux 
rant 
De  la sorte,  lorsqu'une question  sur le  contrôle  d'un réacteur 
à  combustible  solide et réfrigérant était posée,  il fallait faire le 
diagramme  correspondant et le  transformer  suivant le procédé  que 
nous  venons  d'exposer  en laissant  évidemment  vide la place  du n° 
du  document.  La  sélection s'opérait alors  par un  simple  procédé  de 
comparaison  des lignes  de  la carte-question et des  cartes-mémoires 
et par un  contrôle  de  l'identité de  l'ensemble  :  "N°  Doc.  N°  phra-
se-clé"  pour  toutes les dispositions mises  ainsi  en  évidence. 
Je ne  pense  pas qu'il soit utile  de  rentrer ici davantage 
dans  les détails;  j'aurai l'occasion de  montrer lors  de  mon  prochain 
exposé  comment  cette méthode  rentre  dans  le cadre  d'une  méthode  plus 
générale.  Mais il me  semble  que  cela permet  de  voir déjà comment 
on  peut  transformer un  diagramme  de  manière  à  ce  qu'il soit utili-
sable  sur machine. 
Je  remercie Leroy  de  l'explication;  elle m'intéresse  double-
ment,  d'abord parce qu'elle répond  à  la question  que  j'ai soulevée, 
et ensuite  parce qu'elle présente une  analogie  de  forme  avec  les 
solutions que  nous  avons  nous-m~mes employées  pour résoudre un  pro-
blème  identique  dans  le  cas  de  codes  intéressant des  domaines  com-
plètement  différents,  qu'il s'agisse  de  textes  ou  d'images.  Prenons 
par exemple  les  texte~;  je m'en  tiendrai cette après-midi  aux  textes 
pour  que  nous  ne  soyons  pas  trop loin de  nos  iomaines  respectjfs  : 
textes,  dans les sciences naturelles,  et textes  également  dans  les 
sciences  humaines.  Une  première  constatation est·qu'on  a  là au  fond 
un  exemple  d'analyse  par propositions d'un  énoncé  synthétique,  afin 
d'éviter les interférences entre les éléments appartenant  à  des  pro-
positions différentes,  sans  cependant  perdre la valeur  sémantique 
de  l'ensemble,  toutes  ces phrases-clé  successives  faisant partie 
d'un  m@me  univers,  à  savoir celui  du  document  considéré.  En  d'autres 
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termes,  l'analyse  procède là sur  deux  plans,  d'une  part l'univers 
global  du  document  - le numéro  du  document  constituant en  somme 
l'unité générale  de  référence- et,  d'autre part,  à  l'intérieur de 
cet univers,  les différente-s propositions  successives  qui  définis-
sont le  contenu  du  document,  chaque  proposition recevant un  numéro 
propre  de  façon  qu'on  ne  puisse  pas  associer les  éléments  d 1ru1alyse 
relevant  d'une  proposition  à  ceux  qui  relèvent d'une  autre.  C'est 
au  fond la dc.finition  d'une  "syntaxe",  mais  réduite  à  une  simple 
relation.  En  d'autres  termes,  pour  reprendre  l'exemple  de  Leroy, 
dans  l 1expression  "contrC:lle  de  réacteur  de  puissance",  il y  a  d'une 
part une  composante  "con  tréHe  de  réacteur",  une  composante  "réac-
teur  de  puissance",  et la conjonction  de  cos  deux  composantes  dans 
une  m@me  unité,  montrant  que  l'on a  probablement affaire  au  "con-
trôle  des  réacteurs  de  puissance".  Je  dis  "probablement"  parce  que, 
même  si le risque  d'ambiguïté est faible  dans les  sciences naturel-
les,  c'est-à·-dire  dans  l'analyse d'articles intéressant les sciences 
naturelles,  tel n'est malheureusement  pas le  cas  dans les sciences 
humaines.  I·a  raisnn  est celle que  j  1 ai  indiquée  ce  matin,  à  savoir 
que  les propositions  étant mal  définies,  et l'ensemble  des  proposi-
tions  constituant  également  une unité mal  définie,  on  est obligé 
d'envisager  des  "discours"  beaucoup  pl1.-:.s  grands,  c'est-à-dire qu'au 
lieu d'avoir une  moyehne  de  5 phrases-clés par document,  nous  en 
aurions  dans  les  sciences humaines  beaucoup  plus.  L'imperfection 
de  ces  sciences,  du  point  de  vue  de  leur langage,  c'est-à-dire l'im-
précision des  concepts qu'elles utilisent,  fait qu'on  doit envisa-
ger la signification possible  de  conjonctions plus nombreuses  à 
l'intérieur d'unités plus  grandes  que  celles auxquelles  s'arrête 
en·  général  1 1 ar.1.alyse  dans  les  sciences naturelles.  C  1 est pourquoi 
le  probl~me de  l'expression des  relations entre  ces  diff~rentes 
propositions est vraisemblablement  plus  complexe  dans  la littéra-
ture  dGs  sciGnces  sociales;  mais la méthode  des  diagramnGs  reste 
certainement une  mani~re d'introduire  de  l'ordre  dans  cos relations. 
A  la demande  des  participants,  III.  Gardin  expose 
ensuite la nature  et le  fonctionnement  d'un  code  particulier ser-
vant  à  l'analyse  des  ornements  géométriques.(1) 1·  puis la discussion 
reprend  à  propos  de  cet  exposé. 
Je voudrais  que  J.  C.  Gardin  nous  dise  en  quelqu~s mo-t~: ·s'il voit 
des  applications possibles d'une  telle méthode  d'analyse  dans  d'au-
tres  domaines  que  celui des  ornements.  En  particulier9  je pense  que 
dans les textes,  on  doit analyser les textes écrits  eux-m~m8s, 
mais  aussi  on  pout  avoir  à  "analyser11  certaines formes  géométriques, 
(1)  On  pourra se  reporter par  exemple  à  :  "On  the  coding  of  geometri-
cal shapes  and  other  representations,  with reference  to  archaelo-
gical  documents''  de  J.C.  Gardin,  Proceedings  of  the  International 
Conference  on  Scientific  Information,  National  Academy  of  Sciences 
vol II  p.  889  - 901. 
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certains  schémas;  la méthode  n 1 est-cüle pas applicable  dans  ce 
cas  ? 
Cette  méthode  est probableTient  applicable  dans  une  quantité 
d'autres cas;  dans  mon  esprit,  elle n'est nullement particulière 
à  l'ornementation abstraite.  Une  première  application m'a été  sug-
gérée  par M.  Luhn  de  la compagnie  IBIVI  à  New  York,  qui  so  demandait 
si  on  ne  pourrait  pas utiliser un  système  de  ce  genre  pour l'in-
dexation  des  "Trade-Marks",  des  marques  de  patent(~,  dcns 1' industrie. 
En  effet,  il est très difficile de  se  fonder  sur la signification 
de  tels  symboles  pour les différencier les uns  des  autres.  Leur 
allure formelle,  géométrique  ou  figurative  serait vraisemblablement 
plus caractéristique. 
Je  remercie  Gardin  ~e 
tions  ? 
sa réponse;  y-a-t-il d'autres ques-
M.  Gutmann  Je voudrais  demander  à  M.  Gardin s'il peut mettre  clairement 
en  évidence la question  suivante  :  :.pouvez-vous  montrer  nettement· la diff{ 
renee  qui  existe  entre  votrë  r.1éthoâe  de  classificati6n :des  or:ne-
Behts et  unè  c·lassification. clŒBsi:que  hiérarc·hisée:~.tel1:.~  g:ne:.. ·la 
classification dêcimale. 
M.  Gardin  La  différence l'lajeure,  à  mes  yeux,  entrs  ces  systèmes  d'ana-
lyse et ceux qui  régissent la Classification décimale universelle 
est de  deux  ordres.  D'abord d'ordre  pratique;  une  différence,  à 
mes  yeux  fond~Jentale, est que  nous n'avons  pas  du  tout affaire ici 
à  des classifications,  mais  uniquement  à  des  c,xwlyses,  à  des  sys-
tèmes  analytiques,  qui  peuvent  conduire  ou ne  pas  conduire  à  dos 
classifications.  Une  classification est un  ordre  figé  une  fois 
pour  toutes;  jo ne  veux  pas dire  que  tous  ses  états  soient abso-
luwmt figés  ot  immuables,  mais,  du  point  de  vue  de  la structure 
et de  l'utilisation,  il·existe des  règles qui  permettent  certaines 
combinaisons  et qui  en  écartent d'autres.  C1est le  cas  de  la Clas-
sification décimale universelle  où,  lorsqu'on forge  un  néologismo 
par  exemple,  on  est lié par les règles  de  combinaison  des diffé-
rentes notions  admises  dans la classification;  tandis  que  dans  le 
cas  de  systèmes  analytiques,  tels quo  ceux  dont nous  parlons  depuis 
ce  matin,  on  peut  absolument  combiner n'importe  quoi  avec n'importe 
quoi.  Il n'y a  aucune  règle  d'exclusion lorsqu'on envisage la si-
gnification po:::sible  d'une  combinaison  particulière  de  notions 
existant dans le vocabulaire. 
La raison  de  cette différence  est d'ailleurs d'ordre maté-
riel;  c'est que,  dès  que  l'on crée une  "molécule"  particulière, 
disons une  combinaison particulière  de  ces  éléments  atomistiques 
d'un  système  d'analyse,  et qu'on veut la promouvoir  au rang de 
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"rubrique",  pour parler en  documentaliste,  il faut lui donner une 
place matérielle,  soit dans  un  fichier,  soit  sur les rayons  d'une 
bibliothèque.  Dès  lors,  on  ne  peut naturellem,;nt  pas  envisager  tou-
tes les combinaisons  deux  à  deux,  trois  à  trois,  "n"  à  "n"  de  tous 
les éléments  du  système  analytique  qui  a  servi  de  base  à  la classi-
fication  en  question.  On  ne  peut retenir que  certaines  combinaisons 
privilégiées,  auxquelles  on  donne  une  cote.  La  cote  est analytique 
bien  sûr,  c'cst-à-·dire qu'elle n'est pas arbitraire;  elle  donne  une 
idée  dos  différentes  composantes  du  sujet  E:.uquel  corres:pond le  com-
partiment  du  fichier  ou  l'étagère  de  la bibliothèque.  Ivlais  enfin, 
à  cause  de  cette place matérielle  qu'occupent  toutes les combinai-
sons  do  la classification en question,  on  ne  peut  être  que  peu  gé-
néreux dans la formation  de  ces  concepts  combinatoires.  Tandis  que 
dans  un  système  analytique  tel que  celui  dont  je parle,  rien n'em-
pêche  de  pousser l'analyse  aussi  loih qu 1on  le veut,  c'est-à-dire 
d'exprimer les notions  ou  des  phénomènes  extri'Jmoment  particuliers 
par  certaines combinaisons  éphémères  de  notions préexistantes, 
sans  donner  à  ces  combinaisons  aucune  place matérielle  clans  le  code, 
ni moins  encore  dans la bibliothèque  ou  le fichier. 
En  cl 1autres  termes,  un  système  analytique  du  type  de  OJUX 
dont  nous  parlons n'est pas  du  tout une  classification;  c'est la 
somme  virtuelle d'autant  de  classificatio,"S que  l'on voudra 1  et 
elles  se  com:ptcmt  par milliards,  corTospondant  chacune  à  une  série 
de  combinaisons particulièTes  envis[cgées  au  moment  d'une  recherche, 
mais  qui rentrent  e11.  quelque  sorte  dans  l'anarchie  d8s  que  la re·-
cherche  est achevée.  On.peut  introduire ici une  observation  sup-
plérnontaire.  On  entond  souvent  parle::- d.e  "machines  à  penser"  qui 
permettent de  faire  ceTtaines  découve:ctes  - je  parle uniquement  au 
niveau  documentaire;  je ne  parle  pe..s  du  tout  des 1nachines heuris-
tiques,  parfaitement  fondées  celles~là.  Cette  concep0ion  des machi-
nes  contient une  pert  de  faux  et une  part de  v8rité9  une  part de 
faux 1  dans la mesure  où l'on ne  retrouve  jarnais  plus  à  la  11sortie 11 
que  co  qu'on  a  mis  à  l'"entrée",  et une  part  de  vrai,  pour  autant 
que  l'on découvre  parfois la valeur  sémantique  d'une  combinaison 
particulière  clont  tous les éléments  ont  été enregistrés au moment 
de  l'analyse,  mais  sans  que  soit perçue la signification de  telle 
ou  telle association.  Je  prends  un  cas  concret,  que  j'emprunterai 
à  cette analyse  du  Coran  dont  j'ai parlé  ce  matin,  c'est--à-dire  à 
l'inventaire des  concepts et  combinaisons  de  concepts  contenus 
dans  cet  ouvrage.  Nous  avons,  lorsque  l 1analyse  a  été  achevée, 
passé  en  revue,  à  titre expérimental,  certains  thèmes  de  la philo-
sophie  chrétienne,  en pa;rticulier les  thèmes  de  la scolastique. 
Notre  idée  était qu'il existait une  hétérogénéité  totale entre  ce 
texte,  que  nous  croyions  connattre  parfaitement,  et les textes  de 
la philosophie médiévale  chrétienne.  Or,on  formulant  certains thè-
mes  tels que  "le  salut par la foi  ou les oeuvres",  ou  bien,  pour 
prendre  des  exemples  familiers,  "tendre la joue  droite  a};œès  la 
joue  gauche",  etc •••  on  s'aperçoit que  certains passages  du  Coran 
contiennent,  je ne  dirais pas le  thème  explicite.envisagé,  mais 
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au moins  tous les éléments  conjoints  de  ce  thème,  et qu'il y  a  une 
présomption  pour  que  ce  dernier ait été  envisagé par l'auteur, 
consciemment  ou  non.  Ce  n'est pas une  présomption,  parce  qu'encore 
une  fois  nous  sommes  alors devant une  relation purement  de  conjonc-
tion,  la causalité n'étant pas explicite;  mais  cette  seule  conjonc-
tion,  lorsqu'elle est fréquente,  invite à  penser qu'il peut exister 
quelques  rapports entre  cert·ains  thèmes  courants  dans .la li  ttératu-
re  chrétienne  des  premiers  siècles et,  d'autre part,  les données 
d'un  texte  apparemment  aussi  éloigné  de  celle-ci que  le  Coran. 
Je  suis  arrivé à  cette di  gression  en  partant d'une  question 
relative  aux  classifications;  ce n'est pas un  hasard.  Dès  que  l'on 
essaie d'expliciter la différence entre les classifications tra-
ditionnelles et ces  systèmes  analytiques,  on  est bien  obligé  de 
se  poser la question  des mérites particuliers qu'offrent les se-
conds  par rapport aux premiers.  L'un  de  ces mérites est de  per-
mettre  à  des  spécialistes de  formuler  certaines hypothèses  équi-
valentes  à  des  combinaisons  originales  de  notions préexistantes, 
dans un  domaine  donné  et d'observer leur valeur dans  ce  domaine. 
M.  De  Benedetti  La  méthode  dont  vous  nous  avez  exposé les lignes principales 
M.  Gardin 
n'est valable  que  dans  l'optique d'un  travail  de  codification ef-
fectué  par des  hommes. 
Mois  alors  coomerit  peut-on  envisai?;er  de  passe·r  à.  ·l•au.'toma-
tisntion de  cette analyse,  puisqu'en fin  de  coopte,  c'est ceià.'lqu'il 
faudrait  nbsolur:1en t  réaliser.  · 
Je  crois que  la réponse  à  cette question était déjà contenue, 
en  partie  en  tous  cas,  dans  l'exposé  de  ce  matin,  où  j'ai montré 
qu'il n'y avait  actuellement  aucune  règle  connue  qui  permette  de 
passer  de  la forme  littérale d'un  texte  à  la totalité de  son  con-
tenu  sémantique.  Je  pense  que  vous  songez  à  l'analyse automatique, 
selon  des  voies par  exemple  statistiques,  comme  M.  Luhn  les a 
envisagées.  Je  crois que  c'est une  démarche  en  effet intéressante, 
qui  donne  des résultats,  mais il reste  qu 1 :lle ne  traite absolu-
ment  pas  du  problème  que  posent les "sauts  sémantiques"  dont  j'ai 
parlé  ce  matin,  à  savoir le passage  d'un  mot  non  pas  seulement  à 
tous  ses  synonymes  ou  à  toutes  ses acceptions  différentes lors-
qu'on le  considère  isolément,  mais  à  l'ensemble  des  significations 
sur lesquelles  débouche  ce  mot  lorsqu'il est employé  en  conjonc-
tion  avec  d'autres. J'ai cité ce  matin,  en  guise  d'exemple,  le 
problème  "talion".  Si  vous  voulez  programmer  une  machine  pour 
qu'elle  repère  dans  les textes anciens  tous les cas  de  "talion" -
à  savoir l'imposition d'une  peine  équivalente  au délit commis-
les instructions  seront les suivantes  :  parcourir tous les textes, 
observer  tous les délits commis,  les  sentences qui  ont  suivi,  et 
chaque  fois qu'il y  a  identité entre le délit et la sentence, 
imprimer  "talion".  Voilà une  règle  que  1 1 on  peut envisager,  en 
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effet,  pour l'analyse automatique  si l'on veut qu'elle effectue, 
et il faut qu'elle l'effectue,  ce  "saut 11  dont  j'ai parléo 
Le  malheur est qu'il y  a 
je cite ce  chiffre  au  hasard  - certainement  au  moins  quelques 
centaines  de  milliers de  sous-programmes  de  ce  genre  pour l'en-
semble  des  termes,  et que  nous  connaissons  extr~mement mal  les 
règles  sur lesquelles  se  fonde  actuellement l'intuition pour 
pallier l'ignorance  où  nous  sommes  de  ces règles.  Ce  que  je main-
tiens fermement,  l'expérien;:::e  ayant  mont:ré  l'importance  de  cette 
restriction~ c'est qu 1UJ.'1.C  analyse  qui  se  situerait exclusivement 
au niveau li  ttéra.l  ~  m8me  si elle tient compte  du  halo  sémauti_que 
de  chaque  terme·,  ne  résout absolument  pas  ce  problème  des  signi-
fications nées  de  la conjonction particulière  de  2  ou  3  termes. 
La notion  de  "talion" n'est pas  du  tout contenue  dans le halo 
de  la "condamnation  à  mort",  ni dans  celui  du  "crime capital 11 , 
et pourtant elle résulte  de  la conjonction  de  deux notions  de  ce 
type,  comme  elle résulte  de  la conjonction  du  fait  de  couper la 
jambe  à  quelqu'un et d'avoir la jambe  coupée,  et ainsi  de  suite. 
J'ai cité aussi le  concept  de  "responsabilitér:;  celui  des  "ser-
vitudes",  en  droit,  est un  autre  exec.ple  du  genre,  où il est ab-
solument  impossible,  en  tous  cas  aujourd'hui~  de  formuler un 
sous-progra~me, permettant  de  passer des  formes  littérales aux 
composantes  sémantiques  du  premier,  du  second,  du  troisième  degré 
etc ••• ,  qui  sont  souvent  cependant  les principales. 
Votre  deuxième  remarque  était,  je crois  :  Si  on  ne  peut pas 
automatiser les analyses,  les méthodes  dont  je parle  ne  sont pas 
applicables  en  documentation.  C'est possible,  si l'on a  de  la do-
cumentation une  vue  très générale,  c'est-à-dire si l'on veut en-
visaeer de  répondre  simplement  do  façon  approximative,  dans  des 
dom~inos très larges,  à  des  questions  elles-mêmes  générales. 
l\:Iais,  dès  que  l'on  se  place  dans un  domaine  spécifique,  et qu'on 
veut être en  mesure  de  répondre  à  dos  questions fines,  je ne 
crois pas qu'il y  ait d'autre  solution  :  on  ne  peut pas  obtenir 
la précision  à  partir de  l'imprécision.  C'est  ce  qu 1on  essaie 
pourtant de  faire,  du  moins  est-ce l'hypothèse  implicite derrière 
ces espoirs d'analyse  automatique,  dans  beaucoup  de  domaines. 
N01.'.S  n 1 avons  pas  encore  le  bagage  conceptuel  suffisant pour for-
muler  ces  programmes  d'analyse  automatique.  Or,  il faut  bien d'a-
bord les formuler,  à  moins  que.  l'on imagine  un  au  ta-programme 
de  l'analyse  automatique;  mais  je n'y  c~ois guère,  et j'espère 
que  M.  de  Picciotto  ou  Mme  Poyen  me  contrediront si j'ai tort  • 
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Je  crois qu'après  ces  quelques  mots,  l'exposé  de  Y.  Lecerf, 
qui  s'intitule  justement  :  "Analyse  automatique",  se  présente  très 
mal.  En  vérité,  vous  savez  déjà à  quoi  vous  en  tenir parce  que 
vous  avez  fait des  travaux pratiques  de  linguistique;  vous  avez  vu 
qu'il s'agissait d'effectuer en  premier lieu une  analyse  s:rn taxique. 
Je  me  permettrais  tout  de  même  de  dirG  que  nous  allons faire  des 
travaux pratiques  sur 1' "Etablissement  de  diagrammes"  qui  ont :::·éel-
lement  en  vue  le problème  de  l'analyse automatique.  Vous  verrez 
qu'à partir des  résultats obtenus par  JH.  Lecerf  sur machine,  donc 
à  partir d'analyses  syntaxiques,  il est possible  de  construire  des 
diagrammes.  Je ne  dis  pas  que  la solution soit effectivement  trou-
vée  dès  maintenant;  au  contraire, il faudra  encore  beaucoup  de  recher-
ches  o  l'ilais  on  peut  déjà construire  "automatiquement11  des  éléments 
de  diagramme  et,  à  l'aide du  diagramme  général,dont  j 1aurai  encore 
l'occasion  de  parler et qui  pourra 1  du  coins  je l'espère,  @tre  cons-
truit autooatiquecient  à  partir d'-un  certain stade 1  la Dachine 
pourra tenir  coopte  des.problènes  sémantiques  que  J.C.  Gardin 
vient  d'évoquer. 
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PREMIERE  PARTIE:  ETABLISSEMENT  DES  DIAGRAMMES  D'APRES  LE  SENS 
Les  diagrammes 
Ils sont constitu6s  essentiellement  par  des  mots reliés par  des 
flèches qui  correspondent  elles-mêmes  à  des  mots  jouant un rôle 
relationnel. 
mot-clé  1  mot-clé  2 
0  ~ 
1 
1 






Ces  actions  jouent le rôle des verbes  du  langage réduit.  Les  mots-
cl&s  reliés par les flèches  sont  en  premier  liou dos  noms  d'objets 
ou d'entités qui  correspondent  aux  substantifs. 
Ex.  Uranium  ) 
Eau  )  objets 
Neutron  ) 
Electricité  )  entité. 
Certains  mots  jouent le rôle d'adjectifs et d'adverbes;  ils expriment 
respectivement les propriétés qui  se rapportent aux objets et les 
"qualificatifs" qui  précisent les actions. 
Ex.  modérateur  organique 
(  objet  )  (  propriété  ) 
production  en  série 
(  action  )  (  qualificatif ) 
EUR/C/867/61  :f - 160  -
Enfin le rôle  dos  prépcsitions et de  cortainos  conjonctions  est 
tenu par  co  qu'on  appelle  des  relations  (autres  que  les actions) 
auxquelles  pouv~nt s'adjoindre  également  dos  qualificatifso 
Ex.:  un  ciel  très  bleu 
(objet)  (q~alificatif)(propriüté) 
Los  granclos  catégories  do  mots  qui apparaissent  sc  rapportent  donc 
a)  aux objets  (ou entités) 
b)  aux actions 
c)  aux relations 
cl)  aux propriétés ct qualificatifs se rapportant  aux 
trois cat6gories  pr6c6den~es. 
Il nous  ost dès  lo1~s  facile  do  roprôsonter  los  diagram:1os  caracté-
ristiques.  Peur  plus do  commodité,  nous  fixerons  los  conventions 
suivantes  g 
- los objets  serent inscrits dans  dos  rectangles 
- los propriétés  et qualificatifs  dans  dos  cercles 
los actions  seront représentées  par  dos  flèches  on  traits poin-
till6s au dessus  desquels  on  inscrit le verbe  correspondant 
- los  aut:ros  reléttions 9  c01:1me  par  exor:~ple  celles gui  int3rviennont 
ontro  dos  objets et leurs propriétés,  sa:ront représentées par  dos 
flèches  en trait plein. 
Ex  ~  Augnontationt'~)lo  lo.  dureté  do  l'acier inoxydable  au  moyen  d'une 
trGmpe  à  l'huile 
--------~~:~=:~::~--------eDureté  __  _:__~  1,  Acier  L  __  1 --(·3·  no:t  i  .  '  1 '• 




'  i 
1 
Au  noyen  de 




~~u  .  u--------"l>. 
1)  Dans·  un  but d'uniformisation, 
de  mettre" augmenter"  pour "action 
on  pourra  pr~ndre la convention 
d'augmenter"'ou "augmentation". 
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~jagrammes élémentair~~ 
Si l'on convient de  considérer l'ens)mble  formé  par un objet et ses 
propriGtés  conne  un  "gr:smpe  objet",  l'ensemble  forr.~é  par une  action 
ct les qualificatifs correspondants  comme  un  "groupe action" et 
l'onsomble  formé  par une  relation ot  ses  "qualificatifs"  comme  un 
"groupe relation",  los  diagramr.~es élémentaires possibles  sont les 






0  ·- ."loo 
u 
Grol..!l?_o  Action  ..  <( 
(j) 
n. 
Groupe  Action 
'::;) 







Grou:po  Action  .... 




Groupe  Action 





!  Groupe  Relation 
·- ,._ 
if) 
:  ~"1" 
1  ... 
li 
i 




; s 1 exerce 
Grouue! .1 ,  t.  ? 
Ob .  ~t  1  ac  ~on.  .  Je  'i 
.C> 
~/ 
fl.emarg.ue  La  disposition "en groupe"fait apparaître la 
notion de  zôno  d'influence des  mots  développés 
au cours  des  travaux pratiques de  linguistique. 
·r~  ....  ~,~"4 
ropriét~----4  Objei  k7--·E·  oprié~ l  J  ~.-. _____  __..~  j ~- ____ zôno  d'influence 
~----~~~-----------------------------------~~~--~~~··  de  l'objet 
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Q!:Q&~ "objet"  et "action" 
Pour respecter la pGnsée  de  l'autou.r  on  doit  sG  situer au nême 
ni  veau descriptif que  lui,  c' es.t-à-diro utiliser sos  expressions 
ou des  expressions  synonynes  no  faisant  pas  intervenir de  mots 
d'un autrG niveau.  Si,  par  exemple,  on  traite dos quàlités  de 
prix d'un nodérateur il n'y a  pas lieu de  faire  appel  à  des  no-
tions  de  ralentissement  de  neutrons  sur le· diagramr.1e  correspnnà.ant. 
On  a  donc  intérêt  FI.  utiliser les notions  du  texte et  à  no  transfor-
mer  quo  colles  pol.li'  lesqq.ollru;::  on a  docidé  a.tutiliser des  synonymes. 
Il concerne  los rapports  de  temps,  de.liou,  de  circonstance,  de 
but,  de  cause  etc •••  Los  relations  correspondent très souvent  aux 
prépositions et  à  certaines conjonctions. 
ex~  à  rGlation  A 
dans  D 
VGrS  v 
sur  su 
sous  so 
après  AP 
avant  AV 
do puis  DE 
jusqu'à  JU 
au moyen  de  M 






Il n'y a  bion sûr pas  lieu d'utiliser toutes  los préposit:i.ons,  o~ 
il faut  au contraire no  garder  que  colles qui  sont fondamentales, 
qui  ont  seules une  raison d'exister d'un point  de  vue  logique.  Il 
est  nécessa~re de  toujours s'interroger sur la véritable nature 
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de  la relation.  (ex.:  La  préposition "à"  peut  correspondre  dans  certai-
nes  conditions  - je vais  à  Paris -à la relation "V"). 
Remarque  ;  Certains verbes  du  langage ordinaire  - être,  avoir,  posséder 
etc  - sc  traduisent  sur le diagramme  par  des relations  de 
typo  I  et E. 
Relation d'identité  (I)  Réacteur  ~~~--~I  ______  , 
Relation d'appartenance  (E)  Réacteur  ~~/~~E~--~~~dérateur 
(La  flèche  est dirigée vers l'objet le plus général) 
TRAVAIL  PRATIQUE 
Mettre  sous  forme  de  diagrammes  les phrases  suivantes  en  inventant si 
nécessaire d'autres relations que  celles que  nous  avons  données. 
- Le  bleu,  le vert et le rouge  sont trois couleurs  fondamentales  dont 
le mélange  fournit  pratiquement  l'ensemble  des  couleurs possibles. 
-Avec la fonction alcool,  nous  abordons  l'étude de la première  fonction 
oxygénée. 
- Les  alcools résultent  de  la substitution de  groupements  oxhydriles  OH 
monovalents  aux hydrogènes  des  carbures. 
- Si  dans  la fornule  d'un alcane  on  remplace un  soul  atome  d'hydrogène 
pa~ un oxhydrile,  on  obtient la formule  d'un monoalcool. 




aborder  · ..2 
-----;r------------~~:ion~':~~~pr:::::~ 
I  >-j  fonction 1  H!  .__/ 
____ _.___...._ 
Seuls  les àrticles et le pronom  personnel  "nous"  n'apparaissent po.s 
sur le diagramme,  car ils n'ont pratiquement  aucune  importance. 
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SIEILITUDE  DU  L;'JWAG:;:.:;  ORDINAIRE  BT  DU  LANGAGE  DES  DIAGRA:M~!ŒS 
Dans  1Gs  pag0s  préc(§dentes il a.  été souligné  que  los  ob,iots  correspon-
daient  très  souvunt  aux  substantifs,  los propriétés  aux adjectifs,  les 
relations  aux  prépositions  ote •••  Il en résulte que  la consid6ration de 
la seulo  nB. ture d.'un  mot  et  do  sa place  par rapport  aux autres fournit 
d.éj à  une  aide  pour  passer  du  langage  ord.inairo  à  celui  des  diagrammes. 
Lr3s  travaux pratiques  de  linguist:i,que  avaient  p:réparo  lo  terrain à  uno 
tolle  transformg,tion.  En  effc;t~  le  tc'Lbleau  obtenu  "automatiçuemont"  clans 
la cinquième  partie mettait  en  5videnco la structure polydimonsionelle 
du  langa(;e  ot la possibilité de  schéoa ti  sor cette structure par  dos  d:i.a-
gran:nos  plans. 
Pronor~s  l'exOE1plo  siuplo  du  tableau de  la sixi8mo partie en·effaçant la 






Il p·out  so  rop:rée.ontor  d 1 une  autre 
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Or  le sujet traité  11les atomes  émettent  des  photons"  correspond au 
diagramme  suivant 
atomes 
photons 
La  similitude  de  structure apparaît nettement. 
OUTILS  NECESSAL~ES'POUR LE  PASSAGE  DU  L1NGAGE  ORDINHRE  A  CELUI  DES  DIAGRAMMES 
Pour réaliser cc  passage il faut  posséder  : 
- un  certain nombre  de  consignes 
- un  dictionnaire 
Nous  donnons  ci-après un  échantillon très simplifié de  ce  que  pourraient 
être de  telles consignes  et un  tol dictionnaire. 
CONSIGNE  GENERALE 
Lire,  un  par un,  les mots  du  tableau par colonnes.  Pour  cela on lit à  la 
suite tous  les mots  d'une  même  colonne  avant  de  passer  à  la suivante. 
Les  colonnes  sont ainsi  explorées une par une  en  commençant  par celle 
de  gaucho. 
A chaque  mot  lu,  on  applique la sous routine  1  puis la sous  routine 2. 
Sous  rcutine 
(Portor sur  lo  diagramme  un  dessin correspondant  à  un  mot  du  tableau par 
colonnes) 
_  Le  dictionnaire  indique  la famille  sémanti4lue  d'un mot  (d'où la.  façon 
de  faire  le dessin cherché)  et l'inscription à  porter sur le dessin. 
-Le mot  donné  est-il souligné  ?  Si  oui,  c'est que  le dessin correspon-
danro  a  déjà été porté  dans  le diagramme  à»ne autre occasion.  Si non, 
on  le souligne  ot  on  fait le dessin  on  que~tion. 
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Sous. routine  2 
(Recherche  dos  opérandes prioritaires) 
- Le  dictionnaire indiqua la famille  sémantique  du  mot  d'où la liste 
de  ses  opérandes  et la façon  de  trouver  ceux-ci.  (Le  dictionnaire d.onne 
aussi parfois des  consignes particulières). 
On  cherche  les opérandes  c'ost-à-dire los mots  seuls  aptes  à  occuper 
des  places marquées  sur le dessin.  S'ils existent  è.ans  lG  tableau par 
colonnes~  on  leur applique  la sous  routine  1  puis la sous  routine  2 
s ' il y  a  li  eu. 
I.ISTE  D:~S  F'AFILVJJS  S~L.AlJfJ:I;']U:?J.§. 
1)  PROPHIETE 
Doss:;_J:'J.-·--
Une  flèche  et un  ce:cclo  contenant 1' inscription mentionnée  dans  le 
di.ctionnairn. 
:3xor:rple 
PlCLco  narauée 
------~--
La  pointe  de  la flèche.  (Qar~uée 2). 
On  le trouve  on  explorant  dans  le tableau p::1r  colonnes  los colonnes 
précédentes  en regard du  mot  considéré.  On  prendra  coiJno  opôrand.e  2 
le preiJ.ior  mot  qui  ne  soit pas  associé  à  un  cercle  ( c' ost-à-elire qui 
ne  soit pas uno  propriété  ou un objot- apposition). 
2)  OBJET: 
Voir si le mot  en regard dans  la colonne  précédente  ost associé  à  un 
rectangle. 
si oui 
le nom  joue le rôle  sera traîtû comme  Q~G propriété. 
Exemple  I  2 
------~ 
si non  ·---·-
Il s'agit d'un objet proprement dit,  on  lo note  dans  un rectangle; 
il no  comporte  pas  de  place marquée 
Exemple  oxhydrile 
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Dessin 
Flèche,  à  côté  de  laquelle  on  porte l'inscripticn mentionnée  dans  le 
dictionnaire. 
Exemple  1  obtenir --+  2 
Sauf indication du  contraire dans  le dictionn::üro 5  lGs  opérandes  1  et  2 
sont  les deux premiers  substantifs de  la colonne  suivante.  On  déclenche 
alors une  exploration permettant  de  voir s'il y  a  ou  non  inversion  • 
.  .., .. :  '  .. 
Il peut arriver que  l'action nécessite pour  ôtre d6crite,  l'emploi  d'un 
schér::-ta  composé. 
Exemple  1  rem  lacer  ',·  - 2  pour  le mot  substitution 
M 
\  1 
3 
le dictionnaire  l'indi~ue. 
a)  Voir si la rel2tion s'introduit en  opérande  1  ou  en  opérande  2  d'une 
action.  Si oui,  elle n'est pas  notée~  c'est le mot  en  regard dans  la 
colonne  suivante  qui  est directement  porté  en  opérande  1  ou  en  opéran-
de  2. 
b)  Si  non~  la relation ost notée  à  l'aide d'une  flèche. 
Exemple  ~ 
M 
--------------~ 2 
Sauf indication du contraire  : 
opérande  =  mot  en regard colonne  précédente 
opérande  2  =mot  en  regard colonne  suivante. 
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Mots  non  transcrits  sur le  diagranme •. 
Un  or<lina  tc;ur  é2.ectronique  a  dressé  los  tableaux  correspondant  aux  trois 
dornièr•3s  pl:rases  de  l'exercice précédent.  A pç,l'tir  de  la consigne  gén&-
::.:·ale  et avec l'  aido  d0s  extraits  q.u  dictionnnire  donnés  ci-oJ~rès construi-
io los  diagraQmes  correspondants. 
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PREEIERE  PHRASE 
2.  Extrait  du  dictionnaire  ---------------------------
Tableau par  Colonnes  Diagrar:u:lG 
Mot 
'




1  abordons  verbe 
avoc  l 
préposition 
!  ' 
inscription  \ fanillo  sô- consignes  ' 
1 
1 
à  porter  su~ i I:lantiquG  du  1  partioulièr~ 
le dessin  1  dessin 
aborder  ac tien 
j  1 
1  AV  relation  _J 
1 1_1  art~c_,_o  1  l 
r-,·  ...  t- ~  l  a.e  !  prépositio~  E  ! relation 
~·-----1----------l 
la  article  j  NT  1 
·-----~  'ï 
alGool  1  substantif  j  alcool  objot  j 
·-----1--------~  1 
fon::::t~Lon  1  substantif  l t'  fc~~n  objet  J_.  l 
f"-1-a-----~  article  --1  ·---+--N-T  ____  !  ---
!  1  i 
preoi  ère !  adjectif  ~~- pr_o_m_.  i-è-r·-e--+--p-r_o_p_r·-~-.  '-'-:;t-o--.-i-1--______  -__  1 
oxygônôe  1  adjectif  1  1  oxygén5e  propri0tô  1 
'  .  1 
~ 
substantif  j 
étudG  substantif  1  -
fonction  substantif 






étudier  1  action  1  ;  par  .  • 
1  ----- 2  ;  .de  e~oj 
~------t··  !  suiv~nto  l 
fonction  ! 
ob,jot  i  1 
1  ! 
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1 
1  i 
1'~1 
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1.  Tableau 




ments  l 
1 
1 
6  7  8 
.·  ~[~~;~è~ 
,val,mts 
.............. __  ,_.~· - 172  -
2.  Extrait  du dictionnaire 
Tatloau par  colonnes  Diagrar:~me 
r---------:-~~-:-:--=----· 
'!  far:~ille  '  !inscription à 1 far:lillo  sô- consignc'ls 
grar:~maticale  borter  sur  leimanti~ue du  i  particulières 
l-r _  __;.;d~e.;;;:s.;;;:s.=i::..:n=---+1  cle ~  s i22____;_  _  _j 
\  R  J
1
. relation  1 op .2=~  0 ~mbstantif  1 1  1  ,  ·  CO.LOnLG  "'ül  V. 
1  !  op. i =de. or.:  <;oÎonne  1 
--------+-------! 1--------;-- ;  sulvan_,e  1 
s11bste~  tH J ! ale  oc ls  l  obj ot 
préposi  tionl  1  E  1 relation 
1 
t--





~  alcools 
1 
'  ~ 
1 








1  1  ' 
r--------------+---------~~  ~.-----------+t------- --~r----------
substantir  remplacer  action  1 1----_-__:;, 
',  ,:  ~  '  1  •  1 
substitu-
t  ----.-.. --,  '  ' 
ti  on 
On!  1  ' ~  ,..  '  3  !  . 
1 
_  _.l_.,_..____ ---1----_f  -4---·  --'  1 
1  1~::~-~-~-~------~-'--·L::~..i  ! 
l  l  1 par  ir"trotb::.  t  une  1 
1  1  ! 
t--l_a  ______  +-_article  J ri  -------~;------·1-1  _a_m_:J_i_g~--i  ,_A _____  ~ 
préposition!  J E  1 relation  t  1  de  -l  '  1 
·-+---,  -.-t-.  -_·  1  1  '  1  1  t.  - ···1~, 
1  propos1  1on  a  .ro  a  lOn 
+-- 1  -1 
nu:c 
t--------1-------~--'----i  __  ;__  _______  ! 
groupononts  j  subst-,nt-; f  groupements  objut  +.  · 
hydrogènes  j  substantif  , hydrogènes  objet  ______J 
1 substantif  1  oxhydrilos  objot  - l  oxhydriles 
des  l  préposi  tio~ 
OH  1  subGt.::mtif 1 
c::trbures  t-subst::tntif ; 
monovalents -~jectif  1 
\.._ 
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l !r_E __________  4 _r_e_l_a_t_i_on  '-------------~ 
1 
OH  objet ~  ' 
.  <  !  4 
1  carbures  obJ' et  !'  l 
1  j 
monovalents  lpropri6t6  ! 
!  t 
------------~------------~--------------------~ TROISIE~Œ PHRASE 
l  1 




··  Sl  ' 
'·-.... ___ _.-/ 
·<~- .  .......__ __  .. 
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4  5  6 
1  --r 
1 
~- ----.........  1 




'-... __ __./ 
1  '- ...  _/ 1 
-----








o:x:hydrile 1 '-..... _  ___....-
'·-......... //  1 
7  8 
/-;;~ 
alcane  -.  / 
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THOISIEIV;B  FILRASE 
1 •  Tabloau 
1  • 
i  ! 
3  4  l  1  1  2 
·------·t-·--4-----1-----+--
1  '  1 
j obtiont  j  1 
1  /  1  $1·--., 
1  a 
1  ·-. ···-·- ___ ,/ 














"-....  - ---··-~· --·· 
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TROISIEME  PHRASE  -'-------...... -----
2.  Extrait du  dictionnaire 
Tableau par  colonnes 
~- Mot--~fa:~!~~~f.;J 
·----···---------+·--·------
_::btien!__ ~  jê:~}~c  tT  on. dJ 
j si  /subord.ination Î 
~~~~=~=:=r;~~:t;;~:~ _, 
1 foroule  J  substantif  1 
. ·------------,------------- .... ------ ··i 
l  ror.place  verbe  1 
---·-·j 
la  1  article  i  ·  -~--------T- pr~~-:~~~-- ..  ----------r  ----
::ns  4-:;::~::~~ 
~:~"---t~~~:~:-~] 
monoalcooli substantif  1 
----- ~--------~----··--1 
formule  substantif  j 
. ___  ... ______  -·-·---------·------, 
'ln  article  i 
------------·-·  ----------·--·-· 'Î 
seul  1  adjectif  1  ______________ c ____________ ··-1 
cl'  1 prôposi  tion  1 
------ ---t---·- -······------· ... ---1 
oxhydrile  j  substantif  1 
url.  i article  j 
------------··1·--··········---·-······---·-··1 
la  article  1 
--------·-··----!-' ---··--------- ' 
. ~--'  ------~pr~o:'it~n-1 
hydrogène  r  substantif  1  --------+------__ ,  _____________ , 
'un  1 article  1  j---------r----------·1 
1 alco.ne  ! substantif  i 
1  1  ----------·-·  1 
1_~~----·_j·  a~-~~~~-J 
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.-·-· -· ····--·-"·--_E~a.:_ro:raE:E.J:~-----·--r-·-----------------·---·---- ·, 
1 inscription  j farülle  sé- i  oonsi~;-nos.  ! 
1 à  porter  ~ur 1 mantiqu~ du  !  particulières  1 
11_~0  ~:  =~-:~-=  --r:  t~::_-":U'--- ---·-·--- ---- --- ---j  -r  ·--------, 
J··- ~---- j rel':tJ_~n  ·----·-------·----! 
;  ···---------~------+  ··----,1  i  1  ' 
1  formule  objet  , 
r- -~ 
1  remplacer  action  1 
_N_T-----lr-- ---~l 
:  "  relation  1 
l
_.c.  - .  ---r  -----·------1 
t___}? _______  felat_i~::_- -~---------- -------{ 
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SOLUr:PlON 
-·-~--- Exo  pour  la phrase  :  Avec  la fonction alcool,  nous  abor-
dons  l 1 ~tude de  la première  fonction  oxygénée. 
On  lit lo  mot  de  la colonne  de  gauche  g  abordons 
Lo  dictionnaire indique  la famille  sémantique  = action 
d 1 où  1:.-~  dessin  g 
Les  opérandes  1  et  2  sont les deux  premiers  substantifs  de  la 
colonne  suivante  =  nous 9  étude 
Application de  la sous-routine  1  V~  le  2~!_~~ 
Le  dictionnaire indique  la famille  sémantique  = NT 
Le  mot  "nous"  ne  doit pas  être porté  sur  le dessin. 





Le  dictionnaire indi j_ue  la famille  s6m::mtique  = 
d 1 où  le clessin  ==  --·---------*;).! ,~  a bo::·d.e:.::  ; -v 
,:>  et  .....  1------~~~~~~~--> 2  '·.(j) 
' 
AE,.il')lication  d~ la  sous-,~cuj;i.no  2  pour  _le  mot  g  ~:b~do 
Lo  dictj_onnétire  donno  dos  consignes  particulières  opôrande  1 
op.:irande  2 
Seul  le mot  de  existe  (dans  la colonne  suivante) 
Lo  dictionnaire indique  la famille  sémantique  rel2.tion 
Le  mot  de  s'introduit  an  opérande  2  de  l'acticn étudj.er;  il n'ost 
donc  pas  noté 9  c'est lo mot  en  regard  dans  la colonne  suivante 
"fonction"  qui  est directement  porté  en  op0rande  2. 
Le  dicticnnaire indique  la famille  s6mantique  = objet 
p::tr 
de 
Le  mot  en  regard "de"  dans  la colonne  précédente n'étant pas  associé 
à  un rectangle,  on  note l'objet dans  un rectangle  qui  no  comporte 
pas  de  place  marquée  : 
foncti~n]  et 
etc  ••• 
.... 






En  continuant d'appliquer les consignes  on arrive au  di'lgramme  indiqué 
dans  la solution aux  travaux pratiques  à.e  la première :partie. - 177  -
TROISIEME  PARTIE:  SUPERPOSITION  DES  DIAGRAMNES 
LIAISONS  ENTRE  DIAGRAJrnES 
Jusqu'ici nous  nous  sommes  efforcés d'obtenir des  diagrammes  correspon-
dant  à  des  phrases isolées.  Mais il n'y a  logiquement  pas  lieu de  garder 
cette subdivision;  un  texte est normalement  un  tout qui no  possède  de 
ponctuation que  pour  les  commodités  de  la lecture.  Il faut  donc  chercher 
les liaisons possibles entre phrases et "superposer"  les diagrammes  iso-
lés. 
Exemple  a)  La  fermentation  de  la cellulose fournit  du  méthane 
fermenter  1 
N 
cellulose 
produire  1 
~----------------~  méthane 
b)  La  pyrogénation  de  la houille produit un  gaz  qui  contient 
du méthane. 
p~rrogéner  houille 
---r-------------~~~~___j 
produire  gaz 
1· 
1  E 
1 
méthane 
Il semble  logique  de  "superposer"  les  2  diagrammes. 
fermenter  cellulose 
~-------------~~------~ 






r---p_r_o_du  __  ir  __  e------~~  gaz 
houille 
pyrogéner 
....._ ________  _. 
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Mais  il faut  bien prendre garde  de ne  pas  créer ainsi une  information 
fausse  - C'est ainsi que  la superposition ci-dessus n'est valable que  si 
elle permet  d'exprimer la phrase  : 
La  pyrogénation de  la houille fournit  un gaz  qui  contient  du  mé-
thane  .9.:1;li  peut  ôgaloBent  être produit  par la fermentation. ·de  la 
cellulose. 
ct non  pas  la phrase 
La  pyrogénation  de  la houille fournit  un  gaz  qui contient  du  mé-
thane  ~ui est produit par la fermentation  de  la cellulose. 
Il y  a  donc  lieu d'ajouter certains  s;ymboles  pour  indiq_uer  cômmen:l~ le 
diagramme  doit être lu.  :Bien  souvent les seuls  numél~oR  cies  documents 
ou des  parties de  documents  correspondant  au  diagramme  en question permettront 
de  lever l 1ambiguité. 
Un  autre  cas  de  superposition se présente lorsqu'un "objet11  da.ns  u...'1.e 
phrase est désigné  dans  d'autres  phrase~ par un  pronom. 
Exemple  :  Le  m6thane  est tm  composé  très stahle. Il contient peu 
de  carbone •••• 
I 
Enfin il peut  sc faire que la liaiscn soit rôalis6e par le fait 
de  po si  ti  ons  hiérarchiques ordin:üres. 
Réaliser la superposition,  s'il y  a  lieu,  des  diagrammes  obtenus au 
cours  de  l'exercice précédent. 
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ANALYSE  AUTOMATIQUE 
(Programmes  de  Conflits) 
Y.  LECERF 
INTRODUCTION 
Entre le présent  texte,  et l'exposé  fait au séminaire  de  fé-
vrier 1960, il y  a  toute la distance  qui doit normalement  séparer,  de la 
présentation orale d'une  expérience sur ordinateur,  le compte-rendu écrit 
de  celle-ci.  Le  compte-rendu écrit se  doitd'être  beaucoup plus complet, 
et cela sur au  moins  deux points  : 
A.- Premier point  :  rappel  d 1 u~ contexte  de  problème~.~.~.!~·:" 
tifiques,  contexte  qui annonëe  et rend nécessaire le montage  de  dispositifs 
expérimentaux. 
L'expérience  de  février 1960  a  permis  d'obtenir  des  rensei-
gnements  sur l'efficacité et la rentabilité  de  certains procédés  de  cal-
cul d'adresses.  Elle n'èst  que  la première  dans  une  série d'essais sur or-
dinateur,  pour l'étude et la mise  au point  de  méthodes  générales  de  con-
sultation de  catalogues  de  règles. 
Nous  pensons  en effet  que  les problèmes  de  l'analyse automa-
tique  doivent  être attaqués simultanément,  d'une part sur le front  de la 
grammaire  et de  la sémantique,  mais  d'autre part aussi,  sur le  front  des 
techniques  de  calcul d'adresses,  de  raisonnement  automatique  concernant 
des  adresses,  de  consultation et d'exploitation automatique  des  catalogues 
en général. 
Aussi,  nous  commencerons par montrer qu'il ne  sert à  rien 
d'introduire  dans la mémoire  d'un ordinateur  de  vastes  catalogues  de  rè-
gles  grammaticales  et sémantiques,  si ces  catalogues  ne  sont pas  consul-
tables,  exploitables automatiquement;  que  ce  caractère d'exploitabilité 
ne  dépend  pas  seulement  du  catalogue,  mais aussi  de  l'état d'avancement 
de  la technique  de  consultation automatique  des  catalogues  en  général, 
qui est  une  technique  de  calcul d'adresses;  qu'un catalogue  non  exploi-
table  dans  un  certain état  de  cette  technique  peut le devenir si celle-
ci fait  des  progrès.  · 
Nous  rappellerons qu'il est nécessaire,  pour l'analyse au-
tomatique, de  consulter non pas  des  catalogues  grammaticaux  et  sémantiques 
pauvres,  mais  bien des  catalogues riches,  très riches  en information. 
Si cette condition n'est pas  remplie,  les opérations se 
trouveront  bloquées  dès le début  et au niveau  du  texte d'entrée,  dont 
il sera impossible  de  lever les ambiguïtés.  Se  contenter d'une  gram-
maire  sémantique pauvre,  c'est se  condamner  aux  contresens les plus 
grossiers 
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La  grammaire  et la sémantique,  tout court,.sans considé-
ration d'exploitabilité automatique  (et cette restriétion est impor-
tante),  ne  sont plus  des  sciences  à  inventer.  Elles existent déjà. 
Tout le monde  sait que  l'article s'accorde avec  le. nom, 
l'épithète avec le substan-tif,  et ainsi  de  suite.  Tout le monde  sait 
que  seule  une  chose  susceptible  de  mouvement  peut  bouger;  que  seule 
une  personne,  ou  une  créature assimilée  à  une  personne,  peut rire ou 
pleurer;  que  si une  personne  est dite travailler dans  une  pièc~, il 
s'agit d'une pièce  d'habitation et non  d'une pièce  de  monnaie  ,  en 
vertu de  cette règle  sémantique  qu'un volume  ne  peut pas  @tre  inclus 
dans  un  volume  plus petit. 
Cette  dernière  règle  touche  déjà à  la biologie, la phy-
sique,  (non compressibilité  d'un être  humain  en  train de  travailler) 
et la géométrie  (inclusion de  volumes).  Aussi il apparaît  que  les 
meilleurs recueils  de lois permanentes  valables sur le plan des  cho-
ses signifiées,  que  ces  recueils  très riches  ne  c0ûtent rien:  la so-
ciété  en  a  déjà payé le prix, par  des  siècles d'observations scienti-
fiques.  Les meilleurs  traités de  sémantique,  sans  considération d'ex-
ploitabilité automatique,  (et cette restriction est importante,) ce 
sont les traités usuels  de  mécanique,  de  physique,  de  logique,  les  en-
cyclopédies  de  chimie·,  d'histoire naturelle,  de  géographie,  et ainsi 
de  suite,  sans parler des  traités existants  de  sémantique,  qui  donnent 
des  règles  de  bon  sens  courant. 
Mais  ces  traités  immensément  riches,  beaucoup  plus riches 
encore  que  nous  n'avions  souhaité,  ne  sont pas,  dans l'état actuel  des 
choses  et  à  notre  connaissance,  exploitables  automatiquement  pour le-
ver les ambiguïtés  du  langage ordinaire. 
De  même,  l'énorme  masse  d'informations  contenues  dans  les 
traités de  grammaire,  ouvrages  dont  certains comportent  des  milliers 
de  pages,  ne sont pas,  sous leur  forme  brute actuelle,  exploitables 
pour lever les ambiguïtés  du  langage  ordinaire~ 
Si nous  en  venons  maintenant  aux  catalogues  réputés  con-
sultables,  exploitables par des  ordinateurs,  force  est  de  constater 
que l'on n'en a  jusqu'ici publié  que  fort peu.dans le monde;  que  ceux 
qui ont  été publiés  ne  contiennent pas  beaucoup  de  règles;  que  même 
ces  quelques  règles  sont parfois  en  contradiction avec  les faits,  fau-
te  d'être accompagnées  de  listes suffisantes d'exceptions. 
Le  rassemblement  de  catalogues  de  règles  grammaticales  et 
sémantiques  exploitables  en  machine,  c'est-à-dire consultables  automa-
tiquement,  exige  un  travail minutieux.  La  progression est lente.  Cha-
que  règle  de  ces  catalogues revient  finalement  assez cher,  surtout si 
l'on réfléchit au  nombre  de  règles qu'il faudra  rassembler. 
La  construction  de  ces  catalogues  se  révèle si lente et 
si difficile,  que  plusieurs  équipes ont remis  à  plus  tard le rassem-
blement  de  règles  sémantiques,  se spécialisant provisoirement  dans la 
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grammaire.  Encore  y  a-t-il des  discussions sur le point  de  savoir si 
certaines manières  de  noter les adresses  de  mots liés par les règles 
ne  conduisent pas  à  des  catalogues  quasi infinis.  On  imagine  facilement 
les conséquences  qui  en résulteraient  en  ce  qui  concerne  les coûts, 
d'une part  de  la construction d'un tel catalogue,  d'autre part  de  la 
mémoire  machine  destinée  à  le contenir. 
Au  total, les particularités imposées  par les conditions 
d'exploitabilité automatique,  et  tout particulièrement cette contrain-
te  de  devoir  donner 1 directement  ou  indirectement,  les adresses  des  mots 
liés par  chaque  règle,  coûtent  fort cher,  et d'autant plus  cher  que  les 
mécanismes  de  consultation automatique  sont  moins perfectionnés. 
D'où l'intérêt de  réduire le prix des  catalogues  en  amé-
liorant les  techniques  de  consultation automatique et de  calcul d'adres-
ses. 
B.- ~cond point 
me  plutôt  gue  de  tel autre. 
explication du  choix  de  tel mécanis-
Nous  nous  efforcerons  de  poser d'une  man~ere générale 
les problème?  de  consultation de  catalogues1 puis  de  montrer progres-
sivement  comment  des  considérations  de  coût  conduisent  à  choisir tel 
et tel procédé.  L'exposé  y  gagnera  en  généralité. 
Dans  une  annexe,  nous  rassemblerons les résultats acquis 
au cours  des  chapitres,  et définirons les conditions  de  l'expérience 
sur ordinateur. 
On  trouvera plus loin,  sous la signature  d*Eric  Morlet, 
l'organigramme  du  programme. 
Cette  expérience n'aurait pas pu  être réalisée  dans  les 
délais prescrits,  sans la bienveillance  de  M.  P.  Gillis, professeur à 
l'Université libre de  Bruxelles,  qui  a  bien voulu mettre  à  notre  dis-
position pour les essais l'ordinateur  IBM  650  de  son laboratoire  de 
calcul électronique  et  nous  permettre  de  faire  appel  au  programmeur 
de  ce  laboratoire,  Eric  Morlet,  qui  a  assuré  avec  la plus grande  cé-
lérité la rédaction et la mise  au point  du  programme. 
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PREl'.UERE  PARTIE 
CALCUL  D•ADRESSES  ET  CONSULTATION  DE  CATALOGUES  DE 
REGLES  EN  ANALYSE  AUTOMATIQUE 
I, 1  PERSPECTIVES  DE  L'ANALYSE  DOCUNENTAIRE  AUTOHATIQUE. 
Par  analyse  documentaire,  on  désigne  habituellement les 
opérations  qui permettent  de  passer  d'un  document  rédigé  en langage  or-
dinair~ et  riche  en  informations,  à  un  texte  en langage  documentaire, 
texte  qui est généralement  bien  moins  long et bien plus  pauvre  en in-
formations  que  le document  initial. 
Dans  la mesure  où  elle implique  l'élimination des  rensei-
gnements  jugés les moins  importants,  l'analyse documentaire  s'apparente 
au  résumé.  Dans  la mesure  où  elle  implique  un  changement  de  forme,  un 
changement  de  langage,  elle s'apparente  à  la traduction. 
L'importance  des  opérations  du  type  "résumé",  comparée 
à  celle  des  opérations  du  type  "traduction",  dépend  beaucoup  des  cir-
constances  et  du  syst~me documentaire utilisé.  Or il peut  se  révéler 
que  les unes  soient plus difficiles à  automatiser  que  les autres,  d'où 
la nécessité  de  faire la part  de  chacune  d'entre elles.  On  peut  imagi-
ner  certains  cas  limites  où le résumé  est  tout  dans  l'analyse,  et d'au-
trœ cas  où il n'est rien. 
Donnons  un  exemple.  Les  centres  de  documentation  qui  exis-
tent actuellement  dans  le  monde  publient  denombreux recueils d'abstracts. 
On  peut  considérer  que  ces abstracts  constituent  en  eux-mêmes  des  docu-
ments.  On  peut  se  proposer  de  transformer  ces  abstracts  en  diagrammes 
de  Braffort  et Leroy, sans les  condenser plus,  puis  de  stocker  en  vue  de 
la sélection,  les  diagrammes  ainsi obtenus.  Dans  ce  cas  très particu-
lier, l'analyse  documentaire  serait essentiellement  une  traduction  de 
langage  ordinaire  en  langage  documentaire. 
Même  lorsque la partie  résumé  joue  un  rôle  important,  on 
peut trouver  a~antage à  effectuér  succ~ssiVement les  opérations  de  tra-
duction et de  résumé,  ne  serait~ce que  pour  cette raison  que  le langage 
ordinaire  est une  notation très ·ambiguë,  si l::iien  qu'avant ·de  résumer  un 
texte il y  a  intérêt à  en  expliciter d'abord,  de  façon  univoque,  la si-
gnification.  · 
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Si l'on tient compte  des  efforts actuellement  accomplis 
dans  le monde  en  vue  de  promouvoir la traduction automatique,  on  peut 
espérer  que  le passage  de  langues  ordinaires vers  des  langages  documen-
taires,  sans  résumé,  pourra se  faire  automatiquement  et avec  une  ren-
tabilité convenable  dans  des  délais  non  trop  éloignés.  Un  premier pas, 
et non  le moindre,  serait alors accompli  sur la voie  de  l'analyse  docu-
mentaire  automatique. 
Cet  exposé  ne  traitera que  de  la traduction automatique 
vers  des  langages  documentaires,  à  l'exclusion de  toute  opération de 
résumé. 
Encore  nous  limiterons-nous  aux problèmes relatifs à  la 
levée  des  ambiguïtés  des  textes  à  analyser. 
I,  ~.  AMBIGUITES  DU  LANGAGE  ORDINAIRE 
ENTRE  LES  TERMES  DE  L'ENONCE. 
HOiviONYMIF.S,  FAUSSES  RELATIONS 
A/  Homonymies.-
L'existence  d'homonymies,  et  de  ces  homonymies  du  langage 
écrit  que  l'on appelle  homographie~ est bien connue  de  tout le  monde. 
Mais  on  ne  se  représente pas  toujours la complication qui  en résulte 
pour l'analyse automatique. 
Prenons  l'exemple  d'une petite phrase;  "Pose la table  1" 
et supposons  que  nous  disposons  seulement  d'un dictionnaire  automatique 
'  pose  la  1 table 
·-
verbe  pronom  verbe 
nom  article  nom 
nom 
Le  tablea~ ci-dessus  ne  donne  qu~une idée  très grossière 
de  la multiplicité  des  acceptions associables aux  trois  formes  "pose" 
"la"  et  11tuble".  Pour  ~rouver l'interprétation correcte  de  la phrase, 
il faut  faire  un  choix  entre les possibilités ainsi suggérées 
v,  Pr,  v  v,  Art,  N  N,  Pr,  v  N,  Art,  N  v,  Pr,  N  v,  N,  v  N,  Pr,  N  N,  N,  v  v,  Art,  v  v,  N,  N  N,  Art,·  v  N,  N,  N 
qui sont  au  nombre  dé  :  2  x  3  x  2  ::  12 
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Prenons  maintenant  l'exemple  d'une  phrase  un  peu plus 
longue 
' 
manoeuvreJposelle  tubelsur j1a 
1table  Le 
1 
1  !  ! 




Pr  N  N  N  IPrép  N  N 
1 
. Pr j 
1 
j  ! 
1  . 
1  Pr 
'  '  1  '  -
A ce  tableau il correspond  : 
2  x  2  x  2  x  2  x  2  x  2  x  3  x  2  = 384 possibilités. 
Autre  exemple:  la phrase  "Dans  cette  dure  lutte contre la 
montre,  l'illustre Coppi  ferme  la marche"  contient sept mots  ayant  for-
me  de  verbe,  alors  qu'un seul y  remplit  cette  fonction. 
Les  méthodes.selon lesquelles  "on doit  commencer  par  déter-
miner  quels mots  sont des  verbes"  rencontreront peut-être,  avec  une  tel-
le phrase,  quelques difficultés d'application  • 
.  r---
{ montre--1  Dans  cette  dure  lutte  contre  la 
"'  Prép.  Dém.  Adj  N  Prép.  Art  N 
N  v  N  N  v 
v  v  Pr 
l'  1illustre  Coppi  ferme 
1 
la  marche 
Art  Adj  N  Adj  Art  N 
Pr  v  Ad v  Pr  v 
N  N 
1 
1  v  ! 
Total  des  possibilitée 
l  x  l  x  3  x  2  x  3  x  3  x  2  x  2  x  2  x  1  x  4  x  3  x  2 
=  10.368 
L'augmentation rapide,  généralement  exponentielle  en  fonc-
tion  du  nombre  de  mots,  du  nombre  de  possibilités associables  à  une 
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phrase,  ne  doit  pas  effrayer outre  mesure.  D'une  part  en  effet les 
ordinateurs  calculent vite.  D'autre part, le  temps  nécessaire pour 
effectuer  un  choix parmi  n  possibilités n'est pas  forcément  propor-
tionnel  à  n.  Si les meilleures  conditions  sont  réalisées,  ce  temps 
peut  même  varier  comme  Log  n,  c'est-à-dire rester à  peu près  propor  ... 
tionnel  à  la longueur  des  phrases. 
Cependant,si ces  conditions  de  choix idéales  ne  sont pas 
réalisées,  le  temps  de  résolution  des  homographies  pourra augmenter 
beaucoup  plus vite  que  la longueur  des  phrases.  La  difficulté  du  trai-
tement  des  homonymies  ne  doit pas  être  sous.estimée.  Les  tableaux 
dessinés plus  haut n'indiquaient d'ailleurs  qu'une  faible partie  des  . 
possibilités  à  envisager pour  chaque  mot. 
Si dans  ces  tableaux nous  avions  fait mention  de  la pos-
sibilité,  qui  existe  toujours,  d'employer  substantivement n'importe 
quel  mot  lorsqu'on veut le désigner  en  tant  que  mot,  le  nombre  de  com-
binaisons  grammaticales  serait apparu  comme  bien plus  grand. 
D'autre part,  lorsque le  mot  "table",  par  exemple,  ou  bien 
le  mot  "pose",  ou  "tube",  ou  "manoeuvre",  ou  "contre",  ou  "montre",  ou 
"marche",  ou  "dure",  ou  "lutte",  etc.  ont,  dans  une  phrase,... fonction  de 
verbe,  il reste  encore  à  préciser s'il s'agit de  l'impératif présent 
(2ème  personne  du singulier),  de  l'indicatif (1ère  ou  3ème  personne) 
ou  du  subjonctif  (1ère  ou  3ème  personne).  Ce  n'est  donc  pas  une  hypo-
thèse  grammaticale  "verbe",  mais  bien cinq,  qu'il faudrait  inscrire  en 
dessous  de  ces  mots  dans  les  tableaux. 
Enfin,  les alternatiyes  grammaticales  proposées par ces 
tableaux ne  peuvent  constituer qu'un tri préalable,  un  dégrossissage. 
Chacune  d'elles  recouvre  en  général plusieurs significations,  et le 
but  de  l'analyse n'est-il pas  de  départager les significations  ? 
Employé  substantivement,  le mot 'pose"  peut  désigner soit 
l'action de  poser,  soit une  attitude  du  corps,  soit un  temps  d'exposi-
tion  en photographie,  etc.  Employé  substantivement,  le mot  Htable"  peut 
représenter soit·un meuble,  soit un  tableau  de  renseignements  disposés 
méthodiquement  (table  de logarithmes,  etc),  soi~dans certains cas,  une 
assemblée  de  personnes  ("Toute la table  éclate  de  rire"  - "La  table  ron-
de  s'est réunie ...  "),  etc. 
Pour  obtenir  des  notations  non  ambiguës,  il faudrait  par 
exemple  numéroter  ces significations, le plus  difficile  étant naturel-
lement  de  les départager  automatiquement. 
De  même,  qu'il s'agisse  de  documentation  ou  de  traduction, 
il importe  de  séparer,  parmi les substantifs qui s'écrivent  "montre11  : 
"montre l"  qui  indique  l'heure;  "montre  2"  qui  est une  vitrine;  "mon-
tre  3"  qui est l'action de  faire  étalage  d'un  talent,  d'un sentiment. 
Parmi les substantifs  féminins  "m<arche",  on  distinguera  "marche  l", 
partie d'un escalier,  "marche  2",  action  de  mettre  un  pied devant 
l'autre,  "marche  3",  morceau  de  musique,  etc. 
EUR/C/867/61  f - 186  -
Certaines phrases restent  ambiguës  même  pour  un analyste 
humain.  Exemples: "La  fille  de  cet  homme  illustre le livre".  "La  ~~remière 
marche  et la seconde  valse". 
B/  Fausses  relations  entre les  termes  de  l'énoncé. 
Une  seconde  source  d'ambiguïté  du  langage ordinaire  se 
manifeste lors  de  l'interprétation des  rapports  entre  mots  ou  entre 
groupoode  mots.  Charles  Bally  Clt à  qui  nous  avons  emprunté  le  sous-
titre  de  ce paragraphe,  donne  des  exemples  de  phrases-pièges,  typiques 
de  ce  genre  d'ambiguïté:  "Les  fils  de  fonctionnaires  morts  à  la guerre" 
(on  ne  sait pas  qui,  des  fonctionnaires  où  de  leurs fils,  est mort  à 
la guerre).  Autre phrase:  "J'ai vu la fille  du  fermier  qui  nous  vend 
des  légumes"  (on  ne  sait pas  qui,  du  fermier  ou  de  sa fille,  est le 
vendeur). 
Il n'est pas  question  de  demander  à  une  machine  de  faire 
un  choix  dans  les  exemples  ci-dessus,  puisqùe l'esprit humain  lui-même 
hésite.  Mais  pour  certaines autres phrases  du  même  type,  l'analyste 
humain  lève  facilement  l'ambiguïté,  gr§ce parfois  à  des  indices  gram-
maticaux  ("Les  filles  de  fonctionnaires  morts  à  la guérre")  ou  séman-
tiques  ("une  montre  de  dame  dont  le  dos  est  émaillé").  Il sait aussi 
reconnaître  ce  rapport particulier entre certains mots  qui  fait  d'eux 
un  tout  indissociable,  une  locution  (exemple:  "prendre ses  jambes  à 
son cou").  Il sait,  d'une  manière  générale,  rétatlir les liens  entre 
les mots. 
Les  relations entre  mots  constituent  un  composant  essen-
tiel de  la signification de  toute phrase.  Le  fait  que  ces  relations 
ne  soient,  dans  le langage  naturel,  pas  notées  explicitement par écrit, 
introduit  des  ambiguïtés  en  nombre  considérable;  car,  du  point  de  vue 
d'une  machine  qui doit utiliser certaines  informations, il n'y  a  rien 
de  plus  ambigu  que  l'absence  totale  de  ces  informati6ns  dans les  don-
nées.  Il ne  s'agit plus  seulement  ici de  quelques  phrases-pièges tel-
les  que  celles citées plus haut,  ~ais bien  de  toutes les phrases,  puis-
que  les reletions  entre  mots  n'apparaîtront  jamais  autrement  que  com-
me  le résultat d'un calcul. 
Une  fois  acquis  ce  résultat, il faudra  le noter,  ne  se-
rait-ce qu'à l'intérieur de  la machine.  Les  diagrammes  de  Braffort 
et Leroy  (2)  s'y prêtent  fort  bien.  On  peut aussi se  servir,  comme 
le professeur  Ceccato  (3),  de  corrélogrammes,  ou,  comme  Chomsky  (4) 
de  diagrammes  de  dérivation,  ou,  comme  Tesnière  (5)  de  stemmas.  Tou-
tes ces  notations  ont  une  inspiration graphique  et seront  dé~ritcs 
plus loin.  Donnons  simplement  ici celle que  nous  utilisons,  et qui 
est  très proche  de  celle  de  Harper  et Hays  (6) 
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montre 
/  \.' 
une  <~ 
de  ·  ayant 
'\.  ."".. 
dame  dos  /  ,, 
le  émaillé 
En  conclusion,  il n'y a  pas  d'analyse  documentaire  conce-
vable  (ni d'ailleurs  de  traduction)  sans  que  l'on commence  par lever 
les ambiguïtés  du  texte  d'entrée. 
I,  3  RESOLUTION  DES  AMBIGUITES  PAR  CONSULTATION  DE  CATALOGUES  DE 
L'analyste  humain,  pour  résoudre  les ambiguïtés  relatives 
tant  aux  mots  qu'aux rapports  qui les lient,  fait appel  aux règles  nor-
matives  que  les usagers  d'une  langue  naturelle sont  censés  respecter  : 
règles  grammaticales,  règles  sémantiques. 
Voyons  si une  machine  peut utiliser de  telles règles. 
Les  premières  imposent  des  contraintes relativement stric-
tes.  Donnons  des  exemples  d'ambiguïté  départagés par  ce  moyen;  dans 
chacune  des  phrases  suivantes  : 
"Ces  pages  sont  beaux" 
"Ces  pages  sont  belles", 
le mot  "pages"  prend  une  signification différente  (1.  jeune  noble. 
2.  feuille  dè.papier).  C'est la règle  grammaticale  d'accord  en  genre. 
de  l'attribut avec  le sujet et qui permet  de  choisir chaque  fois. 
Dans  les phrases  suivantes  : 
"Les  filles  de  fonctionnaires  morts  pendant la guerre" 
"Les  filles  de  fonctionnaires  mortes  pendant la guerre11 
c'est la règle  d'accord  du  genre  de  l'épithète qui permet  chaque  fois 
de  lever l'ambiguïté,  et  de  savoir qui,  des  fonctionnaires  ou  de  leurs 
filles,  est mort  pendant la guerre. 
Les  règles  grammaticales  sont  quelquefois  enfreintes par 
les  au~eurs.  Bien  que  ces  cas soient assez rares,  on peut les prévoir, 
en associant  à  chaque  règle  une  11pénalité11 ,  d'autB.nt  plus  grande  que  la 
règle  est plus stricte.  Si aucune  solution correcte n'est  trouvée,  on 
choisira la solution incorrecte  qui contredit le moins  de  règles,  c'est 
à-dire la moins  pénalisée. 
Les  règles  sémantiques  interviennent  également  dans la ré-
solution des  ambiguïtés  du  langage  ordinaire.  Si la phrase  "une  montre 
de  dame  ayant le  dos  émaillé" s'interprète sans difficulté,  c 1est parce 
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que  nous  savons  que  le dos  des  dames  n'est généralement  pas  émaillé. 
Les  règles  sémantiques n'ont  rien d'absolu.  On  peut  cons-
truire  des  phrases  qui les violent  systématiquement.  Aussi,  pour ces 
règles,  le système  des  pénalités apparait  comme  encore plus  nécessaire 
que  dans  le cas  des  règles  grammaticales. 
Une  machine  ne peut pas utiliser des  informations si on 
ne  les lui a  past  préalablement,  données.  Si l'on veut lever automa-
tiquement les ambiguïtés  du  langage naturel, il faut  introduire  en  mé~ 
moire  machine  des  renseignements  sur les  normes  de  ce  langage,  par  exem-
ple  sous la  forme  d'un catalogue  de  règles.  Si ce  catalogue est incom-
plet, la qualité  du  programme  s'en trouvera d'ores  et  d~ja partiellement 
compromise,  puisque la machine  n'aura aucun moyen  de  rétablir les ren-
seignements  manquants;  les phrases pour l'interprétation desquelles  ces 
renseignements auraient  été nécessaires apparaîtront  comme  ambiguës. 
Ainsi,  rien qu'en observant le "catalogue  de  règles",  ou 
ce  qui  en  tient lieu,  on peut  déjà  fixer une  borne  supérieure  à  l'effi-
cacité  d'un programme. 
Ceci dit, il ne  suffit pas·d'introduire un  catalogue  de 
ce  genre  en  mémoire  machine.  Il faut  encore  en organiser la "consul-
tation" automatique.Cela  implique  que  le catalogue soit "consultable", 
et c'est là que  s'introduit la  princip~.edifficulté.  Dans  un  ordina-
teur  en  effet, il ne  peut  y  avoir  d'information sans  adresse,  et in-
versement,  pour  consulter une  information,  il faut  connaître  son adres-
se  ou  bien pouvoir la retrouver au  moyen  d'un calcul. 
Une  phrase  étant donnée,  on  devra,  pour  en lever les ambi-
guïtés résoudre les  deux  problèmes  suivants  : 
1°  Trouver  dans  le  catalogue  ou  dans  ce  qui  en  tient lieu, les règles 
grammaticales  et sémantiques  utiles pour le cas  de  cette phrase; 
pour  cela il faudra  calculer les adresses  de  ces règles. 
2°  Ces  règles  une  fois  trouvées, il faudra les exploiter.  Les  règles 
grammaticales,  comme  les règles  sémantiques,  imposent  certains 
rapports  entre les catégories auxquelles appartiennent les élé-
meuts  du  langage.  (Par  exemple  :  si tel mot  est  féminin,  tel.autre 
mot l'est aussi.  Si tel et tel objet sont liés par une  relation 
d'inclusion,  le contenant  est plus  grand  que  le contenu,  etc.) 
Pour  vérifier que  les prescriptions  en  question sont satisfaites, 
il faut  trouver les mots  qu'elles concernent;  on  devra  donc  calcu-
ler les adresses  de  ces mots  dans la phrase  donnée. 
EUR/C/867/61  f - 189  -
Ainsi,  pour  lever les ambiguïtés  de  phrases  du  langage 
ordinaire, il faut  satisfaire simultanément  ces  deux  conditions  qui 
sont  : 
1°  L'introduction d'informations  en  quantité suffisante  dans  la ma-
chine,  sous  forme  par  exemple  d'un catalogue  de  règles  normatives. 
2°  La  mise  au  point  de  mécanismes  susceptibles  d'assurer la consulta-
tion automatique  de  ce  catalogue,  avec  tout  ce  que  cela implique 
de  difficultés  de  calcul d'adresses. 
En  vérité, il n'est pas  possible  de  dire  que  l'une  de 
~es fonctions  est plus difficile à  assurer  que  l'autre.  L'histoire 
des  recherches  en  traduction automatique  montre  en  effet  que  si l'on 
chaase la difficulté  de  l'une,  on la retrouve  dans  l'autre. 
Ou  bien  en  effet,  on  impose  à  l'avance  un  mécanisme  de 
consultation simple,  et alors,  le catalogue  deviffit  très  compliqué, 
très  volumineux,  très différent  des  corpus  de  règles  que  l 1on  trouve 
dans  les traités ordinaires  de  grammaire  ou  de  sémantique,  et la cons-
truction  de  ce  catalogue  devient  alors  coûteuse,  et coûteuse  égale-
ment la mémoire  machine  qui  doit le  contenir. 
Ou  bien au  contraire,  on  impose  à  l'avance l'idée d'un 
catalogue  bon  marché;  il est alors relativement  facile  de  rassembler 
des  règles  normatives  de  forme  quelconque,  ne  serait-ce qu'en  tirant 
parti des  nombreux  traités déjà existants.  Il est possible  de  se 
faire  une  idée  de  la quantité  d'information ainsi réunie,  en  effec-
tuant  des  sondages,  et  de  voir si elle est suffisante pour  un  usage 
déterminé,  par  exemple  pour la levée  des  ambiguïtés  d'un certain  type 
de  textes  avec  un  certain pourcentage  d'erreurs.  Mais  alors,  c'est 
dans  le programme  de  consultation  que  la difficulté  fait sa réappari-
tion:  les  catalogues  bon  marché  sontJ~ffet rédigés,  comme  les  gram-
maires  ordinaires,  comme  les traités  de  sémantique ordinaires,  sans 
indication d'adresses. 
La  règle  d'accord  grammatical  du  sujet et  du  verbe,  par 
exemple,  y  sera  énoncée  sans  que  l'on précise  quelle  est l'adresse  du 
sujet relativement  au  verbe,  combien  de  mots  peuvent les séparer  dans 
l'ordre linéaire  d'énonciation  des  phrases,  quelles  sont  ces  configu-
rations  de  mots  qu'il est ainsi permis  d'intercaler entre sujet et 
verbe.  Ces  renseignements,  que  les catalogues  bon  marché  ne  contien-
nent pas  explicitement,  devront  finalement  être  quand  même  rétablis, 
à  partir  des  informations  de  ces  catalogues,  par  un  calcul d'adresses, 
de  sorte  que  le programme  de  consul  ta  tion  deviendra  compliqué,  co0.·· 
teux  en  temps  machin~et difficile  à  construire. 
Il est clair qu'il s'agit  toujours  d'une  m8me  difficulté 
aux  multiples  visages  :  si on la chasse  du  catalogue,  elle reparaît 
dans  le programme  de  consultation;  si on la chasse  de  ce  dernier,  elle 
reparaît  dans  le  catalogue,  et l'on peut  imaginer autant  que  l'on en  veut, 
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des  états intermédiaires,  o~ la difficulté  se partage  entre les  deux 
fonctions  complémentaires.  Ceux  qui  ont  choisi  u~politique de  cata-
logue  cher  à  consultation simple  diront  que  la traduction automatique 
pose  essentiellement  des  problèmes  de  catalogue,  des  problèmes  linguis-
tiques.  Ceux  qui  ont  choisi une  politique  de  catalogue  bon  marché  à 
consul ta ti  on difficile,  diront  que  la traduction au  toma tique.·  pose 
surtout  des  problèmes  de  calcul  d 1 ad.resses. 
I,  5  FRACTIONNEMENT  DES  PROBLEMES  EN  SOUS-PROBLEMES  - NOTION  DE  FIIJTRE  ---- ----
Le  travail  de  traitement  des  ambiguités  de  phrases  du lan-
gage  ordinaire peut  être réparti entre plusieurs automates  (ou  entre plu-
sieurs  sous-prcgrammes  pour  une  même  machine)  assurant  des  fonctions  com-
plémentaires,  de  façon  à  fractionner le problème  d'ensemble  en  plusieurs 
sous-p:."oblèmes  plus  simples.  On  peut  faire  cette répartition  comme  suit 
1°  un'tlictionnaire  automatique"  examine  isolément  chaque  mot  du  texte 
d'entrée  et suggère,  pour  chacun  d 1eux,  diverses  interprétations. 
exemple  simplifié  : 
1 
Pose  la  1  tabJ_e  1 





2°  un'automate  à  combiner les hypothèses"  assemble  de  toutes les maniè-
res possibles les interprétations proposées  pour  chaque  mot. 
Pour la phrase  ci-dessus, il y  aurait  2  x  3  x  2  = 12  combi-
naisons  proposées  :  V  Pr  V,  V  Pr  N,  V  Art  V,  V  Art  N,  etc. 
3°  un  "automate  de  filtrage" reçoit  ces  combinaisons 1  examine  chacune 
d'elle en  fonction  de  catalogues  de  règles  grammaticales  et. sémanti-
ques.  Si une  combinaison viole l'une au  moins  de  ces  règles,  elle 
est rejetée,  sinon,  elle est acceptée. 
Cette répartition des  fonctions  se  schématis~ comme  suit 
Dictionnaire  automatique 
Combinaison  d'hypothèses 
12  combinaisons  iliiiiiii[Jl:ll 
Automate  de  filtrage 
l  solution  J 
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Hais il est clair que  la troisième  fonction,  celle  du 
filtrage,  peut  elle-même  se  répartir entre plusieurs''filtres11  partiels, 




filtrage  ,1  r 
,y 
Filtre  4  l 
•  1 
l 
l  solution 
Chacun  de  ces  filtres  fonctionnera  par consultation de 
règles  normatives,  ou par  un  processus  équivalent,  mais  la méthode  de 
conRultation pourra varier d'un filtre  à  l'autre, pour  que  l'on ob-
tienne  une  meilleure  adaptation  des  moyens.  Si  en  effet tel ou  tel 
procédé  de  consultation se  révèle  favorable  dans  le cas  de  certaines 
règles,  cela n'implique  pas  qu'il soit optimal pour l'ensemble  du  ca-
talogue.  Le  contraire  est  même  assez probable.  Ainsi le  découpage 
en  filtres permet  une  grande  souplesse  dans  le  choix  des  méthodes,  et 
l'utilisation simultanée  de  plusieurs procédés,  chacun  intervenant 
dans  le traitement  des  problèmes  pour  lesquels il est 1e  mieux  adapté. 
La  terminologie  des 11fil  tres"  doit  surtout être consj_dé-
rée  comme  un  langage  documentaire  commode  pour la description  de  cer-
tains procédés  de  consultation de  règles.  En  pratique,  en  effet, il 
conviendra  de  mélanger  autant  que  possible les filtres avec  l'auto-
mate  à  combiner les hypothèses. 
Montrons  la chose  sur un  exemple.  Soit  un  filtre très 
élémentaire,  qui ferait  intervenir uniquement  un  catalogue  de  séquen-
ces  binaires interdites,  telles les  séquences  Article  - Verbe  persor,-
nel,  ou  bien Préposition  - Verbe  personnel,  séquences  que  l'on ne  ren-
contre  jamais  en  français. 
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Considérons  la phrase  : 
1 guide  lance  j  une  j 
--~-:t-1 :-i--~---~~rt 
'  1 
boule  1  de  1  neige  1 




Sur les  2  x  2  x  2  x  1  x  2  x  1  x  2  = 32  combinaisons  d'hy-
pothèses  que  l'on peut  former  à  partir du  tableau ci-dessus,  26  con-
tiennent  l 1une  au  moins  des  séquences  interdites Article  - Verbe  per-
sonnel,  ou Préposition- Verbe  personnel.  Pour  cette phrase,  le fil-
tre binaire  grossi3r  a  donc  un  rendement  d'environ  75%,  ce  qui n'est 
pas si mal. 
Comparons  maintenant  les  deux  montages  : 
a/  filtre binaire distinct  de  l'automate  à  combiner les 
hypothèses; 
b/  filtre binaire  incorporé  dans  l'automate  à  combiner 
les hypothèses. 
Dans  le premier  montage,  les  26  solutions  contenant  des 
séquences  interdites sont  explicitement  formulées 1  puis  éliminées, 
Dans  le  second  mont~ge,  ces  26  solutions  ne  sont  m8me  pas 
formulées. 
On  peut  imaginer par  exemple  que  la combinaison  d'hypothè-
ses  se  fait  de  gauche  à  droite.  Chaque  fois  qu;un  mot  est ajouté,  on 
vérifie qu'il ne  forme  pas,  avec  son prédécesseur,  une  séquence  inter-
dite.  Exemple  : 
Art 
Art  v  (alarme) 
Art  N 
Art  N  N 
Art  N  N  Art 
Art  N  N  Art  v  (alarme) 
Art  N  N  Art  N  etc. 
La  première  alarme  élimine  8  solutions virtuelles, la se-
conde  en  élimine  2.  En  outre.  on  récupère la séquence  assemblée  avant 
1 1alarme,  pour  forcer  d'autres combinaisons. 
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Il s'agit d'un  ph~nomène absolument  gênéral  :  en  mélan-
geant les filtres avec  l'autonate  à  combiner les hypothèses,  on  arrive 
à  supprimer  une  grande  partie de.ces opérations inutiles,  qui  consis-
tent  à  proposer  des  solutions  fausses  pour  devoir  ensuite les barrer. 
Le  principe  reste le même,  mais  on  élimine les solutions 
fausses  par paquets,  et  à  l'état de  solutions virtuelles;  sans  avoir 
dû  les  formuler  explicitement~ 
Comme  le  nombre  de  solutions  fausses  à  éliminer  est  en 
général  extrêmement  grand,  le  gain  de  temps,  qui  résulte  de  leur trai-
tement  et  de  leur préélimination à  l'état virtuel,  est considérable. 
Aussi les  sous-programmes  du t:ype  "Îil  tre 11  n' existeronto..ils  pra  tique  ... 
ment  jamais  à  l'état pur,  sauf pour  des  tests préliminaires  destinés 
à  donner  une  idée  du  pouvoir  d'élimination  de  telle ou  telle méthode. 
Dans  la pratique  en  effet,  un  filtre sera presque  toujours 
mélangé  avec  l'automate  à  combiner les hypothèses,  et, par voie  de  cano.. 
séquence,  mélangé  à  l 1ensemble  des  autres filtres. 
Cependant,  il n'est pas  commode  de  dêcrire  et d'étudier 
des  programmes  où  toutes les  fonctions  sont  mélangées.  De  même  qu'en 
biologie,  lorsque  deux  réseaux,  tels ceux  du  système  nerveux  et  du 
système  circulatoire,  sont  êtroitement  imbriqués,  on  a  coutume  de  les 
décrire  d'abord  séparément,  de  mê~e,  en  analyse  automatique,  on  gagne 
souvent  beaucoup  à  raisonner  en  termes  de  filtres.  C'est ainsi par 
exemple  que  le pouvoir  d'élimination,  c'est-à-dire la faculté  de  re-
jeter les  hypothèses  fausses  suggérées par  un  dictionnaire,  ne  change 
pas  lorsque l'on passe  d'un  schéma  de  filtres mélangés  au  schéma  cons-
titué par les  mêmes  filtres  supposés  isolés  et  disposés  en  série. 
Pour l'étude  des  pouvoirs  d'élimination,  le second  sch~ma est plus 
commode  que  le premier,  d'où.l'intérêt  de  la notion  de  filtre. 
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SECONDE  PARTIE 
UTILISATION  DE  GRAPHES  DE  REPERAGE,  EN  VUE  DE  REDUIRE 
LE  PRIX  DE  REVIENT  DES  CATALOGUES 
Il ne  peut  y  avoir, dans  la mémoire  d'un ordinateur,  d'in-
formation  sans  adresse.  Une  fois  emmagasinée,  une  information ne  peut 
être utilisée  que  si l'on connaît  cette adresse,  ou si l'on peut  la re-
trouver  indirectement au  moyen  d'un calcul.  Lorsque  les informations 
à  exploiter sont  nombreuses,  on  évite autant  que  possible  de  dressG~ 
une  liste explicite  de  leurs adresses.  Il est plus  élégant  è.e  recou•» 
rir au  second procédé,  celui du  calcul d'adresses,  si c'est possitle. 
Ainsi,  le  traitement  en  machine  d 1 êt:r·es  linguistiqaes 
fait intervenir  en réalité  : 
1°  Des  êtres linguistiques proprement  dits  (mots,  règles  de  grammaire 
etc.); 
2°  Leurs  adresses; 
3°  Les  repères  (explicites ou  implicites)  en  fonction  desquels  on  cal-
cule  ces adresses. 
Il faut  se  garder  de  confondre,  dans  quelque  mesure  que 
ce  soit,  ces  trois sortes d'êtres,  qui  rel~vent de  statuts  totale~ent 
différents. 
Les  ~tres linguistiques  sont  à  conéidérer  comme  des  don-
nées  de  fait.  Il n'est au pouvoir  de  personne  d'empêcher la langue 
allemande  ou la langue  russe  de  comporter  des  déclinaisons:  ce  sont 
là des  vérités  expérimentales.· 
Au  contraire, les  êtres  de  seconde  et  de  troisième  caté-
gorie,  à  savoir les adresses  et les  repères  sont  de  purs  auxiliaires 
de  calcul.  De  leur existence  fugitive,  qui  se  déroule  toute  entière 
à  l'intérieur de  la machine,  l'usager  de  la traduction automatique  ou 
de  la documentation automatique  n'a pas  directement  connaissance:  cet 
usager  voit le  texte  d'entrée,  le texte  de  sortie,  et peu lui importent 
les opérations intermédiaires. 
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Aussi,  les  @tres  de  seconde  et  troisième  catégorie,  adres-
ses  et repères  de  calcul,  sont-ils soumjs  dans  une  très large  mesure  A 
l'arbitraire de  l'ingénieur,  qui les choisira  de  façon  à  minimiser le 
coût  àes  opérations.  Ces  êtres  ne  se  jugent pas  en  termes  de  vrai ou 
de  faux  1  comme  les ;,·~res linguistiques proprement  dits,  mais  en  termes 
de  cher  ou  de  bon  marché' 
Pour  en  revenir aux  graphes  qui  jouent  un  rôle  en lin-
guistique  et  en  traduction automatique  1  il importe  de  fai:ee  très nette-
ment  la distinction entre  : 
1°  Les  graphes  linguistiques proprement  dits,  d'une part,  qui  sont  des 
êtres linguistiques.  Leurs  traits représentent  des  liens grammati-
caux  ou  sémantiques.  Les  extrémités  de  ces  traits indiquent  quels 
mots 1  ou  quels  groupes  de  mots,  sont liés par le rapport  grammati-
cal  ou  sémantique  en  question. 
2°  Les  graphes  de  repérage,  d'autre part,  qui  sont  des  êtres  de  troi-
sième  catégorie,  des  repères  de  calcul.  Leurs  traits représentent 
des  liens  d 1adressage  et rien  de  pluso  Lorsque  deux  mots,  par  exem-
ple,  sont liés par  un  tel trait,  cela signifie  que  chacun  d'eux est 
repéré  directement par  rapport  A l'autre,  ou si l'on veut  que  l'adres-
se  de  l'un est  calculable  directement  à  partir de  l'adresse  de  l'au-
tre lorsque l'on utilise le graphe  corr.Jile  repère.  On  notera  que  la 
relation:  "avoir  une  adresse  pa.r  rapport  à  •.•  "  est transitive.  Deux 
mots  repérés par rapport  à  un  même  troisième  sont  repérés  entre  eux, 
mais  pour  calculer l'adresse  de  l'un~ partir de  celle  de  l'autre, 
il faut  calculer d'abord  celle  du  mot  intermédiaire. 
Ainsi,  graphes  linguistiques  et graphes  de  repérage  sont 
des  êtres  complètement  distincts.  Nalheureusement,  il arrive  très sou-
vent  qu'un  graphe  d'une  sorte  et  un  de  l'autre aient le mElme  tracé,  et 
des  apparences  identiques.  Le  risque  de  confusion est alors  grandn  On 
sait  que  la géométrie  analytique  connaît  des  situations analogues,  lors-
que  par  exemple  un  couple  d'axes  de  coordonnées  co·incide  avec  les  asymp-
totes  d'une  hyperbole  équilatère.  La  même  apparence  (co~ple de  droites 
perpendiculaires)  recouvre alors  à  la fois  un  être géométrique  (couple 
d'asymptotes)  et  un  groupe  de  repérage  (cquple  d'axes  de  coordonnées), 
mais  on  se  garde  bien  de  les confondre  pour  autant. 
A/  GRAPHES  LINGUISTI~UES 
La  forme  la plus  couramment  utilisée pour la description 
des  rapports  grammaticaux  ou  sémantiques,  est  celle  du  langage ordi-
naire,  Elle  se  prête  en  effet A toutes les nuances.  Elle  permet  d'énu-
mérer  des  exceptions,  de  signaler que  les auteurs  sont  en  désaccord sur 
tel ou  tel point.  Les  faits  linguistiques constituent  une  réalité si 
riche  et si complexe,  que  l'on n'en peut  jamais  rendre  compte  de  façon 
simple  et schématique,  à  moins  dêtre  incomplet. 
Certains linguistes  o~  cependant  jugé  que  certains  de  ces 
rapports  jouaient  un  rôle particulièrement important,  et les ont repré-
sentés  graphiquement.  C•est leur droit. 
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Tesnière  (5),  par  exemple,  utilise un  tra!t ascendant 





Le  professeur  Ceccato  (3)  repr~sente comme  suit les rap-
ports dits  de  correlation  : 
Sans  dessiner  de  graphes,  certains linguistes insistent 
tellement  sur l'importance  sp~ciale de  certains rapports,  que  le lec-
teur  en vient  naturellement  à  une  repr~sentation gra.:,Jhique. 
C'est le cas  par  exemple  des  rapports article  nom,  su,j3t 
pr~dicat,  etc.  en  grammaire  traditionnelle 
article  - nom 
f 
le  chien 




'  j 
chien  aboie 
etc. 
De  même,  la  proc~dure de  d~c011page,  et les  trois  fonc-
tions  de  la  gloss~matique  (7)  (16)  suggèrent  une  représentation gra-
phique,  dont  nous  nous  inspirerons par la suite  : 
chien 
le  +  chien ----3<;;11  / 
le 
Pourquoi ces linguistes considèrent-ils certains rap-
ports  comme  spécialement  importants  ?  Ceccato  nous  explique  que  les 
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correlations représentent les opérations  de  la pensée.  Tesnière  donn€, 
pour  ses  stemmas,  une  justification analogue  (5). 
Les  rapports  grammaticaux  ou  sémantiques  sont  des  faits 
expérimentaux.  Les  opérations  de  la pensée  sont  des  faits  expérimen-
taux 0ifficiles à  atteindre il est vrai). 
Les  graphes linguistiques visent  à  représenter des 
expérimentaux.  On  peut les  juger  en  termes  de  vrai ou  de  faux. 
peut  discuter  des  importances  de  ces  faits  expérimentaux. 
On  ne  peut pas les déclarer arbitraires. 
B/  GRAPHES  DE  REPERAGE 
faits 
On 
De  m@me  qu'il  n 1est  jamais interdit de  tracer,  ou  d'ima-
giner,  un  couple  d'axes  de  coordonnées 1  et  de  décider  de  s'en servir 
pour  calculer  des  adresses,  de  m@me  il n'est  jamais  icterdit  de  tracer 
ou  d'imaginer  des  graphes,  puis  de  s'en servir pour  repérer  convention-
nellement  des  adresses  d'êtres linguistiques. 
Ce  sont là des  décisions  que  l'on peut prendre arbitrai-
remeht,  elloon'engagent  que  la personne  qui les  a  prises. 




John  slept  soundly 
est  une  réalité rigide,  il bénéficie  de  la garantie  de  nombreux lin-
guistes,  qui voient  en lui l'expression  de  vérités  expérimentales. 
En  tant  que  graphe  de  repérage,  le  m@me  dessin  : 
t  r-----.  1 
little  John 
r-----J-1--, 
slept  soundly 
n'exprime  rien d'autre  qu'un  choix arbitraire  de  l'ingénieur.  Il joue 
le  même  rôle  que  les systèmes  d'axes  de  coordonnées  en  géométrie  : 
tout le  monde  est libre  de  placer  des  axes  de  coordonnées  n'importe 
où;  cela n'engage  à  rien,  cela coûte le  temps  de  les dessiner  ou  sim-
plement  de  les  imaginer,  cela peut  faire  gagner  beaucoup  de  temps  de 
calcul.  En  tant  que  graphe  de  repérage,  le dessin ci-dessus peut  donc 
@tre  modifié  arbitrairement  : 
l 
little  John  slept  soundly 
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ou bien 
1 
little  John  slept  so~ndly 
ou  bien . 
-, 
little  John  slept  soundly 
ou  bien .  . 
~  1 
little  John  slept  soundly 
Il n'en coûte  aucune  entorse  à  la vérité 1  qui n'est pas 
en  cause,  mais  simplement  de  l'argent au  budget  de  l'ingénieur.  Aussi 
cé  dernier s'efforcera-t-il de  minimiser le coût  des  calçuls.  Si le 
graphe  de  repérage  le plus  économique  co1ncide  avec  un  graphe  linguis-
tique,  tant mieux.  Sinon,  tant pis,  en matière  de  repérage  et  à  per--
formances  égales,  l'économie passe  d'abord. 
De  même  que  l'on peut préférer des  axes  de  coordonnées 
rectangulaires)  ou  au  contraire obliques,  que  l'on peut les placer 
n'importe  où,  les prendre mobiles,  tournants,  glissants,  comme  l'on 
veut,  de  même,  on  est libre  de  définir  comme  l'on veut la  forme  et 
les caractéristiques  de  graphe~ de  repérage  pour la linguistique. 
On  prendra  cependant  garde  à  ceci que 
a/  Pour  existér vraiment,  et mériter d'être utilisé 
comme  repère,  un  graphe  de  repérage  devra  être  complètement  défini, 
de  manière  que  soit  fixée  sa position  relativement  aux 
adresses linéaires d'énonciation des  mots  de  n'importe  quelle phrase. 
b/  La  définition du  graphe  de  repérage  est arbitraire 
avant  que  l'on fasse  un  choix  à  son sujet,  mais  non  après.  On  est lié 
par les  décisions prises. 
c/  De  même  que  la commodité  d'axes  de  coordonnées  dé-
pend  beaucoup  de  la  façon  dont  on les  a  choisis 7  de  même,  il y  a  des 
tracés plus  ou  moins  avantageux pour  les graphes  de  repérage.  Un  mau-
vais  choix peut  coûter  cher  en  temps  machine  par  exemple. 
Le  résultat  du calcul restant le même,  on  pourra avoir 
à  manipuler  des  adresses  simples  dans  un  cas,  et compliquées  dans 
l'autre;  on  pourra avoir plus  ou  moins  de  difficulté  à  évaluer  des 
adresses  en  se  repérant  à  partir du  graphe  choisi. 
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L'exp~rience montre  que  les graphes  de  rep~rage les plus 
économiques  co·:..ncident  généralement  avec  des  graphes  linguistiques. 
d/  Lorsqu'il est possible  de  traiter deux  problèmes  in-
dépendamment  l'un de  l'autre, il y  a  souvent  intérêt à  faire  interve-
nir  deux  types  différents  de  graphes  de  repérage,  de  manière  à  disposer 
chaque  fois  de  1 'instrument le mieux  adapté.  Dans  les programmes  à\1fil-
tres"  multiples,  en particulier,  chaque  filtre peut  avoir,  au  besoin, 
un  système  d'adressage  qui lui soit propre. 
Ces  quatre  remarques  permettent  de  guider le choix  de 
graphes  de  repérage. 
II~  2  ROLE  DES  GRAPHES  DE  REPERAGE. 
Les  graphes  de  repérage  apportent  au calcul d'adresRes 
une  facilité  essentielle  :  la possibilité  de  raisonner sur l'adresse 
d'un  mot  ou  d'un  groupe  de  mots  sans  connaitre  explicitement cette 
adresse. 
En  effet,  les graphes  de  repérage  jouent  un rôle  compa-
rable  à  celui des  S;(stèmes  de  coordonnéesmôbiles en  géométrie.  Ce 
sont  des  repères  flottants. 
Soit une  phrase  inconnue,  une  phrase  que  nous  n'avons 
pas  encore  lue: il n'est pas possible  de  dire si le  somm~de l'arbores-
cence  de  repérage,  en  forme  de  graphe  Harper-Hays,  que  l'on peut asso-
cier  à  cette phrase  correspondra au premier  mot  dans  l'ordre d'énoncia-
tion,  ou  bien au  second,  ou  bien  à  n'importe  quel autre.  Cela  ne  veut 
pas  dire  que  la correspondance  soit quelconque,  bien au contraire.  La 
hiérarchie  de  l'arborescence est liée à  l'ordre linéaire  de  la phrase 
par  des  relations 1rès  préci.ses;  mais  comme  celles-ci font  intervenir 
certains renseignements  (nature  des  mots,  etc)  qui  ne  serent  connus 
qu'avec  la donnée  de  la phrase,  il n'est pas  possible  de  donner  expli-
.citement la position  de  l'arborescence sans  connaître la phrase. 
Puisque  les adresses sur l'arborescence sont liées aux 
adresses linéaires inconnues,  raisonner sur les premières,  c'est rai-
sonner  indirectement  sur les secondes. 
Si l'on veut  bien se  rappeler  que  c'est précisément  sur 
cette  faculté  qu'il  offr~ de  raisonner sur  des  quantités  inconnues 
sans  les  expliciter,  que  s'est fondé  l~immense succès  du  calcul algé-
brique,  on  aura  une  idée  des  services  que  peuvent  rendre  les  graphes 
d'adressage  en  analyse  automatique  et  en  traduction automatique. 
Les  problèmes  de  phrase  inconnue  sont  typiquement  ceux 
que  pose la mise  au point  de  ces  techniques.  Il est certain que  lors-
qu'une  phrase  entre  dans  une  machine  pour  être analysée  ou  traduite, 
cette phrase  devient  bien  connue  et  bien  déterminée;  mais il est alors 
trop  tard pour  f_aire  le programme  ou le modifier.  Ce  programme  'dai  t 
en  effet être construit avant,  de  sorte  qu'au moment  de  sa construc-
tion,  on  ne  sait pas  quelles  phrases  seront  traitées. 
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Le  programme  doit être  conçu  de  façon  à  analyser correc-
tement  ces  phrases  futures  et  inconnues  quelles  qu'elles soient. 
Pour  cela,  on 'doit  équiper  ce  programme  de  catalogues 
grammaticaux et sémantiques,  contenant les règles  normatives  qu'une 
phrase  inconnue  quelconque  est  censée  devoir  respecter. 
Pour la levée  des  ambiguïtés  dans  ces phrases  futures  et 
inconnues,  l'ordre  des  mots  jouera certainement  un  rôle. important. 
(Exemple  :  il porte la ferme;  il ferme  la porte).  Aussi  les catalo-
gues  devront-ils mentionner les règles  qui  expriment  des  relations en-
tre les rangs  des  mots'dans  ces  phrases  inconnues. 
Le  procédé  qui  consiste  à  donner  en  fonction  d'un  graphe 
de  repérage  les adresses  des  mots  liés par telle  ou  telle règle  àu  ca-
talogue  répond  à  ce  besoin.  Ce  procédé  équivaut  en  effet  à  l'énoncé, 
chaque  fois,  d'une  relation entre  adresses linéaires inconnues. 
II, 3  INFLUENCE  SUR  LE  PRIX  DES  CATALOGUES. 
Les  graphes  d'adressage  permettent  de  réduire,  par  un 
perfectionnement  des  procédés  de  calcul d'adresses,  la contrainte  très 
lourde  de  l'énonciation d'adresses  explicites  dans  les catalogues  de 
règles  grammaticales  et sémantiques. 
Une  règle n'étant utilisable  que  dans  la mesure  oà  l'on 
connaît les adresses  linéaires,  dans  l'ordre d'énonciation  de  la phra-
se,  des  mots  ou autres  éléments  entre lesquels  ellB  établit des  liens, 
il faut  satisfaire cette  exigence,  et  énoncer. les adresses  de  ces  élé-
ments  en  même  temps  que  l'on énonce  la règle. 
A/  LES  CATALOGUES  ADRESSES  LINEAIRE:t-ŒNT 
Certains auteurs  indiquent  explicitement  ces  adresses 
dans  leurs  catalogues.  Il en  résulte,  certes,  une  grande  facilité  de 
consultation,  mais  aussi un  alourdissement  et  une  complication si con-
sidérables  de  ces  catalogues,  que  le  travail  de  compilation  de  règles 
devient  extrêmement  difficile. 
Parmi les  tenants  de  cette  tendance,  caractérisée par 
une·"consultation"  facile  de  catalogues  compliqués,  on peut citer 
l'école  de  z.  Harris  à  l'Université  de  Pennsylvanie.  Les  règles nor-
matives  décrites  et rassemblées;  par  exemple,  par Aravind  K.  Joshi  (8) 
ou  H.  Hiz  (9)  mentionnent  chaque  fois  les adresses linéaires  des  mots 
entre lesquels elles introduisent  des  relations. 
Ces  règles  s'énoncent par  exemple  comme  suit:  "Si le 
mot  de  rang x-3 appartient  à  la catégorie  c~,  le mot  de  rang x-2  à  la 
catégorie  c2 ,  le  mot  de  rang x-l à  la catéivrie  c1,  alors le  mot  de 
rang  x  n'appartient  sûrement  pas  à  la catégorie  c  "·  Toutes  les adres-
ses  étant données,  la consultation se  fait  très  s~mplement. 
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Par  contre,  la construction d'un  catalogue  de  ce  genre 
est  extrêmement  longue et  difficile,  et les règles qu'il rassemble 
sont  bien différentes  de  celles  que  l'on peut  trouver  dans  des  gram-
maires  ordinaires, 
Il est  facile  de  montrer  que  dans  ces  notations,  l'ex-
pression  de  la règle  sujet verbe  comporterait  un  nombre  quasi infini 
de  lignes~  Entre le sujet et le verbe  d'une  phrase,  on  peut  en  effet 
intercaler des  configurations d'allure cyclique:  "L'homme  qui  a  vu 
l'homme  qui  a  vu  l'homme  etc •..• est venu".  Ces  configurations peu-
vent  même  combiner  des  cycles  différents. 
Aussi,  l'un des  grands  problèmes,  pour les chercheurs 
de  cette  tendance,  est d'arriver à  replier le catalogue  sur lui-même 
afin de  lui donner  des  dimensions  convenables et pouvoir le  construire; 
d 1 o~ un  certain nombre  d'études,  parmi lesquelles celles  de  R.  S. 
Solomonoff  (10),  visant  à  permettre l'identification automatique  de 
cycles.  Mais  c'est  de  l'Université  de  Pennsylvanie,  avec  z.  Harris 
(11)  (12),  puis  N.  Chomsky  (4),  qu'est partie l'idée  extr~mement re-
marquable  de  faire  appel  à  des !ttransformations linguistiques 11  pour 
réduire les  dimensions  des  catalogues  de  règles. 
L'un  des  objectifs principaux  de  la linguistique mathé-
mathique  aux  U.S.A.  demeure  la simplification de  ces  catalogues  à 
adresses  explicites,  et la réduction  de  leur  volume  à  des  proportions 
acceptables.  Il est certain qu'une  fois  construits,  de  tels catalo-
gues  seront  très faciles  à  consulter.  Aussi,  lorsquo l'on choisit 
une  politique  d'adressage  linéaire explicite,  les  difficultés se  con-
centrent presque  toutes  dans  les opérations  de  compilation  du  catalo-
gue. 
B/  ~~S  CAT~LOGUES ADRESSES  SELON  DES  GRAPHES 
A l'opposé  de  cette première  tendance,  on voit se  des-
siner,  depuis plusieurs années  et  chez  un  nombre  croissant d'auteurs 
dans  le  monde,  l'amorce  d'une  seconde politique,  qui viserait  à  sim-
plifier les  catalogues  en  reportant la difficulté sur le programme  de 
consultation. 
Leurs  catalogues  sont adressés  selon  des  graphes,  et non 
pas  directement  en adresses  de  l'ordre linéaire.  Il en  résulte  un  al-
lègement  certain  de  ces  catalogues.  Par  contre,  pour utiliser les rè-
gles  qui  y  sont  contenues,  il faut  déterminer la correspondance  entre 
les adresses  sur le graphe  et les adresses linéaires,  c'est-à-dire 
faire  un  calcul. 
Parmi  ces auteurs,  le professeur  Ceccato  (3)  occupe  cer-
tainement  une  place  à  partn  C'est  à  lui et  à  so~ école  (13)  n4),  que 
revient le  très  grand mérite  d'avoir utilisé les rectangles  de  corre-
lation comme  graphes  d'adressage  indirect,  en partant  de  l'idée  que  la 
pensée  procéderait  de  cette  façon. 
Grâce  au  réseau correlationnel,  des  règles  grammaticales 
et  sémantiques  peuvent  être  énoncées  sans  indication explicite  des 
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adresses linéaires des  éléments  qu'elles lient. 
Ci-dessous,  un  exemple  de  graphe utilisé par l'équipe  de 
traduction automatique  du  C~N.R.S. -Paris  (15) 
Harper,  Hays  (6)  et l'équipe  de  la Rand  Corporation pré-
sentent leurs arborescences  comme  étant  des  graphes  linguistiques,  mais 
ils s'en servent visiblement  comme  de  graphes  de  repérage,  et se  gui-
dent  sur  des  considérations  d'économie  ou  de  commodité  pour  en  fixer 
la  forme. 
Enfin,  Bar Hillel  (17)  donne  un  exemple  de  procédure  d'ana-
lyse  où  l'on utiliserait,  comme  repère  diadressage  indirect,  le  diagram-





Ce  n'est pas  ce  graphe  qui  est nouveau,  c'est l'idée de 
s'en servir  comme  repère  de  calcul d'adresses. 
Grâce  à  des  adresses  indirectes,  représentées par certaines 
positions le long  de  ce  groupe,  Bar Hillel peut  écrire  des  règles  d'as-
semblages  sans  indiquer  explicitement  des  adre~ses linéaires 
n/n  +  n  ~  n 
ri'{>  +  ~s"-~\s ~n\s 
Little  John  slept  soundly 
Cette  méthode,  inspirée  en partie par  Lambeck  (18),  a  été 
reprise par  Richard S.  Glantz  (19)  dans le rapport  NBS  6856. 
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Le  procédé  d'assemblage  indiqué par  Bar Hillel est un  peu 
incorrect.  (Il ne  satisfait pas  aux  règles  géné:cales  d 1 assemblage  qui 
seront  énoncées  dans  la troisème  partie).  Bar Hillel déclare  (12) 
d'aillevrs  rencontrer certaines difficultésc 
II,  4  ELEHENTS  DU  COUT  DE  L'Ef'JONCIATION  DiUNE  REGLE  DANS  UN  CATALOGUE  __________ ,  _________________  .  _____  ,·.---------··4·~---·-·  .. ··-··~  ..... ---.-
Donnons  quelques  indications sur le  coût  de  l'énonciation 
d'une  règle  dans  un  catalogu~ en  relation avec  le  système  d'adressage 
de  ce  catalogue.  Nous  considérerons uniquement  le  cas  de  règles liant 
des  mots  (on verra plus  loin  que  le cas  des  règles liant  des  g~oupes de 
mots  peut,  par  certains procédés,  @tre  ramené  à  celui-ci). 
a/  L'adresse relative  d'un mot  par rapport  à  un  autre 
doit être  donnée  lorsque l'on commande  de  vérifier  que  leurs natures 
satisfont  à  certaines relations  ou  règles  d'accord.  La  grammaire  ex:i_-
ge  par  exemple  que  l'on s'assure  de  l'accord  en  genre  et  en  nombre  d'un 
sujet et  de  son présumé  attribut.  La  sémantique  suggère  certains autres 
contrôles.  Si un  "chien"  est  déclaré  être vivipare,  ou  non-ovipare,  il 
s'agit vraisemblablement  de  l'animal-chien,  et  non  pas  de  l'objet chien 
de  fusil.  Pour  ordonner  ces  contrôles, il faut  indiquer l'adresse  de 
l'attribut par rapport  au  sujet ou  vice  versa. 
b/  L'adresse  relative  de  deux mots  est  bien définie par 
la description  du  chemin  qui  conduit  de  l'un à  l'autre  (nombre  de  mots 
intermédiaires,  nature  des  mots  intermédiaires,  nature  ascendante  ou 
descendante  des  arêtes s'il s'agit d'une  arborescence). 
tive 
Ceci  tient au  fait  que  la relation d'adressage  est transi-
Si la position de  A  est connue  par  rapport  à  celle  de  B, 
etque  celle  de  B  est  connue  par rapport  à  celle  de  C, 
alors,  la position  de  A  est  connue  par rapport  à  celle  de  C. 
On  peut  étendre  ce  raisonnement  au cas  d'un  nombre  quelcon-
que  d'intermédiaires. 
c/  L'adresse  relative  de  deux  mots  est  d'autant  moins  coû-
teuse,  qu'elle s'énonce  d'un petit nombre  de  façons  différentes.  Un 
exemple  d'adresse  très chère,  est celle  de  l'attribut par rapport  à  son 
sujet,  lorsque l'on utilise  comme  repère l'ordre linéaire d'énonciation 
des  mots  dans  le  discours.  Le  nombre  et les natures  des  mots  qui sépa-
rent le sujet  de  son attribut sont  en  effet  extrêmement  variables  d'une 
phrase  à  l'autre 
"Cette  femme  est contente'' 
"Cette  femme,  c'est dans  sa nature,  est  toujours  contente" 
"Cette  femme,  c'est dans  sa nature  et  nous  n'y pouvons  rien 
changer,  n'est  jamais,  jamais,contente". 
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L'adresse est d'autant plus  coûteu.se  à  donner,  qu'il faut 
pQur  cela  énoncer  un  plus  grand  nombre  de  configurations  intermédiaires 
possibles.  La  règle  sujet attribut est  donc  trè,s  coûteuse  en  repère li-
néaire. 
d/  Etudions  quelques  exemples.  L'adresse la plus  simple 
et la moins  coûteuse  que  l'on puisse  imaginer 1  est celle qui s'éaonce, 
toujours  de  la même  manière  et sans  mot  intermédiaire,  selon un  lien 
direct. 
Or  la plupart  des  couples  de  mots  concernés par les règles 
grammaticales  du  type:  accord  en  genre,  accord  en  nombre,  accord  en per-
sonne,  etc., sont,  dans  les arborescences  de  Tesnière  ou  dans  celles  de 





la  bonne 
aboie 





chien  /  .......... 




Pour  certains couples  toutefois,  l'on doit  renoncer  à  un 
lien direct;  il sera  quand  même  possible  d'énoncer les adresses  rela-
tives  de  ces  éléments liés,  grâce  à  la transitivité  de  la relation 
d'adressage. 
C'est d'ailleurs  ce  que  nous  faisions  plus  haut  en  repère 
linéaire pour la règle sujet attribut et il en  résultait un  coût  élevé. 
Dans  le  repère  de  Tesnière  (5)  comme  dans  celui de  Harper 
et Hays  (6),  il n'y  a  pas  de  lien graphique  direct  entre le sujet et 
l'attribut.  Voyons  les répercussions  de  cette situation sur le  coût 
d'énonciation  de  la règle  sujet attribut. 
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Dessinons  une  arborescence 
est 
/'~ 
elle  contente 





Le  chemin  de  "elle"  à  "contente"  comporte  toujours,  le 
long  de  l'arborescence,  un  seul mot  intermédiaire. 
est 
/~ 
elle  ~ 
~  contente 
presque 
Ce  mot  intermédiaire  est  toujours  un  verbe  d'état,  supé-
rieur hiérarchique  commun  de  "elle" et  "contente". 
Au  total,  pour  donner l'adresse  de  l'attribut par rapport 
au sujet, il suffit de  décrire  une  seule  configuration,  ce  qui  est très 
peu  coûteux. 
On  remarquera  que  l'absence  de  lien direct entre le sujet 
et l'attribut dans  ce  type  de  graphe  n'entraîne pas  d'augmentation  fâ-
cheuse  du  coût  d'énonciation  de  la règle sujet attribut. 
e/  Les  éléments  d'évaluation  qui  viennent  d'être  donnés 
concernent  uniquement  le coût  d'6nonciation d'une  règle  dans  un  cata-
logue. 
Certes,  la complexité  de  la  forme  sous  laquelle  on  énonce 
les règles peut  avoir  des  répercussions  sur le  coût  des  opérations  de 
consultation;  mais  ce  dernier  dépend  aussi d'autres  facteurs,  qui se-
ront  étudiés plus loin. 
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TROISIEME  PARTIE 
LES  OPERATIONS  D'ASSEMBLAGE 
RENTABILITE  D'UNE  FAJVIILLE  DE  GRAPHES  DE  REPERAGE 
LE  PROBLEME  DE  L'ASSEMBLAGE  D'UN  GRAt-.,-,HE  DE  REPERAGE  CORRES-
-P-ON-:BANT  A  UN'E  PHRASED,ÔNN=E::-:E=-.----
"Assembler"  le graphe  de  repérage  correspondant  à  une  phra-
se  donnée,  c'est calculer la position  de  ce  graphe  en  fonction  du  repère 
de  l'ordre linéaire d'énonciation  de  cette phrase. 
On  se  rappelle  que  les adresses  des  catalogues  grammaticaux 
et  sémantiques  sont  exprimées  selon le graphe  de  ~epérage, et qu'il en 
résulte d'ailleurs  une  importante  simplification  de  ces  catalogues. 
·Il faut  maintenant  payer  cet avantage  par  un  travail supplé-
mentaire  de  calcul.  En  effet, la phrase  donnée,  et  toutes les hypothè-
ses interprétatives  que  l'on peut  formuler  à  son sujet,  sont  exprimées 
en  fonction  du  repère linéaire. 
Pour  lever les ambiguïtés  de  la phrase, il faut  confron-
ter ces  hypothèses  avec  les catalogues  grammaticaux  et sémantiques;  il 
faut  donc  changer  de  repère. 
Si l'on dispose  d'une  machine  puissante,  ce  supplément  de 
calcul  ne  constitue pas  une  rançon  bien lourde,  en  comparaison  des  avan-
tages  tirés  de  la simplification des  catalogues.  On  voudra bien se  sou-
venir,  en  effet.  que  les catalogues  relèvent  de  méthodes  de  const~uc­
tion artisanales,  du  moins  jusqu'à présent.  Les  calculs au contraire 
se  font  à  la machine. 
Il existe divers procédés  de  calcul  d'assemblage.  Le  choix 
d'une  méthode  doit  en  effet être guidé,  dans  une  large  mesure,  par l'ob-
servation des  caractéristiques particulières  de  la famille  de  gre.phes 
utilisée, si bien·que  dans  les  ensembles  d'analyse  automatique  à  fil-
tres multiples  où  l'on profite  de  la possibilité qu'il y  a  de  faire 
varier,  d'un filtre à  l'autre, le  type  de  graphe d'adressage utilisé, 
la méthode  d'assemblage  variera el'le aussi  d'un filtre  à  l'autre. 
Dans  le choix  d'une procédure  d'assemblage  pour  un certain filtre,  on 
doit d'autre part tenir  compte  des possibilités  de  l'ordinateur dont 
on  dispose.  Il reste  finalement  une  certaine latitude  de  choix,  car, 
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pour  une  même  situation et  de  mêmes  données,  il y  a  souvent plusieurs 
manières  équivalentes  de  faire  un  calcul.  Nous  allons  essayer  cependant 
de  dégager  certains aspects  généraux  des  calculs  d'assemblage. 
A/  C'est l'existence de  calculs  d'assemblage  qui caracté-
rise les procédures  d'analyse  automatique  à  graphes  de  repérage  flot-
tants. 
Lorsque  Harper  et  Hays  assemblent 1  trait à  trait, leurs 
graphes  en  fonction  de  phrases  données  (6)  l'opération se  traduit par 
l'inscription de  numéros  aux  sommets  de  ces  graphes  ~ 
4 
/~ 
3./  6 
7  1\  1~  .  5  7 
Et 'àssembler"  un  graphe  en  effet,  n'est rien d'autre  que 
fixer  sa position  en  fonction  de  l'ordre linéaire d'énonciation  Qes 
mots. 
De  m@me,  bien qu'utilisant une  procédure  différente  et  des 
graphes  différents,  le professeur Ceccato  assemble,  construit,  ses ré-
seaux  corrélationnel~ en  inscrivant1dans  les rectangles  de  corrélation, 
des  num~ros d'ordre  linéaired'~nonciation de  mots  dans  les phrases  don-
nées. 
Si enfin,  nous  avons  classé parmi les méthodes  à  graphes 
flottants la procédure  de  Bar Hillel(l7) 1  procédure  dont  cet auteur lui-
même  dénonce  le caractère  imparfait,  c'est en  raison  è.u  fait qu'elle 
comporte  des  mécanismes  d'assemblage. 
En  réalité,il faudrait  modifier  un peu  cette procédure 
pour  en  faire  vraiment  un  méthode  à  graphes  de  repérage  flottants  et 
lever  du  même  coup  les objections  de  Bar  Hillel. 
B/  Seconde  caractéristique générale  des  calculs  d'assem-
blage  :  leur  déroulement  est contr6lé surtout par l'observation des 
résultats.  De  ce  fait~ les procédures  d'assemblage  sont  toujours plus 
cu  moins  des  méthodes  de  t&tonnement  automatique  •  On  peut  cacher  un 
peu  cet aspect  et accélérer les  opératio~s,  d'une  part  en  conduisant 
pl11sieurs  essais  de  t&tonnement  à  la fois,  gr&ce  à  1'  accumulation  d 1 hy-
pothèses  dans  un  réservoir  (Ceccato)  et,  d'autre part,  en  faisant  in-
tervenir l'observation  de  résultats partiels dans le contr6le  du  cal-
cul.  Ces  procédés permettent  d'économiser  du .temps,  par prévision  de 
l'échec  de  certains  t&tonnements  non  encore  effectués réellement,  ce 
qui  rend possible leur  élimination à  l'état virtuel.  Le  schéma  du 
t:&to:r:m.ament  n'en subsiste  pas moins. 
Pourquoi  en est-il nécessairement  ainsi  ?  En  raison  du 
principe  même  des  techniquesde  graphes  de  repérage  flottants.  Tout  le 
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bénéfice  de  ces  techniques  réside  dans  la simplification des  catalogues 
grammaticaux  et  sémantiques  qui intervient lorsque  ces  catalogues  sont 
adressés,  non  plus  en  fonction  de  l'ordre linéaire,  mais  en  fonction  du 
graphe  de  repérage. 
Hais  de  ce  fait,  on  ne  peut  consulter ces  catalogues  que 
dans  la mesure  où  l'on peut  exprimer les adresses  relatives  des  mots 
de  la phrase  en  termes  de  rapports  d'adressage  dans  le graphe  de  repé-
rage,  c'est à  dire  dans la mesure  où  l'on ~au moins  partiellement, 
construit  ce  graphe. 
Ainsi,  les  informations  grammaticales  et  sémantiques  ne 
peuvent  guider le calcul d'assemblage  que  par l'intermédiaire  des  ré-
sultats, partiels ou  non,  de  CG  calcul. 
Comme  .::es  informations  sont  indj_spensables  au  contrôle  du 
calcul, il y  a  tâtonnement. 
Les  méthodes  de  tâtonnement  ne  sont pas  forcément  lentes. 
Leur  convergence  peut  se  révéler très rapide. 
C/  C'est un  caractère  commun  à  toutes les procédures  de 
tâtonnement,  que  de  comporter les  deux  fonctions  essentielles suivan-
tes  :  d'une part;  une  fonction  de  formulation  d'hypothèses,  ou si l'on 
veut,  de  mise  en  oeuvre  des  essais;  d'autre part,  une  fonction  d'appré-
ciation du  résultat  des  essais,  avec  éventuellement  choix  de  l'ordre 
des  essais suivants. 
Le  moins  que  l'on puisse  exiger  de  l'organe  à  effectuer 
des  essais 1  c'est qu'il satisfasse aux  conditions  que  voici  : 
d'une  part 1  aptitude virtuelle  à  faire  n'importe  quel  essai.  Cela 
signifie  que,  une  famille  de  graphes  de  repérage  étant choisie  et 
bien définie,  l'organe  chargé  de  proposer  des  assemblages  devra 
@tre  virtuellement apte  à  construire n'importe  quel  graphe  associa-
ble  à  une  phrase,  c'est-à-dire n'importe  quel  graphe  de  la famille; 
d'autre part,  aptitude  à  proposer  autant  de  solutions  que  l'organe 
de  contrôle  veut  bien  en  accepter.  Au  niveau  des  résultats cela im-
pose  de  continuer  à  faire  des  essais même  lorsqu'une  solution a  été 
acceptée.  Au  niveau  des  résultats partiels,  cela  impose  de  conti-
nuer  à  essayer  tous les  chemins,  même  lorsque l'un d•eux  a  été  ac~ 
cepté  en  tant  que  résultat partiel. 
D/  Les  opérations  d'assemblage  ne  peuvent  être  menées  à 
bout  que  si les hypothèses  faites  sur les natures  des  mots  de  la phra-
se  donnée  sont  correctes,  ou  du  moins,  si ces  hypothèses  sont  en  accord 
avec  l'ensemble  des  règles  contenues  dans  les catalogues  grammaticaux 
et sémantiques.  La  procédure  d'assemblage  a  donc  la valeur  d 1un  filtre, 
qui  répondrait  oui aux  hypothèses  correctes  en acceptant  de  les  assem-
bler,  et  non  aux  hypothèses  incorrectes,  en refusant  d'en  faire  l'assem-
blage. 
Rappelons  que  la notion  de  filtre,  et le  rôle  des  filtres, 
ont  été  définis  en  I,4. 
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E/  En  tenant  compte  de  ce  qui précède,  on peut  décrire  au 
moins  une  procédure  générale  d'assemblage,  valable  pour  n'importe  quel-
le  famille  de  graphes  de  repérage. 
Il s'agit de  la  m~thode  triviale~  qui consiste  à  construi-
re  un  par  un  tous les  graphes  de  la famille  associables  à  une  phrase 
de  rn  mots,  sim est le  nombre  de  mots  de  la phrase  donnée.  ~it l'un 
de  ces  graphes.  Puisqu'il  est'~onstruit'', les positions relatives  des 
mots  de  la phrase  sont  exprimables  selon ce  graphe; on  peut  donc  con-
sulter les catalogues  grammaticaux et sémantiques  et v.§rifier si ces 
rapports  d'adressage  selon le  graphe  enfreignent  ou  non  des  règles 
normatives.  L'assemblage  proposé  est alors accepté  ou refusé,  et ainsj. 
de  suite.  Si les hypothèses  faites  sur les natures  des  mots  sont  cor-
rectes,  et  que  la phrase  est d'autre part correcte,  c'est-à~dire inter-
prétable  en fonction  des  règles  grammaticales  et sémantiques  contenues 
dans  les  catalogues  dont  on  dispose,  il existe  au  moins  une  solution, 
c'est  à  dire  au  moins  un  graphe  qui  ne  conduise  pas  à  des  violations 
de  règles  de  ces  catalogues.  Comme  tous  les graphes possibles  sont 
proposés,  celui-là l'est aussi,  et il est  accepté. 
Cette  procédure  est  sans  doute la plus longue,  la plus 
lourde  et la plus  simple  que  l'on puisse  imaginer.  Il n'est pas  ques-
tion de  l'utiliser telle quelle  pratiquement.  Mais  en  tant  que  métho-
de  générale,  elle  a  une  grosse  importance  théorique.  Elle  est  en  effet 
parfaitement automatisable,  et applicable  en  droit au  cas  de  n'importe 
quelle  famille  de  graphes  de  repérage. 
L'existence  d'une  telle méthode  justifie en  effet l'em-
ploi  de  graphes  de  repérage  en  général.  Elle montre  d'autre part  qu' 
entre  deux  tracés  graphiques,  le  choix  est arbitraire,  puis~1'il exis-
te  une  méthode  générale  indépendante  du  tracé,  si bien  que  seules  des 
considérations  de  prix peuvent  guider  ce  choix~  On  suppose  naturelle-
ment  que  les  deux  tracés  se  prêtent l'un et l'autre à  un  repérage  non 
ambigu,  et permettent  d'exprimer les règles  des  catalogues. 
En pratique il faut  évidemment  utiliser des  procédures 
plus  rapides,  mais il est  bon  de  savoir  que  le problème  de  l'assemblage 
peut  toujours  ~tre résolu. 
III,  2  LES  METHODES  PAR  ASSEMBLAGE  PROGRESSIF. 
Les  méthodes  par assemblage  progressif ne  sont  que  des  va-
riantes accélérées  de  la procédure  générale  théorique  décrite  au  cha-
_pitre  précédent,  variantes  dans  lesquelles  on  vérifie les graphes  au 
fur  et  à  mesure  de  leur construction, 
Supposons  que  cette construction  commence  par l'établis-
sement  d'un lien direct entre le  nième  et le pième  mot  de  la phrase 
donnée,  puis  que  la consultation du  catalogue montre  une  incompatibi-
lité entre  certaines  règles  normatives  et l'existence  de  ce  trait dans 
le  graphe.  Le  trait est alors barré  et l'on essaie d'autres possibi-
lités. 
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Or,  en  supprimant le trait,  on  élimine  d'un seul  coup 
tous les  graphes  qui l'auraient contenu. 
On  rejette ainsi des  solutions  fausses,  non  plus  une  à 
une,  mais  paquets par paquets.  Ces  graphes  se  trouvent,  de  plus$ 
éliminés  à  l'état virtuel,  c'est-à-dire sans  que  l'on ait dû les cons-
truire  complètement.  Il en  résulte  une  grosse  économie  d'opérations 
et  de  temps. 
Quelques  remarques 
a/ on  doit  prendr~ garde  à  ne  pas  perdre  de  temps  en pro-
posant le  m@me  graphe  plusieurs  fois.  Il existe  en  effet plusieurs 
manières  différentes  d'assembler  un  même  graphe  morceau par morceau. 
Aussi  convient-il  de  compléter la définition  de  la  famille  de  graphes 
de  repérage  utilisés  en leur imposant,  non  seulement  certaines carac-
téristiques  de  forme,  mais  encore  un  certain ordre  d'assemblage,  en 
liant par  exemple  cet ordre  à  la  forme  du  graphe  ou  à  un  système 
d'orientation; 
b/  le  contrôle des  graphes  en  cours  de  cons truc tian 
s'exercera alors  à  la fois  sur leur  forme  et sur l'ordre des  opérations 
qui  ont  conduit  à  les proposer.  Si cet ordre n'est pas  conforme  à  ce-
lui prescrit dans  la définition  de  la famille,  on  rejettera le  g~aphe 
même  si sa  forme  est correcte; 
c/  lorsque l'on met  en place les mécanismes  d'une  méthode 
par  assemblage progressif,  on  doit  faire  bien attention à  ne  pas intro-
duire  d'erreur systématique par  élimination automatique  de  solutions 
permises.  Lorsque  le catalogue autorise la construction d'un certain 
trait du  graphe,  cela ne  signifie pas  qu'il est interdit  de  ne  pas 
construire  ce  trait.  Aussi les  deux  éventualités  (trait construit, 
trait non construit)  devront-elles  être l'une et l'autre envisagées 
avec  toutes leurs  conséquences. 
Les  méthodes  par  assemblage  progressif ont  une  grosse  im-
portance  à  plusieurs points  de  vue.  D'une  part 1  elle& sont assez ra-
pides  pour  être réellement utilisées;  on  pourra  faire  appel  à  elles 
pour  construire  une  grande  variété  de  filtres;  on  peut  fonder  sur el-
les  des  calculs  de  rentabilitén  D'autre part,  leur principe  ne  change 
pas  lorsque l'on modifie,  légèrement  par  exemple,  le graphe  d'adres-
sage utilisé.  La  fonction  "rentabilité d'une  famille  de  graphes"  res-
te ainsi définie lorsque l'on fait varier la forme  et les caractéris-
tiques  de  ces  graphes,  puisqu'il ne  cesse  jamais d'y avoir  une  méthode 
de  consultation possible par  assemblage  progressif.  Ces  considérations 
de  rentabilité permettront  de  guider le choix  de  graphes  de  repérage 
convenables. 
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III,3  REPERAGES  D  1 ADRESSES  DE  MOTS  A  L' INTERIEUR  DE  GROUPE  DE  MOTS.  __  .. __  M__  _ ___  ,__,_ 
INFLUENCE  SUR  I,E  COUT. 
La  question qui  se pose  au  moment  de  chaque  assemblage 
partiel,  dans  les méthodes  à  assemblage  progressif,  peut  être  formulée 
dans  les  termes  suivants  :  étantdonnéeSles  deux  fractions  de  graphe 
qtle  l'on se propose  de  réunir par  un  trait,  étant données les carac té-
ris  tiques  des  mots  et  des  groupes  de  mots  qu'elles contiennent,  les 
catalogues autorisent-ils l'assemblage  de  ces  deux  fractions  de  graphe  ? 
Avant  de  résoudre  automatiquement  cette question, il faut 
au moins  la poser automatiquement,  c'est-à-dire  donner les caractéris-
tiques  des  mots  et  groupes  de  mots  composant  les  fractions  à  assembler. 
Nous  allons montrer qu'il faut  se  garder  de  donner  à  l'avan-
ce  ces  caractéristiques  de  façon  explicite,  sous  peine  de  faire  consta~­
ment  dans  la machine  des  transports  énormes  d'information  •  On  verra 
alors qu'il est plus  commode  de  donner  ces  renseignements  sous  forme 
implicite,  en  indiquant  simplement  les adresses  où  l'on peut les  trou-
ver. 
Chacune  de  ces  caractéristiques peut  jouer  un  rôle  un  jour 
ou l'autre,  mais  dans  le cas  d'une  opération  d'assemblage  déterminée, 
seules certaines d'entre elles sont pertinentes.  Le  catalogue  comman-
dera alors la formulation  explicite  de  ces  seules  caractéristiques per-
tinentes pour l'opération considérée.  Pour  ces caractéristiques uti-
les  seulement,  il faudra aller chercher le détail des  renseignements 
aux adresses  indiquées. 
A/  LE  NOMBRE  DE  CATEGORIES  DE  MOTS  EST  GRAND 
Pour  caractériser la réactivité d'un  mot  dans  une  certaine 
acception,  ou,  si l'on veut,  ses possibilités d'emploi  dans  cette ac-
ception, il faut  faire  intervenir un  bon  nombre  de  composantes. 
Composantes  gran~aticales: s'agit-il d'un  nom,  d'un verbe, 
etc.  A-t-il un  genre,  un  nombre,  une  personne,  un  mode 1  un  temps,  etc. 
Composantes  sémantiques,  plus  nombreuses  encore:  si c'est 
un objet,  quelle  est sa  forme,  son volume,etc.  Si  c 1est uneaction, 
peut-elle  être le fait d'un être inanimé,etc. 
Le  professeur Ceccato utilise de  grandoofiches  pour  consi-
gner  ces  renseignements. 
Il paraît souhaitable 
seule  fois  en  mémoire  machine  (ou 
général  est  en  mémoire  lente  que 
réduits  en  mémoire  rapide). 
d'inscrire ces  caractéristiques  une 
au  maximum  deux,  si le dictionnaire 
l'on utilise  des  dictionnaires 
Pour  cela,  on  ne  transportera pas  dans  les calculs  ces 
caractéristiques explicites,  mais  simplement leurs adresses. 
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B/  ~~~~~~DE  .CATEGORIES  DE  GROUPES  DE  MOTS  EST  ~JASI 
INFINI, 
Soit  un  groupe  de  mots,  qui  sont pris  chacun  dans  une 
certaine acception,  le  groupe  étant lui même  pris  dans  une  acception 
bien déterminée.  Voyons  quels  éléments  caractérisent la réactivité 
d'un tel groupe  de  mots,  ou,  si l'on veut,  les possibilités d'emploi 
de  ce  groupe  dans  l'acception considérée.  Pour  cela  étudions  quelques 
exemples  : 
On  admet  généralement  que  la séquence 
"petit Pierre" 
constitue  une  chaine  nominale  et qu'il est permis  de  lui adjoindre  à 
gauche  un  adjectif masculin singulEr  : 
gentil  +  petit Pierre--~  gentil petit Pierre 
ce  que  Bar Hillel  écrirait:  n/n  +  n  n 
Mais il n'en serait pas  de  même  si l'adjectif était par 
exemple  au pluriel  : 
gentils  +  petit Pierre  ---~)alarme 
Il est  donc  important  de  signaler  que  ''petit Pierre" est 
une  chaîne  nominale  du  type  "ma~;?culin singulier". 
Bar Hillel suggère  d'ailleurs  (17)  d'augmenter  en consé-
quence  le  nombre  de  ces  catégories  : 
gentils = n/n masculin pluriel 
gentil  =  n/n masculin singulier 
petit Pierre  =  n  masculin singulier 

















Rappelons  qu'il est utile  de  vérifier  que  ces  règles  d'ac-
cor~ sont  bien respectées;  non pas  que l'on mette  en  doute le style  des 
auteurs  des  textes donnés  à  l'entrée d'une  machine  à  traduire;  ce  qui 
est douteux,  c'est l'interprétation donnée  à  chaque  mot  susceptible 
d'homonymies,  c'est l'acception que  l'on prête  aux  mots,  et6 partant1 
aux  groupes  de  mots,  dans  la phrase  à  analyser  •. 
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La  règle  d'accord  de  l'adjectif donnée  ci-dessus,  peut 
permettre  de  lever  une  homographie  telle que  celle du  mot  "braves" 
dans  la phrase  "tu braves petit Pierre" 
braves = verbe  2ème  personne singulier 
1 
=  n\s#n 
braves  = adjectif 
2 
=  n/n  pluriel 
On  voit alors  que  11braves2
11  ne  peut s'assembler avec 
"petit Pierre"  : 
en effet 
braves2  + petit Pierre  ---~)  alarme 
n/n 
plur. 
+  n  ----?)  alarme 
sing. 
11hraves2
11  ne  peut pas  non plus  s'assembl~r avec  "tu".  D'où  résolution 
de  l'homographie  :  dans la phrase  "tu braves petit Pierre",  braves  est 
sûrement  un verbe  :  l'analyse se  fait  finalement  comme  suit,  en prenant 
par  exemple la méthode. de  Bar  Hillel  : 
/ s------ ~s 
/  'jn~ng. 
n  n'\~ n  n/n  n  sing 
1  1  1  1 
tu  braves  petit  Pierre 
Ainsi,  il est important  de  bien caractériser la "réactivité" 
d'un  groupe  de  mots,  c'est-à-dire son aptitude  à  avoir  des  rapports avec 
d'autres  éléments  de  la phrase.  On  montre  facilement  que,  dans  le cas 
très simple  d'une  chaîne  nominale  : 
a/  toutes les caractéristiques du  nom  principal  jouent 
un rôle  dans la réactivité de  la chaîne.  Caractéristiques grammati-
cales  (cf.  ci-dessus)  mais  aussi caractéristiques sémantiques  :  Bar 
Hillel propose par  exemple  de  distinguer des  chaînes  nominales  d'objets 
et des  chaînes nominales  d'êtres animés.  Dans  une  phrase  comme  "Le 
vieux chien aboie",  ces  distinctions permettront  d'éliminer. l'hypothèse 
chien1  =objet inanimé  (chien  de  fusil)  ou  du moins,  de  la déclarer 
improoable. 
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b/  bien qu'intervenant moins  souvent,  les  co.rac+:éristi-
ques  des  autres  mots  sont susceptibles  d'in~luer sur la  r~activité de 
la chaîne  nominale. 
C'est ainsi qu'une  chaîne  nominale  sans article à  gauche 
peut  annexer  à  gauche  un adjectif,  peut  annexer  à  gauche  un article. 
le  +  cheval  le  cheval 
r n 
+ i 
~ans  l~ 
ar~ 
mais 
le  +  le cheval  -~  alarme 
n/n  +  alarme 
ce  qui oblige  à  distinguer les sous  cat~gories n  t  d'une  sans ar 
part,  n  t  d'autre part.  ar 
Si la preoière lettre à  gauche  dans  le  groupe  de  mot  est 
une  voyelle,  le groupe  aura  de  l'affinité pour  111 11 •  Sinon,  il n'ad-
mettra  que  11le 11  ou  11la11 • 
ces  caractéristiques augmentent  déjà  beaucoup le nombre 
de  chaînes  nominales.  On  montre  facilement  que  les articles situts 
à  droite  du  nom  principal  jouent. aussi un  rôle  ,  exemple  : 
un  panier d'osier  de  Pierre 
un panier  de  l'osier de  Pierre· 
Si enfin on  fait intervenir des  critères  s~mantiques~  on 
est bien  oblig~ de  constater  que  tous les mots  de  la  chaîne  risquent 
,d 1 ~voir une  influence  sur la  r~activité de  celle-ci;  par suite, leur 
prise  en  c6nsid~ration peut  @tre~ile pour lever  c~rtaines homonymies 
difficiles. 
Encore  ne  s'est-il agi  que  de  chaînes  nominales 1  c'est-
à-dire  d'un  cas  assez simple.  Il faut  faire  des  ~tudes analogues 
pour les chaînes  plus  complexes. 
Le  nombre  d'espèces  de  chaînes  devient  alors 
colossal,  même  pour  un  nombre  relativement  faible  de  mots.  Or,  il 
ne  s'agit que  de  distinctions pertinentes  (ou plutôt susceptibles 
d'être pertinentes  dans  certains  cas).  Rendre  ces  distinctions  im-
possibles,  ce  serait perdre  systématiquement  de  l'information. 
Dans. ces  conditions,  le  mode  de  traitement suivant s'im-
pose  : 
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d'une part,  on  évitera comme  pour les mots,  de  trans~orter les ca-
ractéristiques explicites  des  groupes  de  mots.  On  trans~ortera 
simplement les adresses  d'endroits  où  ces  caractéristiques  sont 
accessibles; 
mais  d'autre part,  on  ne  pourra pas  faire  un  dictionnaire  de  groupea 
de  mots,  comme  l'on avait fait un  dictionnaire  de  mots.  Les  carac-
téristiques des  groupes  de  ffiots  ne  pourront pas  être  trouvées  dans 
une  liste, elles devront  être le résultat d'un calcul; 
l'adresse  de  l'endroit ou les caractéristiques  d'un  groupe  de  mots 
seront accessibles,  c 1est,  dans  de  telles conditions,  l'adresse 
d'attaque  de la sous  routine  qui permet  de  les calculer  ex:plici  te-
ment; 
le dictionnaire  de  groupes  de  mots  n'en existera pas  moins,  mais il 
sera réduit au strie  t  minimum.  Seules  y  figureront les car  ac tél·is-
tiques  qui  ne  peuvent  Eltre  calculées sur la  base  des  caractéristi-
ques  des  mots  composants.  On  trouvera  en  particul:!.er  dans  ce  dic-
tionnaire les locutions  et les idiotismes. 
Pour calculer certaines  des  caractéristiques  d'u~ groupe 
de  mots  à  partir de  celles  des  mots  constituants, il faut  bien  rnp6rer 
les adresses  de  ces  mots  constituants. 
Celà signifie qu'il faudra structurer les adresses  des 
éléments  composant  ces  groupes  de  mots,  de  façon  que  l'on puisse  re-
trouver  rapidement  les renseignements  correspondants. 
L'ordre  linéaire des  mots  répond  relativement  mal  à  ce 
besoin.  Il ne  permet  pas,  en  effet,  d'attribuer des  adresses  fixes 
aux  mots  qui portent les renseignements  importants.  Le  nom  principal 
d'une  chaîne  nominale  est-il le premier mot  en partant  de  la gauche, 
le second,  etc  ?  Cela  dépend.  Le  sujet d'une proposition subordonnée 
est-il le premier substantif de  cette proposition,  le second,  etc  ? 
Celà  dépend. 
Au  contraire, la structuration interne  des  adresses  d'un 
groupe  de  mots  au  moyen  d'un  graphe  de  repérage  permet  d'attribuer des 
adresses  fixes  aux  renseignements  importants,  et la plupart  du  temps, 
des  adresses  conditionelles relativement  simples pour l'ensemble  des 
renseignements  utiles. 
De  cette structuration interne  des  adresses  au moyen  de 
graphes  de  repérage,  dépendênt  les  temps  d'accès  aux  divers  renseigne-
ments.  Dans  le choix  d'un  type  de  graphe  de  repérage,  il faudra  donc 
tenir compte  des  fréquences  d'utilisation de  ces  divers  renseignements. 
Ces  fréquences  dépendent  du  travail  que  doit  exécuter le filtre consi-
déré~ · Une  fois  de  plus, il apparaît  que  l'on peut avoir  intér&t  à 
choisir des  types  de  graphes  de  repérage  différents pour  des  filtres 
différents. 
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Donnons  quelques  exemples  de  structuration interne  de 
groupes  de  mots  selon les arborescences  de  Te~~ière,  ou  Harper  et Hays 
Dans  une  chaîne  nominale,  les caractéristiques  qui condi-
tionnent le plus souvent la réactivité  de  la chaine  sont liées  à  la na-
ture  du  nom  principal.  Aussi est-il normal  de  mettre  celui-ci en  tête 





la~  ~d' 
......... 
élee tric it  é 
Lorsque  l'on veut  aller chercher  d'autres  renseignements 
(existence  d'un article  à  gauche,  etc.)  celà peut  être un  peu plus 
long, s'il faut passer par l'intermédiaire  de  l'adresse  du  mot  de  t@te. 
Mais  ces  renseignements  sont  moins  fréquemment  utiles. 
Des  observations analogues pourraient  @tre  faites  dans le 
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La  fonction  du  groupe  de  mots  est principalement  caracté-
risée par le  mot  1'â.ans".  La  nature  d.u  substnntif qüi  jnè:)_que  "C.3.ns 
quoi",  doit aussi intervenir assez  souvent  et il est  norDxù  de  mettre 
le mot  npièce"  en  seconde  position et ainsi  de  suite. 
il a  été 
dans  les 
III,  4 
Dans  les  travaux pratiques  de  la  ,journée  de  li':lguistique, 
fait allusion à  ces  probl.~mes  de  structuration des  adresses 
groupes  de  mots. 
A/ 
a/ 
CO!JT  DE  CONS 'rPUCTION  D  ·:UN  FILTRE 
-·-··-~---~--~-----·------~- .. ·'-·~-----
L'él€ment  de  loin le plus  coQteux,  lors  de  la construc-
tion d'un filtre  de  quelque  importance,  eE?t  le  tr:actil  de  rasE,.;;nble-
ment  du  catalogue  de  règJ.es  grammaticales  et s4mantiques  que  le  filtre 
aura pour  objet d'exploiter.  On  a  dé:jà  donné  une  idée  dGs  diffic:uJ..tés 
que  rencontre la compilation  de  catalogues  consultables  autor.:atir;ue-
ment.Le  volume  de  ces  catalogues  coûtera d'autre  part  de  la place 
en  m6uoire  machineQ 
Si l'on fait appel  aux  techniqu8s  de  gra-
phes  de  repérage,  c'est essentiellement  dans  le  but  de  r6duire les 
dé:pe:r1ses  de  catol.ogue. 
En  II,  4,  nous  avons  déjà  donné  des  indications sur la 
man1~re d'évaluer le  cofit  d'inscription d'une  règle  dans  un  catalogue 
et ses variations  en  fonction  de  la nature  des  graphes  de  repérage 
utilisés. 
Nous  le  citons pour  mémoire.  Son  cofit  de  construction 
est généralement  faible  devant  celui des  catalogues. 
B/  COûT  D'UTILISATION  D'UN  FILTRE 
A  l'emplo~un filtre coûte principalement  du  temps  machi-
ne.  Pour  faire  des  évaluations précises, il faudrait  tenir  compte  de 
la nature  de  la machine  utilisée. 
Cependant,  les variations  dues  aux  différences  entre les 
machines,  variations  non  négligeables,  apparaissent  dans  certains  cas 
comme  assez  faibles  si on les  compare  à  la multiplication astronomique 
de  dépense  qui peut  résulter  de  l'emploi d'une  procédure maladroite. 
Dans  les problèmes  combinatoires,  et celui des  homonymies  en  est un, 
le  nombre  d'opérations  à  faire peut croître  dans  des  proportions  fan-
tastiques,  si l'on n'y prend pas  garde. 
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Bien  que  constituant un  mode  grossier  d 1évaluati0n des 
prix de  revient,  le décolllpte  des  opérati:)ns  do:-'-jle  certaijlement  des 
indications utiles. 
Comme  les programmes  d'assemblage  sont  des  programmes 
de  tâtonnement,  le  nombre  d'opérations  de  tâtonnement  joue  certainement 
une  rôle  grossièrement multiplicatif  en  ce  qui  concerne  le  temps  machi-
ne,  le second  facteur  étant la durée  moyenne  de  chaque  tâtonnement. 
a/  Nombre  de  tâtonnements. 
On  se  rappelle  que  les  tâtonnements  ont pour  objet la for-
mulation  d'hypothèses  sur les positions relatives  du  graphe  de  repérage 
et  du  repère linéaire,  puis l'élimination des  hypothèses  impossibles. 
S'il y  aN  éventualités  de  positions relatives 1  dont  une  seule  bonne, 
il faudra  éliminer les N-1  autres  éventualités~ 
Pour simplifier, aulieu de dire  111Josi tions  de  graphe"  nous 
dirons  "graphes"  tout  court.  Il y  a  donc  N possibilités  de  graphes  et 
on  désire  éliminer  ceux  qui contredisent les règles  du  catalogue. 
Dans  la méthode  générale  théorique citée  comme  curiosité 
au  III, 1,  E,  le nombre  de  tâtonnements  est égal  à  N. 
Dans  la méthode  par  assemblage  progressif du  III,2,  on 
peut  espérer  en s'y prenant bien,  obtenir  que  le  nombre  de  tâtonnements 
soit à  peu près proportionnel  à  Log.  N. 
Donnons  quelques  ordres  de  grandeur. 
Si les  griftl?hes  utilisés sont  des  arborescences  quelconques 
ayant pour  sommets  les7mots  de  la phrase  donnée,  N  est le  nombre  d'ar-
borescences  à  m  sommets.  En  voici  quelques  valeurs  : 
Nombre  m  dB  t:~ots  de  N  log10  N  la phrase  donnée 
10 mots  109  9 
20  mots  5  x  1024  24 
30  mots  6  x  1042  42 
40  mots  3  x  1062  62 
'  -
On  voit  que  la proportionnalité  à  log N  ne  constitue pas 
un  mince  avantage. 
.  Si les graphes  utilisés sont  des  arborescences projectives 
c'est-à-dire des  arborescences  hiérarchiques  représentables par inclu-
sion  de  pare.nthèses 
(((le)  chien)  a.boie  (souvent)) 
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(parenthèses  L:bor~scences 
et  elconques)  . 
projectivité) 
?  10.) 
"!  ·--;:0 9  ~ 
4  1013  5  1024 
1021  6 
h2  1  5  10. 
1  6  1029  3  1062 
--' 
Cette  différence  est  très nettement  à  l'avantage  des  ar-
borescences projectives et  de  la notation de  par8nthôses. 
Les  nombres  des  tableaux ci-dessus  ont  été  calcul6s par 
Eric  Morlet. 
b/  Coût  de  chaque  tâtonnement. 
A  chaque  tâtonnement,  il y  a  consultation  du  catalogue. 
Le  temps  d'accès  à  ce  dernier  constitue  un  élément  important. 
part  énoncer 
tâtonnement. 
Pour  savoir  quelles  règles  consulter,  il faut  d'autre 
les caractéristiques  des  groupes  de  mots  assemblés par 
On  a  examiné  le coût  de  ces  opérations  en  III,  3· 
C/  CHAJviP  DE  RENTABILITE  D'UN  FILTRE. 
La  premièrepr~occupat~on que .l'on doit avoir  en  entrepre-
nant  la construction  d'un automate,  ou  sa simulation sur  machine, 
c'est  de  définir sa  fonction.  Aussi  rappellerons-nous  (cf I,  3  et I,5) 
ce  qu'il en  est  de  celle  des  filtres.  La  fonction  d'un filtre est 
de  consulter automatiquement  un  certain catalogue  ou  sous~catalogue, 
bien  déterminé,  de  règles  grammaticales  ou  sémantiques,  en  vue  de  con-
tribuer  à  lever les ambiguïtés  de  phrases  du  langage  ordinaire,  en 
éliminant les hypothèses  qui  contredisent  une  règle  au  moins  du  cata-
logue. 
Comment  caractériser un  filtre  dont  on  entreprend la cons-
truction  ?  Il serait absurde  de  fixer par  avance  de  façon  rigide  et li-
mitative le  contenu  du  catalogue  associé  au  futur  filtre.  En  effet, 
une  fois  que  l'on aura  mis  au point les mécanismes  de  consultation, 
on  s'efforcera  de  les faire  servir  de  la  façon  la plus large possible, 
c'est-à-dire d'ajouter  des  règles  dans  le  catalogue.  1  si bien  que  ce 
dernier  doit  être considéré  comme  un  ensemble  ouvert. 
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Aussi caractérisera-t-on un  filtre,  non pas par l'ensem-
ble  des  règles  que  l'on pourrait  à  la rigueur entasser dans  son cata-
logue  sans  changer le mécanisme  de  consultation,  mais  pnr  un  ensemble 
plus limité,  celui des  règles  dont  ces  mécanismes  peu,ent assurer la 
consultation à  un prix acceptable. 
Lorsqu'une  règle  s'harmonise  bien avec  le mécanisme  d'un 
filtre,  elle~.écrit facilement  et  en  peu  de  signes  dans  le catalogue 
de  celui-ci.  Lorsqu'il  y  a  mauvaise  adaptation, il faut  de  plus  en 
plus  de  place pour  exprimer la règle  dans  la notation du  catalogue  et 
le prix devient prohibitif, si bien  que  la possibilité d'inscrire cet-
te règle  demeure  toute  théorique,  C'est  donc  par la définition d'un 
"c/Iamp  de  rentabilité maxima"  què  l'on peut le mieux préciser l'utili-
té attendue  d'un filtre. 
D/  ~ABILITE D'EMPLOI  D'UNE  FAMILLE  DE  GRAPHES  DE 
REPERAGE. 
Le  choix d'une  famille  de  graphes  de  repérage  a  des  ré-
percussions sur toutes les rubriques  de  coût  énumérées plus haut.  En 
Aa,  par réduction  du  prix des  catalogues,  ce  qui  est  d 1ailleurs la 
raison essentielle  que  l'on a  d'utiliser de  te~graphes. En  Abwour 
mémoire).  En  Ba,  par l'intermédiaire  du  nombre  N de  graphes  de  la fa-
mille.  En  Bb,  pour  toutes sortes  de  raisons,  et  en particulier celles 
exposées  au chapitre III, 3.  · 
Comme  les ordres  de  grandeur  de  ces  diverses  dépenses 
sont  mal  connus ,  on  ne  peut pas les ajouter  •  On  peut difficilement 
apprécier si telle économie  réalisée sur tel poste  dompense  avanta-
geusement  une  dépense  corrélative effectuée  sur  un  autre poste.  Il 
faudrait pouvoir  juger sur pièces et  en  fonction  d'une machine. 
D'où l'utilité d'expériences partielles sur ordinateur. 
Cependant,. on sait  qu'une  fonction  varie peu au voisi-
nage  d'un  extremum.  Les  graphes  optimaux  doivent  donc  rendre  station-
naires le coût  et la rentabilité 
y 
Ce  caractère stationnaire peut  être  éprouvé  en  faisant 
subir à  la  forme  des· graphes  de  petites modifications,  et en  examinant 
séparément les conséquences sur le coût  des  différents postes  Aa,  Ab, 
Ba  et Eb. 
EUR/C/867/61  f - 221  -
Si nos  évauations  sont  exactes, la quasi  totalité des 
graphes  suggérés par  des  linguistes ont,  chacun  dans  un  certain do-
maine  d'utilisation,  un  caractère stationnaire,  ce  qui  est  à  l'honneur 
de  la linguistique. 
Il reste  que  seules  des  exper1ences partielles sur machi-
nes  peuvent  permettre  d'évaluer convenablement les  cofits  et  de  choisir 
en  connaissance  de  cause,  pour  chaque  filtre, la famille  de  graphes 
de  repérage  qui  convient le mieux. 
E/  UTILISATION  D'UN  FII,TRE  LENT  POUR  LA  CONSTRUCTION 
AUTOMATIQUE  DE  FIL'rRES  PLUS  RAPIDES 
L'emploi  de  graphes  de  repérage  permet  une  simplification 
des  catalogues  de  ~ègles.  On  peut alors construire  ces  catalogues 
plus  rapidement  et réaliser une  économie  très  considérable  de  travail 
humain. 
On  sait qu'il faut  payer  en servitudes  supplémentaires 
de  calcul la rançon  de  ces  avantages.  L'augmentation  du  temps  de  con-
sultation coûte  des  heures  machine. 
Jusqu'à quel point est-il possible  de  pousser la politi-
que  des  catalogues  bon  marché  à  consultation relativement  coûteuse  ? 
S'il s'agissait de  construire  un  programme  définitif,  destiné  à  tour-
ner  pendant  des  années,  on  ne  pourrait accepter qu'il soit lent.  La 
réduction  du prix des  catalogues  se  traduirait rapidement  par  une  perte 
d'argent. 
Mais  le problème  ne  se  pose  pas  du  tout  dans  ces  termes. 
Il est possible,  à  partir d'un filtre lent,  de  construire automatique-
ment  les  catalogues  d'un filtre plus  rapide,  de  sélectivité inférieure 
ou  égale,  catalogues  volumineux  et compliqués  dont  la construction 
coûterait,  en  travail humain,  un prix exorbitant. 
On  peut  donc  accepter  que  les premiers  programmes  cons-
truits soient lents,  puisqu'ils  tourneront  simplement  le  temps  néces-
saire pour la construction automatique  de  programmes  équivalents  mais 
plus rapides. 
Cette  manière  de  procéder s'apparenterait  beaucoup  à  celle 
de  l'apprentissage humain.  Lorsqu'un  enfant  commence  à  écrire,  ses pre-
miers''programmes"  sont  du  type  "programmes  de  tâtonnements"  ;  ils sont 
contrôlés par l'observation des  résultats  des  gestes.  Bien  que  très 
lente et maladroite,  cette procédure  est la plus  favorable  à  l'appren-
tissage,  car elle minimise  le  volume  du  catalogue  de  renseignements  à 
transmettre  du professeur  à  l'élève.  Le  professeur n'a pas  besoin  de 
décrire  des  contractions  complexes  de  muscles  de  la main,  ni les  com-
mandes  nerveuses  qui les provoquent.  Il décrit  simplement  le résul-
tat  :  la  forme  des lettres. 
Mais  une  fois  que  les gestes lents  de  construction  de  let-
tres sont acquis,  une  fois  que  le premier  "programme"  existe, il se 
transforme  en  d'autres  "programmes"  beaucoup  plus rapides,  faits  de 
gestes réflexes,  avec  une  part  de  tâtonnement  très réduite. 
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Ainsi,  on  peut accepter  qu'un premier programme,  dit 
"d'apprentissage",  soit relativement lent, si cet  inconvénient  permet, 
en  échange,  une  réduction  du  prix  des  transferts d'information  du pro-
fesseur  à  l'élève, c'est à  dire  une  réduction  du prix des  catalogues 
de  règles.  On  peut  accepter cela,  à  condition  :  d'une  part  que  1•on 
ait le moyen  de  construire automatiquement,  à  partir de  filtres lents, 
des  filtres rapides  (qui  eux-mSmes  permettront  de  construire  automa-
tiquement  des  filtres  encore  plus  rapides);  d'autre part,  que  la len-
teur  du  filtre d'apprentissage  reste  dans  des  limites raisonnables, 
pour  que  le coût  de  son utilisation temporaire  demeure  acceptable. 
QUATRIEME  PARTIE 
CONS'l'RUCTION  D'UN  FILTRE  PARTICULIER  A  TITRE  D'EXE.NPLE 
IV,  l  PROBLEME  DU  CHOIX  D'1.Jl:Œ  FANILLE  DE  GRAPH:SS,  EN  VUE  DE  LA  CONS-
'i'":ffuc7.fTôND' UN  FILTRE  PARTICULIER  -··------~--~-----
Toute  la quatrième partie sera consacrée  au  détail  de  la 
construction d'un filtre particulier, l'idée étant  de  montrer par  un  exem-
ple  comment  on  peut u·tiliser les méthodes  décri  tes  jusqu'ici,  et  com-
ment  on peut  essayer  de  minimiser les coûts. 
On  se  servira bien  entendu  de  graphes  de  repérage  (dont 
la  forme  est  donc  à  choisir),  et  de  la méthode  par assemblages  progres-
sifs décrite  en  III,  2. 
Conformément  à  ce  qui  a  été dit  en  III,  4,  C,  nous  com-
mençons  par  définir un  "champ  de  rentabilité  maxima".  Rappelons  qu'il 
s'agit d'un  ensemble  partiel  de  règles  grammaticales  ou  sémantiques, 
comprenant  celles  que  le filtre sera appelé  à  cons~lter le plus sou-
vent,  et qu'il doit  être  capable  de  consulter et d'ex:r;lloiter  au meil-
leur prix. 
Il est  normal  de  souhaiter  que  ce  champ. recouvre  en prio-
rité les règles  dont  l'usage est le plus  courant,  à  savoir  l~s règles 
gra~11aticales, plus  un  certain nombre  de  règles  sémantiques  choisies 
parmi celles  qui  interviennent le prus  fréquemment  dans  le discours. 
Cependant il est clair que  les lois  grammaticales  sont 
de  loin les premières  du  point  de  vue  d~ la fréquence  d'utilisation. 
Une  règle  telle  que  l'accord  article~rtom peut  intervenir un  très  grand 
nombre  de  fois  dans  une  phrase  un  peu longue.  C'est  donc  pour les 
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règles  grammaticales  que  l'on s'efforcera le plus  de  réduire les coûts 
de  consultation. 
Pour  être  prec~s, il faudrait  même  introduire parmi  elles 
une  pondération  en  importance~ de  manière  à  tenir compte  de  la fréquen-
ce  moyenne  avec  laquelle  on  effectue la dépense  de  consultation de  cha-
que  règle;  mais  nous  ne  disposons pas,  pour le moment,  de  statistiques 
détaillées sur ces -fréquences.  Pour  commencer,  d'ailleurs,  et prendre 
les premières  décisions, il suffit  d'une  appréciation grossière  de  ces 
fréquences  moyennes. 
Le  problème  qui se pose  maintenant  est celui  du  choix 
d'un  type  de  graphes  de  repérage.  Comme  on l'a vu  en III, 4,  D,  les 
caractéristiques  de  la famille  de  graphes  de  repérage  utilisée dans  un 
filtre à  assemblage  progressif  cnt  une  influence  déterminante sur les 
performances  de  ce  filtre, ainsi que  sur sa rentabilité. 
Comme  on l'a exposé plus haut  en  II, 1, les graphes  de  re-
pérage  sont  de  purs  instruments  de  calcul,  sans prétention linguisti-
que.  Les  grammairiens,  sémanticiens et linguistes,  (ou  en  tous  cas 
ceux d'entre  eux  qui  :refusent  de  tenir  compte  des prix de  revient) 
n'ont aucune  qualité pour  nous  im~oser ce  choix.  Mais  en  fait, l'on 
a  le plus  grand intérêt à  tenir compte  de  leurs  travaux et des  obser-
vations  qu'ils ont  effectuées  concernant les propriétés  du  langage. 
C'est  en effet une  vérité constante,  en matière  de  repé-
rage,  que  les repères  optimaux  du point  de  vue  de  la rentabilité reflè-
tent au  moins  une  partie des  propriétés  de  la chose  repérée. 
Le  passé  de  la science  du  repèrage  en  matière  extra-lin-
guistique  en  fournit  des  exemples  répétés.  En  géométrie:  les meilleurs 
axes  de  coordonnées  pour  une  hyperbole  équilatère sont soit des  droi-
tes coincîde.nt  avec  les asymptot-es,  soit des  droites coïncide nt  avec 
les axes  de  symétrie.  Dans  les  deux  cas,  que  l'on ait choisi l'un ou 
l'autre  de  ces  modes  de  repérage  optimaux,  on  est conduit  à  faire  coin-
eider le centre  de  coordonnées  avec  le centre  de  symétrie  de  l'hyper-
bole, si bien  que  le repère reflète au moins  les propriétés  de  celle-ci. 
De  ce  fait,  que  les repères  optimaux reflètent  générale-
ment  une  partie des propriétés  de  la chose  repérée,  la géographie  don-
ne  un  autre  exemple,  par les procédés  qu'elle utilise pour le repérage 
d'un point sur la surface  terrestre.  Pour  ce  repérage  on  se sert ha-
bituellement  d'une  surface abstraite  en  forme  de  sphère  ou d'ellip-
soïde.  Cette  surface porte les méridiens  et les parallèles.  Elle 
n'est pas,  comme  la surface terrestre,  hérissée  de  collines,  ni plis-
sée  en  montagnes  et vallées.  Elle n'a donc  pas  vraiment la  for~e  de 
la terre.  Mais,  comme  surface  de  référence,  elle présente  un  carac-
tère optimal indiscutable.  Il est simple  de  repérer  à  partir d'elle 
la hauteur  des  montagnes  et la profondeur  des  océans. 
Si l'on faisait  un  recensement  des  points pour lesquels 
la surface terrestre  co~ncide avec  celle  de  la surface  fictive  de  ré-
férence,  on· en  ~rouverait sans  doute  relativement peu.  Cependant, 
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personne  ne  s'aviserait de  dire  que  la  forme  de  la surface  de  réfé-
rence  est sans  rapport  avec  celle  de  la terre.  Bien au  contraire, 
lorsqu'il faut  décrire la seconde  en  quelques  mots,  on  donne  la  forme 
:de la première • 
Aussi,  pour  en revenir au problème  du  choix  d 1une  famille 
de  graphes  de  repérage  en  vue  de  la construction d'un filtre  d'analyse 
automatique  du  langage naturel,  nous  pensons  que  si nous  avions  toutes 
les  dorrnées  et  tous  les  moyens  nécessaires pour  guider  entièrement  ce 
choix par  des  considérations  de  prix1 de  commodité  d'utilisation con-
cernant telle  ou  telle langue  naturelle,  d'économie  de  temps  machine 
et  de  temps  de  compilation  de  catalogue,  et  que  nous  parvenions  à  un 
optimum  de  rentabilité,  alors, il existerait certainement  un  rappo:r.t 
étroit entre les propriétés  de  la  famille  de  graphes  choisie  et les 
propriétés  de  la ou  des  langues  naturelles pour  lesquelles cette fa-
mille  se  révèlerait optimale. 
Comme  nous  n'avons,  pour l'instant, pas  fait  suffisamment 
de  statistiques et d'expériences  sur ordinateur pour  être  à  même  de 
calculer des  rentabilités  en  valeur absolue,  comme  nous  avons  seule-
ment  les moyens,  déc~its en  III,  4,  D,  d'apprécier le cractère sta-
tionnaire  de  la rentabilité  d'une  famille  de  graphes  donnée,  et  de 
constater, s'il y  a  lieu,  qu'elle reP,résente  un  optimum relatif,  le 
·  ·  ·  f  ·  t  d  npus. d  l  · 't'  d  mleux  que  nous  pulsslons  alre  es  e;gul  er sur _es  proprle  es  u 
langage,  c'est à  dire  sur les  travaux des  linguistes,  pour  p~oposer 
des  formes  de  g:..~aphes.  Les  calculs  de  rentabilité intervlendron  t  en·-
suite pour  accepter  ces  formes  ou  bie~ les refuser,  et  m@me  éventuel-
lement  pour les modifier  légèrement • 
A  défaut,  en  effet,  de  pouvoir mesurer la rentabilité  en 
valeur absolue,  nous  sommes  à  mê~e d'apprécier si elle augmente 1  reste 
stationnaire,  ou  diminue,  lorsque l'on fait subir  de  petites modifica-
tions  à  la  forme  des  graphes  (voir  en: II,  4,  D). 
Ainsi,nous  sommes  conduits  à  étudier les  formes  proposées 
par les linguistes. 
IV,  2  GRAPHES  LINGUISTIQUES  SUGG.SRES  PAR  LA  SYNTAXE  DE  L'ECOLE  DE 
èofiN~HÀGUE..  ---------·---- ---------
Les  linguistes  de  l'école  de  Copenhague  n 1ont  pas,  à  no-
tre connaissance,  proposé  de  graphes.  Mais  un  graphe  n'est  jamais  que 
la repr&sentation  de  certaines relations,  et  c 1est la  donn~e de  ces 
dernières  qui  compte.  On  peut alors  remarquer  que,  par leur caractère 
abstrait et général,  les trois"fonctions"  de  la glossèmatique  définies 
par  L.  Hjelmslev  (16)  se prêtent bien  à  l'emploi  de  représentations 
graphiques  schématiques.  Il en  est  de  même  de  la procédure  de  découpa-
ge,  ou  "division",  proposée par cet auteur. 
Dans  son livre  :  "structure  immanente  de  la langue  fran-
çaise",  Knud  Togeby  (7)  a  montré  comment  l'on devait  appliquer,  da.ns 
l'analyse  d'une  langue  naturelle,  les principes  de  l'école  de  Copen-
hague. 
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Prenons  l'exemple  d'une  phrase  simple:  "Le  vieux meunier 
siffle son  chien"  et  découpons-laen fonction  des  indications  données 
par  Togeby.  Nous  empruntons  à  la partie  "syntaxe"  du livre cité plus 
haut  (7)  les relations suivantes,  utiles pour  cette phrase  : 
Proposition  =  sujet  +  prédicat 
Prédicat  =  objet  +  verbe 
Groupe  nominal = article  +  membre  nominal 
Membre  nominal = épithète  +  substantif. 
De  plus,Togeby signale  : 
que  l'épithète est  subordonnée  au substantif, 
que  l'article est subordonné  au  membre  nominal, 
que,  selon certains auteurs  du  moins,  l'objet est subordonné  au 
verbe, 
que,  dans  une  certaine perspective,  on peut  considérer le sujet 
comme  subordonné  au verbe. 
Ces  quelques  lignes  rendent  assez mal  compte  de  l'esprit 
de  l'oeuvre  de  Togeby,  et  des  jugements  nuancés  qu'elle contient. 
Knud  Togeby  a  l'art et le mérite  de  bien savoir montrer  combien 
toute  opinion  que  l'on peut  avoir  en matière  de  "subordination"  ou 
de  "supériorité" hiérarchique  entre  éléments  des phrases,  est  discu-
table. 
En  même  temps  qu'il indique  son opinion et los raisons  qui 
la  justifient à  ses  yeux,  il prend soin  de  citer en  détail les auteurs 
d'opinion contraire,  et  de  noter  que  ces  auteurs  ont parfois aussi  de 
très bonnes  raisons,  pour  aboutir  cependant  au résultat inverse  du 
sien quant  à  la subordination de  tel groupe  à  tel autre. 
Lorsque  les arguments  pour  ou  contre  se  révèlent  égale-
ment  forts  (A  subordonné  à  B,  et simultanément  B  subordonné  à  A),  le 
rapport n'est plus  de  simple  subordination (ou  de'~élection", dans 
la terminologie  glossèmatique),  mais  de  double  et réciproque  subor-
dination  ("solidarité"  dans  Jamême  terminologie).  Si aucun  rapport 
de  subordination ne  peut  être  décelé  entre  deux  termes  résultant d'un 
découpage,  on  dit qu'il y  a  entre  eux  "combinaison". 
Telles  sont -pour autant  que l'on puisse les  évoquer 
en aussi peu  de  mots  - les idées  développées  dans la syntaxe  du livre: 
"Structure  immanente  de  la Langue  française"  (7) 
Voyons  le parti que  l'on peut  en  tirer lors  du  choix  de 
graphes  d'adressage. 
Reprenons  pour  èela les  quelques  règles  de  découpage 
données  plus  haut  à  propos  d'un  exemple. 
Effectuons maintenant  l'opération inverse  du  découpage, 
en notant les relations  d'assemblage  comme  suit  : 
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A  B 
B 
+  ---')  /  A 
ou  bien 
A 
A  +  B  ~ 
\B 
selon  que  A  est  subordonné  ou  supérieur  à  B. 
Il vient  : 
vieux  +  meunier 
meunier 
Le  +  // 
vieux 
son  +  chien 




.---:--?'  Le  vieux  + 





le  vieux 
r  chien 
son___. 





~  h'  c  1.en 
siffle 
/  ~ 
-.:;  meunier  chien 
/ 
son 
,/''/  / 
Le  vieux  son 
Ainsi,  on peut  reconstruire,  à  partir des  données  de 
Togeby,  des  graphes  qui  se  révèlent  très  semblables  à  ceux  de  Harper 
et Hays  ou  de  Tesnière.  Il s'agit d'arborescences projectives,  repré-
sentables  en  notation  de  parenthèses. 
Ainsi  : 
vieux  +  meunier  ---.--7 
peut s'écrire  : 
meunier  _...  ... 
vieux 
(vieux)  +  (meunier) ---7  ((vieux)  meunier) 
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De  même 
meunier  meunier 
le  +  /  --i>  /1 
vieux  l.e  vieux 
s'écrit 
(le)  +  ((vieux)meunier)~ ((le)(vieux)meunier) 
et d'une  manière  générale  chaque opération d'assemblage  entre  deux  élé-
ments  A et B peut  se  représenter par  un  "conflit"  du  type  : 
(A)  +  (B) --7  ( (A)B) 
ou 
(A)  -r  (B) ~  (A(B)) 
selon  que  l'un ou l'autre est  déclaré  subordonné. 
Faisons  maintenant abstraction de  tout  ce  qui  concerne 
les rapports  hi~rarchiques, et considérons  simplement les opérations 
d'assemblage• 
vieux  +  meunier  ;..,.  ..  .,  ....  vieux mounier 
le  +  vieux meunier  -~ le vieux meunier 
son  +  chien  son  chien 
siffle  +  son clüen 
~  siffle son  chien  1 
le vieux  ( 
meunier  ~ 
+  l 
"'iffle  (  --~} lle v.ieux  meunier~ 
:on chien  )  siffle son chien) 
Ces  opérations suggèrent le graphe 
l  J 
.L, 
le vieux meunier siffle son  chien 
où  chaque  trait représente  une  opération.  Les  numéros  de  traits indi-
quent  l'ordre  des  opérations. 
Nous  pouvons  maintenant  faire  un  bilan  de  tout  ce  qui 
vient d'être suggéré  en  matière  de  représentation graphique. 
a/  En  déformant  un  peu, comme  il est  normal  lorsquton 
part  de  la linguistique  pour  aboutir  à  des  graphes  de  repé~nge, la 
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pensée  de  Togeby,  par négligence  systématique  des  rapports autres  que 
ceux  de  sélection,  par schématisation et supression  de  certaines  nuan-
ces,  nous  avons  obtenu  des  arborescences  voisines  de  celles  de  Tesnière, 
Harper  et Hays,  très propres  à  structurer l'intérieur des  groupes  de 
mots,  ce  qui constituait l'un des  besoins  defin1s  au  I~ 3. 
siffle 
//  ~ 
meunier  chien 
le~'  so( 
(Que  Togeby  nous  pardonne,  la vérité linguistique n'est pas 
en  cause  dans  les problèmes  de  repérage,  et nous  avons  signalé la chose 
au II, 1,  en  donnant la définition des  graphes  de  repérage  en  général. 
Ces  petits écarts par rapport  à  la pensée  de  Togeby,  deviendront  en  ma-
chine  de  grosses  économies). 
Ces  arborescences  ont  en  outre l'avantage  de  se prêter à 
une  représentation parenthétique linéaire, 
(((le)  (vieux)meunier)  siffle  ((son)  chien)) 
donc  très  favorable  au  traitement  en machine.  Sur  ce  point particulier, 
les  formes  suggérées par  Togeby  se  révèlent  nettement plus perfection-
nées  que  celles  de  Tesnière. 
b/  En  refaisant selon une  certaine succession  (assemblage) 
des  opérations  que  Togeby  effectue  selon une  succession  exactement in-
verse  (découpage),  nous  obtenons  de  plus  ce  dont le III,2 indiquait la 
nécessité et qui  manquait  au  graphe  de  Tesnière:  l'indication d'un or-
dre  d'assemblage  au  cours  du  temps.  Cet ordre  peut  être représenté par 
un  graphe  analogue  à  celui utilisé par  Bar Hillel 
r-..;..··...___,  1~. 
Le  vieux  meunier  siffle  son  chien 
Du  fait  que  ch?que  opération d'assemblage  aboutit  à  créer 
une  arête  de  l'arborescence,  leur ordre  peut  être indiqué  directement 
sur celle-ci,  enrumérotant les arêtes 
siffle 
/"'  ~ 
meunier  chien 
//  / 
le vie.ux  son 
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ou  bien dans  la représentation à  parenthèses,  s~r le mot  inférieur  de 
chaque  arête 
2  1  5  3  4 
(((le)(vieux)meunier)siffle((son)chien)) 
Mais  dans  la pratique,  cet ordre n'est pas  noté  du  tout, 
car on s'arrange pour  qu'il soit lié à  la forme  de  l'arborescence,  ou 
bien  imposé  par les catalogues  de  règles. 
Pour  conclure,  rappelons  qu'il y  a  entre notre  schémati-
sation et la syntaxe  de  Togeby,  une  différence  de  nature  comparable  à 
celle qui  oppose  une  paire d'axes  de  coordonnées 
) 
à  la figure,  par  exemple  une  ellipse,  qu'ils permettent  de  repérer 
) 
Les  règles syntaxiques  ne  seront pas  sacrifiées pour au-
tant,  mais  on les rassemblera,  dans la mémoire  machine,  à  leur place 
normale,  qui  est le  catalogue. 
Il convient maintenant  de  voir si les graphes  que  nous  ve-
nons  de  dessiner ont  un  caractère optimal. 
IV,  3  LE  CARACTERE  D'ARBORESCENCE  PROJECTIVE  CORRESPOND  AU  MOINS  A 
UN  OPT:f~RELATIF DE  LA  FONCTION  DE  RErrfTA~ 
Les  formes  proposées  en  IV,  2 1  après  examen  de  la syntaxe 
de  l'école  de  Copenhague,  ont,  entre autres particularités,  celles 
d'être  des  "arborescences projectives". 
Nous  commencerons  par  examiner  en  quoi consiste cette 
propriété.  Nous  verrons  ensuite  (ainsi qu'il a  été dit  en III,  4,  D), 
de  quelle  façon  varient  l~s coüts lorsqu'on lui fait subir  des  entor-
ses,  avec  de  petites modifiçations  des  formes  de  graphes. 
A/  LES  ARBORESCENCES  PROJECTIVES 
Rappelons  que  selon notre  terminologie,  une  arborescence 
mérite la qualification  de  "projective" si,  et;  seulement si, il est 
possible  de  la représenter  en notation de  parenthèses  [exemple  du  IV, 
2  :  (((Le)(vieux)meunier)  siffle ((son)chien))j 
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Toutes les arborescences  n'ont pas cette propriété,  bien 
au  contraire.  Soit N1  le  nombre  d'arborescences  quelconques  différen-
tes  que  l'on peut  construire  avec  m mots,  c'est-à-dire m sommets.  Soit 
N2  le nombre  d'arborescences projectives distinctes  que  l'on peut cons-
truire avec  m mots.  Donnons  quelques  valeurs  de  ces  nombres  : 
mots  arb.  arb. 
quelconques  projectives 
m  Nl  N2 
r-· 
10  109  7.  105 
20  5  .  1024  4.  1013 
30  6  •  1042  5.  1021 
40  3  •  1062  6.  1029 
Ce  tableau avait  déjà  été  donné  en III,  4,  B.  On  avait 
montré  alors  que  le nombre  N  de  graphes  de  repérage  de la famille  in-
flue  sur la durée  de  l'assemblage,  car l'un des  facteurs multiplica-
tifs de  cette  durée,  et  donc  du  coût,  croît  quand  N croît.  La  réduc-
tion considérable  de  ce  nombre  lorsque l'on passe  de  N1  à  N2 ,  c'est-
à-dire  d'arborescences  quelconques  à  des  arborescences projectives, 
matérialise l'un des  bénéfices apportés par la projectivité. 
Un  second  avantage  de  la projectivité tient au caractère 
linéaire de  la notation de  parenthèses qu'elle permet  d'utiliser en 
machine. 
Ceci dit, la notation de  parenthèses  n'est guère  parlante 
pour l'oeil, et il est plus  commode  de  raisonner sur  des  arborescences 
à  condition de  pouvoir vérifier facilement si elles sont projectives. 
Il existe  des  critères de  projectivité assez simples  à  l'emploi. 
On  peut montrer,  par  exemple,  qu'une  arborescence  connexe 
est projective si, et seulement si, elle peut  se projeter suivant l'or-
dre  linéaire  de  la phrase  de  telle façon  que  la  figure  de  projection 
ainsi constituée  ne  comporte  ni croisement  entre arcs,  ni croisement 
entre arcs  et projetantes  : 
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ersch uf 
/:~ 
Menschen  1  Gatt 
/ 
1 
1  Den 
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créa  /- :~---------_ 
Dieu  1  hoœ~e 
1  /• 
1 '·  1 
1 
Dieu  créa· 
'  1 
l' 
'  1 
homme 
Si la définition des _graphes  de  repérage,  en  fonction 
des  netures  des  mots  et  de  leurs rapports,  est  convenablement  donnée, 
il n 1apparaitra  jamais  de  croisements,  sauf pour  des  phrases  mal  cons-
~;:ct~i te:s,  incorrcc tes,  comme  le serait po.r  exemple  une  phrase  à  qui on 
aurait fait subir  une  permutation dans  l'ordre d'énonciation  des  termes. 
créa 
/:''~ 
Dieu  1  .  homme 
1  .l-'-- 1  __v----"", 
1'-- 1  1  . 
'  1 
1  1 
l!  Dieu  créa  homme. 
Ainsi,  en introduisant  une  condition de  non  croisement, 
J.a  projectivité crée  un lien entre les adresses  selon l'arborescence 
et les adresses  selon l'ordre linéaire d'énonciation  des  mots. 
Il est  normal  que  cela facilite les changements  de  repère, 
et  en particulier l'assemblage,  puisque,  au  sens  du  III, l, ce  mot  dé-
signe la procédure  de  mise  en  correspondance  des  adTesses  selon le gra-
phe  avec  les adresses  selon l'ordre linéaire. 
L'équivalent  d'une petite variation influant peu  sur le 
coût,  serait la décision  qu'une  phrase,  ou  bien qu'un  nombre  assez li-
mité  de  phrases,  ne  doivent pas  être repérées  selon  des  graphes  en ar-
borescences projectives.  Si la liste des  exceptions  est donnée,  il en 
co1te assez peu  de  les orienter vers  un  sou$  programme  spécial. 
Mais  si les  entorses  au  caractère  d 1 a_rborescence  projec-
tive  se produisent  au  niveau  des  constructions,  c 1est-à-dire  de  façon 
à  la fois  imprévisible et systématique,.  tout le bénéfice  de~a pro~2c­
tivité est perduo  Pour  une  phrase  de  4o  mots  N passe  de  10 ·  à  10  , 
ou  même  plus si le caractère arborescent disparaît lui aussi,  et le 
coût  augmente  très brutalement. 
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IV,  4  L'ASSEMBLAGE  :  LES  METHODES  A CONFLITS  DE  PARENTHESES. 
Les  méthodes  à  conflits  de  parenthèses  (ou,  tout court, 
méthodes  de  conflits)  ne  sont  que  des  sous variétés particulièrement 
rapides  des  méthodes  par assemblage  progressif définies  en  III,2. 
Elles impliquent l'emploi de  la notation parenthetique 
décrite plus  haut,  exemple  : 
(((Den)Menschen)  ersch'...l.  f  (Gatt)) 
De  ce  fait,  les méthodes  à  conflits  de  parenthèses  ne  peu-
vent être utilisées  que  dans  les cas  où  les graphes  de  repérage  sont 
des  arborescences projectives. 
A/  L:S  "PROBLEME  DE  L 1,ASSEMBLAGE"  SE  RAHENE  A CELUI  DE  LA 
CONSTRUCTION  D'UNE  FIGURE  DE  PROJECTION 
Rappelons  le but  des  procédures  d'assemblage  en  général 
(III, 1)  :  calculer automatiquement les adresses selon le graphe  de 
repérage  correspondant aux adresses linéaires des  mots  (ou  groupes  de 
mots)  dans  la phrase  donnée. 
Rappelons  que  cette mise  en  correspondance  du  graphe 
d'adressage  et du  repère linéaire est  indispensable  en  vue  de  la con-
sultation des  catalogues  de  règles.  En  effet,  pour réduire le prix de 
ces  catalogues,  on les a  rédigés  en  y  exprimant les adresses  en  fonc-
tion  du  graphe  de  repérage.  Par  contre,  les hypothèses  formulées  par 
le dictionnaire  automatique  sur les natures  des  mots  à  homonymies  sont 
exprimées  en  adresses  selon l'ordre linéaire.  Pour  voir si ces  hypothè-
ses sont  conformes  à  la grammaire  et à  la sémantique  des  catalogues, il 
faut les confronter  avec  les catalogues,  donc  mettre  en  correspondance 
les adresses linéaires et les adressds  selon le  graphe.  D'où la néces-
sité  du  calcul dit d'assemblage. 
Lorsque  les graphes  de  repérage  sont  des  arborescences 
projectives,  les  résulta~du calcul,  c'est-à-dire cette correspondance, 
pourra  être matérialisée par la "figure  de  projection"  (IV,  3,  4).  Le 
problème  de  l'assemblage  se  ramè~e donc  à  celui de  la construction de 
cette  figure.  Exemple  : 
remontent 
~; 
barre€  • 
/:"'- . 
les  '  de 
1  1  ' 




barres  de  contr6le remontent 
1 
les 
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On  sait (III, 1)  que  cette figure 
par  t~tonnement,  en choisissant,  parmi  tous les 
qui ne  contredisent  aucune  règle  du  catalogue. 
sieurs solutions. 
doit  être construite 
tracés possibles,  ceux 
Il peut  y  avoir plu-
On  se  rappelle  enfin le principe  des  méthodes  à  assembla-
ge  progressif  (cf III, 2).  Dans  le cas présent, il s'exprime  comme 
suit:  la machine  doit  construire  trait· par trait la figure  de  projec-
tion,  en  vérifiant chaque  fois  que  le trait nouvellement  tracé  ne  con-
tredit aucune  règle  du  catalogue. 
B/  OPERATION  ELEHENTAIRE  PERMETTANT  DE  CONSTRUIRE  CHAQUE 
TRiUT."DlJGRÂ.PHEDE  REPERAGE  --
La  figure  de  projection sera  donc  construite  morceau par 
morceau1 et  en  assemblant  des  morceaux par  des traits. 
Comme~veut utiliser la notation  de  parenthèses pour re-
présenter  tous les états intermédiaires  de  cette construction,  cela 
impose  que  les morceaux  soient  toujours  des  arborescences projectives. 
Un  mot  tout seul n'est qu'une  arborescence projective particulière. 
Donnons  un  exemple  d'état intermédiaire pour la phrase:  "les barres 
descendent". 
les  . 












.  1 
(descendent) 
On  désire  en  outre  que  le passage  d'un stade  intermédiaire 
à  un autre  ne  se  fasse  jamais  autrement  que  par  déplacement  d 1une  paren-
thèse,  et  une  seule. 
De  cette  exigence,  il résulte  que  la seule  manière  permise 
d'ajouter un  trait à  la  figure,  consiste à  réunir les têtes  de  deux ar-






\  ' 
+  )\  \ 
EUR/C/867/61  f - 234  -
Des  deux  têtes  des  arborescences  composantes,  l'une  de-
vient  tête  de  l'arborescence résultant  de  l'assemblage,  et l'autre lui 
devient  subordonnée.  D'où la terminologie  des'l::onflits"  :  on dit  que 
lors  du  tracé  du  trait reliant leurs  deux  têtes, les arborescences  com-
posantes  entrent  en conflit.  Le  conflit comporte,  lorsque l'assemblage 
a  lieu,  un  gagnant  et un  perdant.  L'arborescence 11gagnante"  fournit la 
tête  de  l'arborescence résultante. 
Avant  de  relier par  un  trait les têtes  de  deux arborescen-
ces mitoyennes,  la machine  regarde si le catalogue permet  explicitement 
cet assemblage.  Tout  assemblage  dont le catalogue  ne  parle pas  est dé-
fendu. 
Le  catalogue peut aussi contenir  des  interdictions expli-
cites.  Lorsque  l'assemblage n'est pas  permis, il n'y a  ni gagnant ni 
perdant,  et on  ne  trace  aucun  trait. 
Lorsque  le catalogue autorise  un  assemblage,  il doit in-
diquer  quel  est le  "gagnant".  L'arborescence  résultante  se  trouve alors 
bien déterminée· 
On  remarquera  que  les assemblages  suggérés par  Togeby,  et 
dont  nous  avons  donné  des  échantillons  en  IV,  2,  ont  toutes les caracté-
ristiques  des  conflits définis ci-dessus.  ces procédures  de  conflits 
·apparaissent ainsi comme  directement  inspirées par la linguistique  de 
l'école  de  Copenhague~ 
C/  LES  CONFLITS  DE  PARENTHESES 
Tout  ce  qui vient d'être dit  en  terminologie  d'arborescen-
ces projectives peut  être retranscrit,  sans rien  changer,  en  notation 
de  parenthèses. 
L'opération élémentaire  de  conflit  : 
meunier  meunie.r. 
Le  . +  /  + 
vieux  L~  e  v~eux 
s'exprime  avec  un  seul  déplacement  de  parenthèse 
(Le)  +  ((vieux)  meunier) ~  ((Le)  (vieux)  meunier) 
la parenthèse  extrême  du  "gagnant"  venant  annexer le "perdant". 
Un  ensemble  de  mots  et  de  parenthèses contient  une  infor-
mation  équivalente  à  celle  d'une  figure  de  p·rojection. 
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D/  I,E  CATAI,OGUE  DE  REGLES 
Il contient  des  autorisations  d'asiembler  du  genre  de 
Nom  +  Adj 
Art  + 
N 
~"  Adj 
/N'""'-...  .. 
Art  Adj 
etc. 




le  + 
le dictionnaire indique(au moins  à  titre d'hypothèse  dans  une  alter-
native1pour le  mot  "le"), que  "le"  est  un article,  11cheval 11  un  nom 1 
"noir"  un  adjectif.  Le  conflit s'écrit donc  : 
N 
Art  + 
adj 
et la règle  citée plus haut  comme  exemple  permet  de  l'arbitrer. 
Donnons  quelques  indications générales sur l'organisation 
du  catalogue 
a/  Il y  a  intérêt à  adopter les conventions  suivantes  : 
l'autorisation de  ne  pas  assembler peut  toujours  être considérée  comme 
sous-entendue.  L'autorisation d'assembler n'est  jamais  sous  entendue, 
on  doit la  formuler  explicitement  dans  le catalogue. 
b/  Les  catégories  de  mots  doivent  être décrites avec  l'in-
dication de  toutes leurs caractéristiques pertinentes  :  exemple 
Article 
masc.  sing. 
+ 




.~rt:i_clc  Adj 
c/  Ces  caractéristiques1 fort  nombreuses,  augmenteraient 
beaucoup le nombre  de  règles si l'on ne  recourait  à  des  notations al-
gébriques  : 
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x,  y 





Art  , \ 
\ 
Adj 
x  est le  genre,  y  le nombre,  et cette notation indique  que  Art  et N 
ont  même  genre  et  même  nombre. 
d/  Les  caractères non pertinents ne  font pas l'objet  de 
vérifications.  Pour  cela on utilise divers procédés,  dont les "Jockers" 
ne  sont  qu'un  exemple 
Ar~,y + !
Nx\,y 
j  J 
si dlg  (N)  ne  contient pas  d'article. 
Cette  règle s'interprète  comme  suit: les  jockers représen-
tent n'importe  quoi,  c'est à  dire un  nombre  quelconque  d'arborescences 
quelconques.  La  condition signifie  que la dérivée  première  à  gauche  du 
N ne  contient pas  d'article.  Par  dérivée première  à  gauche  d'un mot, 
on  désigne  l'ensemble  des  subordonnés  directs  de  ce  mot,  situés  à 
gauche  de  la projetante  de  ce  mot. 
e/  Donnons  un  exemple  de  règle  un  peu complexe.  Prenons 
la règle  sujet-verbe  dans  le cas  où  le sujet est à  gauche  du  verbe. 
Elle s'écrit  : 
x  Verbe 
/" 
+  l"  J  J  J  J 
Conditions  1  hl  z\  s\ 
(ce  qui signifie ce  qui suit  :  la tête  de  l'arborescence 
de  gauche  est  un  mot  de  catégorie  non précisée x,  de  nom-
bre  non précisé y,  de  personne  non précisée  z,  ayant le 
caractère sémantique  non précisé S,  mais  ce  mot  doit  être 
au nominatif,  comme  l'indique le 1) 
2°  Verbe 
Les  y  semblables  figurent l'accord  en  nombre,  les  z  l'ac-
cord  en personne. 
3°  accord  sémantique  entre  s  (catégorie  d'agent)  et s' 
(catégorie d'action) 
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4°  Les  dérivées premières  de  V  ne  doivent pas  contenir  de 
t ..... 
(ce  qui signifie qu'on  ne  doit pas avoir  déjà  trouvé  un 
sujet). 
E/  DEFINITION  DETAILLEE  DU  TRACE  DES  GRAPHES  DE  REPERAGE 
C'est  en  rédigeant le  catalogue  que  l'on fixe  définitive-
ment  le tracé  des  graphes  de  repérage.  Pour  ceschoix on  fera  interve-
nir les divers  éléments  de  coût  cités  en  III,4. 




aucun  ne  se  heurte  à  une  impossibilité,  mais  que  le second  augmente  lé-
gèrement le  volume  du  catalogue. 
Certains assemblages,  qui  exigent l'énoncé  de  deux  règles 
lorsque l'on emploie  le second  tracé  : 
Prép  + 
Prép  + 
N 
1\ 





stocpriment  avec  une  seule  règle lorsque l'on emploie  le premier  tracé. 
En  effet,  comme  le  jocker peut  re.mplacer  n'importe  quoi,  la règle 
N 
Prép  +  1\ 
) 
J  J 
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inclut le cas particulier 
Prép  +  N 
Art~" 
J  J 
si bien  que  l'on n'a pas  besoin  de  mentionner  ce  cas,  et  que  l'on fait 
ainsi l'économie  d'une règle. 
Tous  les  éléments  du  c.oût  doivent  @tre pris  en considéra-
tion.  Les  formes  qui  se  révèlent les plus  rentables  sont  souvent  celles 
propGsées  par les linguistes. 
IV,  5  CONSTRUCTION  D'UN  FILTRE  PAR'I'ICULIER~  MISE  EN  PLACE  DES  MECA-
NISMES  D'ASSEMBLAGE. 
Même  dans  le cadre restreint  des  méthodes  de  conflits, il 
reste une  très large latitude de  décision,  au  moment  où l'on met  en 
place les mécanismes  d'assemblage.  Ceux  que  nous  nous  proposons  de  dé-
crire comportent  comme  organes principaux  : 
un  sous  programme  "de  cascade  de  conflits en·régression11 •  Nous 
l'appellerons aussi sous  programme  A;· 
.un sous  programme  "de  déclenchement  des  cascades  de  conflits"  •. Nous 
l'appellerons aussi sous  programme  B 
A/  CASCADE  DE  CONFLITS  EN  REGRESS:j:ON 
La  notion de  conflit a  été définie  et  déc~ite avec  beau-
coup  de  détails  en  IV,  4.  Rappelons  simplement  que  chaque  opération 










ou  bien 
après  consultation d'un  catalogue  de  règles. 
X et  Y peuvent  être  des  expressions  entières  de  mots  et 
parenthèses 
1 
(( ... )  ml  ( ... ) )  (( ... )  m2  ( ...  ) ) 
( ( ... )  m1  ( ... )  ( ( ... )  m2  ( ... ) ) ) 
.\ 
/- "\  ......  _ 
.....  -..  _. 
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Remarquons  qu'en machine  on  peut  se  contenter  d'indiquer 
les nombres  de  parenthèses  de  chaque  sorte situées  entre  deux  mots  : 
((le)  bout  (de((la)  rue))) 
devient 
0,2 le  1,0  bout  0 11  de  0,2  la  1 10  rue  3,0 
Les  déplacements  de  parenthèses  sont  représentés par des 
variations correspondantes  de  ces  nombres. 
Donnons  un  exemple  de  casc·ade  de  conflits  de  parenthèses. 
a/  état initial:  un  ensemble  de  mots  et  de  parenthèses 
(le)  (bout)  (de)  (la)  (rue)  D 
la lettre D indique le point  de  déclenchement  de  la cascade  de  conflits. 
b/  blocage  de  toutes les  parenthè~ 
Convenons,  lorsque des  parenthèses  sont bloquées,  de l'in-
diquer  en  dessinant autour d'elles des  machoires.  Cela  donne  ici 
~--------·-----------------·~  (le)  (bout)  (de)  (la)  (rue)  D 
c/  libération progress..:!_ye  des  parenthèses.,  de  droite  à 
gauche,  avec  conflits 






(bout)  (de)  (la), (rue) 
(bout) 
Î 
(de)i (la)  (rue) 
1 
(bout)  (de)  (O.a)  rue) 
(bout) 1 (de)  ((la)  rue) 
(bout) 






[iji~'  (bout)  (de  ((la)  rue))  D 
D 
1 (le) 
1  (bout  (de  ((la)  rue)))  D 
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C(le~  (bout  (de  ((la)  rue)))  D 
r 
l_,((le)  bout  (de  ((la)  rue)))  D 
Le  sous  programme  A peut être défini comme  effectuant les 
opérations  suivantes 
prendre  dans  une  mémoire  réservoir  RE  un  ensemble  de  mots  et  de 
parenthèses, muni  d'une lettre D au point  où  la cascade  doit  être 
déclenchée.  Transporter cet  ensemble  dans  une  "mémoire  de  travail" 
pour le traiter. 
effectuer,  vers la gauche  et à  partir du point  D de  déclenchement, 
les opérations  de  cascade  de  conflits décrites pour l'exemple ci-
dessus. 
le sous  programme  A prend  fin lorsque,  pour  un  conflit, le catalo-
gue  ordonne le statu quo. 
B/  SOUS  PROGRAMME  DE  DECLENCHEMENT 
Le  sous  programme  B a  pour  fonction 
de  "photographier"  tous les états successifs distincts  de  la "mémoi-
re  de  tràvail"  du  sous programme  A (c'est-à-dire les états d'un en-
·semble  de  mots  et  de  parenthèses s'y trouvant). 
effectuer sur chaque "photographie"  diverses vérifications  (test de 
fin  de  phrase,  test de  solution,·etc.)  Dans  le cas  banal,  modifier 
l'expression en  déplaçant le signe  D d'un mot  vers la droite,  puis 
envoyer  cette  expression ainsi modifiée  dans la mémoire  réservoir RE. 
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ANNEXE 
DISPOSITIF  EXPl!.""RIHENTAL 
A/  OBJET  DE  L'EXPERIENCE. 
a/  Essai surœdinateur  du  sous programme  de  cascades 
de  conflits en régression,  défini au  IV,  5,  A. 
Ce  sous programme  constitue le mécanisme 
tre défini  en  IV,  1;  IV,  2;  IV,  3;  IV,  4  et IV,  5• 
filtre a  été définie  en I, 5·  Les  problèmes  de  filtrage, 
et I, 4.  L'agencement  des  filtres,  en I, 5.  Le  champ  de 
du  filtre à  conflits,  en  IV,  1. 
de  base  du fil-
La  notion de 
en I,  2;  I,  3 
rentabilité 
Ce  sous  programme· de  cascades  de  conflits en régres-
sion met  en  oeuvre  des  graphes  de  repérage.  On  a  exposé  en II, 1;  II, 
2  ;  II,3 et II, 4 les simplifications  que  l'emploi de  ces  graphes  ap-
porte lors de ln construction de  catalogues  grammaticaux  et sémantiques 
consultables sur ordinateur.  On  a  décrit  en III, 1, III,  2  et III, 3, 
les servitudes  de  calcul qui cofitituent la rançon• de  ces avantages. 
Les  opérations  effectuées par  ce  sous  programme  de 
cascades  de  conflits en régression ont  été analysées  en  IV,  5,  A. 
b/  Passage  automatique  de  la notation. de  parenthèses 
à  celle d'arborescences  projectiv~. 
Le  principe  du  sous-programme  qui  effectue cette t'rans-
formation  a  été  donné  au 5  des  travaux pratiques  de  la journée  de  lin-
guistique.  Pour plus  de  détails sur les arborescences projéetives, 
voir ci-dessus  en  IV,  3. 
B/  ORGANIGRAJvlMES  DE  L'EXPERIENCE. 
Ils seront  donnés  plus loin sous la signature d•Eric 
Morlet. 
C/  ENTREES  ET  SORTIES  D'INFORMATIONS. 
Dans  toute  expérience partielle visant  à  tester des 
sous  programmes,  il se pose  des  problèmes  anormaux d'entrées et de  sor-
ties d'informations.  On  doit alimenterks  sous  programmes  dans  des  con-
ditions  comparables  à  celles de  leur  fonctionnement  comme  organesd'un 
ensemble  complet. 
Les  cascades  de  conflits supposent  une  triple alimen-
tation:  d'une part,  informations  normatives  (règles);  d'autre part, 
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informations lexicales  (nature  des  mots);  enfin,  phrases  à  traiter. 
Employées  seules,  les cascades  de  conflits ne  permet-
tent pas  de  résoudre  des  homonymies •.  Il. faut  au  moins,  en  même  temps, 
le sous  programme  de  déclenchements  (IV,  5,  B),  il faut  un  organe pro-
posant les  diverses  acceptions  des  mots  (I,  5), il faut  de  préférence, 
en plus,  d'autres filtres.  N'ayant  que  les cascades  de  conflits  en· 
machine,  nous  avons  préédité les phrases d'entrée,  en  indiquant les 
natures  grammaticales  correspondant aux acceptions  qui  convenaient  ef-
fectivement pour les mots.  Enfin,  on  a  introduit  en  mémoire  une  gram-
maire  très grossière et peu sélective,  mais  suffisante pour les phrases 
d'entrée.  Parmi  cellee~ci, il y  a  surtout  des  phrases  en  français,-
plus  quelques  phrases  en  allemand,  italien,  néerlandaise 
Les  ensembles  de  mots  et de  parenthèses  obtenus  à  la 
sortie  du  sous  programme  de  cascades  de  conflits,  servent d'alimenta-
tion d'entrée au  second  sous  programme,  qui les transformera  en arbo-
rescences. 
D/  CARACTERE  MULTILINGUE  DE  L'EXPERIENCE. 
Les  procédures  de  conflit ne  sont  rien d'autre  qu'un 
calcul de  changement  de  repère.  C'est pour souligner le caractère  ex-
trêmement  général et abstrait  du  procédé,  que  nous avons  introduit des 
phrases  en plusieurs langues naturelles. 
E/  CARACTERE  PARTIEL  DE  L'EXPERIENCE. 
Le  matériel  dont  nous  disposons  ne  permet pas  mieux 
que  des  exper~ences partielles.  La  mémoire  de  l'IBM  650  norma~e est 
limitée  à  2.000  mots.  Il est hors  de  question,  par  exemple,.d!y in-
troduire  des  catalogues  grammaticaux,  sémantiques,  lexicaux tant soit 
peu  complets. 
M@me  sans  ces limitations cependant,  nous  préfèrerions 
effectuer  des  expériences partielles,  Ltobjectif poursuivi est,  on l'a 
dit, la réduction  du  coût  des  catalogues  de  règles  (coût  mesuré  en  temps 
de  travail humain)  au prix d'une  augmentation  du  coût  de  leur consulta-
tion  (mesuré  en  temps  machine).  Seules  des  expériences partielles, ef-
fectuées  avant  rédaction  co~plète des  catalogues,  peuvent montrer  où  l'on 
doit s'arrêter dans  cette voie,  en  donnant  une  idée  approximative  des 
coûts. 
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EXPERIENCE  DE  FEVRIER  1960 
'  Eric  Morlet 
Organigrammes  et description du  programme  réalisé pour l'ordinateur 650 
La  lecture  de  ce  qui suit n'est profitable qu'au lecteur 












po si  tiens 10- 9: Code  Na ture 
positions 8-7-6-5  Nombre  de  parenthèses  à 
la gauche  du  mot 
positions 4-3-2-1  Nombre  de  parenthèses  à 
la droite  du  mot 
positions 10- 9 :  compteur 
positions 8-7-6-5  :  Adresse  du  mot  correspon-
dant  à  la parenthèse  ex-
trême  gauche 
positidns  4-3-2-1  :  Nature  de  ce  mot 
positions 10- 9  :  00 
positions  8~7-6-5 :  Adresse  du  mot  correspon-
dant  à  la parenthèse  ex-
trême  droite 
positions 4-3-2-1·:  Nature  de  ce  mot 
Table  des  co~f~it~ en  sus~ens  (Table  tournante) 
Soit le conflit:  (A)  (B),  on  trouve  dans  la 
table l'adresse  de  A 
Matrice  des  consignes 
VARIABLES 
IT  :  Indice  texte  (Remarque  IT  est initialisé à  2,  le dernier 
"mot  est  systématiquement  un point) 
IDC  :  Adresse  du  premier conflit dans  la table  tournante 
IPC  :  Adresse  du  dernier conflit dans  la table  tou nante 
Avant  ler indice  d'une  consigne 
Après  :  2ème  indice  d'une  consigne. 
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ORGANIGRAMME 
B  l dC  A ----;::=:::sk-_  lh; 21 
Bto·C  B  f  · · •..  :::.::.::::.....::...-=-----4~_ii re 1  ' 
.----......... --l~c 
·--- d s w  F  F  av: rr=  t .  i=" 2 =n=·-=-==--l=·-=-==-==~ 2 :u.!-i=~-...1·t=s-==w=F=F=oN=:  =1L--..J, 
BLOC  X 
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(tT) = ccooo 10001 
(IT+ 100) =  CTrOOITOOCC 
(iT+200) =  OOOOITOOCC  ..i 
.  1 
\ IPC  =  ~ DC  = 1 
1 
(030 1) =  0~00020000] 
1 
~(0300+ 1  PC)~  1  \ 
'  Appel (0200+ 11: AAAAÀAOOFF J 
Appel (0099 +lh BBBBBBBBOOGGI 
Prendre ia partie FF  de 
(0200 +  i)  ~  AVANT 
Prendre la partie G G  de  J 
(0099 +  f)  ~  APRE·s 
1 
Recherche du  mot 
contr81e dans la mat  ri ce des 
conflits (AVANT ,A  PRES)  . 
'  Mot ContrcSle ~  Switches  l  Cfr~ Annexe 
~ 
• ...  r-----------a_L_ëc  __  v_·  ~--~~-~o~=:~J'------------~ 
Ao  e!7!(;200 +  ~  : OOOOXXOOFF_ 
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Appel de (0 100 + n8} 
n• = partie xx de 0200 + 1 
~El  T : YYCCCCCCCC 
~N--·~.___:---.. 
Positionner 
SWF  sur o 
SWJ sur o 
YY=YY- 1 
·-'Y 0 100+  n3  --,------
P.loS"itiOn!l,er  ., 
~suro 
,_..:...N.:.__ __  -<~  _~  __  j  ..•• 
Ae_P.el  de 0099+1  :  YYOOXXOOF~ 
0 100+n1 4  ELT 
n • = partie XX  de 0099 + 1 
l-i ELT  : YYCCCCCCCC 
r--__  __,:;:;  .  ...o-
~ 
lo1ri6~~  J 
1 N"<€f>  0  -
(Pë'Sftionn~rl  jPOsitionn~r 
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® 
1 
(J)  d(:>~ne  c: ~: 
02 0 0  + 0 =  0 0  JO  OC C 
oui 
j=~  cui  [STO~ 
----.------jnon 
1 
((0300+1DC) =  t) 
r  A  ~~~---8-------------------------------~ 
§J-d 
-~~J_Q  ___________  ~  . 
~.....__......._~~  oc  = 50  Qili 
~  j_ 
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T 
@ 
fïDC  = 1l 
... ~ .  --.-! 
n  ·:)ç  ouL STOP 1 
--------~--------
(0300+1DC) = 
001- n 0000 - 251  -
- 0 
{CTR  =CT~+ SS- RiÛ 
f7;; T+JJ  >o ~  (o  1  . 
Fositîonr~erl  PosHionner 
SV/1-A  SW1-B 
SW2  ë.~  _1  .5:1i_7.:  B 
1\n=cn' + 1oooôl 
1 
.......---:--:-=--·--·  Appe! de (0  09'9+1 )= 
AAOOBIJOOCC  _l_  .  ..;;...;;;_;;,_ _  __. 
ppei .de .(0 1  .. 00+!H1)~ 
D D 0 OE E  0-;.."'  .:::..O..:..F..:...F ___  _l 
(0  1  00+1+ u) = 
DD()OStlOQÇC 
A  J 
B 
Appel de (0099+0 = 
}.A  Q  ...  QJ!.B() .QCS~.--• 
{  0 099+  I)~AA  0 0 0 0 0 0 0 0  ---[  " 
B 
V  lU 
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Appel de  (O 099+1) = 
AAOOBBOOCC 
Appel de  (1  - 1) = 
DDOOEEOOFF 
~  (0099+1)=AA.I-1.DD 
Appel de  (l•n1-1 
CCAAAAAAAA 
Appel de  (0099+1) 
DDAAAAAAAA 
j  (0099+1)=DDfl-n8-l]OOCCj 
t_ 
oui  non 
(lDC~~~ 
) STOP)~~  jiD'c  =  1] 
lnon  ~  oul{ill] 
~----------~~----------~ 1non 
1  (0300;1DC)= tl 
.  q 
8 
oui 
[ (0300+1DC  )=l+n+ 1 
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Appel de  (l+rh 
SSTTTTVVVV 
(0200+I)=OOIOOCC  t....:-----
Appel de  (OIOO+t+r+  1)= 
JJUUUUUUUU 
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JOURNEE  D' AUTOMA'11ISATION 
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THE  "L'UNITE"  DOCUMENTATION  SYSTE!Vl 
Th.  W.  te Nuyl  (x) 
When  preparing  fhis lecture  a  word  written by 
Charles  Dickens  in "The  Cricket  on  the  Hearth"  came  to  my  mind, 
to  wit  :  "If I  come  to  tell a  story I  must  begin at the  begin-
ning,  and  how  is it possible  to  begin without  to  begin at the ••••  " 
Dickens  was  able  to  give  the  word  for  the  beginning of his sto-
ry  but  when  one  has  to  talk about  mechanized  documentation it is 
not  so  easy  to  know  with  what  one  should  begin. 
It could  be  said  :  "Well,  with  the  document";  but 
this answer  would  only be  a  very  vague  indication.  It should 
be  said at  the  same  time  what  numbers  of  documents  have  to  be 
considered 1  what  the  type  of  the  documents  would  be,  wether 
thick,  like books,or  thin,  like patent specifications.  In ad  ... 
dition something should  be  said about  the  complexity of  the  do-
cuments.  Thus  it could  be  that for only a  few  documents,  like 
the Scrolls of  the  Dead  Sea,  an  extensive  documentation is made 
wi th  the  use  of machines  1  whereas  for  a  lt'l.rge  number  of less 
important  documents  a  limited system is used. 
This  leads  to  another  aspect~  to  wit  :  the  nature of 
analysis.  This  may  be  a  deep  one  with  the  use  of specifie cha-
racteristics or less  deep by using more  general  features  or  even 
only  the  indication of the  document. 
One  could also start with  the  search.  Here  again a 
number  of aspects  can  be  con~idered such às  :  how  often searches 
are  made,  and at what  speed an  answer  must  be  given  to  the  eus-
tomer,  perhaps  asking his  question over  the  telèphone.  For  the 
way  of searching it is of importance  how  the  recorded features 
are  arranged;  "terms after items"  or  "items arranged after  terms 11 
which  means  that in the  first case  for  each  document all the  fea-
tures  are  recorded after the  document  reference  number,  requi-
ring scanning of  the  whole  file or a  class of the  whole  file, 
when  making  a  search,  whereas  in the  second  case,  like in the 
Peek-a-boo  system,  the  document  reference numbers  are  grouped 
after the  characterizing features.  This  way  of arrangement 
allows  a  random  access  to  the  file and  co-ordinating any 
number  of "terms"  when  making  a  search. 
(x)  N.V.  De  Bataafsche Petroleum Maatschappij 
(Royal  Dutch Shell Group) 
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Last but not least cames  the  aspect of the requi-
red answer  :  Must  the  answer  be  precise  ?  May  a  pack of  docu-
ments  be  revealed,  which  have  then  to  be  studied  ?  And  may 
this pack contain false  answers,  due  to  the  fact  that  the  re-
cords  have  been kept  small in numbers  by  superimposing featu-
res.  This  is  the  case  when  using a  direct code,  by  which  each 
punch on  a  punched  card has  a  specifie meaning. 
When  coming  back  to  the  question where  to  begin,  we 
see  that in fact  we  should start with  the  documentalist  who  has 
to  face  all of  these  aspects and  who  has  to  bring  them into  ba-
lance. 
No  machine  can  perform such  a  thing and.documentation 
therefore  always  depends  on  the  human  being. 
Before  discussing  the  system as  used in the pàtent 
division of  the Shell International  Research Maatschappij  N.V. 
in the  Hague,  some  information may  be  given on  the  history of 
the  development  thereof. 
The  whole  project has  grown  out of the  desire of  the 
then head of the patent library to  have  machines  performing a 
great deal of the  monotonous  administrative work  required for 
the patent library. 
Out  of the preliminary studies,  now  abo~t ten years 
aga,  emerged ideas  on  the  use  of punched  cards  for  recording 
information on  chemical  compounds  given in patent specifications. 
It was  thought  to  be  advisable  to  arrange  items after 
terms  and  to  try to  make  the  number  of items after  the  various 
terms  of about  the  same  magnitude. 
In October 1956  a  research  committee  was  formed  and 
out of  the  discussions  grew  the  idea to  use  index words  as  such, 
without  any coding,  on  4ocolumna Powers-Samas  cards.  By  super-
imposed punching of up  to  about  seven  words  which  show  inter-
relations,a card would  be  obtained allowing  to  make  in one  run 
searches  based  on  a  combination of  question words. 
The  new  card was  called "L'Unité"  card and it was  made 
by means  of  the  Samas  reproducer,  allowing so··called group  gang-
punching,  controlled by  a  punch in the  cards  to  be  reproduced 
into  a  single L'Unité  card. 
The  mechanize.d  documentation  has  now  been  developed 
to  a  point where  there  can be  distinguished three  different ap-
plications  :  ·  · 
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a/  the  mechanization of administrative  work; 
b/  the  development  of a  chemical  code  and 
è/  the  use  of index  ward  cards. 
Research  work  on  machines  started in  Septemb~r 
1957· 
Messrs.  Powers-Samas  were  prepared  to  construct for 
us  a  special self-settingselecting deviee  covering a  field of 
25  adjacent  columns.  This  equipment  has. become  available in 
September 1958  and  has  proved  to  be  qui.te  satisfactory,. 
In arder  to  obtain as  quickly as possible  a  certain 
amount  of material it was  decided  to  start with available  copies 
of abstracts of  own  Shell inventions. 
In  these  abstracts informat.ive  expressions  were  under-
lined- not  only single  words,  but also  complex-words  or  even 
expressions  formed  by  a  number  of words  - with  the only limita-
tion that not  more  than 19  letters could  be  used.  These  index-
words  were  then  recorded  on  the  punched  cards..  The .sequence  of 
the  index-words  was  indiQated by  means  of punches  in column 1. 
Since  more  than  7  words  had  sometimes  to  be  used  for  one  abstract, 
these  had  ta  be  grouped into sets of interrelated  words~  each 
set being recorded  on  one  L'Unité  card. 
In addition index-words  for  specifie  features  could 
be  taken  up  on  separa  te  index·-word  cards.  All  o:'  the  indexH 
ward  cards  were  put into alphabetical arder.  By  nieans  of  the 
available  tabulator an  inventory could be  made  in which  the  fre-
quency  of  the  use  of  each  index-ward was  given~ 
From  tl:lis  inventory all possible single  words  -uni.te1:ms 
were  selected and listed in a 1tlictionary11 GFurther  ~ so..,.called 
"correlated dictionary"  was  prepared showing after  each  uniterm 
all complex index-words  used in the  system which  èontained  the 
particular uniterm. 
It was  noticed that  the  frequency  of use  of most  in-
dex-words  was  very low,  often not  beyond  ONE. 
This  fact led later to  the  decision  that iess speci-
fie  index-words  should  be  used  and. for a  number  of  technical fields 
even only uniterns  were  used.  .  The  available  20  col~mns were 
grouped  in two  fields~  Up  to  14  words  could  now  be  used per 
L'Unité  card~t was  then again  found  thai cany terms  were  only used 
once  or only  a  few  times.  Binee  there  ip.no  necessity of using 
machines  for  finding  a  document  .characterized in the. system by 
certain index-words  which  are only  used. once or only. a  few  times, 
it was  then decided  to  separate  the  frequent  words  from  the  non-
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frequent  words  and  to  make  L'Unité  cards only  for  the  frequent 
words,  but replacing them,  if necessary,  by  standard words  or 
descriptors of up  to  ten letters.  At  the  same  time  synonyms 
were  tak~n care of. 
In arder  to  test the  system  we  have  repeated a  number 
of searches,  already carried through with our classified abstracts. 
Sometimes  we  found  a  little bit more  and  sometimes  we 
missed  the  answer,  because  we  had limited the  information on  a 
single L'Unité  card  to  7 words;  and in a  few  cases  we  had  not 
used  the  correct characteristic  words  when  making  the punch in-
structions.  We  now  have  more  experience  in the  selection of in-
dex-words. 
Perhaps  I  could first show  you  a  few  pictures which 
will make  it clearer to  you  how  we  have  been  working  so  far 
Here  we  have  a  punch instruction,  I  told you  that  we 
started with abstracts of our own  cases  and  that  we  have  under-
lined words  therein.  Later on,  we  have  also  handled ether  do-
cuments  for  which  we  have  made  special punch  instructions as 
shawn  on  this picture.  (fig 1). 
You  can see  a  number  of index-words  to  characterize 
the United States patent,bearing our internal reference  number 
and our internal classification number.  Here  we  have  words  up 
to  19 letters.  And  here  you  can see  the  numhers 1,  2 1  3  etc. 
giving  the place of  the  words  in the  abstract.  You  can so-to-
say read  :  it is a  hydro-forming process  with sulphur-addition 
in connection with  the  catalyst life and  sulphur  containing 
stock.  Here  you  will see another  column in which  there is in-
dicated the  number  of  the  sentence,  because in an abstract we 
c~n have  more  than one  sentence.  We  want  to  put on  one  card 
only interrelated words.  So  words  for  one  sentence are all on 
one  card and words  for another sentence  on  another  card and 
and that is indicated here  by  the  sentence  number.  The  words 
I  put  on  the punched  cards  you  can see here.  (fig.  2).  The"one" 
is represented by  one  punch and  the  11h 11  is represented by  2  pun-
ches,  an  upper-punch,  called A,  B or 0  and  a  lower-punch indi-
cating one  of the  figures  1  - 9.  The  other letters of the al-
phabet are also  represented by  2  punches.  So  you  can read,  so-
to-say the  card and interpret these punches  and print here  on 
top  the  meaning,  so  that  the  contents of the  card  can be  read. 
Here  on  the  right half we  have  the  class,  the  country and  the 
document  number.  And  here  in column  39  we  have  a  punch,  which 
is a  very important one,  because it allows  us  to  count  the  cards 
on  the  tabulator.  Here  in column  40 is a  particular control 
punch  for  making later on  the L'Unité  cards. 
Next  - Here  you  see  the  whole  collection of the  words 
EUR/C/867/61  f - 259  -
shown  before  on  the  p~.mch inst;:-uction and  seven in total. (fig.3). 
First of all the  operator is making  a  number-card;  you  can read 
the  number  on  the  top  here, it is the  same  as  the  number  on  the 
ether cards.  See  here  the  punch,  the  A-40;  this punch is missing 
in  the last card,  we~e we  put in column  40  the  number  of the 
words  which  has  to  come  on  the  L 1 Unit~  c~rd.  This  corresponds 
with the  nurüber  here  in column  one  of  the last index-wor.d  card. 
When  there  is given  the  figure  nere,  in  c~lumn LlO  the  "A"  punch 
is released.  And  here  at  the  bottom  we  h~ve the  L'Unité  card  • 
. Next  picture  - Here  we  ha7e  the  peculiar L'Unité  card 
containing superimposed all the  index--words  together  (fig.  4). 
Here  in col.un:n  40  you see  the  7  which  allows  us  to  ch.eck  wether 
the  L'Unité  card is correct,  because  we  must  now  have  7  punches 
in column 1.  This  allows  us  to  make  .a  machir.e  check  .. 
These  cards  are  now  our  L'Unité  fil~ cards  used  in the 
search. 
Next  ·- (fig 5)  Further  we  have  written  the  punch  in~· 
structions by  machine  because  we  do  not  want  to  check with  the 
carets 7  because  you  can  damag.e  them,  but  by  this  pun~h document 1 
as  we  call it, made  wi.th  the  tabulator,  we  can  easily check 
wether  the  cards  are  correcto  The  7  here  must  correspond with 
the  7  there4 
Next  one  - (fig.  6)  Here  yeu  see  ~ I  do  not  want  to 
go  into  details  - the  organization-flow-sheet of  the  papers,  the 
punch  instructions and  the  punching of index-words,  the inter-
preting1  the  tabulating 1  the production of L'Unité cards 1  eto ••• 
I  want  to  draw  your  att~ntion to  the  fact  that  we  have 
two  ways  of punching.  One  is with  normal  punching  equipment, 
the  automatic  key-punch,  but  the  other wayivia  tape 1is  by  means 
of writlng  machines  producing 5  channel-tape.  By  doing  this 
we  get at  the  same  time  the  punch  document,  so  that  we  do  not 
have  to  go  to  the  tabulator  to  obtain the  punch  document.  The 
operator  can see  now  what  is  done  and.if a  mista}ce  has  been  made, 
this  can  be  corrected immediately.  · 
We  havethe  hope that  no  further  checki~g will be  neces-
sary!  but it appears  that .all machines  are  ffiaki.ng  mistakes  and 
this is another place.where  the  human  being  cames  into  the  pic-
ture  to  correct  the  mistakes  the  machines  are  making.  Sometimes 
something is indicated on  the  punch  document  but it does  not  ap-
pear  on  the  tape.  Thus  a  certain check is necessary. 
The  next- (fig 7)  It is about  the.sane picture sho-
wing,  howeyer,  more  details,  but  I  do  not  wa~t to  elaborate  on 
ito 
Next  one  - H~re you  see  the  pro~uction of  dictionary 
cards  from  index-ward-cards  (fig.  8).  It  i~ necessary  to  have 
EUR/C/867/61  f - 260  -
a  list of  the  words  used in the  system and  you  have  to  take  care 
of new  words  taken up  in the  system,  but  that is not  so  easy. 
I  draw  your attention to  the point that you  must  have  a  dictiona-
ry of  the  words  because  you  must put your  questions  exactly in 
the  same  way  as  you  put  them on  file.  You  cannat use  a  synonym, 
you  must  use  the  exact  word  and  the  exact letters.  When  I  made 
my  first search,  I  used  a  word  in the plural and  I  missed  the 
word  which  was  in the singular. 
Next  - Here  you  see  a  page  of our  dictionary  (fig.  9) 
Here  you  have  words  in alphabetical arder  :  hand,  handle,  handled 
etc.  and after each single  term,  that is a  sort of a  uniterm, 
a  complex  expression,  like hand-operated-pump.  First I  could 
go  to  the  word  "pump"  and  then  I  would  find  this  expression af-
ter the  word  11pump 11 •  Here  we  have  the  word  "dipping-head" and 
we  will  find it also after "dipping".  When  making  a  search,  we 
are putting in a  list all the  uniterms  to  be  considered in con-
nection with  the  search.  And  then  we  look in the  dictionary 
for  the  complex  index-words  which  we  could use  in the search. 
Sometimes  the list of complex  index-words  are  rather long.  Then 
they are  not very useful,  but in such  a  case  you  only use  the 
shorter lists.  Mostly  you  can  find your  answer  by  means  of 
words  occuring in short lits. 
Next  Please  (fig.  10)  - We  have  two  ways  of making  a 
search.  The  L'Unité  method  and  the  tabulation method.  We  make 
a  question card by  means  of the  words  found  in the  dictionary. 
You  need  not ask  for  the  whole  word,  you can also  take  only. 
parts of  them  so  that  you  can cover  a  number  of words  having 
the  same  prefix and leaving out different endings.  By  superim-
posing question words,  you  are  making  a  question card of the 
same  type  as  a  L'Unité  card.  Then  we  have  to  compare  the  L'Uni-
té  file cards  with  the  question card by  means  of  the  special 
selecting deviee  constructed for  us  by  Messrs  POWERS-SAMAS .. 
Then  we  get  the  selected L'Unité  cards  and  a  list can  be  made 
of  the  document  numbers.  Then  you  give  the list of numbers  to 
the  documentalist  who  can  then  have  a  look at  the  original do-
cuments.  For  the  other way,  called by  us  the  "tabulation me-
thod",  I  go  to  the  index-word  file  and  select all eards  bearing 
pertinent index-words.  These  cards  are  then put in  the  order 
of  the  document  numbers  and  thereby all the  index-words  for  one 
document  come  together.  Then  we  go  to  the  tabulator  to  have 
prepared  a  list of  the  index-words. 
Next  - You  can  see  the  result of such  a  search  (fig 11) 
The  question was  wether  there are  documents  on  the  use  of borie 
acid as  a  catalyst in catalytic cracking.  So  we  have  take  file 
words  like  :  catalytic cracking,  borie acid and  acid vapour. 
These  words  are arranged in numerical order i.e. in the  order 
of  the  document  number.  The  words  are also  counted.  So  you 
can see  two  words  and  three  words.  Mostly  the  highest  score 
will give  the  best answer,  but  this is not  always  true  and  we 
have  had  a  case  where  the  highest score  was  no  good at all.  But 
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in general  the  higher scores  give  the  best answers,  so  we  find 
here  that borie  acid is used  i.n  cracking or  that  a  borie  catalyst 
is used  in  catalytic  cracking~ So 
these  cases  give  an  answer  to  the  question.  This list is then 
given  to  the  documentalist  and  he-she  can  then study whether 
there is an answer  to  the  question or not. 
Here  are  some  nictures  to  show 
are  two  automatic  key-pu~ches (fig.  12). 
an interpreter and  a  reproducer  by  means 
cards  are  made  (fig.  13). 
the  depnrtment.  Here 
The  .next picture  shows 
of which  the L'Unité 
Next- Here  are  two  sorters  (fig. 14),  one  showing 
the  special selective sorting deviee  1  made  by He.ssrs.  POWERS·· 
SAMAS.  The  que,stion  card is put into  the  feeding  box.  By  tur-
ning a  wheel,  the  card .is  fed  into  the  machine  and  senQ~H1,  Those 
pins  which  find  a  hole  are  elongated by  simply  turning a  wheel. 
When  making  a  search,  the pattern set up  by  the  elongated pins 
is  compared  with  the punches  in the  file  cards~  If there is a 
match,  the  file card is selected. 
On  the  next picture  you  will see  the  tabulator by 
means  of which  inventories  are  made  since  the  machine  can  count 
the  cards  having  a  same  index-ward  (fig. 15).  This  counting is 
very  important  because  when  maki.ng  a  search,  WE?  know  how  often 
a  ward  occurs  in the  system.  This  allows  us  of getting more 
quick1y an  answer  by  using words  which  have  only been  used a 
few  times. 
There  is further  shawn  an interpolator by  means  of 
which packs  of cards,  each  bearing a  search  ward~ are  compared 
to  find  whether  the  same  document  number  occurs  in bath packs. 
In  such  a  case  we  know  tbat  the  two  question-words  will be  found 
in the  same  document. 
The  last picture  shows  the  newer  type  of punch instruc-
tions  (fig.  16).  Words  up  to  10 letters are  used and put  on 
two  different fieldsj  one  for  words  beginning with  the letters 
a  to  (and  including)  i  and  the  other beginnix:g  w.:Lth  j  to  (and 
including)  z.  There  are  special  columns  for  indicating the  se-
quence  of  the  words  in the  sentence  and  the  number  of  the  senten-
ce  and  in addition it has  been indicated wben  words  form  together 
a  single  complex  expression.  Since  not  more  th8n  7  words  may  be 
put on  a  single field,  there is indicated at the left,  for  chee-
king purposes 1  how  many  words  will  come  on  each field. 
I  hope  I  have  made  it clear  to  you  that  there are dif-
ferent  ways  to  get  an answer  with  the  system  :  The  searching by 
means  of  L 1Unité  cards,  the  comparison of packs  of cards  in nu-
merical  order  by  means  of  the  interpolator and  the  tabulation 
method.  The  system allows  us  to  search at will by serial scan-
ning  (L'Unité  cards)  or by  correlating relevant parts of  the 
file  through  random  access  to  the  index-words. 
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In conclusion I  would like to  say a  few  words  on sta-
tistical data  we  have  collected :on  the  use  of ind_ex-words. 
For  our  own  patents,  we  have  used about  7  index-words 
of 19 letters per  document. 
For  about  4500  documents  we  used  about 30.000  index -
word  cards.  The  dictionary contains  now  about 15.000  complex 
words,  composed  of about  5700  single words  or uniterms. 
In a  system of 2·370 patents on polyvinylchloride  we 
have  worked  with batches,  using index-words  of up  to  ten letters. 
The  analysis  was  somewhat  deeper  than with  the patents on Shell 
inventions.  For 1.000  documents  we  used· about  24.000  index-word 
cards  based on 7.500  index-words. 
There  was  a  gradual decline in the  increase of the 
dictionary.  For  the  first hundred  documents  we  had 1.500 words, 
around 1.000  documents  we  have  700  new  words  and around  2.000 
documents  500  new  words  per 100  documents. 
In our opinion with our present way  of working  the  fre-
quency of use  of the  index-words is too  low  to  give  a  true ma-
chine  method.  A further  study of·the frequency  of use  of index-
words  will certainly lead us  to  a  more  appropriate mechanized 
system. 
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QUELQUES  PROBLEMES  POSES  PAR  LE  TRAI-
TEMENT  DE  L'fi'fFORHATION  NON.-Nu1'1ËRI'tUE 
"'  J.  Poyen 
Je ne  voudrais  pas ici faire  un  cours  général  sur les machines 
à  calculer,  ou  plus  exactement  à  traiter l'information.  Je  supposerai 
connues  de  vous les caractéristiques générales  de  ces machines,  leurs 
possibilités et leurs restrictions,  tant  dans la classe  du  matériel  dit 
classique  :  perforatrices,  reproductrices,  trieuses,  interclasseuses, 
tabulatrices,  que  du  matériel  beaucoup  plus puissant,  pour la désigna-
tion duquel n'existent pas  de  mots  généraux,  mais  simplement  des  noms 
caractérisant chacune  de  ces machines  en particulier  :  650,  Gamma  AET, 
704,  Gamma  60  etc. 
Je n'essaierai pas non  plus  de  faire le tour d'horizon  des 
applications  de  ces machines  dans le domaine  qui  nous  intéresse ici, 
celui  du  traitement  de  l'information non  numérique,  car cette liste 
serait beaucoup  trop  iraportan  te pour le  temps  dont  je dispose,  et de 
toutes  façons  incomplète,  le  champ  d'application de  telles machines 
s'étendant chaque  jour. 
Parmi  les problèmes  que  l'on vous  a  exposés  durant  cette se-
maine,  certains  sont  encore  du  domaine  de  la recherche  (analyse  automa-
tique  de  textes,  traduction des langues  etc ••• );  d'autres,  par contre, 
sont effectivement dans  la phase  de  réalisation  (mécanisation  de  la re-
cherche  documentaire  par exemple),  en  admettant les documents  déjà codés. 
J'aimerais essayer  de  mettre  en  lumière  quelques points précis 
d'applications mécanographiques,  travaux d'approche  de  solutions futures 
ou  réalisations concrètes,  et de  vous  montrer  comment  ont  été résolues 
certaines difficultés,  inhérentes au  traitement  de  l'information non 
numérique. 
Parmi  les centres mécanographiques les plus intéressants, 
nous  pouvons  tout  d'abord citer le centre  de  Besançon,  dirigé par M. 
QUEMADA.  Les  travaux  en  cours  de  réalisation à  ce  laboratoire concer-
nent les principaux  types  de  compilations lexicologiques  ou  lexicogra-
phiques 
- Index  des  mots 
- Concordance  des  textes littéraires 
- Inventaires lexicologiques· 
- Diverses·recherches documentaires  du  type  "répertoire his-
torique  du  vocabulaire". 
"'  Compagnie  des Hachines Bull. 
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Le  Laboratoire,  équipé  en matériel  Bull,  ~emporte  : 
- 3 perforateurs de  bande utilisés pour perforer la bande  à 
partir d'un  clavier similaire  à  celui  d'une  machine  à 
é<l:Tire. 
- 1  lecteur de  bande utilisé pour lire les informations enre-
gistrées  sur la bande  sous  forme  de  perforations. 
- 2 lecteurs connectés  à  2  poinçonneuses qui  servent  à  trans-
crire automatiquement  sous  forme  de  perforations  dans  des 
cartes,  l'information contenue  sur la bande. 
- 1  traductrice qui  sert à  imprimer  en clair dans la partie 
supérieure  de  la carte les informations perforées dans 
celle ci. 
- 1 reporteuse  traductrice qui  peut  imprimer  sur une  carte, 
à  une  ligne  quelconque,  l'information contenue  sur cette 
même  carte  ou  dans  une  autre  carte. 
- 1  reproductrice  p9ur reproduire  des  cartes perforées. 
- 1  trieuse  électronique  D 3  pouvant  sélectionner des  car+.es 
comportant les perforations recherchées. 
- 1  interclasseuse permettant  de  sélectionner et interclasser 
des cartes. 
- 1  tabulatrice. 
Dès  l'abord un  problème  fort important  a  dft  ~tre résolu. 
En  effet,  les machines  mécanographiques  classiques,  utilisées généra-
lement  pour la comptabilité,  devaient  @tre  adaptées  au  traitement dé-
siré. 
Cette  adaptation,  souvent  complexe,  n'avait encore  jamais 
été  ré~lisée. 
Les modifications les plus· importantes concernaient les si-
gnes  graphiques  du  français et la transformation  des dispositifs de 
tri,  d 1interclassement et d'impression. 
Compte  tenu  des possibilités des  machines,  qui  appartiennent 
à la classe petit matériel,  les signes  suivants  ont  été  adoptés  pour 
l'impression des  textes  français  : 
a  à  â  b  c  ç  d  é  è  ë  ê  f  g  h  i  ï  î  j  k  1  m n  o  ô  p  q  r  s  t 
u  ù  û  ü  v  w x  y  z 
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soit  26  lettres plus  à  â  ç  é  è  ë  ê  ï  î  ô  ù  û  ü 
ponctuation  . .  . '  ~  .  ?  Il  1 ' 
chiffres arabes  0  1  2  3  4  5 6  7 8  9 
ijgnre  1 
La distinction entre  (  et  )  a  dû  8tre sacrifiée,  et ces  deux 
signes  sont représentés par /•  Dlautre part, la distinction entre majus-
cules et minuscules est impossible  pour la totalité des  signes alphabé-
tiques.  L'impression est  donc  faite  dans  un  seul  système  au  choix,  en 
totalité majuscule  :.>u  minuscule. 
L'utilisation des  machines  perforatrices de  bandes rendait 
possible l'introduction des  59  codes  différents,  puisque le clavier de 
la machine  émettrice  dispose  d'un nombre  de  touches  suffisant;  alors 
que  cela était impossible  à  partir du  clavier de  la poinçonneuse  de 
cartes qui ne  comporte  que  36  touches. 
En  effet~ le  code  mécanographique  standard ne  comporte  que 
36  combinaisons  au  total,  d'une  ou  deux  perforations par colonne. 
Pour atteindre le nombre  de  combinaisons nécessaires,  il a 
fallu employer un  code  à  3  perforations par colonne,  procédé entière-
ment  nouveau. 
Parallèlement,  les imprimantes  classiques ne  disposant que 
de  36  caractères,  celles-ci ont  été modifiées  pour la traducti.on et 
l'impression des  fichiers.  Les dispositifs d'impression de  la tabula-
trice et de  la reporteuse  ont  également  été modifiés. 
Parmi les différents travaux effectués  à  ce  centre nous al-
lons prendre  comme  exemple  la réalisation de  l'indexa~e des  mots. 
Nous  entendons par là un  indexage  systématique  de  tous les 
mots  d'un  texte  donné  pour  en  obtenir par  exemple  la liste imprimée 
suivie des différentes références  du  mot  dans le  texte.  Ce  genre  de 
travail est fait entièrement automatiquement.  · 
Le  plan  de  travail est le  suive  .. nt  : 
- Création d'un fichiet de  base  où  chaque  carte  comporte un 
mot. 
- Classement  du  fichier par  ordre  alphabétique  (les diverses 
formes  flexionnelles  étant regroupées  sous un indicatif commun). 
- Impression  du  fichier. 
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a) Perforation  du  texte  :  le  texte  à  mettre  sous  forme  de  fichier est 
d'abord perforé  sur bande  perforée.  Les références permanentes  (au-
teur,  références  du  texte  complet)  sont perforées une  seule fois au 
début  du  texte,  les références variables  (page,  n°  de  vers par exem-
ple)  sont frappées  au début  de  chaque  séquence  correspondante,  pré-
cédées  des  codes  de  service.  Le  texte est perforé d'une  manière  sui-
vie,  la frappe  sur la barre  espace  provoquant  également la perfora-
tion d'un  code  de  service particulier. La  bande  se  présente  alors  de 
la façon  suivante  : 
1  réfé;o~ces; codes  de-r-;éférences  :  1  1  1  Il:'  -~~~ 
Il  générales  1  service  1 particuliè- ; lorsque  ,  j  1 env~  sa-/ f le 1  . moment 1  1 
1  du  texte  :  1  res  ~  ! 'JI- geaJ.  1 _LLj  1  ··---·--------------------------r-·----·--T-·  ·-----i..-1 
code  code 
espace  espace 
Figure  2 
b)  Création du  fichier.  La  bande  ainsi constituée est placée  sur la poin-
çonneuse  télébande.  A partir de  celle-ci le  texte  sera automatiquement 
perforé  sur cartes,  à  raison d'un mot  par carte,  les références  étant 
automatiquement  reportées  sur  chaque  carte et les codes  de  service 
provoquant le  changement  de  cartes et les changements  de  codes néces-
saires. 
c) Le  fichier de  cartes perforées sera alors traduit,  c'est-à-dire que 
sur  chaque  carte  seront  imprimés  automatiquement les divers rensei-
gnements  perforés  sur la carte. 
d)  A cette étape,  une  vérification peut être effectuée,  par  exe1:1ple  en 
imprimant  sur la tabulatrice  lGS  différents mots  d?~s l'ordre au  texte. 
e)  Classement.  Se  fait en  2  temps  : 
- Classement,  en  trieuse,  des  différentes cartes mots  dans un  ordre 
alphabétique  rigoureux. 
- Classement  dans l'ordre alphabétique définitif,  les variantes ortho-
graphiques  et les différentes formes  flexionnelles  étant rangées 
sous  la forme  de  réL  renee.  Pour cela,  à  1 1 aide  de  1 1 in  terclasseuse 
et de  la reproductrice,  on  perforera sur  chaque  carte mot  un  numé~o 
matricule  correspondant  au  mot.  Un  tri numérique  de  ces matricules 
donnera  au  fichier l'ordre alphabétique définitif. 
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f)  Impression.  On  imprime  alors  en  tabulatrice le fichier  des  cartes-
mots  suivis  de  leurs r0férences dans le  texte. Il est possible d'im-
primer  simultanément  à  côté  du  mot  son  numéro  d 1orà.re  dans la liste 
et le nombre  de  ses  emplois  (de  cartes mots  dans  le  texte). 
g)  Index  de  fréqùences  g  en  employa.."l.t  une  poinçonneuse  récapitula  triee 
connec t8e  à  la tabulatrice  J  on  6la"fJore,  parallèlement  à  l'impression 
du  ficliÜH'  Y  des  cartes  frélrnences  portant le nomb:ce  total  dt emplois 
du  mot.  Ce  nouveau fichier,  après  reclass2ment,  permet d'obtenir une 
liste dégressive  de  la fréquence  d'emploi  des  mots  par  exem:r;;le. 
h)  Index  des  rimes.  On  peut  également  élaborer  des  il~àex de  rimes  : 
- soit  en  sélect:'.onnant les cartes mots-rimes lors  de  la création du 
fichier et en les affectant d'un  code  particulier dans  un  emplace-
ment  détE)rminé  à  l 12.ide  de  la reproductrice. 
- soit lors de  la perfora  ti  on  elu  texte  sur  b2ncle 9  en  plaçant une  per-
foration  spéciale  après le dernier mot  elu  vers. 
Différents tri permettront d'imprimer par  exemple  : 
- Les  différentes rimes  d'un  texte 
- LGs  couples  de  rimes  d'un  texte 
- LGs  index  de  rimes  d'apr~s l'ordre des  initiales 1  des  finales,  etc ••• 
TemJ?s  d'exécution 
Soit  à  indexer les mots  d'une  tragédie  classique  èl.e  1.900 vers, 
soit environ  18.000  ~ots. 
- Etablisser:wnt  de  la bande 
- Perforation des  cartes 
- Trccluction  des  cartes 
- Impression  de  contrôle 










18  heures 
3  he1)_res 
4  heures  30 
2  heures 
7 heures 
heure 
heures  30 
heure 
heures  30 
a  reporter:  39  heures - 268  -
report  39  heures 
- Classement numérique  3 heures 
- Impression définitive  2  heures 
TOTAL  44  heures 
Une  impression dans l'ordre alphabétique  total réduirait le 
temps  à  37  heures. 
Mais  l'avantage  consid~rable de  cette  technique  est  d'~tre très 
aisément  cumulative.  Par  exemple  pour réaliser un  index  général  d'un 
auteur  à  partir des  index  des  différentes  oeuvres,  il suffira d'inter-
classer las différents fichiers  des  diff~rentes oeuvres. 
Soit un  auteur de  10  tragédies,  soit 180.000 mots.  L'indexage 
de  chaque  pièce  a  demandé  47  heures,  soit au  total  470  heures.  La  pré-· 
paration d'un  index  général  demandera  en  plus  : 
interclassoment 
impression 
12  heures 
20  heures 
32  heures  pour  180.000 références 
En  mécanographie  le travail le plus long et le plus onéreux est 
la préparation du  fichier de  base.  Mais  une  fois  ce  fichier élaboré, il 
est po-sible  de  l'utiliser à  des  fins les plus diverses et de  trier sui-
va.."l t  un  nombre  considérable  de  critères.  Alors  que  les méthodes  tradi  ti.  on-
nell  es  imposent  au  chercheur d'établir une  copie  de  ~on fichier  chaque 
fois qu'il envisage un  regroupement  suivant un nouveau  critère,  une 
carte mécanographique  peut  ~tre reclassée  excessivement  rapidement  sui-
vant  tel  ou  tel critère. Les  copies de  fichiers  ou  de  parties de  fichier 
peuvent  être obtenues très facilement  pour des  applications particulières 
et le nombre  (~t  la nature  des  critères de  chaque  mot  peuvent  être variés 
sans difficultés et pratiquement à  l'infini pour  chanue utilisation. 
o~ pourrait très bien envisager des  fichiers  de  base  établis une  fois 
pour  toutes ot utilis6s dans  des laboratoires différents pour  des appli-
c~tions propres  à  chacun  d'eux. 
La  description  donnée  ici ne l'a été qu'à titre d'exemple. 
Il est évident qu'une  foule  d'autres applications et utilisations peuvent 
etre  envisagées  dans le même  domaine.  Cette  exploitation,  conçue  avec 
1.m  petit matériel,  pourra parvenir à  son  plein  épanouissement le  jour 
où  elle pourra  ~tre transposée  sur gros matériel,  le  Gamma  60  par exem-
ple. 
Nous  allons maintenant  examiner  2  solutions proposées par la 
Compagnie  des Machines  BULL  à  un  même  problème  de  mécanisation  documen-
taire,  l'une utilisant du  matériel  classique,  l'autre beaucoup plus 
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im;egrée,  nun.s  au::3S:!.  évJ.deli.l!llen"t  plùs  onereuse,  faisan1i  appel  à  un  grand 
ensemble  à  traiter  l'infor~ation, le  Gamma  60. 
Caractéristiques  pri~cipales du  centre  de  documentation  à  mécaniser. 
La  littérature à  classer comporte  environ  12.000 documents  par 
an.  Soit,  pour une  documentation  portant  sur  10  ans,  120.000 documents. 
Chaque  document  sera représenté par un  article d'un modèle  normalisé 
portant  toujours les seules caractéristiques essentielles du  texte  con-
servé.  La  codification permettant d'aboutir à  un article  en  partant d 1un 
document  doit exiger le minimum  de  travail intellectuel.  On  admet  qu'un 
analyste  du  centre de  documentation  a  déterminé la liste des mots-clés 
du  document.  Ce  sonr;  ces mots  qui  doivent figurer  dans  "l'article docu-
ment".  La codification de  ceux-ci doit  ~tre rapide et automatique,  de 
façon  à  n'exiger aucune  formation  spécialisée des  personnes chargées  de 
l'accomplir et que  ces personnes ne  puissent faire  aucune  erreur dans 
l'application ou  l'interprétation du  code. 
La  sélection doit  ~tre non  seulement  automatique,  mais  encore 
rapide,  complète et infaillible,  quel  que  soit le  thème  de  sélection 
proposé,  tout en  correspondant d'aussi près  que  possible  à  la "question" 
posée,  dans le cadre  du  système  d'analyse choisi.  On  s'efforcera notam-
ment  de  ne  pas  ~tre gêné  par les synonymes  du  vocabulaire. 
SOLUTICNS  PROPOSEES 
Solution petit matériel 
La  première  solution  proposée  comprend  le matériel  suivant 
- 1  machine  de  perforation 
- 1  poinçonneuse  reproductrice duplicatrice -vitesse 120  cartes/ 
minute 
- 1  interclasseuse  - vitesse  250  cartes/minute 
- 1  traductrice 
La  carte  :  Les  cartes seront des  cartes perforées ordinaires  80  co-
lonnes.  Chaque  document  sera représenté par une  seule  carte.  Celle-
ci  devra porter les renseignements  suivants  : 
- Année  de  parution 
- Revue-page 
- Numéro  de  document 
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- Langue 
-Numéro  de  l'analyste 
- Mots  clés caractérisant le  document. 
~es mots  clés  :  L'analyste rédige le résumé  du  document  et souligne 
les mots  clés.  Dans  l'exemple  traité,  le nombre  de  mots  clés carac-
térisant un  document ne  dépasse  pas  22,  les sujets étant très  spé-
cialisés. 
Le  nombre  total de  mots  clés existants,  constituant la ri-
chesse  du  vocabulaire,  sera prévu élevé. 
Codification des  mots~:  Il était impossible  de  prévoir  sur 
la carte la transcription en  toutes lettres des  mots  clés  selon le 
code  alphabétique  nori'lal,  L'encombrement ne  permet pas  de  mettre 
22  mot.s  sur une  carte  de  80  colonnes.  La.  solution d'un nombre  varia-
ble  de  cartes par  document  était également  à  rejeter en  raison  de  la 
longueur et de  la co1:1plexité  de  la recherche  dm1s  de  telles condi-
tions.  En  outre,  le  problème  des  synonymes n'aurait pas  été résolu 
et la longueur variable  des  termes  aurait rendu l'exploitation très 
difficile. L'affectation d'une  zô'ne  à  un  mot  est a.ussi  inacceptable 
en  raison  de  la place  demandée.  Les  renseignements  bibliographiques 
occupant  14  colonnes,  il ne restait que  66  colonnes  pour  enregistrer 
en  code  22  mots  clés. 
La  codification choisie fait appel  à  un  système  entièrement 
différent de  ceux utilisés habituellement.  C1est un  code  original  à 
deux  dimensions.  On  attribue  à  chaque  mot  une  combinaison numérique 
composée  de  9  chiffres s'écrivant  dans  un  carré  de  3 chiffres de 
côté 
x  x  x 
x  x  x 
x  x  x 
Les  chiffres utilisés sont  0  ••••••••  9 
Dans  cette  combinaison,  les 3  nombres  de  3  chiffres lus ver-
ticalement  dMs  chaque  colonne  doivent  être tels que  le même  chiffre 
ne  figure  jamais  2  fois et qu'en lisant le nombre  de  h2.ut  en  bas  on 
aille du  chiffre le plus faible  au  chiffre le plus  élevû. 
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De  fait,  étant  donnée  la configuration  des  cartes perforées 
et compte  tenu de  ce  que  chaque  chiffre différent a  une position 
géographique  verticale différente  sur la carte,  la combinaison re-
présentant un  mot  occupera  3  colonnes  de  carte perforée.  Par  exemple: 
sera représenté par 











2222222222222  •••• 
3333330333333  •••• 
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....  ....  .... 
Pour  des  raisons  de  sécurité d'exploitation,  on  a  préféré 
interd,ire la présence  de  2  perforations contigües  dans la même  colonne 
1 
2  interdit  . 
3 
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En  dressant le tableau des perforations possibles pour  chaque 
colonne 
0  2  4  5  6  7  8  9  6 
0  3  5  6  7  8  9  5 
--- --------- etc----
On  trouve un  total  de  plus d'un million  de  combinaisons per-
mettant l'utilisation d'autant  de  mots  clés différents. 
Chaque  carte est donc  constituée  de  la façon  suivante 
~  ~  ~  ~+>~  ~~·:  ,g~-·l 
0  ;:::1  o q  '  Hots  clés 22  zones  de  3  colonnes  at  0 r-l 
q  ;~  0  ~  '1 èl 1 &1e11  ::t:l.  oro 0  ? ~  >=:  '"d  ~.::  .  bQ.,  'b 8+> 
J o  oooo  oo  ocbo  oopoo  ~ 
------ r--------------------------------------------------- - ----- f 
1111111h 11h 11h 1 '"  11111 Î  l' 
2  12222~222222122.  ~'  ~2  22 
!!~~!f!i!;!--------------------------------------------:·.  -!~--1 
-~~:::~~::~:~~--------------------------------------------r  _:: __ 
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Figure  4. 
En  dépit de  ses avantages,  un  tel procédé  de  codification 
comporterait  en  lui même  un  inconvénient  grave,  qui  est sa complexité, 
si les  codes  des  mots  clés devaient  ~tre pris dans  un  dictionnaire  or-
dinaire.  En  effet,  la constitution et l'emploi manuel  d'un tel diction-
naire  seraient une  cause  de  perte  de  temps  et laisseraient persister 
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à  l'usage  des  risques permanents  d'erreurs,  d'autant plus  graves qu'elles 
seraient impossible  à  déceler,  personne  ne  pouvant  prétendre  connattre 
le  code  par coeur. 
Aussi la codification a-t-elle été rendue  purement  automatique 
de  la façon  suivante 
On  réalise un  fichier  de  base qui  sera le dictionnaire  de 
code.  Sur  chaque  carte de  ce  fichier  on perfore  automatiquement une 
des  1.000.000  de  combinaisons  du  code.  Ce  fichier  de  base  pourra  donc 
comporter  jusqu'à  1  nillion de  cartes.  Sur  chaque  carte,  on  perfore 
en  outre le mot  clé qui  correspondra au  code  porté par la carte.  Ce 
mot  clé est perforé  en perforation alphabétique  normale. 
Mot  cl6  en clair  i
l  MICROBES 
cod  0 
---~~~  -~ .  .r~~~e~~~~------------------------------------------------- 1111 J 1  (J1 t'  :}1111111 
222  20~222222222 
-~~~  :~~~~i~iii-------------------------------------------------
666  ·66[,.lG66666 
\ 
F:l.gure  5 
Le  problème  des  synonymes  est résolu en  perforant  2  codes 
identiques pour  deux  mots  clés différents mais  synonymes. 
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CREATION  DES  CARTES  "DOCUMENT" 
1)  Perforation et vérification 
sur les cartes  "document" 
des  coordonnées  bibliogra-
phiques 
2)  Extraction manuelle  du 
fichier  "code"  des  cartes 
portant le  code  des  mots 
clés recherchés. 
3)  Report  sur  chaque  carte 
document  du  code  des 
mots  clés qu'il  comporte 
4)  Réintégration  des  cartes 
codes  dans  le fichier 
trié par  ordre  alphabé-
tique. 
5)  Les  nouvelles  cartes 
document  sont rangées  dans 
le fichier  "Documentation" 
;-;\ 
--')~;/~··!·  /  '  /  \11  / 
/  1 
~---------r. 1  l?artes  1 
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Figure  no  6 
On  a  ainsi constitué un véritable  dictionnaire. 
Le  fichier est rangé  par  ordre  alphabétique  des  mots  clés, 
chaque  carte étant  traduite  en  clair. 
Cons·Gi tu ti  on  des  cartes documentation  codées. 
Pour  coder la carte relative  à  un  document particulier,  on 
extrait du  fichier de  base les cartes-codes  des  mots  clés du  texte. 
Si l'on ne  trouve  pas  dans  le fichier le mot  clé  cherché,  c'est qu'il 
s'agit d'un  mot  nouveau.  On  prend alors la première  carte  disponible 
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dans le fichier  "codes non  affectés" et on  perfore  en  code  alphabétique 
normal  le mot  clé nouveau qui reçoit ainsi un  code. 
Toutes les cartes mots  clés  sont alors placées  devant la carte 
à  compléter et passées  en  PRD.  On  obtient ainsi,  codifiée,  la carte pro-
pre  au  document.  (cf.  figure  6J 
Recherche  :  La  recherche  s'effectue automatiquement  à  l'aide  d 1une  inter-
classeuse. Il suffit d'extraire du  fichier la carte  code  mot  clé corres-
pondant  au mot  clé  sur lequel  on  veut  sélectionner et  de  faire  passer en 
machine  le fichier  documentation  complet,  derrière la carte  code.  La 
machine  extrait automatiquement  toutes les cartes contenant  ce  mot-clé, 
quelle  que  soit la zône  où il est perforé.  Si la recherche  porte  sur plu-
sieurs critères,  on  recommencera  pour les mots  suivants  sur les premières 
cartes  sélectionnées. Il est  à  remarquer  que  la sélection s'effectue de 
plus  en  plus rapidement,  le nombre  des  cartes  sélectionnées  décroissant 
très vi te. 
N.B.  Le  fichier principal peut  ~tre soit en vrac,  soit classé par  grandes 
rubriques. 
Temps  machine  :  un  fichier de  120.000  cartes représentant  10  ans  de  docu-
mentation  peut  être exploré  en entier en une  journée  de  travail  de  8 
heures. 
Il est  à  noter l'originalité de  cette  solution étant donné  le 
matériel très restreint utilisé. 
Solution  Gamma  60 
Ici, la machine  étant beaucoup plus puissante,  la solution pro-
posée  sera évidemment  plus  complète. 
Je  vais essayer  de  vous  donner,  tout  d'abord,  une  très brève 
description des  principes  de  fonctionnement  du  Gamma  60. 
Cet  ensemble  électronique  se  compose  tout  d'abord d'une mémoi-
re  centrale,  qui  sert en  quelque  sorte  de  réserve  d'information pour 
l'ensemble  de  la machine.  Cette  information  peut être  indifféremment des 
données  ou  du  programme. 
La  mémoire  centrale,  à  tores magnétiques,  peut  avoir une  capa-
cité de  4096  à  32.768  catènes,  un  catène  ayant  une  capacité de  4  signes 
(lettres,  signes  de  ponctuation,  etc ••• )  ou  6  chiffres décimaux. 
A la mémoire  centrale est connectée un  organe,  le distributeur 
de  programme  qui  joue le rêne  d'agent  de  circulation de  l'information à 
l'intérieur de  la machine. 
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.figure no  7 
La  machine  comporte  des  éléments  de  calcul  (calculateur arith-
métique,  logique,  comparateur  général  etc ••• )  et des  élénents  de  stockage 
de  l'information  (tambours  magnétiques,  rubans magnétiques  etc ••• ). 
Les  organes  d'entrée-sortie  (lecteurs et perforateurs  de  cartes ou  de 
bande  perforée,  imprimantes)  fonctionnent  à  300  cartes/minute  pour les 
lecteurs et perforateurs de  bande,  à  300  lignes/minute  pour les impri-
mantes  et à  300  caractères  seconde  pour la bande  perforée.  L'originali-
té  du  Gamma  60  réside  dans  les points  suivants  : 
- d'abord,  il peut  comporter un  nombre  d'éléments  de  stockage 
de  l'information  (tambours  magnétiques,  dérouleurs  de  ruban magnétique) 
et d'éléments  d'entrée  sortie aussi  grand  que  l'on veut.  ·on  peut  donc 
adapter la taille de  la machine  à  chaque  problème  particulier. 
- ensuite,  plusieurs  traitements peuvent  @tre  exécutés  simul-
tanément  à  l'intérieur de  la machine.  En  effet,  son  fonctionnement  est 
le  suivant  :  lorsqu'un  élément  quelconque  de  la machine  est appelé  au 
travail,  il puise  dans la mémoire  rapide les informations dont il a  be-
soin  pour  commencer  à  travailler et à  part~r de  ce  moment-là  fonctionne 
en  autonome.  Un  autre  élément  peut  donc  travailler en  même  temps  que  le 
premier,  puisant  dans la mémoire  rapide  ses informations et travaillant 
en  a'J.tonome  et ainsi  de  suite. ·C'est le distributeur de  programme  qui 
joue  comme  nous  l'avons dit le rele d'agent  de  la circulation  pour les 
différentes  demandes  de  travail  des  éléments.  Le  Gamma  60  peut  donc, 
non  seulement  traiter simultanément  des parties différentes d'un  mSme 
programme,  mais  encore  dans  le  m~me temps  résoudre  des  problè.mes  complè-
tement  différents~  sans  aucune  relation entre  eux. 
- Dans  la solution proposée,  il s'agit de  mettre  en  mémoire 
_ê§PS_S!-_ucune  codification conventionnelle  propre  à  la machine,  toutes 
les caractéristiques bibliographiques et documentaires  d'un  document, 
ainsi que  la totalité du  résumé  analytique  du  document. 
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- La  machine  sera capable  de  fournir la liste complète  de  tous 
les numéros  d'immatriculation  des  documents  répondant  à un  thème  ou  une 
question  donnée  :  · 
- thème  défini  par mots  clés 
- bibliographie  des  travaux d'un auteur 
- relevé des  travaux publiés dans un  périodique 
- relevé des  travaux publiés entre telle et telle année. 
Il y  aura donc  une  grande multiplicité d'explorations possibles  : 
- par matières 
- par auteur 
- par origine  géographique 
- par date  d'origine 
et,  au  besoin,  tou.s  ces  travaux peuvent  être  combinés  entre  eux et sans 
limitation. 
La  machine  pourra extraire  des mémoires  et fournir  à  chaque 
destinataire une  documentation  imprimée  complète  comprenant  : 
- les données  bibliographiques  complètes  des  documents  sélec-
tionnés. 
- la reproduction  des  résumés  analytiques extraits des  mémoires. 
La  machine  pourra opérer  simultanément les travaux  de  recher* 
che  et d'extraction correspondant  à  un  grand nombre  de  questions  diffé-
rentes  (100  ou  1.000 questions différentes  simultanément)  et la documen-
tation  impr~mee par la machine  sera strictement sélective,  sans risques 
d'interférences pour  chacune  de  ces questions. 
Le  temps  nous  manque  pour examiner les détails de  la solution. 
Disons  simplement qu'elle est entièrement et complètement  automatique 
et que  le  fichier utilisé pour la recherche  documentaire est composé 
d'articles mots  clés comportant les références des documents. 
Exemple  Typhus 
125 
132 
175  A 
etc ••• 
D'autres articles comportant les différents critères sont éga-
lement intégrés au fichier. 
Exemple 
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La  recherche  se  fait en perforant  sur  b&~de en clair les dif-
férentes questions  avec leurs différents critères. Le  procédé  de  recher-
che bü même  est complètement  original. 
L'introduction d'un nouveau  document  se  fait  en  perforant sur 
bande  en clair les différents critères du  document  :  Nom,  prénoms  des 
auteurs,  année  de  parution,  langue,  nom  de  laboratoire,  journal  ou  re1roe, 
numéro  de  classement  systématique,  mots  clés caractérisant le  document, 
résumé  analytique.  La  bande  introduite  en  Gamma  60,  les différents critères 
sont  réorganisés  automatiquement et chaque  caractéristique  du  document 
est intégrée  dans  le fichier recherche. 
A la fin  de  la recherche,  les différentes caractéristiques des 
documents  sélectionnés  sont  réorganisées  à  nouveau et l'état obtenu est 
prosenté  par  demandeur  et par numéro  de  question  de  demandeur  si l'on 
admet  qu'une  même  personne  puisse  poser plusieurs questions  simultané-
ment,  Cet  état,  présenté  avec  en  :t·ace  de  chaque  référence  cle  document 
sélechonné le résumé  analytique  de  celui-ci peut  tHre  envoyé  tel quel 
au  domandeu:r • 
Le  Gar.Œ,a  60  utilisé  comprend 
- 1  unité centrale 
- 2  blocs  de  mémoire  rapide 
- 1  lecteur de  bande  perforée 
- 1  imprimante  300  lignes par minute 
- 1  tambour magnétique 
- 4 dérouleurs  de  ruban. 
Il est évident que  si l'on désire  traiter simultanément  dans 
le même  temps  un  nombre  de  questions  beaucoup  plus  gre~d portant  sur un 
fichier  beaucoup plus vaste,  il suffit d'augmenter le nombre  d'éléments 
de  mémoires  et d 1entrées  sorties de  la machine,  sans  avoir  à  modifier 
en  rien l'organisation adoptée  si le besoin ne  s'en fait pas  sentir. 
Dans  un  domaine  comme  celui  de  la documentation  où  le volume 
d'i:nforrnation  traité s'accroit chaque  jour  sans  que  l'on soit  toujours 
à  même  de  prévoir la rapidité  de  cet accroissement,  un  tel ensemble  est 
~~ outil précieux  :  son  organisation interne lui permet d'être  toujours 
à  la mesure  des  problèmes  traités,  car il croit en  même  temps  qu'eux. 
Lïaccroissement  du  nombre  de  sorties et les  simultanéités rendent pos-
sible  l'obtention d'un  nombre  de  résultats toujours plus  grand,  sans 
augmenter  pour  cela le  temps  nécessaire  à  leur obtention. 
Par contre,  l'importance et le coût  de  ce  matériel  font 
qu'une  telle solution n'est valable  que  pour un  organisme  documentaire 
excessivement  centralisé travaillant pour un  très grand nombre  d'usagers. 
Dans  le cadre  de  cet  organisme  documentaire  centralisé,  on 
peu-l.:;  imztginer  qu 1 en  mÉlme  temps  que  les travaux  "routiniers"  de  classe-
ment  et recherche  documentaire  se  poursuivent  sur la machine,  celle-ci 
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traite  en  simultanéité  des  problèmes  de  recherche  pure,  du  type  iont il 
a  été question tout au  long de  cette  semaine. 
Après  vous  avoir exposé les principes de  ces différentes réa-
lisations,  j'aimerais aborder maintenant  une  partie plus  technique  et 
essayer  de  mettre  en  évidence  quelques uns  des  problèmes  constants ren-
contrés  pour le  traitement,  sur gros  calculateurs,  de  l'information non 
numérique. 
Toujours  faute  de  temps,  je  me  contenterai  d'exposer dans  le 
détail un  ou  deux points précis. 
Qui  dit traitement  sur un  gros  calculateur dit évidemment  en-
registrement  dans  les différentes hiérarchies  de  mémoire  de  celui-ci, 
de  l'information à  manipuler. 
Or,  une  des  différences essentielles entre  l'information numé-
rique  et l'information non  numérique  est que  celle-ci est en  général 
"continue"  par  opposition  à  l'information  numériqu~ qui,  elle,  est dis-
continue. 
En  effet,  le  traitement  d'un  problème  d'analyse numérique  par 
exemple  porte  sur  des  nombres  ou  des  tableaux  de  nombres  dont  chacun 
d'eux  constitue  lli~e  entité. 
La  mémoire  rapide  d'un  calculateur est construite  de  telle 
sorte qu'elle  soit divisée  en  mémoires  élémentaires  ou  "mots"  de  mémoi-
re,  de  capacité  fixe  :  les organes  de  la machine  sont construits de  façon 
à  travailler toujours  sur un  mot  de  mémoire  - ou  plusieurs mots  associés, 
mais  toujours  en  nombre  fixe  - Par  exemple,  dans  tout  ou  partie d 11m 
problème,  on  travaillera sur  des  nombres  occupant  2  mémoires partiel-
lement  ou  complètement  remplies.  Par  exemple,  les nombres  125,  2533  et 
542  sont  enregistrés  à  l'intérieur de  la machine,  chacun  dans  une  mémoi-
re particulière. 
125  2533  542 
~~~-4·--~~~--~~~·~·~~~~~--~·-41--~~~--·~~·~4~~41-~-+-~~~~+~~+-4-~~~~ 
mémoire  1  mémoire  2  mémoire  3  mémoire  4  mémoire  5 
Lorsqu'on  désire  traiter un  de  ces  nombres,  on  appellera la 
totalité de  la mémoire  le  contenant en la désignant par  son  nunéro, 
ou  adresse 
M  1  1  2  5 
,__,1--,___+-1  -~~ 
Pour le  traitement  de  l'information littérale,  par contre, 
le problème  est différent et plus  complexe.  Supposons  que  l'on veuille 
enregistrer  à  l'intérieur d'une  machine  urie  phrase  de  texte,  pour 
travailler sur cette phrase ultérieurement. 
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"Les  oiseaux migrateurs,  arrivés hier,  se  sont  envolés  ce 
matin". 
Admettons  que  la machine  soit telle que  l'on puisse  introduire, 
sans  transformations  ou  codes  spéciaux,  les différents  signes utilisés. 
On  pourrait  évidemment enregistrer cette phrase  à  raison d'un 
mot  ou  signe  de  ponctuation par mémoire 
Ici déjà le mot  oiseaux ne  tient pas  dans  une  mémoire. Il 
faudrait  donc  prendre  pour  chac,_ue  mot  une· qapaci té de  mémoire  égale  au 
plus long d 1entre  eux. 
Supposons  26  lettres,  par  exemple.  Si l'on met  par  exer:ple  6 
lettres par mémoire,  chaque  mot  occupera  donc  5 mériJ.oires.  Mais la lon-
gueur  moyenne  des  mots  étant  de  6 lettres,  on  se  rend  compte  de  la place 
perdue. 
Pour  de  l'information numérique  on  pourrait,  tenant  compte  de 
la précision,  prendre une  longueur fixe  =  2  mémoires. 
Mais  ici ce n'est pas  possible.  Il faut  donc  enregistrer l'in-
formation  à  l'intérieur de  la mémoire  de  façon  continue 
Mais  alors  on  perd,  pour un mot,  la notion d'adresse unique  et 
on  n9  peut,  ayant l'adresse d'un mot,  en  déduire  celle du  mot  précédent 
ou  suivant.  Comment  reconnaître,  aller chercher,  un  mot  à  l'intérieur de 
la suite  de  mémoires  représentant la phrase? Il serait possible  évidem-
n:ent  de  dresser une  table  de  tous les mots  enregistrés avec  1 'adresse 
complète  de  chacun  d'eux  (numéro  de  mémoire  et position dans la mémoire 
du  début et de  la fin  du  mot).  Mais  on  imagine  sans  peine  l'encombrement 
et la longueur  d'une  telle table. 
Une  bien meilleure  solution est l'écriture d'un  court program-
me  spécial,  constitué  en  sous  programme,  qui  sera chargé d'explorer les 
mémoires  position  à  position,  s'arr@tant  chaque  fois qu'il rencontre  un 
bla~c  ou  un  signe  de  ponctuation et sélectionnant le  mot  ainsi délimité 
pour un  traitement ultérieur. 
r-------------~------------~----------~ 
-------ID 
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Ce  sous-programme,  utilisé constamment  au long du  traitement, 
sera très travaillé au point de  vue  temps  de  déroulement. 
D'autres  sous-programmes  généraux  seront écrits également  pour 
sélectionner le mot  précédant celui  que  l'on vient  de  traiter,  ou  le mot 
suivant,  ou la phrase  précédente etc •••  On  aura ainsi toute une  série  de 
sous-programmes  généraux pour résoudre  les  problèmes  constants  au long 
du  programme. 
Lorsque  des  caractéristiques auront  été  déterminées  pour des 
mots,  elles seront enregistrées  sous  forme  numérique  à  l'intérieur des 
mémoires.  Les  mots  eu~-mêmes pourront être  transformés  en  cours  d'ex-
ploitation pour  faire  apparattre certaines  de  leurs caractéristiques 
sous une  forme  plus  directement assimilable par la machine. 
On  arrive ainsi,  petit à  petit,  à  une  transformation  totale 
de  l'information introduite. 
Si le principe  de  cette  transforpation. est basé  sur des  études 
théoriques  (organigrammes  de  principe),  sa  forme  elle même  ne  peut  être 
déterminée  que  par une  connaissance  profonde  des  machines et des  tech-
niques  de  programmation  et est du  domaine  de  spécialistes. 
Une  foule  d'autres problèmes  d'apparence  mineure,  mais  dont 
dépend la performance  donc  le  coüt  du  programme,  peuvent  être résolus 
de  façon  similaire. 
Mon  ambition  a  été de  vous  donner ici un  aperçu  des possibi-
lités des  calculateurs  électroniques et  du  matériel  à  cartes perforées 
dans le  domaine  de  l'information.non numérique.  J'ai essayé  également  de 
vous  faire  sentir qu'étant  donné  le caractère universel  de  telles machi-
nes,  elles peuvent  s'adapter facilement  à  n'importe quelle  forme  cle  pro-
blème.  Je  voudrais  également vous  avoir montré qu'il n'est pas  toujours 
nécessaire  de  pe:rmser  gros matériel  ou  machine  à  traiter l'information 
pour résoudre  de  tels problèmes et que,  compte  tenu  des  possibilités fi-
nancières,  le matériel  classique,  peu  onéreux,  permet  d'apporter des  so-
lutions qui,  si elles  sont parfois moins  élégantes  que  celles apportées 
par le  gros matériel,  permettent néanmoins  des réalisations intéressantes. 
Les  machines,  telles qu'elles existent actuellement,  peuvent 
traiter les problèmes  d'information non  numérique.  Dans  l'état actuel 
des  choses,  on  ne  peut attendre l'aboutissement des  recherches  de  prin-
cipe  sur la représentation des  documents  etsa mécanisation. 
Une  mécanisation actuelle,  même  incomplète,  permet  de  faire 
face  aux  problèmes urgents,  tout  en  continuant les recherches  de  solu-
tions  optimales • 
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POINTS  COMMUNS  ENTRE  LES  PHOBLEMES  POSES 
:SA  TRADUCTION  AUTOMATIQUE  ET  LA  DOCUJVŒNTATION  AUTOMATIQUE 
J  a  IUNG  * 
L'exposé  comporte  deux parties principales  : 
Dans  la première  partie,  nous  exprimons  quelques  idées assez 
générales  sur l'identité  des  problèmes  posés  par la traduction et la 
docu.'llen tati  on. 
Dans  la seconde  partie,  nous  développons  de  manière  assez 
détaillée plusieurs exemples  illustrant les méthodes  qui  ont  été utili-
sées  pour  résoudre  les problèmes  posés par la traduction  automatique et 
nous  montrons  çomment  ces  méthodes  conduisent  à  des  résultats intermé-
diaires,  qui  sont  du  plus  grand intérSt pour la documentation  automatique. 
En  conclusion,  nous  donnons  les raisons qui  nous  conduisent  à 
penser  que la réalisation  de  la traduction automatique  précèdera celle 
de  la documentation  automatique. 
Nous  allons  tout d'abord  commencer  par définir  ce  que  nous 
entendons  par  traduction  automatique  et documentation  automatique. 
La  traduction est le  passage  d'un  texte écrit dans 1me  langue 
à  un  texte  écrit dans une  autre langue,  le  sens  du  texte initial devant 
~tre respecté.  La  traduction effectuée  par des  êtres humains  exige  souvent  ~ 
dans  le  donuine  scientifique la collaboration  d'un linguiste et d'un 
scientifique.  Dans  l"e  cas  de  la traduction  automatique,  nous  supposerons 
que  le  travail est complètement  effectué  par la machine,  c'est-à-dire 
qu'il n'existe ni  "pré-éditeur", ni  "post-éditeur". 
La  documentation  automatique  est le  passage  d'un  texte  écrit 
dans  une  langue  à  un  texte écrit généralement  dans la m@me  langue,  mais 
pas nécessairement;  ce  second  texte doit  ôtre une  "réponse"  au  premier 
~  Groupe  d'Automatisation  des  Fonctions  Documentaires, 
Centre  d'Etudes Nucléaires  de  Saclay. 
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et,  dans  une  certaine mesure,  lui  ~tre complémentaire.  Comme  dans le cas 
de  la traduction  automatique,  nous  supposerons  que  tout le  travail doit 
@tre  effectué par la machine. 
Pour  bien fixer les idées,  nous  allons donner un  exemple  de 
question  abrégée et un  exemple  de  réponse  à  cette question 
s~~~!!~~-~ÈE~~~~ : Dans  le  cadre  de  l'avant-projet de  construction d'une 
pile  atomique  chaude,  on  est amené  à  se  demander  si 
la conductivité  thermique  des  combustibles nucléaires  céramiques  dépend 
de  l'irradiation. 
~~R~~~~-~ÈE~~~~ : La  conductivité thermique  des  corps  suivants  :  oxyde 
d'~ranium etc. est donnée  en  fonction  de  l'irradiation 
dans les courbes  suivantes  :  •••  On  voit que  les résultats obtenus n'é-
taient pas reproductibles.  On  explique  pourquoi  (nature  différente de  la 
structure  des différents  échantillons  solides et,  par  conséquent,  des 
résultats de  l'irradiation).  On  fait quelques  considérations  sur le choix 
du  combustible nucléaire  dans  les piles chaudes,  sur les problèmes d'é-
change  thermique  posés,  et également  sur les méthodes  de  mesure  de  la 
conductivité  thermique,  · 
On  notera que  la machine  doit fournir un  texte réponse et non 
une  liste de  références.  A partir de  la réponse  donnée,  on  peut poser 
d'autres questions,  en particulier,  demander  les "sources"  des résultats 
et,  par  conséquent,  imaginer un  "dialogue"  homme-machine. 
C'est  sur les bases  des définitions précédentes  que  nous  allons 
développer notre  comparaison. 
Nous  remarquons  immédiatement un  point  commun  entre les deux 
opérations  :  dans l'un ou  l'autre cas,  nous  partons  d'un  texte  écrit 
pour aboutir  à  un  autre  texte écrit,  c'est-à-dire nous utilisons la re-
présentation  graphique  du  langage;  mais,  dans la transformation qui  s'ef-
fectue,  c'est "l'idée",  le  "sens"  ou,  comme  on  dit en  français,  "l'esprit" 
des  textes qui  joue le r8le principal. 
Le  point  commun  étant le langage,  nous allons rappeler briève-
ment  les différentes caractéristiques,  ou  plus  exactement les différentes 
interprétations du  langage, 
On  peut d'abord considérer le langage  comme  une  suite de  sym-
boles acoustiques  ("phonèmes")  ou  graphiques  ("lettres",  '1mots").  On 
peut étudier de  manière  statistique l'apparition ou  la répartition de 
ces  symboles  dans  une  langue.  Suivant le point de  vue  adopté,  on  arrive 
à  la théorie  de  l'information et à  la linguistique statistique. 
On  peut  adopter un  point  de  vue  philosophique et considérer 
le langage  comme  l'instrument qui  permet la pensée.  On  peut encore  dire 
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que  le langage  est le moyen  qui  permet la communication  de  la pensée 
entre les individus,  et c'est surtout  cet aspect du  langage  qui nous 
intéressera ici. 
Il faut noter enfin que  le langage  est le fait,  la propriété, 
la  "s~crétion" de  l'ensemble  des  individus.  Des  interprétations précé-
dentes,  nous retiendrons principalement  que  le langage. permet la com-
munication  de  la pensée  entre les individus,  mais qu'il exprime  l'ensem-
ble  de  la société. 
Nous  allons chercher maintenant les raisons pour  lesquelles la 
communication  de  l'information  se fait mal,  ou  ne  se  fait pas,  alors que 
le langage,  parlé  ou  écrit,  devrait permettre  facilement  cette  communi-
cation.  · 
Il y  a  tout  d'abord une  raison  banale  et évidente,  qui  est la 
mauvaise  diffusion matérielle  des  informations,  volontaire  (secrets mi-
litaire ou  industriel)  ou  involontaire  (mauvaise  organisation).  Nous 
n'en parlerons pas ici,  et nous  supposerons par la suite  que  la diffu-
sion  des  informations est parfaite. 
La  nature  différente  des  langues utilisées constitue un  second 
obstacle  à  la transmission  de  l'information;  ceci  pose  le  problème  de 
la traduction. 
Mais,  dans le cas idéal de  la diffusion parfaite de  textes  en 
une  langue  connue,  le problème  de  la communication  de  l'information reste 
posé.  Trop  souvent,  on  a  expliqué  de  manière  simpliste le problème  docu-
mentaire  en  prétendant que  tout serait résolu si chaque  individu avait 
le  temps  de  tout lire.  Cette affirmation  toute  gratuite a  conduit les 
constructeurs  de  machines  à  penser que  le problème  documentaire  serait 
résolu le  jour  où  il existerait sur le marché  des dispositifs pourvus 
de  grandes  mémoires  pouvant  @tre  exp+orées  très rapidement  dans leur to-
talité.  En  fait,  une  telle machine  serait tout  juste capable  de  restituer 
sans  aucune  modification l'information qu'on  aurait introduite  :  dans  le 
cas  de  la machine  à  traduire,  la machine  enregistrerait des  traductions 
déjà faites par  des  @tres  humains,  et fournirait  à  la demande  une  des 
traductions  d'un des  textes qui  se  trouvent  dans la mémoire;  dans  le cas 
de  la machine  documentaire,  la machine  enregistrerait un  ensemble  de 
textes,  et fournirait  à  la demande  un  des  textes auxquels  aurait déjà 
pensé l'utilisateur de  la machine,  ceci  dans  le cas le plus  favorable. 
On  voit mal  1 1intér@t  de  telles machines. 
En  réalité,  je  pense qu'il faut  chercher ailleurs l'origine 
du  problème  documentaire.  A  mon  avis,  la mauvaise  communication  des 
"idées" provient  du  fait  que  chaque  lecteur d'un  document  adopte un 
point de  vue  particulier;  cette "attitude" lui permet  de  saisir certains 
aspects,  certaines parties  de  l'information transmise,  mais lui masque 
automatiquement  d'autres parties.  On  peut dire  à  la limite que  chaque 
individu est incapable  d'exploiter complètement l'information qui lui 
est communiquée. 
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Nous  allons nous  arrêter un  peu  sur cette question  qui  est le 
fondement  même  de  la recherche  documentaire,  et qui  est l'origine  de 
tous les  échecs  de  mécanisation.  Pour rr.ieux  comprendre  le problème, 
nous  allons  "détailler" les différentes  opérations  de  la production  du 
"document"  scientifique. 
Au  point  de  départ,  nous  avons  un  scientifique qui  écrit un 
article; il rédige  ce  document  à  l'intention d'autres personnes  (autres 
scientifiques,  ou  lui-même  à  une  autre  époque);  pour  cela,  il est obligé 
de  supposer  connu  de  la part de  ses  correspondants un  c13rtain  nombre  de 
faits qu'il ne  va pas répéter.  D'autre part,  il exprime  un  certain nom-
bre  d'idées,  et ces  idées  dépendent  de  sa propre expérience,  de  ses  pro-
pres connaissances;  or,  cette  expérience,  ces  connaissances,  ne lui ap-
partiennent pas,  pas  plus que  le langage qu'il utilise ne  lui appartient. 
Au  point d'arrivée,  nous  avons  un  autre  scientifique;  cette 
autre  personne  "lit" l'article et,  de  ce  fait,  replace le  texte  dans  un 
autre  contexte,  qui  dépend  de  l'expérience et des  connaissances propres 
du  lecteur.  Ce  "contexte"  peut d'ailleurs être  très proche,  ou  très 
éloi.gné  du  point  de  départ. 
Mais  dans  aucun  des  cas nous  ne  pouvons  séparer le  texte  de 
l'expérience  de  la personne  qui l'écrit ou le lit. Si  nous le faisons, 
nous laissons échapper  toute la signification du  texte et,  dans  ce  cas, 
il est impossible  de  "transformer" le  texte  en  tenant  compte  de  sa signi-
fication,  comme  ce  doit être le  cas  en  traduction  ou  en  documentation 
automatique.  Un  texte  scientifique ne  prend  de  sens  que  replacé  dans  un 
certain contexte;  comme  il y  a  une  infinité de  manières  de  replacer le 
texte  dans  le contexte  scientifique,  et  comme  le contexte  scientifique 
évolue  en  fonction  du  temps,  on  peut  dire  que  chaque  texte  peut avoir 
une  infini  té  de  sens et que  chac:ue  sens  dépend  du  con texte  considéré et 
de  1 1 époque  considérée.  *3E  Il est év.idenmen t  impossible  à  un  être  humain 
isolé de  "saisir"  tous  ces  sens,  mais  on  peut  supposer qu'un  ordinateur 
de  type  spécial  pourrait le faire  et,  par  conséquent,  exploiter de  ma-
nière  beaucoup plus efficace l'information. 
Il y  a  cependant une  condition  à  cela  :  c'est que  le  "contexte" 
dont nous  avons  parlé,  et qui  se  confondait  avec  "l'expérience",  les con.., 
naissances  de  l'ensemble  des  êtres humains,  soit équivalent  à  l'ensemble 
des  textes écrits,  seul  contexte  possible  pour une  machine.  Ceci  reste 
à  démontrer. 
Ces  problèmes  contextuels  sont  apparus  clairement  pour la 
premlere  fois lorsqu'on  a  entrepris d'automatiser réellement,  c'est-à-
dire  complètement,  la traduction.  Aucun  essai d'automatisation  complète 
de  la documentation n'ayant  été entrepris  à  cette  époque,  ce  sont les 
spécialistes de  la traduction  automatique  qui,  aprè.s  les tâtonnements 
du  début,  s'aperçurent que  les problèmes  de  la traduction ne  pouvaient 
être résolus qu'en  tenant  compte  du  sens  du  texte,  et que  le  sens  dé-
pendait,  en  définitive,  d'un  contexte  plus  ou  moins  étendu.  Voici,  par 
*~ Tout  ce  que  nous  venons  de  dire  au  sujet d'un texte  scientifique reste 
valable  pour le  "mot"  des  linguistes  :  un  mot n'a de  sens  que  comparé 
à  d'autres mots  ?:t  une  époque  donnée,  ou  comparé  à  lui-même  à  une  au-
tre  époque. 
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exemple,  quelques  problèmes  qui  se  posent lors de  la traduction  :  réso-
lution des  ambi~1ités de  lexique  (temps  =  time,  Zeit;  temps  =  weather, 
Wetter);  traitement des  expressions idiomatiques  (marché  "noir",  iclées 
"noires";  se  faire  du  mauvais  "::p:mg",  bon  sang!),  traitement des  tour-
nures elliptiques  ("magnetic  coil" = bobine  produisant  un  champ  magné-
tique  ou,  plus  exactement,  bobine  parcourue  par un  courant  produisant un 
champ  ~agnétique);  traitement  des  homographes  (son= his,  son  =  sound, 
son  = bran). 
Dans  ce  qui  va  suivre,  nous allons développer  de  manière  assez 
détaillée  deux  exemples  de  méthodes  de  traduction  automatique. 
Le  groupe  de  Cambridge  "Cambridge  Language  Research Unit" 
nous  fournira le premier  exemple  pratique montrant  comment  on  peut ré-
soudre  certaines ambiguïtés  en  tene~t compte  d'un  contexte  plus  ou  moins 
lointain. Il faut noter que  ce  groupe utilise les  m~mes méthodes  pour 
la traduction et la documentation  automatiques.  (1)  Le  groupe  de  Cam-
bridge utilise  comme  base  de  départ un  "thesaurus",  c 1 est--à-dire un  dic-
tionnaire  de  synonymes.  A  chaque  groupe  de  synonymes  correspond une  idée, 
une  notion~  ou  plus exactement  un  point  de  vue  qui  peut,  suiva....'lt  les cas, 
Êltre,  ou  ne  pas  être,  défini  par un  mot.  Pour le  groupe  de  Cambridge, 
ce  sont  ces  groupes  de  mots  qui  jouent le rôle principal  dans la traduc-
tion  automatique  et  ce  sont les "têtes  de  chapitre" qui  se  correspondent 
langu.e  à  langue,  et non  les mots  qui  constituent ces  "8hapitres". 
Nous  allons  donner  un  exemple  d'utilisation du  thesaurus • 
.Auparavant,  nous  noterons  que  les chercheurs  de  Cambridge,  pour  gagner 
du  temps 1  ont  adopté le  thesaurus  de  Roget  (2) 9  fait  au  siècle dernier, 
et qu'ils ont  séparé,  au moins  au  début,  l'analyse des  rapports  séman-
tiques  de  celle  des  rapports  grammaticaux.  Il faut  également  remarquer 
que  le  thesaurus  de  Roget n'est absolument  pas  scientifique,  et qu'il 
serait nécessaire  de  le revoir  complètement  si  on  voulait réellement 
l'utiliser comme  base  de  travail. 
Ceci  étant dit,  prenons un  exemple  précis,  et voyons  comment 
peut être utilisé le  thesaurus  d'après l'école  de  Cambridge. 
Soit la phrase  suivante  : 
xJE  In  the ~ic  mirror .ill2.E_roach,  a  lli&.&.ht  section of  tub~ is 
..:z2und  wi th external fiels  coils  so  arranged  to  produ2.Q_  an  axial ~tiç_ 
fieh~. which is weak  in  the  central region,  but  strong at  the  two  _Qnds. 
La  suite  des  opérations est la suivante  : 
On  cherche  dans la partie "dictionnaire"  du  thesaurus les mots 
si@1ificatifs  du  point  de  vue  du  lexique  (substantifs,  verbes,  adjectifs, 
adverbes)  et  on  note les numéros  des  têtes  de  chapitres figurant  à  la 
suite  de  chaque  mot. 
*:li:  Cette  phrase  est tirée de  l'ouvrage  de  BISHOP  :  Project Sherwood. 
(p.  52,  première  phrase  du  premier paragraphe). 
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Ainsi  pour les vingt mots  soulignés  de  la phrase  préoédente, 
on  trouve  80  t~tes de  chapitres  • 
vantes 
Par exemple  au  mot  field  correspondent les huit notions  sui-
**'*' 
034  - Notion  de  temps,  ayant un  rapport  avec  la notion d'effet,  de  but 
Mots  voisins  anglais  :  occasion,  opportuni  ty, room,  scope ••• , 
Mots  français voisins  :  occasion,  place ••• , 
180- Notion  d'espace abstrait indéfini. 
Mots  anglais voisins  :  scope,  range,  latitude,  expansion,  way ••• , 
Mots  français voisins  :  Champ,  espace,  étendue ••• , 
181  - Notion  d'espace  abstrait fini 
Mots  anglais voisins  :  region,  close,  court ••• , 
Mots  français voisins  :  enclos,  cour ••• , 
344- Notion  de  matière  fluide  spécifique  :  plaine  (opposé  à  lac,  océan ••• ) 
Mots  anglais voisins  :  pasturage,  park,  lawn,  green ••• , 
Mots  français voisins  :champ,  parct  pelouse ••• s 
371  -Notion de  matière  organique,  vie,  agriculture ••• 
Mots  anglais voisins:  meadow,  garden •••• , 
Mots  français voisins  :  champ,  prairie,  jardin ••• , 
625  - Notion  de  volonté individuelle,  perspective,  affaires. 
Mots  anglais voisins:  capacity,  sphere,  orb,  line ••• · 
Mots  français voisins  :  domaine,  sphère,  compétence ••• , 
728  - Notion  de  volonté  individuelle,  antagonisme,  lutte. 
Mots  anglais voisins  :  arena,  scene,  platform  ••• , 
Mots  français voisins  :  théatre  (d'un exploit),  scène  (d'une  action) 
780  - Notion  de  propriété 
Mots  anglais voisins  :  land,  plantation,  domain ••• , 
Mots  français voisins  :  champ,  terrain  ••• , 
Les  80 numéros  correspondant  aux  différentes notions que  peu-
vent représenter les  20  mots  soulignés  de  la phrase  sont ensuite regrou-
pés et classés  dans l'ordre numérique.  Cette  opération  permet  immédiate-
ment  de  repérer les numéros  qui reviennent  plus d'une  fois;  ces numéros 
représentent les notions  communes  à  plusieurs mots  de  la phrase et don-
nent une  première  indication  sur le "sujet"  de  l'article et,  par  suite, 
sur le  choix entre les notions différentes  correspondant  à  un  seul mot. 
~~* Sans  compter les expressions idiomatiques qui  contiennent le mot 
"field". 
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Dans  le  cas  précis  de  cette phrase,  5 numéros  reviennent  deux 
fois 
Il  s 1 agit de 
- Notion  de  cause  mots .  .  154  (introduite par les  _Eroduce_  et end) 
181  - Notion  d 1 espace abstrait  (introduite  par les mots  field et ~-gion) 
222 - Notion  d'espace  dimensions  (introduite par les mots  . axis et  . 
_c~p  t_~:r.:.) 
(introduite  311  - Notion  d'espace  mouvement  par les mots  s~  et 
_!inq) 
(introduite  wind)  248  - Notion  d 1 espace  mouvement  par les mots  coil, 
On  note  i~~édiatement que  4  des  5 notions précédentes appar-
tiennent  à  une  même  classe  :  la classe  espace  (le  thesaurus  de  Roget 
est divisé  en  6  classes  générales)  et que  ceci suffit à  orienter auto-
matiquement  les  choix. 
L'étude des  antonymes  peut  se  faire  également  de  manière  auto-
matique  :  dans  le  cas  du  thesaurus  de  Roget  non  modifié,  les  antonymes 
sont repérés par  des  numéros qui  se  suivent • 
.Ainsi  dans la liste des  80 notions  précédentes,  on  trouve  : 
180-181  - espace  indéfini,  espace  fini  (introduit par region et field) 
245-246  - fortle  droite,  forme  courbe  (introduit par  straight et coil) 
278-279  - mouvement  dirigé,  mouvement  dévié  (introduit par  st,...aight et 
wind) 
159-160  - force,  faiblesse  (puissance)  (introduit par  strong et weak) 
390-391  - épicé,  insipide  (goût)  (introduit par  stronE et weak) 
Enfin,  on  peut  tenir compte  de  mots  qui  reviennent  plusieurs 
fois  dans  la phrase;  c'est le  cas  du  mot  magnetic,  auquel  peuvent  cor-
respondre  les notions 
157  Notion  de 
175  - NJtion  de 
288  - Notion  de 
615  -Notion de 
puissance  (classe  :  relations abstraites) 
influence  (classe  :  relations abstraites) 
attraction  (classe  :  espace) 
persuasion  (classe  :  volonté) 
Si  on  combine  les résultats obtenus  sur les  synonymes,  les an-
tonJnnes  et la répétition des  mots,  on  voit que  les catégories principa-
les mises  automatiquement  en  évidence  (relation abstraite,  cause  :  numé-
ros  153  à  179  dans  Roget;  et espace  :  numéros  180  à  315  dans  Roget) 
suffisent déjà  à  faire un  choix  dans  les cas  que  nous  avons  détaillés; 
pour field,  élimination  des notions  034,  344,  625,  728,  780  (restent  180 
et  181};dans le  cas  de  strong,  ~ak, élimination de  390  et  391  (notions 
ayant trait au  goût). 
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En  résumé,  on  peut dire  que  dans  cette première  phase  des  opé-
rations,  on  replace les notions  exprimées  par la phrase  dans  une  ou  plu-
sieurs classes assez  générales,  mais  cependant  beaucoup  plus limitées 
que  l'ensemble  des  connaissances,  ce  qui  permet  d 1éliminer  tout d'abord 
à  coup  sûr un  ensemble  de  notions représentées par les mots,  mais n'ayant 
rien  à  voir avec  le  sujet traité. 
Nous  ne  d.écrirons  pas  en  détail les  opéra  ti  ons  sui  van tes ef-
fectuées  par le  groupe  de  Cambridge  pour préciser encore  les notions 
traitées dans  un  texte.  Disons  simplement qu'elles  sont  toujours  basées 
sur les numéros  représentant les ensembles  de  mots  groupés  sous une  même 
notion  :  le principe  consiste  à  faire les intersections  de  ces  ensembles 
importants  mis  en  évidence  dans la première  partie  des  opérations9  de 
repérer les mots  com;nuns,  de  prendre les têtes  de  chapitre  correspondant 
à  ces  mots  communs,  de  faire les intersections  de  nouvelles  têtes  de  cha-
pitre  avec  les anciens,  etc.  En  fait,  la méthode  concluit  à  une  représen-
tation mathématique  ("lattice") et  à  l'établissement d'un  certain nombre 
de  règles permettant  de  limiter et d'orienter l'exploration  de  la machine. 
L'essentiel à  retenir est que  dans  aucun  cas la machine  ne  s'en 
tient au  texte.  Sa première  opération consiste  à  replacer le  texte  dans 
un  contexte  plus  général  (dans  l  1 exe  .. nple  précédent,  tous  les mots  ayant 
trait à  une  action  dans  l'espace).  Ensuite,  la machine  explore le  contex-
te qu'elle  a  déterminé,  se  forgeant  pour  ainsi dire un  vocabulaire  pour 
chaque  texte qu'elle  a  à  traduire  ("microglossaire").  Ce  n'est que  lors-
que  ces  opérations  sont  terminées  que  la machine  passe  au  stade  suivant, 
qui  peut être,  soit la traduction,  soit la recherche  documentaire. 
On  peut  remarquer que  la phrase  prise  comme  exemple  précédem-
ment  peut  très  bien  servir de  base  pour la recherche  de  tous los documents 
ayant  trait aux  appareils utilisant une  configuration  de  miroirs magn8-
tiques pour  confiner un  plasma  :  la définition  de  la recherche  par une 
phrase  entière et l'utilisation d'un  thesaurus  permet  d'éliminer toutes 
les fausses  combinaisons  qui  seraient apparues  si  on  avait  simplement 
défini la recherche  par les "nots-clés" magnetic  et mirro1:  :  en  effet, 
cette  association  de  mots  peut  désigner,  en  particulier dans la littéra-
ture  russe,  certains dispositifs d'optique  corpusculaire;  d'autre part, 
ces  deux  mots,  associés  à  d'autres,  peuvent  très bien  désigner  des  textes 
ayant  trait par  exemple  à  la magnéto-optique. 
Dans  le premier  exemple,  on  a  abordé le problème  de  la traduc-
tion automatique  en  tenant  compte  uniquement  du  lexique,  en laissant de 
c8té la syntaxe et la morphologie.  Or,  il est facile  de  voir que  les cor-
respondances  de  lexique  et les correspondances  grammaticales  (morpholo-
giques et structurales) ne  peuvent être  étudiées  séparément.  Ainsi, 
dans  l'exemple  étudié  précédemment,  on  a  trouvé  que  les mots  produg~ et 
~appartenaient tous  deux  à  une  même  notion  (154  de  Roget  :  notion  de 
fin,  but,  dessein).  Or,  le mot  "end"  exprime  ici une  notion  spatiale 
(extrêmité,  bout) *:  la fausse  combinaison  trouvée  aurait pu  @tre  évitée 
si  on  avait  tenu  compte  de  la fonction  du  mot  produce  (verbe et non 
~ Cette notion est bien  indiquée  dans le Roget,  mais  assez  curieusement, 
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substantif),  et de  la structure de  la phrase 
dernière  proposition  de  la phrase. 
"end"  se  rattache  à  la 
Avant  de  passer  à  la description d'une  deuxième  méthode  de 
traitenent d'un  texte,  nous  allons encore  donner un  court  exemple,  em-
prunté à  Cëccato  (3),  mettant en  évidence l'étroite dépendance  du  lexi-
que,  de  la grammaire  et de  la sémantique. 
Soient à  traduire les phrases  suivantes,  écrites dans  des lan-
gues n'ayant pas d'article  (latin et russe)  : 
Librum lego et scriptorem laudo 
La  traduction correcte est  :  Je  lis. un livre et  je fais l'élo-
ge  de  l'auteur  (ou  :  de  son  auteur). 
Or,  une  machine,  tenant  compte  uniquement  des  mots  de  la phrase 
et de  la structure  de  cette phrase,  traduira  : 
Je lis ~livre et  je  vante~ auteur. 
Cette  traduction fausse  provient  du  fait que  la machine  igno-
rait que  les auteurs  écrivent des livres,  et le mot  "livre"  de  la prem~ere 
proposition  appelait automatiquement l'existence d'un  auteur,  c'est-à-dire 
de  ''l'auteur" mentionné  dans la deuxième  proposition. L'utilisation du 
"nuage  sémantique"  (mots  groupés  autour d'une notion)  entourant le mot 
dans les  t@tes  de  chapitre  du  thesaurus  de  Roget  aurait suffi à  éviter 
l'erreur de  la machine  (author et book  appartiennent à  la notion  593 
comŒ~ication des  idées par des  liv;ëS,  au  même  titre d'ailleurs que  : 
volume,  tome,  issue,  paper,  et  :  writer,  journalist  ••• ) 
Nous  allons maintenant développer  en détail une  autre méthode 
de  traitement des  textes,  plus  empirique  que  la méthode  du  thesaurus, 
mais  aussi  plus proche  de  la réalité.  Cette  méthode  est celle  de  la Rand 
Corporation  :  elle a  été décrite l'an dernier par HAYS  et HARPER  à  la 
Conférence  de  l'UNESCO  (4);  et nous  allons reprendre  ici leur descrip-
tion,  et  également leur exemple.  Nous  allons montrer que  leur méthode  de 
traduction automatique  conduit  à  une  représentation par diagrammes,  très 
proche  de  celle utilisée par LEROY  et  BP~FFORT dans leur expérience  de 
documentation  automatique  de  Francfort  (5). 
Les  chercheurs  de  la Rand  Corporation traitent donc  uniquement 
des  problèmes  de  traduction  automatique.  Ils ont choisi  une  méthode  d'ap-
proche  purement  empirique.  Ils ont  commencé  par choisir un  sujet d'étude 
("corpus")  assez  limité  :  l'ensemble  des  textes de  la physique et un  cou-
ple  de  langues unique  :  russe~  l'anglais. Ils ont ensuite  abordé  di-
rectement la résolution  du  problème  de  la traduction automatique;  après 
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avoir  préparé un  glossaire  du.vocabulaire  rencontré  et  indiqué  pour  cha-
que  mot  russe un  équivalent anglais et des  indications d'ordre morpholo-
gique,  un  premier  programme  de  traduction  sur machine  a  été préparé,  et 
une  première  traduction,  mauvaise,  produite.  Cette  première  traduction 
a  alors  ét8  donnée  à  des  physiciens  connaissant parfaitement les deux 
langues,  qui  ont  indiqué  toutes les erreurs,  leur origine,  et les moyens 
de  les éviter.  Ceci  a  permis  de  réaliser un  nouveau  programme,  une  nou-
velle  traduction,  meilleure  que  la première,  d.1 où  un nouvel  examen  de 
la part des linguistes,  et ainsi  de  suite,  les  traductions  devenant  de 
plus  en  plus correctes,  le  corpus  de  p~,J.s  en  plus  ~te:nd1;t,  le vocabulaire 
de  plus  en  plus riche,  la nouvelle  grammaire  de  plus  en  plus  complète 
et surtout  de  mieux  en  mieux  adaptée  aux  exigences  de  la machine.  Les 
programmes,  de  leur c6té,  sont  devenus  de  plus  en  plus  complGxes. 
Les résultats  auxquels  sont  parvenus les chercheurs  de  la Rand 
sont les  suivants  :  l'analyse  du  texte  de  départ est la partie la plus 
importante et la plus difficile  du  travail.  Cette  analyse  doit être  fon-
dée  sur les "dépendances"  des  mots  entre  eux;  deux  sortes de  dépendances 
sont utilisées  :  les dépendances  grammaticales,  lorsque la flexion  d'un 
mot  dépend  d'un autre  mot  (ex.  :  un_charmant_gQE.Ç.Q0,.,  un~ charmant_s.f211.2J, 
et les dépendances  sémantiques,  lorsque la signification d'un  mot  est 
associée  dans  une  phrase  à  la signification d'un  autre  mot.  Une  fois 
qu'un dictionnaire  des  dépendances  sémantiques  a  été  empiriquement  établi, 
il est possible  d'entreprendre l'analyse  de  la structure  des  différentes 
phrases  ou,  plus  exactement,  de  faire  appara1tre,  à  partir de  la suite 
linéaire des mots  (ou plus exactement  de  la suite linéaire  dans le  temps 
des  phonèmes,  imposés  pour  des  raisons pratiques) la structure réelle  des 
phrases.  3i 
Nous  allons maintenant  développer un  exemple  illustrant la mé-
thode  automatique  de  détermination  d2s  structures,  lorsque  les dépendan-
ces  grammaticales et sémantiques  sont  établies une  fois  pour  toutes. 
La  suite  des  opérations est la suivante  : 
On  numérote  les mots  de  la phrase  de  1  à  n,  en  respectant l'or-
dre  de  ces mots. 
Au  début,  on  admet  que  chaque  mot  précède le  suivant 
1  p  2  p  3 p  4  •••  p  N  (1  précède  2  précède  3 etc.) 
Ensuite 9  la machine  étudie les couples  de  mots  qui  se  précè-
dent l'un l'autre,  les compare  aux  types  de  dépendances  qui  se  trouvent 
dans  sa mémoire,  c'est-à-dire,  elle cherche  à  établir les dépendances 
sans la phrase. 
B:  Les  idées  développées  ici par les chercheurs  de  la Ra11d  s 1 inspirent 
des  idées  de  ADIUKIEWICZ,  OSWALD  et HARRIS. 
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Pour mener  à  bien  ce  travail et déterminer la structure  de  la 
phrase,  la machine  doit  obéir aux  deux  règles  suivantes 
I  - X précède  Y si 
1.  le numéro  de X est inférieur à  celui de  Y 
2.  tous les numéros  entre X et Y dérivent de X ou de  Y 
,!!emarg,ue~  W dérive  d.e  Z si: 
W d  X d  Y d  Z c'est-à-dire: 
(W  dépend de  X qui  dépend  de  Y qui  dépend  de  Z) 
3~  X et Y ne  décrivent  pas  l'un de  l 1autre 
4.  au moins. ],'u..'l  Çl.es  Q.ou.4..,  .X  o~ Y,.  ~st indépendant. 
II - X dépend  de  Y si  : 
1.  le couple  g  (X)- g  (Y),  dans  l'ordre,  est inscrit  d~'ls les 
tables de  dépendance 
2.  x p  y ou  y p  x 
3.  X n'a pas  été  trouvé auparavant  dépendant  d'autre  chose. 
Premier  exemple 
Je  vois  une  maison  rouge. 
1  2  3  4  5 
- Première  exploration 
1 0)  On  examine  le  couple  1  2  . on  trouve  .  1  d--~2 
2 0)  On  examine  le  couple  2  3,  en  vain 
30)  On  examine  le  couple  3  4  on  trouve 
4 0)  On  examine  le  couple  4  - 5 ' 
on  trouve 
Après  cette première  exploration,  conduite  de  gauche  à  droite 
à  partir du  premier mot  à  gauche,  la machine  cherche les nouvelles anté-
riorités qui  ont  pu  apparaitre  à  la suite des  dépendances  et dérivations 
mises  en  évidence  :  elle découvre  ainsi  : 
2  p  4  (puisque  3·d-~4) 
D'autre part,  les antériorités  1  p  2,  3 p  4  et 4  p  5 ont dis-
paru,  en  vertu de  la règle I·3 
- Deuxième  exploration  : 
La  machine  explore la nouvelle  antériorité découverte 
et  trouve  la dépendance  4  d--)2 
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Cette nouvelle  dépendance  fait dispara1'tre l'antériorité  2  p  4, 
puisque  3  dérive  de  2  (3  d---)4  d~2) (règle  1.3)  2  p  3. 
Les  différentes  opérations deviennent plus  claires si  on  adop-
te une  représentation par  diagramnes,  les traits sans flèches  représen-
tant les antériorités,  les traits avec  flèches  représentant les dépen-
de~oes.  Les  mots  indépendants  étant représentés par des  grands  cercles, 
les mots  dépendants  par des  petits cercles. 
On  obtient ainsi la suite I  qui  fait apparaitre ia structure 
0--8--0---8--0 
SUITE  I  0- -0 
'1'  ~  -1\  '\ 
1  ~  1  \  8  '---0  G) 
Dans  ce  premier  exemple  très simple,  on  remarquera que  toutes 
les dépendances  trouvées  étaient d'ordre  grammatical 
1  - d-;> 2 
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le  sujet ~  dépend  du  verbe  à  la première  per-
sonne  :  vois 
l'article féminin  singulier  une  dépend  du  subs-
tantif féminin  singulier  maison 
l'adjectif singulier  rouge  dépend  du  substan-
tif singulier  maison 
le  substantif  maison  dép8nd  du  verbe  transitif 
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Nous  allons maintenant  prendre  un  second  exemple,  un  peu  plus 
compliqué,  celui  que  HAYS  et HARPER  ont appliqué  au russe,  mais  que  nous 
étendrons  au  français,  à  l'anglais et à  l'allemand. 
Il s'agit de  la phrase  suivante  : 
L'aocroissementobservé  de  la résistance  superficielle avec  la 
1  2  3  45  6  7  8  9 
fréquence  peut être  expliqué  par l'augmentation  de  la profondeur effective 
1 0  1 1  1 2  1 3  14  1 5  16  1 7  18  19  20 
de  pénétration. 
21  22 
The  observed  increase  in  surface resistance  with frequency 
1  2  3  4  5  6  7  8 
can  be  explained  by  an  increase in  the  effective depth  of penetratione 
9  Î 0  Î 1  Î 2  1 3  14  1 5  1  6  17  18  1  9  20 
Ha6n~~eHHhlM poeT  rroBepxHOCTHoro  corrpoTmBneHmH 
I  2  q  4 
C  ~BCTOTOM MOXBT  6hlT~  o6~HCH8H  B03pBCTBHB8M 
5  6  7  8  9  IO 
3~~8RTBBHOH  rny6TIHhl  rrpOHTIRHOB8HBH. 
II  I2  I3 
Die  in Abhangigkei  t  der  Frequenz  beobachtete  Zùnahme  des 
12  3  4  5  6  7  8 
oberflachichen Widerstands  kann  dvrch  eine  Zùnahme  der effektiven 
9  10  ÎÎ  12  13  14  15  16 
Eindringùngstiefe erklart werden. 
17  18  19 
Nous  allons  donner la suite détaillée  des  opérations  de  la ma-
chine  en  ce  qui  concerne  la phrase  alle.r.1ande  pour  bien montrer la "remise 11 
en  ordre  effectuée. 
Nous  donnerons  ensuite les diagTarnmes  trouvés  pour les quatre 
phrases. 
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Traitement  de  la phrase  allemande 
- Première  exploration 
On  trouve  : 
4d~5  6  d~7  9 d-~10 
13  d----14  16  d--17  18 d.--·19 
Disparaissent  :  les 7 antériorités correspondant  aux  dépendances 
trouvées,  et 
3  p  4  (2  dépendants) 
Apparaissent  : 
2  p  5  3 p  5  5 p  1  8  p  10  12  p  14  15  p  17  17  p  19 
0-(}  rG-G-~-G-00-(,;)-0)-0)-~" 
cb/  "'~  ~\y  ~-'Y  ~"V 
"'  1  '·  •  ",  1  0  0  8  o® 
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- Deuxième  exploration 
On  trouve 
8  d --·····)10  15  d~17  14  d--·)12 
Disparaissent  :  les quatre  ant8riorités correspondant  aux 
quatre  dépendances  trouvées,  et  : 
2  p  5  (dérivation),  8  p  9  (2  dépendants),  12  p  13  (dérivation), 
14  p  15  (2  dépendants),  15  p  16  (2dépendants) 
.Apparaissent  : 
2  p  6  2  p  7  3  p  7  7  p  10  14  p  17  12  p  17  12  p  15 
droù le  sohéma 
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- Troisième  exploration 
On  trouve 
2 d--?7  (remarque  :  on  aurait pu  également  envisager la 
dépendance  :  2  d---:>6)  10  d-~7  17  d~14 
Disparaissent  les 3 antériorités correspondant  aux  3 dépendances 
trouvées,  et 
2  p  6  (2 dépendants),  3 p  7 ,(dérivation),  5 p  7  (dérivation), 
17  p  18  (2  dépendants),  7  p  8  (dérivation),  12  p  15  (dérivation) 
Apparaissent  : 
1  p  7  7 p  11  12  p  18  12  p  19  14  p  19. 
d'où le  schéma 
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- Quatrième  exploration  : 
On  trouve 
1  d·----:)7  12  d-·~18 
Disparaissent  :  les 3 antériorités correspondant  aux  trois 
dépendances  trouvées,  et  : 
10  p  11  (d6rivation),  17  p  19  (dérivation) 1  12  p  19  (dérivation), 
14  p  19  (durivation) 
Apparaissent  : 
11  p  18  11  p  Î 9 
(~  /'-? 
1  \ 
@  G 
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- Cinquième  exploration 
On  trouve  : 
19  d--·-··~1,  ce  qui  fait disparaitre  11  p  18  (dérivation) et 
11  p  12  (dérivation) 
D'où la structure finale  : 
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Nous  n'avons  pas  expliqué les dépendances  que  nous  avons 
trouvées. 
Signalons  simplement  que,  dans le cas de  cette phrase,  elles 
sont  surtout d'ordre morphologique  ou  syntactique  : 
ainsi,  4 d--?5, c'est-à-dire  "der"  dépend  de  "Freguenz",  est prévu 
en vertu de  règles telles que  : 
- 1 1 article  ""der"  précède  "Frequenz" 
- la forme  der  est compatible  avec  le substantif,  à  condition 
toutefois que  ce  substantif soit au  cas  génitif ou  au  cas  datifo 
.Autrement  dit,  la dépendance  trouvée  permet  de  mettre prati-
quement l'article "hors-jeu",  et reporte  l'information intéressante  sur 
le  substantif  :  féminin  singulier au datif ou au  génitif,  ce  qui facili-
tera l'analyse ultérieure  (découverte  de  la dépendance  5 d  ~3). 
Avant  de  donner les diagrammes  correspondant  aux  phrases fran-
çaise,  anglaise et russe,  remarquons la méthode  d'exploitation de  la 
machine  :  elle explore la phrase  de  gauche  à  droite et détermine les 
liaisons réelles entre les mots,  en utilisant les indications du  contex-
te proche  (ordre  des mots,  fonction  des  mots,  morphologie  des mots)  et 
les indications du  contexte lointain  (dépendances  sémantiques); 
elle revient  ensuite  en  arrière,  établit une  nouvelle  struc-
ture,  plus proche  de  la logique,  et recommence  une  nouvelle  exploration. 
L'important ici est de  voir que  la machine  joue  simultanément 
sur l'ordre,  la morphologie  et la sémantique,  et que  l'analyse de  la 
phrase  ne  peut  se  faire  normalement que  si toutes les dépendances 
"sémantiques"  se  font  correctement  (exemple  de  la dépenda."YJ.ce  :  2  (ou 
mieux  2-3)  d~  7 :  in Abhangigkeit  (en  fonction  de  )  dépend  de  ZQ"YJ.ahme 
(augmentation). 
En  applicant la m~me méthode  aux  phrases  en  français,  en  russe 
et en  anglais,  on  obtient les 4  schémas  suivants  : 
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F 
A 
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Si  on  considère les 4  diagrammes  obtenus,  on  constate  : 
1  - que  la structure n'est plus linéaire,  mais qu'elle est 
cependant  semblable  pour les phrases  dans les 4 langues  inde-européennes 
utilisées. 
2- que  l'ordre des mots  importants dans  chaque  branche est le 
m~me pour les différentes langues. 
3  - que  les noeuds  sont identiques  dans  les différentes langues. 
Après  l'analyse  de  la phrase  à  traduire  commencent  les opéra-
tions  de  passage  à  la phrase  traduite.  Nous  ne les décrirons pas,  car 
les liens entre la traduction et la documentation  automatique  se  situent 
justement  à  ce .niveau  de  la structure  des  phrases. 
Pour le montrer,  nous  allons rappeler le principe  de  l'expé-
rience  de  documentation  automatique  effectuée  à  Francfort l'an dernier 
(9-12  juin  1959). 
Le  codage utilisé  (5)  employait les mots,  qui  étaient classés 
en  5 catégories distinctes  : 
- objets  - ou  entités 
- actions 
- propriétés  (modifiant  ou  précisant les objets) 
- conditions  (modifiant  ou  précisant les actions) 
- relations 
En  fait,  les relations,  tout  en  pouvant  ~tre des mots,  avaient  surtout 
pour fonction principale  de  relier les autres mots  (objets,  actions, 
propriétés,  conditions)  entre eux. 
La notion était définie  par un  "diagramme",  représentation 
d'une  "phrase-clé",  où  les objets  se  trouvaient  dans  des rectangles,  les 
propriétés et les conditions  dans  des  cercles,  les actions  à  côté  des 
flèches  en pointillé,  et les relations  à  c6té des flèches  en  trait plein. 
Dans  ces  conditions,  la phrase  précédente aurait été repré-
sentée  par le  schéma  suivant  : 
'ETJR/C;867./61  f - 303  -
-'"!  ...... , 
~~·- "  .....  .- ~--.. ,,"  ,/',/  .  \ 
l/  \  /  \ 
___ ~u-~e~t_:t~o~ _________ /  résistance ~---{ superficielle  \ 
.  .  "·'  .·  .,.,  "~._,,  _/,/  ' \\  ./ 
'  expli- ·  .... ....._  ____ ..  ,-·"'  ··..  _/ 
"" cation  en  fonction  de  ·., _______  _..,.. 
"' \  '"-..  \ 
'-..._\ 
Ï-· fréquen:::~_) 
.\u  moyen 
de 
.. ..----·-·"··- . ""'  _.... .... ---... ~ 
\\  ;·  \  / ..... - '\. 
- aÜgmëntat:Ï.on- ~-- - - ->{  profondeur  ·)~<---/  effective  \\ 
\ 
\  \  . 
\..  /  \.  ,./ 
,/  '·  .......  _/'  - --- ..  ~- ·r-~~-----)  --
pénétration · 
Si nous  ne  tenons pas  compte  de  la fonction  des  mots,  ce  dia-
gramme  est équivalent au  suivant,  qui  présente la même  structure que  la 
phrase  analysée par la machine  : 
!expli-cation  1 
'  '-""'-L.:._- ...  -1 ---·--·  -~ 
1 augmentation·  ·  1 
-~~---­
.au moyen  del 
-\··· 
-----"/:.._·  ___ ----,-~--· -----· 
1- résistance l  j___en  fonction  de  ! 
---~---_:_--­ !  fréquence  1 
augrnen ta  ti?n ·1 
. __  ___,:.._ _______ _ 
superficielle  profondeur j 
\ 
effective 1 
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Remarquons  que  le  diagramme  de  LEROY  et BRAFFORT,  fondé  sur 
des  considérations  sémantiques, n'était pas établi automatiquement,  mais 
fait par des  ~tres humains,  et que  l'expérience d'automatisation portait 
uniquement  sur le  traitement de  ces  diagrammes  par une  machine  électro-
nique. 
Ceci dit, ils représentent une  analyse plus poussée,  supposent 
une  étape  supplémen taire·:-'_de  1 1 analyse,  car les fonctions  des mots  sont 
explicitées,  ee qui  permet  de  trouver une  structure "ouverte"  qui doit 
ôtre  complétée  : 
ainsi,  pénétration  (action)  appelle  deux  objets  (sujet et complément), 
résistance  (propriété)  appelle l'objet qu'elle précise. 
Ceci  aurait  tout aussi  bien été mis  en  évidence par l'analyse 
automatique  de  la structure  :  en effet,  on  a  admis  à  priori dans la mé~ 
thode  de  la Rand  qu'un mot  ne  pouvait  dépendre  que  d'un autre mot  :  or, 
ce n'est pas le cas,  aussi bien du  point de  vue  grammatical  (en particu-
lier pour les pronoms  relatifs qui,  que,  etc.) que  du  point de  vue 
sémantique  :  les dépendances  sémantiques  constituent certainement le 
vrai  problème  de  la traduction et de  la documentation  automatiques et 
les méthodes  décrites plus haut  (Cambridge  et Rand)  ne  constituent que 
des  ébauches,  des  indications de  solutions.~~ 
Dans  ce qui  précède nous  avons voulu  simplement mettre  en  évi-
dence  la nature identique des  problèmes posés par la traduction et la 
documentation  automatique. 
Nous  n'avons  pas voulu,  par contre,  démontrer  que  la traduc-
tion  ou  la documentation  automatique  étaient réalisables actuellement, 
et encore  bien moins  qu'elles étaient réalisées actuellement. 
Des  études  très longues  seront encore nécessaires avant que 
l'on puisse discerner la direction conduisant  à  la résolution du  nroblème. 
~~De nombreuses  autres méthodes  ont  été utilisées pour traiter les 
problèmes  de  la traduction automatique;  d'autre part,  nous  avons 
volontairement simplifié les méthodes  du  "Cambridge  Language  Research 
Unit"  et de  la "Rand  éorporaüon".  Les  étudiants intéressés devront 
consulter les documents  cités dans la bibliographie  sommaire  pour 
avoir une  vue  plus  complète  sur la traduction  automatique. 
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Cependant,  par suite de  l'opinion fausse,  mais  très répandue, 
que  l'obstacle à la transmission de  l'information est uniquement  dft 
à la différence des langues utilisées,  ce  sont les problèmes  de  la 
traduction automatique· qui  ont été étudiés en  premier  à  une  très grande 
échelle  aux Etats-Unis et en U.R.s.s.  C'est pourquoi,  si cette tendance 
se  poursuit, la première  traduction  complètement  automatique  précèdera 
peut-~tre la première recherche  doc~entaire complètement  automatique; 
mais,  si ce  cas  se produit,  on  peut affirmer que  la machine  documentai-
re  suivra de  très près la machine  à  traduire. 
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Les  quatre livres cités plus haut constituent une  bonne  intro-
duction.  Pour  se  tenir av  courant des  progrès  des  travaux'  il est néces-
saire de  consulter les publications périodiques suivantes  : 
Current research and  development in scientific documentation 
(Publication bi-annuelle  de  la National. Science  Foundation) 
M.T.  Mechanical  Translation  (publié par le  M~I.T.) 
EonpoCin .ff3EIR03HaHHH  :  (Ma,n;aTeJI:&CTBo  Axa,n;eMHH  Hayx  CCCP,.Mo 0RBa) __.. 
/. ' 
Tipo6JieMEI  KK6epH.eTHRH  (  rocy,n;apCTBeHHoe  Ma,n;aTeJI:&CTBO  WH3HRO-
'  ·  ,  ·  .  MaTeMaTH-qecxoM  JlHTepaTypEI,  MOCRBa.  ) 
EUR/C/867/61  f - 308  -
LA  DoCUMENTATION  COMPLETEMENT  AUTOMATIQUE 
A.  LEaOY 
Je rappellerai d'abord-ce  que  j'entende par documentation  complète~ent 
automatique. Il s'agit d'obtenir rapidement,  grâce  à  une  machine,  une 
réponse  suffisamment  complète  (et non  pas  forcément  les documents  per-
mettant  de  répondre)  à  n'importe quelle question scientifique, 
dans  la langue  du  demandeur,  étant  entendu que  nous  ne  lui fournissons 
que  dos  pages  de  publications scientifiques (et bien sûr les él5ments 
de  la question). 
Je  rappellerai aussi que  je n'ai  pas la prétention de  dire que 
la chose  ost  fa~te; il faudra  encore  des  ann~es de  travail pour-arriver 
au but. Enfin,je ne  me  préoccuperai  pas  des  exigences pécuniaires, 
c'est-à-dire que·  j'envisagerai  ,  tout  en respectant la condition 
d'économie  maximum,  .des  moyens  extrêmement puissants  que  les 
exigences  pécuniaires  · obligeront peut-être à  ramener  à  de  plus fai-
bles proportions. 
Nous  travaillons donc  pour  l'avenir. Il y  a  lieu do  ne  pas l'ou-
blier sous  peine d'être dérouté par les idées que  je vais  émettre, 
bien· qu'elles soient ·extrêm.ement  simplifiées.  Je  terminerais toutefois 
en  indiquant ce  que  pourrait être une  première étape,  constituant déjà 
une  solution partielle du  problème  posé. 
Lecture 1 
En  premier lieu,  la machine  doit lire les textes qui lui sont 
présentés;  Je  n'exposerai  pas ici les détails techniques  des  futures 
machines  à  lire et  je  rappellerai  simplement qu'au cours  de la Confé-
rence  organisée  en  juin  19-59  par l'Unesco  sur le traitement des  informa-
tions,  plusieurs  expos5s  ont montré  que  l'on était sur la voie d'une 
solution acceptable. 
1 Analyse 
Une  fois les mots  "lus",  c'est-à-dire introduits sous  forme  de 
suite de  signaux dans  une  partie de la machine,  la phase analys.e  doit 
commencer. 
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Que  doit~être cette analyse  ?  Elle doit être la meilleure possible 
d'après le but général que  nous  nous  sommes  fixés.  Cela signifie que 
tout  le contenu scientifique des  publications doit être pris  en  compte. 
Remarquons  que  cotte idée  a  déjà été  émi<:Je  nqtammont  par le Russe 
Gutenmakker  en  1956  ( 1 J et par  1 '.fu'11éricain  Yngve  en· septembre  1959  ( 2]. 
Gutenmakker  s'exprimait  à  peu près ainsi  g  Dans  peu  de  temps,  la 
vitesse d'opération des  machines  sera telle que  l'on pourra  en un  temps 
relativement  court rechercher une  information scientifique dans  la lit-
térature scientifique de plusieurs années. 
Les  travaux pratiques  sur l'établissement dos  diagrammes  ont mon-
tré qu'il est  poss~ble de  réaliser automatiquement le passage  d'un texte 
normal  au  diagramme  équivalent grâce d'abord à  une  analyse  syntaxique 
automatique  dont  :M.  Lecerf a  exposé  les principes,  puis  à  des consignes 
et un dictionnaire. 
Polysémie-synonymie 
Néanmoins  cela ne  sera pas  toujours aussi  simple.  Nous  savons  en 
effet qu'il faut  tenir compte  des  problèmes  de  polysémie et de  synonymie. 
Nous  avons  eu l'occasion de  dire qu'ils étaient résolus  à  part~r des 
considérati ns  do  contexte.  En  effet,  si à  la place  de  chaque  mot  on  con-
sidère  son  contexte,  on  obtient autant  de"notion:\ 11qu' il y  a  de  contextes 
différents.  Par contre,  des  contextes  identiques ne  désignent qu'  'Un3 seule 
notionmême  si celle-ci possède  ordinairement plusieurs  formes  écrites, 
Il faut  donc  un  dictionnaire qui  donne  tous  les oontGxtes  possibles;  on 
voit le vague  de  cette assertion;  qu'est-ce exactement  que  le contexte 
en question  ?  Comment  peut-ori.  être sûr d'avoir  tous  les contextes pos-
sibles ? 
Diagramme  général 
LG  diat,-Tamme  général  dont il a  déjà été question permet  de  répon-
dre.  En  effet,  puisqu'il contient l'ensemble  des  contenus  scientifiques, 
il contient l'ensemble  des  contextes interessantset1en définitive,  l'en-
semble  des définitions.  C'est donc  le meilleür dictionnaire qui  soit, 
c'est un dictionnaire continuellement mis  à  jour. 
(3) 0 
Que  sont  en  effet les définitions  ? 
Il y  en  a  plusieurs types qui  ont  été mis  en  évidence  par M.M.  Prat-"--
Nous  lui emprunteronsd'aillcurs les  exemples  qui  suivent  : 
La  définition spécifique  ex.  L'hexagone  est un  polygone qui  a 
six côtés:-------------------:---
~~-~~f~!:!~!!~!:!-~~!:!~!:!9.!::-~  ex.  Le  triangle,  le losange,  le  trapèze~ 
l'hexagone  sont  des  polygones. 
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~~-~~f!~!~!~~-~~~~~!E!!!~~~~-!i~~;~i!~ ex.  "L 1hypothénuse  est, 
dans  un  triangle-rectangle,  le coté oppose  à  l'angle droit. 
~~-~~!!~!!!~~-~~~!!!!~associe à  co  que  l'on veut définir un  passé, 
une origine,  une  histoire,  une  fabrication  on  un  mot  :  une  genèse. 
La  définition destinative  S'il s'agit d'un objet,  la définition 
destinative-indiqüë-pir-ex8mpï8-les  transformations auxquelles il se 
prête,  les emplois  qu'on peut  en  faire,  la façon  dont il change  avec  le 
temps. 
~~-~~f!~i!!~~-~~~i!~!~~!~-~~-~l~~~l~!~~~  ex.  harpiste = personne 
qui  joue  de  la harpe. 
etc.  (M.  Prot  en  distingue 9 sortes) 
Considérons  maintenant ce qui  se  trouve  en  face  du  mot  benzine 
dans  un  dictionnaire ordinaire  : 
liquide volatif,  incolore,  aromatique9  extrait des  goudrons  de 
houille,  employé  pour  détacher les étoffes et comme  carburant. 
On  reconnaît 
élémentaires 
dans  cette définition complexe  une  succession de  définitions 
spécifique,  génitive,  destinative 
-~  i . .  t  1 
liquidS  extrait  ut!lisé 
volatil  de  pour 
Et finalement,  si l'on envisage  tous  les  types  de  définitions 
possibles,  on arrive à  tout  ce qui  peut  être dit sur un mot  donc  au 
diagramme  général qui  est ainsi le meilleur des  dictionnaires possibles. 
Supposons  donc  le diagramme  général  dans  un  état suffisant d'avan-
cement  (on  peut  envisager qu'une  première étape sera manuelle,  puis 
qu'une deuxième  sera semi-automatique  introduisant une  aide par le jeu 
de  bons  dictionnaires existants que  l'on incorporera dans  la machine) 
pour qu'on puisse considérer que  la plupart  des  mots  qui y  figurent  y 
possèdent une partie suffisante des  définitions connues  au moment  de 
l'expérience. 
La  machine  continue  de  lire les mots  des  textes qui lui sont 
présentés  et se reporte au  diagramme  général  pour  savoir quel  est le 
sens v5ritable de  chaque  mot  lu,  en  comparant  le èontexte de  ces mots 
avec  celui du  mot  correspondant  dans  le diagramme  général.  La  machine 
est donc  capable de  distinguer  entre les formes  qui,  étant  identiques, 
expriment  des  choses d.ifférentes.  Comment  peut-elle alors résoudre le 
seccnd problème,  celui de  la synonymie  ?  Ici,  des  formes  différentes 
expriment la môme  chose.  Sur  le diagramme  général,  cela peut par exemple 
·' ~  1 .....  .•  ·  ·  ·  ,.,n't~'l'ldu) ~ 
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se représenter de la manière  suivante  (en simplifiant,  bien  entendu) 
ABC ote •••  sont  par  exemple  des  "actions", 
Les  carrés représentent  des  "objets". 
Les  expressions x  et y  apparaissent  en  première  approximation 
synonymes  à  90%. 
N'attribuons  pas  à  ce  chiffre plus  de  signification qu'il n'en a. 
Reconnaissons  du  moins  qu'il est une  indication sur la parenté  des  deuxnotions 
.La  difficulté est évidemment  ae  trouv<ilr  le "seuil"  à  partir duquel 
ils peuvent  être déclarés  synonymes.  De  plus,  il peut  se faire que  l'une 
des  deux  expressions  à  comparer,  bien que  possédant le même  sens  que 
l'autre,  ne  soit pas  aussi  souvent  employée;  son contexte général  est 
alors moins  fourni. 
Mais  remarquons  encore  que  même  si la machine  "juge"  que  deux 
expressions  ne  sont pas  suffisamment  synonymes  pour  pouvoir  être confon-
dues,  rion ne  risque d'être perdu au moment  de  la sélection puisque, 
suivant lo principe déjà oxposé,  la machine  fournit  d'abord la réponse 
correspondant  directement  à  la question  (au point  de  vue  de  la forme) 
mais  aussi  dos  indications sur la possibilité  de  rechercher  des  notions 
voisines et  en  tout  premier lieu los notions présentant un  certain degré 
de  synonymité  avec  celles qui  figurent  dans  la question. 
Le  diagrammo  gên5ral  pourra  donc  se  compléter  automatique~ent 
et le diagramme  de  chaque  phrase  se  construire de  la même  façon  à  partir 
du  diagramme  général  dans  les normes  voulues,  à  .condition que  l'on ait 
donné  dos  consignes  générales  pour  l'adoption de  la forme  qui sert à 
exprimer la signification commune  aux  synonymes. • 
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Superposition 
Les  diagrammes  correspondant  à  chaque phrase ne  sont  pas  tous in-
dépendants,  il faut réaliser leur superposition.  Pour  pouvoir  superposer 
deux  diagrammes  0lémentaires,  il faut  que  lton soit sûr que  les expressions 
que  l'on confond soient exactement les mêmes;  il faut  donc  là (moore  con-
sidérer le contexte) 
Il peut  se faire aussi que  des liaisons hiérarchiques puissent 
s'établir; c'est un  peu ce  quo  l'on demandait  de  faire avec  les phrases 
de  chimie  dans  lesquelles figuraient les mots  alcools et monoalcools. 
Il y  avait  évidemment  une  relation d'appartenance qui apparaissait 
monoalcools 
Or  cette relation n'était pas  construite automatiquement  à  partir 
des  tableaux correspondant  aux phrases  proposées,  pour  la simple raison 
qu'il n'y a  pas  lieu de  le faire.  En  effet, il est bien  improbable que 
dans  l'ensemble  dos  publications déjà analyséesonrlait pas  signifié cette 
liaison;  par  exemple;  los alcools  comprennent  les monoalcools  etc ••• 
Enfin n'oublions  pas  que  nous  pouvons  à  tout  moment  renseigner nous-
mêmes  la machine  en lui communiquant  tout cc  dont  nous  sommes  sûrs. 
Halo  sémantique 
Le  diagramme  gén3ral  permet  donc  de  faire  beaucoup  de  choses. 
Peut-il allor loin dans  cette direction et,  en particulier,  peut-il per-
mettre  de  franchir l'obstacle du halo  sémantique  dont  M.  Gardin  a  parlé ? 
Et  pourquoi  pas  ?  Pourquoi la machine  ne  pourrait-elle pas  "ap-
prendre"  que  lG  fait  d'emmurer  un architecte constitue  dans  certaines 
Cünditions,  et  seulement  dans  cos  conditions,  une  condamnation  à  mort  ? 
Pourquoi  no  pourrait-elle pas  apprendre qu'il intervient alors la notion 
de  responsabilité professionnelle? Il suffit pour  cela que  des  textes 
aient existé,qui aient  indiqué  ces relations de  dépendance  entre  emmurage 
et condamnation  à  mort  et entre accident  provoquant la mott  et l'cmmurage 
'-"···  -~  ct responsabilité professionnelle. 
Enfin,  remarquons  encore  une  fois  que  la questicn ne  se  pose  pas 
pour  nous  de  la même  façon  que  pour  M.  Gardin.  Nous  nous  intéressons  à 
des  collections  de  millions  de  documents  et nous  ne  demandons  absolument 
pas que  tous  les documents  traitant de  l'écroulement d'un palais etc  ••• 
(pour  nous il s'agirait plutôt de  l'explosion d'un réacteur)  apparaissent 
toutes les fois  que  l'on s'intéresse à  la notionrde responsabilité pro-
fessionnelle.  Et  ccci,  m8me  dans  le  cas  où  nous  désirons voir sortir des 
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documents  non  pas une  réponse directe.  En  tout premier lieu ne  doivent 
sortir que  les documents  traitant de  celle-ci sur un  plan général; il 
est d'ailleurs probable que  de  très nombreux  documents  sortiront déjà. 
Et c'est seulement si cela n'est pas satisfaisant que  nous  pourrons  con-
sulter la liste des  indications fournies  par la machine,  ex  :  des  docu-
ments  pourront  vous  ~tre fournis qui  correspondent  à  des  notions voisines, 
notions partiellement synonymes  d'abord telles que:  ••••• puis hi.érar-
chiques ••••••  puis latérales etc ••• 
Disposition en  machine 
Bien entendu l'obstacle que  l'on peut voir à  la réalisation de. 
telles considérations c'est qu'e~les font  intericnir un  trop grand nom-
bre d'éléments.  Nous  avuns  jusqu'ici supposé qu'il n'y avait aucune 
limite matérielle,  ce qui est une  considération évidemment  erronée. 
Mais  n'oublions  pas  que  nous  oeuvrons  peur l'avenir et que  si nous  lais-
sons  de  côté les questions  pécunia~re$  ~ion no  s'oppose  à  ce que  nous 
fassions  intervenir des  mémoires  de  très grande  capacité et des  éléments 
logiques  opérant  à  une  très grande vitesse. 
La  seule question que nous nous  posons  est donc  de  savoir comment 
un  tel diagramme  peut être introduit en  machine. 
Considérons  donc  un  morceau  de  diagramme~ 
Exemple  de  représentation machine  (1) 
Notions  classées par 
ordre alphabétique 
0 
Numéros  des  documents 
+  Numéros  des  phrases 
17888-4 
173739  - 1 
Actions  ou 
Relations liées 
à  0 
E1 
E2 
Action  1 
etc ••. 
Notion située à 
l'autre extrêmité 
do  l'action ou de 
la relation 
objet  1  -J 





!  1 
(l)Le  nombre  de  colonnes pourrait être réduit  facilement  à  deux  seulement,une 
colonne  contenant  to~tes les informations classées ici en  4  colonnes,  et 
l'autre servant seulement  à  indiquer  dans  quelle  colonne  du  système  représenté 
ici se  trouverait  une  information  donnée. 
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Modification du  diagramme  général 
Le  u.J.agramme  genéral est cont.mueJ.J.emen-t  modifié,  soit parce 
qu'il est complété,  soit parce  que  des  informations nouvellas annulent 
des renseignements  enregistrés antérieurement;  avant  de  rendre cette 
annulation effective, il faudra  en attendre la confirmation - De  toute 
façon,  les renseignements  périmas  devront  être conservés  à  part,  ne 
serait-ce que  pour pouvoir  répondre  aux questions  concernant les histo-
riques. 
Cas  ou la phrase  introduite est incorrecte  : 
C'est  un  peu  le  cas  pour la première  phrase  des  travaux pratiques 
Le  bleu,  le rouge,  le vert sont trois couleurs  fondamentales  dont  le 
mélange  fournit  pratiquement  l'ensemble  des  couleurs possibles. 
Il est certain qu'il manque  une  précision à  propos  du  mélange. 
Mais  si cette phrase apparait  dans  un  texte,  elle doit être portée  dans 
le diagramme  général et c'est celui-ci qui  permet  de  voir que  le mélange 
en  question se fait de  telle  et telle  façons,  parce que  cela a  déjà 
été écrit auparavant.  Au  cas  où une  telle phrase concernerait  une  décou-
verte,  le diagramme  général s'en enrichirait  jusqu'à ce  que  le contraire 
soit prouvé  ou qu'elle soit modifiée. 
Degré  de  nouveauté  d'un texte 
Lorsque  le diagramme  général  sera suffisamment  développé, 
certaines parties des  textes  qui  seront présentés  à  la machine  s'avère-
rent figurer  déjà dans  le diagramme,  d11  moins  quant au contenu réelle-
ment  exprimé.  A la limite,  certains textes apparaîtront  comme  n'apportant 
rien de  nouveau;  ils auront  déjà été "écrits"  dans  diverses publications; 
ils n'apporteront alors qu'une  confirmation. 
Synthèses 
On  voit apparaître la notion  de  synthèse qu'il est ainsi pos-
sible de  réaliser à  l'aide d'une  telle machine.  Pour r6aliser une  syn-
thèse  dans  un  domaine  donné il suffit qu'elle fournisse  la partie du 
diagramme  général qui  corr0spond au  domaine  en question.  Nous  pouvons 
même  dire qu'elle est capable d'opérer des  déductions. 
En  effet,  prenons  l'exemple de  déduction par  déplacement 
hiérarchique  simple;  même  si cela n'est dit dans  aucun  texte,  il est 
facile  de  faire  apprendre  à  la machine  qu'un objet appartenant  à  une 
certaine classe  possède  toutes les propriétés  de  la classe.  Ex  :  un 
triangle isocèle  possède  les propriétés générales  des  triangles,  par 
exemple  la propriété d'avoir trois côtés. 
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En  fait la machine  effectuait déjà une  opération analogue à 
une  déduction lorsqu'elle était capable de  résoudre les problèmes  de  poly-
sémie  et de  synonymie,  de  réaliser la superposition des  diagrammes  et 
d'établir des  liens hiérarchiques. 
Cas  des  textes avec  figures 
Il peut  se faire que  certains dessins ou diagrammes  qui•  figu-
rent dans  les textes doivent être transcrits sous  peine de  perdre une 
partie de  l'information.  Sans  doute,  des  méthodes utilisées par M.  Gardin 
pour les ornements abstraits par exemple  pourront-elles alors être d'un 
grand secours. 
Sélection 1 ... 
Elle se fait par  comparaison,  c'est-à-dire que les  éléments  de  la 
question posée  sont  comparés  avec  le contenu  de  la mémoire.Et  comme  nous 
nous  servons ici. d'un appareil électronique qui est  supposé  capable  de 
suivre rapidement  nlimporte  quel"circuit"à l'intérieur du  diagramme 
général, il ost possible de  prévoir des  schémas  aussi  complexes  qu'on 
le veut. 
Reprenons  notre exemple  du  diagramme  général 
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.  Nous  savons maintenant que la représentation en  machine  peut 
par  exemple  être la suivante  : 
1 









chimique  i 
'  '  etc •••  l 
i 
B.  1  E2 
1 
B.  Traiter.1ent 
B.  Fluoration 
! 
D.  \ Ztude 
D.  E2 
D.  E2 
A.  1 E2 
A.  1 Prospection 
A.  !  Etude 
i 
1 
C. l  Traitement 
c.  E2 
c.  E2 
B.  E2 
1 





chimique  2 
Comment  se fait la sélection ? 












1  1 








Questicn demandant  une  réponse  en  documents  :  Quels  sont les documents 
qui  se rapportent  aux  traitements chimiques  des minerais  d'uranium et 
de  thoriul:l  ? 
Diagramme  de  la question 
Traitement  chimique 
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. représentation machine 
]  .  1vhnerais 
1  !  1 
Traitement  chimique  2  1 
,  2  Uranium  J.!J 
1 
E  2 
1 
Thorium 
'  ______  ... _,.} 
1 





Thorium  E  1  Minerais  ! 
l 
Comparaison  on voit que  dans.le  diagramne  général  on  a 
l 
Minerais  G.  j. 
~: 1 
Traitement  chimique  2 
E  2 
E  2 
Uranium 
Thorium 
Les  deux  autres  conditions figureraient  également si la repré-
sentaticn machine était complète  et une  simple  comparaison  montre  que  le 
document  C répond  à  la question. 
De  plus9  des  indications  suppLimentairos  sont  données  grâce  à 
la relation E  1  qui  permet  de renvoyer  aux minerais  d'uranium,  montrant 
que si les documents  fournis  ne  suffisent pas,  i1 est possible d'obtenir 
également  des  docum0nts· se rapportant au.traitement  des  minerais  d'uranium 
en gSn0ral. 
'  i 
Minerais  '  D  E  1  I1inerais 
j 
i.  1 





Minerais  D  E  2  Uranium 
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Il y  a  aussi des  indications montrant qu'il est également  pos-
sible de  répondre  à  la question posée  à  l'aide du groupement  de  plusieurs 
documents. 
Considérons  par  exemple  la question suivante  : 
Quels  sont  les documents  se rapportant  à  la prospection  de  minerais 





___________  ____,  minerais  ~ 
Minerais  Prospection 2 
Traitement  chimique  2 
Fluoration 2 
Traiteoent  E2  chimique 
Comparaison  On  voit que  l'on trouve 
Minerais  B.  1 Traitement  chimique 
B.  Fluoration 2 
A.  Prospection  2 












(1)  C.  ne  figure  pas,  car il ne s'agit pas  des  mêmes  minerais. 
On  voit que  (A  +  B)  répond  à  la question 
A concerne  la prospection des  minerais 
B concerne  le traitement chimique  de  ces mêmes  minerais  et notamment 
par fluoration. 
Dans  l'autre catégorie de  minerais,  on  ne  trouve  pas les indi-
cations nécessaires. 
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Questicn  demandant  une  réponse  directe 
ex,;  Comment  s'effectuent los· traitements  chir.liques  des  mine-
rais d'uranium et  de  thorium  ? 
traitement  chimique 
uraniun  thorium 
La  partie du diagramme  général  que  nous  avons n'est pas  assez 
complète.  Le  véritable diagramr:te  général permettrait  de  répondre  à  la 
question par la considération  des  relations d'ordre E  et M par  exemple  : 
uranium 
Le  traitement  chi-~------~ 
mique  des  minerais  ~ 
d'uranium et de 
thoriUL1  s 1 effectue au 
moyen  do  (h)  telle action 
sur tel objet,  action qui 
a  pour résultat  (R)  telle 
transformation etc ••• 
Traduction automatique  i 
thorium 
traitement  chimi ue 
_..__ ___ 
~ 
Il semble  donc  que  la machine  que  nous  avens  conçue  est mainte-
nant  capable  de  lire les documents,  de  les analyser  et  de  répondre  à 
n'inporte quelle question scientifique.  Mais  nous  n'avons  raisonné  que 
sur une  seule  langue naturelle.  Or,  notre but  ost de  répondre  dans la 
langue  du  demandeur.  D'autre part,  pour  ne  pas  perdre  d'information, 
pour  pouvoir  r6pondre réellement  à  n'impo:rte  quelle question scientifi-
que,  il faut  travailler sur· l'ensenble  des  publications scientifiques 
qui  sont  écrites dans  un  grand nombre  de  langues. 
Il est bien  évident  que  tous les langages  doivent  donner  lieuJIIIIIIII"' 
au trai  ten8nt  que  nous  avons  considéré. jusqu  1 ici comme  s 1 appliquant  à.? 
l'analyse des  textes français. 
On  partira du  principe que  les  choses  que  1 1 on·.veut  exprimer 
dans  los  langages  qui  nous  intaressent  sont  les mômes. 
EUR/C/867/61  f - 320  -
Rappelons-nous  maintenant que  les diagrammes  sont censés repré-
senter la signification réelle des  textes et ne  pas  tenir compte  de  la 
forme  signifiante.  Sans  doute il :peut  se faire qu'une disposition parti-
culière  à  une  langue  donnée  semble  s'opposer à  cette conception;  mais  ce 
n'est,  la plupart du  temps,  qu'une  apparence.  En  allemand par  exemple 
on  aura  tendance  à  grouper  des  mots  plus souvent qu'en français;  cela 
donne  lieu à  la représentation suivante  : 
disposition française  : 
disposition allemande 
\ 
Mais  un  programme  de  décomposition fera appara1tre la môme 
structure que  pour le français. 
0 
On  voit ainsi que  le degré  de  décomposition nécessaire pour 
cha  ..  .~. ua  langue sera fixé  par la co_nsidération des  exigences  de  1'  ensemble 
des  autres  langues. 
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Le  langage  des  diagrammes  apparaît ainsi comme  un  langage pou-
vant  jouer le rôle de  langage  intermédiair~ dans  la nhRse  traduction. 
En  réàl~to,  pour que  nous  pu~ssions  par.lt~I"  d'un langage  l.ntermed~aJ..t·e, 
il faut  encore  que  nous  indiquions  à  quel  moment  il y  a  équivalence entre 
deux  diagrammes  correspondant  à  deux langues  différentes. 
Le  gros travail qui a  été effectué lors  de  l'analyse nous  per-
met  donc  d'atteindre une  partie de  notre but. Il n'y a  bien sûr pas lieu 
de  se dire quo  toutes  les difficultés sont résolues?  il s'en faut  de 
beaucoup,  ne  serait-ce que  parce  que  la réalisation de  l'analyse automa-
tique  elle-même  demandera  encore  de  gros  efforts. Néanmoins  la direction 
somb~e proraetteuse. 
Passag-e  à  une  forme  littéraire 
---=-P-=r-=o..~~j...::e;..;t;;...· -·  ~  Appa~e  il IEf---=I;...__-1_€ cc tro' , 
1  .... 
1~ 




l  .J, 
Réacteur  J~<-___;;E;;..__-1 barre IK~::~--I---+('  de :\ 
_  _  ~ntrô~ 
Il est  entendu qu'il faut  en réalité considérer la forme  équivalente  en 
machine. 
Convenons 
1.  de  rerJplacer Epar la préposition "de" 
b~rre de  réacteur 
position de  barre 
2.  de  lier directement un  objet et une  propriété reliés par I 
appareil électromagnétique 
barro  "de  contrôle" 
3.  de  traduire une  action suivant un objet par le pronom  "qui"  SUl.VJ.  de 
l'action (rappelons le cas  des  transformations  linguistiques). 
On  obtient  : 
Projet appareil  électromagnétique qui mesure  position de  barre  d 
contrôle de réacteur. 
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Cette  phrase  .  est assez proche d'un français correct; il  n'T 
manque  guère que  les articles. Il est facile d'imaginer des procédés ana-
logues  pour  les autres langues.  Là encore il est tout à  fait possible 
de  raffiner la méthode,  mime  avec  des ·moyens  relativement simple.s. 
Conclusion 1 
On  se rend bien compte qu'il faudra  des  années  ~our mener  à 
bien wt.e.  t•lle .en tr•put~  <\' a.uta.nt  Jl'W.S  qq.e  llOUM  ~a' u  avo•• 4-ol.l.né  ~u.e 
les liS'le• g4néralaa,  ~t pend81lt  ce  temp$  d.ee  aystèm.ee  4.\\  senre  de  eelu1 
que  M.  OarcU:.ft  a  détaJ.lltl ,et qu.i  40M9flt  Péellemet\11  aa.tidMtioa leraq;ue 
les collections de  documents  ~e sont pas  trop élevées,  e«ront lea seuls 
utilisables. Cela ae  v~t pas  dire ,ue •otre •Tstàle ~'est pas réaliea• 
ble,  bien au contraire.  Nous  dirons  même  qu'il est possible 4e  oonoevo1» 
assez rapidement un  système  basé sur le même  principe,  mais  mettant en 
jeu des  moyens  beaucoup  moins  importants.  Une  des difficultés qu'il faut 
combattre pour cela relève de  l'énorme capacité de  mémoire  nécessaire. 
Une  manière radicale de  réduire nos  exigences  sur ce point c'est de  réa-
liser des  résumés  au lieu de  stocker les textes entiers dans  la mémoire. 
Bien  entendu,  il faut que  cette réalisation soit automatique et nous  en 
dirons quelques mots. 
Résumé  automatique 
Nous  savons déjà,  par MM.Pietsch  et de  Grolier,  que  l'Américain 
H.P.  Luhn  a  pu  faire établir des  résumés  automatiquement  en  faisant re-
pérer par une  machine  les phrases présentant les mots  statistiquement 
les plus fréquents,  et en  faisant réunir ces phrases  en  un  auto-résumé. 
Nous  savons aussi que  ce procédé  est imparfait et cela se  comprend  car 
il est difficile de  penser que  les phrases existant dans  le texte soient 
réellement les plus significatives que  l'on puisse construire. 
Cherchons  donc  à  améliorer le procédé  en nous  aidant du  dia-
gramme  associé au  texte et  en  supposant que  ce  diagramme  ait pu  être 
construit automatiquement 
Par un  procédé  du  genre  de  celui de  H.P.  Luhn,  il est facile 
d'obtenir les  termes  les plus significatifs et de  les marquer  en  tant 
que  tels sur le diagramme  - (Ici,  nous  les marquerons  d'une  croix) 
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Convenons  maintenant  de  "sortir" du diagrammG  les notions les 
plus significatives  accompagnées  de  leur voisinage  immédiat  (par  exemple, 
s'il s'agit d'un objet,  devront  être dégagées,  en  plus  de  celui-ci,  les 
propriétés qui  y  sont directement associées,  et les actions qui  en partent 
ou qui y  aboutissent,  accompagnées  de  leurs qualificatifs et de  l'objet 
se trouvant  à  l'autre extrêmité). 
Il y  a  tout lieu de  penser  que  les phrases ainsi construites 
seraient réellement les plus significatives et qu'elles n'existeraient 
pas  forcément  dans  le texte initial. 
Mais  nous  avons  supposé  au départ que  le diagramme  avait 
être construit automatiquement;  or le diagramme  général,  indisp 
pour  cette construction,  ne  serait. plus  lui-même  qu'un  "diagramme 
du véritable diagramme  général.  Au  moment  de  l'analyse,  la machine 
alors appel  plus  souvent  à  l'homme  pour  l'aider dans  son travail, 
ment  à  chal.J.ue  fois qu'elle trouverait un  "contexte"  ne  se  trouvant 
encore  en mémoire. 
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La  doc~entation deviendrait ainsi moins  automatique,  et la 
sélection moins  complète;  mais  on  se  rend bien compte  que,  m~me dans  • 
ces  conditions,  une  tolle machine  présenterait encore  des  qualités ines-
timables. Il est donc  tout  à  fait raisonnable d'on envisager la construc-
tion,  d'autant plus quo  rien n'empôche  de  l'améliorer continuellement 
au fur ct à  nosure  dos  progrès  techniques. 
Cette machine  pourra d'ailleurs être considérée  comme  le pro-
totype  de  nachinos  spécialisées dans  un  domaine  scientifique donné,  et 
qui  pourraient  convenir  à  de  grandes  institutions nationales,  machines 
qui pourraient  do  plus être connectées  à  une  machine  générale,  ou entre 
elles,  pour le cas  où  elles ne  suffiraient pas  à  répondre  à  des questions 
qui sortiraient do  leur  domaine  propre. 
(1)  Gutenmakker  L,I. 
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CONCLUSION  GENERALE 
par P.  BRAFFORT 
Je  voudrais maintenant  dessiner  à  grands traits les perspectives 
qui  s'offrent  à  nous.  Ces  perspectives s'insèrent  naturellement  dans 
l'automatisation progressive  des  fonctions  documentaires,  telle  que  M. 
Leroy l'a définie.  En  analysant  d'une  façon  complètement  automatique  les 
documents  divers  que  rédigent  les auteurs  de  rapports  scientifiques et 
techniques,  nous  maitrisons  complètement  les connaissances  élaborées 
par  l'homme  et rédigées  sous  forme  de  textes écrits.  Il sera évidemment 
très important  de  pouvoir manipuler  cette masse  qui  devient  de  plus  en 
plus  considérable  avec  la certitude  de  ne  rien laisser  échapper,  puis-
que  toutes les possibilités seront  examinées par un  système  automatique 
et  ceci  avec  une  preclsion plus  ou  moins  grande  suivant le niveau  de 
la population  documentaire  à  examiner. 
Hais  nous  pouvons  déjà aller plus loin et  apercevoir  dans 
l'évolution  de  notre  propre  langage  quelques  indications sur  ce  que 
pourrait  être  demain.  Nous  ressentons tous  que  le langage  de  la vie 
quotidienne  et,  en particulier, le langage  écrit est  en train d'évoluer 
très considérablement.  En  fait,  avec  l'apparition du  téléphone,  de  la 
radio,  la quantité  de  langage  écrit effectivement utilisé  diminue  rela-
tivement.  Bien plus,  le langage  écrit  change  d'allure; il suffit  d'ou-
vrir les yeux  pour  voir  que  le  langage  linéaire,  les suites  de  mots, 
font  place  peu  à  peu  aux  graphiques,  aux  diagrammes.  C'est ainsi qu'on 
nous  indique  par  un  simple  schéma qu'il ost interdit  de  tourner  à  gau-
che;  rédigée  on toutes lettres,  cette interdiction demanderait  beaucoup 
trop  de  temps  pour  être  comprise,  que  ne  permet  la vitesse  de  nos  véhi-
cules. 
Nous  revenons  ainsi à  une  forme  nouvelle  de  hiéroglyphes 
qui n'est plus  purement  symbolique,  mais  pictographique· •  Toute fois, 
au lieu  d~être  comme  les pictographies primitives un  simple  dessin yes 
apparences  des  choses,  nos  pictogrammes  actuels  ne  calquent  pas les 
apparences  mais les structures.  Nous  nous  efforçons instinctivement  • 
créer  un  langage  écrit qui  soit  analogique  quant  aux  structures.  Et 
déjà,  ce  travail  que  la société  effectue  spontanément,  pour  des  rnisons 
d'économie  de  pensée,  se  poursuivra parallèlement  avec  un  autre  effort 
qui  déjà  va plus loin,  au  delà  de  ce  langage  idéographique. 
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Car  on  peut  imaginer  que  l'étape  dans  laquelle  on rédige 
des  documents  scientifiques après avoir  fait  des  expériences sur la 
nature  peut  un  jour  disparaître.  On  peut  envisager  que  le  dialogue  en-
tre l'homme  et la nature  puisse  se  faire,  dans  un  symbolisme  imposé 
par la nature  elle-même.  On  peut  envisager  d'écouter la nature  "généti-
cienne"  en utilisant le langage  des  chromosomes,  en  considérant le  sys-
tème  des  gênes  comme  un  système  symbolique  (il y  a  déjà  quelques tra-
vaux  dans  ce  domaine).  On  peut  écouter la nature  "astrophysicienne"  en 
utilisant le  langage  des  spectres,  etc ..  o 
Dans  nos  centres nucléaires,  à  côté  des  grands  appareils  de 
physique  que  sont  les accélérateurs  de  particules,  on  voit  des  appareils 
de  mesure  qui  ne  sont  pas  directement  lus par les  hommes,  mais  suivis 
eux-mêmes  de  systèrres  électroniques  qui  classent les informations  et  se 
livrent  à  une  certaine interprétation.  Vous  savez  que  pour  dépouiller 
les clichés  de  chambres  à  bulles qui  se  trouvent  près  des  grands  appa-
reils de  physique  on  a  maintenant  des  machines  électroniques qui  ob-
servent  automatiquement  les clichés et  qui  suivent les traces laissées 
par  les particules ionisantes  dans  l'émulsion photographique,  qui  comp~ 
tent  ces particules ionisantes etc •..  et  on est proche  du  jour  où les 
calculateurs branchés  sur  ces  appareils  de  lecture  feront  des  calculs 
de  courbures  de  trajectoires et  où la machine  pourra dire,  sans inter-
vention  de  l'individu humain  :  "voici un  évènement  qui n'est pas inter-
prétable  à  l'aide des particules déjà  connues!" 
Ceci n'est  pas  un  avenir  extrêmement  lointain,  mais  un  ave-
nir  de  quelques  années  ou  dizaines  d'années.  Plus loin encore,  nous 
apercevons la possibilité  de  construire  des  systèmes  de  décision  com-
plexes  qui mettent la nature  à  la question et  qui  interprètent  dans  un 
langage  interne les réponses  que  la nature  donne  à  ces  questions,  pour 
en  déduire,· dans  un  langage  accessible  à  1 1 homme,  quelles  décisions il 
faut  prendre,  quelles  nouvelles  expériences  entreprendre,  quelles  nou-
velles  conceptions  élaborer. 
Nous  avons  nous-mêmes  en  cours  de  réalisation un ·pr.Ôjet 
que  nous  appellons  ETNA  :  c'est l'Expérience  d'un Théoricien Nucléaire 
Automatique.  Quel  est l'objet  de  cette  expérience  ?  Il s'agit  d'accumu-
ler d'un  côté les  données  expérimentales relatives à  la physique  des 
noyaux  légers et  moyens,  d'autre  part  les formes  théoriques  de  la 
théorie  nucléaire  des  couches,et  comparer les résultats expérimentaux 
avec  les déductions tirées de  la théorie,  de  façon  à  voir,  dans  un pre-
mier  stade,  jusqu'à quel  domaine  s'applique  exactement  la théorie  des 
couches.  Il s'agit  de  tester  une  théorie par  des  faits,  résoudre  les 
équations  qui  nous  sont  proposées  dans la théorie  des  couches  et  compa-
rer avec  l'expérience,  et  ceci  d'une  façon  entièrement  mécanisée.  Mais 
notre  intention est d'aller plus loin,  de  munir  le  système  en  question 
d'une  boucle  de  contre-réaction supplémentaire,  de  façon  à  permettre 
àu  système  automatique  constatant  que  la théorie  des  couches  ne  s'ap-
plique  plus  à  partir d'un  certain domaine,  de  corriger le  système  formel 
d'estiné· à· décrire les résultats expérii:lentaux et .de  créer  un  autre  langage. 
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théorique  avec  un critère d'optimalité  pour  l'adéquation  du  système 
forr:.1el  et  des  faits  expérimentaux.  Les  études  que  nous  avons  déjà fai-
tes  nous  montrent  que  de  tels efforts  ne  peuvent  @trc  poursuivis  qu'avec 
un matériel  de  calcul automatique  extrêmement  puissant,  et  ce  n'est 
donc  pas  avant  un  ou  deux  ans  que  nous  pourrons  effectivement réaliser 
sur machine  de  telles expériences.  Bien entendu  ces recherches  aux 
perspectives lointaines sont  poursuivies  côte  à  côte  avec  des  travaux 
beaucoup  plus terre-à-terre et  qui  donnent  un plein emploi  à  notre 
matériel  de  calcul  électronique  :  calculs  de  réacteurs,  calculs  de 
grandes  installations chimiques,  justifiant l'utilisation de  ces machi-
nes  du  point  de  vue  financier. 
C'est  dire  que  nos  ambitions,  pour  grandes  qu'elles soient, 
s'accompagnent  du  souci  de  garder le contact  avec  des  réalisations im-
médiates.  Ceci  me  permet  de  revenir  enfin sur  ces précautions,  qui  ne 
sont  pas  seulement  des  précautions  de  langage,  sur lesquelles nous 
avons  insisté à  plusieurs reprises  au  cours  de  ces leçons.  Encore  une 
fois  ce  s8minaire  n'a pas  été  conçu  comme  un  ensemble  de  dogmes  que 
nous  distribuons  ex  cathédra.  Ce  n'est pas  du  tout la bonne  parole  que 
nous  voulons  déverser  à  notre  auditoire,  c'est  seulement  un  dialogue 
que  nous  voulons  entamer  en indiquant  quelles  sont  nos méthodes  de 
travail et  nos  perspectives et  en  nous  efforçant  d'obtenir  de  partout 
les sugGestions, les nouvelles idées,  les nouvelles  voies  à  développer 
aussi.  Et  dès  maintenant  je  crois  que  vous  êtes tous persuadés  que  ces 
nouvelles  voies  sont  réellement  diverses  et  doivent  le  demeurer. 
1u'il n'y  a  pas  qu'une  solution,  mais  tout  un arc-en-ciel 
de  solutions qui  correspond à  l'arc-en-ciel des  situations  en  ce  qui 
concerne  l'information scientifique.  Mais  nous  pensons qu'il y  a  une 
possibilité  d'unifier toutes  ces études partielles et  que  l'informa-
tion scientifique  entièrement  automatique  est  un  espoir  qui  est réali-
sable  dans  quelques  années,  que  la fusion  du  calcul  numérique  et  du 
traitement  des  informations  non  numériques  se  fera  comme  le laisse pré-
voir le  développement  du  calcul littéral automatique  (quelques  travaux, 
notamment  aux  Etats-Unis,  sont  déjà  fort  avancés  dans  ce  domaine). 
Nous  pensons  aussi  que  les systèmes  de  mécanisation partielle  ou  à 
petite échelle,  qu'il est  indispensable  de  continuer  de  développer  et 
à  étudier  pour  nos  laboratoires,  pour  nos  institutions d'importance 
moyenne,  peuvent  être intégrés,  peuvent  être rendu  compatibles  et  co-
hérents  avec  un  système  plus général,  de  façon  à  prévoir  un  dispatching 
des  recherches  d'informations. 
Nous  croyons  donc  qu'une  intégration  de  ce  genre  est  pos-
sible et  ce  que  nous  voudrions  faire  maintenant  c'est,  périodiquement. 
rassembler  ceux  d'entre  vous  qui  sont  désireux  de  participer à  notr 
effort  comr:.mn,  mais  en  nous  limitant  cette  fois,  puisque le  dépar 
pris,  à  des  sujets  0'1  à  des  techniques plus particulières.  C'est 
dire  que  nous  ne  pensons  pas  dans  l'immédiat refaire  un  sem1nair 
général  et  aussi  vaste,  mais  prendre  quelques  questions les unes. 
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les autres,  par  exemple  le problème  de  la transformation  de  l'infor-
mation linéaire  du  langage  en information  "diagramme",  et la program-
mation  des  informations bidimensionnelles.  C'est là un problème  très 
important  dans la perspective  que  nous  évoquions  tout  à  l'heure  de 
voir  se  développer  le  langage  écrit  sous  une  forme  graphique,  bidimen-
sionnelle. 
Nous  avons  encore  un  problème  qui pourrait  faire l'objet 
d'un séminaire particulier,  ce  serait  celui  de  l'analyse  automatique 
des  textes  dans les langues naturelles.  Il y  a  enfin les problèmes 
plus mathématiques  de  l'estimation des  stratégies  de  sélection.  On 
nous  propose  souvent  des  procédés  documentaires merveilleux,  tout  au 
moins  pour  leurs auteurs,  en  donnant  des  arguments  purement  "philoso-
phiques".  Il est  i:1dispensable,  lorsqu  1 on  propose  des  investissements, 
de  posséder  une  méthode  d'évaluation objective  de  ces  systèmes.  D'où 
la nécessite  de  développer  certains aspects  de  la théorie  des  jeux et 
de  la recherche  opérationnelle pour  estimer  ces  problèmes,  pour  expri-
mer  ces  stratégies de  recherche.  Lorsqu'on regarde les choses  un peu 
plus techniquement,  on  s'aperçoit  qu'on  ne  se  trouve  pas  exactement  dans 
le cas  d'une  théorie  des  jeux à  deux  personnes,  mais  dans  le  cas  d'une 
théorie  ne  respectant  pas la hiérarchie  des  types  de  Russell,  l'un des 
joueurs  se  situant  à  un  certain niveau et l'autre étant  une  "métaper- ~ 
sonne".  Cela pose  des  problèmes  techniques  qui  n'ont  pas  encore  été 
résolus. 
Le  traitement  automatique  de  l'information sous  toutes ses 
formes  est,  on le voiti  une  entreprise  gigantesque  qui met  en  oeuvre 
toutes les disciplines scientifiques et toutes les techniques  modernes. 
.  Pour  rassembler  tous  ces moyens,  il faut  aussi rassembler 
toutes les compétences,  et  c'est bien là la vocation  d'Euratom qui pré-
pare,  à  l'échelle  de  nos  six pays,  une  collaboration  dont  l'aboutis-
sement  se  situe,  n'en doutons  pas,  à  l'échelle  du  monde  entier. 
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