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Cap´ıtulo 1
Introduccio´n
En este u´ltimo siglo el panorama de la f´ısica ha sufrido un profundo cambio,
debido fundamentalmente a dos teor´ıas innovadoras, la Relatividad Especial
(RE) y la Meca´nica Cua´ntica (MC). Ambas teor´ıas presentan una visio´n de la
realidad diferente a lo establecido hasta entonces y en cada caso se plantean
retos intelectuales muy atractivos. Por lo tanto, no es de extran˜ar que estas
teor´ıas hayan acaparado la atencio´n de los f´ısicos durante gran parte de este
siglo.
Por un lado la MC gobierna los feno´menos que ocurren a escala ato´mica.
Se ha trabajado mucho en este campo y esta´ respaldada por grandes e´xitos
experimentales. En el otro extremo tenemos la Relatividad General (RG),
que gobierna los feno´menos a escalas macrosco´picas y superiores, es una teor´ıa
relativista de la interaccio´n gravitatoria. Desde un punto de vista pra´ctico en
la mayor´ıa de los casos podemos seguir utilizando la meca´nica Newtoniana, las
correciones relativistas so´lo son necesarias en algunos ca´lculos que requieren
mucha precisio´n. Sin embargo, la RG tambie´n es una teor´ıa del espacio-tiempo
y en este u´ltimo aspecto difiere radicalmente de la teor´ıa Newtoniana de la
gravitacio´n. Al contrario que la MC la RG esta´ avalada experimentalmente
tan so´lo por unas pocas pruebas.
La RG nos muestra la geometr´ıa del mundo en el que vivimos como una
propiedad f´ısica, ı´ntimamente ligada a la materia. Siempre hemos trabajado
con una geometr´ıa continua, y quiza´s ahora haya llegado el momento de cues-
tionar la validez de este postulado. Es posible que al mirar en una escala
suficientemente pequen˜a descubramos que los objetos geome´tricos son discre-
tos y que la visio´n continua de la geometr´ıa tan solo es una aproximacio´n. En
este caso encontrar´ıamos que cantidades geome´tricas como a´reas, volu´menes,
longitudes, etc. tendr´ıan un espectro discreto, es decir, la geometr´ıa estar´ıa
cuantizada. Esta visio´n puede no ser ma´s sorprendente que lo que ocurre
en una a´tomo de hidro´geno, donde las cantidades f´ısicas como la energ´ıa, el
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momento angular, etc. tambie´n esta´n cuantizadas.
Si tomamos las constantes fundamentales de ambas teor´ıas podemos
obtener una constante de longitud, la longitud de Planck
lP =
√
h¯G/c3 = 1.6× 10−33 cm.
donde h¯ = 1.1 x 10−34Js es la constante reducida de Planck, G = 6.7 x
10−8cm3g−1s−1 es la constante de Newton y c = 3.00 x 1010cms−1 es la ve-
locidad de la luz. Como ocurre en otros casos, la presencia de una escala
caracter´ıstica indica un comportamiento diferente en las regiones por encima
y por debajo de esta escala. Entonces, para distancias del orden de la longitud
de Planck o inferiores, los aspectos discretos de la geometr´ıa jugar´ıan un papel
importante y es posible que aparezcan nuevos feno´menos f´ısicos, seguramente
algunos inesperados porque por ahora no tenemos resultados experimentales
en este campo. Recientemente se han propuesto algunos experimentos [3, 4]
para medir efectos cua´nticos gravitacionales, aunque por el momento esta´n
un par de ordenes de magnitud por debajo de lo que se puede medir ahora.
En el caso de la RG cla´sica se hab´ıan propuesto ideas considerando sistemas
ana´logos en materia condensada (por ejemplo [118]) o en fluidos [117, 116].
Durante muchos an˜os se ha trabajado en la construccio´n de una teor´ıa
del “todo” que incluya todas las interacciones que conocemos, aunque por el
momento esta teor´ıa fundamental se resiste. Un paso ma´s modesto hacia este
objetivo es construir una teor´ıa que proporcione una descripcio´n cua´ntica de
los fenomenos gravitatorios. El trabajo realizado en esta tesis pretende ser una
pequen˜a contribucio´n a esta meta.
Para ello seguiremos el me´todo de cuantizacio´n cano´nico, es decir, partiendo
de una teor´ıa cla´sica en el formalismo hamiltoniano tratamos de obtener su
correspondiente teor´ıa cua´ntica. En el caso de la RG este me´todo de cuanti-
zacio´n se estanco´ al llegar a la ecuacio´n de Wheeler-DeWitt [121, 71], en ese
punto las dificultades para completar la cuantizacio´n parec´ıan insalvables. Sin
embargo, gracias al programa de Ashtekar [9], la cuantizacio´n cano´nica de la
gravedad ha recibido un impulso muy importante y se han hecho progresos
significativos en este campo.
Este enfoque particular cuenta con la ventaja de que se trata de un me´todo
no perturbativo y esto es importante en el caso de la cuantizacio´n de la
gravedad porque esta teor´ıa presenta problemas insalvables en un ana´lisis per-
turbativo [54, 2].
La tarea de obtener una teor´ıa general que englobe ambas teor´ıas (RG y
MC) es muy compleja. Sin embargo, en lugar de atacar el problema en general
se pueden introducir algunas simplificaciones para obtener un problema mane-
jable. Si somos capaces de resolver este problema simplificado obtendremos
5una teor´ıa que describa efectos cua´nticos gravitacionales. En este caso, los
resultados que obtenemos pueden no ser va´lidos para la teor´ıa completa, y
entonces uno se pregunta si ha servido de algo este proceso. La respuesta es
afirmativa porque en el modelo simplificado tenemos problemas similares a los
de la teor´ıa completa y al solucionar estas dificultades desarrollaremos una
cierta intuicio´n para tratar de atacar la teor´ıa general, tanto para resolver las
dicultades matema´ticas como las conceptuales.
Nosotros seguiremos esta filosof´ıa, vamos a construir un modelo sencillo,
exigiendo ciertas simetr´ıas, lo que implica congelar algunos grados de libertad
del modelo. No obstante, a pesar de la simplificacio´n veremos que al final se
pueden extraer conclusiones importantes.
A la hora de simplificar la teor´ıa general debemos tener cuidado para no
eliminar demasiadas cosas. La idea es an˜adir simetr´ıa pero conservando parte
de la complejidad de la teor´ıa, es decir, no eliminaremos completamente la
invariancia bajo difeomorfismos para tener ligaduras en el modelo, tambie´n
queremos tener infinitos grados de libertad para tener una teor´ıa cua´ntica de
campos. Esta clase de modelos son llamados modelos de midisuperespacio.
Nuestro objetivo es construir un modelo cua´ntico para ciertos sistemas
gravitatorios, en este caso sera´n las ondas gravitatorias planas [27], unas solu-
ciones de vac´ıo de las ecuaciones de Einstein que presentan simetr´ıas ana´logas
a las ondas electromagne´ticas en un espacio-tiempo plano. Vamos a cuantizar
un modelo de midisuperespacio para las ondas gravitatorias planas puras.
Desde un punto de vista f´ısico este tipo de soluciones son interesantes
porque describen radiacio´n gravitatoria a nivel no perturbativo, son soluciones
exactas que representan campos gravitatorios intensos. Se cree [27] que propor-
cionan una buena descripcio´n del espacio-tiempo para regiones suficientemente
alejadas de una fuente de radiacio´n finita. Adema´s tienen otras propiedades
geome´tricas interesantes, por ejemplo la focalizacio´n de las geode´sicas, en par-
ticular de los conos de luz [98]. En el caso de estudiar colisiones de ondas
estos feno´menos de focalizacio´n pueden dar lugar a que se formen singulari-
dades de curvatura [52]. Estas propiedades reflejan la naturaleza no lineal de
la interaccio´n gravitatoria.
Aparte del intere´s f´ısico estas soluciones tambie´n son atractivas desde un
punto de vista matema´tico. Las ondas gravitatorias planas esta´n dentro de los
espacio-tiempos que tienen dos vectores de Killing espaciales [115]. En esencia,
esta simetr´ıa hace que todos los campos dependan solamente de dos coorde-
nadas, y permite establecer una analog´ıa con los modelos σ en dos dimensiones
y los sistemas integrables [37, 45]. Dado que se ha trabajado mucho en este
campo se pueden aplicar te´cnicas de estos modelos para resolver el nuestro y
viceversa.
A continuacio´n vamos a explicar como esta´ organizado el material de esta
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tesis.
En el cap´ıtulo 2 se explica que son los modelos de midisuperespacio y
sus propiedades. Tambie´n se resume brevemente el me´todo de cuantizacio´n
cano´nico revisando los puntos ma´s importantes cuando se aplica al caso par-
ticular de la RG. Despue´s analizaremos como se aplica este me´todo en los
modelos de midisuperespacio y tambie´n daremos un breve repaso a los traba-
jos realizados en modelos de midisuperespacio.
En el cap´ıtulo 3 centraremos nuestro intere´s en los espacio-tiempos con
dos vectores de Killing. Veremos que este tipo de soluciones son interesantes,
tanto desde un punto de vista f´ısico (muchas de estas soluciones describen situ-
ciones que podemos encontrar en el Universo), como desde un punto de vista
matema´tico (tenemos una relacio´n directa entre estas soluciones, los modelos
σ no lineales y los sistemas integrables). Adema´s la mayor´ıa de los sistemas
gravitatorios que se han cuantizado pertenecen a estas soluciones.
En el caso de que los vectores de Killing admitan superficies ortogonales
existe un criterio invariante [43] que permite clasificar las soluciones en tres
clases (llamemoslas espacial, temporal y nula). Entre los modelos de midis-
uperespacio cuantizados en la literatura so´lo encontramos soluciones de tipo
espacial o temporal (por ejemplo, como representantes de cada una tenemos
las ondas cil´ındricas [11] en el caso espacial y el modelo de Godwy [77] en el
caso temporal). Con nuestro trabajo nos proponemos completar el ana´lisis de
estas clases cuantizando un modelo de midisuperespacio de una solucio´n de la
clase que falta, las ondas planas [27].
En el cap´ıtulo 4 se repasan las propiedades geome´tricas de las ondas grav-
itatorias planas puras. Mencionaremos los diferentes tipos de coordenadas
que se pueden utilizar para describir estos espacio-tiempos, y explicaremos el
feno´meno de focalizacio´n. En este cap´ıtulo tambie´n se especifican las soluciones
que vamos a cuantizar y que´ tipo de coordenadas utilizaremos.
Despue´s de estos cap´ıtulos introductorios y de repaso, u´tiles para situarnos
en materia, comenzaremos la discusio´n de nuestro modelo. En el cap´ıtulo
5 presentamos una fijacio´n parcial del gauge va´lida para todos los espacio-
tiempos con dos vectores de Killing que elimine los difeomorfismos relacionados
con las coordenadas asociadas a los Killing. Este caso nos sirve como ejemplo
para aprender como se debe hacer correctamente una fijacio´n del gauge.
En el cap´ıtulo 6 se presentara´ un modelo de midisuperespacio para las on-
das gravitatorias planas. Nos proponemos fijar el gauge y an˜adir la simetr´ıa
necesaria para obtener un modelo reducido libre de ligaduras cuyas soluciones
sean precisamente las ondas gravitatorias planas. Utilizaremos los resultados
para la fijacio´n del gauge del cap´ıtulo anterior y realizaremos el proceso de re-
duccio´n en dos etapas, eliminando la libertad gauge remanente. Obtendremos
el espacio de fases reducido de nuestro modelo y tambie´n la forma simple´ctica
7y el hamiltoniano reducidos.
Adema´s del modelo para las ondas planas generales obtendremos un modelo
para el caso particular de ondas con polarizacio´n lineal. En este caso tambie´n
se obtiene un modelo reducido libre de ligaduras cuya estructura simple´ctica
y hamiltoniano son muy simples.
A continuacio´n, despue´s de haber completado el ana´lisis cla´sico del mod-
elo nuestro objetivo es obtener una teor´ıa cua´ntica consistente para e´l. En el
cap´ıtulo 7 se desarrolla esta tarea. Estudiamos la cuantizacio´n para el caso de
las ondas linealmente polarizadas, en primer lugar consideramos un caso sen-
cillo, las soluciones de tipo onda sandwich, y despue´s tratando el caso general.
Definiremos unos operadores regularizados para la me´trica y obtendremos el
espacio de Hilbert de estados. En definitiva, contruiremos una teor´ıa cua´ntica
consistente para el modelo de midisuperespacio considerado.
En el cap´ıtulo 8 extraeremos las conclusiones f´ısicas que se derivan del mod-
elo cua´ntico que hemos construido. Estudiremos las fluctuaciones de la me´trica,
la existencia de estados cla´sicos y la validez de la aproximacio´n semicla´sica.
Fundamentalmente realizaremos este ana´lisis sobre estados coherentes.
Finalmente, en el cap´ıtulo 9 se cierra este trabajo con un repaso de los
objetivos que se han conseguido e indicando futuras l´ıneas de investigacio´n
. Tambie´n incluimos varios ape´ndices A,B,C que tratan los sistemas con lig-
aduras, el formalismo hamiltoniano para la RG, y la geometr´ıa simple´ctica
respectivamente. El objetivo es hacer un breve recordatorio a la vez que esto
sirve para fijar la notacio´n que usamos en la tesis. En el u´ltimo ape´ndice se
detallan los ca´lculos de las contribuciones de los te´rminos de superficie a la
accio´n.
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Cap´ıtulo 2
Modelos de midisuperespacio
Debido a la complejidad de las ligaduras el ana´lisis cano´nico de la Relatividad
General es dificil de abordar, sin embargo, podemos considerar modelos ma´s
sencillos y tratar de cuantizarlos. De esta forma, simplificaremos el caso general
para obtener una modelo que podamos resolver. La idea de este enfoque es
que resolviendo estos casos ma´s sencillos podemos extraer conclusiones que nos
guiara´n en la construccio´n de una teor´ıa cua´ntica de la gravedad. Esto es en
esencia un modelo de midisuperespacio: una teor´ıa de campos que se obtiene
por una reduccio´n de simetr´ıa de la Relatividad General.
DeWitt [39] exploto´ esta idea en la cuantizacio´n de espacio-tiempos ho-
moge´neos e isotro´picos rellenos con materia y poco despue´s Misner [84] estudio´
estos modelos sin el requerimiento de isotrop´ıa. Con estos primeros trabajos
se abr´ıa camino el estudio de la Cosmolog´ıa Cua´ntica.
El siguiente modelo [70] estudiado correspondio´ a las ondas de Einstein-
Rosen [44], soluciones de vac´ıo de las ecuaciones de Einstein que describen
ondas con simetr´ıa cil´ındrica y una u´nica polarizacio´n. Este modelo representa
un salto cualitativo respecto a los anteriores, que el nu´mero de grados de
libertad es infinito y tenemos por lo tanto una teor´ıa de campos.
Ma´s adelante se han estudiado diferentes modelos, que repasaremos breve-
mente al final del presente cap´ıtulo.
Todos estos modelos se pueden separar en dos tipos: modelos de minisu-
perespacio y midisuperespacio. Tendremos un modelo de minisuperespacio
cuando imponemos tanta simetr´ıa que eliminamos todos los grados de libertad
locales, y por lo tanto al cuantizar la teor´ıa obtenemos una teor´ıa mecanico-
cua´ntica. Sin embargo, si al simplificar la teor´ıa an˜adiendo simetr´ıa todav´ıa
tenemos grados de libertad locales, al cuantizar obtenemos una teor´ıa cua´ntica
de campos, en este caso se trata de un modelo de midisuperespacio. El nu´mero
de grados de libertad marca la diferencia entre ambos casos. En los modelos de
midisuperespacio encontraremos los problemas usuales de las teor´ıas cua´nticas
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de campos (regularizacio´n,...).
Ahora veremos porque se han utilizados te´rminos tan contradictorios “mini-
superespacio”, “midi-superespacio” para llamar a estos modelos. En primer lu-
gar necesitamos entender a que se llama superespacio, te´rmino que fue acun˜ado
por Wheeler [122]. En el formalismo cano´nico se estudia como evoluciona
una hipersuperficie de Cauchy Σ, entonces el conjunto de todas las posibles
3-me´tricas para Σ es el superespacio. Las soluciones de las ecuaciones de Ein-
stein esta´n incluidas en este conjunto. Si se considera un modelo con cierta
simetr´ıa se restringen las soluciones a una parte de este superespacio. Por
este motivo estos modelos adoptaron el nombre de modelos de minisuperespa-
cio o midisuperespacio, dependiendo de cuanto se reduc´ıa el superespacio al
imponer la simetr´ıa. El te´rmino minisuperespacio fue introducido por Misner
[83]. Posteriormente, el primer modelo de midisuperespacio fue estudiado por
Kuchar [70]. En este trabajo, da´ndose cuenta de la necesidad de incorporar
ma´s complejidad en los modelos de minisuperespacio, Kuchar estudia las on-
das de Einstein-Rosen e introduce el te´rmino midisuperespacio para marcar la
diferencia entre este modelo y los que se hab´ıan estudiado hasta la fecha.
Esta clase de modelos, en particular, los modelos de midisuperespacio son
a veces una aproximacio´n razonable de la teor´ıa completa. En el caso de un
modelo de minisuperespacio hemos simplificado demasiado la teor´ıa. En cam-
bio, un modelo de midisuperespacio se parece mucho al caso general: tenemos
una teor´ıa cua´ntica de campos, tiene ligaduras debido a la libertad gauge, en
definitiva, al tratar de cuantizar un modelo de este tipo aparecen muchos de
los problemas de la teor´ıa completa.
La estrategia de considerar un modelo simplificado para que se pueda re-
solver muchas veces ha dado buenos resultados. Por ejemplo, antes de obtener
la Meca´nica Cua´ntica se estudio la cuantizacio´n de un a´tomo de hidro´geno.
Casi siempre es ma´s fa´cil comenzar por un modelo sencillo.
Desde un punto de vista pra´ctico la filosof´ıa a seguir consiste en tratar de
resolver los problemas en estos modelos sencillos para desarrollar ideas que
ma´s adelante servira´n para atacar las dificultades de la teor´ıa completa. En
el caso de la cuantizacio´n de la gravedad no solamente se trata de resolver las
dificultades matema´ticas sino que nos enfrentamos a dificultades conceptuales
mucho ma´s importantes y tambie´n mucho ma´s interesantes.
La validez de la aproximacio´n de modelos de midisuperespacio y minisu-
perespacio so´lo ha sido considerada recientemente en algunos casos muy con-
cretos [113, 109]. En estos trabajos se hace un desarrollo en torno a los modos
de minisuperespacio y se estudia el efecto que tienen el resto de modos agru-
pados en un te´rmino de backreaction sobre los modos de minisuperespacio.
Un punto muy importante en la cuantizacio´n de estos modelos es que se
trata de un me´todo no perturbativo. Dado el e´xito obtenido con me´todos
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perturbativos en el campo de la f´ısica de part´ıculas, la aplicacio´n de estos
me´todos a la cuantizacio´n de la RG fue inmediata. Sin embargo, la teor´ıa que
se obtiene no es renormalizable [54, 2]. Esto parece indicar que debemos seguir
otras estrategias porque puede ocurrir que los feno´menos a pequen˜a escala sean
realmente importantes y se escapen a un ana´lisis perturbativo, como ocurre en
feno´menos cr´ıticos.
A continuacio´n revisaremos los puntos ma´s importantes, especialmente en
el caso de la RG, del proceso de cuantizacio´n cano´nico.
2.1 Cuantizacio´n cano´nica
El me´todo cano´nico de cuantizacio´n se basa en la cuantizacio´n de un sistema
hamiltoniano cla´sico. Se empieza con un sistema descrito por un lagrangiano
a partir del cua´l se obtienen las ecuaciones de movimiento. El siguiente paso
consiste en hacer una transformacio´n de Legendre para obtener una descripcio´n
hamiltoniana del sistema.
Una vez que el sistema esta´ descrito por el formalismo hamiltoniano se
puede pasar a su cuantizacio´n. Tenemos un conjunto de variables cano´nicas y
un a´lgebra obtenida con el corchete de Poisson entre estas variables. La idea
ba´sica de la cuantizacio´n cano´nica consiste en trasladar este a´lgebra cla´sico a
un a´lgebra cua´ntico, donde los corchetes sera´n substituidos por conmutadores
y los observables cla´sicos pasara´n a ser operadores cua´nticos, es decir,
Teor´ıa cla´sica ⇒ Teor´ıa cua´ntica
A,B,C observables ⇒ Aˆ, Bˆ, Cˆ operadores hermı´ticos
{A,B} = C ⇒ [ Aˆ, Bˆ ] = −ih¯Cˆ
Los { , } denotan los corchetes de Poisson definidos para las funciones del
espacio de fases cla´sico y los [ , ] denotan los conmutadores entre operadores
cua´nticos.
Ahora nos falta tener un espacio de Hilbert de estados sobre el que actu´en
los operadores cua´nticos y nos encontraremos con el problema de la eleccio´n
del producto interno que determine este espacio de Hilbert. Tambie´n podemos
tener problemas de ordenacio´n al pasar de una expresio´n cla´sica a su corre-
spondiente operador cua´ntico porque las variables cla´sicas conmutan siempre
pero no ocurre lo mismo con los operadores cua´nticos. Otros problemas sera´n
la regularizacio´n de los operadores, anomal´ıas, etc.
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2.1.1 Cuantizacio´n cano´nica de la RG
Vayamos ahora la caso de la RG, consideramos una variedad M de cuatro
dimensiones pero con la siguiente limitacio´n: vamos a considerar so´lo espacio-
tiempos con una topolog´ıa 3Σ× IR, siendo 3Σ una hipersuperficie espacial que
adema´s es una hipersuperficie de Cauchy, es decir, cualquier curva temporal
que pasa por un punto cualquiera deM intersecta 3Σ, bien en el futuro o bien
en el pasado. Esta limitacio´n es necesaria para poder obtener una descripcio´n
hamiltoniana de la teor´ıa. La RG esta´ descrita por la accio´n de Hilbert-Einstein
S =
∫
M
dx4
√−g R(gµν), µ, ν = 0..4. (2.1)
donde las componentes de la me´trica gµν son las variables de la teor´ıa, g es
el determinante de la me´trica y R es el escalar de Ricci. La formulacio´n
hamiltoniana standard para la RG fue desarrollada por Arnowitt, Deser y
Misner [5] a principios de los an˜os 60, por este motivo esta formulacio´n tambie´n
es conocida como formalismo ADM. El ape´ndice B contiene una descripcio´n
ma´s detallada.
La descripcio´n hamiltoniana necesita de un para´metro (el tiempo) re-
specto al cua´l evoluciona el sistema. En el caso de la RG se introduce este
para´metro haciendo una foliacio´n del espacio-tiempo, la coordenada tempo-
ral es el para´metro que etiqueta cada hoja. Con esta foliacio´n parece que
se rompe expl´ıcitamente la invariancia relativista de la teor´ıa al adjudicar un
papel privilegiado esta coordenada temporal, diferencia´ndola as´ı de las dema´s
coordenadas. Sin embargo, no esta´ tan claro que realmente se pierda la co-
variancia de la teor´ıa porque si se recurre al espacio de fases covariante (ve´ase
el ape´ndice D) se puede reformular la teor´ıa de forma que se respete la co-
variancia de la RG. En esta formulacio´n se introducen los objetos necesarios
para el formalismo cano´nico (el espacio de fases, la forma simple´ctica, ...)
de forma covariante por lo que el formalismo es independiente de la eleccio´n
de coordenadas. Por lo tanto la eleccio´n de una coordenada particular como
el tiempo es so´lo un instrumento necesario para calcular los resultados, re-
spetando impl´ıcitamente la covariancia de la teor´ıa.
Una vez obtenida la versio´n hamiltoniana de la RG nos encontramos con el
siguiente problema: la teor´ıa tiene ligaduras. Este es el obsta´culo ma´s impor-
tante de cara a la cuantizacio´n. Toda la complejidad de la teor´ıa esta´ codificada
en las ligaduras. El formalismo hamiltoniano para sistema con ligaduras fue
desarrollado por Dirac [40] y tenemos un resumen en el ape´ndice A. La pres-
encia de las ligaduras esta´ ligada a la invariancia bajo difeomorfismos de la
teor´ıa. Es ma´s, el hamiltoniano del sistema es una combinacio´n de ligaduras
por lo que estas no so´lo imponen unas restricciones en el espacio de fases sino
2.1 Cuantizacio´n cano´nica 13
que adema´s gobiernan la dina´mica del sistema. Las variables cano´nicas del
espacio de fases son hij (B.3) y los momentos Π
ik (B.11) donde i, k = 1..3. Las
ligaduras reducira´n los grados de libertad: tenemos 12 variables en el espacio
de fases, (gik,Π
ik), y 4 ligaduras (B.14, B.15) de primera1 clase, como ya hemos
dicho esta´n relacionadas con la libertad gauge de la teor´ıa, por lo tanto, nos
quedan 12 − 4 × 2 = 4 grados de libertad en el espacio de fases, que son los
grados de libertad f´ısicos de la teor´ıa.
Un paso adelante en la simplificacio´n de este problema fue desarrollado por
Abhay Ashtekar. En 1986 presento´ una reformulacio´n de la RG usando otras
variables cano´nicas [6, 7]. En este formalismo las conexiones son las variables
ba´sicas de la teor´ıa, juegan el papel que antes ten´ıan las componentes de la
me´trica gik. Desde este punto de vista se puede expresar la RG como una teor´ıa
de Yang-Mills con ligaduras adicionales. Las expresiones de las ligaduras se
simplifican dra´sticamente pasando a ser polinomios (a lo sumo cuadra´ticos) en
las variables cano´nicas (recordemos que en el caso anterior, en las ligaduras
aparec´ıa el escalar de curvatura). Otra ventaja adicional es que se puede
trabajar con me´tricas degeneradas, con lo que esta teor´ıa es ma´s general.
Con todo esto se abrio´ un camino muy prometedor para llegar a la gravedad
cua´ntica porque se pod´ıan utilizar algunas te´cnicas de cuantizacio´n que tanto
e´xito hab´ıan tenido en las teor´ıas de Yang-Mills. Se han hecho notables avances
en este campo(la cuantizacio´n algebraica [9], la representacio´n de loops [105,
106], los spin networks [107], ...).
Llegados a este punto tenemos un sistema cla´sico con ligaduras y queremos
abordar su cuantizacio´n. Fundamentalmente tenemos dos alternativas:
- Cuantizacio´n en el espacio de fases reducido. Las ligaduras son
eliminadas cla´sicamente mediante una fijacio´n del gauge. As´ı se obtiene
un espacio de fases reducido donde so´lo esta´n los verdaderos grados de
libertad del sistema. Entonces se pasa a cuantizar el sistema.
- Cuantizacio´n “a la Dirac”. La otra posibilidad consiste en incor-
porar las ligaduras a nivel cua´ntico. Se imponen como operadores que
aniquilara´n los estados f´ısicos.
A continuacio´n vamos a ver con ma´s detalle en que consiste cada me´todo
y que dificultades o problemas tienen.
• En la cuantizacio´n en el espacio de fases reducido debemos elim-
inar las ligaduras cla´sicamente. Recordemos que la RG tiene cuatro
ligaduras de primera clase ligadas a la invariancia bajo difeomorfismos
1Ve´ase la definicio´n en el ape´ndice A
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de la teor´ıa. Para eliminarlas debemos an˜adir cuatro condiciones que fi-
jen el gauge “adecuadamente”, es decir, las condiciones gauge han de ser
conservadas por la evolucio´n dina´mica del sistema y tambie´n se tiene que
verificar que la superficie de fijacio´n de gauge (generada por las condi-
ciones gauge) intersecta transversalmente a las o´rbitas gauge (generadas
por las ligaduras) de forma que se extrae un u´nico punto de la o´rbita
gauge. Una vez fijado el gauge no falta ma´s que reducir el sistema y
eliminar las ligaduras para quedarnos con los verdaderos grados de lib-
ertad dina´micos de la teor´ıa, que sera´n dos variables y sus respectivos
momentos conjugados.
Con este proceso hemos eliminado las ligaduras y obtenemos el espacio
de fases reducido. Ya se puede pasar a la cuantizacio´n, que como hemos
visto se trata de pasar el a´lgebra cla´sico entre las variables reducidas a
un a´lgebra cua´ntico entre operadores.
Sin embargo, en la teor´ıa general no se ha encontrado una fijacio´n gauge
que permita la cuantizacio´n. Incluso en casos ma´s sencillos este esquema
de cuantizacio´n puede presentar dificultades, en primer lugar, tenemos
que asegurarnos de que al reducir el espacio de fases se obtiene una var-
iedad simple´ctica, y entonces puede ocurrir que el a´lgebra de Poisson de
las variables reducidas sea muy complicado, o que lo sea el hamiltoniano.
En definitiva, el haber conseguido eliminar las ligaduras no nos garantiza
conseguir cuantizar el sistema reducido.
• Analizemos ahora el esquema de cuantizacio´n “a la Dirac”. Las lig-
aduras sera´n impuestas a nivel cua´ntico, de momento nos olvidamos de
ellas y cuantizamos el sistema de la manera habitual. Las variables
cano´nicas (hik,Π
ik) pasara´n a ser operadores cua´nticos que actu´an so-
bre funcionales de onda Ψ[hik] que representan los estados. El a´lgebra
de Poisson se traslada a una a´lgebra entre los operadores cua´nticos y
tendremos la representacio´n usual
hˆikΨ [hik] = hikΨ [hik] (2.2)
ΠˆikΨ [hik] = −i δ
δhik
Ψ [hik]
A continuacio´n, dado que las soluciones tienen que ser invariantes bajo
difeomorfismos y como precisamente las ligaduras son los generadores de
estos difeomorfismos, implementaremos las ligaduras como operadores
cua´nticos Cˆ. Los estados Ψ que sean aniquilados por estos operadores
sera´n invariantes bajo difeomorfismos y por lo tanto sera´n estados f´ısicos.
Cˆ
[
hˆik, Πˆ
ik
]
Ψf = 0 (2.3)
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Para que el espacio f´ısico Ψf sea un espacio de Hilbert necesitamos in-
troducir un producto interno. Aqu´ı tenemos un problema dif´ıcil porque
el me´todo cano´nico no nos dice como obtener este producto interno.
Adema´s no tenemos una simetr´ıa que nos ayude a seleccionarlo, como
ocurre por ejemplo en electromagnetismo (en este caso la simetr´ıa que
tenemos es el grupo de Poincare, y se pide que esta simetr´ıa sea im-
plementada en la teor´ıa cua´ntica por una transformacio´n unitaria; con
este requerimiento se tiene la prescripcio´n para seleccionar el producto in-
terno). Los estados Ψ deben ser normalizables y los observables sera´n op-
eradores autoadjuntos, ambas cosas respecto al producto interno elegido.
Al pasar las ligaduras a operadores cua´nticas tendremos los problemas
usuales de ambigu¨edad en la ordenacio´n y la regularizacio´n comunes a las
teor´ıas cua´nticas de campos. Sin embargo, podemos encontrar soluciones
formales al requerimiento de que los estados sean aniquilados por las lig-
aduras. Estas ecuaciones significan que las soluciones son invariantes
bajo difeomorfismos. Entonces, podemos olvidarnos de las tres ligaduras
asociadas a difeomorfismos en la superfice espacial Σ si consideramos
funcionales que dependan de la geometr´ıa de esta superficie, es decir,
de propiedades invariantes bajo difeomorfismos en esta superficie. En-
tonces so´lo nos queda la ligadura hamiltoniana (B.14), eligiendo alguna
ordenacio´n y regularizandola de alguna manera podr´ıamos convertir esta
ligadura en una ecuacio´n de onda. Esta es conocida como ecuacio´n de
Wheeler-DeWitt y sus soluciones nos dar´ıan los estados f´ısicos. Como
podemos ver, para la RG todo este proceso es complejo, tiene arbi-
trariedades y presenta dificultades por lo que no ha sido resuelto para el
caso general.
Hemos visto que tenemos dos alternativas en el proceso de cuantizacio´n,
que en general dara´n resultados diferentes. Hay algunos trabajos [103, 100]
que comparan estos dos me´todos para sistemas sencillos pero sus conclusiones
no ayudan a inclinarnos por uno u otro. En algunos casos la cuantizacio´n “a la
Dirac” reproduce la teor´ıa cua´ntica correcta y en otros funciona la cuantizacio´n
en el espacio de fases reducido. No obstante, debemos tener en cuenta que
ambos me´todos tienen muchas ambigu¨edades y so´lo una eleccio´n adecuada de
ellas nos llevara´ a la teor´ıa cua´ntica correcta. Quiza´s pudiera ocurrir que ambos
me´todos, cada uno con su prescripcio´n correspondiente, fueran equivalentes,
pero por el momento este tema sigue abierto.
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2.2 Cuantizacio´n de modelos de midisuperes-
pacio
La cuantizacio´n de estos modelos se obtiene siguiendo el procedimiento
cano´nico. Dado que en estos modelos vamos a imponer ciertas simetr´ıas, debe-
mos analizar primero en que casos se puede reducir por simetr´ıa una teor´ıa y
cua´l es el me´todo correcto para llevar a cabo esta reduccio´n.
Consideramos una teor´ıa general descrita por una accio´n y queremos es-
tudiar las soluciones que tengan cierta simetr´ıa, que sera´ representada por un
grupo G. Entonces, buscamos la expresio´n ma´s general para los campos de
la teor´ıa con esta simetr´ıa. Estos sera´n los campos invariantes, y dependera´n
de algunas funciones arbitrarias, las cuales son los campos reducidos. Para
obtener las ecuaciones de movimiento de estos campos reducidos so´lo tenemos
que sustituir las expresiones de los campos invariantes en las ecuaciones de
movimiento generales y as´ı obtenemos las ecuaciones de movimiento reduci-
das.
Como normalmente las ecuaciones de movimiento las obtenemos de un La-
grangiano uno siente la tentacio´n de utilizar el siguiente atajo: sustituir los
campos invariantes en el lagrangiano para obtener un lagrangiano reducido a
partir del cua´l se deriven las ecuaciones de campo reducidas. Sin embargo,
este proceso en general no es equivalente al anterior y podemos obtener ecua-
ciones de movimiento erro´neas. En este caso debemos asegurarnos que hacer la
variacio´n de la accio´n y despue´s imponer la simetr´ıa es equivalente a imponer
la simetr´ıa en la accio´n y hacer despue´s la variacio´n.
Desde el punto de vista de la geometr´ıa simple´ctica para que el proceso
reduccio´n sea consistente debemos asegurarnos que en la reduccio´n obtenemos
una variedad simple´ctica, es decir, cuando consideramos la reduccio´n del espa-
cio de fases a una regio´n definida por unas condiciones, en primer lugar, esta
regio´n debe ser una variedad y adema´s la forma simple´ctica inducida sobre
esta regio´n debe ser no degenerada y cerrada.
Una vez que en nuestro modelo hemos impuesto la simetr´ıa necesaria y
hemos obtenido la descripcio´n hamiltoniana correcta podemos pasar a la cuan-
tizacio´n, eligiendo reducir el espacio de fases primero y luego cuantizar o hacer
la cuantizacio´n “a la Dirac”. Sin embargo, debemos notar que ya hemos
seguido, en una primera etapa, el me´todo de cuantizacio´n en el espacio de
fases reducido, es decir, al imponer la simetr´ıa en el modelo (y posiblemente
eliminar alguna ligadura) ya estamos reduciendo el espacio de fases.
A la vista de todas las ambigu¨edades que aparecen en el proceso de cano´nico
de cuantizacio´n los modelos de midisuperespacio son buenos espec´ımenes con
los que experimentar. Por un lado, retienen suficiente complejidad de la teor´ıa
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general como para asemejarse a ella, mientras que por otro lado, tienen bas-
tante simetr´ıa como para poder llevar a cabo la cuantizacio´n. Entonces, pode-
mos comparar los resultados obtenidos utilizando diferentes me´todos de cuan-
tizacio´n ayuda´ndonos a comprender el proceso de cuantizacio´n correcto.
Finalmente, vamos a hacer un breve repaso de los modelos de midisuperes-
pacio que han sido cuantizados completamente.
En primer lugar tenemos las ondas cil´ındricas con una polarizacio´n. Este
fue el primer modelo de midisuperespacio que se estudio´ en un trabajo pionero
de Kuchar [70] en 1971. La cuantizacio´n de este midisuperespacio realizada
por Ashtekar y Pierri [11] completa los trabajos previos de Kuchar y Allen [1].
Curiosamente, Allen paso´ por alto que el modelo que estudio´, un campo es-
calar acoplado a gravedad en 2+1 dimensiones, era equivalente al caso tratado
por Kuchar. Esta equivalencia permite resolver este modelo, se eliminan las
ligaduras y se reduce el espacio de fases, resultando que los grados de libertad
que quedan esta´n en el campo escalar. Se cuantiza el modelo, se obtiene una
representacio´n de Fock, unos operadores para la me´trica y se pueden estudiar
las fluctuaciones de la me´trica.
Posteriormente se han realizado varios trabajos que analizan los efectos
cua´nticos gravitacionales que ocurren en este modelo. En primer lugar, el
trabajo de Ashtekar [8] muestra unos resultados sorprendentes: En muchos
estados, que esta´n centrados en soluciones cla´sicas con curvatura pequen˜a,
esperar´ıamos un buen comportamiento semicla´sico, pero esto no ocurre si ten-
emos part´ıculas (so´lo con tener ma´s de una) con frecuencias superiores a la
de Planck. Por lo tanto, aunque en la teor´ıa contenga un nu´mero infinito de
estados con un comportamiento semicla´sico, solamente tendremos una clase
muy restringida de soluciones cla´sicas. Por otro lado, Gambini y Pullin [46]
estudian lo que ocurre considerando otra clase de estados coherentes. En este
caso, las fluctuaciones en la me´trica pueden ser menores, pero el precio que se
ha de pagar es la pe´rdida de coherencia en los campos materiales. Finalmente,
A.E. Domı´nguez y M. H. Tiglio [41] repiten el ana´lisis de las fluctuaciones en
el formalismo NSF (Null Surface Formulation) [68].
El trabajo de Korotkin y Samtleben [65] generaliza el modelo de las ondas
cil´ındricas para el caso de dos polarizaciones. Es muy interesante este caso,
porque en este sistema se puede estudiar la interaccio´n no lineal entre las
dos polarizaciones. Se cuantiza el modelo en el espacio de fases reducido y
se introduce una representacio´n de Fock. As´ı podemos construir cualquier
estado a partir del vac´ıo y tambie´n podemos calcular el valor esperado de los
observables f´ısicos.
Otro modelo con simetr´ıa cil´ındrica estudiado por Mena Maruga´n [76] es
la familia de soluciones esta´ticas de Levi-Civita [69]. Se han cuantizado las
soluciones que describen el campo gravitatorio exterior de una cuerda co´smica
18 Cap. 2. Modelos de midisuperespacio
recta y este modelo permite hacer predicciones acerca del valor del a´ngulo de
de´ficit.
El modelo de Gowdy con la topolog´ıa de un 3-toro ha sido cuantizado por
Mena Maruga´n [77], revisando el trabajo de Husain [55, 56], y los estudios
preliminares llevados a cabo por Berger [21, 22]. Este caso es un buen ejemplo
donde se completa el programa de cuantizacio´n de Ashtekar. En este caso se
cuantiza el sistema “a la Dirac”, las variables cla´sicas pasan a ser operadores
lineales que actu´an sobre un espacio vectorial y se introduce un producto in-
terno. La u´nica ligadura que tiene el modelo pasa a ser un operador y se
obtienen los estados cua´nticos que son aniquilados por este operador, a partir
de los cuales se construye el espacio de Hilbert f´ısico. Finalmente se introducen
los observables f´ısicos del modelo.
Otro modelo similar, con una topolog´ıa T 2×R2, ha sido estudiado por Bee-
tle [16]. En este caso las o´rbitas de los vectores de Killing son compactas, sin
embargo no posee superficies espaciales compactas como el modelo de Godwy.
Otra novedad es que no es asinto´ticamente plano como el modelo para las on-
das de Einstein-Rosen. Ana´logamente a este u´ltimo caso, la reduccio´n de este
modelo es equivalente a un campo escalar acoplado a gravedad en 2+1 dimen-
siones. Se cuantiza el modelo en el espacio de fases reducido y las conclusiones
apuntan por el mismo camino que los resultados obtenidos para el modelo de
Ashtekar y Pierri, reproduciendo los mismos efectos cua´nticos de la gravedad
[8].
En otro trabajo [38] se estudia un campo escalar en un espacio-tiempo de
Friedman-Lemaitre-Robertson-Walker. Este modelo de midisuperespacio se ha
cuantizado “a la Dirac” y el punto ma´s interesante es que podemos estudiar el
cambio de topolog´ıa.
Adema´s de estos modelos tambie´n tenemos bastantes modelos de minisu-
perespacio que han sido cuantizados. Los primeros trabajos fueron universos
homoge´neos e iso´tropos [39] y el universo de Mixmaster [84]. Recientemente,
con el formalismo introducido por Ashtekar para la RG se reavivo´ el intere´s
por estos modelos. Se estudiaron diversos ejemplos de minisuperespacio uti-
lizando este nuevo formalismo y para ver las ventajas que ten´ıa. La mayor´ıa de
los casos son modelos de Bianchi [74, 75, 63, 64, 88, 13, 14, 50, 12] y tambie´n
espacio-tiempos con simetr´ıa esfe´rica [62, 61]. Hay otros modelos en los que
so´lo se ha completado el estudio cla´sico. En ellos el intere´s esta´ en analizar
con el formalismo de Ashtekar soluciones que inducen una me´trica degener-
ada en la foliacio´n 3+1, por lo que no pueden ser estudiados con el formalismo
ADM. La mayor´ıa de lo modelos estudiados son soluciones con simetr´ıa esfe´rica
[19, 20, 67, 24].
Respecto a las ondas planas hay algunos trabajos en la literatura. Por
un lado tenemos un trabajo de Borissov [28] en el que se analiza los estados
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weave para las ondas planas en el contexto del formalismo de Ashtekar. Por
otro lado hay una serie de trabajos de Neville [92, 93, 94, 95, 96] en los que se
estudian una serie de soluciones a las ligaduras correspondientes a las ondas
planas, tambie´n en el contexto del formalismo de Ashtekar. Sin embargo, salvo
el primer trabajo [92], en el que se hace un ana´lisis cla´sico de los observables
para las ondas planas, en el resto de trabajos no se tratan las ondas planas.
Estos trabajos se basan en unos resultados previos de Husain y Smolin [57] que
estudian un modelo cuya simetr´ıa es la existencia de dos vectores de Killing
espaciales que conmutan. Por lo tanto, aunque hablan de ondas planas gravi-
tatorias realmente esta´n considerando una simetr´ıa planar. Como veremos las
ondas planas gravitatorias tienen ma´s simetr´ıa aparte de estos dos vectores de
Killing, tienen un grupo de simetr´ıas de cinco para´metros.
En esta tesis se estudia la cuantizacio´n de un modelo de midisuperespacio
para las ondas planas gravitatorias planas puras linealmente polarizadas y los
resultados esta´n publicados en [78, 79, 80, 81].
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Cap´ıtulo 3
Espacio-tiempos con 2 vectores
de Killing
El hecho de que las ondas planas este´n dentro de las soluciones que poseen dos
vectores de Killing no justifica que dedique todo un cap´ıtulo a estas soluciones.
Sin embargo, por las razones que ma´s adelante se explican he cre´ıdo conve-
niente incluir unas breves consideraciones sobre esta clase de espacio-tiempos.
En primer lugar, algunas de estas soluciones describen situaciones f´ısicas
muy interesantes que se podemos encontrarnos en el Universo. Por otro lado,
tienen una estructura subyacente que las hace atractivas desde un punto de
vista matema´tico. Estas propiedades permiten relacionar estas soluciones con
otras teor´ıas de campos y en algunos casos son equivalentes a modelos de otras
a´reas. Finalmente, si miramos en la literatura los sistemas gravitatorios que
han sido completamente cuantizados nos daremos cuenta que la mayor´ıa corre-
sponden a soluciones de este tipo. Naturalmente, la cuantizacio´n de estas solu-
ciones es atrayente porque son modelos con intere´s f´ısico y por sus propiedades
matema´ticas nos ayudan en el trabajo. Por lo tanto estas soluciones tienen
mucha “miga” y de aqu´ı que repase sus propiedades.
3.1 Intere´s f´ısico
Vamos a repasar algunas de estas soluciones que son interesantes desde un
punto de vista f´ısico.
En primer lugar tenemos soluciones describen modelos cosmolo´gicos espa-
cialmente inhomoge´neos: por ejemplo, los modelos que se obtienen rompiendo
la homogeneidad en algunas soluciones de tipo Bianchi [69]. Tenemos el mod-
elo de Gowdy [51] con la topolog´ıa de un 3-toro que es una solucio´n de vac´ıo
anisotro´pica e inhomoge´nea obtenida como una generalizacio´n de Kasner [72].
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Otras soluciones describen radiacio´n gravitacional [43]. Tenemos los casos
de ondas con simetr´ıa cil´ındrica y con simetr´ıa plana. Las ondas de Einstein-
Rosen [44] son soluciones exactas que describen ondas gravitatorias cil´ındricas
con una polarizacio´n. El caso de dos polarizaciones [69] es muy interesante
porque se puede estudiar la interaccio´n no lineal entre las dos polarizaciones.
Por otro lado, tambie´n se han estudiado las ondas con simetr´ıa plana [27].
Estas soluciones son conocidas como ondas gravitatorias planas y son inter-
pretadas como una buena aproximacio´n al campo gravitatorio cuando estamos
suficientemente lejos del origen de la radiacio´n. Estas ondas pueden ser pura-
mente gravitatorias, puramente electromagne´ticas o ambos casos dependiendo
de la fuente. Tanto en el caso cil´ındrico como en el plano son soluciones exactas
de ondas gravitatorias y representa campos gravitatorios intensos.
Si buscamos propiedades geome´tricas interesantes tambie´n las encon-
traremos en algunas de estas soluciones. Consideremos las soluciones de ondas
planas. En estos espacio-tiempos ocurre el feno´meno de la focalizacio´n de los
conos de luz [98]. Las geode´sicas que parten de un punto del espacio-tiempo, al
atravesar la onda son focalizadas y en el futuro se vuelven a juntar. Esto impide
que exista una hipersuperficie espacial de Cauchy global en estas soluciones.
En el cap´ıtulo siguiente explicaremos esta propiedad. Tambie´n podemos en-
contrar singularidades: si consideramos la colisio´n de dos ondas planas [111],
en algunos casos se forman singularidades en el espacio-tiempo futuro [52].
3.2 Intere´s matema´tico
Desde un punto de vista matema´tico los espacio-tiempos con dos vectores de
Killing tambie´n han llamado la atencio´n y hay bastantes trabajos en la liter-
atura. La razo´n esta´ en que estas soluciones poseen una estructura matema´tica
muy u´til, tienen un grupo de simetr´ıas infinito, el grupo de Geroch [48], que
actu´a transitivamente sobre el espacio de las soluciones. Varios me´todos de
generacio´n de soluciones se han descrito para estos espacio-tiempos. Uno de los
ma´s pra´cticos ha sido el inverse-scattering de Belinskii y Zakharov [17, 18] que
ha permitido generar nuevas soluciones, llamadas soluciones solito´nicas. Un
resumen se puede encontrar en la referencia [115]. La simetr´ıa subyacente en
estos modelos permite relacionar directamente estos modelos con los sistemas
integrables [37, 45].
La presencia de los dos vectores de Killing espaciales permite que en muchos
casos se pueda reducir la teor´ıa Einsteniana a una teor´ıa de campos integrable
de dos dimensiones [17, 73, 66, 10, 23] . Algunas reducciones son equivalentes
a modelos σ no lineales acoplados a 2D-gravedad dilato´nica [30] o a modelos
chirales.
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Este paralelismo con los sistemas integrables, los modelos σ no lineales y
los modelos chirales, permite aprovechar las te´cnicas desarrolladas para estos
casos y al reve´s, la investigacio´n en los modelos con dos vectores de Killing
puede arrojar luz sobre algunos problemas de los modelos anteriores.
3.3 Modelos de midisuperespacio
Como ya hemos dicho la mayor´ıa de los modelos de midisuperespacio que han
sido cuantizados completamente corresponden a soluciones con dos vectores de
Killing. Del repaso que hicimos en el cap´ıtulo anterior tenemos los siguientes:
• Las ondas cil´ındricas con una polarizacio´n [11].
• El caso general de dos polarizaciones con simetr´ıa cil´ındrica [65].
• La familia de soluciones esta´ticas de Levi-Civita [76].
• El modelo de Gowdy [77].
Despue´s de haber repasado los puntos interesantes de los espacio-tiempos
con dos vectores de Killing espaciales vamos a presentar una posible clasifi-
cacio´n de estas soluciones.
3.4 Geometr´ıas con dos vectores de Killing
Consideramos los espacio-tiempos que admiten un grupo de isometr´ıas locales
que actu´an sobre o´rbitas espaciales de dos dimensiones. Nos referiremos al
grupo como G2. Tendremos dos vectores de Killing espaciales que llamaremos
η y ξ. Asociadas a este grupo hay dos posibles a´lgebras de Lie no equivalentes,
dependiendo de si conmutan o no los generadores del grupo.
Llamaremos G2I al grupo abeliano. En caso de que no conmuten los vec-
tores, siempre se pueden redefinir de forma que se verifica [η, ξ] = η y el grupo
se denomina G2II. Esquema´ticamente,
η, ξ Vectores de Killing espaciales
|
G2I (Caso Abeliano) | G2II (Caso No Abeliano)
|
|
[η, ξ] = 0 | [η, ξ]= η
|
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A continuacio´n vamos a presentar una posible clasificacio´n para soluciones
de las ecuaciones de Einstein que incluyen un G2 atendiendo a los siguientes
criterios: si el grupo actu´a ortogonal-transitivamente y si los vectores de Killing
admiten hipersuperficies ortogonales. Si se cumple la primera condicio´n en-
tonces existen 2-superficies ortogonales a las o´rbitas del grupo y se pueden ele-
gir unas coordenadas locales en las que la me´trica sera´ diagonal por bloques.
Un vector va admitira´ hipersuperficies ortogonales si verifica la propiedad
v[a∇bvc] = 0
donde los corchetes [ , ] denotan antisimetrizacio´n. En el trabajo de Wain-
wright [119] se presenta esta clasificacio´n para el caso abeliano. Ana´logamente
se puede hacer esta clasificacio´n para el caso G2II [108]. Nosotros vamos a
centrarnos en el caso abeliano que es el que nos interesa. En este caso hay
cuatro posibilidades diferentes:
Clase A : el grupo no actu´a ortogonal-transitivamente.
A(i) : no tenemos ningu´n Killing que admita superficies ortogonales.
A(ii) : un Killing admite superficies ortogonales (podemos tener dos Killing
que admitan superficies ortogonales pero no sera´n ortogonales entre s´ı).
Clase B : el grupo actu´a ortogonal-transitivamente.
B(i) : no tenemos ningu´n Killing que admita superficies ortogonales.
B(ii) : tenemos dos Killing ortogonales que admiten superficies ortogonales.
A continuacio´n estudiaremos las posibles formas de la me´trica introduciendo un
sistema de coordenadas locales (t, x, y, z), donde hemos elegido las coordenadas
(y, z) adaptadas a los Killing, es decir,
ξ = ∂/∂y, η = ∂/∂z (3.1)
por lo tanto, las componentes de la me´trica no dependera´n de estas coorde-
nadas. Para esta clase de espacio-tiempos, con un G2 que actu´a sobre o´rbitas
no nulas la me´trica se puede escribir como [99]
ds2 = −e2k(t,x)dt2 + gij(t, x)dxidxj (3.2)
donde i, j = 1, 2, 3 y {xi}=(x, y, z). Equivalentemente, vamos a utilizar la
siguiente expresio´n de la me´trica
ds2 = −e2kdt2 + e2hdx2 +W [f(dy +w1dz +w2dx)2 + f−1(dz +w3dx)2] (3.3)
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donde las funciones k, h,W, f y wi son funciones de (t, x) y podemos definirlas
de forma invariante en funcio´n de los vectores de Killing es
W 2 = (ξαξα)(η
βηβ)− (ξαηα)2, (3.4)
Wf = ξαξα, Wfw1 = ξ
αηα
donde α, β = 0..3. Ahora vamos a ver la forma de la me´trica en cada caso de
la clasificacio´n que hemos hecho.
• clase A(i): wi 6= 0, i=1..3 (⊕ significa te´rmino no nulo)
⊕ 0 0 0
0 ⊕ ⊕ ⊕
0 ⊕ ⊕ ⊕
0 ⊕ ⊕ ⊕
 (3.5)
• clase A(ii): w1 = w2 = 0 o´ w1 = w3 = 0,
⊕ 0 0 0
0 ⊕ ⊕ 0
0 ⊕ ⊕ 0
0 0 0 ⊕
 (3.6)
• clase B(i): w2 = w3 = 0, 
⊕ 0 0 0
0 ⊕ 0 0
0 0 ⊕ ⊕
0 0 ⊕ ⊕
 (3.7)
• clase B(ii): w1 = w2 = w3 = 0,
⊕ 0 0 0
0 ⊕ 0 0
0 0 ⊕ 0
0 0 0 ⊕
 (3.8)
Despue´s de obtener esta clasificacio´n y con un vistazo a la bibliograf´ıa nos
damos cuenta de que la mayor´ıa de las soluciones con un G2 que se conocen
esta´n dentro de la clase B, en particular se han estudiado ma´s soluciones del
tipo B(ii) [44, 59, 112, 51]. Obviamente, esto ocurre porque son las soluciones
ma´s sencillas.
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3.4.1 Clasificacio´n invariante
Ahora vamos a ver con ma´s detalle las soluciones de tipo B. En estas soluciones
tenemos la me´trica en dos cajas 2x2. El determinante de la caja correspondi-
ente a las o´rbitas de los vectores de Killing es el escalar W 2. Esta funcio´n,
W =
√
(ξαξα)(ηβηβ)− (ξαηα)2 (3.9)
nos proporciona un criterio para clasificar invariantemente las soluciones [43].
Tendremos tres grupos de acuerdo con el cara´cter (espacial, temporal o nulo)
del gradiente de W , es decir,
W,αW
,α = 0 ⇒ clase nula
W,αW
,α < 0 ⇒ clase temporal
W,αW
,α > 0 ⇒ clase espacial
Como soluciones representativas de cada grupo tenemos: las ondas planas
[27] para el caso nulo, el modelo de Gowdy [51] con la topolog´ıa de un 3-toro
para el caso temporal y las ondas de Einstein-Rosen [44] para el caso espacial.
Sin embargo, podemos tener soluciones donde el cara´cter del gradiente de W
cambie de una regio´n a otra.
En nuestro repaso de los modelos de midisuperespacio de soluciones con
un G2 hemos visto que el modelo de Gowdy y las ondas de Einstein-Rosen
ya han sido cuantizadas, [77] y [11] respectivamente. Sin embargo, hasta la
fecha no hay ningu´n modelo de la clase nula cuantizado. En este tesis nosotros
completaremos este tarea agotando as´ı el ana´lisis de la cuantizacio´n de las
diferentes clases de espacio-tiempos con dos vectores de Killing (en el caso de
que los Killing admitan hipersuperficies ortogonales). Vamos a cuantizar las
ondas gravitatorias planas puras.
Cap´ıtulo 4
Geometr´ıa cla´sica
En este cap´ıtulo pretendemos hacer un repaso de las propiedades geome´tricas
de los espacio-tiempos correspondientes a ondas gravitatorias planas puras.
Son unas soluciones de vac´ıo de las ecuaciones de Einstein que son inter-
pretadas como ondas gravitatorias y se asume que proporcionan una buena
aproximacio´n del espacio-tiempo en regiones suficientemente alejadas de una
fuente de radiacio´n finita [27]. Es importante notar que estas soluciones son
soluciones exactas, al contrario que las ondas gravitatorias estudiadas en la
aproximacio´n lineal [43], la amplitud de la perturbacio´n del espacio-tiempo
puede ser arbitrariamente grande, por lo tanto estamos estudiando campos
gravitatorios fuertes.
4.1 Definicio´n de ondas planas
Las ondas gravitatorias planas puras1 se definen como soluciones de vac´ıo de
las ecuaciones de Einstein que tienen simetr´ıas ana´logas a las que presentan
las ondas electromagne´ticas en el espacio de Minkowski.
Consideremos una onda electromagne´tica plana en el espacio plano y anal-
izemos que simetr´ıas presenta. Elegimos coordenadas {t, x, y, z} y asumamos
que se propaga en la direccio´n positiva del eje x. En primer lugar, el campo
tiene el mismo valor en todo el frente de onda. Podemos implementar esta
simetr´ıa con un grupo de 3 para´metros que deja el campo electromagne´tico
invariante. Las simetr´ıas son translaciones en las direcciones transversas z, y
y translaciones en la direccio´n nula t − x = constante. Ademas hay otras
simetr´ıas que no son tan evidentes porque son simetr´ıas 4-dimensionales que
1 Entre los trabajos de la literatura destacar´ıa [27] que es muy completo. Tambie´n citare´
el libro de Griffiths [52] dedicado exclusivamente a la colisio´n de ondas planas y contiene
casi toda la bibliograf´ıa sobre las ondas planas.
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pueden ser descritas con un grupo de 2 para´metros que lleva las superficies
t − x = constante a ellas mismas y podr´ıan ser llamadas “rotaciones nulas”.
Por lo tanto podemos implementar la simetr´ıa de estas ondas con un grupo de
5 para´metros.
Despue´s de considerar el caso electromagne´tico definiremos las ondas grav-
itatorias planas como soluciones de vac´ıo de las ecuaciones de Einstein que
admiten un grupo de simetr´ıas de 5 para´metros. Se puede ver [27] que no
hace falta hacer ma´s suposiciones acerca de la estructura del grupo o de los
subespacios invariantes, el resto se obtiene a partir de la definicio´n anterior.
La me´trica para una onda plana gravitatoria general se puede escribir como
ds2 = −dUdV +HabXaXbdU2 + (dX1)2 + (dX2)2 (4.1)
donde las funciones Hab, (a, b = 1, 2), son funciones de U . Esta expresio´n fue
considerada por vez primera por Brinkman [31, 32] y tambie´n estudiada por
Baldwin y Jeffrey [15]. Posteriormente tenemos los trabajos de [104, 25, 27, 98].
Para una descripcio´n ma´s completa se puede mirar [69] o [52].
Las ondas planas pertenecen a un grupo ma´s general de soluciones de
tipo onda, pp-waves (plane-fronted gravitational waves with parallel rays) [69].
Ahora presentaremos un breve repaso de sus propiedades.
Las pp-waves se definen como espacio-tiempos que admiten un vector nulo
k covariantemente constante,
∇bka = 0 (4.2)
Si elegimos una te´trada que incluya este vector obtenemos que los coefi-
cientes espinoriales [69] ρ = σ = κ = 0, por lo tanto, este vector es tangente a
una congruencia de geode´sicas nulas sin expansio´n, sin rotacio´n y sin distorsio´n.
Como la congruencia no tiene rotacio´n existira´ una familia de 2-superficies or-
togonales a k que pueden ser interpretadas como frentes de onda. Adema´s
como la congruencia no tiene expansio´n estos frentes de onda sera´n planos y
teniendo en cuenta que τ = 0, los rayos ortogonales al frente de ondas sera´n
paralelos.
Estas soluciones son de vac´ıo, Einstein-Maxwell null o campos radiativos
puros. Podemos escribir la me´trica como,
ds2 = −dUdV +H(U, ζ, ζ¯)dU2 + dζdζ¯ (4.3)
siendo ζ = X1 + iX2.
Esta me´trica es invariante frente a transformaciones de coordenadas del
tipo
ζ ′ = eiα(ζ + h(U)), (4.4)
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V ′ = a(V + h˙(U)ζ¯ + ˙¯h(U)ζ + g(U)),
U ′ = a−1(U + U0),
H ′ = a2(H − h¨(U)ζ¯ − ¨¯h(U)ζ + h˙(U) ˙¯h(U)− g˙(U))
siendo α, a, U0 constantes reales, g(U) una funcio´n real y h(U) una funcio´n
compleja.
El escalar de Ricci es nulo y las ecuaciones de Einstein de vac´ıo se reducen
a
RUU =
1
2
(
∂2X1H + ∂
2
X2H
)
= 0 (4.5)
y como esta ecuacio´n es lineal entonces se pueden superponer las soluciones.
Esto significa que las ondas gravitatorias de este tipo que se propagan en las
misma direccio´n no interaccionan.
Otra propiedad de las pp-waves es que son tipo de Petrov N o conformal-
mente planas. Por este motivo este tipo de soluciones esta´ asociado a ondas
gravitatorias.
Despue´s de haber repasado las propiedades de las pp-waves vayamos ahora
el caso particular de las ondas planas. Este caso ocurre cuando la funcio´n H
es cuadra´tica en las coordenadas X1, X2.
H = Hab(U) X
aXb (4.6)
Los te´rminos lineal e independiente pueden ser absorbidos con una transfor-
macio´n del tipo (4.4) y as´ı la me´trica se escribe entonces como (4.1). Ten-
emos dos casos interesantes: Esta me´trica describira´ una onda plana electro-
magne´tica con tensor de Weyl nulo cuando H22 = H11 y H12 = 0, es decir,
ds2 = −dUdV +H(U)
[
(X1)2 + (X2)2
]
dU2 + (dX1)2 + (dX2)2 (4.7)
En cambio, se tratara de una onda plana gravitatoria pura cuandoH22 = −H11.
En lo que sigue nos centraremos en este caso. La expresio´n de la me´trica es
ds2 = −dUdV ++(dX1)2 + (dX2)2 + (4.8)[
H11(U)
[
(X1)2 − (X2)2
]
+H12(U)X
1X2
]
dU2
4.2 Coordenadas armo´nicas y de grupo
La me´trica anterior representa una onda gravitatoria plana pura y las coorde-
nadas que se han utilizado, {U, V,X1, X2}, reciben el nombre de coordenadas
armo´nicas. Recordemos que estas coordenadas recorren todo el eje real y para
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cualquier par de funciones H11(U), H12(U) esta me´trica es una solucio´n de las
ecuaciones de Einstein de vac´ıo. La ventaja ma´s importante de estas coorde-
nadas es que cubren todo el espacio-tiempo con un solo atlas y adema´s toda
la informacio´n sobre la curvatura esta´ contenida en una u´nica componente de
la me´trica gUU . Sin embargo, puede resultar mas u´til trabajar con otras co-
ordenadas que muestren ma´s expl´ıcitamente la simetr´ıa de las ondas planas.
Por este motivo vamos a introducir las coordenadas de grupo {u, v, x1, x2}. La
me´trica se escribira´ como
ds2 = −dudv + hab(u)dxadxb (4.9)
La relacio´n entre ambas coordenadas viene descrita por la transformacio´n
V = v +
1
2
h˙ab(u)x
axb,
Xa = P ab (u)x
b, (4.10)
U = u
siendo
hab = P
k
a (u)P
k
b (u) (4.11)
y la matriz P ab (u) es la solucio´n de
P¨ ab (u) = Hak(u)P
k
b (u) (4.12)
con condiciones iniciales que verifican la siguiente ligadura
P˙ ka (u)P
k
b (u)− P ka (u)P˙ kb (u) = 0 (4.13)
Al contrario, tambie´n podemos pasar de las coordenas de grupo a las coor-
denadas armo´nicas resolviendo las ecuaciones (4.11) y (4.13) para obtener la
matriz P ab y entonces utilizando la ecuacio´n (4.12) obtendremos Hab.
En estas coordenadas, de nuevo las ecuaciones de Einstein se reducen a una
sola ecuacio´n
Ruu = −1
2
hab(hab)
′′ − 1
4
(hab)′(hab)′ = 0 (4.14)
y la prima denota derivada respecto u.
En las coordenadas de grupo los vectores de Killing que generan el grupo
de 5 para´metros son
ξ1 = ∂x1
ξ2 = ∂x2
ξ3 = ∂v (4.15)
ξ4 = x
1∂v +N22(u)∂x1 −N12(u)∂x2
ξ5 = x
2∂v +N11(u)∂x2 −N12(u)∂x1
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siendo
Nab(u) =
∫
duh−2hab, h = det(hab) (4.16)
y los u´nicos conmutadores no nulos son
[ξ1, ξ4] = ξ3, (4.17)
[ξ2, ξ5] = ξ3 (4.18)
Hemos visto que con estas coordenadas es ma´s explicita la simetr´ıa de las
ondas pero tienen el inconveniente de que no cubren todo el espacio-tiempo con
un u´nico atlas porque veremos que son singulares para un cierto valor de uf en
el que det[hab(uf )] = 0 [98, 49, 47]. Sin embargo, esta singularidad es so´lo una
singularidad de coordenadas y no tenemos divergencias en la curvatura. Por
el momento dejaremos el estudio de esta singularidad para la u´ltima seccio´n.
4.3 Ondas linealmente polarizadas y Ondas Sand-
wich
Las ondas planas gravitatorias son soluciones de vac´ıo de las ecuaciones de
Einstein que describen radiacio´n gravitatoria. Como hemos visto estas fun-
ciones tienen dos grados de libertad que son dos funciones de la coordenada
u. Estas funciones se pueden relacionar con las propiedades f´ısicas de la onda:
la amplitud y la direccio´n de polarizacio´n. Para la expresio´n de la me´trica en
coordenadas armo´nicas (4.8) la funcio´n H se puede escribir como
H = h(U)
[
cosα(U)
[
(X1)2 − (X2)2
]
+ 2 sinα(U)X1X2
]
(4.19)
donde h(U) esta relacionada con la amplitud de la onda y α(U) es la polar-
izacio´n.
Si α(U) es una constante tendremos una onda linealmente polarizada y
siempre se pueden rotar las coordenadas de forma que H12 = 0, o equivalen-
temente α = 0. En este caso el vector de polarizacio´n esta´ alineado con la
direccio´n de la coordenada X1 y la me´trica se escribe como
ds2 = −dUdV + (dX1)2 + (dX2)2 +H11(U)
[
(X1)2 − (X2)2
]
dU2 (4.20)
En coordenadas de grupo el elemento de l´ınea de una onda plana lineal-
mente polarizada se puede escribir como
ds2 = −dudv + h11(dx1)2 + h22(dx2)2 (4.21)
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por lo tanto la me´trica es diagonal y la u´nica ecuacio´n de Einstein nos da la
relacio´n entre h11 y h22. Una de ellas puede ser elegida arbitrariamente.
Ahora vamos a considerar otra subfamilia de soluciones de ondas planas
que son conocidas por el nombre de ondas Sandwich. Para muchos propo´sitos
es ma´s u´til considerar ondas de duracio´n finita, en otras palabras, espacio-
tiempos en los que la radiacio´n gravitatoria se concentra en una regio´n y el
resto del espacio-tiempo es plano. As´ı se define una onda Sandwich, es una
onda plana cuya amplitud es diferente de cero en un intervalo finito de la
coordenada u.
Estas soluciones son interesantes para estudiar como interaccionan las on-
das gravitatorias con otros sistemas. Por ejemplo se puede considerar un sis-
tema que al principio esta´ en el espacio-tiempo plano, ma´s adelante le atraviesa
la perturbacio´n gravitatoria, para volver finalmente al espacio plano.
Normalmente estas soluciones consisten en una regio´n con onda entre dos
regiones planas, todas las zonas enlazadas adecuadamente.
4.4 Nuestras coordenadas
Finalmente en esta seccio´n queremos especificar el tipo de espacio-tiempos
que vamos a estudiar posteriormente en el modelo de midisuperespacio. En
primer lugar, dado que las ondas planas no admiten una superficie de Cauchy
global [98] no se podra´n estudiar con el formalismo cano´nico. Lo que podemos
hacer en este caso es estudiar so´lo un trozo del espacio-tiempo que si sea
globalmente hiperbo´lico. Introduciremos coordenadas de grupo en el espacio-
tiempo y veamos a que parche nos restringiremos. Haciendo el siguiente cambio
de variables que introduce las funciones y, z, v
h11 = e
z−y/2, h12 = −vez−y/2,
h22 = (v
2 + ey)ez−y/2. (4.22)
la me´trica (4.9) se escribe
ds2 = −du˜dv + ez−y/2[(dx1)2 − 2vdx1dx2 + (v2 + ey)(dx2)2] (4.23)
y para que sea definida positiva todas las funciones deben ser reales. La u´nica
ecuacio´n de Einstein no trivial es
d2(ez/2)
du˜2
= −e
z/2
16
(dy
du˜
)2
+ 4
(
dv
du˜
)2
e−y
 (4.24)
y de aqu´ı podemos deducir que la funcio´n F = ez/2 debe ser una funcio´n con-
vexa de la coordenada u˜. Como esta funcio´n no es negativa, se anulara´ en algu´n
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punto, lugar donde la me´trica sera´ degenerada y tendremos una singularidad
de coordenadas. Por lo tanto la coordenada u˜ tendra´ un rango de variacio´n
restringido, en cambio, las dema´s coordenadas recorren todo el eje real.
Ahora vamos a estudiar con detalle el comportamiento de la funcio´n F (u˜).
Tenemos tres posibles casos:
- Si d2F/du˜2 = 0, o equivalentemente las variables y, z son constantes,
F (u˜) sera´ una funcio´n lineal en u˜. Esta solucio´n corresponde al espacio
de Minkowski2.
- Si d2F/du˜2 < 0 y la funcio´n F (u˜) se anula en dos puntos. En este caso,
la funcio´n crece desde el primer cero hasta su ma´ximo y luego vuelve a
cero de nuevo. El valor en el ma´ximo puede hacerse igual a uno mediante
un reescalado de las coordenadas xa.
- Si d2F/du˜2 < 0 y la funcio´n F (u˜) se anula en un so´lo punto. Ahora
podemos hacer que esta funcio´n sea estrictamente creciente cambiando
el signo de las coordenadas u˜, v si es necesario. Entonces si miramos el
comportamiento de F para valores grandes de u˜, puede ocurrir que tienda
a infinito o a un l´ımite finito. En este u´ltimo caso, siempre podemos hacer
que este l´ımite sea la unidad reescalando las coordenadas xa.
Con esto hemos agotado las posibilidades. Lo ma´s importante es que en to-
dos los casos siempre existe una regio´n B del espacio-tiempo en el que la funcio´n
F (u˜) crece desde cero hasta uno. Vamos a descartar el caso en que las fun-
ciones y, v, z sean constantes que se corresponde trivialmente con Minkowski,
con esto no eliminamos la solucio´n plana porque si F (u˜) es lineal en u˜ y y, v
son contantes tendremos esta solucio´n.
En la regio´n B la variable z crece de −∞ a 0. Entonces introduciremos el
siguiente cambio de coordenadas
du˜ = e2w−z+y/2du (4.25)
siendo w una funcio´n desconocida de u, y asumiremos que el rango de esta
coordenada es todo el eje real. Podemos fijar
z(u˜[u]) = −e−u ≡ z0(u) (4.26)
porque z0(u) es estrictamente creciente en el recorrido de u y crece de −∞ a
0. Con este cambio el desconocimiento en la variable z esta´ codificado en w,
2Se puede ver que existe una transformacio´n local de coordenadas que nos lleva al ele-
mento de l´ınea de Minkowski [27].
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y hemos llevado la singularidad de coordenadas en ez/2 = 0 a u = −∞. La
me´trica (4.23) sera´
ds2 = −e2w−z0(u)+y/2 du dv + (4.27)
ez0(u)−y/2[(dx1)2 − 2vdx1dx2 + (v2 + ey)(dx2)2]
y las ecuaciones de Einstein se reducen a una ecuacio´n de primer orden para
w que puede resolverse expl´ıcitamente
w =
ln (z′0)
2
+
3z0
4
− y
4
+
∫ u
u0
1
16z′0
[
(y′)2 + 4(v′)2e−y
]
≡ w0 (4.28)
Aqu´ı u0 es una constante real fija y la prima en z
′
0, y
′, v′ denota la derivada
respecto a u. La constante de integracio´n que deber´ıa aparecer en esta fo´rmula
ha sido reabsorbida con una transformacio´n de escala en la coordenada v.
Ahora si hacemos el cambio de coordenadas v = 2t − u obtenemos el el-
emento de l´ınea que describe el trozo del espacio-tiempo de las ondas planas
que estamos considerando. Este es,
ds2 = −e2w0(u)−z0(u)+y/2[−dt2 + (du− dt)2] + (4.29)
ez0(u)−y/2[(dx1)2 − 2vdx1dx2 + (v2 + ey)(dx2)2]
donde todas las coordenadas son reales y su rango de variacio´n es todo IR. La
me´trica anterior es una solucio´n de vac´ıo de las ecuaciones de Einstein para
cualquier par de funciones arbitrarias y(u), v(u).
Estas son la soluciones que queremos cuantizar en nuestro modelo. Hemos
visto que la anterior me´trica describe la solucio´n ma´s general de una onda
gravitatoria plana pura, so´lo debemos tener en cuenta que esta me´trica no
describe todo el espacio-tiempo tiempo que recubrir´ıamos con las coordenadas
armo´nicas. En el modelo tendremos dos grados de libertad, las funciones y, v.
A la vista de la expresio´n de la me´trica (4.29), esta puede ser interpre-
tada como el elemento de l´ınea ADM (B.6) para espacio-tiempos con me´tricas
diagonales por bloques 2x2, con la funcio´n lapso y la componente Nu particu-
larizadas a la eleccio´n N = ew0−z0/2+y/4 y Nu = −1. Adema´s la me´trica con-
siderada tiene dos vectores de Killing espaciales que conmutan, ∂xa , y aparte
de no depender en las coordenadas xa, tampoco depende de t.
Vamos a utilizar esta conexio´n entre las ondas planas y los espacio-tiempos
con dos vectores de Killing para fijar el gauge en nuestro modelo. Partiremos
del tratamiento hamiltoniano para estos espacio-tiempos y despue´s imponiendo
unas condiciones, ba´sicamente que las soluciones no dependan del tiempo, re-
cuperaremos un modelo que describe las ondas planas. En el siguiente cap´ıtulo
estudiaremos una fijacio´n del gauge para los espacio-tiempos con dos vectores
de Killing y explicaremos que condiciones nos llevan a las ondas planas.
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4.5 Focalizacio´n de los conos del luz
Las ondas planas gravitatorias tienen unas propiedades geome´tricas muy in-
teresantes como es la ausencia de una hipersuperficie de Cauchy espacial como
consecuencia de la focalizacio´n que estas ondas ejercen sobre los conos de luz.
Este hecho fue estudiado por vez primera por Penrose [98], posteriormente
esta´n los trabajos [26, 47]. En esta seccio´n pretendemos describir cualita-
tivamente este feno´meno de focalizacio´n, para un estudio ma´s detallado les
referimos a las anteriores referencias.
Para una onda plana en coordenadas de grupo hemos visto que el determi-
nante de la me´trica es una funcio´n convexa y positiva (4.24), por lo tanto se
anulara´ en para cierto valor u = uf . En ese punto tendremos una singularidad
de coordenadas. Para entender que es lo que ocurre se analiza un caso sen-
cillo. Por ejemplo, consideremos una onda sandwich en coordenadas de grupo.
Ahora estudiaremos una familia de geode´sicas nulas que inciden perpendicu-
larmente sobre la onda (con diferentes para´metros de impacto). En la regio´n
plana antes de que pase la onda esta familia de geode´sicas son l´ıneas rectas.
Despue´s al pasar la onda las geode´sicas se desv´ıan de tal forma que en la regio´n
plana posterior todas las geode´sicas convergen hacia un punto de focalizacio´n,
que se corresponde con el valor u = uf (donde tenemos la singularidad de
coordenadas). Para estudiar rigurosamente que ocurre recurrimos a las coor-
denadas armo´nicas que son va´lidas para todo el espacio-tiempo. Entonces se
puede ver las geode´sicas anteriores al atravesar la onda son focalizadas hacia
el mismo punto independientemente del para´metro de impacto y adema´s lo
alcanzan en un tiempo finito.
En el trabajo [47] se estudian casos ma´s generales y otras familias de
geode´sicas nulas. En estos casos la regio´n de focalizacio´n puede convertirse
en una l´ınea recta o una para´bola dependiendo del caso particular.
En el trabajo [26] que ocurre con un conjunto de part´ıculas test inicialmente
en reposo en el espacio plano. Despue´s de pasar una onda sandwich linealmente
polarizada las part´ıculas comienzan a moverse y colisionan en un tiempo finito
independientemente de cua´nta distancia las separe inicialmente.
A la vista de esta propiedad de las ondas planas se plantea la cuestio´n de
estudiar que´ ocurre cuando dos ondas planas colisionan. Hay muchos trabajos
en la literatura sobre colisio´n de ondas gravitatorias [52]. En algunos casos la
focalizacio´n mutua de las ondas da lugar a que se formen una singularidad real
de curvatura en la regio´n futura. En otros casos, so´lo se forma un horizonte
de Cauchy.
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Cap´ıtulo 5
Fijacio´n del gauge para ST con
2 Killing
En este cap´ıtulo vamos a estudiar el formalismo hamiltoniano para los espacio-
tiempos que poseen dos vectores de Killing espaciales y que conmutan. A
continuacio´n presentaremos una fijacio´n parcial del gauge que es va´lida para
todos estos espacio-tiempos.
Comencemos con el formalismo ADM (Ve´ase el ape´ndice B). Evidente-
mente nos restringiremos a espacio-tiempos que admiten una foliacio´n global,
con lo que la me´trica se puede escribir en la forma 3+1 como:
ds2 = −N2dt2 + hij(dxi +N idt)(dxj +N jdt). (5.1)
Vamos a emplear la notacio´n {xi}≡(x1, x2, u) para las coordenadas de las sec-
ciones de tiempo constante. Adema´s, asumiremos que las coordenadas t y u
recorren todo el eje real, e impondremos que ∂xa , (a = 1, 2) sean los vectores
de Killing. Por lo tanto, la me´trica sera´ independiente de las coordenadas xa.
Esto implica que podemos integrar estas coordenadas en la accio´n de Hilbert-
Einstein(B.1) y se obtiene un factor global constante
S =
∫
dx1dx2 (5.2)
Vamos a absorber este factor en la constante de Newton.
1
16piG
∫
dx1dx2 =
1
16piG
S = 1
16piGe
(5.3)
En el caso que este a´rea sea infinita necesitamos hacer una regularizacio´n,
que consistira´ en tomar el l´ımite S → ∞ del caso compacto. Para evitar
arrastrar esta constante, fijaremos la constante de Newton efectiva de acuerdo
a la relacio´n:
1
16piGe
= 1 (5.4)
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Las variables cano´nicas sera´n la me´trica inducida sobre las secciones es-
paciales hij y sus momentos conjugados Π
ij que se definen en (B.11). Los
corchetes de Poisson entre las variables cano´nicas son
{hij(u),Πkl(u¯)} = δ(ki δl)j δ(u− u¯) (5.5)
donde δji es la delta de Kronecker, y δ(u) es la delta de Dirac sobre la recta
real, y la forma simple´ctica en el espacio de fases es
Ω =
∫
dudΠij ∧ dhij (5.6)
siendo d la derivada exterior y ∧ el producto exterior. Recordemos que el factor
constante que se obtiene al integrar las coordenadas x1, x2 se ha reabsorbido
en la constante de Newton (5.3).
Como ya sabemos, tenemos dos clases de ligaduras: la ligadura hamiltoni-
ana C y las ligaduras de momentos Ci, estas u´ltimas generan los difeomorfismos
sobre la seccio´n espacial. En lugar de utilizar C, vamos a trabajar con esta
ligadura densitizada, C˜ ≡ h1/2C. Teniendo en cuenta esto, las expresiones para
las ligaduras son:
C˜ ≡ −h 3R + (hikhjl − 1
2
hijhkl)Π
ijΠkl = 0,
Ci ≡ −2hijDkΠkj = 0 (5.7)
donde Di es la derivada covariante compatible con la me´trica inducida y
3R es
su escalar de curvatura.
La evolucio´n temporal de cualquier funcio´n del espacio de fases sera´
f˙ = ∂tf + {f,
∫
du (N∼ C˜ +N iCi)} (5.8)
siendo ∂t la derivada parcial con respecto a la dependencia expl´ıcita con el
tiempo t y N∼ = h
−1/2N es la funcio´n lapso densitizada.
5.1 Caso ortogonal
Para los espacio-tiempos que estamos estudiando es posible eliminar la lib-
ertad gauge asociada a las ligaduras Ca, a = 1, 2., ligaduras que generan los
difeomorfismos en las coordenadas de los vectores de Killing.
Teniendo en cuenta que la me´trica no depende de las coordenadas xa se
puede ver que estas ligaduras pueden reescribirse como
Ca = −2
(
haiΠ
iu
)′
(5.9)
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donde la prima denota la derivada parcial respecto a la coordenada u.
Para fijar el gauge exigiremos que en las secciones de tiempo constante el
eje de la coordenada u sea ortogonal a las o´rbitas del grupo expandidas por
los vectores de Killing ∂xa . Esto es equivalente a las condiciones
hau = 0, a = 1, 2. (5.10)
A continuacio´n debemos asegurar que estas condiciones son “adecuadas” para
fijar el gauge. Por un lado, las o´rbitas gauge generadas por las ligaduras Ca
tienen que intersectar transversalmente la superficie definida en el espacio de
fases por las condiciones (5.10) y las ligaduras (5.7). Y por otro lado, las
condiciones que fijan el gauge (5.10) deben ser preservadas por la dina´mica del
sistema.
La primera condicio´n es equivalente a probar que las condiciones de fijacio´n
del gauge tienen corchetes de Poisson no nulos con las ligaduras Ca. Si hacemos
este ca´lculo1 obtenemos
{hau,
∫
duN bCb} = hab(N b)′ (5.12)
y si tenemos en cuenta que hab es definida positiva, entonces los corchetes
anteriores en general sera´n distintos de cero (con elegir (Na)′ 6= 0 ya lo asegu-
ramos).
La segunda condicio´n consiste en pedir que la fijacio´n del gauge sea com-
patible con la dina´mica, esto quiere decir que debe existir una eleccio´n para
las componentes Na del vector desplazamiento que asegure, en la superficie
definida por las ligaduras, que las condiciones (5.10) son conservadas por la
evolucio´n dina´mica. En otras palabras h˙au debe ser nulo, modulo ligaduras
y condiciones de fijacio´n del gauge, para una eleccio´n particular de Na. De
nuevo, si tenemos en cuenta que la me´trica no depende de xa y usando (5.8)
podemos calcular
h˙au = hab(N
b)′ + 4N∼ habhuuΠ
bu (5.13)
siempre teniendo cuidado en sustituir las condiciones de fijacio´n despue´s de
haber calculado los corchetes de Poisson.
Por otro lado, la solucio´n de las ligaduras Ca = 0 para los momentos es
Πau = habfb(t) (5.14)
1Basta usar la definicio´n de los corchetes de Poisson entre dos funciones del espacio de
fases A(hij ,Πij) y B(hij ,Πij)
{A,B} ≡
∫
dx3
[
δA
δhij(x)
δB
δΠij(x)
− δB
δhij(x)
δA
δΠij(x)
]
(5.11)
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siendo fa(t) dos funciones arbitrarias del tiempo, que sera´n reales porque los
momentos tambie´n lo son. Entonces la fijacio´n del gauge sera´ preservada por
la dina´mica si se cumple
(Na)′ = −4N∼ huuhabfb(t) (5.15)
Ahora vamos a considerar que las componentes Na del vector desplazamiento
se anulan cuando u → ±∞. Dado que hemos impuesto hau = 0, esta u´ltima
condicio´n significa que las o´rbitas del grupo expandidas por los vectores de
Killing ∂xa son asinto´ticamente ortogonales a las superficies con coordenadas
t y u, es decir, asinto´ticamente tendremos la me´trica en dos cajas 2x2.
Ahora si integramos en u ambos te´rminos de la ecuacio´n (5.15), contraemos
el resultado con fa(t), y usamos la condicio´n
lim
u→±∞N
a = 0 (5.16)
se llega al resultado ∫
IR
duN∼ huuh
abfafb = 0 (5.17)
En esta ecuacio´n el integrando es real, entonces, para que se anule esta integral,
el integrando debe anularse al menos en algu´n punto. Teniendo en cuenta que
la me´trica hab es definida positiva, y queN∼ y que huu tambie´n son estrictamente
positivos, se cumplira´ que fa = 0 en ese punto. Pero, como las funciones fa no
dependen de la coordenada u, estas funciones sera´n ide´nticamente nulas. Por
lo tanto, reuniendo las soluciones de las ligaduras y las soluciones que aseguran
la consistencia en la fijacio´n del gauge cuando se impone la condicio´n (5.16)
tenemos
Πau = 0
Na = 0 (5.18)
hau = 0
y entonces la me´trica es diagonal en dos bloques 2x2.
Hemos visto que si imponemos limu→±∞Na = 0, para asegurar la consis-
tencia en el proceso de fijacio´n del gauge se verificara´ que Na se anula en todo
el espacio-tiempo y no so´lo en el infinito, es decir, en esta fijacio´n de gauge si
exigimos que la me´trica sea diagonal por bloques asinto´ticamente, lo sera´ en
todo el espacio-tiempo.
Despue´s de esta fijacio´n parcial del gauge, las variables cano´nicas y sus
momentos conjugados (hau,Π
au), as´ı como las ligaduras Ca, son eliminadas del
sistema. El resto de variables y sus momentos son un conjunto de variables
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cano´nicas para el modelo con el gauge fijado. El elemento de l´ınea se escribe
como
ds2 = −N2dt2 + huu(du+Nudt)2 + habdxadxb (5.19)
donde todas las funciones me´tricas dependen so´lo de las coordenadas t y u. La
estructura simple´ctica (5.6) es
Ω =
∫
du
(
dΠuu ∧ dhuu + dΠab ∧ dhab
)
(5.20)
5.2 Fijacio´n del gauge “correcta”
Ahora que hemos completado la fijacio´n del gauge, es un buen momento para
revisar si hemos efectuado correctamente la fijacio´n del gauge. Dado que
este mismo proceso se repetira´ varias veces a lo largo del trabajo me gus-
tar´ıa repasarlo para que quede bien claro como se debe hacer una fijacio´n del
gauge correctamente. La anterior fijacio´n nos servira´ como ejemplo.
Consideremos un sistema que tiene Ci, i = 1..n ligaduras de primera clase.
Estas ligaduras generara´n transformaciones gauge por ser de primera clase.
Para eliminarlas debemos an˜adir tantas condiciones de fijacio´n, gi, como lig-
aduras queramos eliminar. Por ejemplo, vamos a eliminar k ligaduras. Ten-
emos el sistema
Ligaduras Ci = 0, i = 1..k
Condiciones de fijacio´n gi = 0, i = 1..k
y utilizaremos la siguiente notacio´n: χA ≡ (Ci, gi), A = 1..2k, sera´ el conjunto
formado por las ligaduras Ci y las condiciones de fijacio´n gi. El s´ımbolo ≈ de-
notara´ que se cumple la igualdad cuando tomamos la restriccio´n a la superficie
definida por gi = 0, es decir,
F ≈ G ⇔ F |gi=0 = G|gi=0 (5.21)
Para que las condiciones gi permitan fijar el gauge correctamente se tienen
que verificar las siguientes condiciones:
(i) El conjunto formado por las condiciones de fijacio´n y las ligaduras ha
de ser un sistema de segunda clase, en otras palabras, esto significa que
la superficie gauge intersecta transversalmente la superficie definida por
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las condiciones de fijacio´n y las ligaduras, permitiendo extraer un u´nico
punto de cada o´rbita gauge. La condicio´n que nos asegura esto es
det(AAB) ≈/ 0 (5.22)
donde la matriz A se define como AAB = {χA, χB}.
(ii) Las condiciones de fijacio´n que hemos impuesto tienen que ser conser-
vadas por la evolucio´n dina´mica del sistema. Esta condicio´n equivale
a exigir que el corchete de Poisson de las condiciones de fijacio´n con el
hamiltoniano H del sistema es nulo cuando nos restringimos a la super-
ficie definida por las ligaduras, es decir,
g˙i ≡ {gi, H} ≈ 0, i = 1..k (5.23)
Si se verifican estas condiciones tendremos un problema de fijacio´n de gauge
bien puesto y podremos hacer la reduccio´n.
Repasemos la fijacio´n del gauge de la seccio´n anterior. Queremos eliminar
dos ligaduras (Ca, a = 1, 2), por lo tanto se an˜aden dos condiciones de fijacio´n
(ga ≡ hau = 0). Hemos probado que es un sistema de segunda clase (5.12) y
tambie´n que las condiciones ga son preservadas por la dina´mica (5.15). En-
tonces el proceso de reduccio´n es correcto. Hemos eliminado los grados de
libertad (hau,Π
au) del sistema (cada ligadura y cada condicio´n ga elimina un
grado de libertad). En el proceso de reduccio´n tambie´n quedan fijados los
multiplicadores de Lagrange que acompan˜an a las ligaduras, al asegurar la
compatibilidad con la dina´mica obtenemos las ecuaciones que deben cumplir.
En el caso anterior las ecuaciones (5.15) fijan las componentes Na. Con este
ejemplo hemos aprendido como hacer la fijacio´n correctamente.
5.3 Cambio de variables
A continuacio´n vamos a hacer un cambio de variables, pasaremos de hab(t, u) y
huu(t, u) a {qα} ≡ {v(t, u), w(t, u), y(t, u), z(t, u)} porque simplifican las cosas
y adema´s nos ayudara´n a establecer la conexio´n con las ondas planas. La
transformacio´n es
h11 = e
z−y/2, h12 = −vez−y/2
h22 = (v
2 + ey)ez−y/2 (5.24)
huu = e
2w−z+y/2
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La me´trica (5.19) pasara´ a escribirse
ds2 = e2w−z+y/2[−e2zN2∼ dt2 + (du+Nudt)2] +
ez−y/2[(dx1)2 − 2vdx1dx2 + (v2 + ey)(dx2)2] (5.25)
Aqu´ı hemos densitizado el lapso utilizando
h = e2w+z+y/2 (5.26)
Ahora para que la me´trica inducida sea definida positiva basta exigir que las
nuevas variables qα sean funciones reales.
El cambio de variables que hemos realizado es una transformacio´n puntual.
Entonces podemos obtener fa´cilmente los momentos conjugados {pα} a las
nuevas variables utilizando la relacio´n
pα = Π
uu∂huu
∂qα
+Πab
∂hab
∂qα
(5.27)
teniendo en cuenta que huu y hab tienen que ser consideradas como funciones
de qα.
Recordemos que todav´ıa tenemos dos ligaduras en este modelo gravitatorio,
que se pueden obtener haciendo la restriccio´n en C˜ y Cu al caso en que la me´trica
no dependa de xa y hau = Π
au = 0. Despue´s de hacer los ca´lculos la expresio´n
para la ligaduras en funcio´n de las nuevas variables y momentos son: para la
ligadura Cu,
Cu = −p′w + pww′ + pvv′ + pyy′ + pzz′ (5.28)
y para la ligadura hamiltoniana densitizada es
C˜ = e
2z
16
[
(y′)2 + 4(v′)2e−y − 4z′(4w′ + y′ − 5z′) + 16z′′
]
+p2ve
y − 2pwpy − pwpz + 4p2y (5.29)
A continuacio´n vamos a hacer expl´ıcita la conexio´n de estos espacio-tiempos
con las ondas planas. En el modelo de midisuperespacio que presentaremos
para las ondas planas utilizaremos la fijacio´n parcial del gauge que hemos hecho
en la seccio´n anterior (porque las ondas planas incluyen dos vectores de Killing
espaciales en su grupo de simetr´ıa) y las siguientes consideraciones nos guiara´n
en la fijacio´n del gauge remanente.
La me´trica (5.25) ser´ıa ana´loga a la me´trica para las ondas planas (4.29)
si fija´ramos z = z0 y w = w0, adema´s de particularizar la funcio´n lapso y la
componente Nu a N = ew0−z0/2+y/4 y Nu = −1. Sin embargo, todav´ıa queda
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una diferencia entre ambas, para las ondas planas las soluciones no dependen
de t. En la me´trica (5.25) si queremos que las soluciones no dependan de
t podemos hacer los siguiente: como z0 es una funcio´n fija de u y w0 esta´
determinada por las ecuaciones de Einstein en funcio´n de y, v, bastara´ exigir
que las derivadas temporales y˙, v˙ se anulen para eliminar la dependencia en t
de la me´trica. Si utilizamos la definicio´n de la curvatura extr´ınseca Kij(B.7)
con las coordenadas xi ≡ {x1, x2, u} podemos demostrar que la condicio´n
v˙ = y˙ = 0 en las soluciones cla´sicas es equivalente a
4h1/2e−2z0+y/2K11 = 2z′0 − y′
4h1/2e−2z0+y/2K12 = vy′ − 2vz′0 − 2v′ (5.30)
siendo h = e2w0+z0+y/2. Adema´s estas ecuaciones implican que v˙ y y˙ se anulan
aunque cambiemos los valores de w0, N y N
u en la me´trica (5.25) siempre que
Nu no dependa de xa y no modifiquemos el cociente N/Nu = −h1/2e−z0 .
Si ahora utilizamos la definicio´n (B.11) podemos obtener los nuevos mo-
mentos cano´nicos en funcio´n de la curvatura extr´ınseca
pv = −h1/2e−z−y/2(vK11 +K12)
pw = −h1/2e−z−y/2[(v2 + ey)K11 + 2vK12 +K22]
py = −1
2
h1/2e−z+y/2K11
pz = −h1/2e−2w+z−y/2Kuu (5.31)
Estas expresiones nos sera´n de utilidad ma´s adelante.
5.4 Caso no ortogonal
Recordemos que en la fijacio´n del gauge anterior hemos restringido nuestro
ana´lisis a soluciones en las que la me´trica es diagonal por bloques. Ahora vamos
a estudiar el caso en que los vectores de Killing no admitan hipersuperficies
ortogonales. Si tenemos unas funciones fa(t) distintas de cero, las componentes
Na sera´n las soluciones de la ecuacio´n
(Na)′ = −4N∼ huuhabfb(t) (5.32)
y las soluciones para los momentos son
Πau = habfb(t) (5.33)
Utilizando estas relaciones la me´trica sera´
ds2 = −N2dt2 + huudu2 + habdxadxb + 2hijN idxjdt (5.34)
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que en funcio´n de las nuevas variables se escribe
ds2 = e2w−z+y/2
[
−e2zN2∼ dt2 + (du+Nudt)2
]
+
ez−y/2
[
(dx1)2 − 2vdx1dx2 + (v2 + ey)(dx2)2
+2(N1 − vN2)dtdx1 + 2(N2(v2 + ey)− vN1)dtdx2
]
(5.35)
Por u´ltimo, las expresiones para las ligaduras son las siguientes, Cu es la
misma que el caso anterior,
Cu = −p′w + pww′ + pvv′ + pyy′ + pzz′ (5.36)
y la ligadura hamiltoniana densitizada se diferencia so´lo en unos te´rminos extra
C˜ = e
2z
16
[
(y′)2 + 4(v′)2e−y − 4z′(4w′ + y′ − 5z′) + 16z′′
]
+p2ve
y − 2pwpy − pwpz + 4p2y (5.37)
+2e2w−2z
[
f 21 (v
2 + ey) + f 22 + 2vf1f2
]
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Cap´ıtulo 6
Modelo de midisuperespacio
para las ondas planas
En este cap´ıtulo presentaremos un modelo de midisuperespacio para las ondas
gravitatorias planas puras. Nos proponemos estudiar soluciones de vac´ıo de
las ecuaciones de Einstein que pueden ser descritas por la me´trica (4.29).
Nuestro punto de partida sera´ la fijacio´n del gauge que hemos realizado en
el cap´ıtulo anterior para los espacio-tiempos con dos vectores de Killing en el
caso ortogonal ya que hemos visto que las ondas planas pueden ser consideradas
como un caso particular de estos espacio-tiempos. Recordando la expresio´n de
la me´trica (5.25) tenemos
(6.1)
ds2 = e2w−z+y/2[−e2zN2∼ dt2 + (du+Nudt)2] +
ez−y/2[(dx1)2 − 2vdx1dx2 + (v2 + ey)(dx2)2] (6.2)
y en el sistema quedan dos ligaduras (5.28) , (5.29)
Cu = −p′w + pww′ + pvv′ + pyy′ + pzz′ (6.3)
C˜ = e
2z
16
[
(y′)2 + 4(v′)2e−y − 4z′(4w′ + y′ − 5z′) + 16z′′
]
+p2ve
y − 2pwpy − pwpz + 4p2y. (6.4)
el hamiltoniano es
H =
∫
du (N∼ C˜ +NuCu) (6.5)
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y la estructura simple´ctica (5.6)
Ω =
∫
du (dpz ∧ dz + dpy ∧ dy + dpv ∧ dv + dpw ∧ dw) (6.6)
Recordemos tambie´n que todas las variables y, v, z, w, py, pv, pw, pz y las fun-
ciones N∼ , N
u dependen solamente de las coordenadas (t, u)
6.1 Fijacio´n-Reduccio´n del gauge
El proceso de fijacio´n del gauge y eliminacio´n de las ligaduras lo vamos a hacer
en dos etapas. En la primera, fijaremos los difeomorfismos en la coordenada u.
En la siguiente eliminaremos la ligadura que nos queda y adema´s an˜adiremos
ma´s simetr´ıa para obtener un modelo cuyas soluciones sean las ondas planas.
6.1.1 Fijacio´n de los difeomorfismos en u
Comencemos por la primera fijacio´n, queremos eliminar la libertad gauge aso-
ciada con la ligadura Cu, que genera difeomorfismos en la coordenada u. Una
manera de fijar esta libertad consiste en fijar la coordenada u mediante el
valor de una variable me´trica. Necesariamente la relacio´n entre ambas debe
ser biyectiva. En este caso podemos fijar que la variable z sea igual a z0 (4.26)
porque hemos visto que se trata de una funcio´n estrictamente creciente en u.
La condicio´n que imponemos para fijar el gauge sera´:
χu ≡ z − z0 = z + e−u = 0 (6.7)
Con esta relacio´n se puede obtener la coordenada u a partir del valor de la
variable me´trica z y viceversa.
Ahora debemos comprobar que efectivamente esta condicio´n permite fijar
el gauge asociado a la ligadura Cu. Como hemos visto en el cap´ıtulo anterior
debemos asegurarnos que las relaciones
Ligaduras Cu = 0
Condiciones de fijacio´n χu = 0
permiten fijar el gauge correctamente. Se deben verificar las dos condiciones
(5.22) y (5.23). A continuacio´n demostraremos que en este caso se cumplen
ambas.
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• En primer lugar, la ligadura y la condicio´n de fijacio´n forman un sistema
de segunda clase. Basta ver que el corchete de Poisson entre ambas no
se anula. Calcula´ndolo obtenemos
{χu,
∫
duNuCu} = z′0Nu (6.8)
mo´dulo la condicio´n (6.7). Como z′0 no se anula en ningu´n punto, este
corchete es distinto de cero si Nu 6= 0.
• Ahora falta ver que la condicio´n (6.7) es compatible con la evolucio´n
dina´mica. Debe existir una eleccio´n para Nu que se cumpla
χ˙u = {χu,
∫
du (N∼ C˜ +NuCu)}
= −pwN∼ + z′0Nu = 0 (6.9)
Usando la condicio´n (6.7) la solucio´n que buscamos es
Nu =
pwN∼
z′0
(6.10)
y notemos que Nu esta´ bien definido siempre porque z′0 no se anula.
Hemos visto que tenemos una fijacio´n del gauge correcta. La variable z
queda fijada por la condicio´n (6.7), mientras que Nu esta dado por (6.10).
Ahora so´lo nos queda resolver la ligadura Cu = 0 para pz. De forma inmediata
obtenemos
pz = p
0
z ≡
1
z′0
(p′w − pww′ − pvv′ − pyy′) (6.11)
Antes de hacer la reduccio´n me gustar´ıa resen˜ar que para que el proceso
de fijacio´n sea correcto so´lo hemos necesitado hacer uso de que z′0 6= 0. Por
lo tanto, se pod´ıa haber elegido otra funcio´n cuya derivada no se anulara en
ningu´n punto y el proceso de fijacio´n estar´ıa bien.
Ahora ya podemos reducir el sistema. Las relaciones (6.7, 6.11, 6.10) per-
miten eliminar los grados de libertad (z, pz) y la ligadura Cu. As´ı se obtiene un
modelo reducido cuyo espacio de fases esta´ descrito por el conjunto de variables
cano´nicas (v, w, y, pv, pw, py). La forma simple´ctica es
Ω¯ =
∫
du (dpv ∧ dv + dpw ∧ dw + dpy ∧ dy) (6.12)
y el hamiltoniano
H¯ =
∫
duN∼ C˜ (6.13)
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donde Cr es la u´nica ligadura que queda en el sistema. La expresio´n la ligadura
hamiltoniana densitizada C˜r ≡ C˜(z = z0, pz = p0z) es
C˜r = e
2z0(u)
16
[
(y′)2 + 4(v′)2e−y − 4z0(u)′(4w′ + y′ − 5z0(u)′) + 16z0(u)′′
]
+p2ve
y − 2pwpy − pwp0z + 4p2y (6.14)
donde tenemos que sustituir la ecuacio´n (6.11) para p0z.
6.1.2 Fijacio´n y reduccio´n final
Como en el modelo reducido so´lo queda una ligadura basta con an˜adir una
condicio´n para fijar la libertad gauge asociada a esta ligadura. Sin embargo,
adema´s de esta condicio´n de fijacio´n vamos a imponer dos condiciones extra, las
cua´les deben ser interpretadas como simetr´ıas que exigimos al modelo. Hasta
ahora so´lo hemos impuesto que tengamos dos vectores de Killing espaciales,
que conmutan y que admiten superficies ortogonales, y recordemos que las
ondas planas tienen mucha ma´s simetr´ıa, poseen un grupo de simetr´ıas de
cinco para´metros.
Por lo tanto el proceso de reduccio´n que llevaremos a cabo no so´lo consiste
en fijar la libertad gauge que queda, sino que a la vez estamos imponiendo
unas condiciones de simetr´ıa en el modelo. El objetivo es reducir el espacio de
fases, de forma que las soluciones de este modelo sean las ondas gravitatorias
planas descritas por (4.29).
Las condiciones de simetr´ıa necesarias para llegar a tal modelo consisten
esencialmente en imponer que las soluciones no dependan del tiempo. Hemos
visto en el cap´ıtulo anterior que para una me´trica de la forma (5.25) con
z = z0 y N
u = −ez0N∼ , la independencia del tiempo de las variables y, v
esta´ garantizada si se verifican (5.30). Usando las relaciones (5.31) podemos
reescribir estas condiciones como
χ1 ≡ py − e
z0
8
(y′ − 2z′0) = 0,
χ2 ≡ 2ey−z0pv − v′ = 0. (6.15)
y teniendo en cuenta la relacio´n (6.10), estas condiciones asegurara´n que y, v
no dependera´n del tiempo en las soluciones cla´sicas si se cumple tambie´n
χ0 ≡ pw + z′0ez0 = 0. (6.16)
En este caso las condiciones (6.15) tambie´n aseguran que los momentos py, pz
no dependen del tiempo en las soluciones cla´sicas. Tampoco dependera´ el
momento pw si se verifica (6.16).
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Por la tanto, la u´nica variable que podr´ıa depender del tiempo es w. Para
evitar esto vamos a imponer que
χ3 ≡ w − w0 = 0 (6.17)
donde w0 es la funcio´n definida en (4.28). Entonces, vamos a exigir que w
tenga el mismo valor que toma para las soluciones correspondientes a ondas
gravitatorias planas. Como w0 depende so´lo de y, v tenemos garantizada la
independencia temporal en las soluciones cla´sicas.
Ahora vamos a escribir la ligadura del sistema C˜r en funcio´n de estas condi-
ciones. La expresio´n que toma es
C˜r = (2y′χ1 + ez0−yv′χ2 + 2w′χ0 − 2χ′0)
χ0
2z′0
+ 4χ21
+
e2z0−y
4
χ22 − 2(χ1 + ez0χ′3)χ0 + ez0χ′0 (6.18)
Aqu´ı podemos ver que si imponemos como condiciones de simetr´ıa χ1 =
χ2 = 0 en nuestro modelo, la condicio´n χ0 = 0 es una solucio´n de la ligadura
C˜r. Por lo tanto, la superficie definida en el espacio de fases por las condiciones
χI = 0 (I = 0, ..., 3) es una seccio´n de la superficie definida por la ligadura
C˜r = 0.
Resumiendo las condiciones anteriores, vamos a hacer la reduccio´n de
la siguiente forma: Exigiremos las condiciones (6.15) como condiciones de
simetr´ıa, y tambie´n impondremos la condicio´n (6.17) para fijar el gauge aso-
ciado a C˜r. Veremos que el proceso de reduccio´n es correcto y que finalmente
recuperaremos como solucio´n a la ligadura C˜r la condicio´n χ0 = 0.
Veamos ahora que el problema de fijacio´n de gauge es correcto. Tenemos
las relaciones
Ligaduras C˜r = 0
χ1 = 0
Condiciones de fijacio´n χ2 = 0
χ3 = 0
Y para que el proceso de fijacio´n sea correcto debemos comprobar que se
cumplen las condiciones (5.22) y (5.23). El conjunto {C˜r, χ1, χ2, χ3} lo es-
cribiremos como {χA}, donde A = 0, ..., 3.
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• Para demostrar que la reduccio´n es admisible en primer lugar debemos
asegurarnos que el conjunto {χA}, formado por las condiciones (fijacio´n
+ simetr´ıa) y la ligadura, es un sistema de segunda clase en la superficie
de reduccio´n que estamos considerando. Vamos a definir
χ(g) =
∫
du
∑
A
gAχA (6.19)
donde {gA} es un conjunto de funciones C∞0 de u, es decir, son funciones
de u diferenciables y con soporte compacto. Entonces, imponer que
χA = 0 es equivalente a pedir que χ(g) se anule para todas las posibles
elecciones de gA. Para demostrar que el conjunto {χA} es un sistema de
segunda clase tenemos que ver que no existe ninguna combinacio´n de la
forma χ(g), excepto la trivial, que conmute de´bilmente con todas las χA.
Veamos que ocurre esto pero antes mencionaremos una propiedad muy
u´til de la expresio´n (6.18) para la ligadura hamiltoniana C˜r. Como casi
todos los te´rminos son cuadra´ticos en las condiciones χI si queremos cal-
cular el corchete de Poisson sobre la superficie definida por estas condi-
ciones entre esta ligadura y cualquier funcio´n del espacio de fases Θ so´lo
sobrevive el u´ltimo te´rmino, es decir, tenemos la siguiente propiedad
{Θ, C˜r} ≈ {Θ, ez0χ′0} (6.20)
Ahora, haciendo uso de esta propiedad es fa´cil obtener el resultado
{C˜r, χ(g)} ≈ −ez0g′3 (6.21)
entonces como ez0 6= 0 y la funcio´n g3 es C∞0 , se sigue que χ(g) conmuta
de´bilmente con H˜r solamente si g3 es cero.
Ahora vamos a llamar χ¯(g) a χ(g) en el caso de que g3 = 0. Despue´s de
unos cuantos ca´lculos podemos obtener la expresio´n
2∑
A=1
gA{χA, χ¯(g)} ≈ −1
8
(ez0g21 + 16e
y−z0g22)
′ (6.22)
De aqu´ı, como el te´rmino entre pare´ntesis es una suma de funciones no
negativas y las funciones g1, g2 son C
∞
0 si se anula el corchete de Poisson
entre χ¯(g) y χ1 o χ2, esto implica que las funciones g1 y g2 son nulas.
Por otro lado, tenemos que
{χ3, χˆ(g)} ≈ −(ez0g0)′ (6.23)
6.1 Fijacio´n-Reduccio´n del gauge 53
donde χˆ(g) denota la restriccio´n de χ(g) al caso en que g0 es la u´nica
funcio´n de {gA} distinta de cero. Si tenemos en cuenta que g0 ∈ C∞0 ,
este u´ltimo corchete de Poisson se anula si g0 = 0.
Hemos visto que para que χ(g) conmute de´bilmente con todas las {χA},
las funciones {gA} deben ser ide´nticamente nulas. Por lo tanto, no existe
ninguna combinacio´n lineal de {χA} que sea de primera clase, es decir,
que conmute de´bilmente con todas. Entonces, queda demostrado que es
un sistema de segunda clase.
• Ahora nos queda ver que se verifica la segunda condicio´n en el proceso de
reduccio´n: las condiciones que imponemos deben ser compatibles con la
evolucio´n dina´mica del sistema. Vamos a demostrar ahora que la seccio´n
definida por χI = 0 (I = 0, ..., 3) en la superficie de ligaduras es preser-
vada por la dina´mica para una eleccio´n adecuada del lapso densitizado.
Usando la propiedad (6.20) de la ligadura C˜r podemos hacer
ρ˙α = {ρα,
∫
duN∼ C˜r} ≈ {ρα,
∫
duN∼ e
z0χ′0} (6.24)
y teniendo en cuenta que las variables {ρα} ≡ {v, y, pv, pw, py} conmutan
con χ0 obtenemos
ρ˙α ≈ 0 (6.25)
y por lo tanto, las variables ρα sera´n independientes del tiempo en las
soluciones cla´sicas. Para llegar a este resultado, no hemos utilizado la
condicio´n χ3 = 0. Como en las expresiones χ1, χ2 no aparece w ten-
emos que las condiciones χ1 = χ2 = 0 son preservadas por la evolucio´n
temporal.
So´lo nos queda asegurar que χ3 es compatible con la dina´mica. Al igual
que antes, utilizando la propiedad (6.20) y como {χ3, χ0} = {w, χ0}
obtenemos
χ˙3 ≈ −(ez0N∼ )′ ≈ w˙ (6.26)
Por lo tanto, si pedimos que la condicio´n χ3 = 0 sea compatible con la
dina´mica estamos asegurando que la variable w sea independiente del
tiempo en las soluciones. Esta u´ltima igualdad nos da una ecuacio´n para
el lapso, cuya solucio´n es
N∼ = F (t)e
−z0 (6.27)
Con esto terminamos de comprobar que el proceso de reduccio´n es correcto,
las condiciones que hemos impuesto son adecuadas (en el sentido de que forman
un sistema de segunda clase con la ligadura) y tambie´n son compatibles con
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la dina´mica, por lo tanto ya podemos hacer la reduccio´n. El lapso esta´ dado
por la ecuacio´n (6.27). Las condiciones de fijacio´n nos dan las expresiones
para los momentos py, pv y la variable w en funcio´n de y, v. Finalmente, la
solucio´n de la ligadura (6.16) nos proporciona una expresio´n para el momento
pw. Reagrupando las expresiones tenemos
N∼ = F (t)e
−z0
py =
ez0
8
(y′ − 2z′0)
pv =
1
2
v′ez0−y (6.28)
w =
ln (z′0)
2
+
3z0
4
− y
4
+
∫ u
u0
1
16z′0
[
(y′)2 + 4(v′)2e−y
]
pw = −z′0ez0
Hemos eliminado del sistema las variables (py, pv, w, pw) y la ligadura C˜r. Ahora
tenemos dos grados de libertad, las variables de la me´trica y, v. Antes de
pasar a estudiar el modelo reducido que hemos obtenido vamos a estudiar
los te´rminos de superficie y veremos que en este caso no tenemos ninguna
contribucio´n. Es necesario este ana´lisis para asegurar un proceso de reduccio´n
riguroso.
6.2 Te´rminos de superficie
En todo el proceso de reduccio´n y tambie´n en la fijacio´n del gauge para los
espacio-tiempos con dos vectores de Killing nada hemos mencionado acerca de
los te´rminos de superficie. En esta seccio´n pretendemos analizar estos te´rminos
para el caso que estamos estudiando.
En el ape´ndice B tenemos un resumen del formalismo hamiltoniano para
la Relatividad General. La accio´n tiene una serie de te´rminos de superficie
(B.26,B.27) que pueden contribuir significativamente al hamiltoniano en el caso
de que no se anulen. Estos te´rminos pueden afectar al proceso de fijacio´n del
gauge porque en la condicio´n (5.23) aparece el hamiltoniano. Veamos cuando
sera´n importantes estos te´rminos.
Las contribuciones de los te´rminos de superficie se obtienen integrando so-
bre la frontera de la variedadM. Entonces, en primer lugar podemos descartar
todos aquellos te´rminos que este´n integrados sobre una superficie t = constante
porque contribuira´n con una constante en la accio´n. Por ejemplo, en nuestro
caso eliminaremos de la accio´n te´rminos de la forma
S ∼
∫
dtdu∂tf(hij,Π
ik) =
∫
du
[
f(hij,Π
ik)
]t=t1
t=t0
(6.29)
6.3 Sistema reducido 55
en cambio, los te´rminos sobre fronteras u = cte. pueden an˜adir contribuciones
al hamiltoniano
S ∼ ∫ dtdu∂uf(hij,Πik) = ∫ dt [f(hij,Πik)]u=u1
u=u0
(6.30)
⇓
H → H +
[
f(hij,Π
ik)
]u=u1
u=u0
(6.31)
En nuestro caso estos u´ltimos te´rminos no afectan al proceso de fijacio´n del
gauge ya que los te´rminos de superficie y las condiciones de fijacio´n conmutan
bajo corchetes de Poisson porque los te´rminos de superficie esta´n evaluados
en u = ±∞. Sin embargo, hay una condicio´n en la que esto no es as´ı, en la
u´ltima reduccio´n hemos fijado w−w0 = 0, y esta funcio´n no es local, tenemos
la integracio´n
w0 ∼
∫ u
u0
1
16z′0
[
(y′)2 + 4(v′)2e−y
]
(6.32)
entonces la variable w(∞) no so´lo dependera´ de los grados de libertad de y, v
en u =∞ sino que tambie´n depende de los valores de y, v en todo el intervalo
(u0,∞). Por este motivo, si en los te´rminos de superficie aparece una variable
que se ha fijado con una condicio´n de este tipo, tendremos una contribucio´n
no trivial.
Vayamos ahora al proceso de reduccio´n que hemos seguido. Los te´rminos
de superficie que tenemos de partida los podemos dejar hasta el final porque en
todas las reducciones, salvo en la u´ltima, las condiciones de fijacio´n son locales.
Entonces los te´rminos de superficie no afectan al proceso de reduccio´n. Ahora,
como en la u´ltima reduccio´n imponemos una condicio´n no local estos te´rminos
podr´ıan dar lugar a contribuciones en el hamiltoniano reducido del sistema.
En el ape´ndice D hemos calculado estos te´rminos de superficie para este caso
y las contribuciones que obtenemos son triviales, o bien se anulan o bien son
te´rminos como los que hemos descartado (6.29).
En definitiva, no tenemos ninguna contribucio´n de superficie y el hamilto-
niano reducido lo podemos obtener de (6.5) haciendo la reduccio´n.
6.3 Sistema reducido
Despue´s del proceso de fijacio´n del gauge y reduccio´n del sistema hemos
obtenido un sistema libre de ligaduras, cuyos grados de libertad son las dos
funciones me´tricas y, v. El hamiltoniano del sistema reducido es nulo, ya que
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hemos eliminado las ligaduras y no tenemos contribuciones de te´rminos de su-
perficie. Esto nos dice que las soluciones cla´sicas sera´n dos funciones y(u), v(u)
que no dependera´n de t. Esto era lo que espera´bamos, porque las condiciones
de simetr´ıa que exigimos en la u´ltima reduccio´n precisamente aseguraban esta
independencia temporal.
Las soluciones tambie´n dependen de una funcio´n arbitraria, F (t), que
aparece en el lapso. Sin embargo, esta funcio´n puede ser reabsorbida con
una redefinicio´n del tiempo
T =
∫ t
F (t¯)dt¯ (6.33)
y as´ı la me´trica se transforma de la siguiente forma
e2w0−z0+y/2[−e2z0F (t)2e−2z0dt2 + (du− F (t)dt)2] (6.34)
⇓
e2w0−z0+y/2[−dT 2 + (du− dT )2] (6.35)
Recordando que
z0 = −e−u (6.36)
w0 =
ln (z′0)
2
+
3z0
4
− y
4
+
∫ u
u0
1
16z′0
[
(y′)2 + 4(v′)2e−y
]
(6.37)
la me´trica para el modelo reducido sera´
ds2 = z0e
z0/2eΦ(du2 − 2dTdu) + (6.38)
ez0−y/2[(dx1)2 − 2vdx1dx2 + (v2 + ey)(dx2)2]
siendo
Φ =
1
8
∫ u
u0
1
z′0
[
(y′)2 + 4(v′)2e−y
]
(6.39)
Este modelo reducido describe los espacio-tiempos tiempos (4.29) que
quer´ıamos estudiar, que se corresponden a ondas gravitatorias planas y de
vac´ıo. Como hemos visto, las soluciones cla´sicas del sistema reducido son dos
funciones arbitrarias y(u), v(u).
En este modelo la dina´mica es trivial porque el hamiltoniano es nulo. Toda
la informacio´n relevante para cuantizar el sistema esta codificada en la es-
tructura simple´ctica. La forma simple´ctica reducida Ωr del sistema se obtiene
haciendo el pull-back de la forma simple´ctica (6.12) a la superfice del espacio
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de fases definida por las condiciones χI = 0 (I = 0, ...3). Teniendo en cuenta
que pw es una funcio´n fija de u por la relacio´n χ0 = 0 obtendremos
Ωr =
∫
du
ez0
8
[dy′ ∧ dy + 4d(v′e−y) ∧ dv] (6.40)
Ahora explicaremos el proceso que se ha de seguir para obtener la accio´n
reducida de este sistema, que por supuesto lleva a los mismos resultados, el
hamiltoniano del sistema es nulo y las soluciones sera´n dos funciones de u
arbitrarias.
Comenzamos por la accio´n de Hilbert-Einstein en la descomposicio´n 3+1 e
imponemos que la me´trica es independiente de las coordenadas xa (a = 1, 2).
Integramos en esas coordenadas y absorbemos el a´rea correspondiente en la
constante de Newton G, imponiendo que la constante efectiva sea 1/16pi, como
explicamos en (5.3). Hemos eliminado las ligaduras y por lo tanto se pueden
hacer igual a cero los te´rminos C y Ci. La accio´n reducida Sr so´lo tendra´
contribuciones de la densidad lagrangiana Πijh˙ij, es decir,
Sr =
∫
dtdu Πijh˙ij (6.41)
Entonces substituiremos Πau = 0 y las relaciones (6.28), (6.7) y (6.11) para
obtener finalmente la accio´n reducida
Sr =
∫
dtdu
ez0
8
(y′y˙ + 4v′e−yv˙) (6.42)
En este modelo reducido la accio´n es lineal en las derivadas temporales, por
lo tanto el hamiltoniano de este sistema es nulo. Esto ocurre en la eleccio´n de
coordenadas que hemos hecho (t, u). El Hamiltoniano ha de ser nulo en estas
coordenadas porque es el generador de la evolucio´n en t y hemos visto que las
soluciones son funciones de u que no dependen del tiempo. Si utiliza´ramos
otras coordenadas obtendr´ıamos otro hamiltoniano diferente. Este punto se
tratara´ con ma´s detalle en el caso de las ondas linealmente polarizadas.
A partir de la estructura simple´ctica que hemos obtenido tenemos definidos
los corchetes de Dirac entre los grados de libertad del sistema reducido. Si
escribimos la forma simple´ctica como
Ω =
∫
dx
∫
dx˜ Ωαβ(x, x˜)dX
α(x) ∧ dXβ(x˜) (6.43)
donde dXα(x) denota (dy,dv) en el punto x. Para obtener el corchete de Dirac
entre dos funciones A,B del espacio de fases reducido tenemos que invertirla,
{A,B}D =
∫
dx
∫
dx˜ Ωαβ(x, x˜)Aα(x)Bβ(x˜) (6.44)
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donde Aα son las componentes de dA ≡ AαdXα.
En nuestro modelo la forma simple´ctica es cerrada (dΩr = 0) y veremos
que en general es no degenerada. Sin embargo, la expresio´n de Ωαβ(x, x˜)
es bastante complicada y a pesar de nuestros intentos no hemos conseguido
invertirla para definir los corchetes de Dirac. Ahora veremos que, salvo en
algunos puntos excepcionales, esta forma simple´ctica es no degenerada, por lo
menos en su condicio´n de´bil. Ωαβ pasa de dX
α a su dual dXβ segu´n la relacio´n
dXα(x) =⇒ dXβ(x) =
∫
dx˜ Ωβα(x, x˜)dX
α(x˜) (6.45)
Calcularemos los elementos dXα de forma que al actuar Ωαβ sobre ellos se
anula, es decir, ∫
dx˜ Ωβα(x, x˜)dX
α(x˜) = 0 (6.46)
Cambiando la variable y por y + z0, las componentes de la forma simple´ctica
se pueden escribir como
Ωαβ(x, x˜) =

−1
8
∂x[δ(x− x˜)]ez0(x˜) −14v′(x)e−y(x)δ(x− x˜)
−1
4
v′(x)e−y(x)δ(x− x˜) −1
2
∂x[δ(x− x˜)]e−y(x˜)
 (6.47)
y la solucio´n para la ecuacio´n (6.46) es
dy′ = −2v′e−ze−ydv
dv′ = −1
2
v′dy (6.48)
Por lo tanto, en general no hay degeneracio´n. Si quisieramos estudiar algu´n
caso en particular que tuviera puntos degenerados, estos deber´ıan ser elimina-
dos de alguna forma para tener una forma simple´ctica adecuada.
Llegados a este punto dejaremos de lado el ana´lisis de la estructura
simple´ctica en el caso de dos polarizaciones. Aunque nosotros no la hayamos
encontrado, posiblemente existe una transformacio´n cano´nica de las variables
del espacio de fases que lleve a una expresio´n ma´s manejable de la forma
simple´ctica. Por lo tanto este tema queda abierto.
Despue´s de obtener un modelo reducido libre de ligaduras podemos pasar
a su cuantizacio´n. Para ello, se debe trasladar el a´lgebra cla´sica de Poisson
obtenida de la estructura simple´ctica (6.40) a un a´lgebra cua´ntica entre op-
eradores. En este caso toda la complejidad esta´ codificada en la estructura
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simple´ctica. Esta situacio´n es diferente a otros modelos de midisuperespacio
para espacio-tiempos con dos vectores de Killing, como por ejemplo el modelo
de Gowdy [77], en el cua´l, el a´lgebra de Poisson es sencilla y toda la dificultad
esta´ en el hamiltoniano reducido. En la pro´xima seccio´n trataremos el caso
de las ondas con polarizacio´n lineal y veremos que en ese caso se obtiene una
estructura simple´ctica manejable.
6.4 Ondas linealmente polarizadas
Las ondas planas con polarizacio´n lineal1 que vamos a estudiar se corresponden
con el caso particular de la me´trica (4.29) en el que la variable v se anula. Una
vez que tenemos un modelo para las ondas planas nos planteamos estudiar
el caso de las ondas linealmente polarizadas. So´lo tenemos que imponer la
condicio´n v = 0 en el modelo y hacer la reduccio´n. Sin embargo, como no
hemos llegado a obtener los corchetes de Dirac del modelo, no es posible hacer
la reduccio´n.
Para obtener un modelo reducido que describa las ondas planas con po-
larizacio´n lineal vamos a seguir la siguiente estrategia: Repetimos todos los
pasos llevados a cabo en el modelo anterior hasta llegar a la u´ltima reduccio´n.
En este punto incorporaremos la condicio´n v = 0 como una simetr´ıa ma´s y
demostraremos que es posible reducir el sistema correctamente con estas condi-
ciones. De nuevo, repetiremos el proceso de reduccio´n. Tenemos las relaciones
Ligaduras C˜r = 0
χ1 = 0
Condiciones χ2 = 0
de fijacio´n χ3 = 0
χ4 = 0
y debemos asegurarnos que se cumplen las condiciones (5.22) y (5.23).
• Para demostrar que efectivamente se trata de un sistema de segunda clase
seguiremos razonamientos ana´logos al caso anterior. Ahora llamaremos
1Ve´ase la Seccio´n 4.3
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{χA} ≡ {C˜r, χ1, χ2, χ3 χ4} donde A = 0, ..., 4. Construimos una combi-
nacio´n lineal de estas condiciones
χ(g) =
∫
du
∑
A
gAχA (6.49)
donde {gA} es un conjunto C∞0 de funciones de u. Es sencillo ver que
{χ4, χ(g)} ≈ 2ey−z0g2 (6.50)
de forma que para anular este corchete necesitamos que g2 = 0. Entonces
χ4 conmuta con todas las condiciones excepto con χ2, los corchetes de
χ(g) con C˜r, χ1 y χ3 son iguales que en el caso de las ondas planas gen-
erales. Por lo tanto, para que el corchete con C˜r se anule debe cumplirse
g3 = 0 como en el caso general. Llamaremos χ¯(g) a χ(g) con g2 = g3 = 0.
Como el corchete de χ¯(g) con χ1 no se ve afectado por la presencia del
te´rmino χ4, tenemos que la ecuacio´n (6.22) para las ondas con dos po-
larizaciones sigue siendo va´lida si hacemos g2 = 0. De esta forma, la
anulacio´n del corchete con χ1 implica que g1 = 0. Sea χˆ(g) la restriccio´n
de χ¯(g) a g1 = 0. Puesto que la presencia del te´rmino χ4 en χˆ(g) no
modifica el corchete con χ3, exigir que tal corchete sea nulo conlleva,
igual que en el caso general, que g0 = 0. So´lo nos queda
{χ2,
∫
dug4χ4} = −2ey−z0g4 (6.51)
y obviamente, para que se anule este corchete necesitamos que g4 = 0.
Por lo tanto, hemos visto que no existe ninguna combinacio´n de χ(g) que
conmute de´bilmente con todas las χA y con esto queda demostrado que
el problema de fijacio´n-reduccio´n esta´ bien puesto.
• Ahora so´lo nos queda demostrar que las condiciones χI (I = 1..4) son
conservadas por la evolucio´n dina´mica del sistema. So´lo nos hace falta
asegurarlo para la condicio´n χ4 = 0, porque las dema´s ya hab´ıamos visto
que eran compatibles con la dina´mica. Pero esto ya lo tenemos hecho
porque en el caso general tambie´n demostramos que v˙ ≡ 0, as´ı que ya
esta todo hecho.
En definitiva, el proceso de fijacio´n-reduccio´n es correcto. Podemos re-
alizar la reduccio´n igual que en el caso de las dos polarizaciones pero ahora
incorporando la condicio´n v = 0. La me´trica para el modelo reducido es
ds2 = z0(u)e
z0(u)/2eΦ(u)[du2 − 2dTdu]
+ ez0(u)
[
e−y(u)(dx1)2 + ey(u)(dx2)2
]
(6.52)
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siendo
Φ(u) = −
∫ u
u0
dr
2z0(r)
[y′(r)]2 (6.53)
z0(u) = −e−u (6.54)
Aqu´ı y′(u) es la derivada de y(u) y u0 es una constante. Esta me´trica es
una solucio´n de las ecuaciones de Einstein de vac´ıo para cualquier funcio´n y.
Describe una onda gravitatoria plana con polarizacio´n lineal, siempre teniendo
en mente que no representa todo el espacio-tiempo que puede ser cubierto con
coordenadas armo´nicas.
En este sistema reducido el u´nico grado de libertad esta´ en la funcio´n y, la
cua´l reemplazaremos por la funcio´n Y , definida por la relacio´n
y(u) =
√
2e−z0(u)/2Y (u) (6.55)
para simplificar la expresiones de la accio´n y la estructura simple´ctica. As´ı,
podemos escribir la accio´n reducida para este sistema como
Sr =
∫
dt
∫
du Y ′Y˙ (6.56)
y la forma simple´ctica sobre cualquier seccio´n de tiempo constante
Ωr =
∫
Σ
dudY ′ ∧ dY (6.57)
En este caso el hamiltoniano tambie´n es cero. Como ya hemos explicado en
el caso anterior, esto es debido a la particular eleccio´n de coordenadas. En este
caso son (t, u) y como las soluciones son funciones Y (u) que no evolucionan
en t, el generador de esta evolucio´n temporal, es decir, el Hamiltoniano, ha de
ser nulo. Si ahora hacemos un cambio de coordenadas
T = T¯ ∂T = ∂T¯ − ∂x
u = x+ T¯ ∂u = ∂x (6.58)
la accio´n se tranformara´ en
Sr =
∫
dT¯dx [ ∂xY ∂T¯Y − (∂xY )2 ] (6.59)
y el hamiltoniano del sistema ya no sera´ nulo, tendremos
Hr =
∫
dx (∂xY )
2 (6.60)
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Cap´ıtulo 7
Cuantizacio´n del modelo
En este cap´ıtulo vamos construir una teor´ıa cua´ntica para el modelo de midis-
uperespacio que describe las ondas planas linealmente polarizadas. En el
cap´ıtulo anterior completamos la reduccio´n eliminando todas las ligaduras, y
ahora pasaremos a la cuantizacio´n, por lo tanto estamos siguiendo el esquema
de cuantizacio´n en el espacio de fases reducido.
Escribiremos de nuevo la me´trica de este modelo
ds2 = z0(u)e
z0(u)/2eΦ(u)dudV
+ ez0(u)
[
e−y(u)(dx1)2 + ey(u)(dx2)2
]
(7.1)
siendo
Φ(u) = −
∫ u
u0
dr
2z0(r)
[y′(r)]2, z0(u) = −e−u (7.2)
donde prima denota derivada respecto a u, coordenada que recorre todo el eje
real y u0 es una constante. Los grados de libertad del sistema esta´n en la
funcio´n y(u), que es arbitraria. Si hacemos el cambio
y(u) =
√
2e−z0(u)/2Y (u) (7.3)
la expresio´n para la accio´n del modelo es
S =
∫ tf
t0
dt
∫
Σ
du Y ′Y˙ (7.4)
y la forma simple´ctica es
Ω =
∫
Σ
dudY ′ ∧ dY (7.5)
donde t0 y tf son los valores inicial y final de la coordenada tiempo.
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Antes de atacar la cuantizacio´n del caso general vamos a considerar un
caso ma´s sencillo en el que la onda no cubre todo el espacio-tiempo, ocupa
una zona limitada por regiones planas (como ocurre en las ondas sandwich1).
Despue´s pasaremos al caso de una onda plana linealmente polarizada general.
Construiremos los operadores de la me´trica regularizados y completaremos la
cuantizacio´n del modelo.
7.1 Modelo con modos discretos
Comencemos analizando el caso en que el espacio-tiempo es plano fuera de la
regio´n, u ∈ IL ≡ [−L,L], donde L es una constante positiva. Si queremos ser
ma´s precisos, supondremos que la funcio´n y(u) de la me´trica (7.1) es constante
para la regio´n u > L y u < −L. Por lo tanto, lo mismo pasara´ con la funcio´n
Φ(u) de la ecuacio´n (7.2). Se puede comprobar fa´cilmente que para la regio´n
|u| > L el espacio-tiempo es plano. Dentro del intervalo no exigiremos ninguna
condicio´n sobre y(u), y lo mismo para el campo Y (u), que sera´ arbitrario. Esta
clase de me´tricas podemos interpretarlas con una especie de ondas sandwich
(ya que no imponemos ninguna condicio´n en los extremos del intervalo sobre las
derivadas de la me´trica y se necesitan unas condiciones de juntura adecuadas
para tener un espacio-tiempo de tipo onda sandwich).
A continuacio´n vamos a suponer que las soluciones de ondas planas que
estamos considerando son suficientemente suaves, es decir, la restriccio´n de
Y (u) al intervalo IL es continua. Entonces el campo Y tiene unos l´ımites
bien definidos a acercarnos a los dos extremos del intervalo desde el interior,
es decir, cuando u tiende a L− y a −L+. Adema´s podemos restringirnos a
considerar soluciones que verifiquen:
lim
u→L−
Y (u) = lim
u→−L+
Y (u) (7.6)
La razo´n es la siguiente: supongamos que el campo Y (u) no verifica esta
condicio´n, entonces si le an˜adimos una funcio´n de la forma Cez0(u)/2 con una
constante C adecuada podemos obtener un campo Y¯ (u) que cumpla la ecuacio´n
anterior. Ahora, podemos ver que las me´tricas obtenidas con los campos Y (u)
y Y¯ (u) se diferencian en una transformacio´n de escala
x1 → Ax1 (7.7)
x2 → x2/A
donde la constante A es igual a e−C/
√
2. Por lo tanto, como esta transformacio´n
de escala deja invariantes los dominios de definicio´n de las coordenadas xa,
1Ve´ase la Section 4.3
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que son la l´ınea real, las geometr´ıas descritas por los campos Y (u) y Y¯ (u)
son equivalentes. Por consiguiente, la condicio´n de contorno (7.6) nos permite
eliminar el exceso de geometr´ıas equivalentes.
La condicio´n (7.6) nos va a permitir extender el campo Y (u), restringido
a IL, a una funcio´n perio´dica sobre todo el eje real, con periodo 2L. Para
no complicar innecesariamente la notacio´n seguiremos llamando Y (u) a esta
funcio´n perio´dica que coincide con la original Y (u) en el intervalos IL. Como
esta funcio´n es perio´dica y adema´s es suave podemos expandirla en la siguiente
serie de Fourier
Y (u)= a0 +
∞∑
n=1
1
2
√
pin
(
ane
−inpiu/L +a?ne
inpiu/L
)
. (7.8)
y co´mo Y (u) es real tambie´n lo sera´ a0 y adema´s a
?
n debe ser el complejo
conjugado de an. En principio, los coeficientes de Fourier de la expansio´n
dependera´n de la coordenada t. Sin embargo, como el hamiltoniano es nulo,
estos coeficientes no dependera´n del tiempo en las soluciones cla´sicas.
Veamos ahora que el coeficiente a0 desaparece de la accio´n reducida y de
la estructura simple´ctica. Escribiremos el campo como
Y (u) = a0 + au (7.9)
donde en au hemos metido el resto de los modos. Entonces sustituyendo esta
expresio´n en la accio´n (7.4) obtenemos
S =
∫
dt du Y˙ Y ′
=
∫
dt du a˙0a
′
u +
∫
dt du a˙ua
′
u
=
∫
dt a˙0 [au]
u=+∞
u=−∞ +
∫
dt du a˙ua
′
u
=
∫
dt du a˙ua
′
u (7.10)
ya que el te´rmino evaluado en el infinito se cancela porque la funcio´n es
perio´dica. En la estructura simple´ctica (7.5) ocurre lo mismo
Ω =
∫
du dY ′ ∧ dY
=
∫
du da′u ∧ (da0 + dau)
= d
(
[au]
u=+∞
u=−∞
)
∧ da0 +
∫
du d(a′u ∧ dau
=
∫
du da′u ∧ dau (7.11)
66 Cap. 7. Cuantizacio´n del modelo
donde de nuevo como la funcio´n es perio´dica se cancela el te´rmino evaluado en
el infinito.
Por lo tanto el modo cero se desacopla de los dema´s grados de libertad del
sistema y es una constante de movimiento. Esto nos permite restringir nuestro
estudio al caso en que a0 tenga un valor determinado (que no depende de u).
Es decir, el modo cero lo separamos del resto y lo estudiaremos cla´sicamente.
Para sacar partido de este hecho podemos exigir que el campo Y se anule
en un punto u0 del intervalo IL, es decir, fijaremos el valor del modo cero
como a0 = −Y (u0). Con esta eleccio´n estamos seleccionando el valor de Y
en el punto u0 como el valor de referencia respecto del cua´l el campo Y sera´
medido. Despue´s de estas consideraciones la expansio´n de Fourier se escribe
como
Y (u|u0) =
∞∑
n=1
1
2
√
pin
[
an
(
e−inpiu/L − e−inpiu0/L
)
+ a?n
(
einpiu/L − einpiu0/L
)]
, (7.12)
que puede ser interpretado como un campo bilocal (es decir, la diferencia entre
los valores del campo en dos puntos). En esta u´ltima ecuacio´n hemos querido
hacer expl´ıcita la dependencia con el punto u0. Ahora si substituimos esta
serie en la estructura simple´ctica reducida y teniendo en cuenta que el modo
cero se desacopla de los dema´s, obtenemos
Ω = −i
∞∑
n=1
dan ∧ da?n (7.13)
y de aqu´ı los u´nicos corchetes de Poisson diferentes de cero son
{an, a?m} = −iδmn (7.14)
donde δ es la delta de Kronecker. En general, todos los coeficientes an (n ≥ 1)
son complejos y adema´s complejos conjugados de a?n, por lo tanto podemos
interpretar los grados de libertad de nuestro modelo como un conjunto infinito
y discreto de variables de tipo creacio´n y aniquilacio´n.
Para cuantizar el modelo no tenemos ma´s que introducir una representacio´n
de Fock, que vamos a tratar con detalle en la seccio´n (7.3). Ahora, nos ocu-
paremos de la regularizacio´n de los campos, necesaria para evitar divergencias
ultravioletas.
El operador Y necesita ser regularizado. Desde un punto de vista f´ısico
la explicacio´n de esta regularizacio´n es la siguiente: cuando realizamos una
medida f´ısica del campo (bilocal) Y (u|u0) no podremos precisar con total ex-
actitud las posiciones de los puntos u y u0. Por tanto, realizaremos la medida
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en un pequen˜o entorno de estos puntos y el resultado sera´
YR(u|u0)=
∫
IR
du¯g(u− u¯)
∫
IR
du¯0g(u0 − u¯0)Y (u¯|u¯0), (7.15)
donde g(u) es una funcio´n test suave de soporte compacto y de integral unidad,
g(u) ∈ C∞(IR),
∫
IR
dug(u) = 1 (7.16)
Como el campo Y (que es f´ısicamente relevante) so´lo coincide con su ex-
pansio´n perio´dica en el intervalo IL la regularizacio´n que hemos hecho sera´
va´lida si la integracio´n que hacemos en (7.15) produce el mismo resultado que
si la restringimos a IL. Llamaremos I ≡ [−, ] al soporte de g(u), entonces
se debe verificar que
 L (7.17)
para garantizar que nuestras medidas son lo suficientemente buenas y permiten
diferenciar un gran nu´mero de regiones en IL. Es fa´cil comprobar que para
puntos u, u0 que pertenezcan al intervalo IL− ≡ [−L + , L − ] la integral
(7.15) no recibe ninguna contribucio´n de fuera de IL.
Teniendo en cuenta las propiedades de la funcio´n g(u) y sustituyendo la
expansio´n de Fourier de Y (u|u0) en la relacio´n (7.15) obtenemos la siguiente
expresio´n para el campo regularizado
YR(u|u0) = 1√
2
∞∑
n=1
[f ?n(u|u0)an + fn(u|u0)a?n] , (7.18)
donde
fn(u|u0) = e
inpiu/L − einpiu0/L√
n
g˜
(
npi
L
)
, (7.19)
f ?n es su complejo conjugado, y g˜ es la transformada de Fourier de g. Para
puntos cuyos valores absolutos se encuentren entre L−  y L, las expresiones
(7.18) y (7.19) deben ser modificadas. Sin embargo, de aqu´ı en adelante supon-
dremos que estamos considerando el caso u, u0 ∈ IL−, es decir, que todas las
medidas se realizan en puntos interiores de IL suficientemente alejados de los
bordes.
Por otro lado, como g(u) es una funcio´n suave de soporte compacto, su
transformada de Fourier pertenece a S(IR), el espacio de Schwartz de funciones
test suaves de decrecimiento ra´pido en el infinito. Teniendo en cuenta esta
propiedad, es fa´cil probar que la secuencia f ≡ {fn;n ≥ 1} es de cuadrado
sumable, [f ∈ l2]. Esto nos permitira´ en la seccio´n (7.3) introducir un operador
bien definido que represente el campo que medimos YR(u|u0).
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Finalmente vamos a remarcar que las expresiones (7.18) y (7.19) seguir´ıan
siendo va´lidas, (pero reemplazando g˜ por 1/
√
2pi), aunque no hubie´ramos re-
alizado el promedio en torno de los puntos u y u0. En ese caso, la secuencia
f que obtendr´ıamos no pertenecer´ıa al espacio de Hilbert l2, debido a las con-
tribuciones divergentes de los modos de frecuencias altas (n ≥ 1).
7.2 Modos continuos
En esta seccio´n volveremos al caso general en el cua´l el campo Y (u) describe
una onda plana arbitraria linealmente polarizada. Vamos a imponer como
condicio´n de contorno que el campo sea del orden de la unidad en ma´s y
menos infinito2.
En este caso tambie´n es aplicable el razonamiento que usamos en el modelo
con modos discretos para eliminar geometr´ıas equivalentes. Recordemos que
dos soluciones Y1, Y2 equivalentes bajo un reescalado de coordenadas del tipo
x1 → Ax1 (7.20)
x2 → x2/A
se diferencian en Y1 − Y2 = Cez0/2, siendo C = −
√
2 lnA y A una constante.
Esto permite restringir nuestro estudio a los campos que verifiquen
lim
u→∞Y (u) = limu→−∞Y (u). (7.21)
Ahora extraeremos del campo Y su valor en el infinito Y∞ que podr´ıa depender
de t, aunque igual que pasa con Y en las soluciones cla´sicas este valor es
constante. Ana´logamente al caso anterior veremos que no contribuye ni a la
accio´n reducida ni a la estructura simple´ctica del sistema. Escribiremos el
campo como
Y (u) = Y(u) + Y∞ (7.22)
donde tenemos que
lim
u→±∞Y(u) = 0 (7.23)
Podemos repetir el proceso llevado a cabo en (7.10) y (7.11) y de nuevo resul-
tara´ que
S =
∫
dt du Y˙Y ′ (7.24)
Ω =
∫
du dY ′ ∧ dY (7.25)
2Diremos que una funcio´n f(u) es de orden g(u) en un punto u0, y lo escribiremos como
f(u) = O[g(u)] cuando u→ u0 si existe el l´ımite de f/g en el punto u0.
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ya que el te´rmino de superfice se cancela usando la condicio´n (7.21).
Ana´logamente a lo que ocurre con a0 en la seccio´n anterior el valor en el
infinito del campo se desacopla de los dema´s grados de libertad del sistema.
Por lo tanto, podemos analizar consistentemente cualquier sector del espacio de
soluciones donde esta funcio´n toma un determinado valor. Vamos a aprovechar
este hecho restringie´ndonos al estudio de las soluciones donde Y (u|u0) se anule
en el punto fijo u0 como hicimos en la seccio´n anterior. De nuevo, este punto se
debe considerar desde un punto de vista f´ısico como el punto donde tomamos
el valor de referencia para medir el campo.
Adema´s de suponer que el campo tenga un valor constante en el infinito,
vamos a requerir que el campo Y pueda ser expresado como una transformada
de Fourier. De nuevo, estamos repitiendo los pasos del modelo de modos
discretos. Teniendo en cuenta que el campo se anula en u0 podemos escribirlo
como
Y (u|u0) = 1
2
√
pi
∫ ∞
0
dk√
k
[
a(k)
(
e−iku − e−iku0
)
+ a?(k)
(
eiku − eiku0
)]
(7.26)
y como Y (u|u0) es real, las funciones a(k) y a?(k) sera´n complejas conju-
gadas respectivamente. Por otro lado la condicio´n de contorno (7.21) puede
ser trasladada a condiciones sobre a(k). Definiremos
b(k)= θ(k)a(k) + θ(−k)a?(|k|), c(k)= b(k)√
2|k|
, (7.27)
donde θ es la funcio´n escalo´n de Heaviside. Es fa´cil comprobar que
Y (u|u0) = c˜(u)− c˜(u0) (7.28)
siendo c˜ la transformada de Fourier de c. Por lo tanto, basta asegurar que c es
absolutamente integrable [c ∈ L1(IR)] para asegurar que se verifica la condicio´n
de contorno (7.21), porque en ese caso c˜ es una funcio´n continua que se anula
en el infinito †[102]. En particular, se puede probar que c pertenece a L1(IR) si
nos aseguramos de que a(k) es de cuadrado integrable sobre el eje real positivo
[a ∈ L2(IR+)] y si existen constantes α > 1/2 y β < 1/2 tales que
a(k) = O[k−α] as k →∞ (7.29)
a(k) = O[k−β] as k → 0. (7.30)
Todos estas condiciones se cumplira´n si, por ejemplo, la funcio´n b(k) que hemos
definido anteriormente pertenece al espacio de Schwartz S(IR).
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Podemos considerar las funciones a(k) y a?(k) como los grados de libertad
de este modelo. En principio, estas funciones deber´ıan depender de la coorde-
nada temporal t, pero como el campo Y es constante en las soluciones cla´sicas,
estas funciones son independientes del tiempo cla´sicamente. Ahora, si susti-
tuimos la igualdad (7.26) en la estructura simple´ctica y teniendo en cuenta la
relacio´n (7.21) podemos obtener
Ω = −i
∫ ∞
0
dk da(k) ∧ da?(k) (7.31)
de lo que se deduce que los u´nicos corchetes de Poisson no nulos entre nuestras
variables son
{a(k), a?(k¯)} = −iδ(k − k¯) (7.32)
Por lo tanto, podemos interpretar los grados de libertad de las ondas planas
linealmente polarizadas como un conjunto de variables del tipo creacio´n y
aniquilacio´n. Utilizando el formalismo esta´ndar podremos cuantizar el sistema
introduciendo un espacio de Fock.
En la seccio´n anterior ya discutimos el proceso de regularizacio´n del campo
y aqu´ı ocurrira´ lo mismo. Al realizar una medida f´ısica del campo (bilocal)
Y (u|u0) estamos haciendo un promedio como en (7.15) sobre un entorno de
los puntos u y u0 cuyo resultado es
YR(u|u0) =
∫ ∞
0
dk√
2
[f ?(k, u|u0)a(k) + f(k, u|u0)a?(k)] (7.33)
donde, para k > 0,
f(k, u|u0) = e
iku − eiku0√
k
g˜(k). (7.34)
Merece la pena sen˜alar que estas expresiones pueden ser obtenidas de las ecua-
ciones (7.18) y (7.19) en el l´ımite continuo (cuando L y n tienen a infinito pero
manteniendo k = npi/L constante), hecho que apoya nuestras conclusiones.
Adema´s, en el l´ımite L → ∞, la regio´n donde el espacio-tiempo es plano en
el modelo con modos discretos es llevada a menos infinito y el intervalo IL−
(donde las fo´rmulas (7.18) y (7.19) son va´lidas) se convierte en toda la recta
real.
Por otro lado, como g es una funcio´n test suave de soporte compacto,
su transformada de Fourier g˜ pertenece al espacio de Schwartz S(IR). Por
lo tanto, f(k, u|u0) es una funcio´n de cuadrado integrable sobre el eje real
positivo para todos los valores finitos de u y u0, [f ∈ L2(IR+)]. Esta propiedad
la utilizaremos en la siguiente seccio´n para obtener un operador bien definido
que represente el campo YR en la teor´ıa cua´ntica.
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7.3 Cuantizacio´n
En las secciones anteriores hemos estudiado el modelo cla´sicamente ultimando
todos los detalles para pasar a su cuantizacio´n, que llevaremos a cabo en esta
seccio´n. Hemos visto que en los dos modelos que hemos considerado, cuando
realizamos una medida del campo Y (asumiendo que se anula en el punto u0)
obtenemos un resultado de la forma:
YR(u|u0) = 1√
2
(
a(fu|u0) + a
?(fu|u0)
)
(7.35)
donde f es un vector de un espacio de Hilbert complejo H que depende de
los puntos u y u0. Llamaremos 〈 , 〉 a su producto interno. En el modelo
con modos discretos, H es el espacio de Hilbert l2 de secuencias de cuadrado
sumable, f(u|u0) denota la secuencia {fn(u|u0); n ≥ 1} de la ecuacio´n (7.19),
y los operadores de creacio´n y aniquilacio´n representan
a(fu|u0) =
∑
n≥1
fn(u|u0)an (7.36)
a?(fu|u0) =
∑
n≥1
f ?n(u|u0)a?n
En el caso general de una onda plana linealmente polarizada, H es es espacio
de Hilbert L2(IR+), f(u|u0) es la funcio´n de k ∈ IR+ definida en la ecuacio´n
(7.34) y los operadores de creacio´n y aniquilacio´n son continuos en este caso,
a(fu|u0) =
∫
dk fk(u|u0)a(k) (7.37)
a?(fu|u0) =
∫
dk f ?k (u|u0)a?(k)
La cuantizacio´n del campo (bilocal) YR(u|u0) puede llevarse a cabo con-
struyendo la representacio´n de Fock de las variables de creacio´n y aniquilacio´n.
Partiendo del espacio de Hilbert de una part´ıcula H construimos primero el
producto tensorial
H(n) = ⊗nm=1H (7.38)
y lo simetrizaremos con el operador Sn que actu´a sobre estados
φ(n) ≡ φ1 ⊗ · · · ⊗ φn ∈ H(n) (7.39)
de la siguiente forma
φ(n)s ≡ Snφ(n) =
∑
σ
1
n!
φσ(1) ⊗ · · · ⊗ φσ(n) (7.40)
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donde la suma se extiende sobre todas las permutaciones σ. El espacio de Fock
sime´trico sobre H se define como
Fs(H) ≡ ⊕∞n=0H(n)s = ⊕∞n=0 ⊗ns H (7.41)
donde⊗ns denota el producto tensorial simetrizado con Sn. LlamaremosH(n)s =
SnH(n) a los subespacios de n-part´ıculas y F0 ⊂ Fs(H) sera´ el subespacio
de vectores de part´ıculas finitas, es decir, el subespacio de vectores φs ≡
{φ(n)s ; n ≥ 0} tal que φ(n)s se anula para todos los ı´ndices n menos un nu´mero
finito de ı´ndices. Una propiedad muy importante de F0 es que se trata de un
subespacio denso en Fs(H).
Introduciremos el operador de aniquilacio´n aˆ(f) en Fs(H) con dominio F0
definiendo como actu´a sobre vectores de la forma (7.39)
aˆ(f)φ(n)s =
∑
σ
√
n
n!
〈φσ(1), f〉φσ(2) ⊗ · · · ⊗ φσ(n) (7.42)
con n ≥ 1 mientras que aˆ(f) se anula en H(0)s . Este operador se puede cer-
rar para cualquier f ∈ H. Su adjunto es el operador creacio´n aˆ?(f), cuya
restriccio´n al subespacio de vectores de finitas part´ıculas se puede obtener
mediante la fo´rmula †[102]:
aˆ?(f)φ(n)s =
√
n+ 1Sn+1
(
f ⊗ φ(n)s
)
(7.43)
Entonces, ahora podemos interpretar cada vector φ(n)s de H(n)s como el estado
cua´ntico |φ(n)s 〉 obtenido del vac´ıo |0〉 mediante la accio´n repetida de n oper-
adores de operadores de creacio´n. Para estados de la forma (7.39) tenemos:
|φ(n)s 〉 =
1√
n!
aˆ?(φ1) · · · aˆ?(φn) |0〉 (7.44)
El factor constante que acompan˜a esta u´ltima expresio´n es un factor de nor-
malizacio´n introducido por conveniencia. El vac´ıo |0〉 se caracteriza por ser el
u´nico estado que es destruido por todos los operadores de aniquilacio´n y tiene
norma unidad. Se corresponde con el vector φ(0)s = 1.
Para cada vector f de H podemos introducir el operador de Segal [102],
ΦS[f ], operador que representa al campo, y se define sobre F como
ΦS[f ] =
1√
2
( aˆ(f) + aˆ?(f) ) (7.45)
y tenemos el siguiente teorema
Theorem X.41 de [102]
Sea H un espacio de Hilbert complejo y ΦS(·) su correspondiente cuanti-
zacio´n de Segal. Entonces tenemos las siguientes propiedades
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(a) (Hermiticidad) Para cada f ∈ H, ΦS(f) es esencialmente autoadjunto
sobre F0, conjunto de estados de part´ıculas finitas.
(b) (Ciclicidad del vac´ıo) Ω0 pertenece al dominio de todos los productos
finitos ΦS(f1) · · ·ΦS(fn) y el conjunto {ΦS(f1) · · ·ΦS(fn)Ω0 | fi y n arbi-
trarios} es total en FS(H).
(c) (Relaciones de conmutacio´n) Para cada Ψ ∈ F0 y para f, g ∈ H,
ΦS(f)ΦS(g)Ψ− ΦS(g)ΦS(f)Ψ = i Im(〈f, g〉H)Ψ (7.46)
Adema´s, si W (f) denota el operador unitario eiΦS(f), entonces
W (f + g) = e−i Im(〈f,g〉)/2W (f)W (g) (7.47)
(d) (Continuidad) Si fn → f en H, entonces
W (fn)Ψ→ W (f)Ψ para todo Ψ ∈ FS(H)
ΦS(fn)Ψ→ ΦS(f)Ψ para todo Ψ ∈ F0
(e) Para todo operador unitario U de H,
Γ(U) : D(ΦS(f))→ D(ΦS(Uf))
y para Ψ ∈ D(ΦS(Uf)),
Γ(U)ΦS(f)Γ(U)
−1Ψ = ΦS(f)Ψ
para todo f ∈ H.
Estos resultados nos permitira´n abordar la cuantizacio´n de nuestro modelo.
Para representar el campo (bilocal) YR(u|u0) introducimos el operador de Segal
YˆR[f ] =
1√
2
(aˆ(f) + aˆ?(f)) (7.48)
definido sobre F0. Adema´s por la propiedad (7.46) se verifica la relacio´n de
conmutacio´n [
YˆR[f ], YˆR[g]
]
= iIm〈g, f〉 (7.49)
donde Im denota la parte imaginaria y hemos hecho h¯ = 1. Por el teorema
anterior tenemos garantizado que este operador tiene un cierre autoadjunto,
que tambie´n llamaremos YˆR[f ].
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Ahora nos centraremos en los operadores que aparecen en la me´trica. Nece-
sitamos introducir operadores para las componentes
haa = e
z0(u)e−(−1)
a
√
2e−z0(u)Y a = 1, 2 (7.50)
huu = z0(u)e
z0(u)/2eΦ(u) (7.51)
Reemplazaremos el campo Y por el bilocal YR(u|u0) y construiremos los op-
eradores a partir del operador (7.48). Para las componentes diagonales de la
me´trica haa tenemos el operador regularizado y positivo:
hˆRaa(u|u0) = exp z0(u) exp
{
−e−z0(u)||f(u|u0)||2/2
}
× exp
{
(−1)a
√
2e−z0(u)/2YˆR[f(u|u0)]
}
(7.52)
donde, ||f || es la norma de f ∈ H y hemos remarcado la dependencia con
los puntos u y u0. Recordemos que en el caso de modos discretos, hemos
restringido los puntos al interior del intervalo IL−, mientras que en el caso
general u y u0 pueden tener cualquier valor de la recta real.
El factor
exp
{
−e−z0(u)||f(u|u0)||2/2
}
que aparece en el lado derecho de (7.52) puede ser entendido de la siguiente
manera: hemos elegido orden normal en la exponencial de YˆR[f(u|u0)], as´ı nos
aseguramos que el valor esperado en el vac´ıo del operador hˆRaa reproduce el
resultado cla´sico de la dos-me´trica hab cuando el campo Y es cero, es decir,
para el espacio-tiempo plano. Teniendo en cuenta que en F0 se verifica
[aˆ(f), aˆ?(g)] = 〈g, f〉 (7.53)
y la fo´rmula de Campbell-Baker-Hausdorff (nos referiremos posteriormente a
ella como CBH)
ebˆecˆ = e[bˆ,cˆ]/2e(bˆ+cˆ) (7.54)
va´lida cuando el conmutador de bˆ y cˆ es un c-nu´mero, podemos llegar sin
excesivos problemas a la expresio´n anterior para hˆRaa.
El otro operador correspondiente a la restante componente de la me´trica
huu = −z0(u)ez0(u)/2eΦ (7.55)
siendo
Φ = −
∫ u
u0
dr
z0(r)
[(
e−z0(r)/2Y (r)
)′]
(7.56)
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tambie´n puede ser construido a partir de YˆR[f(u|u0)]. En este caso, el ca´lculo
es un poco ma´s engorroso, pero no presenta dificultad. Adema´s, como veremos
en el siguiente cap´ıtulo este operador no an˜ade nada nuevo a las conclusiones
del modelo y la existencia de efectos cua´nticos importantes puede estudiarse
sin necesidad de hacer una definicio´n particular de este operador.
Simplemente comentaremos como se define el operador. En primer lugar
definimos
ΦˆR(u|u0)=−
∫ ∞
−∞
dr
θ(u− r)θ(r − u0)
z0(r)
:
[(
e−z0(r)/2YˆR[f ]
)′]2
: (7.57)
donde θ es la funcio´n escalo´n de Heaviside y : : indican ordenacio´n normal. Se
puede ver que este operador esta´ densamente definido en el espacio de Fock
sime´trico Fs(H) y por lo tanto es esencialmente autoadjunto. Por el teorema
espectral podemos definir su exponencial que multiplicada por −z0(u)ez0(u)/2
proporciona un operador bien definido y positivo que puede ser considerado
el equivalente cua´ntico de huu. En resumen, para obtener un operador bien
definido hemos reemplazado el campo Y (u) por el operador de Segal Yˆ [f ] en
la expresio´n cla´sica de Φ y despue´s hemos tomado orden normal.
7.3.1 Notas sobre la cuantizacio´n
Despue´s de haber explicado todo el proceso de cuantizacio´n y la introduccio´n
de los operadores cua´nticos, vamos a comentar algunos aspectos del proceso
que hemos seguido.
En primer lugar discutiremos la conexio´n de este modelo con otros trabajos
de la literatura, en particular, los trabajos de Morchio, Pierotti y Strocchi
(MPS) [89, 90, 101] sobre el campo escalar sin masa en dos dimensiones. Con
esto pretendemos clarificar los posibles puntos que hayan quedado oscuros en
la seccio´n anterior.
Ya hab´ıamos sen˜alado que muchos modelos de midisuperespacio para espacio-
tiempos con dos vectores de Killing espaciales eran equivalentes a modelos en
dos dimensiones. Vayamos a nuestro modelo para una onda plana general lin-
ealmente polarizada. Es fa´cil darse cuenta que en este caso el campo Y (u)
se corresponde con los modos que se desplazan hacia izquierda de un campo
escalar en dos dimensiones sin masa, (solamente tenemos que hacer el cambio
de coordenadas u = x+ t para verlo ma´s claro).
Es sabido que en dos dimensiones el caso sin masa del campo escalar pre-
senta divergencias infrarrojas y ultravioletas. En los trabajos de MPS se anal-
iza con detalle este caso. Para eliminar las divergencias infrarrojas de la teor´ıa
es necesaria una regularizacio´n, esta consiste en sustraer el modo cero, de lo
que resulta una funcio´n de dos puntos que viola el postulado de positividad,
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este es el precio que tenemos que pagar para obtener unas funciones de Wight-
man bien definidas. Al fallar ese postulado, ya no es posible utilizar el teorema
de reconstruccio´n [110] de las teor´ıas cua´nticas de campos (TCC) que permite
recuperar todos los valores esperados de los campos de la teor´ıa a partir de las
funciones de n puntos en el vac´ıo. En [91] se presenta un teorema de recon-
struccio´n para una TCC con una me´trica indefinida que nos asegura tener una
teor´ıa cua´ntica coherente.
En esencia, el problema es que al violarse la positividad no tendremos
definido un producto escalar y nos faltara´ la estructura de espacio de Hilbert,
en otras palabras, tendremos una arbitrariedad al asociar un espacio de esta-
dos a las funciones de Wightman. El me´todo que proponen MPS consiste en
buscar de entre todos los posibles espacios de Hilbert asociados a las funciones
de Wightman uno que sea maximal, es decir, que no existe otro espacio de
Hilbert que lo contenga (asociado a las mismas funciones de Wightman). As´ı
tendremos el conjunto ma´s grande de estados y entonces nos aseguramos que
tenemos la ma´xima informacio´n. Despue´s de tener este espacio de Hilbert de-
beremos imponer unas condiciones (basa´ndonos en argumentos f´ısicos) que de-
terminen un subespacio que sera´ el conjunto de estados f´ısicos. Esta condicio´n
suele llamarse condicio´n subsidiaria (esta condicio´n es ana´loga a la condicio´n
de Gupta-Bleuer en QED).
Para el campo escalar sin masa en dos dimensiones MPS siguen este pro-
ceso. Imponer que el espacio de Hilbert sea maximal lleva a obtener un espacio
de Krein [29], y esto permite utilizar toda la estructura matema´tica de esta
clase de espacios. Completan la cuantizacio´n de la teor´ıa (producto escalar,
vac´ıo u´nico, estados f´ısicos, ...) e incluso definen operadores como la exponen-
cial del campo y la exponencial de Wick del campo. Un resultado interesante
es que el espacio de Hilbert se puede descomponer en una suma directa de dos
espacios de Hilbert, los estados que se mueven a la derecha (modos R) y los
estados que se mueven a la izquierda (modos L). Entonces, todos los resultados
obtenidos para la teor´ıa son igualmente va´lidos en cada uno de estos espacios.
Antes hemos visto que nuestro modelo es equivalente a los modos L de
un campo escalar sin masa en dos dimensiones y por lo tanto podr´ıamos
aprovechar todos los resultados obtenidos para este caso. Sin embargo, nosotros
hemos optado por utilizar un campo bilocal en lugar de seguir la cuantizacio´n
“a la Krein”. Nos basamos en los argumentos f´ısicos que hemos explicado para
considerar el campo bilocal YR(u|u0) como el campo ba´sico de nuestra teor´ıa
y cuantizamos este campo.
Respecto a la regularizacio´n del campo ba´sico (7.33) de la teor´ıa, por un
lado hemos eliminado las divergencias infrarrojas exigiendo que el campo se
anule en u0 tanto cla´sica como cua´nticamente, con esto eliminamos el modo
cero que produce las contribuciones divergentes; por otro lado, las divergencias
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ultravioletas se eliminan cuando hacemos el promedio en torno de los puntos
u y u0 con una funcio´n suave g de soporte compacto. Podemos basarnos en
razones f´ısicas para la eleccio´n del punto u0 ya que el valor del campo en
este punto sera´ el valor de referencia para todas las medidas. Volviendo a la
funcio´n g, es razonable imponer que el soporte de esta funcio´n sea del orden
de la longitud de Planck. Sin embargo, la forma de la funcio´n es arbitraria, y
aqu´ı tenemos una ambigu¨edad en el proceso de cuantizacio´n. En el modelo de
midisuperespacio para las ondas cil´ındricas con una polarizacio´n [11] tambie´n
aparece una ambigu¨edad similar cuando se define un operador regularizado
para la me´trica.
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Cap´ıtulo 8
Fluctuaciones en la me´trica
Una vez que tenemos una teor´ıa cua´ntica para el modelo de las ondas planas
linealmente polarizadas podemos pasar a extraer las conclusiones f´ısicas que se
siguen de esta teor´ıa; es lo que vamos a hacer en este cap´ıtulo. En particular
queremos estudiar si existen estados cua´nticos en nuestro modelo que admitan
una descripcio´n cla´sica del espacio-tiempo. Para ello debemos estudiar las
fluctuaciones de la me´trica en esos estados.
Parece natural considerar como posibles candidatos los estados coherentes
del campo ba´sico YR[f ] porque todos estos estados esta´n fuertemente centrados
en torno a las soluciones cla´sicas. En la literatura, la mayor´ıa de los ana´lisis
de efectos cua´nticos importantes se han llevado a cabo estudiando las fluc-
tuaciones en la geometr´ıa para estados de esta clase [8]. Sin embargo, en los
modelos que han sido considerados, la geometr´ıa estudiada ha sido obtenida
por una reduccio´n a tres dimensiones a trave´s de un vector de Killing. Aqu´ı,
nosotros vamos a estudiar el comportamiento cua´ntico de las ondas planas
linealmente polarizadas desde un punto de vista de cuatro dimensiones.
Para empezar vamos a obtener las fluctuaciones del vac´ıo, |0〉, estado que
representa el espacio-tiempo plano. Para este estado es muy sencillo el ca´lculo.
Tenemos que el valor esperado del operador de Segal es
〈YˆR[f ]〉0 = 0 (8.1)
Ahora vamos a analizar las fluctuaciones cua´nticas en la me´trica en este estado.
En lo que sigue, restringiremos nuestro ana´lisis al operador hˆRaa, que describe
la me´trica de las o´rbitas de los Killing en nuestro modelo de midisuperespacio
para las ondas planas con polarizacio´n lineal. Las conclusiones sera´n indepen-
dientes del comportamiento cua´ntico de huu, la otra componente no trivial de
la me´trica para las ondas planas con polarizacio´n lineal. Definiremos
F (u) = ez0(u), Aa(u) = (−1)a
√
2F (u)−1/2 (8.2)
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(con a = 1, 2) y eliminaremos de nuestra notacio´n la dependencia expl´ıcita con
los puntos u y u0. Podemos escribir el operador hˆ
R
aa de forma compacta
hˆRaa = F : exp (AaYˆR[f ]) : (8.3)
donde los dos puntos indican orden normal. El valor esperado para el vac´ıo es
〈hˆRaa〉0 = F (8.4)
y recuperamos la solucio´n cla´sica correspondiente al espacio-tiempo plano.
Ahora calcularemos las fluctuaciones en el vac´ıo. Para cualquier observable
bˆ la incertidumbre en un estado Ψ se define como
∆Ψbˆ ≡
√
〈bˆ2〉Ψ − (〈bˆ〉Ψ)2 (8.5)
Nos interesan ma´s las fluctuaciones relativas que se definen como el cuadrado
del cociente entre la incertidumbre y el valor esperado, es decir,
(
∆Ψbˆ
〈bˆ〉Ψ
)2
(8.6)
En el caso de ser pequen˜as sera´ aceptable la aproximacio´n del operador por su
valor cla´sico.
Para el vac´ıo no es dif´ıcil calcular las fluctuaciones relativas de la me´trica.
El resultado es (
∆0hˆ
R
aa
〈hˆRaa〉0
)2
= exp
(
A2a||f ||2
2
)
− 1. (8.7)
A continucacio´n, vamos a repetir los ca´lculos para un estado coherente
general y despue´s analizaremos los resultados. Dado un vector c cualquiera en
el espacio de Hilbert H (en caso de modos discretos se trata de l2, mientras
que en el caso general de una onda plana linealmente polarizada es L2(IR+))
definiremos un estado coherente |c〉 como
|c〉 = exp (−||c||2/2) exp {aˆ?(c)} |0〉 (8.8)
El factor nume´rico de esta expresio´n asegura que la norma de |c〉 es la unidad.
Usando la fo´rmula (7.49) y teniendo en cuenta que el vac´ıo es destruido por
los operadores de aniquilacio´n, no es muy dif´ıcil obtener que, para cualquier
f ∈ H, el valor esperado del operador de Segal en cualquier estado coherente
es
〈YˆR[f ]〉c = 1√
2
(〈c, f〉+ 〈f, c〉) (8.9)
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Si dejamos de lado el valor de f , este valor esperado coincide con el campo
cla´sico obtenido reemplazando las variables de aniquilacio´n a con el vector
c ∈ H (y las de creacio´n a? con su complejo conjugado c?).
Por otro lado, para cada vector fijo f ∈ H, llamaremos YˆR[if ] al momento
cano´nico del campo YˆR[f ]. Entonces, de la ecuacio´n (7.49), el conmutador de
ambos operadores es el c-nu´mero imaginario
i ||f ||2 (8.10)
Se puede comprobar que todos los estados coherentes tienen la misma incer-
tidumbre en el campo YˆR[f ] y en su momento cano´nico. Adema´s, para todos
los vectores f ∈ H, el producto de estas incertidumbres es
||f ||2
2
(8.11)
que es el valor mı´nimo [58].
Ahora pasemos a analizar el comportamiento cua´ntico de la me´trica en
estos estados coherentes. Usando la fo´rmula CBH (7.54) y la ecuacio´n (7.49)
obtenemos el valor esperado del operador hˆRaa, que describe la caja de la me´trica
correspondiente a los vectores de Killing. El resultado es
〈F : exp (AaYˆR[f ]) :〉c =F exp (
√
2AaRe〈c, f〉) (8.12)
donde hemos usado que Aa es un c-nu´mero real y Re denota la parte real.
Por lo tanto, podemos ver que el valor esperado de hˆRaa en un estado coherente
coincide con el valor cla´sico obtenido de la solucio´n del campo (8.9). En
particular, de esta expresio´n recuperamos el resultado para el vac´ıo, que es el
estado coherente correspondiente a c = 0.
No es dif´ıcil obtener las fluctuaciones relativas de este operador en un estado
coherente |c〉. Se pueden calcular usando la fo´rmula (7.54) y el resultado es(
∆chˆ
R
aa
〈hˆRaa〉c
)2
= exp
(
A2a||f ||2
2
)
− 1. (8.13)
Notemos que esta expresio´n es independiente del estado coherente que este-
mos considerando, por lo tanto, se obtiene el mismo resultado como hemos
calculado previamente para el vac´ıo (8.4).
En general tendremos grandes fluctuaciones en la me´trica cuando del valor
esperado de hˆRaa sea grande. Sin embargo, la aproximacio´n de esta me´trica por
su valor cla´sico (8.9) sera´ va´lida siempre que las fluctuaciones relativas de hˆRaa
sean pequen˜as. De las ecuaciones (8.2) y (8.13) obtenemos que esto ocurrira´
si y solo si
e−z0(u)||f(u|u0)||2  1 (8.14)
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Antes de continuar con este ana´lisis, vamos a comentar las implicaciones
del principio de incertidumbre para operadores de la forma de hˆRaa. Recordemos
que este operador es la exponencial de un campo de Segal multiplicado por
un c-nu´mero y es un operador diferente para cada par de puntos u y u0.
Consideremos dos operadores de este tipo
bˆ = F : eYˆR[f ] : , cˆ = G : eYˆR[g] : (8.15)
Sabemos que el producto de incertidumbres de bˆ y cˆ siempre es mayor que
la mitad de la norma del valor esperado de [bˆ, cˆ] [58]. En nuestro caso, el
conmutador [bˆ, cˆ] es un operador cua´ntico proporcional a
FG : eYˆR[f+g] : (8.16)
Por lo tanto, su valor esperado dependera´ del estado analizado. Como con-
secuencia, no esta´ claro cua´l es valor mı´nimo permitido para el producto de
incertidumbres de bˆ y cˆ. Entonces, parece ma´s natural considerar, por ejemplo,
el producto de incertidumbres dividido por el valor esperado de FG : eYˆR[f+g] :
Esta cantidad esta´ acotada por el c-nu´mero
|e〈g,f〉/2 − e〈f,g〉)/2|/2 (8.17)
y, para estados coherentes coincide con el producto de las fluctuaciones rel-
ativas de bˆ y cˆ, como podemos comprobar utilizando la ecuacio´n (8.12). Si
usamos te´cnicas como las que se explican en [58] se puede probar que la can-
tidad que hemos considerado no esta´ minimizada en estados coherentes para
vectores gene´ricos f, g ∈ H.
Ahora volveremos al ana´lisis de las fluctuaciones en al me´trica. Para todo
el conjunto de estados coherentes (8.8) hemos visto que la descripcio´n cla´sica
del espacio-tiempo sera´ va´lida solo si se cumple la condicio´n (8.14) en todos los
puntos u. Recordemos que u0 es un punto fijo convenientemente elegido donde
las componentes diagonales de la me´trica en las direcciones xa, (a = 1, 2),
toman el valor e−z0(u0) por convencio´n, tanto cla´sica como cua´nticamente.
En general, la desigualdad (8.14) no se cumplira´ si la norma del vector
f(u|u0) o la funcio´n e−z0(u) son demasiado grandes en algu´n punto u. Como
la forma de la funcio´n f(u|u0) (y tambie´n su norma) pueden depender del
me´todo de regularizacio´n empleado en cuantizacio´n, concentraremos nuestro
ana´lisis en la posibilidad de que e−z0(u) sea significativamente grande, hecho
que aparentemente no se ve afectado por las ambigu¨edades encontradas en la
construccio´n de la teor´ıa cua´ntica. Teniendo en cuenta la definicio´n (4.26) de
z0 este factor es una doble exponencial
e−z0(u) = ee
−u
(8.18)
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y cuado u tiende a −∞ se dispara. Precisamente esa es la regio´n donde las
geode´sicas nulas son focalizadas por la onda plana, como hemos visto en el
cap´ıtulo 4. Por lo tanto, es de esperar que el comportamiento cua´ntico del
espacio-tiempo sea radicalmente diferente a su aproximacio´n cla´sica cerca de
esta regio´n de focalizacio´n.
Para asegurar esta u´ltima conclusio´n tenemos que demostrar que la norma
de f(u|u0) es estrictamente positiva cuando u → −∞. Entonces, no se veri-
ficara´ la condicio´n (8.14) cuando u sea grande y negativo.
En primer lugar vamos a analizar el modelo con modos discretos. Fijaremos
u0 = 0 y u = −L/3 por conveniencia. En particular, si L , los puntos u y
u0 pertenecera´n al intervalo [−L+ , L− ]. Usando la expresio´n (7.19) no es
dif´ıcil demostrar que
||f(−L/3|0)|| 〉 |g˜(pi/L)| (8.19)
y como g˜ es la transformada de Fourier de una funcio´n suave con integral
unidad tenemos que
g˜(0) = 1 (8.20)
En el l´ımite L→∞, el punto u = −L/3 se acerca a la regio´n donde focalizan
las geode´sicas nulas y de la ecuacio´n (8.19) tenemos que la norma de f(−L/3|0)
esta´ acotada inferiormente por la unidad.
Por lo tanto, para el modelo con modos discretos estudiado en la seccio´n
(7.1), las fluctuaciones relativas de la me´trica se disparan cuando u  0.
Entonces, al acercarnos a esta regio´n se destruye la aproximacio´n del espacio-
tiempo cla´sico para los estados coherentes.
Analizemos ahora que ocurre en el caso de una onda plana general con
polarizacio´n lineal. Podemos calcular la norma
||f(u|u0)|| = 4
∫ ∞
0
dk
|g˜k|2
k
sin2[k(u− u0)] (8.21)
donde tenemos que recordar que la funcio´n g˜ pertence al espacio de Schwartz
S(IR). Entonces la norma es positiva, aunque en el l´ımite u → ∞ diverge.
Sin embargo, si consideramos el l´ımite u→∞ pero manteniendo constante la
distancia entre los puntos u y u0 ya no tenemos ningu´n problema y la norma
tiene un valor finito y positivo.
De nuevo concluimos que al acercarnos a la hipersuperficie donde focal-
izan las geode´sicas nulas las fluctuaciones relativas en la me´trica hˆRaa son muy
grandes. En esta regio´n, la descripcio´n cla´sica del espacio-tiempo, como una
onda plana linealmente polarizada, no es va´lida para ningu´n estado coherente.
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Adema´s estos resultados se aplican igualmente al vac´ıo, estado cua´ntico
que deber´ıa describir el espacio-tiempo plano. Entonces, los efectos cua´nticos
gravitatorios sobre el vac´ıo no pueden ser despreciados cuando nos acercamos
a la regio´n de focalizacio´n de los ondas planas linealmente polarizadas.
8.1 Ana´lisis de los resultados
Hemos estudiado el comportamiento cua´ntico del operador de la me´trica hˆRaa
sobre estados coherentes (8.8) del campo (bilocal) ba´sico YˆR[f ].
El valor esperado de este operador coincide con el resultado cla´sico. Sin
embargo, las fluctuaciones relativas de la me´trica son muy grandes para to-
dos los estados coherentes cuando u se hace muy grande y negativa. Para
estos valores nos acercamos a la regio´n donde las ondas planas focalizan las
geode´sicas nulas. Por lo tanto, cerca de esta regio´n deja de tener sentido la
descripcio´n cla´sica del espacio-tiempo y los efectos cua´nticos gravitacionales
deben ser tenidos en cuenta.
Es au´n ma´s importante notar que estos resultados se repiten para el vac´ıo,
estado que describe el espacio-tiempo plano. Este hecho plantea serias dudas
sobre la validez de la aproximacio´n semicla´sica en el siguiente sentido: si intro-
ducimos campos materiales en este modelo y construimos una teor´ıa cua´ntica
de campos sobre el espacio-tiempo plano, esta aproximacio´n semicla´sica fal-
lara´ porque las fluctuaciones de la geometr´ıa plana son importantes. Algunos
indicios de ello, como es la divergencia del tensor de energ´ıa-momento, ya se
muestran en este caso [47, 42]. Debemos recurrir a la teor´ıa cua´ntica completa
de este modelo para estudiar que es lo que ocurre.
En este modelo hemos considerado los estados coherentes que minimizan el
producto de las incertidumbres del operador de Segal y su momento conjugado.
Ser´ıa muy interesante estudiar las fluctuaciones de la me´trica en otra clase de
estados cua´nticos, aunque este ana´lisis no afecta a los resultados obtenidos
para el vac´ıo. Adema´s, aunque sea posible encontrar estados con menos fluc-
tuaciones en la me´trica, ser´ıa a costa de perder coherencia en el operador de
Segal como ocurre en [46].
Los resultados que hemos obtenido dependera´n de las elecciones que hemos
hecho tanto en la construccio´n del modelo como en el proceso de cuantizacio´n.
Vamos a comentar algunos puntos.
Las relaciones de conmutacio´n (7.32) admiten representaciones que son uni-
tariamente inequivalentes a la que hemos empleado. Entonces, podr´ıa ocurrir
que nuestras conclusiones no fueran va´lidas para alguna de estas representa-
ciones. Sin embargo, nos gustar´ıa resaltar que la representacio´n de Fock que
hemos introducido garantiza que el operador ba´sico de nuestra teor´ıa (7.33)
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es autoadjunto para todos los vectores f . Adema´s, la existencia de un vac´ıo
c´ıclico que representa al solucio´n cla´sica plana hace de nuestra representacio´n
una eleccio´n natural. De cualquier forma, el esp´ıritu de este trabajo no con-
siste en demostrar que la descripcio´n cla´sica del espacio-tiempo es eliminada
por la Gravedad Cua´ntica, sino que la existencia de esta aproximacio´n no
tiene que ser asumida ni exigida a priori hasta que no sepamos ma´s acerca de
la Gravedad Cua´ntica.
Respecto a la regularizacio´n del campo ba´sico de la teor´ıa, que se explica
en el cap´ıtulo 7, aunque tenemos algunas ambigu¨edades (como el hecho de que
la forma de la funcio´n g sea arbitraria), el proceso que hemos seguido para
analizar las fluctuaciones de la me´trica resulta bastante insensible al me´todo
de regularizacio´n empleado, como ya sen˜alamos en la seccio´n anterior. Las
fluctuaciones se disparan porque el factor e−z0(u) explota cuando u tiende a
infinito y no se debe a que la norma de f(u|u0) diverja tambie´n en ese l´ımite.
Si nos acercamos a la regio´n u→ −∞ mantiendo la distancia entre los puntos
u y u0 (este significa que nos acercamos al infinito y el punto de referencia
para las medidas tambie´n) la norma permanece finita.
A continuacio´n vamos a contrastar los resultados obtenidos en nuestro mod-
elo con los de otros trabajos de la literatura, fundamentalmente con el ana´lisis
de Ashtekar [8] para el modelo de las ondas cil´ındricas [11], ya que otros tra-
bajos, como el de Beetle [16] avalan sus conclusiones. Nuestros resultados
van por el mismo camino, la existencia de importantes efectos gravitatorios
cua´nticos que deben ser tenidos en cuenta. Se cuestiona la validez de la aprox-
imacio´n semicla´sica incluso en el re´gimen de energ´ıas bajas. En el modelo de
las ondas cil´ındricas aunque existen infinitos estados con buen comportamiento
semicla´sico, so´lo recuperamos una clase muy restringida de soluciones cla´sicas.
En algunas estados, centrados en soluciones cla´sicas con curvatura pequen˜a,
esperar´ıamos que fuera valida la aproximacio´n semicla´sica. Sin embargo, la
existencia de part´ıculas (basta con un par) con frecuencia superior a la de
Planck invalida esa aproximacio´n por las fluctuaciones enormes que tiene la
me´trica. En nuestro modelo se agudiza este comportamiento porque incluso
para el vac´ıo, que se corresponde con el espacio-tiempo plano, no sirve la
aproximacio´n semicla´sica por las enormes fluctuaciones de la me´trica cerca de
la regio´n donde focalizan las geode´sicas nulas.
Respecto al sistema de coordenadas empleado, este so´lo cubre una regio´n
del espacio-tiempo completo. Este tipo de coordenadas presenta una singu-
laridad de coordenadas en la regio´n donde focalizan las geode´sicas que puede
ser eliminada si usamos las coordenadas armo´nicas, las cuales cubren todo
el espacio-tiempo. Ante esto, uno se pregunta si el hecho de que se dis-
paren las fluctuaciones relativas no se podr´ıa evitar utilizando las coordenadas
armo´nicas. Sin embargo, los espacio-tiempos descritos por estas coordenadas
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no son globalmente hiperbo´licos, y este motivo impide utilizar el formalismo
cano´nico de la RG en este caso. Por lo tanto, se tienen que utilizar me´todos
no esta´ndares para cuantizar las ondas gravitatorias planas en coordenadas
armo´nicas. Adema´s ser´ıa de esperar que la teor´ıa cua´ntica corrigiera los in-
tensos efectos gravitacionales en la regio´n donde focalizan las geode´sicas igual
que se espera que las singularidades sean eliminadas en la teor´ıa cua´ntica. En
cambio, en este modelo ocurre todo lo contrario.
Cap´ıtulo 9
Conclusiones
En este trabajo hemos obtenido un modelo cua´ntico para un sistema gravita-
torio y hemos estudiado sus propiedades. El sistema gravitatorio considerado
son las ondas planas, soluciones de las ecuaciones de Einstein de vac´ıo con un
grupo de simetr´ıas de cinco para´metros. Estos espacio-tiempos corresponden
a ondas gravitatorias exactas y se asume que proporcionan una buena aproxi-
macio´n de las ondas gravitatorias cuando estamos en regiones suficiente lejanas
a fuentes de emisio´n intensas. Podr´ıamos separar el trabajo en cuatro bloques:
- En primer lugar repasamos el me´todo de cuantizacio´n que seguiremos
as´ı como las propiedades geome´tricas de los espacio-tiempos que estamos
estudiando.
- Despue´s planteamos una fijacio´n del gauge general para espacio-tiempos
que admiten dos vectores de Killing espaciales.
- A partir de estos resultados imponemos nuevas condiciones en el modelo
que eliminan la libertad gauge remanente y an˜aden la simetr´ıas necesarias
para que al reducir el sistema se obtenga un modelo que describe las
ondas planas gravitatorias.
- Estudiamos la cuantizacio´n de este modelo para el caso de las ondas con
polarizacio´n lineal y a continuacio´n analizamos las fluctuaciones de la
geometr´ıa y la validez de la aproximacio´n cla´sica.
A continuacio´n vamos a revisar todos los resultados obtenidos que se pueden
enumerar en los siguientes puntos.
• Hemos obtenido una fijacio´n del gauge parcial va´lida para todos los
espacio-tiempos que tengan dos vectores de Killing espaciales. De esta
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forma se pueden eliminar las ligaduras relacionadas con los difeomorfis-
mos en las coordenadas asociadas a los vectores de Killing. En el caso
de que estos vectores admitan asinto´ticamente hipersuperficies ortogo-
nales, hemos visto que en esta fijacio´n del gauge los vectores de Killing
admitira´n hipersuperficies ortogonales en todo el espacio-tiempo. Para
efectuar la reduccio´n de estos modelos se han de tener en cuenta las
condiciones de contorno particulares de cada caso.
• Para estudiar las ondas planas utilizamos los resultados anteriores dado
que en el grupo de simetr´ıa de estos espacio-tiempos tiene dos vectores de
Killing espaciales. Despue´s an˜adimos una condicio´n de fijacio´n de gauge
que elimina los difeomorfismos en la coordenada u. Finalmente fijamos
la libertad gauge que falta con otra condicio´n ma´s y a la vez exigimos dos
condiciones de simetr´ıa para obtener un modelo que describa las ondas
planas. Hemos reducido el sistema asegura´ndonos que no tenemos con-
tribuciones de te´rminos de superficie y hemos obtenido un modelo libre
de ligaduras donde so´lo aparecen los grados de libertad f´ısicos. Hemos
obtenido la forma simple´ctica y el hamiltoniano reducidos, siendo este
u´ltimo nulo debido a la particular eleccio´n de coordenadas.
• Tambie´n hemos presentado un modelo de midisuperespacio que describe
las ondas planas con polarizacio´n lineal. Para obtener este modelo basta
con an˜adir una condicio´n extra de simetr´ıa en la u´ltima reduccio´n del caso
general. En este caso la forma simple´ctica es suficientemente sencilla para
obtener los corchetes de Dirac entre los aute´nticos grados de libertad.
• Despue´s del ana´lisis cla´sico del modelo de midisuperespacio hemos abor-
dado su cuantizacio´n en el caso de las ondas con polarizacio´n lineal. Los
grados de libertad de este modelo esta´n en un campo Y para el que
introducimos un desarrollo de Fourier. Previamente al estudio del caso
general, hemos tratado soluciones en las que so´lo hay onda en una cierta
regio´n del espacio-tiempo y el resto es plano. En este caso tenemos un
desarrollo en modos discreto, mientras que es continuo en el caso general.
Con la expansio´n de Fourier podemos expresar el campo como conjunto
infinito de variables de tipo aniquilacio´n-creacio´n.
Hemos eliminado del modelo las geometr´ıas equivalentes relacionadas
mediante un reescalado de las coordenadas asociadas a los vectores de
Killing. Adema´s hemos visto como el modo cero se desacopla del resto de
grados de libertad, por lo que puede ser tratado cla´sicamente. Teniendo
en cuenta estas propiedades podemos restringir nuestro ana´lisis consis-
tentemente a campos que se anulen en un punto u0. Este punto puede
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ser fijado arbitrariamente y debe ser interpretado como el punto de ref-
erencia respecto al que se hacen las medidas f´ısicas. Como no se pueden
precisar con total exactitud los puntos u y u0, en cualquier medida f´ısica
realmente se medira´ un promedio en un pequen˜o entorno de estos puntos.
Teniendo en cuenta esto, el campo que mediremos f´ısicamente sera´ un
campo bilocal YR(u|u0).
Partiendo de YR(u|u0) como campo ba´sico del modelo hemos introducido
una representacio´n de Fock y describimos este campo por un operador de
Segal. Hemos cuantizado el sistema sobre el espacio de Hilbert de fun-
ciones sobre la recta real de cuadrado sumable (secuencias de cuadrado
sumable en el caso de modos discretos).
En la regularizacio´n del campo ba´sico las divergencias infrarrojas son
eliminadas por el requerimiento de que el valor del campo se anule en
el punto de referencia u0 tanto cla´sica como cua´nticamente. El buen
comportamiento ultravioleta se asegura cuando hacemos el promedio del
campo alrededor de los puntos u, u0 con una funcio´n suave g de soporte
compacto (es razonable asumir que este soporte sea del orden de la lon-
gitud de Planck). Esta funcio´n, cuya forma es arbitraria, introduce una
ambigu¨edad en el proceso de cuantizacio´n, de manera similar a como
ocurre en otros modelos.
Hemos construido unos operadores regularizados y bien definidos para
la me´trica a partir de este campo ba´sico. Hemos demostrado que para
los operadores correspondientes a la parte diagonal de la me´trica son au-
toadjuntos y positivos. Hemos visto que el otro operador independiente
esta´ bien definido.
• Hemos analizado el comportamiento de los operadores diagonales de la
me´trica sobre los estados coherentes del campo de Segal, estados que min-
imizan la incertidumbre del producto del campo por su momento conju-
gado. Como resultado obtenemos que el valor esperado de los operadores
de la me´trica en estos estados coincide con el resultado cla´sico y tambie´n
hemos calculado las fluctuaciones relativas, que no dependen del estado
coherente en particular que estemos considerando. Para estos estados,
a pesar de recuperar el resultado cla´sico en promedio, las fluctuaciones
relativas de la me´trica se disparan al acercarnos a la regio´n donde las
ondas planas focalizan las geode´sicas nulas. Por lo tanto las geometr´ıas
cua´nticas descritas por estos estados no admiten una descripcio´n cla´sica
en esa regio´n. Se debe tener en cuenta que el anterior efecto cua´ntico
esta´ ligado a la no linearidad de la gravedad, ya que la focalizacio´n es
consecuencia de esta.
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Es importante notar que estas conclusiones se aplican igualmente para el
vac´ıo, estado que describe el espacio-tiempo plano y que tambie´n es un
estado coherente. Esto plantea serias dudas sobre la validez de la aprox-
imacio´n semicla´sica, no es razonable estudiar la cuantizacio´n de campos
materiales sobre un background cla´sico cuando hemos visto que en este
modelo hasta el espacio-tiempo plano tiene fluctuaciones considerables.
• Hemos comparado los resultados obtenidos en nuestro modelo con los
dema´s trabajos de la literatura. Las conclusiones apuntan en la misma
direccio´n, la aproximacio´n semicla´sica no tiene por que´ ser asumida a pri-
ori en la teor´ıa cua´ntica de la gravedad. En este modelo, aunque tenemos
estados centrados en soluciones cla´sicas las fluctuaciones se disparan in-
validando dicha aproximacio´n. En otros modelos ocurre lo mismo.
Por u´ltimo me gustar´ıa resaltar que el modelo tambie´n tiene un cara´cter
pedago´gico. El objetivo fundamental era obtener un modelo cua´ntico para un
sistema gravitatorio particular, para despue´s estudiar sus propiedades. Hemos
aprendido como enfrentarnos a los problemas que plantea este modelo y esto
nos debe ser de ayuda cuando consideremos la teor´ıa general, tenemos una
visio´n limitada de como son las cosas. Sin embargo, este modelo nos ensen˜a que
al enfrentarnos a la cuantizacio´n de la gravedad algunas cosas que se dan por
supuestas de partida deben ser revisadas con mucho cuidado. Este es el caso de
la aproximacio´n semicla´sica, en este modelo el estado cua´ntico correspondiente
al espacio-tiempo plano presenta fluctuaciones enormes en una zona, y por lo
tanto no es va´lido un tratamiento cla´sico. Tampoco tienen porque recuperarse
siempre los resultados cla´sicos en algu´n l´ımite, como ocurre en este modelo.
Puede ocurrir que la aproximacio´n cla´sica sea una teor´ıa efectiva pero que en
la teor´ıa cua´ntica de la gravedad no tengamos estados con un comportamiento
cla´sico global.
Finalmente, algunos puntos han quedado abiertos para futuros trabajos.
Este es el caso de la cuantizacio´n del caso general de dos polarizaciones, del
que hemos hecho algu´n comentario. A la vista de este trabajo, un objetivo
interesante que se nos plantea consiste en estudiar el caso de colisio´n de ondas
gravitatorias. Estos espacio-tiempos tienen propiedades muy interesantes, en
algunos casos la colisio´n de las ondas da lugar a singularidades de curvatura
en el futuro. Surge la duda de si se reproducira´n los mismos resultados que
hemos obtenido para este modelo en el que la singularidad era de coorde-
nadas. Un primer paso puede ser utilizar el formalismo que hemos introducido
para espacio-tiempos con dos vectores de Killing. Sin embargo, este objetivo
es complicado dado que ni siquiera conocemos la solucio´n general para estos
espacio-tiempos.
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Otra l´ınea de investigacio´n consiste en introducir un campo escalar en el
modelo y estudiar su interaccio´n con las ondas planas linealmente polarizadas.
Esta interaccio´n ya ha sido considerada en el caso general de una onda con las
dos polarizaciones usando la aproximacio´n semicla´sica, es decir, cuantizando
so´lo el campo escalar [49, 47]. Con las dudas que hemos planteado sobre la
validez de esta aproximacio´n, ser´ıa interesante ver que resultados se obtienen
en un modelo en el cua´l se cuantice tanto el campo escalar como el espacio-
tiempo.
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Ape´ndice A
Sistemas con ligaduras
La mayor´ıa de los sistemas interesantes en la F´ısica son sistemas singulares
que presentan ligaduras. Esto ocurre cuando no tenemos una correspondencia
biun´ıvoca entre el espacio de configuraciones y el espacio de fases.
Consideremos un sistema descrito por un lagrangiano L(qk, q˙k, t). Las ecua-
ciones de Euler-Lagrange
d
dt
(
∂L
∂q˙k
)
− ∂L
∂qk
= 0 (A.1)
nos dictan como evoluciona el sistema en el espacio de configuraciones
(qk, q˙k). Ahora para tener una descripcio´n hamiltoniana del sistema definimos
los momentos conjugados
pk ≡ ∂L
∂q˙k
(A.2)
invirtiendo esta relacio´n
q˙k = q˙k(qk, pk, t) (A.3)
podemos pasar del espacio de configuraciones (qk, q˙k) al espacio de fases
(qk, pk). El hamiltoniano se obtiene haciendo la transformada de Lagrange
H(qk, pk) = pkq˙
k()− L(qk, q˙k(), t) (A.4)
donde q˙k() indica que se tiene que sustituir la relacio´n (A.3). En el caso de
que no se puede invertir la relacio´n (A.2) tendremos un lagrangiano singular.
Esto ocurre cuando
det(Wij) = 0, Wij ≡ ∂pi
∂q˙j
=
∂2L
q˙iq˙j
(A.5)
y reescribiendo las ecuaciones de movimiento como
Wij(q, q˙, t)q¨
j +
∂2L
∂q˙i∂qj
(q, q˙, t)q˙j − ∂L
∂qi
= 0 (A.6)
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vemos que las aceleraciones q¨k no esta´n determinadas un´ıvocamente y para
las mismas condiciones iniciales (q, q˙) tendremos diferentes evoluciones. Las
soluciones del sistema debera´n satisfacer ciertas condiciones en el espacio de
fases
Ψα(q, p, t) = 0 (A.7)
y en el de configuraciones
φα(q, q˙, t) = 0 (A.8)
Algunas ligaduras se obtienen directamente de que no podemos invertir las
ecuaciones para los momentos (A.2), estas se llaman primarias. Pero aparecen
ma´s ligaduras al imponer que las primarias sean compatibles con la dina´mica
del sistema y as´ı sucesivamente hasta que no tengamos nuevas ligaduras y
tengamos un sistema compatible con la dina´mica o en caso contrario no haya
solucio´n.
Al hamiltoniano le debemos an˜adir una combinacio´n lineal de ligaduras
con unos para´metros arbitrarios(salvo que hayan sido fijados en el proceso de
estabilizacio´n).
H = H0 + λ
αΨα(q, p, t) (A.9)
entonces las soluciones no sera´n u´nicas y pueden depender de estos para´metros,
hecho relacionado con la libertad gauge de la teor´ıa.
Debemos restringir el espacio de fases a la superficie definida por el conjunto
de ligaduras Ψα = 0. As´ı las soluciones del sistema estara´n dentro de esta
superficie y el proceso de estabilizacio´n nos asegura que la evolucio´n dina´mica
no las lleva fuera de esta superficie. Vamos a utilizar el s´ımbolo ≈ para denotar
la igualdad cuando nos restrigimos a la superficie de ligaduras, es decir,
A(q, p) ≈ B(q, p)⇔ A(q, p)|Ψα=0 = B(q, p)|Ψα=0 (A.10)
Tendremos por ejemplo,
H ≈ H0 (A.11)
Considerando el conjunto {Ψα} de ligaduras de un sistema singular, pode-
mos clasificarlas en dos tipos:
• φi sera´ de Primera clase si {φi,Ψα} ≈ 0, ∀Ψα
• ξi sera´ de Segunda clase en caso contrario.
Las ligaduras de primera clase esta´n relacionadas con la libertad gauge de una
teor´ıa. Por lo tanto todas las teor´ıas gauge tendra´n un lagrangiano singular
pero no ocurrira´ lo contrario.
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A.1 Eliminacio´n de las ligaduras
A continuacio´n vamos a presentar un me´todo desarrollado por Dirac para
eliminar las ligaduras del sistema. Primero trataremos el caso en el que no
haya ninguna ligadura de primera clase, despue´s cuando todas las ligaduras
sean de primera clase y finalmente como tratar sistemas con ambos tipos de
ligaduras.
Sistemas sin ninguna ligadura de primera clase
Tendremos un conjunto {χi}, i = 1..2k de ligaduras de segunda clase y con
e´l definimos la matriz antisime´trica
Cij = {χi, χj} (A.12)
que es invertible porque det(Cij) 6= 0 ya que en caso contrario el sistema no
ser´ıa de segunda clase. El hecho de que el nu´mero de ligaduras de segunda
clase sea par se explica porque si construimos la matriz Cij al ser antisime´trica
si es de rango impar su determinante es cero.
Ahora definimos el corchete de Dirac { , }D
{F (q, p), G(q, p)}D ≡ {F,G}+ {F, χi}(C−1)ij{χj, G} (A.13)
que sustituira´ al corchete de Poisson. Tiene las mismas propiedades y adema´s
se verifica que cualquier observable del espacio de fases (incluso las ligaduras)
conmutan con las ligaduras bajo este nuevo corchete, es decir,
{F (q, p), χi}D = 0, ∀χi (A.14)
y tambie´n proporciona la evolucio´n dina´mica
F˙ (q, p) = {F (q, p), H}D (A.15)
El punto clave en que en estas relaciones utilizamos el = en lugar de ≈ y
no necesitamos restringirnos a la superficie de ligaduras, con lo que podemos
sustituir las ligaduras en el hamiltoniano y en cualquier observable del espacio
de fases y olvidarnos de ellas. Las ligaduras reducen los grados de libertad del
sistema y los corchetes de Dirac nos dan la relacio´n entre las variables reducidas
del sistema. Para un sistema con 2n grados de libertad y 2k ligaduras de
segunda clase los grados de libertad f´ısicos son 2n− 2k.
Sistemas con todas las ligaduras de primera clase
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En este caso el proceso de eliminacio´n es diferente. Este tipo de ligaduras
esta´ relacionado con la libertad gauge de la teor´ıa y para eliminarlas debemos
an˜adir condiciones adicionales para fijar el gauge. Para hacer la fijacio´n ade-
cuadamente debemos asegurarnos que la superficie de las ligaduras intersecta
transversalmente la superficie de las condiciones de gauge y adema´s que las
condiciones que fijan el gauge son preservadas por la evolucio´n dina´mica del
sistema. En un sistema con 2n grados de libertad y φi, i = 1..k ligaduras de
primera clase debemos an˜adir k condiciones gi = 0 que verifiquen
det({gi, φj}) ≈/ 0 (A.16)
esto asegura que el conjunto {gi, φj} es de segunda clase y que el gauge esta´
bien fijado. La segunda condicio´n
{gi, H} ≈ 0 (A.17)
asegura que la evolucio´n dina´mica preserva las condiciones gi. A continuacio´n
podemos introducir el corchete de Dirac como en el caso anterior porque el
conjunto {gi, φj} es de segunda clase. As´ı se eliminan las ligaduras de la teor´ıa
y de los 2n grados de libertad originales y con k ligaduras de primera clase nos
quedan 2n− 2k grados de libertad f´ısicos.
Sistemas con ambos tipos de ligaduras
El proceso de eliminacio´n de las ligaduras se puede hacer por etapas, es
decir, si tenemos un conjunto de ligaduras de segunda clase podemos eliminar
unas cuantas en un paso, construir el corchete de Dirac y despue´s eliminar
las restantes y obtener el corchete de Dirac definitivo. Esto significa que el
corchete de Dirac para los grados de libertad f´ısicos se puede construir por
etapas y esto es precisamente lo que debemos hacer en un sistema que tenga
tanto ligaduras de primera como de segunda clase.
Bibliograf´ıa
Para estudiar ma´s extensamente el formalismo hamiltoniano para sistemas
con ligaduras se puede mirar el trabajo original de Dirac [40] en el que esta
todo y muy bien explicado.
Tambie´n mencionare´ un trabajo de Matschull [82] donde se explica de forma
muy clara el programa de Dirac basa´ndose en ejemplos.
Ape´ndice B
Formalismo Hamiltoniano para
la RG
La descripcio´n hamiltoniana standard para la Relatividad General fue desar-
rollada por Arnowitt, Deser y Misner [5] a principios de los 60. Por este
motivo, en muchos sitios es llamada formulacio´n ADM. La RG para el vac´ıo
esta´ descrita por la accio´n de Hilbert-Einstein
S =
1
16piG
∫
M
dx4
√−g R(gµν) (B.1)
siendo g el determinante de la me´trica, y R(gµν) es escalar de curvatura. Para
evitar arrastrar constantes elegiremos 1/16piG = 1. Las componentes de la
me´trica gµν son los campos de la teor´ıa y para obtener las ecuaciones de
movimiento tenemos que hacer la variacio´n de la accio´n respecto a las variables
gµν . El resultado es
δS
δgµν
= 0, Rµν − 1
2
Rgµν = 0 (B.2)
que son las ecuaciones de Einstein de vac´ıo. Si queremos considerar el acoplamiento
con materia u otros campos tendremos que an˜adir te´rminos a la accio´n.
En la descripcio´n hamiltoniana de la teor´ıa es necesario la presencia de
tiempo para que podamos hablar de evolucio´n. Por lo tanto, vamos a separar
el espacio-tiempo en espacio y tiempo. Nos restringiremos a espacio-tiempos
globalmente hiperbo´licos(admiten una superficie de Cauchy) con la topolog´ıa
IR × 3Σ donde 3Σ sera´ un hipersuperficie espacial y de Cauchy, es decir, los
conos de luz que parten de 3Σ expanden todo el espacio en la direccio´n futura
de 3Σ.
Tenemos una foliacio´n de todo el espacio-tiempo en hipersuperficies espa-
ciales Σt etiquetadas por una funcio´n del espacio-tiempo t = t(x
µ). Llamare-
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mos nµ al vector unitario normal a la hipersuperficie Σt. La me´trica gµν induce
un´ıvocamente una me´trica sobre Σt,
hµν ≡ gµν + nµnν (B.3)
Asociado con la foliacio´n introducimos un vector tµ que verifique
tµ∂µt = 1 (B.4)
y que puede ser interpretado como el flujo del tiempo. Sin embargo, este tiempo
introducido es ficticio porque no se puede relacionar con una medida de un reloj
hasta que no hayamos determinado la me´trica resolviendo las ecuaciones de
Einstein.
Descomponemos tµ en componentes normal y tangente a Σt
tµ = Nnµ +Nµ (B.5)
N es la funcio´n lapso y Nµ es un vector tangente a Σt. Se pueden elegir unas
coordenadas {t, x} de forma que la expresio´n para la me´trica sea
ds2 = −N2dt2 + hij(dxi +N idt)(dxj +N jdt) (B.6)
Adema´s de tener definida la curvatura intr´ınseca hij sobre Σt tambie´n ten-
emos definida la curvatura extr´ınseca Kij
Kµν ≡ hαµ∇α nν (B.7)
donde ∇ es la derivada covariante asociada a gµν
Tenemos definidas las cantidades fundamentales para el formalismo cano´nico.
Por un lado la me´trica intr´ınseca hij nos da la geometr´ıa de la superficie Σt, la
curvatura extr´ınseca Kij contiene la informacio´n sobre la evolucio´n temporal
de Σt. Por u´ltimo las funciones N,N
i no son variables dina´micas y so´lo dan
informacio´n sobre la foliacio´n.
Haciendo uso de las relaciones de Gauss-Kodazzi [120] podemos escribir la
accio´n (B.1) como
S =
∫
dt
∫
Σ
d3x [L+ T.S.(a) ] (B.8)
donde la densidad lagrangiana es
L = N
√
h (3R +KijK
ij −K2) (B.9)
y tenemos un te´rmino que es una divergencia
T.S.(a) =
√−g [∇µ(nµ∇νnν)−∇µ(nν∇νnµ) ] (B.10)
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donde h es el determinante de hij,
3R es la curvatura y K = hijK
ij. Por el
momento nos olvidaremos de T.S.(a) porque se trata de te´rmino de superficie.
En otra seccio´n haremos un ana´lisis ma´s detallado de estos te´rminos.
Tomaremos como variables cano´nicas { hij, N,N i } y calcularemos sus mo-
mentos conjugados
Πij ≡ δL
δh˙ij
=
√
h(Kij −Khij) (B.11)
en el caso de N,N i sus momentos son nulos, por lo tanto tendremos ligaduras
en la teor´ıa. Ahora realizamos la transformacio´n de Legendre para obtener el
Hamiltoniano
H(hij,Π
ij) =
∫
Σ
d3x (Πijh˙ij − L) (B.12)
y sustituyendo h˙ij en te´rminos de hij y Π
ij se obtiene
H(hij,Π
ij) =
∫
Σ
d3x (N∼ C˜ +N
iC˜i) + T.S.(b) (B.13)
siendo la ligadura hamiltoniana densitizada
C˜ = −h 3R + (hikhjlΠijΠkl − 1
2
Π2) (B.14)
y las ligaduras de los momentos
C˜i = −2hikDjΠjk (B.15)
Notemos que la funcio´n lapso ha sido densitizada de acuerdo a N∼ = h
−1/2N .
En el hamiltoniano podemos tener una contribucio´n de superficie,
T.S.(b) = 2
∫
Σ
d3x Dj(N
ihikΠ
jk) (B.16)
que igual que antes la dejaremos de lado por el momento, para ma´s adelante
estudiarla en otra seccio´n.
Como ya hemos anticipado las variablesN∼ , N
i no tienen informacio´n dina´mica
y la variacio´n de la accio´n respecto a ellas nos da las ligaduras
δS
δN∼
= 0, ⇒ C˜ = 0 (B.17)
δS
δN i
= 0, ⇒ C˜i = 0 (B.18)
por lo tanto, hacen el papel de multiplicadores de Lagrange. Las variables
cano´nicas son {hij,Πij} y tienen los corchetes de Poisson habituales
{hij(x),Πkl(y)} = δki δljδ(x− y) (B.19)
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B.1 Ligaduras
Vamos a estudiar ahora el significado de las ligaduras. Para simplificar los
ca´lculos es conveniente suavizar las ligaduras con unas funciones test arbi-
trarias,
C(N∼ ) =
∫
Σ
d3x N∼ C˜(hij,Π
ij) (B.20)
C( ~N) =
∫
Σ
d3x N iC˜i(hij,Π
ij) (B.21)
Estas ligaduras forman un sistema de primera clase. Si calculamos el a´lgebra
de Poisson obtenemos
{C( ~N), C( ~M)} = C(L ~M ~N), (B.22)
{C( ~N), C(M∼ )} = C(L ~NM∼ ), (B.23)
{C(N∼ ), C(M∼ )} = C( ~K) (B.24)
donde el vector ~K se define como Ki = hhij(N∼ ∂jM∼ −M∼ ∂iN∼ ). Fijaros que
no es un a´lgebra de Lie porque las constantes de estructura no son constantes
(en la u´ltima ecuacio´n podemos ver la dependencia con hij en la definicio´n de
Ki).
Entonces las ligaduras esta´n directamente relacionadas con la libertad
gauge de la teor´ıa, la invariancia bajo difeomorfismos. Si calculamos el corchete
de Poisson entre la ligadura C( ~N) y una funcio´n del espacio de fases f(hij,Π
ij)
obtenemos
{f(hij,Πij), C( ~N)} = L ~Nf(hij,Πij) (B.25)
donde L es la derivada de Lie a lo largo de ~N . Te´cnicamente, es el generador
infinitesimal de traslaciones sobre Σt. Por lo tanto la ligadura C( ~N) genera
difeomorfismos sobre la superficie Σt. Ana´logamente la ligadura C(N∼ ) esta´
asociada a la invariancia bajo reparametrizaciones del tiempo de la teor´ıa.
Debemos notar en este caso que las ligaduras generan la evolucio´n dina´mica
de la teor´ıa porque el hamiltoniano es una suma de ligaduras.
B.2 Te´rminos de superficie
En el proceso que hemos seguido hasta obtener las ligaduras han aparecido
varios te´rminos de superficie en (B.10,B.16), que hemos dejado de lado, ahora
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los recuperaremos. En la accio´n estos te´rminos contribuyen como
(a) ⇒
∫
M
d4x
√−g [∇µ(nµ∇νnν)−∇µ(nν∇νnµ) ] (B.26)
(b) ⇒ −2
∫
M
d4x Dj(N
ihikΠ
jk) (B.27)
Segu´n las condiciones de contorno del sistema que estemos estudiando estos
te´rminos pueden anularse o no. En el caso de que no sean nulos es muy
importante an˜adir al hamiltoniano las contribuciones de estos te´rminos, porque
en caso contrario no recuperaremos las ecuaciones de Einstein correctas.
Para no dar lugar a confusio´n mencionaremos que en otros trabajos se
an˜ade de partida a la accio´n de Hilbert-Einstein los te´rminos de superficie
necesarios para cancelar los que aparecen y as´ı obtener para el hamiltoniano
la expresio´n
H =
∫
Σ
d3x (N∼ C˜ +N
iC˜i) (B.28)
Por conveniencia, nosotros optamos por partir de la accio´n de Hilbert-Einstein
(B.1) y calcular despue´s los te´rminos de superficie que aparecen.
Bibliograf´ıa
En principio mencionaremos el trabajo original de Arnowitt, Deser y Misner
[5]. Sin embargo para estudiar con ma´s detalle el formalismo hamiltoniano para
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Ape´ndice C
Geometr´ıa Simple´ctica
Vamos a presentar la meca´nica cla´sica desde un punto de vista geome´trico.
La elegancia de esta versio´n radica en que tenemos una descripcio´n del sistema
independiente de la eleccio´n de las coordenadas. De manera esta´ndar, para un
sistema con N grados de libertad el espacio de fases es una variedad M de
2N dimensiones. Cada estado del sistema esta representado por un punto de
M. El hamiltoniano, H, es una funcio´n definida enM que dicta la evolucio´n
temporal del sistema. Veamos como, introduciremos enM una 2-forma w que
sea no degenerada y cerrada. Dado H tenemos definido dH y mediante w
podemos asociar a todo dH un campo vectorial VH
w(VH) + dH = 0 (C.1)
Por lo tanto el flujo de este campo vectorial nos dice como evoluciona
temporalmente el sistema. La 2-forma w proporciona la relacio´n entre el es-
pacio tangente en un punto de M y el espacio cotangente. De esta forma
toda funcio´n F del espacio de fases tiene asociada una 1-forma dF y campo
vectorial VF .
Los observables de nuestro sistema son funciones definidas en el espacio
de fases. Recordemos que tenemos unas estructura importante definida en el
espacio de fases, dados dos observables F,G tenemos definido otro observable
{ F,G} , que es el corchete de Poisson de F y G. Mediante w podemos
escribir de la siguiente forma
{F,G} ≡ dF (VG) (C.2)
es decir, el corchete de Poisson de dos observables se obtiene por la contraccio´n
de la 1-forma y el campo vectorial asociados a cada observable respectivamente.
Tambie´n se puede escribir como
{F,G} ≡ w(VG, VF ) (C.3)
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Con esto ya tenemos todos los ingredientes para el estudio cla´sico del sis-
tema. Vuelvo a insistir en que esta descripcio´n es independiente de las coor-
denadas. Para aclarar las ideas vamos a fijar un sistema de coordenadas y
reescribiremos de nuevo todo.
Las coordenadas del espacio de fases sera´n (p, q). La 2-forma w sera
w = dp ∧ dq (C.4)
entonces para un observable F (p, q) tenemos
dF =
∂F
∂q
dq +
∂F
∂p
dp VF =
∂F
∂p
∂
∂q
− ∂F
∂q
∂
∂p
(C.5)
y la expresio´n habitual del corchete de Poisson es
{F,G} = ∂F
∂q
∂G
∂p
− ∂F
∂p
∂G
∂q
(C.6)
En resumen, el objeto ba´sico para la descripcio´n de un sistema cla´sico es
una variedad diferenciable 2N dimensionalM dotada de una 2-forma w no de-
generada y cerrada. A este par (M,w) se le llama una variedad simple´ctica
y w es la forma simple´ctica. La exigencia de que w sea no degenerada nos
asegura que la relacio´n proporcionada por w entre los espacios tangente y
cotangente es un isomorfismo, es decir, que a toda funcio´n del espacio de fases
se le asocia un u´nico campo vectorial, y viceversa. Que w sea cerrada significa
que
dw = 0 (C.7)
Cada punto del espacio de fases representa un estado del sistema. Ahora
para estudiar la dina´mica del sistema necesitamos un Hamiltoniano H, que nos
da evolucio´n temporal de cada estado como ya hemos descrito. La evolucio´n
de un observable es
F˙ ≡ {F,H} (C.8)
En este formalismo una transformacio´n cano´nica ρ es una transfor-
macio´n que preserva la estructura simple´ctica, es decir,
w(ρX, ρY ) = w(X, Y ) (C.9)
C.1 Espacio de fases covariante
La geometr´ıa simple´ctica es una herramienta potente para el estudio de la
dina´mica de sistemas cla´sicos, as´ı como las simetr´ıas y la cuantizacio´n de
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ellos. Proporciona una descripcio´n covariante del formalismo hamiltoniano,
sin embargo, cuando elegimos unas coordenadas (q, p) en el espacio de fases
rompemos la covariancia expl´ıcita de la teor´ıa. Para mantener la covariancia
desarrollaremos el concepto del espacio de fases covariante. La idea prin-
cipal de este me´todo consiste en considerar que tenemos una correspondencia
un´ıvoca entre las soluciones cla´sicas de un sistema y los valores de las qs y las
ps para el tiempo cero. Esto nos permite definir covariantemente el espacio de
fases como el espacio de soluciones de las ecuaciones de movimiento.
Llamemos Z a este espacio de soluciones. Para teor´ıas de campos la-
grangianas se ha desarrollado el formalismo que permite estudiar la geometr´ıa
diferencial de Z y definir de manera covariante una estructura simple´ctica so-
bre este espacio. En [34] tenemos los resultados para teor´ıas de Yang-Mills,
para la RG y para teor´ıas de cuerdas.
Cuando tenemos una teor´ıa gauge, el espacio de fases f´ısicamente relevante
sera´ el espacio de soluciones mo´dulo las transformaciones gauge Z/G. Para
que este espacio sea una variedad simple´ctica debemos asegurarnos que la
forma simple´ctica sea no degenerada y que sea invariante frente a transfor-
maciones gauge. Otro punto delicado es asegurar que Z/G sea una variedad
diferenciable. Para la RG pueden aparecer problemas, pero, en el caso de
espacio-tiempos asinto´ticamente planos no hay problemas (justamente en esta
clase de espacio-tiempos podemos definir la energ´ıa y el momento totales).
La expresio´n para la forma simple´ctica en el caso de la RG es la siguiente:
w =
∫
Σ
dΣα
√
g
[
δΓαµν(δg
µν +
1
2
gµνδ ln g)− δΓνµν(δgαµ +
1
2
gαµδ ln g)
]
(C.10)
siendo
δΓαµν =
1
2
gαβ(∇µδgνβ +∇νδgµβ −∇βδgµν) (C.11)
adema´s δ es la derivada exterior en Z, ∇ es la derivada covariante y Σ una
hipersuperficie de Cauchy arbitraria.
Bibliograf´ıa
Un buen libro que contiene un cap´ıtulo dedicado a la geometr´ıa simple´ctica
es [123], aunque quiza´s sea demasiado formal. Se puede consultar tambie´n el
report sobre teor´ıas cano´nicas de sistemas lagrangianos [60].
Respecto al espacio de fases covariante en las referencias [33] y [34] esta´n
todos los detalles.
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Ape´ndice D
Ca´lculo de los te´rminos de
superficie
En este ape´ndice vamos a calcular explic´ıtamente los te´rminos de superfi-
cie para el modelo de midisuperespacio que hemos presentado para las on-
das planas. Veremos que efectivamente se anulan y por lo tanto no ten-
dremos ninguna contribucio´n extra al hamiltoniano en el proceso de reduccio´n.
Recordemos que la me´trica del sistema reducido es
ds2 = e2w0−z0+y/2(du2 − 2dTdu) + (D.1)
ez0−y/2[(dx1)2 − 2vdx1dx2 + (v2 + ey)(dx2)2]
En primer lugar vamos a calcular los te´rminos (B.27) de tipo (b).
T.S.(b) =
1
16piG
∫
Σ
d3x 2Dj(N
ihikΠ
jk) (D.2)
=
1
16piG
∫
Σ
d3x 2∂j(N
ihikΠ
jk)
= 2
∫ ∞
−∞
du ∂u(N
ihikΠ
uk)
= 2
[
N i hik Π
uk
]∞
−∞
donde hemos utilizado que la me´trica, el lapso, los momentos y las componentes
deN i no dependen de las coordenadas x1, x2 y hemos reescalado la constante de
Newton efectiva de acuerdo a 16piG = 1. Si ahora sustituimos las condiciones
hau = 0 y Π
au = 0 obtenemos,
T.S.(b) = 2 [Nu huuΠ
uu ]∞−∞ (D.3)
Haciendo un poco de ca´lculo podemos expresar Πuu en funcio´n de los nuevos
momentos utilizando las relaciones (5.27) que definen el cambio. El resultado
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es
Πuu =
1
2
(huu)
−1 Pw (D.4)
Ahora utilizando este resultado y que Nu = −1 obtenemos que la contribucio´n
de superficie es
T.S.(b) = − [Pw]∞−∞
= Pw(u = −∞)− Pw(u =∞) = 0 (D.5)
y podemos ver que es nula porque Pw va a cero tanto en −∞ como en +∞.
Esto se verifica fa´cilmente de su expresio´n
Pw = −z′0ez0 , z0 = −e−u (D.6)
Ahora vamos a calcular las contribuciones de los otros (B.26) te´rminos de
superficie.
T.S.(a) =
1
16piG
∫
M
d4x
√−g ∇µ (nµ∇νnν − nν∇νnµ) (D.7)
=
∫
dtdu ∂u
[
N h1/2 (nu∇νnν − nν∇νnu)
]
(D.8)
=
∫
dt
[
N∼ h(n
u∇νnν − nν∇νnu)
]u=∞
u=−∞ (D.9)
donde de nuevo hemos utilizado que nada depende de las coordenadas x1, x2
y que 16piG = 1.
El vector nµ se escribe como
nµ ≡ (1/N,−Nu/N, 0, 0) = (h−1/2uu ,−h−1/2uu , 0, 0) (D.10)
entonces para la me´trica (6.38) despue´s de hacer un poco de ca´lculo obtenemos
el siguiente resultado
nu∇νnν − nν∇νnu = −1
2
h−1uu (3h
−1
uu∂Thuu + 2∂T z0 − 2∂uz0) (D.11)
y teniendo en cuenta que z0 no depende de T y que
N∼ h = e
z0huu (D.12)
el te´rmino de superficie se convierte en
T.S.(a) =
∫
dT
[
−1
2
ez0 (h−1uu∂Thuu − 2∂uz0)
]u=∞
u=−∞
(D.13)
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El segundo te´rmino no contribuye porque z′0e
z0 se anula para u = ±∞. En-
tonces, si tenemos en cuenta que
huu = e
2w0−z0+y/2 (D.14)
y que z0 no depende de T , podemos escribir el te´rmino que nos queda como
T.S.(a) =
∫
dT
[
−1
2
∂T
(
ez0(2w0 +
y
2
)
]]u=∞
u=−∞
(D.15)
=
[[
− ez0(w0 + y
4
)
]u=∞
u=−∞
]T=∞
T=−∞
(D.16)
y por lo tanto este te´rmino de superficie no es ma´s que una constante que no
contribuye al hamiltoniano.
Con esto terminamos el ana´lisis de los te´rminos de superficie. Hemos visto
que en nuestro modelos de midisuperespacio para las ondas planas no tenemos
ninguna contribucio´n de superficie.
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