One of the outstanding challenges presented by liquid water is to understand how molecules can move on a picosecond time scale despite being incorporated in a three-dimensional network of relatively strong H-bonds. This challenge is exacerbated in the supercooled state, where the dramatic slowing down of structural dynamics is reminiscent of the, equally poorly understood, generic behavior of liquids near the glass transition temperature. By probing single-molecule dynamics on a wide range of time and length scales, quasielastic neutron scattering (QENS) can potentially reveal the mechanistic details of water's structural dynamics, but because of interpretational ambiguities this potential has not been fully realized. To resolve these issues, we present here an extensive set of high-quality QENS data from water in the range 253-293 K and a corresponding set of molecular dynamics (MD) simulations to facilitate and validate the interpretation. Using a model-free approach, we analyze the QENS data in terms of two motional components. Based on the dynamical clustering observed in MD trajectories, we identify these components with two distinct types of structural dynamics: picosecond local (L) structural fluctuations within dynamical basins and slower interbasin jumps (J). The Q-dependence of the dominant QENS component, associated with J dynamics, can be quantitatively rationalized with a continuous-time random walk (CTRW) model with an apparent jump length that depends on low-order moments of the jump length and waiting time distributions. Using a simple coarse-graining algorithm to quantitatively identify dynamical basins, we map the Newtonian MD trajectory on a CTRW trajectory, from which the jump length and waiting time distributions are computed. The jump length distribution is Gaussian and the rms jump length increases from 1.5 to 1.9 Å as the temperature increases from 253 to 293 K. The rms basin radius increases from 0.71 to 0.75 Å over the same range. The waiting time distribution is exponential at all investigated temperatures, ruling out significant dynamical heterogeneity. However, a simulation at 238 K reveals a small but significant dynamical heterogeneity. The macroscopic diffusion coefficient deduced from the QENS data agrees quantitatively with NMR and tracer results. We compare our QENS analysis with existing approaches, arguing that the apparent dynamical heterogeneity implied by stretched exponential fitting functions results from the failure to distinguish intrabasin (L) from interbasin (J) structural dynamics. We propose that the apparent dynamical singularity at ∼220 K corresponds to freezing out of J dynamics, while the calorimetric glass transition corresponds to freezing out of L dynamics.
I. INTRODUCTION
Water owes its distinct physical properties to the disordered H-bond network that pervades the liquid. 1 Whereas the structure of bulk water under ambient conditions has been thoroughly characterized, 2 a microscopic understanding of water dynamics is only beginning to emerge. Time-resolved vibrational spectroscopy and molecular simulations have provided valuable insights about fast dynamics, [3] [4] [5] [6] including the elementary step of H-bond switching, [7] [8] [9] but much less is known about the collective rearrangements of the H-bond network, referred to as structural dynamics, that govern water dynamics on longer time scales. Studies of water structural dynamics often extend into the supercooled regime, 11, 12 where the local structure of the Hbond network gradually approaches the tetrahedral order of hexagonal ice while the structural dynamics are slowed down dramatically. The long-standing challenge presented by supercooled water is to understand the microscopic basis of the very strong temperature dependence of structural relaxation times and their apparent divergence at a singular temperature in the vicinity of 220 K, which is unattainable because homogeneous nucleation intervenes. 13, 14 At a phenomenological level, the behavior of water in this temperature range is reminiscent of, but less extreme than, the behavior of glass-forming liquids on approaching the dynamical glass transition. 15 Based on this (imperfect) analogy, concepts and theories developed with nonaqueous glass-forming systems in mind [15] [16] [17] [18] [19] [20] [21] have been applied to supercooled water. [22] [23] [24] [25] [26] However, the glass transition is far from understood even for systems as simple as a binary Lennard-Jones mixture, where structural relaxation is governed by short-range repulsion rather than, as in water, by a three-dimensional network of strong (compared to k B T ) H-bonds. Molecular dynamics (MD) simulations can provide detailed information about supercooled water dynamics, but understanding in terms of simple concepts and models does not emerge automatically. Moreover, given that subtle structural changes have dramatic effects on dynamics, simulations using force fields benchmarked primarily against ambient thermodynamics and structure may not be quantitatively reliable in the supercooled regime. Accurate experimental data on structural relaxation in supercooled water are therefore of critical importance. Quasielastic incoherent neutron scattering (QENS) is perhaps the most powerful technique in this regard since it can probe single-particle dynamics on a broad range of length and time scales. [27] [28] [29] But while QENS data are potentially rich in information, there is currently no consensus on how to interpret QENS data from bulk water, let alone from more complex aqueous systems.
It was noted early on that the QENS peak is narrower at high momentum transfer, Q, than expected for continuous translational diffusion, 30, 31 suggesting that molecular motion in liquid water occurs by finite jumps, as for defectmediated diffusion in solids. While QENS data from water and aqueous solutions are still widely interpreted in terms of jump models developed half a century ago, 32, 33 the disturbing fact is that these jumps have never been identified in MD simulations.
As the QENS technique was improved and measurements were extended into the supercooled regime, a second, broader spectral component was identified and attributed to molecular rotation. 34, 35 The data could be rather well described by a model that attributes the observed proton dynamics to two independent molecular motions: continuous rotational diffusion superimposed on jumplike translation. 35 Since this model has been widely adopted in subsequent QENS studies of water 36 and aqueous solutions, 37, 38 we refer to it as the standard model. The popularity of this model derives largely from its ability to rationalize extensive sets of QENS data in terms of a small number of parameters. However, even its originators cautioned that the assumptions underlying the model may not be valid. 35 Ominously, the rotational correlation time deduced from standard-model analysis of QENS data is significantly smaller and has a much weaker temperature dependence than that obtained more directly from nuclear spin relaxation rates. 39 It has been argued 40 that this discrepancy, at least above room temperature, can be partly attributed to the standard model's description of water rotation as a small-step diffusion process, whereas MD simulations 8, 41 and vibrational spectroscopy 9 show that water molecules reorient mainly through largeangle jumps. But other MD simulations indicate that the small rotational contribution to the QENS spectrum is largely cancelled by a rotation-translation cross term, 42, 43 implying that QENS data provide little or no information about water rotation. What is then the origin of the broad component of the QENS spectrum? Furthermore, at low temperatures and high Q, the width of the narrow (translational) component determined with the standard model 35 deviates strongly from the continuousdiffusion limit, D Q 2 ; whereas, in simulations, this deviation is much less pronounced. 42, 43 This discrepancy, as well as the inferred strong increase of the jump length on cooling, 35 casts further doubt on the validity of the standard model.
An alternative approach for interpreting QENS data, known as the relaxing cage model (RCM), has been proposed. 44, 45 The RCM was apparently inspired by the finding that structural relaxation in many glass-forming liquids is nonexponential and can be fitted with the empirical stretched exponential (Kohlrausch) function, exp[−(τ/τ K ) β ]. 15, [18] [19] [20] The exponential translational and rotational relaxation functions appearing in the standard model are thus replaced by stretched exponentials in the RCM. The RCM has been used to interpret QENS data from bulk water (at elevated pressure), 46 , 47 nanoconfined water, 48 and aqueous solutions. 49, 50 Given that the structural relaxation time, τ K , and the stretching exponent, β, (and their rotational counterparts in some versions of the RCM) are allowed to vary (empirically) with Q, it is perhaps not surprising that the RCM can be well fitted to QENS data. Unfortunately, it is difficult to test the RCM since the ad hoc replacement of exponentials with stretched exponentials introduces operational parameters that cannot be rigorously related to independent dynamical and structural data. Furthermore, some applications of the RCM retain the questionable rotation-translation decoupling approximation and the (rotational) elastic incoherent structure factor (EISF) that follows from it. 51 To resolve these interpretational issues, we have collected an extensive set of QENS data in the temperature range 253-293 K, benefiting from improvements in neutron spectrometer performance since the classic study of Teixeira et al. 35 and using a sample geometry that minimizes multiple scattering. 52 To analyze these data, we first use a model-free approach where the widths of the two Lorentzians are determined without constraining their relative amplitudes. For the subsequent interpretation of the width, 1 , of the narrow Lorentzian, we use a continuous-time random walk (CTRW) model that, under rather general conditions, predicts the same functional dependence of 1 on Q as the classical model. 32, 33, 35 The macroscopic diffusion coefficient deduced in this way agrees quantitatively with NMR and tracer results. 53, 54 The second parameter in the CTRW model is an apparent jump length, determined by low-order moments of the waiting time and jump length distributions.
Our new interpretational approach is validated by MD simulations at the experimental temperatures. Furthermore, we show that the MD trajectory can be mapped on a continuous-time random walk. We thus identify the jumps, responsible for the nonclassical Q-dependence of 1 , as transitions between dynamical basins. In this picture, the broad component of the QENS spectrum is attributed to intrabasin dynamics on the 1-5 ps time scale, thus explaining why the associated EISF (the relative weight of the narrow component) deviates strongly from previous models. Furthermore, the magnitude and temperature dependence of the apparent jump length deduced from the QENS data are quantita-tively consistent with the waiting time and jump length distributions computed from the MD-derived CTRW trajectories. In the temperature range of our QENS measurements (≥253 K), the waiting time distribution is exponential, consistent with the observed Lorentzian shape of the narrow QENS component. But a clear deviation from Poisson statistics, indicative of dynamical heterogeneity, is revealed by the MD simulation at 238 K.
II. METHODS

A. QENS experiment
To reduce the probability of heterogeneous ice nucleation during the QENS measurements, ultrapure H 2 O (TraceSelectUltra, Fluka) was passed through a 20-nm filter (Anatope 10+, Whatman) and was then transferred to 0.3/0.4 mm ID/OD quartz capillaries (CV3040Q, VitroCom). The flamesealed capillaries were tested for supercooling and discarded if freezing occurred within 72 h at 253 K. To minimize multiple scattering, 28 the capillaries were distributed along the perimeter of a 20 mm diameter circle in two groups of 10 capillaries confined to circular arc segments ∼15 mm in width perpendicular to the neutron beam. To eliminate scattering from the sample holder, all exposed aluminum surfaces were cadmium plated, leaving a capillary length of 52 mm exposed to the 15 × 50 mm 2 neutron beam. The sample holder, placed in an ILL Orange cryostat that regulated the sample temperature to within 0.1 K, was optically aligned to bring the two groups of capillaries into a staggered configuration with respect to the neutron beam.
The QENS measurements were performed at the cold neutron time-of-flight spectrometer IN5 at Institut LaueLangevin (http://www.ill.eu/instruments-support/instruments -groups/instruments/in5/). 55 Data were collected at six temperatures from 252.9 to 293.4 K (Table III) . The master chopper frequency was 12 000 rpm and the frame overlap chopper frequency was set to 8000, 9600, and 10 285 rpm for incident neutron wavelengths, λ 0 , of 5, 8, and 12 Å, respectively. The momentum transfer window used for analysis extended from 0.15 Å −1 (at the three lowest temperatures) or 0.40 Å −1
(at the three highest temperatures) up to 2.15 Å −1 with a spatial resolution better than 0.01 Å −1 . 55 Acquisition times were 4 h (at 5 and 12 Å) or 6 h (at 8 Å) using 512 (at 5 and 8 Å), or 1024 (at 12 Å) time-of-flight channels. The total neutron count on the detector array was 9 × 10 7 at λ 0 = 5 Å. No freezing was detected during any of these runs. (During a 4 h run at 250 K, one of the 20 capillaries froze. These data were therefore discarded.) Apart from the sample runs, QENS data were recorded at each wavelength and at a single temperature of 272.9 K from the sample holder with empty capillaries, from the cryostat without sample holder and from a cylindrical vanadium foil in place of the sample holder.
B. QENS data reduction
Data reduction was performed with the large array manipulation program, (LAMP) (http://www.ill.fr/data_treat/ lamp/lamp.html). The primary data reduction protocol included correction for variable sample-detector distance, normalization with respect to incident neutron flux, and assignment of scattering angles. In the first step of the secondary data reduction protocol, background scattering was removed by subtracting the intensity from empty capillaries after multiplying it by an empirically determined effective sample transmission factor of 0.86 for the three lowest temperatures. (For the three highest temperatures, where the sample holder had a slightly different position in the cryostat, a transmission factor of 0.80 was used.) Using the empty-cryostat data, a similar subtraction was performed on the vanadium data (with an effective transmission factor of 0.60). Next, the sample scattering data were corrected for the variation of detector efficiency with scattering angle (using the elastic vanadium scattering data) and with neutron energy transfer. The neutron counts in the 512 or 1024 time-of-flight channels were then converted to neutron intensity, I (φ, ω), as a function of neutron energy transfer,¯ω, with a negative energy transfer corresponding to neutron energy gain ("up-scattering") or sample energy loss. Finally, the scattering angle, φ, was converted to momentum transfer,¯Q, using a Q bin width of 0.05 Å −1 . The scattering intensity matrix, I (Q, ω), thus obtained was analyzed without any correction for multiple scattering. Considering that the mean free path of a 5 Å neutron in H 2 O (1.7 mm) is an order of magnitude larger than the capillary radius, we expect the dominant (narrow) Lorentzian component of the neutron spectrum to be virtually unaffected by multiple scattering.
C. QENS data analysis
Neutron scattering from H 2 O is essentially incoherent so the scattered intensity, I (Q, ω; λ 0 ), can be expressed as a convolution of the incoherent dynamic structure factor (DSF), S(Q, ω), and the resolution function, R(Q, ω; λ 0 ): [27] [28] [29] 
For the IN5 spectrometer, the resolution function is well approximated by a Gaussian,
The FWHM energy resolution,
was determined by fitting Eq. (2.2) to the vanadium spectra ( Fig. 1) . Although the wings are somewhat less intense, the main part of the vanadium spectrum is very nearly Gaussian.
To determine the resolution as accurately as possible, we only included data above 15% of maximum amplitude in the fit. At small Q, the resolution is ∼84, 22, and 6.5 μeV at λ 0 = 5, 8, and 12 Å, respectively (Fig. 2) . In the quasielastic regime, defined here as |¯ω| ≤ 2.5 meV, all our spectra can be accurately represented as a convolution of the Gaussian resolution function in Eq. spectra was thus of the form, 
The result of this convolution can be expressed as 6) where
The Faddeeva function within square brackets was evaluated numerically with the FFT algorithm. At the three lowest (highest) temperatures, 41 (36) spectra in the Q range 0.15 (0.40)-2.15 Å −1 were used to determine the Q-dependent parameters A, B, C, 1 , and 2 , with the two DSF components labeled such that 1 < 2 . Our first priority here was to determine the width, 1 , of the narrow Lorentzian as accurately as possible. The frequency window used for the fits varied with Q and λ 0 such that −min(¯ω max , 2.5 meV) ≤¯ω ≤ min(¯ω max , 0.4 meV), with¯ω max = 10 [ 1 (Q) + R(Q; λ 0 )]. The 1 values obtained from the fits turned out to be highly robust, with very little dependence on the choice of frequency window or on the number of Lorentzian components in the empirical fit function. All fits were performed with the Levenberg-Marquardt nonlinear least-squares algorithm.
D. MD simulation protocol
Classical molecular dynamics (MD) simulations were performed with GROMACS 4.0.3 (Ref. 57 ) for a system of 2048 water molecules in a cubic box with periodic boundary conditions. The integration time step, dt, was 1 fs and the neighbor list was updated after every step. Forces were computed with the SPCE effective pair potential. 58 A cutoff of 16 Å was used for both Lennard-Jones and Coulomb interactions and the long-range part of the latter was computed with particle-mesh Ewald summation using fourth-order interpolation and an FFT grid spacing of 0.11.
Simulations were performed over a 60 K temperature interval, including the six temperatures of the QENS experiments (see Sec. II A) and one lower temperature (Table I) . The edge length, L, of the cubic simulation box was adjusted to reproduce the experimental density 59 (Table I) at the corresponding QENS temperature (or at 238 K). Although the QENS measurements were carried out at constant T and p, the simulations were performed in the microcanonical (N V E) ensemble without temperature or pressure coupling, which might perturb the dynamics. In the N p T ensemble, the relative rms density fluctuation for a 2048-molecule system would be ∼0.5%. 60 This fluctuation, which is suppressed in the N V E simulation, corresponds to ∼1% relative fluctuation in viscosity (and other structural dynamics observables), which is negligible compared to the order-of-magnitude variation in rate parameters over the temperature interval examined here. The drifts in total energy (<5 ppm ns −1 ) and temperature (<0.03 K ns −1 ), due to force truncation and numerical errors, were negligibly small. As expected, 60 the rms temperature fluctuation (Table I ) due to the finite system size was ∼15% smaller than predicted for the N V T ensemble. The SPCE water model is known to yield slightly too fast dynamics. 61 When comparing simulation with experiment, we compensate for this deficiency by replacing the nominal simulation temperature, T , determined from the mean kinetic energy, by an effective temperature, T eff , defined as the arithmetic mean of the temperature, T D , where the simulated diffusion coefficient, D MSD , agrees with the experimental one, and the temperature, T R , where the simulated 17 O rotational correlation time, τ R , agrees with the experimental one. To this end, we use the power-law representations, Eqs. (2.8) and (2.13), of the experimental D and τ R . As seen from Table II , T eff is ∼7 K higher than T in our temperature range.
E. MD trajectory analysis
Analysis using in-house MATLAB code was based, at each temperature, on 2048 fully equilibrated single-molecule trajectories of length 5 ns (at the three highest temperatures) or 10 ns (at the four lowest temperatures) and with coordinates saved every 5 fs up to 100 ps and every 100 fs thereafter.
The macroscopic translational diffusion coefficient, D MSD (L), was determined from a linear fit to the mean-square displacement (MSD), |R(t + τ ) − R(t)| 2 , of the molecular center-of-mass (COM) in the τ interval 100-500 ps. This diffusion coefficient was then corrected for the hydrodynamic self-interaction induced by periodic boundary conditions on a 
where ξ = 2.837297 and η is the experimental bulk water viscosity. 63 The results are given in Table II , with the standard error computed by subdividing the trajectory into 10 or 20 nonoverlapping 500 ps segments. (The uncorrected values are included in Table IV .) In the temperature range considered here, the experimental diffusion coefficient, D NMR , obtained from NMR pulsed gradient spin echo (PGSE) (Ref. 53) or tracer 54 measurements, can be accurately represented by the power-law expression,
The integral rotational correlation time, τ R , which can be determined experimentally from the 17 O spin relaxation rate, 64, 65 was computed as
whereC(τ ) = C(τ )/C(0) and the electric field gradient (EFG) time correlation function (TCF) is given by
Evaluating the trace in terms of the Cartesian components of the EFG tensor, V, we can express the reduced TCF as
where η = 0.86 is the asymmetry parameter of the 17 O EFG tensor 66 and
where, for example, e x (i) is the i:th Cartesian laboratoryframe component of the unit vector along the x axis of the molecule-fixed principal EFG frame. To evaluate the integral in Eq. (2.9), the TCF was computed up to τ = 25, 50, 100, or 200 ps and then exponentially extrapolated to τ → ∞. The results are given in Table II . In the temperature range considered here, the experimental 17 O integral rotational correlation time (Qvist, unpublished results), can be accurately represented by the power-law expression,
For a classical isotropic fluid, the self-part of the intermediate scattering function (ISF) can be expressed as [27] [28] [29] 
where R is the position of a given molecular site. The ISF was computed as the average of the 3 ISFs with Q along the laboratory-fixed X , Y , and Z axes, each of which was averaged over time origins, t, and over all 2048 water molecules (or 4096 H atoms) in the simulation box. The periodic boundary conditions require the X , Y , and Z components of the Q vector to be integral multiples of
For τ > 0.5 ps, the ISF can be accurately represented by the biexponential function,
the four parameters of which were determined from a Levenberg-Marquardt fit.
The DSF was computed from the MD-derived ISF as
with the ISF split in two parts as in Eq. (3.3). The Fourier transform of F V (Q, τ ) was computed by Filon quadrature 60 after appending an exponential tail for τ > 0.5 ps, whereas the Fourier transform of the biexponential F S (Q, τ ) was computed analytically.
F. Random walk analysis
To map a Newtonian single-molecule MD trajectory on a random walk, we compute the running average position of the molecular center-of-mass,R(n), from the positions, R(m), m = 1 − n, of that site in n consecutive MD time frames. This is done iteratively as
The average is further updated only if R(n + 1) remains within a prescribed distance, D max , of the current average, that is, if
Otherwise, the n time frames are identified as a dynamical basin centered atR(n) and the counter n is reset to 1 for the next basin. As a measure of the size of the basin, we use the rms radius of gyration,
where the angular brackets signify averaging over all basins.
Provided that D max is chosen in a suitable range, this algorithm successfully identifies the dynamical basins in the Newtonian trajectory. For the calculations reported here, we used D max = 1.5 Å. However, a strict implementation of this constraint will identify some basins that are very close to the immediately preceding basin. Physical considerations suggest that such strongly overlapping basins should be regarded as a single basin. Consequently, we merge consecutive basins if their centers are separated by less than a minimum jump length, ρ min . For such merged basins, excursions exceeding D max are thus permitted. We used ρ min = 0.7 Å, but reasonable variations of this value produced only minor variations in the results. Qualitatively, a larger ρ min yields fewer basins and slightly longer but less frequent basin-to-basin jumps. For example, increasing ρ min from 0 (no mergers) to 0.7 Å in the 254 K simulation reduces the number of basins by 10%, thereby increasing the rms jump length by 5% while increasing the mean waiting time by 12%.
This dynamical coarse-graining algorithm produces time series of basin positions,R k , and absolute jump times, t k , from which we compute jump vectors ρ k =R k+1 −R k , waiting times τ k = t k+1 − t k , and jump angles cos α k = (ρ k+1 · ρ k )/(ρ k+1 ρ k ). Distribution functions and their moments are then calculated from the (1-4) × 10 6 basins (depending on temperature) generated from the 2048 singlemolecule trajectories.
III. RESULTS
A. Model-free QENS analysis
For a network-forming liquid such as water, it is convenient and useful to dissect the dynamics into (i) subpicosecond restricted motions in the intact but distorted network and (ii) slower rearrangements of the network as Hbonds are broken and reformed and molecules exchange places in the network. 1 We refer to these dynamics as vibrational (V) and structural (S), respectively. The V dynamics include O−H librations and H-bond vibrations, with characteristic times of order 100 fs, [3] [4] [5] [6] as well as longer-wavelength collective modes. 67, 68 (Intramolecular vibrations do not contribute significantly to QENS.) Below room temperature and in the quasielastic energy transfer range, the shape of the QENS spectrum, I (Q, ω), is fully determined by the slower S dynamics, while the fast V dynamics only contribute an overall scaling factor and a uniform background, both of which depend on Q but not on ω. Here, the quasielastic regime is taken to extend out to |¯ω| = 2.5 meV, corresponding to 0.26 ps.
The QENS spectrum, I (Q, ω), is a convolution of the dynamic structure factor (DSF), S(Q, ω), which contains the desired information about S dynamics, and an instrumental resolution function, which in our case can be approximated by a Gaussian (Fig. 1) . On general theoretical grounds, 69 we expect that the DSF can be expressed as a weighted sum of Lorentzians. Although, in principle, an infinite number of Lorentzian terms may be involved, we find that only two Lorentzians are needed to accurately fit all our QENS spectra in the investigated ranges of momentum transfer, 0.15 ≤ Q ≤ 2.15 Å −1 , and temperature, 253 ≤ T ≤ 293 K. The two Lorentzians are readily separable since they differ in width by a factor 3-5 (at high Q) or more. The width, 1 (Q), of the narrow Lorentzian is highly robust, with little or no change when we include a third Lorentzian or when we alter the energy transfer window used for the fit. In contrast, the width, 2 (Q), of the broad Lorentzian is significantly affected by such modifications. To characterize the broad component accurately, it would probably be necessary to model the V dynamics explicitly. 70 However, in the present model-free analysis, we shall focus on the slower S component probed by 1 
(Q).
The QENS data were thus analyzed with the model-free fitting function in Eq. (2.4). At each Q value, the five parameters in this function were determined from a fit to the QENS spectrum. To determine 1 with good accuracy at small Q and low temperature (where 1 is small), we increased the incident neutron wavelength, λ 0 , from 5 to 8 or 12 Å, thus trading lower neutron flux for better energy resolution (Fig. 2) . Typical spectral fits are shown in Fig. 3 . Importantly, at this stage of the analysis, we do not impose any conditions on the functional form of the Q-dependencies of the fitting parameters. We thus avoid the bias that comes from constraining the functional form of these Q-dependencies (or lack thereof) on the basis of a detailed model that relies on approximations of uncertain validity.
At small Q, we expect the DSF to be a single Lorentzian. [27] [28] [29] The relative amplitude, A(Q), of the narrow Lorentzian, which may be regarded as the EISF associated with the dynamics responsible for the broad Lorentzian, does indeed approach unity as Q → 0 and it shows little or no temperature dependence in the range 253-293 K (Fig. 4) . The weak, nearly linear Q-dependence of the EISF in Fig. 4 contrasts with the much stronger Q-dependence,
2 with b = 0.98 Å the O−H bond length, that follows from the assumption of rotation-translation decoupling in the standard model. 35, 51 Much better agreement, albeit with a somewhat too strong Q-dependence, is obtained with the EISF for a uniformly occupied sphere, 28 A(Q)
2 , with the radius, a, identified as the rms radius of gyration, R basin , of the dynamical basin [see Eq. (2.19)], taken as 0.73 Å (the average for the 6 QENS temperatures in Table IV) . A virtually identical result is obtained with a Gaussian confinement model. 71 In the Q range of Fig. 4 , the spherical-surface EISF of the standard model can be made to almost coincide with the uniform-sphere EISF provided that b is reduced to 0.56 Å, but then the original geometrical interpretation is lost.
In the quasiharmonic approximation, the scaling factor, C(Q), in Eq. (2.4) can be related to the effective mean-square amplitude, u 2 , of the V dynamics, [27] [28] [29] 
If this approximation is valid, a plot of ln[C(Q)/C(0)] versus Q 2 should be linear. This is indeed the case (Fig. 5 ) and the rms amplitude, u rms ≡ u 2 1/2 , deduced from the slope is 0.56−0.60 Å, with a weak trend to larger values at higher temperatures (Table III) .
The Q-dependent linewidth, 1 (Q), can be accurately represented by the two-parameter expression,
which has the expected asymptotic (Q → 0) limit [27] [28] [29] and is of the same form as in the standard model. 35 However, in the model to be developed in Sec. III C, the parameter d is not the actual jump length, as in the standard model, but an apparent jump length. Figure 6 shows fits of Eq. (3.2) to the linewidths, 1 (Q), derived from spectral fits like those in Fig. 3 at all six temperatures. Traditionally, such fits are displayed as 1 (Q) versus Q 2 ( Fig. S1 ), 72 but we prefer to plot 1 (Q)/(D Q 2 ) versus Q to reveal data scatter at low Q and to make departures from the asymptotic limit (the horizontal line) more conspicuous and directly comparable between datasets at different temperatures (Fig. 6 ). The quantity plotted in Fig. 6 may be regarded as an effective,
A reduction of D eff (Q) with increasing Q was also found in previous QENS studies, but when 1 (Q) is determined from a standard-model fit, with
2 , this reduction is significantly stronger than the essentially linear reduction that we find for Q > 1 Å −1 at all temperatures. In Fig. S2 , 72 we compare our 1 (Q)/(D Q 2 ) results with those reported by Teixeira et al. 35 The difference is striking, particularly at lower temperatures and at Q < 1 Å (where, unphysically, the older results exceed the asymptotic limit of 1). We attribute these discrepancies to the shortcomings of the standard model and to the lower signal-to-noise and energy resolution in the previous study. Our results in Fig. 6 also deviate from the linewidths obtained from the QENS data measured at higher resolution by Cavatorta et al. 36, 73 (Fig. S3 ). 72 The parameter values deduced from the fits in Fig. 6 are collected in Table III . The macroscopic diffusion coefficient, D, of H 2 O has previously been determined in the supercooled regime by pulsed-gradient spin echo NMR (Ref. 53) and, above 273 K, also by tracer techniques. 54 If our QENS analysis is sound, it must produce D values consistent with these more direct measurements. This is indeed the case (Fig. 7,  Table III) ; the average absolute deviation at the six temperatures is merely 1.6%. 
B. MD validation of model-free analysis
To support our model-free QENS analysis (Sec. III A), we computed the ISF, F(Q, τ ), from MD simulations with the SPCE water model (Secs. II D and II E) at six temperatures near those used for the QENS experiments (Tables I and II) .
Since the SPCE model has been parameterized to reproduce experimental data at ambient conditions, 58 it may produce less accurate results in the supercooled regime. To compensate for such deficiencies, we compare simulation results with experimental results at an effective temperature, T eff = T + T , rather than at the actual simulation temperature, T , defined by the mean kinetic energy. Noting that the SPCE model yields a temperature of maximum density of 240 K, 74 whereas the experimental value is 277 K, 1 previous authors 22 have used T = 37 K. Since we are concerned here with structural dynamics, which depend very little on density in the temperature range of interest, we use a smaller correction, T = 7 K, which brings the simulated translational diffusion coefficient, D, and 17 O rotational correlation time, τ R , within this range corresponds to a mere 2% variation in D (at 277 K). 75 In the following, we refer to the MD simulations by the effective temperature, T eff , given in Table II. As noted in Sec. III A, we expect V dynamics to be much faster than S dynamics at the investigated temperatures. It should then be possible to choose a time, τ * , such that the ISF decay for τ < τ * is essentially due to V dynamics, whereas the further decay for τ > τ * is essentially due to S dynamics. The computed ISFs (Figs. 8 and 9 ), like those reported previously, 22, 23, [43] [44] [45] 73 partition. V and S dynamics can thus be regarded as time scale separated under the conditions of our QENS experiments and the ISF can be decomposed into two independent contributions, Fundamentally, QENS probes proton dynamics rather than molecular dynamics. At very small Q this distinction is irrelevant, but at larger Q the interpretation of QENS data in terms of molecular motions is always model dependent. The motion of a proton in the laboratory frame can be formally decomposed into proton motion relative to the molecular COM and COM motion in the laboratory frame. But this decomposition is useful only to the extent that these motional modes are statistically independent (such as normal modes). MD simulations indicate that this is not so. 42, 43 The effect of molecular rotation (as defined by the proton−COM vector) on QENS data may be gauged by comparing the proton ISF with the (experimentally inaccessible) ISF for the molecular COM. As noted previously, 42, 43 whereas the proton and COM ISFs differ for τ < τ * (primarily because the COM ISF is insensitive to librations), they are nearly identical for τ > τ * apart from a scaling (Fig. 10) . At Q = 2.23 Å −1 , F H (Q, τ * )/F COM (Q, τ * ) = 0.964 and at smaller Q this scaling factor approaches 1. The striking near-superposition of the scaled ISFs for τ > τ * , which holds at all investigated temperatures (Fig. S4) (Ref. 72) and Q values, has been attributed to the cancellation of the small rotational contribution to the proton ISF by a rotation-translation cross-term of opposite sign. 43 In practice, it is therefore not possible to extract information about water rotation from QENS data.
The structural ISF is clearly not exponential, but for τ > τ * it can be accurately represented by a weighted sum of two exponentials as in Eq. (2.15) (Fig. 11 ), supporting our model-free analysis of QENS spectra in terms of two Lorentzians (Sec. III A). Fits of comparable (or somewhat lower) quality are obtained with a stretched exponential ISF, but we prefer the biexponential function since it can be rationalized in terms of microscopic dynamics (Sec. III C).
Interpreting the prefactor, C * (Q), in Eq. (2.15) according to Eq. (3.1), we obtain from the Debye-Waller plots ( (Table III) deduced from the model-free analysis of our QENS spectra. Considering that intramolecular flexibility and quantum effects are not explicitly accounted for in our simulations, this agreement may well be partly fortuitous.
The relative amplitude, A(Q), of the slowly decaying component of the structural ISF (corresponding to the narrow Lorentzian component of the DSF), obtained by fitting Eq. (2.15) to the MD-derived ISF (Fig. 11) , has a similarly weak FIG. 6 . Q-dependent width of the narrow Lorentzian obtained from fits as in Fig. 3 to spectra recorded at at λ 0 = 5, 8, or 12 Å and displayed as the effective diffusion coefficient, 1 (Q)/Q 2 , normalized by the macroscopic diffusion coefficient, D, deduced from the fit. The solid curve resulted from a fit according to Eq. (3.2) and the horizontal line is the Q → 0 asymptote. (Table II) (Fig. 4) . Like the latter, it deviates markedly from the Q-dependence prescribed by the standard model. The long decay time, τ 1 (Q), deduced from fits of Eq. (2.15) to the MD-derived ISF corresponds to the inverse of the linewidth, 1 (Q), of the narrow DSF component. We thus expect the Q-dependence of 1/τ 1 (Q) to be described by Eq. (3.2). This is indeed the case (Fig. S7) Fig. 6 but in contrast to the stronger Q-dependence obtained when 1 (Q) is extracted with the aid of the standard model (Fig. S2) . 72 If our analysis is consistent, the diffusion coefficient obtained from the 1/τ 1 (Q) fits should agree with the D value determined from a linear fit to the mean-square displacement obtained from the MD trajectory (but without any correction for the finite size of the simulation box, 62 since this effect is also manifested in the ISF). This is indeed the case; the average absolute deviation at the 6 temperatures is merely 0.95%. Finally, the effective jump length, d, deduced from the 1/τ 1 (Q) fits is in the range 0.7-0.9 Å, close to the values deduced from the QENS data (Table III) .
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The ISF in Eq. (3.3) corresponds to a DSF of the form,
with the vibrational and structural DSFs given by (Fig. 12) , so that it can be approximated by a constant as in Eq. (2.4). Indeed, Fig. 12 shows that the vibrational contribution falls off by merely 3% out to |¯ω| ≈ 1 meV. For reference, the QENS spectral fit yields 1 ≈ 0.1 meV and 2 ≈ 0.5 meV under conditions close to those of Fig. 12 . Furthermore, [1 − C * (Q)] S V (Q, 0) increases with Q in much the same way as B(Q) does in the model-free QENS analysis. When examined over a wider energy transfer range, the vibrational DSF exhibits the expected librational peak near 60 meV [ Fig. 12 (inset) ] and the corresponding vibrational density of states shows a broad peak at 6.5 meV associated with collective vibrations. 76 These features are also evident in our QENS data.
C. Microscopic model
The microscopic origin of the two components in the structural ISF (or DSF) is suggested by a visual inspection of MD trajectories. Figure 13 shows the position of the molecular COM during 75 ps at 254 K. The trajectory exhibits a pronounced clustering with six well-defined dynamical clusters. We shall refer to these clusters as basins, but we emphasize that they are not simply related to the basins or metabasins that can be identified from an analysis of the system's potential energy landscape 17, 20, 21, 26 (Sec. IV B). At this temperature, the mean dwell time in a basin is ∼10 ps, during which time the molecule undergoes sub-picosecond vibrations as well as local structural fluctuations on a time scale of a few picoseconds. The intrabasin trajectory thus reflects V dynamics as well as the fast component of S dynamics. The transition from one basin to the next is fast compared to the dwell time in a basin so it can be approximated by an instantaneous jump. The slow component in the structural ISF can be identified with these basin-to-basin jumps. At higher temperatures, the basins are less "dense", but the basin picture remains useful throughout the temperature range investigated here. Although QENS probes proton dynamics, the MD analysis presented in the remainder of this section is based on the COM trajectory, which is simpler to analyze (and visualize) since it is not "blurred" by librational oscillations. The intrabasin dynamics of the proton and COM are not identical (although they cannot be distinguished from the ISF beyond τ * ≈ 0.5 ps), but the jump dynamics should be essentially the same for any molecular site.
We thus decompose the structural dynamics into local, intrabasin fluctuations (L), and interbasin jumps (J). The L and J dynamics are assumed to be statistically independent, but not necessarily fully time scale separated. The structural ISF then factorizes as
Since the L motions are restricted, F L (Q, τ ) decays to a finite plateau value, A(Q), often referred to as the elastic incoherent structure factor (EISF). 28 Assuming an exponential decay, we then have
Given that the structural ISF can be accurately represented by two exponentials (Fig. 11 ), a consistent model is obtained by assuming that also F J (Q, τ ) decays exponentially,
Combining Eqs. (3.3) and (3.6)-(3.8), Fourier transforming and convoluting with the Gaussian resolution function, we obtain a DSF that is formally identical with the target function, Eq. (2.4), used for the model-free QENS analysis. We can thus identify 1 (Q) with 1/τ J (Q) and 2 (Q) with 1/τ L (Q) + 1/τ J (Q). Figure 14 shows the intrabasin relaxation time, τ L (Q), obtained from QENS spectral fits (Fig. 3 ) as 1/( 2 − 1 ) and from fits to the MD-derived ISF (Fig. 11 ) as 1/(1/τ 2 − 1/τ 1 ). The dependence of τ L on Q is weak, as expected for a spatially restricted motion, and there is good agreement between QENS and MD results, again supporting our analysis. However, τ L depends to some extent on the choice of energy transfer window for the QENS spectral fit and on the cutoff τ * for the fit to the structural part of the MD-derived ISF. For example, when τ * is changed from 0.4 to 0.6 ps, τ L increases by 36% at 254 K and Q = 1.11 Å −1 . In contrast, τ J varies by less than 1%. The temperature dependence of the QENS-derived τ L is adequately described by the Arrhenius law with a fitted activation energy of 17.2 ± 2.6 kJ mol −1 (mean and standard deviation for the 26 Q values in Fig. 14) . This value suggests that H-bond rearrangements are involved in L dynamics, albeit to a lesser extent than for the global dynamics, with an effective activation energy of ∼23 kJ mol −1 in the same temperature range. [From the power-law representations in Eqs. (2.8) and (2.13), we obtain 22.4 kJ mol −1 for D and 24.3 kJ mol −1 for τ R .] Specifically, the significantly lower activation for τ L than for τ R supports the conclusion, based on the similarity of the proton and COM ISFs (Fig. 10) , that the broad DSF component cannot be attributed to molecular rotation. In the standard-model analysis, the enforced Q- independent relaxation time associated with this component yielded an activation energy of only 7.7 kJ mol −1 , 35 which is clearly incompatible with global molecular rotation. Furthermore, in the standard model, this relaxation time should be approximately 3 τ R , which is (see Table II ) an order of magnitude larger than τ L in Fig. 14 .
To account for the observed Q-dependence in τ J (Q) and to interpret the d parameter in Eq. (3.2) we propose to model the slow (J) structural dynamics as a continuous-time random walk (CTRW). The CTRW model was developed in a formal mathematical context by Montroll and Weiss, 77 but it was applied already in Torrey's seminal work on intermolecular dipolar spin relaxation. 78 The CTRW model features both spatial and temporal randomness. The jump vectors, ρ i , are uncorrelated and drawn from the same isotropic distribution, ϕ(ρ). Similarly, the time intervals between consecutive jumps, τ i , are uncorrelated and drawn from the same waiting time distribution, ψ(τ ). The ISF can then be expressed as
where P k (τ ) is the probability that precisely k jumps occur during an arbitrary time interval τ and λ(Q) is the Fourier transform of the jump length distribution,
In general, the ISF in Eq. (3.9) does not decay exponentially. However, both the QENS and the MD data indicate that, in the investigated temperature range, the jump ISF can be approximated by a single exponential, as in Eq. (3.8). The decay time is then given by
Inserting the ISF from Eq. (3.9) into Eq. (3.11) while noting that
and summing the resulting geometric series, one obtains
In Eq. (3.12), we introduced the mean waiting time, τ w , and the mean persistence time, τ p , which may be defined in terms of the first and second moments of the waiting time distribution,
In the following, we refer to these quantities simply as the waiting time and the persistence time. Whereas τ w is the average time interval between two consecutive jumps, τ p is the average duration from an arbitrary initial time (not necessarily coinciding with a jump) to the next jump. Equation (3.13) shows that the ISF decay time, τ J (Q), reports on τ p on small length scales, since λ(Q → ∞) = 0, and on τ w on large length scales, since 1 − λ(Q → 0) ∼ Q 2 . To complete the model, we must specify the jump vector distribution, ϕ(ρ). But if the jump length is sufficiently small, we can expand the cosine function in Eq. (3.10) to fourth order in Q ρ, obtaining
where we have introduced the macroscopic diffusion coefficient, For a Gaussian distribution, μ = 1/2. If the rms jump length, ρ rms ≡ ρ 2 1/2 , and/or Q is sufficiently small that Q ρ rms < 3, the truncation of the λ(Q) expansion in Eq. (3.15) introduces an error in 1 (Q) (see below) of at most 10% (Fig. S8) . 72 Combination of Eqs. (3.13) and (3.15) now yields
where we have used Eq. (3.16) again and introduced the apparent jump length, 20) and the dynamical heterogeneity parameter (see below),
In the CTRW model, the jump probability per unit time or jump rate, κ, is not necessarily the same for every jump. However, since the CTRW model is Markovian, it can only describe such dynamical heterogeneity in the limit of annealed disorder, where the jump rates of successive steps are uncorrelated. In the special case of uniform jump rate, that is, in the absence of dynamical heterogeneity, the waiting time distribution is exponential
Equation (3.14) then implies that τ p = τ w and Eq. (3.21) yields δ = 0, explaining why we call δ the dynamical heterogeneity parameter.
If the waiting time distribution is exponential, the probability P k (τ ) is given by the Poisson distribution 78, 80 
Substituting this expression into Eq. (3.9) and performing the sum, one finds that the ISF F J (Q, τ ) decays exponentially, as in Eq. (3.8), with the decay time given by
This well-known 33, 80 result also follows from Eq. (3.13) by setting τ p = τ w . Equation (3.19) is identical with the target function, Eq. (3.2), used to fit the observed Q-dependence of the linewidth 1 (Q) in Fig. 6 . The CTRW model thus provides a microscopic rationale for this Q-dependence. Furthermore, by means of Eqs. (3.17) , (3.20) , and (3.21), we can now link the phenomenological d parameter to the jump length and waiting time distributions via the model parameters ρ rms , μ, and δ. Notably, this connection to microscopic structure and dynamics is general in the sense of not being limited to particular forms of these distribution functions.
D. MD validation of CTRW model
The microscopic model outlined in Sec. III C was inspired by the qualitative appearance of MD trajectories (Fig. 13) . We shall now use the simulations to quantitatively validate the CTRW model of the slow structural dynamics and to rationalize the magnitude and temperature dependence of the apparent jump length, d, deduced from the QENS spectra.
Dynamical clustering is an inherent property of the Newtonian MD trajectory. We have devised a simple coarsegraining algorithm (Sec. II F) that successfully identifies the dynamical basins, as illustrated by the color coding in Fig. 13 . This projection or mapping of the Newtonian trajectory on a CTRW trajectory produces time series of basin positions and absolute jump times, from which we compute the waiting time and jump length distributions, ψ(τ ) and ϕ(ρ).
The jump length distribution, ϕ(ρ), is nearly Gaussian, except at short jump lengths (Fig. 15) . The short-ρ truncation reflects the finite length scale associated with topological rearrangements of the H-bond network. In our coarse-graining algorithm, this physical feature is implemented by imposing a minimum jump length, ρ min = 0.7 Å (Sec. II F). In other words, two consecutive basins with centers separated by less than ρ min are not regarded as distinct, but are merged into one basin. (A small nonzero probability remains at ρ < ρ min because the length of a given jump may decrease below ρ min when the next two basins are merged.) Computing the second and fourth moments of this distribution, we obtain ρ rms and μ (Table IV) . In the contrast to the apparent jump length, d, in Table III , the actual rms jump length, ρ rms , increases slightly with temperature. The μ parameter is close to 1/2, as expected for a Gaussian distribution.
The inset in Fig. 15 shows the distribution of cos α, where α is the angle between consecutive jump vectors (Sec. II F). The Markovian CTRW model assumes that this distribution is isotropic (horizontal line in Fig. 15 ) and this is seen to be a good approximation. The average cos α is thus close to zero (Table IV) , as for an uncorrelated random walk.
The waiting time distribution, ψ(τ ), is exponential at all 6 QENS temperatures, except at short waiting times (Fig. 16) . The short-τ deviation is not due to the truncation of the jump length distribution (Fig. 15) , but instead reflects a minimum "settling time" before the basin becomes established. This effect becomes relatively more conspicuous at higher temperatures, where the exponential decay of ψ(τ ) occurs on a shorter time scale. As a result of the finite settling time, the dynamical heterogeneity parameter, δ, is slightly negative (Table IV) . To rationalize this finding, consider a normalized waiting time distribution of the form ψ(τ <τ 0 ) = 0 and ψ(τ
For this distribution, Eqs. (3.14) and (3.21) yield a negative δ of −q (1 + q/2)/(1 + q) with q = τ 0 /(2τ w ).
The inset in Fig. 16 shows more clearly that the tail of ψ(τ ) does not deviate significantly from exponential form. This is also the case at the higher temperatures indicating that dynamical heterogeneity is not an important feature of water translational motion on time scales > 5 ps and at temperatures in the range 254-297 K. However, we cannot exclude the possibility that a modest dynamical heterogeneity (e.g., an under- lying biexponentiality) is hidden by the short-τ settling time effect. A substantial dynamical heterogeneity would be manifested in the DSF as well as in the waiting time distribution. 21 The observed narrow DSF component is very well described by a single Lorentzian (Fig. 3) , but a modest dynamical heterogeneity, perhaps caused by a narrow Gaussian distribution of activation energies, might have been difficult to detect via the shape of the QENS spectrum. While neither our QENS data nor our MD simulations provide evidence for dynamical heterogeneity above 253 K, we do find a significant dynamical heterogeneity at lower temperature (Sec. III E).
Using the MD-derived quantities ρ rms , μ, and δ in Table IV , we can now calculate the apparent jump length, d, from Eq. (3.20). Although ρ min was set to 0.7 Å partly to obtain rough agreement with the QENS-derived d values, it is gratifying to note that the MD-derived d values also decrease slightly with increasing temperature (Fig. 17) even though the actual jump length, ρ rms , increases (Table IV) . The small deviation at the highest temperatures may indicate that the jump description is less applicable there. On increasing ρ min from 0 to 0.7 Å at 254 K, d increases from 0.82 to 0.86 Å. The ρ min parameter has virtually no effect on the basin size as gauged by the rms radius, R rms , of the trajectory within a basin, which increases slightly with temperature from 0.71 to 0.75 Å (Table IV) . The average jump is thus only slightly longer than the average basin diameter, which might explain why the random-walk character of water translation has not been discovered in previous MD simulation studies.
Any discretization of the quasicontinuous MD trajectory, whether it corresponds to dynamical basins or not, will generate an uncorrelated random walk if the sampling of the trajectory is sufficiently coarse. The Einstein-Smoluchowski diffusion coefficient, D ES = ρ 2 /(6 τ ), obtained from the coarsegrained trajectory must then agree with the diffusion coefficient, D MSD , deduced from the slope of the mean-square displacement for the Newtonian MD trajectory. The coarsegraining algorithm used here, which identifies the dynamical basins, presumably corresponds to the "densest" possible random-walk mapping. Taking into account the small residual orientational correlation, as measured by cos α (Table IV) , we can compute the diffusion coefficient from the CTRW parameters as
As required, the D ES values thus obtained (Table IV) agree with the corresponding D MSD values at all temperatures (average absolute deviation 0.95%).
Another condition that must be satisfied for D ES to equal D MSD is that the length of a jump must be independent of the time spent in the basin. In other words, jump lengths and waiting times must be statistically independent. It is this assumption in the CTRW model that allows the ISF in Eq. (3.9) to be expressed as a sum of terms that are products of independent spatial and temporal factors. The obtained agreement between D ES and D MSD indicates that the separability approximation is valid. Consistent with this conclusion, direct calculations of the (Pearson) linear correlation coefficient between ρ and τ yield very small values, ranging from −0.07 at 254 K to −0.03 at 297 K.
E. Dynamical heterogeneity
Whereas our QENS samples did not allow us to reach deeper into the supercooled regime than 252.9 K, MD simulations are, of course, not subject to such limitations. Our philosophy here has been to use simulations to aid the interpretation of QENS data. A systematic exploration of structural dynamics at lower temperatures is therefore beyond the scope of this report. Nevertheless, to justify the generality of the CTRW model and to make predictions for future QENS studies at lower temperatures, we briefly present results from a CTRW analysis of a simulation at T eff = 237.9 K (Tables I and II ), close to the practical limit of supercooling. 11, 12 The jump length distribution, ϕ(ρ), is now almost perfectly Gaussian above ρ min (Fig. 18) . The mean waiting time has more than doubled as compared to 254 K (Table IV) and the ψ(τ ) distribution (Fig. 19) is less influenced by (Fig. 19 ) with a minor fast component with τ wf = 10.2 ps and a major (relative weight 0.62) slow component with τ ws = 21.0 ps. The dynamical heterogeneity parameter is now positive, δ = 0.05. The small value of δ at 238 K suggests that there is essentially no dynamical heterogeneity at 254 K (which otherwise could have been masked by the settling time). In principle, dynamical heterogeneity should be manifested in the shape of the narrow component of the QENS spectrum. In practice, the modest dynamical heterogeneity indicated by the 238 K simulation would hardly produce a detectable deviation from Lorentzian shape. Indeed, the MD-derived structural ISF is still well represented by two exponentials (and the fit to a stretched exponential is somewhat worse).
The values of ρ rms and R basin follow the temperature trends established at the higher temperatures (Table IV) the apparent jump length, d = 1.04 Å, corresponds to a reduced linewidth of 0.54 at our largest Q value (Fig. 3) .
IV. DISCUSSION
A. Continuous diffusion or jumps?
From their seminal MD study of water (at 265 and 308 K) 40 years ago, Rahman and Stillinger concluded that "the diffusion process proceeds continuously by cooperative interaction of neighbors, rather than through a sequence of discrete hops between positions of temporary residence," 82 and subsequent more extensive simulations (down to 206 K) have upheld this view. 22, 42 But the MD trajectory in Fig. 13 tells a different story, more in line with the view from the early QENS studies that identified the signature of jumplike motion in the nonclassical Q-dependence of the QENS linewidth. 30, 31, 34, 35 The detailed nature of these inferred jumps has remained elusive.
The picture that emerges from our combined QENS and MD analysis features dynamics on three time scales: vibrational (V) motions, fast local (L) structural dynamics, and slower jumplike (J) structural dynamics. QENS data separate inelastic V motions from quasielastic L+J motions on the basis of their disparate time scales, whereas the MD trajectories (at least in the supercooled regime) separate intrabasin V+L motions from interbasin J motions on the basis of their different spatial extents.
A concise representation of the space-time characteristics of water dynamics is afforded by the MSD, shown in In contrast, our MD-based CTRW analysis shows that the jump length distribution approximates a Gaussian,
for which μ = 1/2. In their pioneering QENS study of supercooled water, Teixeira et al. reported that the rms jump length, ρ rms , increases by 85%, from 1.3 to 2.4 Å, on cooling from 293 to 253 K. 35 In contrast, our MD analysis shows that ρ rms decreases by 18%, from 1.87 to 1.54 Å, over the same temperature range (Table IV) . The main reason for this discrepancy is the spherical-shell EISF,
2 , imposed by Teixeira et al., which produces a too large and too strongly temperature-dependent deviation of 1 (Q) from the limiting Q 2 -dependence (Fig. S2) . Like Teixeira et al., we find that d increases on cooling, albeit less strongly (Table III) . Recognizing that d is an apparent jump length that also involves δ (which increases on cooling) and μ, we can reconcile this trend with the opposite (MD-derived) trend in ρ rms (Table IV) .
What is the detailed mechanism of the molecular jumps that we identify in the MD trajectories and that are reflected in the QENS data? Our MD analysis is restricted to single-molecule (self) dynamics because this is what is observed by incoherent neutron scattering. But to elucidate the jump mechanism, it is necessary to consider the collective dynamics of the H-bond network. While leaving this task for future work, we make a few remarks here. The CTRW model has considerable generality because it does not make any assumptions about the jump mechanism, details which in any case are not observable by QENS. The class of jump models considered by Chudley and Elliott 33 correspond to the δ = 0 limit of the CTRW model, but since the expansion in Eq. (3.15) was not implemented they presented explicit results only for special choices of the jump length distribution. The picture they had in mind was one of a liquid with "appreciable short range order in a quasicrystalline form" where "motion takes place in large discrete jumps, between which the atoms oscillate as in a solid." 33 This picture features V and J dynamics, but lacks L dynamics. Furthermore, the rms jump length in water at 254 K is 1.5 Å (Table IV) , which is only half of the average intermolecular separation. The jump mechanism must, therefore, be considerably more complex than a simple molecular hopping among quasicrystalline lattice positions.
The well-known model introduced by Singwi and Sjölander 32 specifically to describe water dynamics is not really a jump model at all, although it reduces to Eq. (3.19) under certain conditions. The Singwi-Sjölander model (SSM) sets out to describe the water dynamics expected for a particular structural model of liquid water known as the flickering cluster model. 83 According to the latter, liquid water consists of "cooperatively bonded flickering clusters of icelike material surrounded by, and alternating roles with, disordered fluid." 83 The SSM is a two-state exchange model where a water molecule experiences random transitions between two dynamical states with no mobility (icelike clusters) or with finite mobility (disordered fluid). These transitions represent structural dynamics in the H-bond network, rather than spatial jumps of the reference water molecule. Three assumptions are needed to obtain Eq. (3.19) from the SSM: (i) at any time, only a small fraction of the molecules are in the mobile state, (ii) water molecules move by continuous diffusion in the mobile state, and (iii) state exchange is a Poisson process (meaning that the residence times in either state are exponentially distributed). In the SSM, the d parameter in Eq. (3.19) is not related to a jump length; it is simply the rms displacement suffered during a visit to the mobile state. And because these displacements are assumed to proceed via continuous diffusion, their distribution is Gaussian, as in Eq. (4.2). Since assumption (i) implies that the mean residence time in the mobile state is much shorter than the mean residence time in the immobile state, the continuous displacements can be reinterpreted as jumps. Dynamical heterogeneity, which the SSM ignores, would arise if immobile clusters of different sizes had different transition rates to the mobile state. While the SSM may not be based on an accurate picture of water structure and dynamics, the fact that it predicts the same Q-dependence for 1 (Q) as does the CTRW model illustrates the limitations of the QENS technique in resolving mechanistic details.
B. On cages, basins, and metabasins
More recent QENS studies of water and aqueous systems tend to favor the RCM, [44] [45] [46] [47] [48] [49] [50] where the structural ISF, corresponding to the entire observed QENS spectrum, is fitted with a stretched exponential function,
in place of the biexponential function predicted by our "LJ model" (Sec. III C),
The stretched exponential function is sometimes justified by its ability to fit data with only two adjustable parameters. For the data considered here, the biexponential function provides fits of equal or better quality (as judged by χ 2 ), albeit with one more parameter. Ultimately, however, the choice of model must be made on the basis of physical argument rather than on fitting capacity.
The MD analysis presented in Sec. III provides strong support for the LJ model, with L and J structural dynamics on distinct length and time scales. The physical significance of the three parameters is transparent, although we have only presented a detailed model for τ J (Q). The RCM does not distinguish L and J dynamics; in fact, it does not make explicit reference to jumps at all. The distinct and physically reasonable Q-dependencies in the three parameters of the LJ model contrast with the less transparent Q-dependencies in the 2 RCM parameters. In particular, a stretching exponent, β(Q), less than 1, as invariably found by RCM analysis, is interpreted as evidence for heterogeneous structural dynamics. In contrast, our LJ analysis indicates that the dominant J component is dynamically homogeneous in the investigated temperature range. The stretched exponential function successfully describes structural relaxation in many glass-forming liquids close to the glass transition temperature, T g , where there is strong dynamical heterogeneity. 15, [18] [19] [20] But the dynamical heterogeneity implied by descriptions of water dynamics with the same function (with β < 1) may be an artifact of putting two different physical beasts (L and J dynamics) in the same conceptual (α relaxation) and mathematical (stretched exponential) cage.
We initially attempted to analyze the QENS data by assuming, as the RCM does, that there is only one type of structural dynamics and that the apparent two-component shape of the QENS spectrum reflects dynamical heterogeneity. In analogy with Eq. (3.11), we then defined an effective ISF decay time as
We still used Eq. (2.4) to fit the QENS spectra, but the two Lorentzians were then regarded merely as a convenient numerical representation, without physical significance, that allowed us to deduce the effective decay time as
Two findings led us to abandon this view in favor of the LJ model. First, when the Q-dependence of τ S (Q) was analyzed with Eq. (3.2), the resulting diffusion coefficient, D, was found to exceed the value determined more reliably with NMR and tracer techniques 53, 54 by about 10% at all temperatures. Second, our MD analysis indicated that structural relaxation, that is, changes in the H-bond network topology as opposed to vibrations within the intact network, occurs both within the dynamical basins and as basin-to-basin jumps. Specifically, the mean waiting time, τ w (Table IV) , in a basin is comparable (within a factor 2) to the rotational correlation time, τ R ( Table II) , implying that not only V dynamics but also some S dynamics takes place within the basin.
The RCM draws inspiration and uses terminology from glass physics, in particular mode coupling theory (MCT). 18 The MCT attributes the "plateau" in the MSD (Fig. 20) and in the ISF (Figs. 8-10 ) to a cage effect, with fast "β fluctuations" within the cage and a slower "α relaxation" associated with the breakup of the cage. This picture is probably appropriate for simple atomic fluids, where repulsive forces are dominant. But it might not capture the more complex structural dynamics in water, where the H-bond network governs structure and dynamics, making the cage metaphor less apt. As one consequence of this additional complexity in water, we believe that it is essential to explicitly recognize the distinct space-time characteristics of L and J dynamics. These distinct characteristics may also rationalize the unusual lowtemperature behavior of water 11, 12, 14 if, as seems likely, 84 the highly collective structural (J) dynamics freeze out at the apparent singularity near 220 K, while the local (L) structural dynamics freeze out at the calorimetric glass transition, T g ≈ 136 K. Important insights about the kinetics and thermodynamics of glass-forming liquids have been obtained by analyzing the topography of the potential energy landscape (PEL), the hypersurface describing the total potential energy of an N -particle system as a function of all particle coordinates. 17, 20, 21 The PEL can be constructed from an MD trajectory by repeated energy minimizations (quenches). The local energy minima thus obtained are known as inherent structures and the configurations that would be quenched into a particular inherent structure represent a basin (of attraction). 85 Further coarse-graining can be achieved by grouping adjacent basins separated by small barriers into metabasins. 85 For want of a better term, we refer to the dynamical clusters in the single-molecule trajectory (Fig. 13) as basins. These dynamical basins should not be equated with the energetic basins derived from the PEL. These two types of coarsegraining both achieve the objective of filtering out V dynamics, but they differ in essential ways. An energetic basin is a size-dependent property of the N -particle system, whereas a dynamical basin is a system-size-independent property of the single-particle trajectory. For a system of 216 SPCE water molecules, the mean residence time in a PEL basin is of order ∼1 fs even at 180 K, 25 many orders of magnitude shorter than the mean waiting time in a dynamical basin.
For the same system, metabasins were defined as lowmobility regions in the system-averaged MSD and the estimated mean lifetime of a metabasin at 210 K was found to be of the same order of magnitude as the structural relaxation time derived from the decay of the ISF at Q = 1.8 Å −1 (the first maximum in the static O-atom structure factor). 26 While this apparent link between N -particle PEL and single-particle dynamics is intriguing, several caveats should be borne in mind. First, the system-size dependence of metabasin dynamics is not yet fully understood. Second, the important role of energy-entropy compensation in water is not fully captured by PEL-based metabasin analysis. Third, most simulation studies of supercooled water have focused on temperatures that, according to our "correspondence rule" (Table  II , Sec. II A), are well below the experimentally accessible range. In other words, they explore the region that is sometimes called "no man's land."
The CTRW model has been used to analyze transitions among PEL-derived metabasins in simple model fluids, such as the binary mixture Lennard-Jones system. 21, 79 However, such studies typically explore conditions close to the glass transition temperature, T g , where the dynamical heterogeneity is very strong. For example, one study found a dynamical heterogeneity parameter, δ = 26, and an exponential jump length distribution. 79 In contrast, for water in the experimentally accessible supercooled regime, we find a Gaussian step length distribution and little or no dynamical heterogeneity, with δ = 0.05 at 238 K. This disparity reflects the different physics of repulsion-dominated atomic fluids and network-forming liquids such as water and cautions us against indiscriminate transfer of concepts and theories, such as MCT, from the former to the latter. 
