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La phase d'analyse de logiciels est une activité d'extrême importance lors d'un 
effort de développement ou de maintenance d'un programme. La  prétraitement est 
la première phase de traduction du procédé de compilation qui en contient cinq: 
définition des constantes symboliques, inclusion des fichiers d'en-tête, expansion 
des macros, compilation conditionelle, et contrôle de ligne. 
Dans les gros systèmes logiciels, l'inclusion des fichiers, la compilation condi- 
tionelle, et la substitut ion des macros sont directement reliées, et sont souvent 
largement interchangées. Plusieurs problèmes sont associés à l'utilisation du pré- 
processeur C et différents auteurs en ont décrit quelques-uns? habituellement d ' u ~  
point de vue pragmatique. Plusieurs des problèmes discutés peuvent être attribués 
au manque d'outils de programmation associés à la manipulation et la maintenance 
de la logique de compilation conditionelle. 
Ce mémoire a fait une revue des techniques relatives à la compréhension de pro- 
gramme et des efforts relatifs à la maintenance de logiciels en présence de plusieurs 
directives du préprocesseur. Dans cette lormulation, nous avons appliqué les tech- 
niques de compilation, les techniques d'analyse du flux de contrôle et du flux de 
données, ainsi que la technique d'exécution symbolique pour identifier les parties 
du code qui peuvent être importantes pour une tâche particulière de maintenance. 
Sous divers aspects, les résultats obtenus sont très encourageants. La majorité 
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de nos expérimentations ont illustré I'applicabilité et l'efficacité des techniques pro- 
posées en analyse de programmes des direct ives du pré processeur. 
Notre expérience avec le jeu d'outils sur les systèmes logiciels de grande taille 
(tel Linux) est qu'il est facile de fournir de l'information sur trois aspects du 
prétraitement. 
ABSTRACT 
Software analysis p l a y  an important role in every software development or 
maintenance project. Preprocessing is the first phase of translation in compiling 
a program. The C programrning languüge is intimetely connected to its macro 
preprocessor, CPP. Progams that take advantage of preproccssing facili ties incur 
an additional maintenance burden. 
In large software ystems. file inclusion. condi t ional compiiat ion and macro 
substitution are closely related and are often Iargely interleaved. There are meny 
problerns associated with the use of C preprocessor. Many of the problems can 
be attributed to the lnck of programming tools associateci with rnanipulating and 
managing conditional compilation logic. 
This thesis has reviewed program understanding techniques and efforts related 
to software maintenance in presence of numerous preprocessor directives. Within 
this framework, tve have applied compiler techniques, control Bow. data flow analy- 
sis, and symbolic execution techniques to identify parts of code that may be relevant 
to a particular maintenance task. We presented an approach and developed a tool 
to analyze the various usage of preprocessor directives. 
Most of our experiments have illustrated the applicability and effectiveness of 
the proposed techniques in progam analysis of preprocessor directives. 
Our experience with the proposed tool-set on large software system (such as 
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Linux) is that it can easily provide information on three major aspects of prepro- 
cessing. 
1. INTRODUCTION 
Comprendre, corriger et maintenir un logiciel est une tâche coiiteuse et difficile. 
Les difficiiltés sont encore plus présentes dans un programme écrit pour prendre 
avantage des fonctions du préprocesseur. 
La prétraitement. la première phase de traduction du procédé de compilation, 
en contient cinq: définition des constantes symboliques. inclusion des fichiers d'en- 
tête, expansion des rnacros. compilation condi tionelle. et contrôle de ligne. 
Pliisieurs problèmes sont associés à l'utilisation du préprocesseur C et clifférents 
auteurs en ont décrit quelques-uns, habituellement d'un point de vue pragmatique. 
Une macro-instruction ressemble à un appel de fonction mais n'agit pas toujours 
comme tel. Cela peut camoufler des défauts difficiles à trouver. Plusieurs erreurs 
ne sont pas détectées jusqu'à ce que pliisieurs développeurs essaient d'intégrer leur 
code et se rendent compte qu'il ne compile pas, ne se lie pas, ou ne s'exécute 
pas correctement. Les erreurs de compilation conditionelle peuvent souvent être 
difficiles à tracer parce qu'elles sont cachées et requièrent une analyse de la sor- 
tie du préprocesseur pour trouver des indices afin de trouver ce qui ne Ta pas. 
Le préprocesseur (CPP) se permet aussi des manipulations arbitraires du code 
qui compliquent la compréhension du programme tant par les ingénieurs du logi- 
ciel que par les outils eux-mêmes. Les fichiers d'en-tête et leur relations forment 
les hiérarchies. Comme toutes ies autres parties d'un système logiciel, un fichier 
d'inclusion grossit avec le projet par l'ajout de fonctions, ou leur raffinement, et de- 
vient éventuellement gros et complexe. Dans les gros systèmes logiciels, llinclusion 
des fichiers, la compilation conditionelle, et la su bstitiition des macros sont directe- 
ment reliés, et sont souvent interchangeables. 
Plusieurs des problèmes discutés ci-dessus peuvent être attribués au manque 
d'outils de programmation associés à la manipulation et la maintenance de la 
logique de compilation condi tionelle. 
L'objectif de ce projet est de développer des outils qui permettront l'exploration 
et la compréhension di1 code en présence de nombreuses directives du préprocesseur. 
Les outils de compréhension et ci'exploration du programme obtiennent les don- 
nées en analysant le code source. Nous devons donc nous .assurer qu'une telle anal- 
yse peut extraire tous les détails concernant les directives reliées au préprocesseur. 
Le premier but du projet est de créer un outil d'analyse CPP qui prend en 
considération toute la complexité de la grammaire du préprocesseur. 
Le second but de ce projet est de créer un outil d'analyse des dépendances 
d'inclusion. 
Le troisième but de ce projet est de créer un outil d'analyse des directives 
condit ionelles du pré processeur. L'utilité est ici de trorimr toutes les conditions 
pour chaque version possible. 
Le quatrième but de ce projet est de collecter et d'analyser les larges sys- 
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témes logiciels et d'améliorer les outils d'analyse en se basant sur les données ex- 
périment ales. 
II. DESCFUPTION DE NOTRE APPROCHE 
C'ne vue logicielle est une représentation d'un logiciel, ou un rapport à pro- 
pos d'un logiciel. Une vue logicielle peut être humainement compréhensible ou 
non. mais typiquement c'est une représentation intermédiaire d'un logiciel que des 
humains pourraient vouloir consulter. 
Dans ce projet, nous définissons quatre classes de v w s  de l'information des 
direct ives préprocesseur du logiciel. 
Les directives de compilation conditionelle impliquent une espression booléenne 
suivie par di1 code source. Le code source est compilé seulement si l'expression 
booléenne qui lui est associé est évaluée à vrai durant le procédé de prétraitement. 
L'évaluation d'une condition dépend des valeurs assignées aux variables de compi- 
lation conditionelle. 
Dans ce projet, l'analyse de la compilation conditionelle porte surtout sur 
l'extraction des condit ions de compilation. 
Concernant les conditions de compilation. il y a deux façons d'exprimer des 
conditions. L a  première est d'exprimer les conditions en tant que contraintes sur 
les valeurs initiales des variables du préprocesseur. La seconde est de les exprimer 
en tant qu'expression associée aux valeurs finales des variables du préprocesseur 
juste avant l'évaluation des expressions conditionelles. Les deux techniques sont 
très utiles, la première particulièrement pour le programmeur qui réutilise le code. 
la seconde pour le programmeur qui le comprend. 
Les expressions conditionelles sont utiles dans la connection avec les rnacros. 
parce que celles-ci sont le seul moyen où la valeur d'une expression varie d'une 
compilation à l'autre. 
Les niacros du préprocesseur C petivent aussi bien être pararnétrisées ou ne pas 
l'être. Les macros pararnétrisées requièrent une liste d'arguments séparés par des 
virgules à I'intérieiir d 'une paire d'accolarles. et sont plus souvent utilisées potsr 
doriner la notation concise d'un appel de fonction tout en retenant l'efficacité du 
code procédiiral. Les macros non-paramétrisées sont des remplacernents textuels 
pour lin identifiant unique et sont surtout utilisées pour les constantes symboliques. 
En se basant sur leurs différents usages. les iclentifiants macro peuvent être classés 
en trois catégories: 
a définition de constante 
a définition de fonction 
a compilation condit ionelle 
Dans l'étude de la compilation conditionelle, les macros qui servent seulement 
en tant que définition de constante ou définition de fonction ne sont pas tellement 
importantes ptiisqii'elles n'affecieront pas le contrôle de la compilation condition- 
nelle. Les plus importantes sont les rnacros qu i  apparaissent dans les directives de 
prétraitement conditionelles. Ces identifiants de macros sont appelés variables du 
préprocessciir. Un autre type de rnacro important est ce qui est indirectement u- 
tilisé par la conipilation conditionelle. Les variables du préprocesseiir ont plusieurs 
utilisations, I'unc dTentrc elles est un garde d'inclusion de fichier. Une autre utilisa- 
tion des variables di1 préprocesseur est un selecteur de plate-forme. Ces identifiants 
de macros ne sont jarnais définis dans les codes source. 
T ioutes les autres variables du préprocesseur sont définies en tant qii'riutrc 
catégorie de variables ( I I I  pr6processeiir. 
Pour rriieti:; comprendre comment les variables clil préprocesseur sont ri tilisées. 
nous avons écrit des outils pour catégoriser l'usage des identifiants de macros et 
collecté des statistiques selon les différents usages. 
Un fichier source peut inclure un certain nombre de fichiers d'en-tête (.h). 
qui eu-mêmes peuvent aussi contenir des fichiers d'en-tête. La séquence possi- 
ble d'inclusions entre ces fichiers est exprimée dans un graphe de dépendances 
d'inclusion. Pour chaque fichier source, un graphe de dépendances d'inclusion peut 
donc être construit. Certains fichiers peuvent être inclus plus d'une fois, à travers 
des relations transitives. 
Un graphe de dépendances d'inclusion (IDG) est un modèle de graphe abstrait 
des fichiers d'en- tête d'un code source système et de leur relations d'interdépendance. 
Chaque noeud d'un IDG correspond i iin fichier d'en-tête distinct, et une ligne 
dirigée entre deux noeuds. disons x et y, représente le fait que le fichier x dépend 
du fichier y. 
Dans ce projet, nous ne générons pas seulement le graphe de dépendances 
d'inclusion mais nous donnons aussi la condition de chaque relation de dépendance. 
Les statistiques sommaires sont une bonne base objective pour la comparaison de 
différents programmes. 
.-\fin de quantifier les attributs internes dii logiciel. des mesures ont 4té définies 
sur le code. le graphe de f l i i s  de rontrdr ainsi que siIr le graphe de dépendances 
d'inclusion. 
L'ensemble des mesures choisies inclut: les mesures de code. les mesures sur le 
graphe. les mesures de réutilisation. et les mesures de complexité. 
III. TECHNIQUES ET IMPLANTATIONS 
Le système d'outils consiste en quatre phases qui concernent les techniques 
d'analyse, les techniques de traverse d'arbres abstraits de syntaxe. les techniques 
d'exécution symbolique. et les techniques d'analyse des graphes du flux de contrôle. 
L'information sur les mcltiples vues logicielles est extraite et mémorisée dans la base 
d'information pour des analyses externes futures. 
Afin d'extraire l'information, nous devons premièrement représenter le code à 
un aiveau d'abstraction plus élevé. L'analyse commence par l'abstraction do code 
source dans un arbre de syntaxe abstraite (Abstract Syntxx Tree. AST). Le AS?' 
est une représentation sous forme d'arbre des jetons contenus dans le code source. 
Il offre une représentation exacte du code source. 
Un arbre de syntaxe démontre la structure Iiii.rarchiclue naturelle d'iin pro- 
gramme source. La prochaine étape s'associe avec l'interprétation sémantique et 
l'analyse des dépendances. -4 ce point, certains mocièles et formats intermédiaires 
sont définis, ceux-ci sont spécifiés de la même façon pour tous les languages source 
pour permettre aux outils d'analyse de venir h ne pas se préoccuper des variations 
concernant le language. 
Le procédé d'extraction de l'information interniédiaire correspond i une traver- 
sée de l'arbre de syntaxe abstraite qui commence à la racine. visite un noeud avant 
son enfant, et visite récursivement les enfants à chaque noeiicl de gauche à droite. 
La méthodologie utilisée ici sert à développer les visiteurs correspondants. 
Dans ce projet nous allons utiliser l'arbre dominant pour permettre d'identifier 
certaines conditions nécessaires pour compiler n'importe quelle ligne de code. Le 
flux de contrôle dans le préprocesseur est très simple, il ne contient en fait qu'une 
seule branche. Le noeud conditionnel est le point de décision. Seul un noeud 
conditionel peut avoir plus d'un enfast dans l'arbre dominant. les autres noeuds 
n'ont qu'un seul enfant direct. 
L'exécution symbolique, a i s i  appelée évaluation symbolique, differe de l'exécution 
des programmes au sens traditionnel. La notion traditionnelle d'exécution reqiiiert 
qu'une sélection de chemins à travers le programme soit effectuée par un ensemble 
de cas de test. En exécution symbolique, les valeurs prisées par les données sont 
remplacées par des valeurs symboliques. L'erécu tion traditionnelle de programmes 
utilise des entrées constituées de valeurs. L'exécution symbolique. quant B elle. 
produit un ensemble d'expressions à concurrence d'une expression par variable de 
sortie. 
L'utilisation la pliis courante de l'exécution symbolique est d'effecttier ilne anal- 
yse du programme, conduisant à créer tin graphe de flux. qui est un graphe dirigt; 
contenant des points de décision et les affectations associées B chaque t~rmche. En 
traversant le graphe de flux le long d'un chemin particulier. B partir d'un point 
d'entrée. une liste d'instructions d'affectation et de prédicats est produite. 
A la fin de l'exécution symbolique d'un chemin. la variable de sortie sera 
représentée par des expressions en terme de valeurs symboliques des variables 
d'entrée, et des constantes. Les expressions de sorties sont sujettes à des con- 
traintes. 
L'exécution symbolique peut être appliquée aux directives du preprocesseur en 
Mie d'analyser la compilation conditionnelle. 
L'utilisation eflective des valeurs symboliques requiert la capacité de simplifi- 
cation des expressions symboliques et le support pour l'éclatement d'un chemin 
d'exécution en plusieurs chemins quand des valeurs symboliques booléennes sont 
rencontrées dans des instructions symboliques. 
L'exécution symbolique est basée sur le graphe de flux de contrôle (CFG) des 
directives du préprocesseur et du graphe d'instance de fichier. La procédure est 
gérée par une pile de noeuds actifs qui est une queue de priorité de noeuds de type 
CFG. 
Pour trouver une condition suffisante pour compiler une ligne de code donnée. 
nous utilisons un algorithme de recherche en largeur d'abord (BFS). Pour trouver 
toutes les conditons du chemin pour compiler une ligne de code donnée, nous uti- 
lisons un algorithme de recherche en profondeur d'abord (DFS). 
rv. RÉSULTATS EXPÉFUMENTAUX 
Nous avons appliqué notre outil a certains systèmes logiciels réels de grande 
taille. Les expérimentations se sont déroulées sur un Pentium III 500 MHz avec 
5 12MB R-ZbI tournant le système d'exploitation Linux. 
IV.1 Les métriques du code 
Nous collectons d'abord des métriques pour chaque sous-système du noyau et 
chaque sous-système du répertoire d'inclusion. et nous utilisons ensuite les s ta t is  
tiques de chaque sous-système pour avoir une bonne compréhension de tout le 
système. 
A partir de la comparaison, on note que la version du noyau Linux-2.2.12 a 
plus de fichiers d'interface que celle du noyau Linux-2.2.3, ce qui peut être dii à 
l'augmentation de la capacité du système. 
IV.2 Analyse de l'identificateur du préprocesseur 
Pour permettre une bonne compréhension de comment le préprocesseur est uti- 
lisé: nous lançons nos outils pour analyser l'utilisation de la variable du préprocesseur. 
En étudiant les directives du pré processeur. nous sommes plus intéressés par 
celles qui affectent le flux de contrôle de la compilation. Les plus importantes 
sont les macros qui apparaissent dans les directives de prétraitement conditionnel. 
Ces identificateurs de rnacros sont appelés variables du préprocesseur. Un autre 
type important de macros sont celies indirectement utilisées par la compilation 
conditionnelle. 
La classification des identificateurs de macros est très importante, elle peut être 
utilisée pour réduire l'espace des variables de la phase d'exécution symbolique. 
11 est intéressant de savoir quelles et combien de variables du préprocesseur ont 
été utilisées comme des gardes de l'inclusion de fichiers. Cette information peut 
devenir le point de départ pour reconstruire le système d'inclusion de fichiers en 
une plus simple organisation. 
IV.3 Graphe de la hiérarchie d'inclusion 
Le graphe de la hiérarchie d'inclusion a été généré pour chaque fichier du noyau 
de Linux Les vues graphiques fournissent aux usagers une information struc- 
turale importante qui est généralement cachée dans le code du programme. La 
représentation graphique des relations des répertoires peut être construite sur la 
base des statistiques des directives d'inclusion. 
Les graphes de dépendance d'inclusion peuvent contenir des cycles. Dans le 
contexte d'inclusiori (le fichiers, la détection de tels cycles est importante. Ils peu- 
vent signifier une fortc relation de couplage entre ces fichiers. Les algorithmes de 
la théorie des graphes ont été utilisés pour détecter les cycles dans le graphe. 
IV.4 Le graphe de flux de contrôle 
Un graphe de f l i i s  de contrôle (CFG) est constitué de noeuds représentant 
une entrée simple, une sortie simple. des régions du code exécutable et des arcs 
qui représentent des branches d'exécution possible entre les régions du code. Un 
CFG pour les directives de prétraitement fournit une illustration graphique de 
l'utilisation et de la complexité de la compilation conditionnelle dans un pro- 
gramme. 
Premièrement, un graphe de flux de contrôle complet a été généré pour le code 
source. 
Le graphe de flux de contrôle complet des directives du préprocesseur garde 
toutes les informations du code, ce qui est de loin plus que ce dont nous avons 
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besoin pour faire l'analyse de la compilation conditionnelle. Ceci réduit de façon 
çubstancielle la performance de la procédure d'analyse. Dans certaines situations, 
par exemple dans l'analyse du code en présence des inclusions de fichiers, un graphe 
de flux de contrôle réduit peut être suffisant pour le fichier inclus. 
Pour chaque graphe de flux de contrôle, un graphe de Brix de contrôle réduit 
correspondant a été généré. 
IV.5 Exécution symbolique des directives de prétraitement 
L'exécuteur symbolique traverse les noeuds du CFG stockés dans la pile de 
noeuds. Chaque noeud a une table de constantes associées à une macro et une 
contrainte de la condition courante attachée. La pile de noeuds est initialisée avec 
le noeud rie départ du  CFG en cours de test. L'exécution symbolique procède pour 
chaque noeud retiré de la pile de noeiids. met à jour constamment les modifications 
apportées à l'unité testée de la table de la macro, annote le chemin correspondant 
avec les contraintes appropriées rencontrées au points de branchement le long des 
chemins, et étend la pile de noeuds avec le prochain noeud éventuel dans le CFG 
selon le sélecteur de chemins. 
Plus court chemin à un noeud donné 
Pour trouver le plus court chemin à un noeud donné, la sortie dépend de chaque 
étape d'exécution, 13nformation complète du flux de contrôle est alors requise. Avec 
cette stratégie, les graphes de flux de contrôle complets sont utilisés pour tous les 
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fichiers dans la hiérarchie d'inclusion. Deux exemples sont donnés au chapitre 5. 
La condition résultante de la stratégie du plus court chemin est une expres- 
sion booléenrie du genre "et-logiqueoT avec des valeurs symboliques, chaque sous- 
expression étant une constante. 
Condition suffisante à un noeud donné 
Pour trouver la condition suffisante à un noeud donné, nous utilisons la stratégie 
de recherche en profondeur. Chaque étape en exécution n'est pas importante en 
soi. mais la condition finale est celle qui est souhaitée. Pour le fichier contenant 
le noeud cible. le graphe de Riix de contrôle complet est utilisé. Pour tous les 
autres fichiers clans Ic graphe de la hiérarchie d'inclusion. le graphe de flux de con- 
t rde  complet n'est pas nécessaire. celui réduit suffit. Deux exemples sont donnés 
ail chapitre 5 .  La condition complète était alors sotimise à iin simplificateur de 
condition de chemin. Après simplification, la contrainte finale était fournie. Le 
but de trouver la condition siiffisante pour rejoindre une ligne de code testée est 
de couvrir toutes les combinaisons de conclitions. ce qui prend bien sûr trop de 
temps. La performance peut être largement améliorée en utilisant le CFG réduit. 
Un autre moyen d'adapter la performance serait l'initialisat ion de quelques vari- 
ables du préprocesseur au début de l'exécution symbolique. en se basant sur la 
connaissance que le programmeur a des programmes. 
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La condition de diemin collectée B partir de l'exécuteur symbolique donne les 
contraintes sur les valeurs initiales. Ici nous utilisons l'arbre de dominateur de la 
technique d'analyse c h  flux de données et construisons un outil qui peut facilement 
collecter les requis de la valeur finale des variables. Le noeud au sommet est le 
noeud de départ d'un fichier donné. Chaque noeud (111 CFG correspond à une ligne 
de code. Tous les noeuds qui ont une même condition de compilation sont groupés 
ensemble et mis dans une même boite. La condition est décorée sur l'arc dirigé à 
partir du noeud racine vers chaque boite étiquetee C, (figure 5.16). Une condition 
vide (l'arc le plus à gauche) renvoie toujours à une condition vraie. 
Comparant ce résultat pour kerne1.h avec celui obtenu de l'exécuteur symbol- 
ique. nous pouvons trouwr que ces résultats sont similaires. puisque dans cet exem- 
ple concret. il n'y a pas de redéfinition de variables le long du chemin en exécution. 
Dans ce chapitre. nous choisissons le noyau de linux comme cas d'étude. Nous 
avons lancé notre outil et avons collecté beaucoup d'informations intéressantes sur 
les directives du préprocesseur. Comme nous le savons, dans un grand système. 
L'incIusion de fichiers. la compilation conditionnelle, et la substitution de macros 
sont intimément liées et sont souvent largement imbriquées. Dans les exemples que 
nous avons donnés dans ce chapitre. nous démontrons comment extraitre et con- 
truire les représentations textuelle et graphique de ces trois principaux composants 
des directives du préprocesseur. 
V. CONCLUSION 
Ce mémoire a fait une revue des techniques relatives i la compréhension de pro- 
gramme et des efforts relatifs à la maintenance de logiciels en présence de plusieurs 
directives du préprocesseur. Dans cette formulation. nous avons appliqué les tech- 
niques de compilation. les techniques d'analyse du fliix de contrôle et c l i i  flux de 
données, ainsi que la technique d'exécution symbolique pour identifier les parties 
du code qui peuvent 6t re importantes pour ilne t Arhp partiru 1ii.r~ de maintenance. 
V.1 Contributions 
Cette section résume la contribution majeure de cette thèse. 
Premièrement, noiis utilisons JavaCC et jjtree pour contriiire un analyseur syn- 
taxique de CPP qui prend en compte la complexité totale de la grammaire du 
préprocesseur. 
Deuxièmement, nous avons présenté une approche et avons développé un outil 
pour analyser l'usage varié des variables du préproccsseur. 
Troisièment, nous avons concu un outil d'analyse des dépendances d'inclusion. 
Quatrièmement, nous avons présenté une approche et conçu un outil pour les 
direct ives condit ionnelles du préprocesseur. 
Nous avons aussi défini des séries de métriques sur la code. les variables, les corn- 
posantes de fichiers et les répertoires. La collection et l'analyse de telles métriques 
fournit une approximation rapide de l'analyse des dépendances. 
V.2 Discussion et travaux futurs 
Sous divers aspects. les résultats reportés sont très encourageants. La majorité 
de nos expérimentations ont illustré l'applicabilité et l'efficacité des techniques pro- 
posées en analyse de programmes des directives du préprocesseiir. 
Dans ce mémoire . nous avons essayé d'intégrer quelques techniques pour fournir 
des méchanismes d'analyse des direct ives du préprocesseur. 
L'approche d'apparierncnt des patrons est utilisée pour rlassifier 1.u t ilisat ion 
variée des variables de macrss. 
Les techniques de graphe de flux de contrôle et de graphe de Rtix de données 
sont efficaces pour obtenir la condition de compilation représentée en termes de 
valeurs initiales des variables de macros. 
Avec l'approche basée sur les métriques: nous avons essayé clt. reprkenter la 
structure et les dépendances entre les composants Iogiciels de haut niveau. 
'uotre expérience avec le jeu d'outils sur les systèmes logiciels de grande taille 
(tel Linux) est qu'il est facile de fournir de l'information sur trois aspects du 
prétraitement. 
Deux principaux sujets de recherche futures sont: 
accroître l'efficacité de l'exécuteur symbolique pour grands systèmes. 
ajouter quelque options de visualisation. 
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Understanding, debugging, and maintaining software is a costly and difficult 
task. The difficulties are exacerbated in programs written to take advantage of 
source code preproc~ssing facilit ies ["LI. 
Preprocessing is the first phase of translation in rompiling a progrnm. The C 
progamming language p31 is intimately ronnected to its macro preprocessor. CP- 
P [I8I. CPP supplies five separate facilities: defining symbolic constants. inclusion 
of header files. macro expansion, conditional compilation. and liiie control. 
C and C++ software sy tems  typically share global type definitions. function 
declarations, inIine fiinction definitions, da ta  declarations, constant clefinitions. 
enumerations. and macros by including common header files. 
Including a header file produces the same results in C compilation as copying 
the header file into each source file that needs it. But such copying w u l d  be time- 
consuming and error-prone. With a header file, the related declarations appear 
in only one place. If they need to be changed, they can be changed in one place. 
and programs that include the header file will automatically use the new version 
when next recompiled. The header file eliminates the need for finding and changing 
al1 the copies as well as the risk that a failure to update one copy will result in 
inconsistencies within a program. 
Conditional compilation is a preprocessor feature that provides text substitu- 
tion, macro expansion and file inclusion. Jaeschke. a member of the .ANSI C and 
C++ standards cornmittees, states that conditional compilation is "one of the rnost 
powerful parts of a C environment available for writing code that is to run on dif- 
ferent target systems" [201. Conditional compilation permits a single source file to 
generate different programs. This is useful when a program is targeted to multiple 
platforrns. 
CPP is a useful and often necessary adjunct to C. for it provides capabilities 
unavailable in the langiiage or its implementatioris. CPP perniits definition of 
portable language extensions that can define new syntau. abbreviate repetitive or 
complicated constructs. eliminate reliance on a compiler irnplernentation to inline 
functions, propagate symbolic constants, or eliminate dead code and short-circuit 
constants tests. The latter guarantees are especially valuable for compilers that do 
a poor job optimizing or when the programmer wishes to override the compiler's 
heuristics. CPP also perrnits system dependencies to be made explicit and tested, 
resulting in a clearer separation of concems. Finally, CPP permits a single source to 
contain multiple different dialects of C; a frequent use is to support both K&R-style 
and ANSI-style declarations. 
Progams that take adwntage of preprocessing facilities incur an additional 
maintenance burden. Typically, the maintainer interacts a i t h  source code: how- 
ever, the compiled program is based on the preprocessed code. Thus preprocessor 
commands can be a two-edged sword: they can increase code readability and pro- 
grammer productivity while simultaneously obfuscating the program's mechanics 
and, consequently, maintainability 
There are many problems associated with the use of C preprocessor and different 
authors have described some of them, usually from a specific or pragmatic point of 
Yiew (8.11.12,31.35.41,42] 
A macro looks like a function call. but doesn't always act like one. This csn 
bu- difficult-to-find bugs Conditional compilation prograniming errors are 
easy to  make and difficult to detect. Many errors go undetected until multiple 
developers atternpt to integrate their code. and find that it does not compile, link 
or evecute correctly on some target platforms. Conditional compilation errors can 
often be difficult to  track d o m  because they are hidden, and require analyzing the 
preprocessor output for clues as to wliat has gone wrong. CPP also lends itself to 
arbitrary source code manipulations that compiicate understanding of the program 
by both software engineers and tools. The header files and their interdependencies 
form include hierarchies. .As with any other parts of a software system, an include 
file hierarchy grows with a project as features are added, or refined, and eventually 
becomes large and complex. When an include file hierarchy is sufficiently cornplex, 
it is hard for progammers to find out exactly why a file must be included. Since 
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including a file that does not contain useful information is usually harmless, the 
tendency is to include enough files so that the code will compile. For large projects, 
this practice may even be institutionalized by providing global header files that 
simply inciude the world. This practice simplifies programming at the extra cost 
of compilation overhead due to the processing of unneeded include files. 
In large software systems, file inclusion. conditional compilation and macro 
substitution are closely related and are often largely interleaved. 
The designer of C++, which shares C's preprocessor, also noted these problems: 
"Occasionally. even the most extrenie uses of CPP are useful, but its facilities are 
so tinstructiired and intrusive that they are a constant problem to programmers. 
maintainers. people porting code, and tool builders." 
Many of the problems discussed above can be attributed to the Iack of program- 
ming tools associatecl with rnanipulating and managing conditional compilation 
logic. Other than the actual preprocessor itself, many programming tools. such as 
debuggers and progamming editors, are not able to process the conditional com- 
pilation logic and keep track of the individual threads of compilation and screen 
out sections of code that aren't being compiled. 
Tools and. to a lesser degree, software engineers have three options for coping 
with CPP. They may ignore preprocessor directives (including macro definition- 
s) altogether. accept only post-processed code (usually by running CPP on their 
input), or attempt to emulate the preprocessor. 
lgnoring preprocessor directives is an option for approximate tools (such as 
t hose based on lexical or approximate parsing techniques), but accurate information 
about function extents, scope nest ing, declared variables and functions, and other 
aspects of a program requires addressing the preprocessor. 
Operating on post-processed code, the most common strategy, is simple to 
irnplement, but then the tool's input differs from what the programmer sees. in- 
formation is lost in the mapping back to the original source code ( 3 3 7 3 i * ' " ,  which 
is an undesirable and error-prone situation. .A tool supplied with only one post- 
processed instantiation of the source code cannot reason about the program as a 
wtiole. only about tlmt version that resiilts from one particular set of preprocessor 
variables. 
The thircl option. cmiilating the preprocrssor. is fraught with difficulty. Macro 
definitions consist of complete tokens but need not be complete expressions or 
statements. Condit ional compilation and alternative macro defini tions lead to very 
different results from a single original program text. In many situations, some sort 
of preprocessing or CPP analysis can produce iiseful answers. This is the focal point 
of this project, to which tools were developed to analyze preprocessor directives. 
1.2 Research Goals 
The objective of this project is to develop facilities that will allow code explo- 
ration and understanding, in the presence of numerous preprocessing directives. 
Program understanding and exploration tools obtain the data by ~a r s ing  source 
code. We rnust therefore ensure tliat such parsing can ertract every detail of 
preprocessor directives. The first step of the project is to design a CPP paner. 
which takes into accoiint the full complexity of the preprocessor grammar. 
The second step of this project is to design an analysis tool for include de- 
pendencies. This includes: (1)displaying the dependencies among include files 
in graphitai forms, (2)inferring the conditions of such dependence relationships. 
(3) providing ways to groiip files ancl rcfine the structure of hierarchies. 
The third step of this project is to design an analysis tool for conditional pre- 
processor directives. When conclitional compilation is uscd in a program, the actual 
file compiled is only one of many possible versions of the source code. each deter- 
rnined by a particular setting of conditional compilation variables. The compiler 
does not care about the parts of the rode that are not included in the particular 
compilation. However. program comprehension and reverse engineering are con- 
cerned with the understanding of al1 the information in a source code. Effective 
tools should therefore be able to show al1 entities in a system along with informa- 
tion about which states of conditional compilation variables permit that entity to 
be considered by the compiler. The purpose here is to find al1 the conditions for 
each possible version. 
The fourth step of this project is to collect and analyze large software systems 
and improve the analysis tools based on the experimental data. 
The remainder of this thesis is organized as  follows. 
Chapter 2 surveys related works. 
Chapter 3 defines the information to be collected and analyzed. 
Chapter 4 tlcscribcs the techniques used in the project and some details of 
implementation. 
Chapter 5 presents experiment results of a case stucly on Linur kernel. 
Our conclusions and fiitiire work are disciissed in Cliapter 6. 
CHAPTER 2 
LITERATURE REVIEW 
C/C++ preprocessor usual ly feat iires mechanisms to include files, to condi- 
tionally include a block of code, and to perform niacro substitutions. We could 
not find other study tledicated to C/C++ preprocessor and covering al1 the above 
three aspects. However. we clid finci some resenrch work on other preprocessors or 
concentratecl on one individual featiire of C preprocessor. 
2.1 Conditional Compilation Related Work 
Conditional compilation is not r~stricted to C and C + + .  its use in otlier lan- 
guages such as FORTRAN and COBOL has increased to the point where new 
standards have been proposed which include conclitional compilation ['-'? Fur- 
thermore, the power of this technique has resulted in published examples of using 
conditional selection in Xda and Java. and has prompted some Pascal and BASIC 
compiler vendors to retrofit conditional compilation capabilities into their product- 
[l.l..iO] 
Much related work has been performed over the past ten years in the area of 
condi t ional compilation ['O* 13*35.387391 - 
Some et al [39] discussed difficulties when parsing code with conditional compila- 
tion. They analyzed software systems written in a proprietary language called Mitel 
Pascal with extensive use of conditional compilation. Their research obiect ive is to 
parse source files to extract al1 the information. Their basic assumption is that an 
invalid progam cannot be completely parsed. one only wants to consider variants 
of the source code that are syntacticaily correct. The straightforwd way is 1) 
to find al1 the combinations of conditionni compilation variables and their possible 
values, and 2) to parse the source code repeatedly with each of these combinations. 
This will guarantee that each section of the source code be parsecl: itlthough rnany 
sections will clearly be parsed mnny tinies. The problern w i t h  this crliaiistive pars- 
ing is that the time ancl resources needed to parse large software systenis may be 
qui te significant. They proposecl an optirnized miil t i-parsing nlgori t hm based on 
the following fact: 1) The objective is to extract al1 the inforniation from code 
files. Therefore situations ivhere conditional compilation directives art. skipped are 
not pertinent unless not doing n siicli skipping indiices errors. 2 )  Some directives 
may be independent enough to be parsed together even if their conditions cannot 
be logically true at the same moment. 3) Erroneous situations can be skipped 
once detected. The principle of this optimization is to analyze as many conditional 
compilation directives as possible during a single parse. Starting with the set of 
al1 the conditions in a source file, the idea is to build subsets of syntactically com- 
patible conditions using the dependency and the inconsistency relationships. The 
approach is based on heuristics. Tests show that there is a gain with the optimized 
approach. However the optimized approach may fail for certain source files with a 
particular use of conditional compilation directives. 
Pearse et al [351 discussed t heir experiences using condi t ional corn pilat ion. wi t hi n 
the multi platform parallel development model. to create portable, scalable software 
systems and describecl a tool that was developed to help understand code contain- 
ing conditional compilation. They showed the conditional compilation structure of 
a source file by generating a graphical representation. They also cornputed sorne 
metrics (lines of input source code. lines of conditional compilation logic. num- 
ber of conditional logic branches and number of preprocessor variables) in order 
to evaltiate conditional compilation complexity. They surTest t hat the problem- 
s of measuring and managing contli t ional cornpilat ion complexi ty are parallel to 
those of measuring and rnanaging traditional source code cornplexity. That is. the 
complexity of the code is influenced by such characteristics as the number and 
nesting of conditional compilation statements, the number of conclitionnl compi- 
lation branches, the complexity of the logical expressions used in those branches. 
and the number and span of preprocessor variables used in the logical expression- 
s. However, as mentioned in this article, measuring the complexity of conditional 
compilation is not well defined yet. more research and better measures are needed 
to quanti- conditional compilation. To help manage conditional compilation. they 
compiled a list of coding standards and guidelines frorn existing literature which 
descri bes the problem and recommended guideiine. 
J.M. Favre [12*'31 presented an approach to the problem with conditional com- 
pilation by introducing APP. an abstract language semantically equivalent to CP- 
P but based on traditional progamming-in-the-small concepts. The use of ab- 
stractions considerably increases problem comprehension and solutions can be de- 
rived directly from existing techniques like slicing, program specialization or inter- 
procedural data flow analysis. He argued that rigorous descripticn of the semantics 
of this language rnakes it possible to develop reliable reverse engineering tools 
D. Epstein discussed benefits of Fortran 90 Conditional Compilation Facility 
(CCF) which avoids problems with CPP conditional compilation. CCF is a line- 
based language that can easily be adapted to otlier programming languages. 
Snelting's approach involved rediscovering code configuration structure by 
computing a concept lattice based on conditional compilation directives. The struc- 
ture found may then be used to assess the code structure and help reorganizing 
it. 
2.2 Include Dependency Related Work 
The exploration of relationships among include files is an example of software 
reverse engineering. Such kind of research is of particular interest to big telecom- 
munication companies. 
Vo et al from AT&T Bell Laboratones presented a tool, Incl. which could be 
used to generate textual or graphical representations of relationships among include 
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files. One basic assumption is that the generated code will romain the same with 
or wit hout unused declarations which cannot influence program behavior. The ob- 
jecti re is to detect and ignore include files that consist only of unused declarations. 
Determining when files are needed for compilation requires knowledge of reference 
relationships among synbols. Their C information abstractor creates a C pro- 
gram database from C source files that stores the reference relationships between 
al1 global program objects (types. rnacros, functions, variables, and files). Based 
on the extractecl reference relationships, they described a set of conditions under 
which include files coiild be safely ignored during compilation and implemented a 
linear time algorithm to compute siich files. Elirriinating unused incliide files can 
save compile time. Deleting include files is inherently dangerous because header 
files are usually shared. Incl is scipposed to be used in conjunction with a smart 
C preprocessor to ignore iin~ised include files during compilation. This approach 
is different from the standard practiw of using #ifndef 1 0 0  to avoid multiply 
included files. 
2.3 Macro Related Work 
Macro related work is concentrated on analysis of macro expansion and substi- 
tution. Such work is based on token analysis of macro definition and/or of user 
code that invokes those rnacros. 
In Pi]? Livadas et al examined problems associated nith source code containing 
preprocessor constructs. They defined some useful mappings lrom tokens in the 
preprocessor's output to the source file(s), and proposed that by captuting these 
correspondences, an interna1 program representation can be built which allows for 
the use of maintenance techniques including program slicing, ripple analysis and 
dicing. They discussed ANSI C preprocessor macro substitution and explained the 
modus developed to handle them in GHINSU. an integrated maintenance environ- 
ment for ANS1 C programs. 
.\nother research effort on macro analysis is the categorization of macro defini- 
tion bodies ['% 
In ['I, Ernst et al developed a franiework for analyzing the piirpose of macros. 
Their locus is on rnarros as definition and their uses. They gave a report on their 
analysis of 2'7 packages comprising 1.2 million lines of publicly avaihble C code. de- 
termining how the preprocessor is used in practice. Extracted information includes 
the percentnge of original C source code lines that are preprocessor directives, and 
how often ench rnacro is defined and expanded. In general identifiers are defined 
relat ively few t imes. They were particiilarly interested in determining the frequen- 
cy of use of macros that are difficult to con~er t  o other langtiage features, such as 
those that string together characters as opposed to maaipulating lexeme or syn- 
tactic units (less than one third of one percent of dl macro definitions), those that 
expand to partial synt ac tic units siich as un balanced braces or partial declarations 
(half of one percent). and others not directly expressible in the programming lan- 
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guage (about four percent). While in [351, Pearse et al outlined patterns of macros 
as preprocessor variable used in conditional compilation direct ives. 
In this chapter, a ntimber of interesting articles on conditional compilation. 
include dependency and macro analysis are presented. From the survey, we found 
that: 1) there is a strong need for better programming tools to help understand 
preprocessor logic. 2 )  the research has riot been accomplished yet. more research 
are needed. 3) the probiems involved in preprocessor directives are relevant to 
software development and maintenance in  al1 industrial programming languages. 
We ccnn take advantage of existing techniques. Some techniques such as parsing 
techniques, static analysis techniques presented in these literatures are found to 
be very uscful for the analysis of C/C++ preprocessor directives. We eeltend the 
research by taking advantage of ot her techniques such as symbolic execution and 
control flow analysis. This is reflected on the extraction of include dependencies 
wit h the condit ion of compilation expressed by the preprocessor variables. 
CHAPTER 3 
DESCWPTION OF OUR APPROACW 
A software view is a representation of software or a report about software. -4 
software view may be for human viewing or not. but it typically is a significant 
interim representation of software that humans may want to see. View information 
means the specific information in a view, or the information base of knowledge 
decornposed from information in the view PI. 
Exnmples of softw;ir~ virws arc specifications. source code. nieasiirements. re- 
ports cleriv~d from stiitic source rode analysis. and test data used to characterize 
software behavior. 
The information hase is the repository of information about the software. In 
this rhapter. tve define software view information about preprocessing directives. 
Preprocmsing directives are lines in programs that start with '#'. The 3' 
is followed by the ihntifier for the directive name. Table 3.1 lists preprocessing 
directives. 
The preprocessor directives can be categorized into four groups: conditional 
compilation directives, file inclusion. rnacro definition and "other" directives for 
the rest. In general. the 'cjther" directives are rarely used. In this project, the 
analysis is focused on the first three groups. In the following rve outline al1 the 
Table 3.1: Preprocessor directives 
#.assert #CPU #define #elif 
#else #error #ident #if 
#ifdef #ifndef #import #inchde 
#includenext #line #machine #pragma 
#pragma once #sustem #unassert #undef 
#warning 
1 #ifndef VARIABLE 1 VARIABLE is not defined 1 
Table 3.2: .\%SI C conditional compilation directives 
directive 
#ifdef VARIABLE 
information and data to be extract cd from the code. 
code is selected under condition 





3.1 Compilation Condition 
ANSI C supports six different conditional compilation directives, which are 
described in Table 3.2. Condi tional compilation directives test for the existence 
or values of preprocessor symbolic constants. By changing the definition of the 
preprocessor variables in conditional directives. one can change the way the code 
is preprocessed. 
.A conditional compilation directive involves a boolean expression followed by 
some source code. The source code is compiled only if its associated boolean 
EXPRESSION non-zero 
EXPRESSION non-zero 
matching #ifdef, #ifndef. 
#if statement is not selected 
end of conditionai compilation . 
expression evaluates to true during a pre-processing process. The evaluation of a 
condition depends on values assigneci to conditional compilation variables. 
In this project, the analysis of conditional compilation is emphasized on extrac- 
tion of compilation conditions. There are two ways to express conditions. One is 
to express them as the constraints on the initial values of preprocessor variables. 
The other is to express them as the expression associated with the final values of 
preprocessor variables right before the evaluation of the condition expression. Both 
kinds of conditions are very useful. the first one is ht4pful t'or programmers to reuse 
the code. the second orle is helpfiil For progranirrim to iiriclerstand the code. 
#ifdef --FIRST,, 
tdef  ine ,,SECOND,, 1 
telse 
#def ine -,SECOND,, 2 
#endif 
#if ,,SECOND,, == 2 
code segment 1 
telse 
code segment 2 
tlendif 
For example, in the above code, the condition under which code segment 1 
is compiled, expressed as the constraints on initial value of preprocessor variable, 
should be: 
! defined ,,FIRST,, 
Expressed as the constraints on the final value of preprocessor variable right 
before the evaluation. it shoulci be: 
These are two completely different ways to think about the condition. The first 
one gives the requiremcnt of initial values. tvhat the programmer should put into 
the makefile to cornpile that code. The second onr gives the final constraints on 
variables, nhich is the intention of the original programmcr to nsk such code tu  bc 
compiled. One is the real coridition. another is the intended condition. 
Based on the above abstraction. we dcfine t hree concrete goals to achieve. xhich  
are: for any given prrprocessor directive or C/C++ source code line. 
a quickly finding one siifficient condition to reach/conipile it 
a finding the full condition to reacli/compile that code line 
finding the complete intended condition 
3.2 Macro Identifier Classification 
Conditional directives are useful in connection with macros, because those are 
the only ways that an expression's value can va. from one compilation to another. 
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Macros are created using the #de f ine preprocessor directive in C source files or in 
the header files, or as an option on the compiler command line. When a macro iden- 
tifier is used in a program, it is replaced with the macro body during preprocessing. 
iLlacros may also be undefined, using preprocessor directive #unde/ .  
C's preprocessor macros can be either parameterized or non-parameterized. Pa- 
rameterized rnacros require a list of comma-separated arguments inside a pair of 
brackets, and are rnost cornmonly used to give the concise notation of a function 
call, whilst retaining the efficiency of in-line code. Yon-parameterid rnacros are 
textual replacements for a single identifier, and are most corrimonly iised for syrn- 
bolic constants. Xccording to their different usage, macros iclentifiers can be put 
into three categories: 
rn constant definition 
a function definition 
rn conditional compilation 
In the study of conditional compilation, macros which only serve as constant 
definition or function definition are not very important, since they will not effect 
the control flow of compilation. Most important are those rnacros which appear in 
the conditional preprocessing directives. These macro identifiers are called prepro- 
cessor variables. Another important type of rnacros are those indirectly used by 
conditional compilation, an example is shown in Ggure 3.1. 
#define BUFSIZE 1020 
#define TABLESIZE BUFSIZE 
#if TABLESIZE > 1024 
cpp context 
#endif 
Figure 3.1 : Evlacro identifier indirectly used by condi tional directive 
Although BUFSIZE does not appear in a conditional directive, it appears in 
the body of a rnacro which is used by conditional directives. BU F S I Z E  is called 
an indirect preprocessor variable. Also. if a macro identifier occurs in the body 
of mot her indirect prpprocessor variable (macro) . it is an indirect preprocessor 
variable. 
Preprocessor variables have rnany uses, one of which is as file inclusion guarder. 
Very often. one header file includes another, it can ensily result that a certain header 
file is included more than once. This may lead to mors, if the Iieader file defines 
structure types or typedefs, and is certainly wasteful. Therefore. programmers 
often wish to prevent multiple inclusion of a header file. To prevent the content of 
an include file from being included twice, the header file is wrapped with conditional 
iogic to test for a previous inclusion. 
The standard way to do this is to enclose the entire content of the file in a 
conditional, like in figure 3.2. 
The macro L IrVLTdY-CONFI G H  indicates that the file has been included 
once alread-. When t his file is scanned for the first tirne by the preprocessor, the 
Figure 3.2: Use pattern of preprocessor variable as safe guarder 
spmbol LIiVIIX-CONFIGH is not yet defined. The #if nde f condition suc- 
ceeds and #incl ude are scanned. In addition, the synibol L1iVLI.Y-CON FIG H 
is defined. 
When this file is scanned for a second time diiring the same compilation. the 
symbol L I N K Y C O N F I G H  is defined. ;\II information between the #if nde f 
and #endi f directives is skipped. 
The symbol name L I N U X C O X F I G H  serves in this context only for recog- 
nition purposes. Pr~processor variable L I1VU.Y-CON F IG'H is called a safe 
guarder. To extract such usage of preprocessor variables. a pattern extractor \vas 
implemented. By coniparing the terminal and nonterminal. one can identi& the 
use of safe guarder pattern. Usually, the preprocessor variables used as  safe guarder 
are not defined at the beginning of the compilation. 
Another usage of preprocessor variables is as platform selector. Sorne macros 
are predefined on each kind of machine. For example, on a V u ,  the name 'vax' 
is a predefined macro. On other machines, it would not be defined. Many more 
rnacros are defined by system header files. Different systems and machines define 
different macros. or give them different values. I t  is useful to test these macros 
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with conditionals to avoid using a system feature on a machine where it is not 
implemented. Macros iire a common way of allowing users to customize a program 
for clifferent machines or applications. Macros can be defined or undefineci with '-D' 
and '-UV command options when one compiles the program. hl1 those predefined 
macros and those variables nced to be defined in a configuration file or a makefile 
are categorized as platform selector. These rnacro identifiers are never defined in 
the source code. 
.-\II the ot her preprocessor variables are classified in the &'other preprocessor 
variable" category. 
To gain a better understanding of how preprocessor variables are used. we wrote 
tools to categorize the usage of rnacro identifiers and collect statistics of ciifferent 
usages. 
3.3 Include Dependency 
.A source file rnay include a number of header files (.h). which themselves also 
include other header files. The possible sequence of includes between these files is 
depicted in an include dependency graph. For each source file, a file dependency 
graph can thus be built. Some files can be included more than once through 
transitive relat ionships. 
De f initim : A include graph is a triple G = (V, E,  r ) ,  where V is the set of files 
including an initial file r ,  each node of an include g a p h  corresponds to a distinct 
header file. Let c be a vertex of the control flow graph of u that contains an include 
directive to u. Then E is the set of all directed edges between two nodes ( u  + v. c). 
Files cari be further distinguished by file instances. A instance depends on the 
inclucie sequence. The file instances of an include graph are defined below: 
Definition : Let G(K E) be a include graph where V is the set of files including 
an initial file and E is a set of pairs (u. a j .  The edge e = u -t u denotes include on 
v within file u. The vertex c is a vertex of the control flow graph of u that contains 
an include directive to L?. Then, the set of file instance is defined recursively: 
a the initial file h;u: a single instance 
0 let ( I L  -t u.c)  E E and u, be an  instance of i;. then. a,,., is an instance of v 
.An incliicle dependency graph(1DG) is an abstract graph mode1 of the header 
files of a system source code and th& depends-on relationships. Each node of an 
IDG corresponcis to ;i distinct header file. and a directed edge between two nodes. 
say s and y. represents the fact that file x depends on (includes) file y. 
Def in i t im  : .A include dependency graph is a triple G = (F, I. r). where 
a F is a finite set of files 
a I c (F x F) is the include-dependency relation, i.e., a pair < u ,  u >E F 
exists iff file u includes file u; and 
a there is a path in F connecting the root file. r E F ,  to every file 
The above definition captures two +,ypical properties of flow graphs: there is a 
specific node a t  which to begin. ancl every node is accessible frorn this initial node. 
At the bot tom of the graph. one finds low Ievel interface files that do not include 
any other file. At the top of the graph, one finds files that are never included by 
any other file. 
The file include graph without recursion (i.e., a clirected acyclic graph) c m  be 
transformed into a tree of file instances by a depth-first search traversal of the 
include graph. Back-etlges iri the include graph corresponding to recursive includes 
can be detected by marking verticer ns visi ted diiring the dept h-first traversal. 
Note that, since tliis is only a static graph. the potential impact of conditional 
compilation statements are not taken into account. In renlity. this is not cornpiete. 
Each oriented arc is associateci tvith a condition. !f the condition is altvays truc. it 
implies that one file tiriconditionally (always) inclucles another file. which is a strong 
dependency. If the condition is always false. it implies that this connection should 
be removed. In ot her situations, one gets the constraints of preprocessor variables 
to include the file. The IDG with each oriented arc decorated with compilation 
condition can become a starting point for refining the include hierarchy. 
In this project, we not only generate the include dependency graph, but also 
provide the condition of each dependency relationship. 
3.4 Metrics 
The summary statistics provicle a good objective b a i s  for the cornparison of 
different programs. 
In order to quantify interna1 attributes of software, metrics have been defined 
on code, control fiow graph and include depenciency graph. 
The metrics suite selected contains: code met rics. graph met rics. reuse metrics, 
and complexity metrirs. The definitions of those metrics are given below. 
Code metrics. The metrics clefintri o n  soiirrr code inclildes the niimber of each 
different type of directives: 
a numher of #indude directives 
a number of #defines 
a number of #conditional directives 
Grczph metrics. These metrics clefined on include dependency graphs can be 
divided into two main classes: size metrics e.g. 
a number of nodes 
number of edges 
and structure metrics e.g. 
0 nesting depth and width 
These metric values help understanding the static dependencies. 
Reuse metrics. A lot of metrics fa11 into this category: 
Metrics defined on macros such as: 
0 number of macro identifiers 
0 number of preprocessor variables(rnacro symbol used in conditional direc- 
t ives) 
a number of safeguards 
number of platform selectors 
Metrics defined on conditions such as: 
0 number of' different preprocessor variables involved in the condition 
a nurnber of nested conditions 
bletrics defined on included files such as: 
0 fan-in of header files 
0 fan-out of header files 
The fan-in gives the number of files that include a particular file- and the fan-out 
is the number of files included by a file. These metrics show file level coupling 
characterist ics. Metrics defined on system include: 
a total number of include files 
a number of distinct include files 
0 number of high level include files (the root file of IDG) 
0 number of low level include files (the leaf file of IDG) 
Complexity metrics are metrics that measure size or logical structure of the 
software. One of the most commonly used coniplexity metric is 
ot lier examples are: 
nrimber of preprocessor directives 
a lines of ordina- C/C++ code 
In this chapter, we have defined different analysis view information. Views can 
be grouped into four classes PI: 
0 Class 1: nonprocedural, and/or meta-oriented views 
0 Class 2: pseudo-procedural, and/or architect ural-oriented views 
0 Class 3: highly procedural views, or close derivatives 
a Class A: analysis views that may accompany any other view 
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Compilation condition and macro classification is Class 3 view; include dependency 
falls into Class 2; metrics are derived by analyzing software, which fa11 into Class 
A. 
CHAPTER 4 
TECHNIQUES AND IMPLEMENTATION 
In figure 4.1, the system architecture of the tool built can be seen. 
Figure 4.1: System architecture of the tool 
The system consists of four phases: parsing, abstract synta'r tree traversal, 
symbolic execution, and flow graph analysis. Multiple view information is extracted 
from source code and stored in the information base for further external analysis. 
4.2 C/C++ Preprocessor Parser 
In order to extract information we have fint to represent code in a data struc- 
ture. The analysis starts by abstracting the source code into an Abstract Syntax 
Tree (MT).  The AST is a tree-based representation of the tokens contained in the 
source code. 1 t provides an  exact representation of the source code. The advantages 
of this representation are: 
0 it does not reqiiire any overhead to be compiited as it is a direct product of 
the parsing process. and 
a it can be easily annlyzed to compute sewral data and control flow program 
properties 
Creating the AS'T is a three-step process. First, a grammar and an object (domain) 
mode1 must be ïiesigned for the programming language of the subject system. 
The second step is to use the parser on the subject system to constriict the AST 
representation of the source code. Once the .UT is created, further steps operate 
in an essentially Ianguage-independent fasbion. 
In this project we choose JavaCC(Java Compiler Compiler) to generate the 
C/C++ preprocessor parser. JavaCC is a compiler generator that accepts language 
specifications in BNF-like format as input. The generated parser contains a lexical 
analyzer and a s y t m  analyzer. The lexical analyzer "7'okenManager" is used 
to group characters from an input stream into tokens according to specific niles. 
Figure 4.2: A sample AST 
The syntax analyzer in .JavaCC is a reciirsive-clecerit LL(k)  parser. This type of 
parser uses k nuniber of lookahead tokens to generate a set of niutually exclusive 
productions. which recognize the language. 
Generating C/C++ preprocessor parser has three steps: 
0 a BNF-like grammar for the preprocessor was written 
then J.Jtree was used to build the Abstract Synta'r Tree 
0 finally. JavaCC (Java Compiler Compiler) was used to automatically generate 
the C/C++ preprocessor parser 
-4 sample M T  for a C/C++ code is given in figure 4.2. Nodes of the AST are 
represented as objects. The AST nodes faIl into two categories .-IST'ionTerminal 
nodes and .-ISTTerminal nodes. ,411 the Ieaves iri .UT are ASTTerminal nodes. 
4.3 Information Extraction from Abstract Syntax Tree 
h syntau tree depicts the natural hierarchical structure of a source program. 
The next step cissociat es wi t h semant ic interpretation ancl dependence analysis. At 
this step. some interniediate niodels and formats are defined. which are specified 
in the same way for al1 source langiiages. so that the çubsequent analysis tools 
need not know about the language icliosyncrasies. The intermediate information 
extraction process corresponds to a depth-fist traversal of the abstract syntax 
tree that starts a t  t hr  rtmt.  visits a node beforc its childrcn. ancl recursively visits 
chilciren at each nodr in a left-to-right order. 
There are four con1 cornponents related to directly extracring information from 
MT. Table 4.1 lists rriodiiles' names ancl corresponclirig functionality. Each niodule 
defines numeroiis oprrations on the AS?' nodes. Most of these operations need to 
treat different notles iri different ivays. Dist ribii ting al1 t hese operations across the 
various node classes l~acis to a system that's hard to understand. maintain. and 
change. I t  is better if each new operation can be added separately. and the node 
classes are independent of the operations that apply to them. The methodology 
used here is to develop visitors for each operation. E. Gamma et  al P61 have given 
a detailed introduction to the uisitor design pattern. 
With the visitor pattern, one defines two class hierarchies: one for the elements 
being operated on and one for the visitors that define operations on the elements. 
Figure 4.3 gives the node hierarchy, figure 4.4 shows the visitor hierarchy. 
Table 4.1: Core cornponents of source code analysis process 
Figure 4.3: ..ST node hierarchy 
Module 
laclude dependency Graph Generator 
Macro Variable Analyzer 
Control Flow Graph Generator 
Metrics Extractor 
Functionali ty 
Generate static include hierarchy graph 
annotate edge by compilation condition 
Classify macro variables 
Derive control flow from AST 
Count corresponding variables 

public Object doVisit(Node t, Object data) { 
initvisit 0 ; 
Object O = t. jjtAccept(this,data) ; 
return f inalizevisit (O) ; 
> 
Figure 4.5: blethod doCIisit 
protected Object visitlonTenninal(Node t , Object data){ 
for  (int i = O; i < t.jjtGetNumChildren0; i++ ) { 





Figure -1.6: Met hod visitNaTerrriincl1 
First an abstract parent class p.lbstrnctl-isitur for al1 visitors of an abstract 
syntax tree is needed. Xbstract visitor defines dol'isit method (figure 4.5) which is 
the only method invoked externally. Class p.-lbstractCVisitor must also declare an 
operation for each node class. It uses a uisitiVonTermina1 method (figure 4.6) to 
visit NonTerminals and a uisitTerrninnl method to visit terminal nodes. Met hod 
uisi tNaTerninal implements a recursive left-to-right depth-first traversal. 
The uisitor pattern relies on a technique called double dispatching [6-"l. Using 
this technique. one can ensure that the method executed by a message sent. depends 
Cenerate-Include-CraphCAST-of -f ile-i) 
1 construct node i i n  IDG for file i 
2 if f i l e  i includes f i l e  j an oriented a d f - i ,  f-j)is created 
Figure 4.7: Algorithm for &nerating static include dependency graph 
public Object visit (ASTStart t , Object data) { 
construct a node in IDG for this f i l e  
> 
public Object visit(ASTDirectiveInc1ude t ,  Object data){ 
create  an oriented arc from the node of the 
current f i l e  t o  the node of  included file 
> 
Figure 4.8: Visit methods defined in IDGConstructor visitor 
not only on the riintime value of the receiver. but also on the value of the message's 
argument. 
Our four core components described in Table 4.1 are four concrete applications. 
Each defines its operation by adding a new subclass to the uisitor class hierarchy. 
Include dependency graph is built by traversing the XST and capturing each 
#inchde statements. For each #inchde statement, one directed edge from the 
analyzed file to the included file is generated. The algorithm to generate the static 
include dependency graph is given in figure 4.7. 
The above algorithm is easity implemented via the visitor model. Figure 4.8 
displays visit methods defined in I D G C a s t r z ~ t o r  visitor. 
Figure 4.9: Class relationships in control flow graph design 
-4 control flow graph (CFG) for a header file consists of nodes which represent 
single-entry. single-exit regions of erectitable code and eclges which represent pos- 
sible execiition brandies between code regions. Formally CFG is a quadruple (.V. 
E. c,,  v , )  where iV is the set of nodes. E is the set of edges. c ,  is the entry node. 
and L?, is the exit notle. The control flow of the preprocessor directives is similar 
to. but simpler than the one of ordinnry programming langunge. There are macro 
definitions similar to assignment statements, file inclusions similar to function cal1 
statements, conditionxl directives similar to the branch statements. but there is no 
analogue to loop statrments. Furthermore, variables in preprocessor are al1 global. 
The nodes in CFG are typed. 
CFG-iVode-Types = Preprocessm Directives U RegularLine 
Figure 4.9 illustrates class design of control flow graph. The construction of 
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control flow graph follows its definition. For each ;LSTDiredzue node, a corre- 
sponding CFG node is generated, while traversing the MT, dirededEdges are 
also added to the ControlFlouGraph. The algorithm is easily irnplemented as 
uisit methods (see figure -1.10). 
Macro variable analysis is based on pattern matching. For example, figure 4.11 
gives the implementation of the algorithrn to find al1 the direct preprocessor vari- 
ables. 
Code nietrics compiitation is based on coiinting different .UT nodes. 
Generally speaking, a client that uses the oisifor pattern must create a Concrete- 
IlPisitm object iincl then traverse the object structure. visiting each elcment with 
the risitor. When an element is visitecl. it calls the uisit operation that corre- 
sponds to its c l s s .  The element supplies itself as an argument to this operation 
to let the cisitor access its state, if necessary. L s i t m  cleciares a visit opera- 
tion for each ciass of ConcreteElement in the object structure. The operation's 
name and signature identifies the class that sends the visit request to the uisitw. 
That lets the visitor determine the concrete class of the element being visited. 
Then the uisitor can access the   le ment directly through its particular interface. 
CmmeteVisi tor implements each operation declared by visifor. Each operation 
implements a fragment of the algorithrn defined for the corresponding class of ob- 
jects in the structure. ConcreteVisito~ provides the context for the algorithm and 
stores its local state. This state often accuniulates results during the traversal of 
public Object visit(ASTStart t, Object data){ 
generate a new ControlFlowGraph g; 
generate a CFGStart node v-s, 
add v-s to g ; 
set it to be initial node of g; 
visit each child of t; 
generate a CFGEnd node v-e after al1 the children have 
been visited; 
generate directedEdge frorn previous nodes to v-e 
and them to g 
> 
public Object visit(ASTDirectiveDefine t, Object data){ 
generate a CFGDef ine node, 
visit txhild to set attributes of CFGDefine node 
add the CFGDefine node to the ControlFlouGraph 
construct a directedEdge from each previous node to this node, 
add the generated directedEdge(s) to the ControlFlowGraph 
> 
public Object visit(ASTDirectiveUndef t, Object data) 
. * .  
public Object visit(ASTDirectiveInc1ude t, Object data) 
. . . 
public Object visit(ASTDirectiveErr0r node, Object data) 
. . . 
public Object visit(ASTDirectivePragma node, Object data) 
. . . 
public Object visit(ASTDirectiveLine node, Object data) 
public Object visit(ASTRegu1arLine node, Object data) 
public Object visit(ASTDirectiveConditiona1 t, Object data) 
public Object visit(ASTierminal1f node, Object data) 
public Object visit(ASTTerminal1fdef node, Object data) 
public Object visit(ASTierminal1fndef node, Object data) 
public Object visit(ASTTerminalE1if node, Object data) 
public Object visit(AS'iTerminalE1se node, Object data) 
public Ob ject visit (ASTïerminalEndif node, Object data) 
Figure 4.10: Methods defined in GenerateCFGl7isitor 
public  Object visit (ASTIdentif i e r  t , Object data){ 
if t-ancestor is an conditional expression 
Identier t is  d irec t  preprocessor variable;  
> 
Figure 4.1 1 : Algori t hm used in finding direct preprocessor variables 
the structure. Elemmt ( eg .  SimpleNode) defines an accept operation t hat takes 
a visitor as an argunient. ConcreteElement (e-g. .LST I ncl udeDirectiue) imple- 
ments an accept operatioii tliat takes a visitor as ;an argument. Objed structure 
can enunierate its elcnients. may provide a high-levrl interface to allow the ~isi tor  
to visit its elements. anri may either be a composite or a collection such as a list or 
a set. The oisitor pattrrn encapsulntes the operations for each compilation phase 
in n uisitor cssocint~d with that phcase. 
In this project, wr implemented 23 concrete AST visitors. Most of theni work 
for four core coniponmts tlescri bec1 in Table 4.1. 
4.4 Control Flow Analysis 
Definition : A flow graph is a triple G = (N' -4, s ) ,  where (N,A) is a (finite) 
directed graph, and there is a path from the initial node, s E N, to e v e l  node. 
.A flow graph is an abstract graph mode1 of a control flow graph wiih statements, 
and instructions inside each basic block. 
The definition of Aow graph captures two typical and reasonable properties of 
control flow graphs: there is a specific nocie at which to begin. and every node is 
accessible from this initial node. -An important restriction on flom graphs follows 
from the nature of branches in programs. 
De finition : A flow grapti G = (N, -4. .s) in which r = O ( n ) ,  where n = $N 
r = 1.3, is called a spnrse Bow grapli. 
In realit- virtually al1 How g a p h s  resulting from programs are sparse because 
(a) binary branching is generally used for control Row, (b) programmers use dis- 
ciplined and sparse control flow striictiires for conceptiial sirnpiicity. When no 
branching niore complex than b i n a i  is iised. r 5 'Zn. The signifirance of sparse- 
ness is refiected by algorithniic coniplesity. If sparseness is assumcd. O ( r )  = O ( n ) .  
De f inition : If r iincl y are t ~ w  (not nect.ssarily distinct) nodes in a flow graph 
G. then x dominatcs y iff ewry path in G from its initial node to y contains r. 
for conwnience, DOdl(y) = {rlx dominates g } ,  for each node g. 'iode x properly 
dominates y ifl'x # y and r dominates y. 
Vie say that z directly dorninates (or immediately dorninates) y iff (a) r properly 
dominates y, and (b) if r properly dominates y. and z # x, then 2 (properly) 
dominates z. 
The dominance relation of a flow graph G is a partial ordering. The initial node 
s of a flow gaph  G dominates al1 nodes of G. The dominators of a node form a 
chain (i.e., a linear ordering). Every node except s has a unique direct dominator. 
The graph of the reflexive and transitive reduction of the dominance relation of 
1 D(no):={no};  
2 fora11 n E V - {no} do D(n)  := 1.' 
3 while some D(n)  are changed do 
Lt fora11 n E V - {no} do 
5 D(71) := { n, U {np/<p.n>c ED(P)  1; 
Figure 4.12: Algorithm used in finding dominators 
a flow graph is a tree. There is an arc (x. y)  in the tree if and only if x directly 
dominates y, and there is a path from u to u in the tree if and only if IL dominates 
u. CVe sa? node d of n How graph dominates node n. written d dom n, if every path 
from the initial node of the flow graph to n goes througli d. Under this riefinition. 
evecy node ciominates itself. and the entry of a branch dominates al1 nodes in the 
branch. 
A useful way of presenting dominators' inforniation is in a tree. called the 
dominator tree, in which the initial node is the root, and each node d dominates 
only its descendants in the tree. 
The existeence of dorninator trees follows from a property of dominators; each 
node n has a unique immediate doniinator rn that is the 1 s t  dominator of n on 
any path from the initial node to n. In ternis of the dom relation, the immediate 
dominator m has that property that if d # n and d dom n, then d dom m. 
In figure 4.13 we show a flow graph and its dominance tree. In this project. we 
are going to use dorninator tree to get intended necessary condition to compile an' 
line of code. The controi flow in preprocessor is very simple, only branches exist. 
( a )  ( 6 )  
Figure 4.13: CFG example and corresponding dominator tree 
The conditional node is a decision point. Only conclitional nodes have more than 
one child in the dominator tree. other nodes have only one direct child. For eacli 
conditional node, there are at rnost three outgoing edges. which have the following 
possible pat h conditions: 
a the condition is true, or 
a the condition is false, or 
no matter the condition is true or false 
In figure 4.13 (b), we annotate the condition value on each edge, T for "condition == 
true", F for "condition == jalse", and N for nul1 condition. The necessary con- 
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dition to one node is the accumulation of the conditions along the path of the 
dominator tree from root to the node. 
4.5 Symbolic Execution 
Symbolic execut ion, sometimes referred to as symbolic evaluation, differs from 
the traditional sense of executing a prograrn. The traditional notion of execution 
requires that a selection of paths through the progam is exercised by a set of test 
cases. In synibolic esecution, actual data values are replaceci by symbolic values. 
Tradi tional programs execu te using inputs consisting of actual values. Symbolic 
execution. on the other hand. produces a set of expressions. one espression per 
output variable 
The most common approach to symbolic executiori is to perform an analysis of 
the program. resulting in the creation of a Aow graph, which is a directed graph 
containing decision points and the assignments associated with each branch. By 
traversing the flow graph from an entry point along a particular path. a list of 
assignment statements and branch predicates is produced. 
The resulting path is represented by a series of input variables, condition pred- 
icates and assignment statements. The execution part of the approach takes place 
by following the path from top to bottom. During this path traversal, each output 
variable is given a symbol in place of an actual value. Thereafter, each assignrnent 
statement is evaluated so that it is erpressed in terms of symbolic values of input 
variables and constants. 
At the end of the symbolic exmution of a path, the outputs will be represented 
by expressions in terms of symbolic values of input variables and constants. The 
output expressions will be siibject to constraints. A list of these constraints is 
provided by the set of symbolic representations of each condition predicate along 
the path. Analysis of these constraints may indicate that the path is not executable 
due to a contradiction. This infeasibility problern is encountered in al1 fonns of path 
testing. 
Partition analysis uses symbolic execution to identify subdomains of the in- 
put data domain. Symbolic execution is performecl on both the software and the 
specification. The path conditions are used to produce the subdomains. such that 
each subdomain is treated identically by both the progam and the specification. 
Where a part of the input doniairi cannot be nllocated to such a subdomain then ei- 
t ber a structural or functional (program or specification) fault has been discovered. 
Symbolic evaluation occupies a middle ground between testing data and program 
proving . 
Symbolic execution can be applied to preprocessing directives to achieve the 
analysis of conditional compilation. Most preprocessor features are active when 
enabled explicitly using preprocessing directives. 
The basic idea of symbolic execution on preprocessor directives is described in 
the following example. In executing the code 
#define ,,KERNEL,, 
code segment 1 
#else 
code segment 2 
#endif 
when J E R N E L - -  is either defined or undefined in the execution path, the pro- 
gram splits into two paths, one in which "de f ined X E R N E L - ' '  is asserted and 
code segment 1 is executed. and the other in wliich "! de f ined A 'ERNELL '  is 
asserted, and code segment 2 is cr~ciited. If .JiERilr EL-- is defined. only code 
segment 1 is chosen to be executed: if J i E R X E L - -  is iindefined. only code seg- 
ment 3 is chosen to be executed. Symbolic execiition represents many different 
execti t ions. 
Effective use of symbolic values reqiiires a capiibility for the simplification of 
symbolic expressions. and support for splitting a single execut ion pat h into multiple 
paths when symbolic boolean values are encountered in the conditional statements. 
The symbolic execution is conducted on the control flow graph (CFG) of pre- 
processor directives. The procedure is managed by an active node stack, which is a 
priority queue of Statein fos. Stafeinfo is a data structure containing a reference 
to CFG node, an attached symbol table. a history list of include directives and 
path condition. For different type of CFG nodes, the action is differcnt. 
Figure 4.14 shows class design of active node stack and attached state informa- 
Figure -4.14: Class design of state information 
tion (Statein f O ) .  
Description of information in CppStnte: 
PnthCondition keeps the ccirrent condition 
a Store is a syrnbol table to keep track of macro definition 
a a CFGInclude node stack is used to keep track of the return point of each 
file inclusion 
a String stack is used to memorize file names. 
an Integer stack, where a different number is assigned to each file instance 
To achieve different functionalities, we need to choose different algorithms. The 
strateg y design pattern is used to encapsulate different algorit hms and make t hem 
interchangeable. 
Figure 4.15: Class design of sy mbolic execut ion strategy 
public void execute(ControlFlowGraph,State) 
1 getFirst0 
2 vhile(currentIsVa1id~)) 
3 processcurrent O 
4 getNext () 
5 output 0 
Fipire 4.16: Symbolic execution strategy 
Figure 4.15 shows class design of symbolic esecution strategies. 
Figure 4.16 to figure 4.23 list al1 the algorithms used in the symbolic execution. 
The symbolic execution is based on the control flow graph (CFG) of preprocessor 
directive and file instance graph. The procediire is managed by an active node 
stack, which is a priority queue of CFG nodes. 
To find one sufficient condition to compile any given code line. we use breadth- 
first-search algorithm. Breadth-first-search is one of the simplest algorithms for 
searching a graph and the archetype of many important graph algorithms. It 
protec ted  void g e t F i r s t 0  
1 cons t ruc t  an active node s t ack  
2 push t h e  f i r s t  node of CFG and a t tached s t a t e  information i n t o  
t h e  s t ack  
Figure 4.17: Get the start point of the execution 
protec ted  void p rocessCur ren t~ )  
1 update t h e  a t tached s t o r e  of t h e  top node i n  the a c t i v e  node 
s t ack  
Figure -4.18: Update corresponcling store 
pro tec ted  boolean c u r r e n t I s V a l i d 0  
/ /  seek f o r  a l 1  the paths t o  a given node 
1 i f  ( s t a t e - in f  os .  isEmpty0 / /  no node t o  process 
2 r e t u r n  f a l s e  
3 e l s e  i f  ( t h e  top  node of s t a t e - in fos  is t a r g e t  node) 
//@van node found, make a union of pa th  conditions 
4 path-condition .dmp 0 
5 r e t u r n  t r u e  
6 e l s e  // continue t o  process 
7 r e t u r n  t r u e  
Figure 4.19: Validate current node for finding al1 paths 
protected boolean currentIsValid0 
// seek for the shortest path to a given node 
1 if (state-inf os. isEmpty0 1 // no node to process 
2 return f alse ; 
3 else if (the top  node of state-infos is target node) 
//given node f ound 
4 record path-condition 
5 return false 
6 else // continue to process 
7 return true 
Figure 4.20: Validate ciment node for shortest. path 
protected void output 0 
1 path-condition .dumpo ; 
Figure 4.21: Dump path condition 
protected void getlexto //DFS 
1 pop the stateinfo from the stack state-infos 
2 get the successors of the  current node 
3 put the successors into the head of the stack 
Figure 4.22: Find next executing element using DFS 
protected void getNext 0 //BFS 
1 pop the stateinfo from the stack state-infos 
2 get the successors of the current node 
3 put the successors into the tail of the stack 
Figure 4.33: Find next executing element using BFS 
Figure 4.24: Examples of BFS 
expands the frontier between discovered and undiscovered vertices iiniformly arross 
the breadth of the frontier. The algorithm discovers al1 vertices at distance k frorn 
s before discovering any vertices at distance k + 1. The algorithni uses a quriie to 
manage the vertices. There are three approaches in using BFS algorithm in oiir 
projects. Figure 4.24 and figure 4.25 illiistrate Iiow the  three approaches work. 
In figure 4.24, Ive assume ail four pnths are plausible (figure -I.N(a)). while in 
figure 4.25 we assume that only two paths are plausible (figure -1.25 (a)). 
The first approach is that the vertex is put into the queue each time it is 
encountered during the search. The ststus of active node stack S1 is depicted in 
fipire 1.21 (b) and figure 4.25 (b). The problern with the first approach is that the 
size of the stack monotonously increases due to the branching of CFG conditional 
node before the target node is reached. 
The second one is that the vertex is put into the queue only at the Grst time it is 
f a )  t b )  ( c l  i d )  
Figure 4.25: Examples of BFS 
encountered during the search. The content of active node stack S I  is depictetl in 
figiire 4.24 (c) and figiire 4.25 (c). In fact. the longer path is automatically thrown 
away by the algorithm. There is a problem with the second approach: if later the 
path is found to have an impossible constraint. the asstimption iinder which the 
longer path is thrown away become invalid. This path, longer than an infeasible 
path. may still be the shortest path. 
The third approach is to use two stacks to store nodes and at tached information. 
The first stack is an active node stack, same as the one used in the first two 
approaches. Now instead of simply ignoring the node visited already, we push the 
visited node into the second stack. The nodes in the second stack wilI not be 
further expanded, until the search in the first stack is exhausted. 
To find full path conditions to compile any given code line, we use depth-first- 
search (DFS) algorithm. For DFS, the strategy is to search deeper in the graph 
a3 
whenever possible. In DFS, edges are explored out of the most recently discovered 
vertex v that has unexplored edges leaving it. When a11 of these edges have been 
explored, the search backtracks to explore edges leaving the vertex from which u 
m s  discovered. This process continues until we have discovered al1 the vertices that 
are reachable from the original source vertex. If any undiscovered vertices remain. 
then one of them is selected as the new source and the search is repeated from 
that source. This entire process is repeated until al1 vertices are discovered. The 
algorithm uses a queue (stack) to manage the vertices. If the action of one node 
being put into stack is counted as one operation, the include graph of file without 
recursion (Le., a directed acyciic graph) can be transformed into a tree of file 
instances by ;i depth-first search traversal of the include graph. The total number 
of such operations is proportional to the number of nodes in its îully expanded 
executing tree. The big concern witti DFS strate= is performance. We propose 
two solutions to address this problem: 
0 initializing some preprocessor variables in the beginning of the symbolic ex- 
ecution. based on the knowledge of programs to reduce the branching 
simplifying the control flow graph 
The complete control flow graph of preprocessor directives keeps al1 the informa- 
tion of the code, which is far more than what we need to do conditional compilation 
analysis. This dramatically reduces the performance of the analysis procedure. In 
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some situations, for example in analyzing code with presence of file inclusion, a 
reduced control flow graph may be sufficient for the included file. However, the 
coniplete control Aow graph need to be reduced, sufficiently and çafel. Here are 
the rules: 
O al1 the control flow nodes, except macro definitions (#define, #undef), file in- 
clusions (#inchde) and conditional directives (#if, #ifdef. #ifndef. #elif), 
can be safely removed, since these directives will not change control flow 
a Xfacro definition notle (#define. #tindef), if the macro identifier is neither a 
preprocessor variable nor an indirect preprocessor variable, it can be safely 
removed 
0 conditional node (#if, #ifclef. #ifndef. #elif), if neither branch contains 
other nodes. it can be safely removed 
0 incliide nocles should never be removed 
4.6 Summary 
In this chapter ive have brieflp illiistrated the techniques and approaches used in 
the project. Some implementation details were also presented. For each approach, 
its advantages and disadvantages were discussed. 
CHAPTER 5 
EXPERIMENTS 
CVe have applied our tool to some large real software systems. Experiments 
were conducted on a Pentium III 500MHz with 5 l N B  RAM mnning Linu. 
Here the Linux kernel was chosen as a case study, since it is a large well con- 
structed and widely used system. 
Within the kernc.1 layer. Linux is composetl of five major siibsystems: the 
kernel(kerne1): the memory mnnager(mm). the virtiinl file system( f s ) .  the network 
interface (net). and the interprocess communication (ipc). This decomposition is 
quite close to the directory structure of the soiirce code. as shown in figure 5 .1 .  In 
linux-2.2.12 kernel there are 1630 C source files (.c files), nhich are distributed in 
127 directories: and there are 1273 header files tlistribtited in 78 directories. Sptem 
header files are in directory linur-2.2.l2/include. System header files declare the 
interfaces to parts of the operating system. Programmers includes them to supply 
the definitions and declarations to invoke systern calls and other libracy functions. 
5.1 Code Metrics 
Metrics can be used to extract dependencies between resources, where a re- 
source can be a subsystern. file, module. procedure. or variable. Several metrics on 
Figure 5.1: Dircctory structure of linux-2.2.12 
the preprocessing directives were calculatecl. and n graphical representation of the 
incliidc file tiierarchy for a given C source file was biiilt. Such metics can providc 
a starting point for iinclerstüncling e system architecture. 
ive first collect metrics for each subsystem of the kernel and each subsystem of 
the include directory. and then use the statistics of each subsystem to get a better 
tinderstanding of the whole system. 
The first experirnent is to extract several simple metrics for each system header 
file. Metrics are defined as: 
r Incldi:  number of include directives in file i ( M I  in Table 5.1) 
m Incl- f i :  size of the set of include files directly included by file i (M2 in Table 
5.1) 
Condd,: nurnber of Conditional directives in file i (JI3 in Table 5.1) 
0 Total-di: total number of directives in file i (.M4 in Table 5.1) 
i\lissing-1,: size of the set of include files. which are oiitside directory linux- 
2.2.12/include. incliided by file i (.LI5 in Table 5.1) 
In linux-2.2.12, systern header files are in directory linux-2.2.12/include (see 
figure 5.1). Within the include directory there are five subdirectories, of which 
linux is the core. Within include/linux there are nine subdirectories, while most 
hender files are in the incliicle/linux directory itself. Table 5.1 lists the result for 
a few header files in directory lintix-2.2.12/inclucle/Iinux. From Table 5.1. we can 
see t h  some files d u i t  include cither files. and only serve as macro definitions. 
with Incl-d, = O. \fi checked a11 373 files in this tlirectory, ae found that an 
orclinary header file incliides less t han five other Iieader files. File modversionç 
1ip.h incliides 93 files in ciirectory inclucle/liniix/mo~liiles-iip. which store version 
signature for each module iised for checking if siich module matches the ciirrent 
kernel. Jlissing-ji is the number of include files not found within clirectory linux- 
2.2.12. After checking the conditions for including these files. we found that either 
they are used for other platforms. thus not in the directory set for our platform, or 
they are not used for kernel, or they are supposed to be created during the build 
process. 
The second experiment is to extract several composite rnetrics for source files 
( .c  file) in each subsystem. These metncs are defined as: 
Table 5.1: Extractecl metrics for header files untler liniix-2.2.12/include/linu?i 
7 5  9 
a I N C L E i :  size of Closure(F,), the set of include files directly or indirectly 
included by file i (Ml  in Table 5.2) 
a I N C L D i :  number of include directives in file i, which is calculated hsed 
on the Closure( Fi) 
I N C  LDi = CI, ECloiure(F,) Incl-di (1112 in Table 5.2) 
0 CO N D D i :  number of conditional directives whicli rnay be iised in file 1 
cOivDDi = Cf, E C ~ ~ ~ ~ ~ ~ <  F, > Condd, (JI3 in Table 5.2) 
a TOTAD,:  number of al1 directives which may be used in file i TOT.-ILD, = 
Cl, e C l o ~ u t c ( F , )  T o t a l d ,  (JI4 in Table 5.2) 
m MISSINGJ":  size of Closure(MF,). the set of include files. which are out- 
side directory linw-2.2.12/include, direct ly or indirect ly included by file i 
(11.15 in Table 5.2) 
rn D e p t h 4 :  include hierarchy depth of file i. (M6 in Table 5.2) 
Table 5.2 lists the extracted metrics for the kemel subsystem of linux-22-12 
Table 5.2: Extracted metrics for source files in linux-2.2.12/kernel 
kernel. 
From Table 5.2 one can find that an ordinary .c file may use about 150 heacier 
files (Metric M 2 ) .  The depth of include hierarchy is about 12. Without adequate 
tools, it is impossible for programmers to figure out which part of the 150 include 
files is most relevant. 
The above composite metncs can also be used to do version companson. We 



























Table 5.3: Extracted metrics for source files in linux-2.2.3 / kernel 
Table 5.4: Statistics of macro definition 
Comparing Table 5.2 and Table 5.3, one can notice that the Linu-2-2-12 kernel 
has more system header files. which rnay be due to the increased capability of the 
system. 
measiire 
NumDe f ineVar 
NumU nde/ l iar  
~VumDefineOnl y Var 
iVumUnde f OnlyVar 
NurnDe f Andlinde f Var 
~VurnDef OrLTndef Var 
5.2 Preprocessor Identifier Anaiysis 
.A macro is a sort of abbrcviation which one c m  define once and then use later. 
Each macro has an identifier as nanie and an associated tert string as body. 
hlacros are created using the #de f ine preprocessor directive and rnay also be 
undefined iising preprocessor directive #undet .  First we count the number of 
variables being defined or undefined in al1 the C source files and header files (see 
Table 5.4). 
















:VumLÏnde f Var: number of variables which have been undefined in the files 
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iVurnDe f ineOnlyVar: number of variables which have been defined but 
never undefined in the files 
a XumUnde f OnlyCmar: number of  variables which have been undefined but 
never clefined in the files 
iVumDe f .-LndC'nde f Var:  number of variables which have ever been defined 
and also undefined in the files 
.VamDe f OrUnde JVnr: nuniber of variables which have been either defined 
or iinciefined in the filrs 
According to macro definition syntax format. macro cari be classified as param- 
eterized or non-parameterized. Non-parameterized macro definition can be further 
classificd in the following specific categories: 1) nul1 define. the #de f ine gives only 
an identifier name but no macro body; 2) constant define. the macro is defined to 
be either a Iitcral or an operator applied to constant values. Table 5.5 lists the 
statistics of macros that fit into these categories for linux kernel version 2.2.12 and 
version 2.2 -3. 
The metrics displayed in Table 5.5 are: 
O ~VumSimplell lacro: number o f  identifiers which have been defined as con- 
stant 
iVunrdrgument:llarro: number of identifiers which have been defined as 
parameterized macro 
iVumNo~*alue:  number of identifiers which have been defined but without 
macro body 
Table 5.5: Classification of macro definition 
NurniVoval..ln~lSimplei\I amo: niimber of identifiers which appear in bot h 








,VumSimple.-lnd.-lrgument 111 acro 
m N~~m.irrÿnl.-Lnd.-Lrgu~ment .\Inc~o: number of identifiers which appear in both 
nuIl tlefine mncro defini tion and parameterizecl rnacro definit ion 
iVumSirnple.4nd.4rgument~C1a~o: number of identifiers which appear in 








To build a better understanding of how the preprocessor is used, ive ran our 
tools to analyze preprocessor variable usage. Briefly, macro usage falls into the 








constant defini tion (simple rnacros) 
function definition (argument macros) 




.Vum Plat f ormSelector 
0 conditional compilation 
Macros which serve as c-onstant definition or Fiinction definition are mainly 
extended in C code segment. In study of preprocessor directives. WC are more 
interested in those wtiich effect the control Row of compilation. The rnost important 
are t hose macros w tiich appear in t h e  condi t ional preprocessing direct ives. These 
macro identifiers arp called preprocessor variables. Another important type of 
macros are t hose indirectly iised by conditional cornpilat ion. 
Table 5.6 presents statistics about preprocessor identifiers in linux-2.2.12 kernel 
and linux-2.2.3 kernel. 
The metrics displayed are: 
m Numldentijier: nurnber of rnacro identifiers 
0 NumPPVariable: number of macro identifiers used in conditional directives 
r iVumIPPVariable: number of macro identifiers which may be indirectly 
used in conditional direct ives 
0 iVumGuard: number of macro identifiers usml as safe guarcl of multiple in- 
cliision 
1Vum PlatformSeledo7: niimber of macro klent ifiers used as platform selec- 
tor 
From Table 5.6, one can see that: 5% of macro identifiers in linux-2.2.12 are di- 
rectly or indirectly used in conditional compilation, 50% of which are safe guarders. 
which are supposed to be not defined at the beginning. Here. platform selectors 
refer to those predefined variables i i sd  in crondi tional directives. t hey are never 
defined in header file or source files. The rlassification of macro iclentifiers is very 
important. it c m  be iised to reduce the variable space of the symbolic execution 
phase. 
It is interesting to know which and how many preprocessor variables have been 
used as file inclusion guarder. This information may becorne the starting point of 
reconstructing the include file system into a bet ter organization. 
Table 5.7 gives the statistics of preprocessor variables used as safe guarder for 
each subdirectory of linux-2.2.12/include. 
For al1 81 header files in directory linux-2.2.12/include/asm/ there are 72 files 
which have preprocessor variables used to prevent multiple inclusions of the same 
file. For al1 files in directory linu-2.2.12/include/linu?</ there are 337 preprocessor 
variables for such usage. 
In Table 5.8, we list some safe guarder preprocessor variables extracted from al1 
Table 5.7: Statistics of preprocessor variables used a s  safe guarder 





I scsi 4 I 
- .  
the header files under directory linur-2.2.12/inclutle/. From this table. ive van find 
some clue of safe guarder name convention used in linux kernel. File safe guarder 





linux/nfsd 1 11 
linuxlraid 12 
5.3 Include Hierarchy Graph 






The exploration of relationships among include files is an example of software 
reverse engineering. Files refer to each other by means of file inclusions. Their 
relative order is relevant for the reader. The presence of numerous conditional 
directives makes the structure almost impossible to follow. The  graphical views 
provide users with helpful structurai information t hat is usually hidden in the pro- 


















e 5.8: Examples of file name and corresponding safe guarder variable name 











gram text. File inclusion information can be used to generate make dependencies 
automatically. lnclude directives are analogous to lunction calls in an ordinary 
program. and an include hierarchy graph is analogous to a function cal1 graph. 
The graph sirnply contains one node for each file that composes the system. and 
an oriented arc( fJ,) is created when file f, incliides file f,. .At the bottom of the 
graph , one fincls low level files that do not include any other file. At the top of 
the graph, one finds the file that need to be analyzecl. 
Figure 5.2 shows the include hierarchy of file acct.c. There are altogether 
158 nodes in this gtaph. The top node is file acct.c itself which is labeled O. 
In the graph, we give al1 the corresponding file names. For example, ive can 
see that <linux/autoconf.h> (node 2) includes <linux/autoconf-BOOTsmp.h> 
(node ï), "/boot/kernel.h" (node 3), < l inux/autoca f - up.h > (node 4), < 
l inux/autocaf - smph > (node 5) and < linux/autoconf - B0OT.h > (node 
6) .. 
Figure 5.2: Include hierarchy of file acct .c 
Table 5.9: Statistics of the header files 
measure 
~V~urnAtl File 
Num Root Fite 
Num Lea f File 396 268 
The following information can be provided by such include hierarchy graph: 
how large the analyzed system is, what header files are involved. In Table 5.9 we 
collected some statistics on ail header files in include directory of linux kernel 
The metrics displqed are: 
a ~Vum.411 File: total niimber of header files 
a .VumRootFile: number of files which are orily at the top of hierarchy graph 
O iVumLea f File: niimber of files which are only at the bottom of hierarchy 
gra ph 
a iVurnNodeFile: number of files which are interna1 nodes of hierarchy graph 
a iVumlndivFile: number of files which nether are included by other header 
files, nor includes other header files 
Table 5.10 shows the measures for header files in directory linux-2.2.12/include/ 
asm/. lin~x-2.2.12/include/linu/ and lin~u-2.2.12/include/net/. 
Here are the metrics displayed in the table: 
Table 5.10: Statistics for t hree subdirectories of linw-2.2.12/include (part 1) 
a ~VurnSrcFiles: number of files in the measured directory 
a NumInc.-lsm: riiimhcr of files in directory linux-2.2.12/include/asm/ which 
have been directly included by files in the rneasured directory 
a Xiim lnc Linur nimber of files in directory Iinux-2.2.12/include/linu.u/ which 
have been directly incliided by files in the nimsiired directory 
a Xum I nc!V~t :  number of files in directory liniix-2.2.12/include/net/ which 
have been directly included by files in the measured directory 
a NumlncTotal: number of files which have been directly included by files in 
t lie rneasiired directory 
a iVum IncOut: nimber of files outside directory linuu-2.2.12/include which 
have been directly included by files in the measured directory 
a iVumiVolncFiles: number of files in the measured directo-, which don% 
include any other files 
Table 5.11 : Statistics for three subdirectories of lin~r-2.2.12/include (part 2) 
measure asm 
XumIncB ytemder 1 
lNumIncLockd ipor 
!VumInc.hf odules - smp 













For example. in directory linux-2.2.12/include/linux and al1 its subdirecto- 
ries. there are 754 htncler files altogcther. of which 373 files are in the current 
directory. Tliey may directly reference (include) -160 file under directory linux- 
2.2.12/incIude/linu.u and its siibdirectories. directly include 47 files in directory 
linus-2.2.l2/include/nsm. and 4 files in directory linux-2.2.12/include/net and al1 
its siib-directories. They rnay incltide 9 files which are not irnder directory linux- 
2.2.l2/include/. Furthermore. 517 files in this directory only contain macro ciefini- 
tions but do not include other files. 
In Table 5-11 we give the statistics on each subdirectory of linux-2.2.12/include/ 
linux/ for three subdirectories of linu-2.2.121 inchdel. As we know, under linux- 
2.2. LP/include/linux/. t here are nine directories. Here are the st at istics for these 
su bdirectories. 
a NwnlncByteorder: number of files in directory linux-2.2.12/include/iinl~u/ 
byteorder which have been directly included by files in the rneasured directory 
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O XumIncLockd: niimber of files in directory linux-2.2.12/include/linul/ lockd 
whicli have beeri directly included by files in the measured directory 
O iVumIncdIodules - smp: number of files in directory linux-2.2.12/include/ 
linux/niodules-smp which have been directly included by files in the measured 
directory 
O :Vumlnc:~Iodules - up: number of files in directory linux-2.2.12/include/ 
linux/modules-iip nhich have been directly included by files in the rneasured 
directory 
:Viirnlnc.lfodirle-s: riumber of files in clirectory linux-2.2.12/incliide/linu~/ 
moditles which have been directly included by files in the measured directory 
O .iurnIncN f s d :  number of files in directory linux-2.2.l2/include/linul/nfsd 
cvhich have been directly incliided by files in the rneasured directory 
O NumIncRaid: nimber of files in directory Iinux-2.2.12/include/linu+/raid 
which have been directly included by files in the measured directory 
O ~VurnIncSunipc: number of files in directon, linu-2.?.12/include/linu/ 
sunrpc which have been directly included by files in the measured directory 
a iVumInc/.: number of files in directory 1inu.u-2.2.12/include/linux/. which 
have been directly included by files in the measured directory 
Table 5.12: S tatistics for siibsysterns of linux-2.2.12 kernel (part 1) 
net 
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Table 5.13: Statistics for siibsysterns of linux-2.2.12 kernel (part 2) 
mesure  kerncl 
Num IncLockd O 
-- - - 
For example only 1 file in linux-2.2.l'l/incltide/linux/butcordcr has been iised by 
files in linux-2.2.l?/incIiicle/asm. 
Next we try to figure out how many files in each of three directories under 
include have been directly used by the five su bsystems of the kernel layer. 
The measures displayed in this table are the same as those in table 5.10. 
O ~VurnlncLockd: number of files in directory linux-2.2.12/include/linux/lockd 
w hich have been directly included by files in the measured direc tory 
O iVumIncN f sd: number of files in directory linau-2.2.1Z/include/linux/nfsd 
which have been directly included by files in the measured directo-  
Figure 5.3: Dependence relationship of linux-2.2.12 siibdirectories 
0 NurnlncSunrpc: number of files in director! linux-~.'1.1Z/inclucle/1inul/ 
sunrpc which have been directly included by tiles in the measured directory 
0 NumInc/.: nurnber of files in directory linus-2.2.12/include/linux/. which 
have been directly included by files in the me;istired directory 
~V~umlncTotaZ: number of files in directory linux-Z.:!.12/inclucle/liniix/ and 
al1 the other subdirectories of linux-2.2.12/include/linus/ which have been 
directly included by files in the measured directory 
The graphical representation of relationships of directories is based on the s- 
tatistics, shown in figure 5.3. For each directory Di t here is a number Ni associated, 
which gives the number of C source files or header files in directory Di and its sub- 
directories. A weighted arc Di -t Dj represents the number of files in directory D, 
which have been included b -  files in directory Di. 
Directories scsi and video have not been presented in this graph, since they are 
#define 3EATURESH 1 
CPP Contextl 
#ifndef ASSEMBLER- 
# incfude <sys/cdefs.h> 
CPP Context2 
#endif /* !ASSEMBLER */ 
CPP Context3 
#endif /* features.h */ 
1 #ifndef EEATURESH 
Figure 5.4: File features.h 
#ifndef SYS-CDEFSH 
#define SYS-CDEFSX 1 
#ifndef _FEATURESH 
#indude < features. h> 
iifendif 
CPP Context 
#endif /* sys/cdefs.h */ 
Fi y r e  5.5: File sys/cdefs. h 
independent and have not been used by the kernel. 
5.4 Detection of Cycle in Dependence Grapb of Include Hierarchy 
Dependency graphs of inclusion may consist of loops. While in the context of 
inclusion of files, detection of such loops is important. Loops may mean that there 
is a strong coupling relationship arnong these files. Graph algorithms were used to 
detect the cycles in the gaph. Here is an example of files refemng to each other 
which we detected during the analysis. The files are feature.h and <sys/cdefs.h>. 
Figure 5.4 gives code fragments of file features.h. Figure 5.5 @es code fragments 
of file sys1cdefs.h. 
W R  
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For file features.h. when preprocessor variable 4 S S  E hI B L E L  is defined it 
will include sys/cdef.h. For file sys/cdefs.h, when FEATU RESH is not defined 
it will include features.h. When first including featiires.h, EEATURESH will be 
defined. Then in  sys/cdefs.h, since EEATURESH has been defined, features.h 
will not be included again. But when first reaching sys/cdef.h, if J E A T U R E S H  
is not defined, features.h d l  be included. The presence of numerous conditional 
directives and include directives makes the structure almost impossible to follow. 
This calls for the furt her analysis of conditional direct ives. 
5.5 Control Flow Graph 
h control Row graph (CFG) consists of nodes. nhich represent single entry. 
single exit. regions of esecutable code and edges which represent possible execu- 
tion branches between code regions. In this project. we focus on the  preprocessor 
directives. CFG for preprocessing directives provides a graphic illustration of the 
use and complexity of conditional compilation in a progam. 
First. a complete control flow graph was generated for the source code. For each 
preprocessor directive there is one corresponding CFG node constructed. .Uso. 
each non-directive code line is kept as a CFG node for further analysis. Figure 5.6 
lists the the code of <linwc/config.h> in linux - 2.2.3 with node numbers printed. 
Figure 5.7 (a) is the corresponding gaphical representation. 
As we know, to be portable to different compilers and progamrning tools. the 
1 #ifndef LINUX-CONFIGH 
2 #define LINUX-CONFIGH 
3 #include < linuxlau toconf. h > 
4 #ifndef UTSSYSNAhIE 
5 #define UTSSYSNAME " Linux" 
#endif 
6 #ifnclef UTS-h1XCHTNE 
7 #define UTS-hI.ACHINE " linknown" 
#endif 
8 Sjtifndef UTSAODENAhllE 
9 #de fine UTS-NODENAME " (rione)" 
#endif 
10 #ifndef UTSDOMXINNAblE 
11  #define UTSDOMAINNAME " (none)" 
#endif 
12 #define DEF JNITSEG Os9000 
13 #define DEFSYSSEG 0x1000 
14 #de fine DEFSETUPSEG 0x9020 
15 #define DEFSYSSIZE OzïFOO 
16 #define NORMAL-VGA Oz f / f f 
17 #define EXTENDED-VG.4 Oz f f f e 
18 #define ASK-VGA Oz ff fd 
#endif 
Figure 5.6: Source code of <linmx/config.h> 
Figure 5.7: (a) Complete control flow graph of file <linux/config.h> in linux-2.2.3 
(b)Rediiced control flow graph of file <linux/config.h> in iiniix-2.2.3 
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conditional directives should be left- justified, that is the "#" character miist be 
in the first column followed immediately by the conditional directive? as shown in 
figure5.6. This makes it to be difficult to read and understand. Control flow graphs 
help programmers see nested structures and relate blocks of code to the associated 
control staternents. 
The complete control flow gaph  of preprocessor directives keeps al1 the informa- 
tion of the code. which is far more than what we need to do conditional compilation 
analysis. This dramatically reduces the performance of the analysis procedure. In 
some situations. for example in analyzing code with presence of file incli~sion~ a 
reducecl cont.ro1 fiow graph may be suficient for the included file. However. the 
complete control flow graph need to be reduced, sufficiently and safely. The niles 
are given in çhapter 4. 
Figure 5.7 (b) is the reduced control flow graph for file <linux/config.h> in 
linux-2.2.3. 
I t  is worth noting that, in some cases. the reduced one is exactly the same as 
the complete control flow graph, e.g. header file <linux/config.h> in linux-2.2.19, 
with control flow graph shown in figure5.8, corresponding code listed in figure 3.2. 
Usually, these files are not complicated, with fewer nodes and fewer branch points. 
In some cases, the benefits are significant. The reduced graph is much smaller 
compared to the complete one. as in header file <linux/linkage.h>. The complete 
control flow graph is shown in figure 5.9. There are 30 nodes. and 7 branch points, 
Figure 5.8: Control Flow graph of file <linux/config.h > in linux-2.2.10, the complete 
one and reduccd one are the same 
deeply nested. In the reduced control Aow graph (figure 5.10). four nodes and only 
one hrnnch point arp Ieft. 
5.6 Symbolic Execution of Preprocessing Directives 
The symboiic executor traverses the CFG nodrs stored in the nocie stack. Ev- 
ery node has a re la td  macro constant table and a ciment condition constraint 
attached. The node stack is initialized with the start node of the tested CFG. 
Symbolic execiition proceecfs on each nocle popped from the node stack. constantly 
updating the modifications made to the tested unit's macro table, and decorating 
the corresponding path with the appropriate constraints encountered a t  branching 
points along the paths, expanding the node stack with the next possible node in 
the CFG according to the path selector. 
Symbolic execution is time consuming. To improve the performance of the 
symbolic execution. the following procedures are performed before the symbolic 
Figure 5.9: Complete control Aow graph of file <linux/linkage.h> in linux-2.2.10 
Figure 5.10: Reduced control flow graph of file <linux/linkage.h> in linu-2.2.10 
execut ion phase. 
finding include hierarchy for the tested file 
identifying the preprocessor identifiers clirectly or indirectly used in the con- 
ditional directives for each file in the inchde hierarchy 
a extracting the preprocessor variables semed as safe guarders for each file in 
the include hierarchy 
undefining safe guarders at the beginning of the symbolic esecution 
constructing the cornplete control How grapti for each file in the include hier- 
arc h y 
rn constructing the recliiced control flow graph for each file in the include hier- 
srchy. according to the classi tication of the preprocessor itlentifiers 
Our two goals are: 1) for any given preprocessor directive line or C/C++ source 
code line, quickly finding one sufficient condition to reach/compile it: 2) finding 
the full condition to reach/compile that code line. To achieve these two goals. two 
strategies have been chosen. one is to find the shortest path to any given node by 
breadth-first expansion, the other is to find al1 possible conditions to a given node 
by depth-first expansion. Here <linux/kernel.h> of linu-2.2.12 was chosen as an 
example. The include hierarchy of <linux/kernel.h> n.as shown in figure 5 .  il .  
Figure 5.1 1: Include hierarchy of file <linus/kernel. h >  
The include hierarchy graph stores the index of the files needed to be ana- 
lyzed further. There are only three nodes in this gaph .  The top node is file 
<linux/kemel. h> itself. From t his include hierarchy graph, one knows t hat <linux/ 
kernel.h> may include <linux/linbge.h> and/or cstdarg. h>,  but < linux/linkage.h > 
and <stdarg. h >  do not include an- ot her file. Wheri one analyzes <liniix/ kernel. h > . 
only these three files need to be considered. 
Shortest path to a given node 
To find the shortest path to a given node, the output is sensitive to each PX- 
ecution step? thus the complete control fiow information is reqiiired. With this 
strategy, complete control flow graphs are used for al1 the files in the inrl~idc hier- 
archy. Two examples are given below. 
Experîment 1: finding the condition for the first path from the starting node of 
<linux/kernel.h> to the 5th node of <linux/kemel.h>. 
code: #indude <linux/linkage. h> 
path condition obtained is: 
defined al 
Symbol values and corresponding preprocessor variables are: 
Experiment 2: finding the shortest path to the 18th node of < linuz/linkage.h >. 
code: #de f ine -4LIGN .align 4 
path condition obtained is: 
de f ined Si& ! de Jined cr i  &Sr ! de f ined a&& ! (de f ined cr3 
&& (a., > 211as > 7))&& ! def ined a2 && defined ni 
syrnbol value table: 
cul A E R N E L - -  
ag EE m . C 6 S O O O -  
The resulting condition of shortest path strategy is a boolean and-expression with 
symbolic values, each sub-expression is a constraint. The following metrics are very 
important to the analysis of constraints. 
O NumConstraint: number of constraints (sub-expressions) in one path con- 
dit ion 
Figure 5.12: Statis 
Figure 5.13: Stat 
tic : of constraints in shortest path con dit ion for kernel. h 
tion for kernel.h 
m. - - - 
O NumSymbol: number of different symbols in one path condition 
Figure 5.12 gives the statistics of number of constraints in shortest path con- 
dition for al1 90 nodes in file <linux/kernel.h> and its two possibly included files. 
The average number of constraints per path condition is 4-44. Figure 5.12 gives 
the statistics of symbols in shortest path condition. The total CPü time for finding 
the shortest path to each of these 90 nodes is 3.46s. 
The two other rnetrics that are also very interesting to progammers are: 
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~ z a d e a r ~ *  
istic of symbols in shortest path condi 
long the shortest path 
O NumIrtcludeDiredive: number of include directives (#include) encountered 
dong the shortest path 
bletric NumI f Branrh differs from metric iVumConstraint. In symbolic execu- 
tion, once one encountering a conditional directive. if the predicate is true after 
evaluation, it will not contribute to the path condition expression; only if the pred- 
icate is rindecided. it will become a sub-expression of the ciment and-expression. 
Thus metric NumI jBranch  is always greater o r  equal to metric ~VurnCmstraint .  
The coiinting of Nurn:ncliideDiredive does not exclude multiple inclusion of the 
same file, the prevention of multiple inclusion is impkmented by using safe guarder- 
S. 
Xext. experiments were conducted on al1 the header files rinder director? linux- 
2.2.12/include/linu?t. For each file f i l  one can get the set of al1 the files it may 
directly or indirectlv include: Si = (f, }. For each file fj E Si. there is a node set 
(preprocessor directive line and/or C/C++ ordinary code) associated: iVj = {nk}. 
For each f i ,  there are a set of nodes IVC, = Cf, iV, associated. The experiments 
were perfomed in the following procedures: first, for each file fi, for every node 
in its corresponding closure set ?Ki, the shortest path strategy was used to find 
one sufficient condition to this node, which consists in a path condition set PC,; 
then. for each path condition in PC,, the metrics NumCastraint  iVumSymbol 
i V u d  f Branch and ~VumInclude Directive were calculated; finally, for each file, 
the maximum value and average value of these four rnetrics were cornputed, and 
the distributions were drawn in figures. 
Figure 5.14 and figure 5.15 give distributions of maximum and average value 
of these four metrics for individual files under directory linux-2.2.12/include/linux. 
Each square represents a file, with its vertical coorclinate giving the value of corre- 
sponding metric. 
Full condition to a given node 
To find full condition to a given node. we use depth-first-search strategy. Each 
executing step itself is rlot important. but the final condition is what is needed. 
For the file the target notle is in. the complete control flow graph is used. But for 
al1 the other files in the incltide hierarchy graph. the complete control flow graph 
is not necessary. a recliiced one is sufficient. 
Experiment 1: finding the path condition to code: 
#define FASTCALL ( x ) x 
which is the 25th node of < linux/kernel.h >. 
pat h condition : 
! defined cuz Sr& defined a1 
symbol value table: 
ai - XERNEL-  
a2 = 2386- 
The condition is in its simplest form, so it does not need to be further simplified. 
Experiment 2: finding the the path condition to 
Figure 5.14: Distributions of maximum values of four metrics for individual files. 
sorted by increasing met rics values 
Figure 5.15: Distributions of average values of four metrics for individual files. 
sorted by increasing met rics values 
#define A L I G N  .align 4 
which is the 18th node of <linux/linkage.h>. 
path condition : 
( de f ined a8 && ! de f i n r d  ni &Sr ! de f ined cr&k ! (de f  ined a3 
Sr& (a4 > 211a5 > 7))&& ! de f ined cr? 9c& de f  ined al  ) 
II( de f ined  ns SrSr ! de f ined a; && de f ined a6&& ! (de  f  ined a3 
Sr& (a4 > 2110s > i))&& ! def ined 0 2  & J i  de f  ined ni ) 
II ( de f  ined c-8 &SL ! de f ined a; SrSi ! de f i n d  a&& (de  j ined a3 
%& (a4  > ?((a5 > i))&& ! def ined a? k9: def ined nl ) 
II ( de j ined ng SrSr ! de f ined a; &Sr ! de f 2nd O&& ! (de/ined a3 
SrSr (a4 > 211~1~ > ï))&& ! de f ined cu? &k de f ined al ) 
II( de f ined n8 SrSi ! de f ined a; &Sr d e f i n e d  n6kk (de j ined  cr3 
&Sr (a4 > 211crs > ï))&& ! defined (12 Sr& de f ined  cri ) 
II( de f ined  cra S i & !  d e f i n e d  a; S.& d e f i n e d  os&& ! ( d e f i n e d  a3 
&& (a4 > 211a5 > 7))&& de f ined a2 Sr& de f ined  al ) 
Il( de f ined as && ! de f ined a; &Sr ! de f ined  a&& (de  f ined a3 
%& (a4  > 2 1 1 ~ ~  > 7))kSr de f ined  a* && de f ined  ai ) 
II( de f ined as && ! de f ined  a7 && de f ined Cr6&& (de f ined a3 
&& (a4 > 211as > ?))&& de f ined  CI* && de f ined ai ) 
symbol value table: 
The complete condition then was siibmitted to a. path condition siniplifier. Alter 
simplification, the final constraint was given. For example. the sim pli fied expr~ssion 
for the above condition is: 
defined a8 kgt ! ciefined a7 Sr& defined al 
The goal of finding the full condition to reach a tested code line seeks to cowr al1 
the combination of conditions. thus is of course time consuming. The performance 
can be largely improved by using the reduced CFG. Another way to tune the 
performance may be initializing some preprocessor variables in the beginning of 
the symbolic execution, based on the programmer's knowledge of progams. 
Figure 5.16: Compilation condition graph of kerne1.h 
5.7 Pre-condit ion 
The path condition collected from symbolic executor gives the constraints of 
initial values. Here we use data Row analysis technique dominator tree. and build 
a tool which can easily collect the reqiiirernent of the final value of variables. 
Figure 5.16 displays the compilation condition ( intended condition or pre- 
condition ) graph of header file kerne1.h. The top node is the start node of kerne1.h. 
Each CFG node corresponds to one code line. Al1 the nodes which have the same 
compilation condition are grouped together and put in the same box. The condition 
is decorated on the directed edge from the root node to each box labeled as Cn. 
Empty condition (leftmost edge) refers to always true condition. 
The value of each condition is listed in figure 5.17. Cornparhg this result with 
the one we got from symbolic executor, we can find that results are the same. Since 
in this concrete example, there is no redefinition of variables along the executing 
Cl: !defined ,LINUX,KERNEL,H 
CS: !def ined ,LINUX,KERNEL,H && defined ,KER!?EL, 
C 3 :  !def ined ,LINUX,KERNEL,H k t  defined ,,KERNEL,, 
&& defined ,,i386,, 
C4: !defined ,LINUX,KERNEL,H %% defined ,,KERNEL,, 
&& !defined ,,i386,, 
C5: !defined ,LINUX,KERNEL,H 8% defined ,,KERNEL,, %& DEBUG 
C6: !defined ,LINUX,KERNEL,H && defined ,,KERNEL,, &k ! (DEBUG) 
Figure 5.17: Condition value table of kernel-h 
Figure 5.18: Compilation condit ion graph of linkage. h 
path. 
Figure 5.15 display the compilation condition ( intendeci condition or pre- 
condition ) graph of header file 1inkage.h. 
The value of each condition is listed in figure 5.19. 
Cl: !defined ,LINUX,LINKACE,H 
C2: !defined ,LINUX,LINKAGE,H && defined ,,cplusplus 
C 3 :  !defined -LINUX,LINKAGE,H %& !defined -,cplusplus 
C4: !defined -LINUX,LINKACE-H %& defined ,,i386,, 
&& (-,GNUC,->2 1 1 --GNUC,MINOR,,>7) 
CS: !defined -LINUX,LINKACE,H %& 
! (def ined --i386--&&(--GNUC_->2I --GNUC-MINOR-27)) 
C6: !defined -LINUX,LINKAGE,H %a defined ,,STDC,, 
C7: !defined ,LINUX,LINKACE,H && !defined ,,STDC,, 
C8: !defined ,LTNUX,LINKAGE,H %& defined ,,arm,, 
Cg: !defined -LINUX,LINKACE,H %& !defined ,,am,, 
C I O :  !defined -LINUX,LINKACE,H %& !defined ,,am,, 
&& defined ,,mc68000,, 
C11: !defined -LINUX,LINKACE,H tt !definecl ,,am,, 
%& ! def ined ,,mc68000,, %& ! def ined (,,i486,,) 
&& ! def ined (,,i586,,) 
C12: !defined -LINUX,LINKACE,H %& defined ,,ASSEMBLY,, 
Figure 5.19; Condition value table of linkage. h 
5.8 Summary 
In this chapter we choose the linux kernel as a case study. LVe ran our tool 
and collected numerous useful information of preprocessor directives. As we know, 
in large system, file inclusion. conditional compilation and macro substitution are 
closely related and are often largely interleaved. In the examples we gave in this 
chapter, we demonstrated how to extract information and build text and graphic 
representation on t hree major coniponents of preprocessor direct ives. 
CHAPTER 6 
CONCLUSION 
Many of the problems related to software maintenance originate from the over- 
al1 poor source code structure of large complex systems. The essence of the soft- 
ware maintenance problem may be ultimately tracecl hack to the lack of sufficient 
linderstanding of the structiirc, functionality, characteristics and component de- 
pendencies in large software systerris. 
This thesis has reviewed program understanding techniqiies and efforts related 
to software maintenance in presence of numerous preprocessor directives. With- 
in this frnrnework. ive have applied compiler techniques. control flow. data flow 
analusis, ancl symbolic execution tecfiniques to identify parts of code that rnay be 
relevant to n particuliir maintenance task. 
6.1 Contributions 
This section sumniarizes the major contribution of t his t hesis. 
Firstly, Ive use JavaCC and jjtree to build a CPP parser. which takes into 
account the full complexity of the preprocessor grarnmar. In this project we applied 
Our CPP parser to numerous large C/C++ open source codes and succeeded in 
building Abstract Syntax Trees. 
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Secondly. we presented an approach and tleveloped a tool to analyze the tisage 
of rnacro variables. 
Thirdly, ive designed an analysis tool for include dependencies. This includes: 
1) displaying the dependencies among include files in graphical fornis, 2) inferring 
the conditions of siicti dependence rehtionships, 3) provicling ways to group files 
and refine the structure of hierarchies. 
Fourthly. we presented an approach and designed an analysis tool for conditional 
preprocessor directives. In the context of conditional compilation. the actiial file 
compiled is only one of inany possible versions of the source code. each determinecl 
by a particiilar setting of c:oiiclitional compilation variables. The major function 
of this tool is to extract the compilation condition of nrbitrary code line. In this 
project. we defined two types of conditions. one is defined on constraints of initial 
value for each niacro variable. another is defined on constraints of final value for 
each mncro variable. The first type of condition helps programmers to retise the  
existing code. while the second type of condition helps programmers to understand 
the logic structure of the existing code. 
CVe also defined series of rnetrics on code. variables, file components. and direc- 
tories. The collection and analysis of such metrics provide a fast approximation of 
dependency analysis. 
6.2 Discussion and Future Work 
In many ways the results reported are very encouraging. Most of Our experi- 
ments have illustrated the applicability and effectiveness of the proposed techniques 
in progam analysis of preprocessor directives. 
In this thesis we hirvi? tried to integrate some state-of-art techniques to provide 
generic mechanisms to analyze preprocessor directives. 
The pattern matching approach is iised to classify various usage of macro vari- 
ables. 
The control Rotv and data  Flow analysis techniques are quite efficient in obtaining 
compilation conditions represented ir i  ternis of fi na1 values of riiacro variables. 
The symbolic execution technique is applicable in extracting the compilation 
condition represented in terms of initial values of niacro variables. 
With the metrics-basetl approach we have tried to represent the structure and 
the dependencies between high level software components. 
Our experience with the proposed tool-set on large software system (such as 
linux) is that it can easily provide information on three major aspects of prepr* 
cessing. 
Two major future research concerns are: 
increase the effectiveness of the symbolic executor for large srstems 
add some t-isualization options 
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