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Re´sume´ – Cet article pre´sente l’e´volution des techniques de programmation d’algorithmes de traitement d’images et discute
des limites de la re´utilisabilite´ de ces algorithmes. En particulier, nous montrons qu’en C++ un algorithme peut s’e´crire sous
une forme ge´ne´rale, inde´pendante aussi bien du type des donne´es que du type des structures de donne´es sur lesquelles il peut
s’appliquer. Une re´utilisabilite´ totale des algorithmes peut donc eˆtre obtenue ; mieux, leur e´criture est plus naturelle et elle
n’introduit pas de surcouˆt significatif en temps d’exe´cution.
Abstract – This paper presents the evolution of algorithm computation in image processing and discusses the reusability limits
of these algorithms. In particular, it shows that an algorithm can have a generic writing in C++ and be therefore independent
of both data type and data structure type. Moreover, this total reusability can be obtained with a very comprehensive writing
and without leading to a significant additional cost of execution time.
1 Introduction
De nombreux efforts ont e´te´ fournis pour la re´alisation
de bibliothe`ques de´die´es au traitement d’images afin qu’elles
soient fe´de´ratrices d’outils de´veloppe´s par diffe´rents la-
boratoires. Cependant, une des principales difficulte´s de
tels projets est la prise en compte de la diversite´ des
proble`mes aborde´s en traitement d’images, et en particu-
lier de la diversite´ des structures de donne´es (images 2D ou
3D, isotropes ou non, se´quences ou pyramides d’images,
re´gions ou graphes d’adjacences de re´gions, collections,
etc.) et de la diversite´ des donne´es elles-meˆmes (scalaires,
boole´ennes, entie`res ou flottantes, complexes, compose´es
comme RVB, etc.)
Dans cet article, nous nous inte´ressons aux techniques
de programmation d’algorithmes de traitement d’images
sous le jour de la re´utilisabilite´ de ces algorithmes vis-a`-vis
du type des donne´es et de celui des structures de donne´es
qui peuvent supporter ces algorithmes. Nous allons illus-
trer nos propos sur deux exemples tre`s simples de trai-
tement : l’ajout d’une constante a` la valeur des e´le´ments
d’un agre´gat (par exemple les points d’une image) et un
filtre moyenneur sur un agre´gat. Nous verrons finalement
qu’une e´criture totalement ge´ne´rale de ces algorithmes est
possible en C++ graˆce a` la ge´ne´ricite´ et au polymorphisme
ge´ne´rique ; nous verrons e´galement que cette e´criture n’en-
traˆıne pas de surcouˆt significatif en temps d’exe´cution et
qu’elle est proche de la description en langage naturel de
ces algorithmes.
Le code que nous citons dans cet article 1 est volontaire-
1. disponible a` partir de l’adresse http://www.epita.fr/~lrde









ment simplifie´ afin d’augmenter la compre´hensibilite´ des
techniques de programmation que nous pre´sentons.
2 Ecriture impe´rative
Dans le cadre d’algorithmes e´crits dans un langage com-
me le C, un type de structures de donne´es est de´fini par
une entite´ structure´e, ou` le champ des donne´es data n’est
pas type´ et ou` le champ type renseigne le type des donne´es ;
ce style de de´finition est illustre´ en table 1.
L’avantage de cette e´criture est de fournir une unique
de´finition par type de structure de donne´es, et ce quel que
soit le type des donne´es [2] ; en conse´quence, un algorithme
de traitement sur une structure de donne´es se traduit par
une unique fonction. Pour que l’addition soit supporte´e
pour les images 2D dont le type des donne´es est code´ en
char, une routine spe´cifique a` ce type doit eˆtre e´crite dans
la fonction ad hoc, comme le montre la table 2.
T traitements, S types de structures et D types de
donne´es peuvent donner lieu a` l’e´criture de T × S × D
routines diffe´rentes. Afin de re´duire cette combinatoire,
de nombreuses bibliothe`ques limitent le nombre de types
Tab. 2: Addition en langage impe´ratif.
void add( Image2D* image, void* val )
{
int iRow, iColumn;
switch ( image->type )
{
case CHAR:
char** dataChar = toChar2D( image );
char valChar = toChar( val );
for ( iRow = 0; iRow < image->nRows; ++iRow )















de donne´es et de structures de donne´es manipulables par
l’utilisateur, et restreignent l’applicabilite´ de la plupart
des traitements a` un petit nombre de types de structures
et de donne´es. Ainsi, pour les types de structures de don-
ne´es, la plupart des bibliothe`ques ge`rent les images 2D,
quelquefois les images 3D, et rarement les graphes d’ad-
jacence de re´gions. On trouve pour les types de donne´es,
du plus classique au moins fre´quent, les entiers non signe´s
et signe´s sur 8 et 16 bits, les flottants, les boole´ens, les
couleurs en rouge vert bleu avec des composantes entie`res
non signe´es sur 8 et 16 bits.
L’e´criture traditionnelle en programmation proce´durale
entraˆıne donc une re´utilisabilite´ presque nulle : introduire
dans une telle bibliothe`que un nouveau type de donne´es ou
de structure de donne´es, ou un nouveau traitement impose
un effort de re´e´criture qui se traduit la plupart du temps
par des “copier-coller-modifier” manuels.
3 Ecriture classique par objets
3.1 Ge´ne´ricite´
Pour s’affranchir du type des donne´es dans l’e´criture
de routines, certains langages par objets comme le C++
permettent de de´finir les structures de donne´es a` l’aide
de classes parame´tre´es. Cette technique, utilise´e dans les
bibliothe`ques IAC++ [6] et IUE [4], se traduit par des
de´finitions telles que celle de la table 3, ou` le parame`tre
Data est le type des donne´es.
Les traitements sont parame´tre´s de la meˆme fac¸on, Cf.
table 4. A partir de ce code, dit ge´ne´rique, le compilateur
construit automatiquement les de´clinaisons ne´cessaires. La
de´claration Image2D<char> image et l’appel add( image,
3 ) va ainsi forcer la compilation de la classe Image2D-
<char> et de la fonction add( Image2D<char>&, char ) ;
la routine de la section 2, de´die´e a` un type de donne´es
Tab. 4: Addition en programmation ge´ne´rique.
template<class Data>
void add( Image2D<Data>& image, Data val )
{
int iRow, iColumn;
for ( iRow = 0; iRow < image.nRows; ++iRow )
for ( iColumn = 0; iColumn < image.nColumns; ++iColumn )
image.data[iRow][iColumn] += val;
}
particulier, est donc produite automatiquement.
La programmation ge´ne´rique pre´sente deux avantages :
le typage est fort (tout void* disparaˆıt) et l’e´criture de
traitements devient inde´pendante du type des donne´es.
Pour le programmeur, la combinatoire est ainsi re´duite
a` T × S routines ; en revanche, toute fonction est encore
de´pendante du type de structures de donne´es (ici, image
2D).
Les conside´rations que nous allons porter dans la suite
de cet article sont a` notre connaissance originales, l’en-
semble des outils de traitement d’images que nous avons
trouve´s sur Internet n’utilisant pas les techniques que nous
allons pre´senter.
3.2 Polymorphisme classique
Afin que tout type de structures puisse eˆtre employe´
avec un traitement e´crit une unique fois, il faut abstraire
les de´tails d’implantation lie´s a` chaque type de structures.
Cela est re´alisable en pre´sentant une interface unique pour
manipuler ces diffe´rents types de structures et en faisant
intervenir la notion de rede´finition de me´thodes via l’he´ri-
tage.
Dans [3], une mode´lisation des ite´rations sur des agre´-
gats est donne´e ; nous l’adaptons ici a` notre proble´matique.
Deux classes abstraites sont de´finies : Aggregate<Data>
et Iterator<Data>, qui repre´sentent respectivement un
agre´gat d’e´le´ments de type Data et un ite´rateur sur cet
agre´gat. La premie`re classe de´clare une me´thode abstraite
createIterator() pour l’instantiation d’un ite´rateur et la
seconde un jeu de me´thodes pour la manipulation d’un
ite´rateur : void first() pour initialiser sa position sur un
premier e´le´ment de l’agre´gat, bool isDone() pour savoir
s’il a termine´ de parcourir l’agre´gat, Data& value() pour
re´cupe´rer la valeur de l’agre´gat correspondant a` sa po-
sition courante, void next() pour le de´placer a` l’e´le´ment
suivant de l’agre´gat. De ces deux classes abstraites de´rivent
respectivement les classes concre`tes et spe´cialise´es : Image2D-
<Data> et Image2DIterator<Data>. Un ite´rateur sur les
points d’une image 2D posse`de trois attributs : les indices
de ligne et de colonne du point courant et la re´fe´rence a`
l’image 2D sur les points de laquelle il ite`re.
Avec cette mode´lisation, l’e´criture de l’addition ne fait
intervenir que les classes abstraites comme le montre la
table 5. Un proce´de´ de liaison dynamique se charge a`
l’exe´cution d’appeler les me´thodes spe´cifiques aux types
effectifs, dits types dynamiques. Ainsi, avec la de´claration
Image2D<char> image et l’appel add(image,3), la me´thode
createIterator() exe´cute´e est celle de la classe Image2D-
<char>, le type dynamique de iter est Image2DIterator-
<Data> et les me´thodes d’ite´ration exe´cute´es sont effecti-
Tab. 5: Addition par polymorphisme classique.
template<class Data>
void add( Aggregate<Data>& aggregate, Data val )
{
Iterator<Data>& iter = aggregate.createIterator();
for ( iter.first(); ! iter.isDone(); iter.next() )
iter.value() += val;
}
Tab. 6: Moyenneur par polymorphisme classique.
template<class Data>




& inputElt = inputAggregate.createIterator(),
& neighborElt = inputElt.createNeighborIterator(),




Data sum = 0;
for_each( neighborElt )
sum += neighborElt.value();
outputElt.value() = sum / neighborElt.getCard();
}
}
vement celles d’un ite´rateur sur une image 2D.
Conside´rons maintenant l’exemple d’un filtre moyen-
neur. Nous pouvons de´finir deux nouveaux types d’ite´ra-
teurs : un ite´rateur suiveur et un ite´rateur de voisinage.
Avec une macro for each simplifiant l’e´criture de la boucle
for de la table 5, une e´criture par polymorphisme classique
est donne´e en table 6. Ici, inputElt ite`re sur les e´le´ments
de l’agre´gat en entre´e, neighborElt ite`re sur le voisinage de
l’e´le´ment courant de l’agre´gat en entre´e et outputElt ite`re
sur l’agre´gat en sortie de fac¸on e´quivalente a` l’agre´gat en
entre´e.
Cette technique, qui recourt a` l’he´ritage et a` la rede´fi-
nition de me´thodes, est le polymorphisme que nous qua-
lifierons de classique. Dans nos exemples, il permet de
de´duire du type de l’agre´gat, argument des fonctions de
traitement, les ite´rateurs ade´quats. Ainsi, nous nous af-
franchissons a` la fois du type de donne´es et du type de
structures de donne´es. La combinatoire est donc minimale
(T ), un traitement e´tant programme´ une fois pour toutes.
De plus, ce code est relativement proche d’une description
algorithmique en langage naturel.
3.3 Inconve´nients
Les solutions fonde´es sur le polymorphisme classique
pre´sentent cependant quatre inconve´nients, e´nume´re´s dans
[1]. Le plus pe´nalisant dans le cadre de traitements nume´-
riques est le couˆt lie´ a` chaque appel a` une fonction poly-
morphe. En effet, un tel appel se traduit par deux indirec-
tions : une pour l’acce`s aux me´thodes de la classe effective
de l’objet cible´ et une pour l’acce`s a` la me´thode conside´re´e.
Afin d’estimer le couˆt de ces indirections, nous avons
re´alise´ des tests de performance. Le premier test corres-
pond a` l’addition d’une constante sur une image 2D com-
portant 8 millions de points ; le second test correspond




addition 0.5 s 1.5 s 0.8 s
moyenneur 3.5 s 11.4 s 3.9 s











a` un filtrage par la moyenne sur un 6-voisinage d’une
image 3D de 8 millions de points. Les re´sultats 2 sont
donne´s par le tableau 7. L’utilisation du polymorphisme
classique est re´dhibitoire, la re´pe´tition des appels aux me´-
thodes first(), isDone(), value() et next() e´tant tre`s
couˆteuse.
Le polymorphisme classique est une solution inte´res-
sante pour s’affranchir du type de la structure de donne´es
lors de l’e´criture de traitements ; cependant, dans le cadre
du traitement d’images ou` le nombre de points peut eˆtre
e´leve´, cette approche “classique” du paradigme objet est
inadapte´e.
4 Nouvelle approche par objets
Avec l’adoption en 1994 par le comite´ de normalisa-
tion du C++ de la Standard Template Library (STL) [5],
bibliothe`que de conteneurs et d’algorithmes associe´s, une
nouvelle approche de programmation ge´ne´rique s’est re´ve´-
le´e ; nous la qualifierons de polymorphisme ge´ne´rique. De-
puis, deux bibliothe`ques utilisent cette technique, CGAL
[1] et Blitz++ [7], respectivement pour du calcul ge´ome´-
trique et pour du calcul alge´brique.
4.1 Polymorphisme ge´ne´rique
L’ide´e clef du polymorphisme ge´ne´rique est de parame´-
trer les algorithmes, non pas par le type des donne´es mais
par le type des structures : Aggregate. La de´duction de
types a` partir d’un type de structures est re´alise´e par des
de´finitions de type dans les classes d’agre´gats. La table 8
montre pour la classe Image2D<Data> un exemple qui per-
met l’utilisation du type Image2D<Data>::Iterator, syno-
nyme de Image2DIterator<Data>. La nouvelle e´criture de
l’algorithme moyenneur est donne´e en table 9.
La de´finition des classes abstraites Aggregate<Data> et
Iterator<Data> n’est plus ne´cessaire et tout he´ritage de-
vient obsole`te. Chaque me´thode correspond ici a` un type
2. obtenus avec un PC a` 333 MHz sous Linux et avec le com-
pilateur libre egcs (disponible pour de nombreuses plateformes a`
l’adresse http://egcs.cygnus.com/)
Tab. 9: Moyenneur par polymorphisme ge´ne´rique.
template<class Aggregate>
void mean( Aggregate& inputAggregate,
Aggregate& outputAggregate )
{
typename Aggregate::Iterator inputElt( inputAggregate );
typename Aggregate::NeighborIterator neighborElt( inputElt );
typename Aggregate::FollowerIterator
outputElt( outputAggregate, inputElt );
for_each( inputElt )
{
typename Aggregate::DataType::CumulType sum = 0;
for_each( neighborElt )
sum += neighborElt.value();
outputElt.value() = sum / neighborElt.getCard();
}
}
Tab. 10: Code de´duit de la table 9 par le compilateur.
void mean( Image2D<IntegerS8>& inputAggregate,
Image2D<IntegerS8>& outputAggregate )
{
int iRow, iColumn; // inputElt attributes
int iNeighbor; // neighborElt attribute
iRow = iColumn = 0; // inputElt.first()
while ( iRow != inputAggregate.nRows )
// ! inputElt.isDone()
{
IntegerS16 sum = 0;
iNeighbor = 0; // neighborElt.first()









= sum / 4; // neighborElt.getCard()
if ( ++iColumn == inputAggregate.nColumns )
iColumn = 0; ++iRow; // inputElt.next()
}
}
d’objet concret et connu lors de la compilation ; le surcouˆt
lie´ au polymorphisme classique est donc e´limine´.
De plus, le langage C++ offre un me´canisme qui per-
met au compilateur de remplacer les appels de me´thodes
par le corps de ces me´thodes lorsqu’elles ne sont pas po-
lymorphes. Si la fonction mean() de la table 9 est uti-
lise´e pour le type d’agre´gat Image2D<IntegerS8>, la com-
pilation correspondante sera rigoureusement e´quivalente a`
celle du code de la table 10.
Au final, les temps d’exe´cution des algorithmes de trai-
tement ne pre´sentent que de tre`s le´gers surcouˆts par rap-
port a` ceux d’e´critures traditionnelles, comme en te´moigne
le tableau 7. Le polymorphisme ge´ne´rique est donc une
solution adapte´e a` la proble´matique de l’e´criture d’algo-
rithmes ge´ne´raux, appliquables a` des types de donne´es et
de structures de donne´es varie´s.
4.2 Raffinements
Le polymorphisme ge´ne´rique permet de diffe´rencier les
particularite´s de certains types de structures et de donne´es.
En effet, si un algorithme peut ou doit s’e´crire diffe´remment
pour un type spe´cifique de structures, il suffit de sur-
charger l’e´criture ge´ne´rique en de´finissant une fonction de
meˆme signature mais avec un parame`tre explicite.
A propos des types de donne´es, un meˆme type pre´de´fini
du langage peut servir a` implanter des types de donne´es de
se´mantiques diffe´rentes (par exemple, un entier non signe´
code´ sur 8 bits peut aussi repre´senter une valeur floue
discre´tise´e) ; pour effectuer leur distinction, qui conduit a`
des variantes d’imple´mentations, il est ne´cessaire de de´finir
les types de donne´es sous forme de classes. Ainsi la classe
IntegerS8 remplace avantageusement le type char dans la
table 9 ; en particulier, le type de la variable sum servant
au cumul de valeurs s’en de´duit.
Nous de´veloppons actuellement une plateforme de trai-
tements d’images qui utilise de fac¸on hybride, en fonction
des performances attendues, polymorphismes classique et
ge´ne´rique. Sans modifier l’e´criture simple des traitements,
nous avons e´galement obtenu deux formes supple´mentaires
de ge´ne´ricite´ n’entraˆınant pas de surcouˆt significatif a` l’exe´-
cution : l’application de tout traitement peut eˆtre restreinte
aux e´le´ments d’un agre´gat qui ve´rifient un pre´dicat donne´
et peut concerner uniquement un champ des donne´es (par
exemple la composante rouge de RVB).
5 Conclusion
Dans cet article, nous avons montre´ que l’e´volution des
techniques de programmation permet aujourd’hui d’e´crire
sous une forme ge´ne´rale des algorithmes de traitements
d’images. Ces algorithmes sont alors totalement re´utili-
sables : ils acceptent l’introduction de nouveaux types de
donne´es et de structures de donne´es. Leur mode d’e´criture,
le polymorphisme ge´ne´rique, dont nous n’avons pre´sente´
que le principe, est adapte´ a` des traitements de natures
varie´es, par exemple des filtrages, des me´thodes marko-
viennes ou de l’espace e´chelle.
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