In this work we use the Discrete Wavelet Transform in watermarking applications for digital BMP images with the objective is to guarantee some level of security for the copyright. We also compare the results with the Discrete Cosine Transform for the same application. Results are obtained from a number of tests, primarily in order to validate the security level and the robustness of the watermark, but also to prove that the original image suffers only very small variations after the watermark is embedded. We also show how to embed the watermark, where to insert it and the capacity supported for inserting an image.
Introduction
Watermarking arises from the need to protect copyrights in digital documents such as text, audio, images and video [9] . Due to espionage and the high volume of illegal copies of different types of media, it is of great importance to hide information (steganography) or to authenticate it. Since most communication channels are inherently insecure, we must find a way to interchange information in a secure manner even if using these channels [3] . One alternative way of achieving this goal is to transmit information that appears to be "normal" at a first glance while containing hidden information. We concentrate on BMP files for hiding information since they are a widely used image format. 1 Unidad Profesional Interdisciplinaria en Ingeniería y Tecnologas Avanzadas, Instituto Politécnico Nacional, Av. IPN 2580, La Laguna Ticomán, 07340 México D.F.; e-mail: iorea@ipn.mx. 2 In this work we present some results using the Discrete Cosine Transform (DCT) and wavelets for steganography and watermarking.
In the first part of this article we present a brief description of the DCT and wavelet techniques in one and two dimensions (vectors and matrices, respectively) used to insert information in the frequency domain. After this transformation, information is inserted in the middle and high frequency range of the BMP image.
The inverse procedure must be applied in order to recover the original BMP file. We then obtain the correlation index of the original and modified images using these two techniques in order to gain insight into how much the resulting image has been modified. Finally, we make a comparison between the DCT and wavelets to implement the steganography and watermarking on BMP files. Performance is measured through the correlation index as well as the information inserting capacity.
Discrete cosine transform
At the moment, the techniques that are employed the most in watermarking are those that introduce a domain transformation rather than space domain techniques. This is because by applying a frequency transformation it is possible to observe certain characteristics of the image that simplifies the manipulation of the information. This allows us to have a higher degree of security and robustness in the watermarks [4] .
The DCT maps the values of the pixels of the image, one by one from the time domain to the frequency domain. Due to the arithmetic form of the DCT, this process is reversible [5, 10] .
We assume a one-dimensional image consisting of a linear series of N pixels. Each pixel corresponds to a gray scale p.x/ (0 ≤ x < N ) where p.x/ is a function that varies in space. This image can then be represented by the sum of the components of this space f with a frequency ranging from 0 to N − 1. The grayscale function is given by
where
To calculate (2.1) we first need to find the coefficients S. f /:
The first term in (2.1) corresponds to the constant component or the zero frequency component. This can be calculated as the average value of p.x/, given by
The general expression for S. f / is 
The two-dimensional DCT
An N × N pixel matrix can be represented by the sum of N × N cosine functions in the form of
Frequency values are ordered diagonally as shown in Figure 1 . Hence, the lowest frequency is placed in position .1; 1/ while position .8; 8/ holds the highest frequency value [7] .
Steganography using the DCT
Modern steganography systems are very robust since they use some form of transformation from one domain to another.
Transformation methods from one domain to another hide the message in special areas of the image to be transmitted, making the system more robust to specialised attacks, like compression, allowing us to insert a watermark [10] . The process of insertion is carried out in the frequency domain, therefore we have to transform the image from the space domain to the frequency domain. However, we cannot transform the image in an RGB format directly, we must first convert it to the luminance and crominance equivalent using the next set of equations [4] :
Our tests show that watermarks are more efficient, in terms of information recovery, when applied in the YCbCr space rather than the RGB space. Hence, it is necessary to move from the RGB space to the YCbCr space before the frequency domain transformation takes place. Once the image is in the YCbCr format we can transform it to the frequency domain. During the coding procedure, the image is divided into 8 × 8 blocks of pixels; exactly one bit of the hidden message is coded in each block. The process of insertion starts by selecting the block b i in a pseudo-random manner. This block is used to code the i-th bit of the hidden message. We then transform the image to the frequency domain using the DCT, resulting in the image blocks B i = D{b i }.
Then we localise two coefficients in the block that will be used to insert the message. Each coefficient is denoted by two indices .u 1 ; v 1 / and .u 2 ; v 2 /. Both coefficients represent a component in the medium and high frequency range. This guarantees that the hidden information will be saved in a significant part of the image. This also assures that the insertion process will not degrade the image significantly since middle range frequency coefficients have very similar values. The coefficients used could be .4; 1/ and .3; 2/, for example. Now, to insert a hidden message in the image we just have to compare the values of the coefficients in the high or middle frequency range.
One frequency block codes a "1" if B i .u 1 ; v 1 / > B i .u 2 ; v 2 /, otherwise, it codes a "0". When compression is used, the coefficient values may be altered, therefore it is recommended that |B i .u 1 ; v 1 / > B 1 .u 2 ; v 2 /| > x for every x bigger than zero; this could be achieved by adding a random number to both coefficients. The bigger the value of x that is chosen, the more robust the system is when compression is used, but the image could be more affected. We then perform the inverse DCT to have the image coefficients in the space domain [4, 5, 10] .
Wavelet transforms
Wavelet analysis is a recent mathematical development that can be used for a variety of applications in the areas of mathematics, physics and engineering [2] . Wavelets are functions with the general form:
where ∈ L 2 .R/, a > 0, b ∈ R, and j; k are integers. That is, wavelets are functions that are generated by a single function (the generating wavelet). The standard values of a and b are a = 2 and b = 1.
The wavelet coefficients of f ∈ L 2 .R/ are defined as
and the series ∞ j;k=−∞f . j; k/ j;k .x/ is called the associated wavelet series with f .
The discrete wavelet transform (DWT)
The signal x[n] is processed through a mirror bank filter in quadrature [6] . The resulting signal of each filter is decimated by a factor of 2.
The resolution of the signal, which is a measure of the amount of detailed information in the signal, is modified by the filter and the scale is modified by the decimation. Decimation corresponds to the decrease of sampling frequency or to the elimination of certain samples of the signal. The process of the filtering and successive decimation is known as sub-band codification. This procedure can be expressed as:
and
where y h [k] and y l [k] are the outputs of the high pass and low pass filters, respectively, after the decimation of 2. This is the operation of the DWT, which analyses the signal in different frequency bands with different resolutions through the decomposition of the signal in components of high and low energy. The decomposition of the signal in different frequency bands is obtained through the successive filtering of the signal. The original sequence x[n] is processed by a high pass filter g [n] and a low pass filter h [n] .
The sub-band codification can be applied as many times as needed in order to achieve a higher degree of decomposition. Each filtering and decimation operation results in half the number of samples and therefore half the resolution in time. Depending on the chosen wavelet, the coefficients of g [n] and h[n] will change.
There are several wavelet transforms, but in this paper we focus on the Haar transform since our tests showed that under attack, this is the transform that conserved the watermark almost unchanged (this is due to the distribution of the energy). It is thus the most appropriate for our application and we only apply one level of transformation [1, 12, 14] .
The Haar wavelet transform breaks the discrete signal x = . This procedure accommodates the low frequencies in a 1 while the high frequencies are placed in d 1 .
The wavelet transform can be done in various levels. In this paper we will only focus on the first level [12, 14] .
The discrete wavelet transform in two dimensions (TWD2)
A discrete image x is an M × N matrix of real numbers as shown in (6.1). The wavelet transformation in two dimensions is obtained in the same manner as in the previous section for one dimension as follows:
: : : : : : : : : : : :
(A) Apply the wavelet transform to each row of x to generate a new matrix.
(B) Apply the wavelet transform to the new matrix generated in the previous step but now to each column.
This will create four sub-images of M=2 rows and N =2 columns each:
The sub-image a 1 is calculated by averaging over the rows and then averaging over the columns. The sub-image created is then a compression of the original with the low frequency components of the image.
The sub-image h 1 is calculated as the average of the rows and the difference of the columns. This saves the horizontal details of the image and contains the medium-low frequency components.
The sub-image v 1 is similar to h 1 except that it holds the vertical details of the image and it contains the medium-high frequency components.
Finally, d 1 contains the diagonal details since it is obtained as the difference of both the rows and the columns and it contains the high frequency components [4, 12, 14] . Figure 2 shows the visual decomposition in frequencies of an image when the Haar wavelet transform of one level is applied.
Steganography using the discrete wavelet transform
We now have the matrices a 1 , h 1 , v 1 and d 1 ; the matrix a 1 is maintained without change since medium frequency components are contained here while a hidden message can be embedded in the rest of the matrices. The insertion of the message is accomplished in this manner: we compare the first couple of values of each matrix, if the first value is higher than the second, we consider it to code a "1", otherwise it [8] is coded a "0", we then compare the next pair of values and continue this procedure until the whole matrix has been compared.
Attacks
Once the watermark has been inserted in the digital document, it is vulnerable to a wide range of intentional attacks [11] . There are many attacks with the objective of eliminating a watermark. It is important to notice that in order for an attack to be effective, it has to eliminate the watermark without visibly altering the image [13] . We only consider three of the most direct attacks: compression, distortion of brightness and noise.
(A) Compression: When a compression algorithm is applied to the image and then the image is obtained in its original format. (B) Distortion of Brightness: This type of attack involves adding a small value to each pixel of the image in order to modify it completely with no visible impact. The sum of the value is performed uniformly over all of the image [8] .
(C) Noise: There are many different types of noise that can be added to the image. We focus on three in particular, namely multiplicative noise, impulsive noise and Gaussian noise. It is important to mention that all the tests were done in MATLAB where all numerical parameters are normalised; in particular, all parameters involving image operations are normalised in the range [0; 1].
Implementation and tests
We now show some results obtained from different tests with both techniques, such as insertion capacity and recovery percentage of the watermark when it is subject to different attacks.
(A) Insertion Capacity. For both techniques, low frequency values are unchanged. Hence, using the DCT technique, the frequency values that are not used are marked in the shaded region in Figure 3 , and the rest are used to insert the information. This procedure is performed in each plane of the image, that is, in the chrominance and luminance planes for both the DCT and DWT techniques.
Using the same criteria, we apply the DWT directly in each plane of the image of N × N , resulting in four sub-matrices of M=2 × N =2 grouped in frequencies. Information is inserted in the middle-low, middle-high and high frequencies. Table 1 shows a comparison of both techniques in the insertion process for 10 different images. It also shows the energy loss and the PSNR (dB).
(B) Compression. This is the most direct attack because it is almost impossible to visibly notice any changes in the image after performing a compression. Hence this is a very aggressive kind of attack.
By introducing the watermark only in the luminance matrix and in the middlelow frequencies we achieve a robust watermark when compression is applied to the image. Under this condition, both techniques can recover the original watermark completely after the compression procedure. However, the insertion capacity is drastically reduced. Table 2 shows the capacity insertion of robust watermarks that can support a compression procedure. (C) Brightness Distortion in the Image. Brightness distortion makes the image brighter by adding the same value to all the pixels of the image or darkens the image by subtracting the same value. If these values are not too big, then the changes in the image will not be visually detected. However simple, this is a very effective attack against watermarks.
Brightness distortion does not eliminate the watermark because of the way that it is inserted. As we know, both techniques compare two elements, a "1" is inserted if one value is greater than the other and a "0" is inserted if one values is lower that the other value. By adding a value to all the elements of the image, this relationship is not modified.
(D) Noise. Noise is also a form of an effective attack to either modify or eliminate the watermark, so long as the level of noise is not too high. The level of noise cannot be too high because then the image will suffer a big distortion and will become visibly different from the original image, making it obvious that an attack has occurred. Finally, a watermark is inserted in 100 different images and the PSNR of the original image is measured and compared to the PSNR of the image with the watermark. This is done for both the DCT and DWT techniques. The results are shown in Figure 4 .
Conclusions
The DWT technique for the insertion of digital watermarks is efficient because embedded information in the image can be recovered. It is secure since the embedded [12] information is not visible to any non authorised person and it is practically impossible to detect. Most importantly, watermarks are robust because we have shown that they can resist compression by commercial algorithms.
Watermarks also resist a brightness distortion, that is, attacks that alter the image uniformly, and this type of attack never modifies the watermark. In the case of multiplicative noise, noise with a variance greater than 0:002 does not affect the embedded information. However, impulsive noise-and Gaussian noise also-affect the watermark but they also visibly affect the image and therefore, the attack is evident. In all the previous tests, the DCT and DWT techniques showed very similar results. However, it is important to notice that the DWT technique always achieves a better performance. For example, when the watermark is embedded, the image is less affected. Also, in all the tests with noise, the DWT technique always achieves a higher percentage of recovery. Finally, we compare the capacity for inserting information and we can see that the wavelet technique is much better than the DCT technique.
After several tests with different images we obtained the following results. For the DCT we could hide approximately 0.54% of the information compared to the size of the original image file for watermarking. For steganography the percentage of information for hidden information is 4.82%.
For the wavelet method, we could insert approximately 4.27% of information compared to the original size of the image file for watermarking. For steganography, the percentage is approximately 51.3% of embedded information.
