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We consider the defocusing H
1
2 -subcritical Hartree equation i∂tu + u = (|x|−γ ∗ |u|2)u
(2 < γ < 3) in R3. We prove its global well-posedness and scattering property in Hs(R3)
for s > (7− γ )(γ − 2)/(γ + 2) when γ  5/2; s > 3(γ − 2)/2(γ − 1) when γ < 5/2. This
improves the previous work of Miao, Xu and Zhao (2009) [18]. A new ingredient used here
is that we apply some bilinear Strichartz estimates.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the defocusing H
1
2 -subcritical Hartree equation{
i∂tu + u =
(|x|−γ ∗ |u|2)u, u : R3 × [0, T ] → C,
u(x,0) = u0(x) ∈ Hs
(
R
3
)
,
(1.1)
where 2 < γ < 3. The Hartree equation arises in the study of Boson stars and other physical phenomena, see [7] for example.
In chemistry, it appears as a continuous-limit model for mesoscopic molecular structures, see [24].
Eq. (1.1) was studied in [18] for local well-posedness in Hs(R3) for any s γ2 −1 (especially, in the critical case s = γ2 −1,
the time of the existence depends not only on the H
γ
2 −1 norm of u0, but also on the proﬁle of u0). This equation obeys the
mass conservation law∫
R3
∣∣u(t, x)∣∣2 dx = ∫
R3
∣∣u0(x)∣∣2 dx,
and energy conservation law for H1 solution
E
(
u(t)
)= 1
2
∫
R3
|∇u|2 dx+ 1
4
∫
R3
∫
R3
1
|x− y|γ
∣∣u(t, x)∣∣2∣∣u(t, y)∣∣2 dxdy ≡ E(u0). (1.2)
This together with the local theory leads to the global well-posedness for (1.1) in H1(R3). In [16], the authors studied the
global existence below the energy space, and obtained the global well-posedness in Hs(R3) with s > 4(γ −2)/(3γ −4). The
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224 Y. Li, Y. Wu / J. Math. Anal. Appl. 371 (2010) 223–232approaches used there were mainly the I-method (see [3,4], etc.) and some interaction Morawetz estimates. Other works
devoted to Hartree equation, one may refer to [8–13,15,17–23], etc.
In this paper, we improve the result in [16] and obtain
Theorem 1.1. The Cauchy problem (1.1) is globally well-posed in Hs(R3) for
s >
(7− γ )(γ − 2)
γ + 2 , for γ 
5
2
; s > 3(γ − 2)
2(γ − 1) , for γ <
5
2
. (1.3)
Moreover the solution satisﬁes
sup
t∈[0,∞)
∥∥u(t)∥∥Hs(R3)  C(‖u0‖Hs),
and the wave operators exist and there is asymptotic completeness on all of Hs(R3).
Our key point for such an improvement is due to better increment bounds of the energy and the interaction Morawetz,
N−min{4−γ , 32 }+ . This improves the previous estimate, N−1+ in [16], which gives s > 4(γ − 2)/(3γ − 4).
The rest of this paper is arranged as follows. In Section 2, we give some notations and some preliminaries, and state a
local existence result. In Section 3, we review the I-method and obtain the almost conservation law. In Section 4, we show
the almost interaction Morawetz estimate. In Section 5, we apply these estimates to prove Theorem 1.1.
2. Preliminaries and local well-posedness
2.1. Notations
We use A  B or B  A to denote the statement that A  C B for some large constant C which may vary from line to
line, and may depend on the data and the index s. When it is necessary, we will write the constants by C1,C2, . . . to see
the dependency relationship. We use A ∼ B to mean A  B  A. We use A  B , or sometimes A = o(B) to denote the
statement A  C−1B . The notation a+ denotes a +  for any small  , and a− for a −  . 〈·〉 = (1+ | · |2)1/2. We use ‖ f ‖Lqt Lpx
to denote the mixed norm (
∫ ‖ f (t, ·)‖qLp dt) 1q . Moreover, we denote Fx to be the Fourier transform corresponding to the
variable x. We deﬁne the Fourier projection operator PN as
PN f (x) =
∫
eixξ
(
ψ(ξ/N) − ψ(2ξ/N)) fˆ (ξ)dξ
for any N > 0, where ψ(ξ) to be an even smooth characteristic function of the interval [−1,1].
We denote by Xs,b the closure of the Schwartz class under the norm
‖u‖Xs,b =
∥∥〈τ + |ξ |2〉b〈ξ〉suˆ(τ , ξ)∥∥L2τ L2ξ (R×R3).
Furthermore for a given time interval J , we deﬁne
‖u‖Xs,b( J ) = inf
{‖v‖Xs,b ; v = u on J}.
Moreover, in the following, we shall often write ξi j for ξi + ξ j , ξi jk for ξi + ξ j + ξk , etc. Also we write m(ξi) = mi and
m(ξi + ξ j) =mij , etc.
2.2. Preliminary estimates
First we state the well-known Strichartz estimates (see [14] for example).
Deﬁnition. Let d 3, a pair of exponents (q, r) is called admissible if
2
q
= d
(
1
2
− 1
r
)
, 2 q, r ∞.
Lemma 2.1. Let d 3, (q, r) and (q˜, r˜) be any two admissible pairs. Suppose that u is a solution to{
iut + u = F (t, x), t ∈ J , x ∈ Rd,
u(0) = u0(x).
Then we have the estimate
‖u‖Lqt Lrx( J×Rd)  ‖u0‖L2(Rd) + ‖F‖Lq˜′t Lr˜′x ( J×Rd),
where the prime exponents denote Hölder dual exponents.
We also have the following standard bilinear estimates (see [1,6]):
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‖ f1 f2‖L2xt (R×R3) 
N2
N1/21
‖ f1‖
X0,
1
2 +
‖ f2‖
X0,
1
2 +
.
The next one is the well-known Hardy inequality.
Lemma 2.3. For f ∈ Lp(Rd), it holds that∥∥|x|−γ ∗ f ∥∥Lq  ‖ f ‖Lp ,
where dq + (d − γ ) = dp .
2.3. A variant local well-posedness
In this subsection, we give two results concerning a local well-posedness result for the modiﬁed solution Iu and some
a priori estimates. See [16] for the proofs.
Let J = [t0, t1] be an interval of time. We deﬁne the following spaces:
S I ( J ) =
{
u; sup
(q,r) admissible
∥∥〈∇〉Iu∥∥Lqt Lrx( J×R3) < ∞},
X
1, 12+
I ( J ) =
{
u; ∥∥〈∇〉Iu∥∥
X0,
1
2 +
< ∞}.
Then
Z I ( J ) = S I ( J ) ∩ X1,
1
2+
I ( J ).
Proposition 2.1. Let 2 < γ < 3, s > γ2 − 1, and consider the IVP{
i Iut + Iu = I
((|x|−γ ∗ |u|2)u), x ∈ R3, t ∈ R,
Iu(t0, x) = Iu0(x) ∈ H1
(
R
3
)
.
(2.1)
Then for any u0 ∈ Hs(R3), there exists a time interval J = [t0, t0 + δ], δ = δ(‖Iu0‖H1 ) and there exists a unique u ∈ Z I ( J ) solution
to (2.1). Moreover there is continuity with respect to the initial data.
Proposition 2.2. Let 2 < γ < 3 and s > γ2 − 1. If u is a solution to the IVP (2.1) on the interval J = [t0, t1], which satisﬁes the
following a priori bound
‖Iu‖4
L4t L
4
x ( J×R3) < μ,
where μ is a small universal constant, then
‖u‖Z I ( J )  ‖Iu0‖H1 .
3. The I-method and the almost conservation law
3.1. The I-operator and the hierarchy of energies
Let s < 1 and N  1 be ﬁxed, the Fourier multiplier operator I is deﬁned as
Îu(ξ) =m(ξ)uˆ(ξ), (3.1)
where the multiplier m(ξ) is a smooth, monotone function satisfying 0 <m(ξ) 1 and
m(ξ) =
{
1, |ξ | N,
N1−s|ξ |s−1, |ξ | > 2N. (3.2)
It is obvious that the operator I maps Hs(R3) into H1(R3) with equivalent norms for any s < 1. More precisely, there exists
some positive constant C such that
C−1‖u‖Hs  ‖Iu‖H1  CN1−s‖u‖Hs . (3.3)
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Mk(ξ1, . . . , ξk) deﬁned on the hyperplane
Γk =
{
(ξ1, . . . , ξk): ξ1 + · · · + ξk = 0
}
, (3.4)
we deﬁne the quantity
Λk(Mk;u1,u2, . . . ,uk) =
∫
Γk
Mk(ξ1, ξ2, . . . , ξk)
k∏
j=1
uˆ j(ξ j)
and adopt the notation Λk(Mk) = Λk(Mk;u, u¯, . . . ,u, u¯). By Eq. (1.1) and a direct computation (see [16]), one has
∂tΛk(Mk) = Λk
(
iMk
k∑
j=1
(−1) j|ξ j|2
)
+ Λk+2
(
i
k∑
j=1
(−1) j|ξ j+1, j+2|−γ¯ X2j (Mk)
)
, (3.5)
where γ¯ = 3− γ . Now we deﬁne the modiﬁed energy as
E˜(u) ≡ E(Iu) = −1
2
Λ2(ξ1ξ2m1m2) + 1
4
Λ4
(|ξ2,3|−γ¯m1m2m3m4). (3.6)
Then by (3.5) (see [16] for more details), we have
∂tΛ2(ξ1ξ2m1m2) = Λ4
(
i|ξ2,3|−γ¯m24|ξ4|2 − i|ξ3,4|−γ¯m21|ξ1|2
)
.
Now we adopt a notation for simplicity:
let Mk  M˜k if Λk(Mk) = Λk(M˜k).
Note that the quantity Λk(Mk) is invariant if one permutes the even or odd indices ξ j of Mk , so we have
|ξ2,3|−γ¯m24|ξ4|2 − |ξ3,4|−γ¯m21|ξ1|2  |ξ3,4|−γ¯ ·
(
m24|ξ4|2 −m21|ξ1|2
)
 −1
2
|ξ3,4|−γ¯ ·
(
m21|ξ1|2 −m22|ξ2|2 +m23|ξ3|2 −m24|ξ4|2
)
 −1
4
(|ξ1,2|−γ¯ + |ξ1,4|−γ¯ ) · (m21|ξ1|2 −m22|ξ2|2 +m23|ξ3|2 −m24|ξ4|2).
This implies that
∂tΛ2(ξ1ξ2m1m2) = − i
4
Λ4
((|ξ1,2|−γ¯ + |ξ1,4|−γ¯ )(m21|ξ1|2 −m22|ξ2|2 +m23|ξ3|2 −m24|ξ4|2)). (3.7)
On the other hand,
∂tΛ4
(|ξ2,3|−γ¯m1m2m3m4)= −iΛ4(|ξ2,3|−γ¯m1m2m3m4(|ξ1|2 − |ξ2|2 + |ξ3|2 − |ξ4|2))
+ Λ6
(
i|ξ2,3|−γ¯ |ξ4,5|−γ¯m123(m123 −m4m5m6)
)
= −iΛ4
((|ξ1,2|−γ¯ + |ξ1,4|−γ¯ )m1m2m3m4(|ξ1|2 − |ξ2|2 + |ξ3|2 − |ξ4|2))
+ Λ6
(
i|ξ2,3|−γ¯ |ξ4,5|−γ¯m123(m123 −m4m5m6)
)
.
Together with (3.6), (3.7), we have
Proposition 3.1. Let u be the solution to (1.1). Then for any T ∈ R and δ > 0, we have
E˜(u)(T + δ) − E˜(u)(T ) =
T+δ∫
T
Λ4(M4)dt +
T+δ∫
T
Λ6(M6)dt
with
M4 = i
8
(|ξ1,2|−γ¯ + |ξ1,4|−γ¯ )[m21|ξ1|2 −m22|ξ2|2 +m23|ξ3|2 −m24|ξ4|2 −m1m2m3m4(|ξ1|2 − |ξ2|2 + |ξ3|2 − |ξ4|2)];
M6 = i|ξ2,3|−γ¯ |ξ4,5|−γ¯m123(m123 −m4m5m6).
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By I-method, the almost conservation law of E˜(u) is a key ingredient in the proof of the global well-posedness below
the energy space. While by Proposition 3.1, the main precess to estimate the upper bound of the increment of E˜(u) is the
4-linear and 6-linear estimates as following.
To begin with, we adopt the notations that∣∣ξ∗1 ∣∣ ∣∣ξ∗2 ∣∣ · · · ∣∣ξ∗6 ∣∣ · · · ∣∣ξ∗k ∣∣
and let |ξ∗j | ∼ N j by Littlewood–Paley decomposition. Moreover, by the symmetry of M4, we may restrict in Γ4 that
|ξ1| |ξ3|, |ξ2| |ξ4| and |ξ1| |ξ2|.
Hence ξ∗1 = ξ1 and ξ∗2 = ξ2 or ξ3.
Lemma 3.1. If N1 ∼ N2  N  N3 , then
|M4|m21N1N1−γ¯3 . (3.8)
Proof. If ξ∗2 = ξ2, then by mean value theorem,
m21ξ
2
1 −m22ξ22 −m1m2
(
ξ21 − ξ22
)= (m1 −m2)(m1ξ21 +m2ξ22 )m21N1 · |ξ1,2|.
Note that
|ξ1,2|−γ¯ + |ξ1,4|−γ¯  |ξ1,2|−γ¯ .
Since |ξ1,2| N3, we have the claim in this case. It is similar when ξ∗2 = ξ3. This completes the proof of lemma. 
Proposition 3.2. For J = [T , T + δ], it holds that∣∣∣∣∣
T+δ∫
T
Λ4(M4)dt
∣∣∣∣∣ N−1−γ¯+‖u‖4Z I ( J ). (3.9)
Proof. By Plancherel theorem, it suﬃces to show∣∣∣∣∣
T+δ∫
T
∫
Γ4
M4(ξ1, ξ2, ξ3, ξ4)
〈ξ1〉m1 · · · 〈ξ4〉m4 fˆ1(t, ξ1) fˆ2(t, ξ2) fˆ3(t, ξ3) fˆ4(t, ξ4)
∣∣∣∣∣ N−1−γ¯+
4∏
j=1
‖ f j‖Z0( J ), (3.10)
where
Z0( J ) = X0, 12+( J ) ∩
{
u; sup
(q,r) admissible
‖u‖Lqt Lrx( J×R3) < ∞
}
.
Since M4 = 0, when |ξ1|, . . . , |ξ4|  N , we may assume that |ξ1| ∼ |ξ2| N . Now we split it into four cases as follows.
Case 1: |ξ∗1 | ∼ |ξ∗2 | N  |ξ∗3 |, |ξ∗4 |. By (3.8) and Lemma 2.2, we have,
LHS of (3.10) N−12 N
−γ¯
3 N
−1
4
T+δ∫
T
∫
Γ4
fˆ1(t, ξ1) fˆ2(t, ξ2) fˆ3(t, ξ3) fˆ4(t, ξ4)
 N−12 N
−γ¯
3 N
−1
4 ‖ f1 f3‖L2xt‖ f2 f4‖L2xt
 N−21 N
1−γ¯
3
4∏
j=1
‖ f j‖
X0,
1
2 +
 N−1−γ¯
4∏
j=1
‖ f j‖Z0( J ).
Case 2: |ξ∗1 | ∼ |ξ∗2 | |ξ∗3 | N  |ξ∗4 |. First, observe that |ξ1,2| ∼ |ξ3|, so we have∣∣M4(ξ1, . . . , ξ4)∣∣m2N2N−γ¯ ,1 1 3
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LHS of (3.10) N−1−γ¯3 N
−1
4
T+δ∫
T
∫
R3
f1(t, x) · · · f4(t, x)dxdt
 N−1−γ¯3 N
−1
4 ‖ f1‖
L
10
3
xt
‖ f2‖
L
10
3
xt
‖ f3‖
L
10
3
xt
‖ f4‖L10xt
 N−1−γ¯3 N
−1
4 · N4
4∏
j=1
‖ f j‖Z0( J )
 N−1−γ¯
4∏
j=1
‖ f j‖Z0( J ).
Case 3: |ξ∗1 | ∼ |ξ∗2 | |ξ∗3 | |ξ∗4 | N . Without loss of generality, we may assume that |ξ12| |ξ14|, then∣∣M4(ξ1, . . . , ξ4)∣∣m21N21|ξ12|−γ¯ ,
we have
LHS of (3.10) N−13 N
−1
4
T+δ∫
T
∫
R3
D−γ¯ ( f1 f2)(t, x) · f3(t, x) f4(t, x)dxdt
 N−13 N
−1
4
∥∥D−γ¯ ( f1 f2)∥∥Lqt Lrx‖ f3‖Lq3t Lr3x ‖ f4‖Lq4t Lr4x
 N−13 N
−1
4 ‖ f1‖Lq1t Lr1x ‖ f2‖Lq2t Lr2x ‖ f3‖Lq3t Lr3x ‖ f4‖Lq4t Lr4x ,
where
1
q
+ 1
q3
+ 1
q4
= 1; 1
r
+ 1
r3
+ 1
r4
= 1; 1
q
= 1
q1
+ 1
q2
; 3
r
+ γ¯ = 3
r1
+ 3
r2
.
Choosing these exponent suitably so that
2
q1
+ 3
r1
= 3
2
; 2
q2
+ 3
r2
= 3
2
; 2
q3
+ 3
r3
= 3
2
; 2
q4
+ 3
r4
= 3
2
− 1+ γ¯ ,
then we further have
LHS of (3.10) N−13 N
−1
4 N
1−γ¯
4
4∏
j=1
‖ f j‖Z0( J )  N−1−γ¯
4∏
j=1
‖ f j‖Z0( J ).
This completes the proof of proposition. 
Proposition 3.3. For J = [T , T + δ], it holds that∣∣∣∣∣
T+δ∫
T
Λ6(M6)dt
∣∣∣∣∣ N−2‖Iu‖6Z I ( J ). (3.11)
Proof. By Plancherel theorem, it suﬃces to show∣∣∣∣∣
T+δ∫
T
∫
Γ6
M6(ξ1, . . . , ξ6)
〈ξ1〉m1 · · · 〈ξ6〉m6 fˆ1(t, ξ1), . . . , fˆ6(t, ξ6)
∣∣∣∣∣ N−2
4∏
j=1
‖ f j‖Z0( J ). (3.12)
Since M6 = 0, when |ξ1|, . . . , |ξ6|  N , we may assume that |ξ∗1 | ∼ |ξ∗2 | N . We only consider the worst case
|ξ1| ∼ |ξ6| N  |ξ2|, . . . , |ξ5|, (and thus |ξ1| ∼ N1 and |ξ6| ∼ N2)
since the others are similar. Then
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T+δ∫
T
∫
R3
f1(t, x) f6(t, x)D
−γ¯ ( f2 f3)(t, x)D−γ¯ ( f4 f5)(t, x)dx
 N−11 · · ·N−16 ‖ f1‖Lq1t Lr1x ‖ f6‖Lq1t Lr1x
∥∥D−γ¯ ( f2 f3)∥∥Lqt Lrx∥∥D−γ¯ ( f4 f5)∥∥Lqt Lrx
 N−11 · · ·N−16 ‖ f1‖Lq1t Lr1x ‖ f6‖Lq1t Lr1x ‖ f2‖Lq2t Lr2x · · · ‖ f5‖Lq2t Lr2x ,
where
2
q
+ 2
q1
= 1; 2
r
+ 2
r1
= 1; 1
q
= 2
q2
; 3
r
+ γ¯ = 6
r3
.
Choosing these exponent suitably to satisfy
2
q1
+ 3
r1
= 3
2
; 2
q2
+ 3
r2
= 3
2
− 1+ 1
2
γ¯ ,
then we further have
LHS of (3.10) N−11 · · ·N−16 N
1− 12 γ¯
3 · · ·N
1− 12 γ¯
6
6∏
j=1
‖ f j‖Z I ( J )  N−2
6∏
j=1
‖ f j‖Z0( J ).
This completes the proof of proposition. 
4. Almost interaction Morawetz estimate
Let a(x1, x2) = |x1 − x2| : R3 × R3 → R, and the momentum bracket {·,·}p deﬁned by
{ f , g}p = Re( f∇ g¯ − g∇ f¯ ).
Theorem 4.1. Let u be the solution of (1.1), then the following estimate holds:
‖Iu‖4
L4T L
4
x
 ‖Iu‖L∞T H˙1x ‖Iu‖
3
L∞T L2x
+
T∫
0
∫
R3×R3
∇a · {N˜bad, Iu(t, x1)Iu(t, x2)}p dx1 dx2 dt. (4.1)
Moreover, on any time interval Jk where the local well-posedness Proposition 2.1 holds, we have that∫
Jk
∫
R3×R3
∇a · {N˜bad, Iu(t, x1)Iu(t, x2)}p dx1 dx2 dt  1
Nmin{4−γ , 32 }+
‖u‖6S I ( Jk). (4.2)
Proof. For (4.1), we refer to [16] for the proof. For (4.2), by the analysis in [16] again, it is deduced to show∥∥∇x(I(N˜ (u))− N˜ (Iu))∥∥L1t L2x ( Jk)  1Nmin{4−γ , 32 }+ ‖u‖3S I ( Jk), (4.3)
where N˜ (u) = (|x|−γ ∗ |u|2)u. The left-hand side of (4.3) is equal to∥∥∥∥ ∫
ξ=∑3j=1 ξ j
|ξ ||ξ2,3|−γ¯ |m −m1m2m3|uˆ(ξ1) ˆ¯u(ξ2)uˆ(ξ3)dξ1 dξ2
∥∥∥∥
L1t L
2
ξ
=
∥∥∥∥ ∫
ξ=∑3j=1 ξ j
M˜4(ξ, ξ1, ξ2, ξ2)uˆ(ξ1) ˆ¯u(ξ2)uˆ(ξ3)dξ1 dξ2
∥∥∥∥
L1t L
2
ξ
,
where m =m(ξ) and
M˜4(ξ, ξ1, ξ2, ξ2) = 1
2
|ξ |(|ξ12|−γ¯ + |ξ23|−γ¯ )|m −m1m2m3|.
Therefore, (4.3) is suﬃcient if∥∥∥∥ ∫
ξ=∑3 ξ j
M˜4(ξ, ξ1, ξ2, ξ3)
〈ξ1〉m1〈ξ2〉m2〈ξ3〉m3 fˆ1(t, ξ1) fˆ2(t, ξ2) fˆ3(t, ξ3)dξ1 dξ2
∥∥∥∥
L1t L
2
ξ
 N−min{4−γ , 32 }+
3∏
j=1
‖ f j‖Z0( J ). (4.4)j=1
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 N , we further
assume that |ξ1| N and let |ξ j | ∼ N j by Littlewood–Paley decomposition. Now we split it into three cases.
Case 1: |ξ1| N  |ξ2|, |ξ3|. By the mean value theorem,
|M˜4|m1N1−γ¯2 .
Then we have
LHS of (4.4) N−11 N
−γ¯
2 N
−1
3
∥∥∥∥ ∫
ξ=∑3j=1 ξ j
fˆ1(t, ξ1) fˆ2(t, ξ2) fˆ3(t, ξ3)dξ1 dξ2
∥∥∥∥
L1t L
2
ξ
 N−11 N
−γ¯
2 N
−1
3 ‖ f1 f2‖L2xt‖ f3‖L2t L∞x
 N−1−
1
2
1 N
1
2−γ¯
2 N
−1
3 · N3
3∏
j=1
‖ f j‖Z0( J )
 N−min{4−γ , 32 }+
3∏
j=1
‖ f j‖Z0( J ).
Case 2: |ξ1|  |ξ2|  N  |ξ3|. We may assume that |ξ12|  |ξ23| (the other is similar and simpler). Therefore, since |ξ | 
|ξ12| + |ξ3|, we have
|M˜4|m1N1−γ¯1 + |ξ12|−γ¯ N3.
Then we have
LHS of (4.4) N2s−2N−s1 N
−s
2 N
−1
3
∥∥∥∥ ∫
ξ=∑3j=1 ξ j
(
N1−sNs−γ¯1 + |ξ12|−γ¯ N3
)
fˆ1(t, ξ1) fˆ2(t, ξ2) fˆ3(t, ξ3)dξ1 dξ2
∥∥∥∥
L1t L
2
ξ
 Ns−1N−s−γ¯1 N
−1
3 ‖ f1‖L2t L6x‖ f2‖L3t L18/5x ‖ f1‖L6t L18x + N
2s−2N−s1 N
−s
2
∥∥D−γ¯ ( f1 f2)∥∥Lqt Lrx‖ f3‖Lq3t Lr3x
 Ns−1N−s−γ¯1
3∏
j=1
‖ f j‖Z0( J ) + N2s−2N−s1 N−s2 ‖ f1‖Lq1t Lr1x ‖ f2‖Lq2t Lr2x ‖ f3‖Lq3t Lr3x ,
where
1
q
+ 1
q3
= 1; 1
r
+ 1
r3
= 1
2
; 1
q
= 1
q1
+ 1
q2
; 3
r
+ γ¯ = 3
r1
+ 3
r2
.
Choosing suitably to satisfy
2
q1
+ 3
r1
= 3
2
; 2
q2
+ 3
r2
= 3
2
; 2
q3
+ 3
r3
= 3
2
− 1+ γ¯ ,
then we conclude that
LHS of (4.4) N2s−2N−s1 N
−s
2 N
1−γ¯
3
3∏
j=1
‖ f j‖Z0( J )  N−1−γ¯
3∏
j=1
‖ f j‖Z0( J ).
Case 3: |ξ1| |ξ2| |ξ3| N . We also assume that |ξ12| |ξ23|, then we have
|M˜4|m1N1 |ξ12|−γ¯ .
Then similar to Case 2, we have
LHS of (4.4) N2s−2N−s2 N
−s
3
∥∥∥∥ ∫
ξ=∑3j=1 ξ j
|ξ12|−γ¯ fˆ1(t, ξ1) fˆ2(t, ξ2) fˆ3(t, ξ3)dξ1 dξ2
∥∥∥∥
L1t L
2
ξ
 N2s−2N−s2 N
−s
3
∥∥D−γ¯ ( f1 f2)∥∥Lqt Lrx‖ f3‖Lq3t Lr3x
 N2s−2N−s2 N
−s
3 ‖ f1‖Lq1t Lr1x ‖ f2‖Lq2t Lr2x ‖ f3‖Lq3t Lr3x
 N−1−γ¯
3∏
j=1
‖ f j‖Z0( J ),
where the exponents are same as Case 2. This completes the proof of theorem. 
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Now it is standard to prove our main theorem and we just follow the way in [16] (we may somewhat present the
procedure brieﬂy here). We ﬁrst scale the solution. If u(t, x) is a solution on [0, T ] then
uλ(t, x) = λ− 5−γ2 u
(
t
λ2
,
x
λ
)
,
we choose a parameter λ:
λ ∼ N
1−s
s− γ2 +1 , (5.1)
so that ‖Iuλ0‖H1  1.
Next, let us deﬁne
S := {0 t < ∞: ∥∥Iuλ∥∥L4t L4x ([0,t]×R3)  Kλ 34 ( γ2 −1)},
with K a constant to be chosen later. We claim that S is the whole interval [0,∞). Indeed, assume by contradiction that it
is not so, then since∥∥Iuλ∥∥L4t L4x ([0,t]×R3)
is a continuous function of time, there exists a time T ∈ [0,∞) such that∥∥Iuλ∥∥L4t L4x ([0,T ]×R3) > Kλ 34 ( γ2 −1), (5.2)∥∥Iuλ∥∥L4t L4x ([0,T ]×R3)  2Kλ 34 ( γ2 −1). (5.3)
We now split the interval [0, T ] into subintervals Jk , k = 1, . . . , L in such a way that∥∥Iuλ∥∥4L4t L4x ( Jk×R3) μ,
with μ as in Proposition 2.2. Then the number L of possible subintervals must satisfy
L ∼ (K )
4λ3(
γ
2 −1)
μ
. (5.4)
From Proposition 2.1 and Proposition 2.2, we know that
sup
t∈[0,T ]
E
(
Iuλ(t)
)
 E
(
Iuλ0
)+ L
N1+γ¯−
.
Let
L  Nmin{4−γ , 32 }+, (5.5)
then E(Iuλ(t)) 1. Connecting (5.5) with (5.4), this is fulﬁlled as long as
(2K )4λ3(
γ
2 −1)
μ
 Nmin{4−γ , 32 }+. (5.6)
By (5.1) and choosing a large number N , this is possible for any s included in (1.3).
Now recall the a priori estimate (4.1):
∥∥Iuλ∥∥4L4T L4x  ∥∥Iuλ∥∥L∞T H˙1x∥∥Iuλ∥∥3L∞T L2x +
T∫
0
Error(t)dt,
where
Error(t) :=
∫
R3×R3
∇a · {N˜bad, Iuλ(t, x1)Iuλ(t, x2)}p dx1 dx2.
By Theorem 4.1 and Proposition 2.2 on each interval Jk , we have that∣∣∣∣ ∫ Error(t)dt∣∣∣∣ 1N1− ∥∥uλ∥∥6Z I ( Jk)  1N1+γ¯− .
Jk
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T∫
0
Error(t)dt
∣∣∣∣ LN1+γ¯−  N0+.
Therefore, we obtain∥∥Iuλ∥∥4L4T L4x  ∥∥Iuλ∥∥L∞T H˙1x∥∥Iuλ∥∥3L∞T L2x + N0+  Cλ3( γ2 −1).
This estimate contradicts (5.2) for an appropriate choice of K . Hence S = [0,∞). In addition, let T be chosen arbitrarily, we
have also proved that for any s included in (1.3), ‖Iuλ(λ2T )‖H1x  1. Then∥∥u(T )∥∥Hs = ∥∥u(T )∥∥L2 + ∥∥u(T )∥∥H˙ s = ‖u0‖L2 + λs− γ2 +1∥∥uλ(λ2T )∥∥H˙ s
 λs−
γ
2 +1
∥∥Iuλ(λ2T )∥∥H1  λs− γ2 +1 ∼ N1−s.
Since T is arbitrarily large, thus we have the global well-posedness of the Cauchy problem (1.1).
Note that we have obtained
‖Iu‖L4t L4x ([0,+∞)×R3)  C
(‖u0‖Hs).
By a procedure similar to the proof of (4.18) in [5] we have
sup
(q,r) admissible
∥∥〈∇〉su∥∥Lq Lr([0,+∞)×R3)  C(‖u0‖Hs),
then we can prove scattering by using the well-known standard argument [2,5] etc. This completes the proof of Theorem 1.1.
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