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Abstract
Atomic Force Microscopy (AFM) has been combined with many optical microscopy
techniques to expand the applications and capabilities of both techniques. How-
ever, the intense illumination of AFM cantilevers can give rise to a significant
temperature increase due to the light power absorption on the gold coating, which
is undesirable, especially for live cell imaging.
Computational simulations based on Finite-Difference Time-Domain (FDTD) sim-
ulations for electromagnetic wave propagation and absorption combined with a
finite element method implementation for thermal simulations were used to study
the temperature increase of AFM cantilevers exposed to wide-field and confocal
fluorescence illumination.
Our analysis is consistent with a previous study based on a 2D model of a bi-
metallic strip. It is also observed a strong dependency of the temperature increase
on the confocal spot vertical position.
In some simulation’s conditions close to experimental set-up configurations we
predict with our simulations a temperature increase up to 13 degrees Celcius, a
temperature increase which undoubtedly will have an impact on live cell imag-
ing.
We conclude that temperature increases induced by fluorescence excitation light
in combined AFM-fluorescence microscopy set-ups can be significant in the sense
that they might affect the biological sample under investigation. A proper design
of the combined microscopy system is therefore highly recommendable to avoid




A microscopia de força atómica (AFM) tem sido combinada com diversas técnicas
de microscopia óptica de modo a expandir as aplicações e capacidades de ambas.
No entanto, a intensa iluminação dos cantilevers de AFM pode originar um au-
mento significativo da temperatura devido à absorção da luz no revestimento de
ouro, o que é indesejável, sobretudo na aquisição de imagens de células vivas.
Foram utilizadas simulações computacionais baseadas em simulações de FDTD
(Finite-Difference Time-Domain) para propagação e absorção de ondas electromag-
néticas combinadas com a implementação de um método de elementos finitos
para simulações térmicas, com o objectivo de estudar o aumento da temperatura
dos cantilevers de AFM expostos a iluminações de fluorescência widefield e confo-
cal.
A nossa análise é consistente com um estudo anterior baseado num modelo 2D
de uma tira bi-metálica. Observa-se também uma forte dependência do aumento
da temperatura na posição vertical do spot confocal.
Em certas condições de simulação próximas das configurações dos set-ups expe-
rimentais, prevemos com as nossas simulações um aumento de temperatura até
13 graus Celcius, o que que sem dúvida terá um impacto aquisição de imagens de
células vivas.
Concluímos que os aumentos de temperatura induzidos pela luz de excitação
em configurações combinadas de AFM com microscopias de fluorescência podem
revelar-se significativos no que diz respeito ao facto de poderem afectar a amostra
biológica sob investigação. Uma concepção adequada do sistema de microscopia
combinada é, portanto, altamente recomendável para evitar qualquer artefacto
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The combination of AFM and optical microscopy can further improve the appli-
cations and the capabilities of both techniques when it comes to live cell imaging.
These improvements can be specially interesting when the two techniques op-
erate simultaneously, since this synchronicity gives the system the capability to
follow dynamic biological processes.
There are several problems associated with the simultaneous AFM and optical
microscopy data acquisition such as: the cantilever bending induced by the heat
generated by the focusing light on the cantilever’s gold reflective coating, the
perturbation of the AFM performance due to the noise transfer from the opti-
cal microscope and the perturbation on the fluorescence acquisition due to the
presence of AFM. Furthermore, in some cases the high-powered optical sources,
such as the ones using in Stimulated Emission Depletion (STED) microscopy can
damage the cantilever’s gold coating. Nevertheless, some work has been done to
surpass these obstacles [1–3].
The cells activity and dynamics are highly dependent on the environment temper-
ature which makes it important to keep a constant temperature during a live cell
image acquisition (37ºC for mammalian cells), however the illumination of the
AFM cantilever’s gold coating can give rise to an undesired temperature increase
in the vicinity of the cantilever, which can lead to wrong observations. This tem-
perature increase can be particularly large when it comes to the interaction of a
confocal spot with the cantilever’s gold coating.
1
CHAPTER 1. INTRODUCTION
In order to maintain the certainty that the environment of the performed mea-
surements is as predicted by the theoretical works, regarding live cells dynamics,
it is important to have an idea on what temperature increase can be caused by the
cantilever illumination.
The combination of optical and thermal simulations has already shown prominent
results when it comes to understanding the dynamics of temperature increase in
plasmonic nanostructures, when compared with a scanning thermal microscopy
setup measurements [4].
The mapping of temperature fields at nanoscale is a great challenge in many
nanosciences fields. Computational simulations can be a first approach to better
understand the temperature increases in combined AFM/optical microscopy se-
tups.
2
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1.2 State of the art
The Atomic Force Microscope (AFM) was introduced in 1986 by Binning et al.[5]
as an extension of the Scanning Tunnelling Microscope (STM), being a new high-
resolution technique to probe surfaces of conductors and insulators on an atomic
scale, capable of measuring both the interatomic and electromagnetic forces. In
this first design, the forces exerted by a surface of a sample on a sharp tip, at-
tached to a ultrasmall mass cantilever beam, were obtained by monitoring the
beam deflection with a STM. This system could operate in two modes keeping
constant current or height, between the STM tip and the backwards of the beam.
In 1987, the first atomic resolution AFM images were presented by Binning et
al.[6]. At that time, McClelland et al.[7] presented a new way to measure the
cantilever deflection based on optical interference, being more reliable and eas-
ier to implement than the tunnelling method achieved with STM. Furthermore,
because its lower sensitivity to the roughness of the cantilever, it was pointed as
being less affected by the thermal drift reported previously [5, 6].
Nowadays, the cantilever deflection measurement can be achieved by capacitance
detection, piezoresistive detection, optical polarization detection, optical interfer-
ometry, laser diode feedback and laser beam deflection. The last four are classified
as optical techniques and are believed to be more sensitive, reliable and easier to
implement [8].
AFM is one of the most versatile instruments in nanotechnology, and its ability to
operate in liquid media at ambient temperature makes it a great tool for imaging
in biosciences field. For that reason, various modes of operation have been devel-
oped in order to expand its possibilities through this field [9].
In order to extend the information collected with AFM, this device has been in-
tegrated with diverse optical microscopy techniques [1, 10–21]. More recently,
Gómez-Varela et al.[2] achieved the first successful simultaneous operation of
Super-Resolution Structured Illumination Microscopy (SIM) and AFM.
One of the greatest limitations in simultaneous operation of AFM and optical
fluorescence imaging has to do with an unwelcome cantilever bending due to tem-
perature increase, caused by the interaction between high-powered light sources
and the gold reflective coating, typically used in liquid environment to improve
AFM laser reflection. On the other hand, this strong illumination can lead to a
considerable temperature increase in the surroundings of the cantilever. Miranda
et al. [1] used a formulation of Timoshenko’s bi-metal thermostats model [22] to
associate a Pyrex-Nitride Probe - Triangular cantilever (PNP-TR) a deflection of
9.1 nm to a temperature increase of 0.33ºC, adding that this temperature increase
3
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can affect the samples through heat conduction of the liquid media specially in
live cell imaging. Fernandes et al. [3] characterized and quantified radiation pres-
sure, photothermal induced deflection and tip luminescence for three different
cantilevers emphasizing the relevance of minimizing this effects in synchronous
AFM and fluorescence spectroscopy experiments.
These intense cantilever illumination effects can result in a worse performance
and data quality when it comes to simultaneous operation of AFM and fluores-
cence spectroscopy setups. However, they have been rarely discussed, so work
should be done in order to minimize them. There are only two studies made [1,





This project gives continuity to the International Iberian Nanotechnology Labora-
tory (INL) Medical Devices group’s work of combining optical imaging techniques
with AFM operation [1, 2] in order to create new platforms for live cell imaging,
a topic that has been studied by some other groups [10–21].
The goal of this work is to use computational simulations to better understand
the heating process of the AFM cantilevers when they are exposed to intense illu-
mination schemes in order to evaluate if the temperature increase forced by the
light absorption on the cantilever’s gold coating is suitable for live cell imaging,
specially regarding live cell dynamics. [23].
1.4 Document overview
This document addresses the work developed during the master thesis program
and it is divided in five main chapters, the first of which is the introduction chap-
ter.
Chapter 2 brings together all the relevant theoretical aspects behind the compu-
tational simulations. It is divided in two main parts where the first one is a more
general theoretical section and the second one is dedicated specifically to the two
solvers used for the simulations.
Chapter 3 shows and justifies the procedures and choices made in the models
development. It starts by presenting the cantilevers that where chosen to be mod-
eled. Then the two different simulations (optical and thermal) are presented in
separated sections. In both cases the common aspects to all the simulations are
presented firstly and then the specification arises.
Chapter 4 presents and discusses the results. It is divided in four sections: the
first one presents the temperature increase profiles for both simulated cantilever
types obtained considering a widefield illumination scheme, the second one con-
tains the same kind of results considering a confocal illumination schemes, the
third one is an overview of the maximum temperature increases reached in all
the simulated situations and the final one is where the results are discussed.
Chapter 5 states the conclusions of this work and mentions some work that could












This chapter presents the fundamental theoretical concepts that sustain this work.
It starts by a formal presentation and description of the electromagnetic waves
propagation in matter which starts by presenting the Maxwell’s equations in mat-
ter and follows by describing the concepts associated to electromagnetic waves
propagation in matter.
It follows a mathematical description of the FDTD process which contains a for-
mal description of the original FDTD algorithm and goes further to describe
important concepts related to Lumerical’s FDT solver.
Finally a description of the Lumerical’s HEAT solver is presented.
2.1 Electromagnetic waves in matter
There are several ways to write the Maxwell Equations, in this case it is required
to understand electromagnetic phenomena in conducting and insulating media.
This sections aims to cover the necessary theory for the understanding of the
phenomena. This treatment was adapted from reference [24], where more details
can be found.
2.1.1 Maxwell’s Equations in matter
Maxwell’s Equations are a well know description of the electric and magnetic
fields and their mutual relation. When it comes to describe this phenomena in
matter they can be written in differential form as:
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−→
∇ · −→D = ρf , (2.1)
−→






∇ · −→B = 0, (2.3)
−→










jf are, respectively, the free charge density and free current. The
"free" stands for the fact that they only depend on external sources, i.e they do
not take into account the bound charges, bound currents and the polarization









B fields are, respectively, the electric and magnetic

















The ε and µ are the electric permitivity and magnetic permeability of the medium,
respectively. This formulation of the Maxwell’s Equations is useful in a way that
allows the fields to be written in terms of free charges and currents.
Another important result that can be derived from the Maxwell’s Equations is
the continuity equation, which states the equality between the decrease of charge





∇ · −→Jf (2.7)
In order to have the complete mathematical set to describe electromagnetic waves
we should introduce the Ohm’s Law (eq.2.8), which establishes the proportionality





σ denotes the electrical conductivity (inverse of resistivity) which measures the
ability of a material to conduct electrical currents, this constant vanishes for per-
fect insulators and takes an infinite value for perfect conductors.
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2.1.2 Electromagnetic waves in matter
Applying the curl operations to equations 2.2 and 2.4, taking into account the




















These equations regard light as an electromagnetic wave in which electric and
magnetic fields propagate perpendicular to each other and to the direction of





B fields travelling in z-direction as follows:
E(z, t) = E0e
−Im(k)zei[Re(k)z−ωt] E,E0 ∈C, (2.11)
and,
B(z, t) = B0e
−Im(k)zei[Re(k)z−ωt] B,B0 ∈C. (2.12)
Where ω is the angular frequency of the wave and k is the complex wave number


































Equations 2.11 and 2.12 describe a propagating wave with an amplitude modula-
tion governed by the imaginary part of the wave vector.
For vacuum and insulating media one can consider the free charges and currents
to be zero which implies the eliminations of the second terms of eq.2.9 and eq.2.10
which is consistent with the fact that for low conductivity the imaginary part of
the wave number vanishes.
For conductors the previous assumption is not valid so in this case the wave
attenuation plays a big role.
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2.2 Computational simulations
Lumerical is a high-performance photonic simulation software [23] composed of
several solvers and tools.
In this section, the Finite Difference Time Domain (FDTD) and HEAT solvers,
used in this project, will be presented. In both solvers one needs to define a geom-
etry through a computer aided design (CAD) interface included on the software
(it is also possible to import CAD files from other CAD softwares). Then it is re-
quired to assign materials to the simulation objects, define boundary conditions
and place monitors which will be the measurement tools of the desired quantity.
This whole process can be executed manually or with scripting in a specific lan-
guage (Lumerical scripting language).
This section starts describing the FDTD solver and then goes to a description of
the HEAT solver.
For further knowledge on this one should consider the reference manual of each
solver [25] and [26].
2.2.1 Finite Difference Time Domain (FDTD) method
The Lumerical’s FDTD method [25] is a Finite Difference Method (FDM) for solv-
ing Maxwell’s Curl Equations (eqs.2.2 and 2.4) in complex geometries of non-
magnetic materials (µ ≈ µ0, which implies µr ≈ 1).
The FDTD method was proposed by Yee [27] in 1966. In this approach the geom-
etry of the simulation is divided into a mesh composed of individual cells (called
unitary cells or Yee cells). Each component of both fields is calculated in a dif-
ferent region of the Yee cells. The electric field components are calculated in the
middle of the edges and the magnetic field components in the center of the faces.
In a cartesian coordinate system, like the one in figure 2.1, we can write equations
2.2 and 2.4 for each field component as follows:
10
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Figure 2.1: Representation of the unitary cell and the location of each calculated



















































− jfz . (2.20)
(2.21)
The FDTD method then consists in solving these equations for each cell by calcu-
lating numerically the derivatives replacing them by finite differences 1.

















(i + 1/2, j,k).
Where any function of space and time is represented as follows : F(i∆x, j∆y,k∆z,n∆t) = Fn(i,k,k).
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The mesh step-size of the simulation region is automatically generated by default
and this algorithm is set to keep a constant of mesh points per wavelength.
For 2D simulations, the system is considered to be infinite in z-direction, which
means that the material’s properties (eq.2.22) and the fields (eq.2.23) are not
dependent on the z-coordinate. These considerations are condensed below:












As expected 2D simulations are used, when the system’s symmetry allows, to
reduce the computational memory and time required.
2.2.1.1 Optical power absorption
To model an AFM cantilever under intense illumination it is used a plane-wave
light source or a gaussian source which focus perpendicularly on cantilever’s bot-
tom surface which is exposed to incoming light. Then the power absorbed by the
cantilever is calculated.
The absorbed power per unit volume Pabs can be obtained by three different meth-
ods: simple method, advanced method and divergence of Poynting vector method.
Once calculated the power absorbed per unit volume, the total absorbed power
can be obtained integrating over the entire volume.
The absorption per unit volume can be derived from the Poynting vector (
−→
S ) by









this is the equation used by divergence of Poynting vector method. This is not
the best equation to use, due to high sensitivity of divergence calculations to
numerical approaches, as it is shown in reference [28]. Considering exponen-







E · −→D ), (2.25)





∣∣∣∣−→E ∣∣∣∣2 imag(ε), (2.26)
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This equation is used by the simple method to calculate Pabs, it should be noted
that these quantities can be easily obtained with Lumerical. For a detailed discus-
sion of these equations one should consider section 6.8 of the reference [29].
In the FDTD method each field component is calculated in a different location
of the Yee cell and, to simplify, FDTD interpolates each field component back to
the cell origin to perform a simpler and faster computation. The advanced mode
doesn’t use this interpolation so it can yield more accurately results, although it
implies higher computational costs.
2.2.1.2 Lumerical’s frequency domain continuous wave normalization
Instead of performing a simulation for each frequency (with a different light wave-
length) when broadband results are needed, Lumerical, by default (this feature
can be disabled) performs a unique simulation using a signal pulse s(t). The
spectrum of the source pulse is given by its Fourier transform:
s(t)
F−−→ s(ω), s(ω) =
∫
exp(iωt)s(t)dt.
The field monitors (simulation objects) collect the electric field in each cell as a
time function
−→
E (t) and evaluate the system response
−→
E (ω) which are related by
a Fourier transform, as well:
−→
E (t)





The frequency domain continuous wave normalization [30] consists in returning
−→
E (ω) normalized to the source spectrum (also known as the impulse response of
the system), instead of returning just
−→







which is independent of the the source pulse.
2.2.1.3 Lumerical’s auto non-uniform mesh
In the original Yee-cell FDTD algorithm, the simulation region is discretized into
a uniform Cartesian mesh.
The Lumerical’s auto non-uniform mesh algorithm generates a rectangular mesh
in which the cells have different sizes according to the material within them [31].
The non-uniform meshes allows the FDTD to have more accurate solutions while
requiring less memory and computational time as well, which happens because in
13
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the regions where there is no need for such a thinner mesh the algorithm generates
a coarse one.






where λ0 is the wavelength in free space, n is the refractive index2 and D is the
mesh cell size (in the direction of propagation). A small number of points per
wavelength results in a poor space sampling which is the cause of numerical
dispersion (difference between the speed of light propagation in the material in
the FDTD simulation and in reality).
Using the auto non-uniform mesh algorithm the mesh is created based on the
materials used, keeping the number off cells per wavelength constant in the whole
simulation region, leading to a smaller mesh in materials with a higher refractive
index3 (in cases where index of refraction is a complex number, both real and
imaginary parts are considered, to maintain enough points per wavelength and
per decay length 4).
Since this is an automatic algorithm the user can only set the mesh accuracy from
integer values between 1 and 8 which have a correspondence in number of cells
per wavelength stated on table 2.1.
Table 2.1: Correspondence between mesh accuracy and number of cells per wave-
length on the auto non-uniform mesh algorithm.









It is possible to further constraint the mesh step sizes in some areas of the sim-
ulation region using the "mesh override" object, which may be useful for better





3One should consider the refraction phenomena where the wavelength in the material is
related with the wavelength on vacuum by: λ = λ0n
4Due to optical absorption
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simulation time and memory requirements, therefore the user should be prudent
using this.
Table 2.2: Relationship between simulation memory and time requirements, for
2D and 3D simulations, and the mesh step size dx, the volume V or area A and
the wavelength λ [25]
3D 2D
Memory Requirements ∝ V (λ/dx)3 ∝ A(λ/dx)2
Time ∝ V (λ/dx)4 ∝ A(λ/dx)3
Furthermore the interfaces between different materials can be better resolved
using Lumerical’s conformal mesh technology (CMT), which is a method that
calculates exactly the Maxwell’s integral equations near interfaces between two
different materials, taking into account the material’s fit of the permitivity (cf.
further in section 3.2.1). This provides a greater accuracy for a specific mesh size
without requiring significantly more simulation time and memory.
2.2.2 HEAT solver
The Lumerical’s HEAT solver [26] is a Finite Element Method (FEM) that solves









∇ T ) =Q, (2.29)
giving a solution for T (temperature in Kelvin). Where ρ stands for mass density
(kg/m3), cp for specific heat (J/kg.K), k for thermal conductivity (W/m.K) and Q
for the applied heat energy transfer rate (W/m3).





∇ T ) =Q, (2.30)
which is what we are looking for.In comparison with FDTD solvers, the HEAT
solver has quite a different way of compute the problems. In the first one, as we
already present, differential equations are solved through finite differences in a
discrete spacial and temporal mesh, the initial conditions are set by the source
(which defines the initial energy pulse) and the boundary conditions defined by
the user. In case of the HEAT solver, the user needs to specify through boundary
conditions a temperature at a given point in space and the heat sources. Then
the software seeks for a solution (through numerical methods) that comprises all
15
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the constraints, which is more like solving an optimization problem. Sometimes
the solver does not converge to a solution in a specific simulation design hence
tests are needed to be performed with different conditions and in some cases it is
required to enlarge the maximum number of iterations performed by the solver in











Two types of computational simulations were performed: optical and thermal.
The optical simulations are used to model the light propagation and the power
absorption on the cantilever’s gold coating. The thermal simulations are then
used to associate the absorbed light power to an heat source in order to model the
temperature increase.
This chapter contains the information regarding the simulations performed.
In the first section there is a description of the studied cantilevers.
In the second section the optical simulations are presented. It starts by presenting
the common aspects to all the optical simulations and then it introduces the two
types of optical simulations performed.
In the third section the methodologies for thermal simulations are stated. It starts,
like the previous section, with general followed by a specific presentation of each
simulation type.
3.1 Studied Cantilevers
This section contains relevant information about the simulated cantilevers. These
cantilevers are divided in two families which are the PNP-TR and qp-BioAc can-
tilevers and these are two widely used cantilever types in the biosciences field.
Firstly the PNP-TR cantilevers are presented followed by the qp-BioAc cantilevers.
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3.1.1 Pyrex-Nitride Probe - Triangular (PNP-TR) cantilevers
Pyrex-Nitride probes by Nanoworld® are pyrex-glass support chips containing 4
triangular cantilevers of two different sizes (two cantilevers of each size). These
cantilevers are made of silicon nitride and have a gold coating to enhance the
reflectivity of the detection laser in liquid media.
The nominal values of the PNP-TR cantilever type’s data can be found on table
3.1.
The type 1 PNP-TR cantilever was used by Miranda et al.[1] to make the first
study on the temperature increase caused by illumination light in a combined
AFM/DSD (differential spinning disk) microscopy set-up and it is the one studied
in the work presented herein, anyway the obtained results are expected to be
analogous for the type 2 PNP-TR cantilevers.
Table 3.1: PNP-TR cantilever types data (nominal values). Data taken from refer-
ence [32].
Length (µm) Thickness (nm) Mean width (µm) Force constant (N/m) Resonance frequency (kHz)
Type1 100 500 13.5 0.32 67
Type2 200 500 28 0.08 17
Figure 3.1: PNP-TR type1 cantilever (adapted from [1]).
3.1.2 qp-BioAc cantilevers
The Nanosensors® qp-BioAc are soft rectangular cantilevers designed for biolog-
ical and life sciences purposes. These cantilevers are made of silica (SiO2) and
have got a partial 60 nm gold coating, that covers only the free end of the can-
tilever (in order to avoid undesirable bending), to enhance the reflectivity of the
positioning light in liquid media.
The probe’s support chip contains three different cantilevers (CB1, CB2 and CB3)
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whose characteristics are listed in table 3.2. These three cantilever types were
simulated in the present work.
The support chip containing the three different cantilevers can be seen in figure
3.2.
Table 3.2: qp-BioAc cantilevers data (nominal values). Data taken from reference
[33].
Length (µm) Thickness (nm) Mean width (µm) Force constant (N/m) Resonance Frequency (kHz)
CB1 40 400 20 0.3 90
CB2 60 400 25 0.1 50
CB3 80 400 30 0.06 30
Figure 3.2: qp-BioAc support chip containing the three cantilevers (CB1, CB2 and
CB3)[33].
3.2 Optical simulations
Two kinds of optical simulations were performed: the wide-field illumination
simulations which aim to model optical set-ups where the light covers the entire
surface of the cantilever and the confocal illumination simulations which aim to
model the interaction between a confocal spot placed in different vertical posi-
tions and the gold coating of each cantilever.
Since they are very small compared to the cantilevers, the tips were not included
in the designed geometries, however they would not reproduce significant differ-
ences in the results.
FDTD simulations constitute a set of iterations whereby an initial guess is taken
and through a series of numerical iterations, a convergence to a solution of the
posed problem is obtained. It is important to evaluate this convergence in order
to mitigate the associated numerical errors.
This section begins with the description of the common aspects of both simu-
lation’s types (including materials, monitors and convergence testing process)
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followed by a specific description of the details of each simulation type, where
the widefield illumination and confocal illumination optical simulations are de-
scribed, respectively.
3.2.1 Materials
The light waves propagation and absorption in materials are governed by real
and imaginary parts of refractive index1 which can take different values for dif-
ferent frequencies (in case of dispersive materials). Lumerical’s default materials
database includes experimental data points for real and imaginary parts of rela-
tive electrical permitivity (εr) at different frequencies for many materials. Since
these data points are discrete and simulations are performed for a continuous
broadband, the software contains an automatically generated fit whose parame-
ters can be adjusted with respect to the broadband, thus it can be better adjusted
to the experimental data. There are more than one available choices for the same
material in the default database, therefore they were chosen accordingly to the
best fits for the working broadband. Since in every kind of FDTD simulations
the results are highly dependent on the materials, it is important to allocate some
time to find the best fits and material. This section comprises all the information,
about the materials, one needs to replicate the optical simulations performed.
• Gold: Au (Gold) - CRC 2;
• Silicon nitride: Si3N4 (Silicon Nitride) - Phillip 3;
• Water: H2O (Water) - Palik 4;
• Silica: SiO2(Glass) - Palik.
Lumerical’s default options generate in general quite good fits. However to im-
prove the fit’s quality, some properties, listed below, have to change:
• Fit tolerance: Sets the target root mean square error (RMSE)5 of the fit.
The fitting algorithm returns the model which has the smallest number of
coefficients and has an RMSE below the tolerance. This tolerance was set
to zero in every fit which allows the software to select the best fit possible,
1n2 ≈ εr , considering µr ≈ 1.
2CRC Handbook of Chemistry & Physics
3H. R. Philipp. Optical properties of silicon nitride, J. Electrochim. Soc. 120, 295-300 (1973)




n , where ŷi are the predicted fit values, yi are the real data values and n
is the number of data points.
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without being constrained by the number of coefficient used. By default this
is set to 0.01 but this value is highly recommended (by Lumerical team) to be
changed to zero, so the best can be found, respecting the other constraints;
• Max coefficients: Sets the maximum number of allowed coefficients, one
should consider that the introduction of more coefficients in the fits have
computational costs of memory and time. Furthermore, although raising
coefficients usually leads to a decreasing in the RMSE, it is well known that
lower RMSE doesn’t always mean a better fit, since RMSE is an average
measurement. This is set to 6 by default, but, by setting fit tolerance to 0,
one should check if the number of coefficients used is below 6, otherwise it
could mean that an increase in the max number of coefficients may lead to
a better fit;
• Imaginary weight: This sets how much consideration (weight) is given to
the imaginary part (an imaginary weight of 2 gives 2 times more weight to
the imaginary part and an imaginary weight of 0.5 gives 2 times more weight
to the real part), comparing to the real part, which can be useful when one
of the parts is much smaller than the other. When imaginary weight is
different than 1, the algorithm will try to achieve a weighted RMSE6 lower
than the specified tolerance (if this is set to zero the algorithm chooses the
smaller);
• Fit range: This is set to be the source bandwidth by default, which was kept
in our simulations;
• Make fit passive and improve stability: These two options are toggled by
default. The first one aims to prevent the fit from having gain at any fre-
quency. The second one aims to reduce numerical instabilities limiting the
number of coefficients. These two options were preserved in their original
state.
The figures 3.3, 3.4, 3.5 and 3.6 show the fits of the real an imaginary parts of
relative electrical permitivity for each material.
In case of gold’s fit the imaginary weight was set to 2, otherwise the fit would
produce big errors in some points of the imaginary part. This fit has got 8 coeffi-
cients and generates an RMSE of 0.036 (approximately) and an weighted RMSE
of 0.026 (approximately). The left-side plot of figure 3.3 makes clear that the
6This consists in, instead of giving the same weight 1/n to each term of the summation in
RMSE, weighting each value in the summation according to the chosen imaginary weight
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Figure 3.3: Experimental data and fitting for the imaginary and real parts of gold’s
electrical permitivity. The imaginary part is represented on the left-side plot and
the real part on the right-side plot.
Figure 3.4: Experimental data and fitting for the imaginary and real parts of
silicon nitride’s electrical permitivity. The imaginary part is represented on the
left-side plot and the real part on the right-side plot.
Figure 3.5: Experimental data and fitting for the imaginary and real parts of
water’s electrical permitivity. The imaginary part is represented on the left-side




Figure 3.6: Experimental data and fitting for the imaginary and real parts of silica
electrical permitivity. The imaginary part is represented on the left-side plot and
the real part on the right-side plot.
gold’s optical power absorption, as expected and according to equation 2.26, is
significant, specially when compared with the other materials.
In case of silicon nitride’s fit the imaginary weight was set to 1. This fit has
got 6 coefficients and generates an RMSE of 2.23e-9. Despite experimental data
suggests that the imaginary part of silicon nitride’s permitivity is 0 for the whole
broadband, it was impossible to find a better fit, nevertheless the amount of power
absorbed because of this difference can be obviously neglected due to the fact that
the fitted values are very orders of magnitude inferior to the unity.
In case of water’s fit it has got 6 coefficients and generates an RMSE of 0.002.
Looking to the imaginary part of the water’s electrical permitivity one can eas-
ily see that there is some absorption in water not being considered (the fit for
its imaginary part of relative electrical permitivity has got lower values than the
experimental data) in simulations which in one hand enable us to perform the
simulations with the source closer to the cantilever in order to reduce the required
computational resources, but in the other hand, can lead to a slightly bigger ab-
sorption on gold coating than it happens in reality. Nonetheless one should bear
in mind that, even considering the experimental data values for εr , the absorption
in water can be neglected for this wavelength range since they have a very low
order of magnitude compared with absorptive materials such as gold.
Finally in case of silica’s fit the imaginary weight was set to 10. This fit got 5
coefficients and generates an RMSE of 2.51e-4 and a weighted RMSE of 2.54e-5.
Likewise the case of silicon nitride, the experimental data for the imaginary part
of electrical permitivity for the silica is zero in the whole broadband but the fit
doesn’t exactly reproduce this, allowing a low absorption on the silica which can




The monitors are simulation objects capable of collect desired results or quanti-
ties on a specified area or volume of the simulation region. These quantities are
acquired in discrete points.
In our simulations the gold coating of the cantilevers was surrounded by an ad-
vanced power absorbed analysis group, which is a container of frequency-domain
field and power and refractive index monitors (capable of collecting the field and
the refractive index in each cell for each frequency). This container calculates the
absorbed power per unit volume (equation 2.26) for each desired frequency point
and then performs an integration over the entire volume or area (cf. section 2.2 of
theoretical concepts chapter) in order to calculate the total power absorbed.
3.2.3 Convergence testing
Although there are several parameters that affects convergence in most FDTD
simulations, in our case, it was noted that the only parameter playing a big role
in results convergence was the mesh size, which is typically a crucial parameter
since we are approximating infinitesimals with finite differences.
The convergence testing procedure evaluates the impact in the results caused by
a change in a parameter ( directly related with the simulation’s accuracy), compar-
ing to the last execution. For a solid simulation it is expected that the increasing
of the accuracy above a certain point doesn’t change the results, considerably.






Where σi and σi−1 stand for the result (fraction of absorbed power in our case)
in each wavelength point of the source spectrum in two consecutive realizations
of the simulation where the i parameter (mesh accuracy, in our case, since we
have used conformal mesh technology, cf. section 2.2 of the theoretical concepts
chapter) is changed.
In fact since we evaluate the results in discrete points, the integrals in last equa-
tion can be regarded as sums.
Having a convergence means that the value of ∆σ (i) tends to zero as the simula-
tion accuracy and computational and time costs increase, through the rising of
the i parameter.
Furthermore a decrease in ∆σ (i) should be observed as i parameter is increased,
otherwise, if at any moment it is observed a big increase in this value it means
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that at that values of the i parameter there are other sources of error playing a
bigger role in the simulation accuracy.
3.2.4 Wide-field illumination optical simulations
In the wide-field illumination set-ups the light illuminates the whole sample and
the resultant fluorescence is detected. Optical sectioning 7 can be achieved using
a pinhole or a differential spinning disk (DSD) as presented by Miranda et al.
[1] where optical sectioning is achieved using an incoherent light source and a
DSD. When combined with AFM microscope this illumination covers the whole
cantilever. In our simulations we model this kind of set-ups using a plane wave
that covers all the simulation region illuminating the modeled cantilever.
Because of hardware limitations we evaluated the possibility of model these set-
ups using a 2D simulation which is further presented.
In this section one can find described the source and the boundary conditions
for this kind of simulations. The differences between the 2D and 3D approaches
are discussed related to accuracy. Furthermore the geometries and convergence
testing for each cantilever type are presented.
3.2.4.1 Source
In order to obtain the fraction of incident power absorbed on the gold coatings for
a useful band of wavelengths, a plane-wave source with a broadband from 350 to
700 nm (which covers the relevant broadband for live cell microscopy) is used. A
plot of the source spectrum and pulse can be found in figure 3.7. It is important to
note that there is no need to specify the power of the source due to the continuous
wave normalization (cf. section 2.2 of theoretical concepts chapter). As we saw
previously, the light absorption in water is negligible. In order not to extend the
simulation region, which has a huge computational cost, the plane wave source is
placed right below the cantilevers.
3.2.4.2 Boundary conditions
To allow the light to propagate uniformly in y-direction, the boundaries were de-
fined to be periodic in x-direction and Perfect Matched Layer (PML) in y-direction
(the software considers 8 PML layers by default, it was confirmed that the increase
of this amount in our case doesn’t make any change in the final result) which are
7Process to construct a 3D sample image
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Figure 3.7: Plots of the widefield light source spectrum in terms of wavelength
and frequency respectively and representation of the source pulse in time.
artificial absorbing layers capable of minimize the reflections on their surface.
This choices were made accordingly to reference [35].
3.2.4.3 2D VS 3D Simulations
In many FDTD simulations it is possible to obtain the same results, or at least
similar, using 2D simulations instead of 3D. The motivation for this relies on the
fact that 3D simulations require much more memory and time and often they are
impossible to perform with a standard standalone high-performance computing
workstation as of 2020.
In case of this work the geometries were impossible to be fully simulated using 3D
simulations (even when they were possible it was at a very low precision, making
them useless) since we didn’t have enough computational resources, which did
motivate us to evaluate the possibility of using 2D simulation regions instead.
In order to assess the validity of 2D FDTD simulations for our kind of systems,
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we created a smaller 3D geometry (smaller enough to be computable at a fairly
accuracy) analogous to a cantilever profile, then we transposed that geometry to
a 2D equivalent and the results of absorbed power in a gold layer were compared.
It was created a 3D rectangle with a 1 x 1 µm of base, composed of a 70 nm gold
layer and a 430 nm silicon nitride layer (similar to PNP-TR cantilever profile),
which is represented in figure 3.8. The x and y spans were set to 1 µm and the z
span was set to 4 µm. The plane wave source was placed 2 µm below the interface
between the two layers. The whole simulation region contains water. The x and y
directions boundaries were set to be periodic and the Z direction boundaries to
be PML (according to section 3.2.4.2).
z
xy
Figure 3.8: 3D optical simulation region perspective view. The source is repre-
sented by the empty white rectangle, the direction of light propagation by the
pink arrow and the electric field direction by the blue arrows.
Since we are dealing with a plane wave and x and y periodic boundaries, our sym-
metry suggests that we can simulate the same phenomena considering whether
x or y direction as being infinite, allowing us to transpose this geometry to a 2D
geometry in a plane parallel whether to xz or yz planes.
In order to transpose the 3D geometry to an equivalent 2D simulation it was cre-
ated a 2D simulation of a plane profile parallel to the xz plane in the original
simulation. It should be noted that the z coordinate in the 3D simulation has a
correspondence with the y coordinate in the 2D simulation (the software takes
the z coordinate has being infinite cf. section 2.2).
The 2D simulation was composed by two rectangular layers with 1 µm of length:
a 70 nm gold layer and a 430 nm silicon nitride layer as well and it is presented
on the figure 3.9. The x span was set to 1 µm and the y span was set to 4 µm. The
plane wave source was placed 2 µm below the interface between the two layers.
The whole simulation region contains water. The x direction boundaries were
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Figure 3.9: 2D optical simulation region xy plan view. The direction of light
propagation by the pink arrow and the electric field direction by the blue arrows.
A comparison between 2D and 3D approaches was made using a mesh accuracy
of 5 (cf. section 2.2) since bigger values were not possible to use (due to available
computational resources) in the 3D design. The figure 3.10 aims to show the
comparison between the two approaches when it comes to evaluate the fraction
of power absorbed in the gold coatings.
















































Figure 3.10: Comparison of the gold light absorption between the 2D and the 3D
approaches. On the left side are plotted the results for 3D (red) and 2D (blue)
and on the right side is plotted the absolute value of the difference between both
results.
As one can see in figure 3.10 the results of the two approaches are almost equal
and cannot be distinguished, the right side plot shows that the biggest absolute
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difference on fraction of absorbed power between the two approaches is approxi-
mately 0.0035 (or 0.35%) which indicates that using 2D approaches instead car-
ries a very small trade off on results.
This analysis has shown that we can use a 2D approach instead of 3D considering
a plane with the thickness and length profiles of the cantilevers.
3.2.4.4 Geometry for PNP-TR cantilevers
In Miranda et al.[1] publication, the PNP-TR type 1 cantilever was treated as a
3D rectangle with a base area of 1350 µm2 and a thickness of 500 nm. Then,
the assumption of a small width compared with length allowed them to use the
Timoshenko’s bi-metal strip model (a 2D model that describes the deflection of a
bi-metallic strip submitted to temperature increase, presented in appendix A) in
order to approximate the temperature with the measured depletion.
For this study it was created a 2D simulation region, with the dimensions of 100×4
µm, a 70 nm gold and a 430 nm silicon nitride layers, a water background and
a plane wave, propagating in y-direction, that expands through all x-direction.
This geometry is shown in figure 3.11.
x
y
Figure 3.11: Optical simulation geometry for a PNP-TR type 1 cantilever. The
orange box represents the simulation region, that is filled with water, the yellow
rectangle is the gold layer and below is the silicon nitride layer. The pink arrow
indicates the direction of light propagation and the blue ones the direction of the
electric field.
3.2.4.5 Convergence testing for PNP-TR cantilevers
A convergence testing was made increasing the mesh accuracy, as it is explained
in the convergence testing section (3.2.3), in order to evaluate if the obtained
results are arbitrary or far away from what is expected from an higher precision
FDTD simulation of this system.
The figure 3.12 summarizes the results of the convergence testing process, it
29
CHAPTER 3. METHODOLOGY
illustrates the results for each mesh accuracy in a plot and the respective ∆σ
values in another plot.
The biggest differences between the results occur in the smaller wavelength region
which is expected since smaller wavelengths are more sensitive to changes in
geometry (changes in mesh step size in our case). Convergence testing indicates
that in fact the results converge, and using mesh accuracy values bigger than 5
leads to a change in values of 0.3% or less (in average over all wavelengths), which
indicates that a value of 5 for mesh accuracy is enough in this case, since higher
mesh accuracy values don’t lead to significant changes in the final results.








































Figure 3.12: Convergence testing of PNP-TR cantilever 2D simulation. Plot of the
fraction of absorbed power vs wavelength for mesh accuracy values from 1 to 8
[left]. Plot of the ∆σ values vs mesh accuracy [right].
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3.2.4.6 Geometry for qp-BioAc cantilevers
It was created a 2D optical simulation for each qp-BioAc cantilever type. Each
simulation region has got the length of respective cantilever and is composed by
a plane wave source, a 400 nm thickness silica layer, a 60 nm gold layer and a
water background.
In figure 3.13 one can find the optical simulation’s geometry for each qp-BioAc
cantilever type.
Since it were used periodic boundary conditions for the y-directions boundaries
it is required that the advanced power absorbed analysis group has got coincident
boundaries with the simulation region y-direction boundaries8.
It should be noted that since the gold coatings do not cover the entire simulation
regions (in the y-direction) the advanced power absorbed analysis groups are
measuring some absorption in the water which can be completely neglected due
to the very small values of the imaginary part of the water’s permitivity, as was
stated before in the materials sections (3.2.1).
Figure 3.13: qp-BioAc cantilever’s optical simulations geometries. CB1, CB2 and
CB3 cantilevers are shown from left to right respectively. The orange boxes rep-
resent the simulation regions, which are filled with water, the yellow rectangles
are the gold layer and below these are the SiO2 layers. The pink arrows indicate
the direction of light propagation and the blue ones the directions of the electric
fields. The yellow lines represent the advanced power absorbed analysis groups
whose y-direction boundaries should be coincident with the simulation region
y-direction boundaries.
3.2.4.7 Convergence Testing for qp-BioAc cantilevers
A convergence testing for each qp-BioAc cantilever was made. The figures 3.14
and 3.15 show the fraction of absorbed power in terms of wavelength for each
mesh accuracy value and the plot of ∆σ values in terms mesh accuracy, respec-
tively, for each cantilever type.
8This information is provided by the power absorbed analysis group script in the software
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As expected, the results are very similar for every cantilever type which indicates
that in this case the differences in fraction of absorbed power occur due to the
fact that for each cantilever there is a different proportion between the total sur-
face area and the gold coating’s surface area (this proportion is expressed in the
differences in length between the three cantilevers).
The convergence for the three cantilevers is almost equal which reveals the con-
sistency of this approach for these geometries. A different behaviour of the con-
vergence for each cantilever would reveal geometry related errors.
















































































Figure 3.14: Fraction of absorbed power vs wavelength for mesh accuracy val-
ues from 1 to 8, for widefield illumination 2D optical simulations of qp-BioAc
cantilevers.































Figure 3.15: ∆σ vs mesh accuracy plots for widefield illumination 2D optical
simulations of qp-BioAc cantilevers.
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3.2.5 Confocal illumination optical simulations
In confocal illumination optical microscopy set-ups the light is concentrated in a
very small spot which illuminates the sample, then the resultant fluorescence is
filtered by a pinhole before detection in order to achieve optical sectioning.
Nowadays the confocal spots are achieved using high numerical-aperture lens
and can have diameters rounding 250 nm (which is the value we use in our
simulations).
In the confocal illumination optical simulations the gold coating’s absorption
profiles are acquired (the fraction of source power that is absorbed in each unitary
cell) for different vertical positions of the confocal spot and different wavelengths.
Instead of acquiring the absorbed power for a large broadband, these simulations
acquire the absorption data for a single wavelength which allows it to be exported
directly to the HEAT solver as an heat source. This procedure is possible in this
case because we are using a 3D approach and a geometry that is compatible with
the thermal simulation’s geometries.
3.2.5.1 Source
In the simulations the confocal spot is created by a Gaussian beam source which
defines a beam whose amplitude in each cross-section is defined by a Gaussian
envelope with the width defined by the cross-section’s diameter.
At very high numerical apertures the image field requires vectorial calculation of
the electromagnetic field [36, 37]. Here we are considering a Gaussian approxi-
mation of a focused beam, which represents a two-dimensional electromagnetic
approximation of the full vectorial solution aforementioned, valid for all but
the very highest values of numerical apertures available in biological microscopy.
However it remains the best choice in simulating confocal spots.
The source was placed 1 µm below the interface between the gold coating and the
cantilever (the source position in our case is not so relevant since we can specify
the position of the beam waist in the simulation region) and the beam waist was
set to be at the following positions: 0, 3.5 and 7 µm below the beginning of the
gold coating in the direction of the light’s propagation (z-direction).
Every vertical position of the confocal spot is adressed in a separate simulation.




The confocal illumination optical simulations were performed in 3D which is
translated into a high amount of computational power and time consumption
comparing to the wide-field simulations, performed in a 2D approach.
Luckily in our case these issues can be attenuated taking advantage of the avail-
able boundary conditions.
The polarization of the Gaussian source was set to be in the x-direction. For
our case, following the reference [38], we can use symmetric and anti-symmetric
boundaries since the electromagnetic fields have 2 planes of symmetry (the 2
planes defined by the conditions x=0 and y=0) which pass trough the middle of
simulation region. Following this idea, since the source polarization is normal to
the x boundaries, these were set to be anti-symmetric. The y boundaries were set
to be symmetric since the source polarization is tangential to these boundaries.
The z boundary condition was set to be PML (similar to widefield illumination
optical simulations).
In our case, since we used symetric/anti-symetric boundaries, this procedure
allowed us to reduce in 4 times the computational time and memory required.
3.2.5.3 Simulation geometry for PNP-TR and qpBioAc cantilevers
The optical simulations for confocal illumination of PNP-TR and qp-BioAc can-
tilevers were performed in 20 X 20 X 1.5 µm simulation regions filled with water,
displayed in the figure 3.16. These dimensions were selected in order to allow us
to simulate different positions of the confocal spot, without loosing source power
(since the beam diameter increases with the distance from the waist), when it
is farther from the interface between the gold coating and the cantilever (z=0
position).
The simulation regions for each cantilever were composed by two rectangular
layers: a 20 X 20 X 0.07 µm gold layer and a 20 X 20 X 0.43 µm silicon nitride
layer for PNP-TR cantilevers, and a 20 X 20 X 0.06 µm gold layer and a 20 X 20 X
0.4 µm silica layer for qp-BioAc cantilevers.
The source was placed 1 µm (z=-1) below the beginning of the gold coating and
in the center considering x and y directions (x=0 and y=0).
It should be mentioned that for some cantilevers this surface area may be bigger
than the real surface area illuminated by the beam, however this is corrected
when the absorption profiles are imported as heat sources in the HEAT solver
where the geometries of each cantilever are better explicit, since the absorption
profiles can be imported in a specific solid of the thermal simulation, which is the
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Figure 3.16: Geometry for confocal simulations. Herein the geometry for PNP-TR,
which is similar to the geometry for qp-BioAc, is represented. The pink arrow
indicates the propagation direction of the beam and the blue arrows represent
the source polarization direction. The other elements in the image are analogous
to the objects present in the images provided above regarding other simulations.
3.2.5.4 Convergence testing for PNP-TR and qp-BioAc cantilevers
In case of confocal illumination, since every single simulation has only one wave-
length, the sum in equation 3.1 reduces to one term. In this approach, we use
the power absorbed per unit volume in each cell instead of total power, however
the convergence testing is performed using the value of fraction of total power
absorbed, as was done with the wide-field simulations.
The fraction of total power absorbed was acquired for each mesh accuracy value
from 1 to 5 (the highest value we were able to simulate with our resources) for 488
and 532 nm and from 1 to 4 for 405 and 633 nm. In the case of the last 2 wave-
lengths it was impossible to go further in terms of mesh accuracy, which happens
because Lumerical’s conformal mesh technology (cf. subsection 2.2.1.3) imposes
a very small cell sizes for both wavelengths. In case of 405 nm the small cell size
is imposed by the small wavelength value, in case of 633 nm it is imposed by the
high value of relative gold’s real part of electrical permitivity absolute value for
that wavelength. This can be confirmed in the materials sub-subsection 3.2.1.
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The beam waist was considered to be at at z=0 vertical position. The conver-
gence testing results for both PNP-TR and qp-BioAc cantilevers are presented,
respectively, in figures 3.17 and 3.18.






































Figure 3.17: Confocal illumination optical simulations convergence testing for
PNP-TR cantilevers. Fraction of absorbed power vs wavelength for mesh accuracy
values from 1 to 5 for confocal illumination (405/488/532/633 nm) considering
the beam waist on the beginning of a PNP-TR cantilever’s gold coating [left] and
∆σ calculation for those values [right].







































Figure 3.18: Confocal illumination optical simulations convergence testing for qp-
BioAc cantilevers. Fraction of absorbed power vs wavelength for mesh accuracy
values from 1 to 5 for confocal illumination (405/488/532/633 nm) considering
the beam waist on the beginning of a qp-BioAc cantilever’s gold coating [left] and
∆σ calculation for those values [right].
In case of PNP-TR cantilevers, although we have some error for 405 and 532 nm
and a big change in values for 488 nm with a mesh accuracy value of 4, we can
consider that we have some convergence or at least more than enough for our
degree of precision. It can be estimated an error of: 18% for 405 nm, 0.13% for
488 nm, 12% for 532 nm and 3.9% for 633 nm.
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In case of qp-BioAc cantilevers, it can be verified that we have a convergence of
the results for both wavelengths and errors of: 0.03% for 405nm, 4% for 488 nm,
1% for 532 nm and 1.6% for 633nm.
3.3 Thermal simulations
Thermal simulations were performed for PNP-TR type 1 and all qp-BioAc can-
tilevers. The PNP-TR type 2 cantilevers were not simulated since they would re-
quire a much bigger simulation region impossible to simulate with our resources,
however the results are expected to be analogous, since they have got similar ge-
ometries.
The different cantilever geometries were submitted to different heat sources which
were created with the information provided by the optical simulations.
In this section it is comprised all the information needed to present and sustain
the choices made and the work done regarding thermal simulations that were per-
formed in order to evaluate the temperature increase on both cantilevers caused
by the different illumination set-ups.
It starts by presenting the materials and heat sources. Then it contains a detailed
description of the geometric model for each cantilever followed by a description of
the simulation regions and boundary conditions. This section finishes presenting
an overview of the thermal simulations performed.
3.3.1 Materials
The required material properties for heat transport simulations are: density (kg/m3),
specific heat (J/kg.K) and thermal conductivity (W/m.k). In our case the required
materials were water, gold, silicon nitride (PNP-TR cantilevers) and silica (qp-
BIoAc cantilevers). On the next list one can find the respective simulation mate-
rial’s correspondence:
• Gold: Au (Gold) - CRC
• Silicon nitride: Si3N4 (Silicon Nitride) - Sze
• Silica: SiO2 (Glass) - Sze;
• Water: The HEAT solver aims to simulate the heat propagation in solids,
consequently it has no data for water. Anyway it was created a material
(solid) with the following characteristics:
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– Density: 996 kg/m3;
– Specific heat 4178 J/kg.K;
– Thermal conductivity 0.6 W/m.k.
The water material was created following the reference [39] and in order
to simulate better a liquid it was created a convection boundary condition
between gold and water.
3.3.2 Heat sources
In order to evaluate the temperature increase caused by the power absorption
on the gold coating, heat sources need to be defined in the thermal simulations.
These sources were defined in two different ways according to the illumination
schemes (widefield and confocal).
For the widefield illumination scheme it is manually defined a uniform heat
source (covering all the gold coating) with the power provided by the product
of the fraction of power that is absorbed for a specific wavelength with the to-
tal power incident on the cantilever’s surface. This happens because the optical
simulations are performed in 2D and for a broadband of wavelengths (each wave-
lengths defines a different absorption profile) and the thermal simulations are in
3D, which means that the absorption profile provided by the optical simulations
cannot be imported directly into thermal simulations.
In case of confocal illumination it is defined a heat source based on the absorp-
tion profile collected for each wavelength with the confocal spot at the different
simulated positions. One should remember (cf.3.2.5) that this absorption pro-
file is collected in a 20X20X0.07 µm volume which, in some cases, may have a
bigger surface than the gold coating’s surface, anyway the HEAT solver allow us
to define the absorption profile to act as an heat source just on the gold coating
which prevents some absorption calculated on gold’s 20X20X0.07 µm volume to
act wrongly as an heat source in water cf. figures 3.16 and 3.19.
3.3.3 Geometries for each cantilever
As expected, the sizes of each cantilever piece of the same model are different due
to the fabrication process, so the values used in the models presented next are
the nominal values. In this project the manufacturers of each cantilever model
were contacted in order to create a more realistic geometry since the information




Two polygon layers (a 0.07 µm thickness gold layer and a 0.43 µm thickness silicon
nitride layer) were created to model the shape of PNP-TR cantilevers (cf. 3.1.1).
The polygons were created specifying the x and y coordinates of the vertices. The
figure 3.19 presents the PNP-TR model geometry.
Figure 3.19: Thermal simulation geometry for PNP-TR cantilevers. In the image
it is possible to see the gold coating (yellow) and right bellow it is the cantilever’s
silicon nitride layer. The blue rectangle represents the surrounding water and
the purple square represents the heat source (in case of confocal illumination,
otherwise the source would be on the whole gold coating).
The (x,y) coordinates of the polygon’s vertices (respecting the figure’s 3.19 coor-
dinate system) in µm are: (0,53), (0,38.5), (58,27.5), (58,-27.5), (0,-38.5), (0,-53),
(110,-3), (110,3). This results in a surface area of 2332 µm 2 given by the shoelace
algorithm9.
A linear temperature monitor10 is used in order to evaluate the cantilever’s tem-
perature profile in the x-direction. This monitor is placed in the middle of the
cantilever in terms of directions y and z and it goes from x=58 to x=110 µm
(which can be regarded in the image as the triangular part of the polygon).
3.3.3.2 qp-BioAc cantilevers
We modeled the three types of qp-BioAc cantilevers (CB1, CB2 and CB3) which
differ in length and width from each other.
Following the information provided by the manufacturer’s, the gold coating,
9A = 12
∣∣∣∑n−1i=1 xiyi+1 + xny1 −∑n−1i=1 xi+1yi − x1yn∣∣∣ Where A denotes the area and the xi and yi
stand for the coordinates of each vertex and n the number of vertices.
10Evaluate the temperature in each cell in x-direction keeping the y and z coordinates constant.
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which aims to cover only the free end of the cantilevers, has got a length of ap-
proximately 30 µm.
Two rectangular layers (a 0.06 µm thickness gold layer and a 0.4 thickness SiO2
layer) were created for each cantilever type, similarly to the previous case. The
width and the length of the layers were defined, for every cantilever, accordingly
to the subsection 3.1.2 and the length of the gold layers was set to be 30 µm.
The figure 3.20 presents the thermal simulation’s geometry for the three types of
the qp-BioAc cantilevers.
CB1 CB2 CB3
Figure 3.20: Thermal simulation geometry for qp-BioAc cantilevers. As in case of
PNP-TR geometry we have the gold coating (yellow) right above the cantilever’s
silica layer (which is dificult to see due to the surrounding water which is repre-
sented by the blue rectangle). The purple rectangle represents the confocal heat
source which in case of wide field illumination can be changed by an uniform
heat source covering the whole gold coating.
In case of qp-BioAc cantilevers we have a gold coating surface area of: 600, 750,
900 µm2 for CB1, CB2 and CB3 cantilevers respectively.
As in the case of PNP-TR cantilevers, it was placed a linear x-direction tempera-
ture monitor in the middle of the gold coating in terms of y and z directions.
3.3.4 Simulation region and boundary conditions
As mentioned in the theoretical subsection about thermal simulations (2.2.2), one
has to set the temperature at a given point (or plane) through fixed temperature
boundary conditions. Since we are simulating live cell imaging environments
we should set the ambient temperature to be at 310.15 K (37ºC) which is done
forcing a plane inside the water to be at that temperature (thermal equilibrium).
In our case, since we want to evaluate the temperature raise in the gold coating
caused by the different illumination schemes and the cantilever’s tips (functional
part of the cantilevers) and the bodies being analyzed by an AFM are situated in
the lower surface, the fixed temperature (310.15 K) boundary was set to be the
lower z-direction simulation region limit.
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The simulation region’s x-direction and y-direction spans, which were kept con-
stant during all simulations, for each cantilever are listed in table 3.3.
Table 3.3: x and y directions simulation region’s spans in micrometers.





In x-direction the simulation regions for all cantilevers begin at the cantilever’s
beginning and end 1 µm away from the cantilevers free ending.
In y-direction, in case of rectangular cantilevers (qp-BioAc), the simulation re-
gions begin and end 1 µm away from the cantilever’s limits. In case of PNP-TR
the simulation region extends 53 µm from the origin for each side in y direction
which is coincident with the cantilever’s vertices with the respective (x,y) coor-
dinates: (0,53) and (0,-53). For better visualization of this description one can
consider the geometry images for each cantilever type (figures 3.19 and 3.20).
The upper limit (in z-direction) of the simulation regions where set to be 1µm
away from the cantilever’s up surface.
In case the z-direction lower limit, which is the one where it was defined to occur
thermal equilibrium, the distance was varied in order to evaluate two different
equilibrium scenarios. This was done due to the lack of experimental data re-
garding this topic which would be able to better sustain the choice of the fixed
temperature thermal boundary conditions.
Although there is no experimental data regarding this, one needs to set a plane
where the temperature is equal to the environment’s temperature which can hap-
pen a few nanometers away from the cantilevers or many micrometers. In case
of PNP-TR cantilevers we have a very huge simulation region which makes it
impossible for us to extend it further in z-direction (downwards). The maximum
distance from the cantilevers down surface that we were able to evaluate was 9
µm. Considering this limitation the maximum temperature reached on this type
of cantilevers was evaluated considering an equilibrium distance from 1 to 9 µm
from the cantilever’s down surface (considering one confocal and one widefield il-
lumination schemes. These results are plotted in the figure 3.21 and presented in
table 3.4. They were collected considering a 1 mW 405 nm laser beam focused on
the gold coating (confocal illumination) and considering an incident 560 nm wide-
field illumination with 302 µW (explained further in the next subsection 3.3.5).
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Figure 3.21: Maximum temperature reached for PNP-TR cantilevers considering
the thermal equilibrium at a distance from 1 to 9 µm below its down surface.
Table 3.4: Maximum temperature reached for PNP-TR cantilevers considering the
thermal equilibrium at a distance from 1 to 9 µm below its down surface: table
containing the results plotted on figure. 3.21
Illumination scheme\Z min boundary position (µm) 1 2 3 4 5 6 7 8 9
Confocal illumination 315.876 317.717 318.161 318.596 319.061 319.133 319.498 319.750 319.824
Widefield illumination 310.213 310.270 310.325 310.376 310.424 310.469 310.512 310.553 310.592
As one can confirm the temperature changes between the different executions
decrease highly with the increasing of the lower z-direction boundary, in case of
confocal illumination and it is roughly constant in case of widefield illumination.
Any other focusing position below the gold coating should be considered as an
intermediate situation between the widefield illumination and the confocal illu-
mination directly focused in the gold coating.
This study was made to better understand the results behaviour when it comes to
increase the distance where the thermal equilibrium occurs, since we could not
perform simulations considering higher Zmin boundary positions.
3.3.5 Performed Simulations overview
Following the previous content we now present an overview regarding the ther-
mal simulations performed which results are presented in the next chapter.
In case of widefield illumination, it was just evaluated the set-up presented by
Miranda et al. [1] which was one of the big inspirations on this topic. Nonetheless
other experimental schemes can be tested if one knows how much of the light
power is incident of the AFM cantilever (which can be approximated, considering




As one can confirm in the subsection 3.3.3 the PNP-TR cantilever has, approxi-
mately, an area of 2332 µm2 (contrary to the first approximation made by Miranda
et al. this approximation is based on more specific geometric information pro-
vided by the cantilever’s manufacturer) which for that set-up gives an incident
power on the cantilever down surface of 302 µW. For the same optical set-up we
have for CB1, CB2 and CB3 cantilevers an incident power of: 78, 97 and 117 µW
respectively.
Following the widefield illumination optical simulations we have, for a wave-
length of 560 nm, a power absorbed fraction of 0.2. This factor is multiplied by
the incident power in the definition of the uniform heat source.
The following list comprises all the thermal simulations performed considering
a widefield illumination (8 in total). Much more simulations were performed
(for testing purposes) anyway these are the ones considered to be relevant to be
contemplated on the results.
• PNP-TR cantilever: using an uniform heat source power of 60.4 µW (0.2*302
µW) and considering the following thermal equilibrium distances: 1 and 9
µm;
• CB1 cantilever: using an uniform heat source power of 15.6 µW (0.2*78
µW) and considering the following thermal equilibrium distances: 1 and 9
µm;
• CB2 cantilever: using an uniform heat source power of 19.4 µW (0.2*97
µW) and considering the following thermal equilibrium distances: 1 and 9
µm;
• CB3 cantilever: using an uniform heat source power of 23.4 µW (0.2*117
µW) and considering the following thermal equilibrium distances: 1 and 9
µm.
As already presented, in case of confocal illumination simulations with four differ-
ent wavelengths were performed, considering the confocal spot at three different
vertical positions and a power of 1 mW. The following list comprises that infor-
mation.
• PNP-TR cantilever: Considering a 1 mW confocal laser spot with the respec-
tive wavelengths: 405, 488, 532 and 633 nm. These spots were considered
to be focusing on the respective distances below the gold coating: 0, 3.5 and
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7 µm. For each case it was considered a thermal equilibrium at 1 and 9 µm.
Which gives a total of 24 thermal simulations for PNP-TR cantilevers.
• CB1 cantilever: Considering a 1 mW confocal laser spot with the respective
wavelengths: 405, 488, 532 and 633 nm. These spots were considered to be
focusing on the respective distances below the gold coating: 0, 3.5 and 7 µm.
For each case it was considered a thermal equilibrium at 1 and 9 µm. Which
gives a total of 24 thermal simulations for CB1 cantilevers;
• CB2 cantilever: Considering a 1 mW confocal laser spot with the respective
wavelengths: 405, 488, 532 and 633 nm. These spots were considered to be
focusing on the respective distances below the gold coating: 0, 3.5 and 7 µm.
For each case it was considered a thermal equilibrium at 1 and 9 µm. Which
gives a total of 24 thermal simulations for CB2 cantilevers;
• CB3 cantilever: Considering a 1 mW confocal laser spot with the respective
wavelengths: 405, 488, 532 and 633 nm. These spots were considered to be
focusing on the respective distances below the gold coating: 0, 3.5 and 7 µm.
For each case it was considered a thermal equilibrium at 1 and 9 µm. Which
gives a total of 24 thermal simulations for CB3 cantilevers.
In the chapter 4, 104 thermal simulation (8 considering a widefield illumination
and 96 considering different confocal illumination schemes) are presented.
Thermal simulations considering thermal equilibrium at distances other than 1
or 9 µm were just performed for the specific study presented in 3.3.4, and since











In this chapter one will find the presentation and the discussion of the achieved
results.
Firstly the widefield illumination results are presented for both PNP-TR and qp-
BioAc cantilevers which are followed by the presentation of the confocal illumi-
nation results for both cantilevers.
After the results presentation it follows an overview containing the maximum tem-
perature increases reached in the different set-ups and for the different boundary
conditions, which enables a better visualization of the differences between all the
possibilities.
Finally, the results are discussed.
4.1 Widefield illumination
In this section there are presented the resultant temperature increase linear pro-
files for the different simulations performed considering a widefield illumination.
It is divided by cantilever type.
4.1.1 PNP-TR cantilevers
In figure 4.1 there are presented the resultant temperature increase linear profiles
in x-direction measured at the middle of the cantilever’s gold coating (in both y
and z directions) for a PNP-TR cantilever illuminated with a widefield light source
with 560 nm of wavelength and 60.4 µW of total power. These results consider
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the two different boundary conditions that were set: fixed 310.15K temperature
at 1 and 9 µm below the cantilever’s down surface.
It was observed a maximum temperature increase of 0.44 K considering a thermal
equilibrium at 9 µm away and and a maximum temperature of 0.06 K considering
a thermal equilibrium at 1 µm away.
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Figure 4.1: Temperature increase linear profile generated by widefield illumina-
tion of a PNP-TR type 1 cantilever. linear temperature profile considering the
middle of the cantilever’s gold coating according to y and z directions. The x
values start in 58 µm due to the PNP-TR triangular geometry. The temperature
profiles are plotted considering a thermal equilibrium at 1 and 9 µ distances (dark
and light blue lines, respectively).
4.1.2 qp-BioAc cantilevers
In figure 4.2 the resultant temperature increase linear profiles in x-direction mea-
sured at the middle of the cantilever’s gold coating (considering both y and z
directions) are presented for qp-BioAc cantilevers (CB1, CB2 and CB3) illumi-
nated with a widefield light source with 560 of wavelength.
The source total powers are 15.6, 19.4, 23.4 µW for CB1, CB2 and CB3 cantilevers
respectively (cf. 3.3.5) .
These results consider the two different boundary conditions that were set: fixed
310.15K temperature at 1 and 9 µm below the cantilever’s down surface.
In case of qp-BioAc we have three different cantilevers (CB1 CB2 and CB3). The
gold coating starts at 10, 30 and 50 µ position (x-direction) for CB1, CB2 and CB3
cantilevers respectively and has a length of 30 µm in the three cases. This opens




Considering a thermal equilibrium at 1µm below the cantilever we have a maxi-
mum temperature increase of 0.05 K for the three cantilevers.
Considering a thermal equilibrium at 9µm below the cantilever we have a max-
imum temperature increase of 0.32 K for CB1 and CB2 and 0.33 K for CB3 can-
tilevers.
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Figure 4.2: Temperature increase linear profile generated by widefield illumina-
tion of qp-BioAc cantilevers. linear temperature profile considering the middle
of the cantilever’s gold coating according to y and z directions. The temperature
profiles are plotted considering a thermal equilibrium at 1 and 9 µm for the dif-
ferent cantilever types (green and dark blue lines for CB1, red and purple lines
for CB2 and light blue and yellow lines for CB3).
4.2 Confocal illumination
In this section the resultant temperature profiles for the different simulations
performed are presented considering a confocal illumination scheme. It is divided
by cantilever type.
4.2.1 PNP-TR cantilevers
The linear x-direction temperature profiles generated in PNP-TR cantilevers with
a total power of 1mW are presented in the figures 4.3, 4.4, 4.5 and 4.6.
The figures are separated by wavelength (405, 488, 532 and 633 nm) and in each
one the temperature profiles are plotted, considering the confocal spot at 0, 3.5
and 7 µm away from the gold coating, and for each of this cases we have the
profiles considering a thermal equilibrium at 1 and 9 µm below the cantilever’s
surface.
In case of a 405 nm light and considering a thermal equilibrium at 1µm below
the cantilever we have maximum temperature increases of 5.73, 3.07 and 2.25
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Figure 4.3: Linear x-direction PNP-TR cantilever’s temperature profile consider-
ing a confocal light source with a wavelength of 405 nm and a total power of 1
mW.
K, for confocal focusing distances of 0, 3.5 and 7 µm respectively. With a ther-
mal equilibrium at 9 µm below the cantilever we have maximum temperature
increases of 9.67, 6.64 and 5.55 K, for confocal focusing distances of 0, 3.5 and 7
µm respectively.
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Figure 4.4: Linear x-direction PNP-TR cantilever’s temperature profile consider-
ing a confocal light source with a wavelength of 488 nm and a total power of 1
mW.
In case of a 488 nm light and considering a thermal equilibrium at 1µm below
the cantilever we have maximum temperature increases of 5.65, 2.86 and 1.91 K,
for confocal focusing distances of 0, 3.5 and 7 µm respectively. With a thermal
equilibrium at 9 µm below the cantilever we have maximum temperatures of 9.55,
6.49 and 4.91 K, for confocal focusing distances of 0, 3.5 and 7 µm respectively.
In case of a 532 nm light and considering a thermal equilibrium at 1µm below
the cantilever we have maximum temperature increases of 2.7, 1.42 and 1.00
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Figure 4.5: Linear x-direction PNP-TR cantilever’s temperature increase profile
considering a confocal light source with a wavelength of 532 nm and a total power
of 1 mW.
K, for confocal focusing distances of 0, 3.5 and 7 µm respectively. With a ther-
mal equilibrium at 9 µm below the cantilever we have maximum temperature
increases of 4.54, 3.13 and 2.50 K, for confocal focusing distances of 0, 3.5 and 7
µm respectively.
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Figure 4.6: Linear x-direction PNP-TR cantilever’s temperature increase profile
considering a confocal light source with a wavelength of 633 nm and a total power
of 1 mW.
Finally in case of a 633 nm light and considering a thermal equilibrium at 1µm
below the cantilever we have maximum temperature increases of 0.39, 0.20 and
0.11 K, for confocal focusing distances of 0, 3.5 and 7 µm respectively. With a
thermal equilibrium at 9 µm below the cantilever we have maximum temperature
increases of 0.67, 0.46 and 0.30 K, for confocal focusing distances of 0, 3.5 and 7
µm respectively.
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4.2.2 qp-BioAc cantilevers
The linear x-direction temperature increase profiles generated in qp-BioAc can-
tilevers with a total power of 1mW are presented in figures 4.7, 4.8, 4.9 and 4.10,
which comprise those profiles for the three cantilever types CB1, CB2 and CB3
(similarly to the widefield results section 4.1). There is one figure for each wave-
length (405, 488, 532 and 633 nm) containing the temperature increase profiles
considering the confocal spot at 0, 3.5 and 7 µm away from the gold coating and
considering the two different distances of thermal equilibrium evaluated: 1 and
9 µm below the cantilever.
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Thermal equilibrium at 9 μm
CB1: spot at 0μm
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Figure 4.7: Linear x-direction qp-BioAc cantilever’s temperature increase profile
considering a confocal light source with a wavelength of 405 nm and a total power
of 1 mW.
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Thermal equilibrium at 9 μm
CB1: spot at 0μm
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Figure 4.8: Linear x-direction qp-BioAc cantilever’s temperature increase profile
considering a confocal light source with a wavelength of 488 nm and a total power
of 1 mW.
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Thermal equilibrium at 9 μm
CB1: spot at 0μm
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Figure 4.9: Linear x-direction qp-BioAc cantilever’s temperature profile consid-
ering a confocal light source with a wavelength of 532 nm and a total power of 1
mW.
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Thermal equilibrium at 9 μm
CB1: spot at 0μm
CB1: spot at 3.5μm
CB1: spot at 7μm
CB2: spot at 0μm
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Figure 4.10: Linear x-direction qp-BioAc cantilever’s temperature increase profile
considering a confocal light source with a wavelength of 633 nm and a total power
of 1 mW.
Due to the big amount of data, in case of qp-BioAc cantilevers, the maximum
temperature increases reached in the different confocal illumination optical situa-
tions and considering the 2 different boundary conditions imposed are presented
in table 4.1.
4.3 Maximum temperatures overview
In order to evaluate better the relationship between the maximum temperature
increases reached and the different optical conditions, this section gathers all the
maximum temperature increases provided by the whole previously presented
results.
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Table 4.1: Maximum temperature increases reached in qp-BioAc cantilevers con-
sidering different confocal illumination optical simulations. The results consider
the two stated equilibrium situations: equilibrium at 1 (Tinc1) and 9 (Tinc9) µm
below the cantilevers.





















































4.3. MAXIMUM TEMPERATURES OVERVIEW
For widefield illumination the maximum temperature increases are presented on
table 4.2.
In case of confocal illumination due to the high number of different combinations
of set-ups, the maximum temperature reached versus the confocal spot distance
for the 4 different cantilevers are plotted, considering the 4 different wavelengths
and the two established distances for thermal equilibrium: 1 and 9 µm.
The table 4.2 presents the maximum temperature increases reached in widefield
illumination schemes considering the 4 different cantilever models and the 2
different boundary conditions applied.
The figures 4.11 and 4.12 present the plots of the maximum temperature increases
reached in confocal illumination simulations versus the confocal spot distance
from the gold coating considering a thermal equilibrium at 1 and 9 µm below the
cantilever respectively.
Table 4.2: Maximum temperature increase reached in the simulated widefield
set-ups. It is considered a thermal equilibrium at 1 (Tinc1) and 9 (Tinc9) µm
below the cantilever.



































































































Figure 4.11: Maximum temperature increase reached in confocal illumination
set-ups versus the confocal spot distance from the gold coating for the different
cantilevers and wavelengths. It is considered a thermal equilibrium at 1 µm below
the cantilever.
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Figure 4.12: Maximum temperature increase reached in confocal illumination
set-ups versus the confocal spot distance from the gold coating for the different
cantilevers and wavelengths. It is considered a thermal equilibrium at 9 µm below
the cantilever.
4.4 Discussion
The presented results provide resultant temperature profiles of illuminating four
different cantilevers with the illumination set-up introduced by Miranda et al. [1]
and with a 1 mw confocal lights with 405, 488, 532 and 633 nm of wavelength
focusing on 3 different vertical positions.
Assumptions regarding the surrounding water’s temperature cannot be made
(even if one considers to put a monitor measuring the water’s temperature) due
to the fact that these simulations aim to model the heat propagation in solids
which fails taking in account phenomena such as boiling and fluid’s movement
[39]. Nonetheless, the model is physically acceptable in the boundaries between
the cantilever and the surrounding water since the selected values for the density,
specific heat and thermal conductivity relate to liquid water, ensuring that the
heat changes in those interfaces are well modeled. Furthermore, the convection
boundary condition applied on the interfaces between solids and the water con-
tributes to a better model.
In case of widefield illumination of a PNP-TR cantilever it was obtained a tem-
perature difference from the environment of 0.06 K considering the thermal
equilibrium to happen 1 µm away from the cantilever’s down surface and a tem-
perature difference of 0.44 K considering the thermal equilibrium to happen 9
µm away from the cantilever’s down surface. the last result is more consistent
with the 0.33 K difference pointed by Miranda et al. [1], although their preview
carries some error due to the model used by them (cf. appendix A). In case of the
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qp-BioAc we have a temperature difference of 0.09 K and 0.32 K, considering
respectively a thermal equilibrium at 1 and 9 µm away from the cantilever’s lower
surface, respectively.
In a confocal illumination scheme we have the maximum temperature differences
from the environment for the 405 nm wavelength illumination which can be
about 5.7 and 8.9 K for PNP-TR and qp-BioAc cantilevers respectively, consider-
ing a thermal equilibrium at 1 µm. For a thermal equilibrium at 9 µm we have
differences of 9.5 and 12.85 K for PNP-TR and qp-BioAc cantilevers respectively.
For a 488 nm confocal illumination we have a bit lower temperature differences,
which differ by a maximum of 1 K, from the previous.
The maximum temperatures generated by a 532 nm confocal illumination are
much lower than the temperatures generated by the 405 and 488 nm illumina-
tions, having a maximum difference from these of about 4 K.
The 633 nm confocal illumination leads to maximum temperature increase, in
Kelvin, lower than a unity.
Finally it is clear by the figures 4.11 and 4.12 that the maximum temperature












Conclusions and further work
In this work it was studied, through computational simulations, the impact of
illuminating AFM cantilevers with different illumination schemes in combined
AFM/optical microscopy set-ups when it comes to their operation temperature.
These combined setups have been highly developed and investigated in the live
cell imaging field in order to extend the applications and capabilities of both solo
AFM and optical microscopy techniques and have been pointed out as future po-
tential tools to unveil new processes and dynamics in biological systems.
Many biological processes and molecular dynamics are highly dependent on the
environment temperature, reason why, the experiments in this field are performed
at a controlled temperature (310.15 K when it comes to mammalian cells).
The combination of AFM with optical microscopy techniques can lead to a tem-
perature increase in the AFM cantilever due to the light interaction of the light
with the gold coating of the cantilever, usually required to enhance the reflectivity
in liquid media. The need of understanding the possible temperatures that these
systems can achieve arises.
A set of optical and thermal simulations (using Lumerical software) was per-
formed in order to understand the temperatures that can be reached by illuminat-
ing PNP-TR and qp-BioAc cantilevers with both widefield an confocal light.
It is concluded that in some cases the confocal illumination (1mw) can lead to
temperature increases higher than 5 K, which can be very significant.
In the simulated widefield set-up developed by Miranda et al. [1] the temperature
increase evaluated was less than 1 K and concordant with the value pointed by
them in their publication, which makes this set-up a promising tool when keeping
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the environment temperature is crucial.
It is clear by the provided results that the confocal spot interacts strongly with
the cantilever’s gold coating in all the cases, which implies that care has to be
taken when combining AFM with confocal illumination optical set-ups to acquire
information highly dependent on the temperature.
Furthermore, it can be pointed by the optical simulations that the the gold coating
absorbs a big amount of the incident light in the 350-550 nm region, which can
lead to fluorescence quenching effects.
This work may be continued with further experimental studies which would be
pertinent in one way to validate the simulations developed and in other way to
calibrate the boundary conditions in order to have a correspondence between the
simulated and experimental systems. Once calibrated these simulations can be
expanded to address similar questions in other experimental set-ups with differ-
ent cantilevers and light sources.
Although there are some very promising nanoscale temperature mapping ap-
proaches [40–42], the scanning thermal microscopy (SthM) was already used to
measure temperature increase in plasmonic nanostructures [4], which can be con-
sidered similar to AFM cantilevers, making this technique a potential candidate
to be used in future studies.
Furthermore, there are experiments ongoing by using polarization anisotropy,
based on the work presented by Donner et al. [43].
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Timoshenko model for bimorph
cantilevers
The following model was originally presented by Timoshenko [22] with the pur-
pose of describing the bending of a bi-metal strip (used as a thermostat) submitted
to a uniform heating. This analysis gives us a mathematical model that calculates
the deflection of a bimorph cantilever (a cantilevered device consisting of two lay-
ers) when uniformly heated from a temperature T0 to T. It has been made on the
assumption that cross-section of the cantilever remains plane and perpendicular
to the curved axis during the heating process. It is also assumed that the width
of the strip is very small and it is only considered the elongation in longitudinal
direction (the elongation in transverse directions can be neglected due to the ge-
ometry), which allows the analysis to be made using the linear thermal expansion
coefficients. Because of the different linear thermal expansion coefficients of the
two layers, when a bimorph cantilever is heated it bends due to the different rate
at which each layer expands (Fig.A.1). In case of AFM cantilevers designed to op-
erate in liquid media, the bending is always downwards because of the fact that
metals have higher thermal expansion coefficients than silicon or silicon nitride
[3].
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Figure A.1: Bending of a bi-metallic strip geometrical representation. L stands
for cantilever’s length, h1 and h2 for the thickness of layer 1 (yellow) and layer 2
(gray) respectively, δ for deflection and ρ for radius of curvature.














where α1 and α2 are the linear thermal expansion coefficients of each layer and
the E1 and E2 are their Young’s module. I1 and I2 are the area moment of inertia of
each layer therefore in this case we have (in this model the width of the cantilever








From a geometric point of view we should notice that we can form a right triangle
with sides L, ρ and (ρ − δ).Therefore, by Pythagorean theorem, we can conclude
that:
ρ2 = L2 + (ρ − δ)2
⇔ L2 = δ(2ρ − δ)
(A.3)
We can write the deflection (δ) as a function of radius of curvature (ρ) and length
(L), by considering that deflection is very small compared to the radius of curva-






Finally, considering equations A.1 and A.4 we can write the equation that gives
the deflection as function of Temperature change (∆T = T − T0):
























Which is the equation used by Miranda et al. [1] to calculate a temperature change
with a measured value of deflection.
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