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Diamond is a SPARQL query engine for linked data. Linked data is a sub-topic of 
the Semantic Web where data is represented as a labeled directed graph using the 
Resource Description Framework (RDF), a conceptual data model for web resources, to 
affect a web-wide interconnected, distributed labeled graph. SPARQL graph patterns 
entail portions of this distributed graph. Diamond compiles SPARQL queries into a 
physical query plan based on a set of newly defined operators that implement a new 
variant of the Rete match, a well known artificial intelligence (AI) algorithm used for 
complex pattern-matching problems. 
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Chapter 1  
Introduction 
Linked Data is an aspect of the Semantic Web intended to treat data as a 
distributed interconnected graph [7, 10] just as the web, through hyperlinks, has enabled 
documents to be interconnected and distributed. In the linked data model, individual 
graph edges are defined in Resource Description Framework (RDF) and are known as 
triples [25]. A triple is a single graph edge, comprised of a subject, a predicate and an 
object, each represented by a URI. Objects may also be literals. A triple stored on one 
computer may comprise a URI, u, whose domain is another computer. Figure 1(a) 
contains a set of triples in RDF. Figure 1(b) illustrates the same triples as a graph [25] 
that spans multiple computers. 
Much like a user may click on a URL embedded in a document and a new 
document from another web site may appear in their browser, in Linked Data, u may be 
dereferenced and the computer identified by u will return one or more additional triples. 
Linked data queries are evaluated by crawling, filtering and dereferencing in a repeated 
cycle until a fixed point is reached [21]. 
Linked data queries can be expressed in the SPARQL graph query language [31]. 
Figure 2(a) illustrates a SPARQL query that when evaluated will return a set of triples, 
(see Figure 2(b)) that comprise a sub-graph of the graph presented in Figure 2(b). 
Diamond is an engine for SPARQL query evaluation over linked data. URIs 
embedded within the SPARQL query comprise the starting points for crawling the graph 
of linked data. The first step in a Diamond evaluation of a SPARQL query is to 
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dereference those URIs. In the case of Figure 2(a), URIs from the doefamily, dbpedia, 
and friend of a friend are dereferenced. 
 
 
Figure 1a: Example of RDF Triples written in Notation 3 
For the purposes of our discussion, dereferencing is the process of extracting 
triples from a triple store housed on a server and identified by a URI. Diamond compiles 
a SPARQL query into a Rete network, which processes triples in a manner understood to 
be equivalent to both query processing and complex pattern-matching. The triples that 
fully satisfy the graph patterns and filters within the query, as expressed by the Rete 
network, form a resulting set of solutions; the answer to the query. As URIs appear in 
triples processed by the system, URIs add to a queue in FIFO order to be dereferenced 
later. The system is designed such that in future work, URIs may be dereferenced by 
applying priority schemes that integrate concepts such as trust and page rank. The triples 




Figure 1b: Labeled directed graph of RDF data in Figure 1a 
We observe a similarity in the execution model of linked data queries and 
forward-chaining rule systems in AI. In the latter, a set of rule antecedents is evaluated 
against a repository of working memory. In the case of linked data, working memory 
refers to a set of RDF triples. A satisfied rule is selected and its consequent executed. The 
consequent may insert additional working memory elements. In SPARQL, triple patterns 
are considered to be akin to production rule antecedents with no right hand side 
consequent. Production rule sets antecedents are reevaluated in an indefinite cycle. Thus, 
we liken dereferencing a URI and the additional triples fetched, to the firing of a rule that 
adds elements to working memory. In the analogy, the rule-based program contains a 
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single rule; a rule whose antecedent corresponds to the SPARQL query and whose 
consequent dereferences the URIs that appear in any triples satisfying the query. 
 
 
Figure 2a: SPARQL query that finds people old in age (those over the age of 64) and old 
at heart (those who have no email addresses) 
Forgy’s Rete match is the de-facto standard for implementing forward-chaining 
rule systems [16, 17]. Rather than re-evaluating the rule antecedents at each cycle, the 
Rete match processes incremental changes to the working memory as incremental 
changes to the set of satisfied rules. This is accomplished by interposing state operators, 
or memory nodes, in between a network of filtering operators. Incremental changes to 
working memory are processed as cascading incremental changes to the memory nodes. 
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Figure 2b: A linked data evaluation of the SPARQL query in Figure 2a 
The primary contribution of this paper is the definition of a set of Rete operators 
capable of executing SPARQL queries. When defining a new rule language it is common 
to define a new Rete operator set. We note that the OPS2 rule language represented 
working memory as arbitrary LISP expressions. In the OPS5 language, working memory 
elements have a decidedly relational table like structure. Both languages were 
implemented by Forgy using the Rete match [16, 17]. Miranker leveraged the similarity 
of OPS5 working memory to relational tables, to cast rule evaluation in the form of 
relational query evaluation and apply relational database optimization methods to the 
execution of rule systems [29]. The similarity of the execution model supported by the 
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Rete match and the requirements of stream databases has led to at least one stream 
database system that uses the Rete match [24]. Also, the semi-naive evaluation of 
Datalog programs is another example of research that draws a parallel between rule 
evaluation and query evaluation; one that we will exploit due to the results of [2]. 
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Chapter 2  
The Rete-Match Algorithm 
As details of the Rete match are well represented in the literature [16, 17] we 
provide only a short introduction to the algorithm here, by means of an example. We 
consider an example of an OPS-like query as shown in Figure 3(a). The same OPS rule 
written in Figure 3(a) can also be represented as a SPARQL query in Figure 3(b). In turn 
an equivalent query on self-joined views is expressed in SQL as seen in Figure 3c. Figure 
4(a) represents the state of the network before a right hand side token enters the network, 
whilst Figure 4(b) represents the state of the network after the right hand side token 
enters the network. 
 
 
Figure 3a: Example OPS-like rule1 
The Rete match compiles rule antecedents into a network that can be 
characterized as a physical query plan where the query operators are separated by 
                                                
1 Prefix notation is not common to OPS rules, however we have kept the prefixes for the sake of continuity 
and the benefit of a semantic web audience. 
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memory nodes that represent the materialization of the sub-query antecedent to the 
memory node. Figure 4(a) illustrates the state of the Rete network after three triples have 
been added. On the left the vertices are labeled using the Rete terminology associated 
with the OPS5 implementations, on the right with the operator names used by Diamond. 




Figure 3b: Example SPARQL Query translated from Figure 3a 
 
Figure 3c: Example SQL Query translated from Figure 3b 
In Rete match parlance, the data that flows through the network are dubbed 
tokens. In Figure 4(b), a token representing the triple that defines Jane Does age enters 
the network. It is compared to the <x> rdf:type foaf:Person and <x> 
foaf:age <age> test nodes. It does not satisfy the predicate in the left select node, 
but does satisfy the right select node. As a consequence, the token, doe:Jane 
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foaf:age 12,  passes through the <x> foaf:age <age> select node. The token 
reaches the 
€ 
α -memory node; A copy is stored in the memory node and the token flows to 
the two-input join node. In an incremental fashion, the token is joined with the contents 
of the 
€ 
α -memory node, because the variable bindings for the token are consistent. In the 
example, the resulting join node, (doe:Jane rdf:type foaf:Person , 
doe:Jane foaf:age 12) to a the 
€ 
β-memory where a copy is stored and the token 
continues to propagate. 
 
 
Figure 4a: State of Rete network before Right Hand Side token enters the network. 
Labels on the left correspond to the terminology used in the original Rete 
match algorithm. Labels on the right correspond to the names we’ve 
chosen to convey the semantics of SPARQL. 
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Figure 4b: State of Rete network after Right Hand Side token enters network. Labels on 
the left correspond to the terminology used in the original Rete match 
algorithm. Labels on the right correspond to the names we’ve chosen to 
convey the semantics of SPARQL. 
The reader should note, the final memory node contains pairs of triples that satisfy 
the OPS-like query as well as the SPARQL query. Further, we point out that, 
fundamentally, the computation is the same as maintaining a materialized view of the join 
between the two 
€ 
α -memories, given an incremental change to the database. In relational 
algebra this is commonly represented as, given two relations, R, S, and a materialized 




then the new version of the view, V, may be incrementally determined from V, by 
computing V =V 
€ 
∪ (t  ⋈ S). 
Qian and Weiderhold detail the algorithms for correctly, incrementally computing 
the results of a suite of relational operators [32]. The behavior of incremental 
recomputation using the outer join operator can be found in [19]. Miranker was the first 
to relate the operators in the Rete match to incremental evaluation of relational database 
operators [29]. The equivalence between incremental evaluation of relational operators 
and rule-based processing is also well explored in the context of the semi-naive 
evaluation of Datalog. 
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Chapter 3  
Related Work 
Our approach is rooted in the utilization of the Rete pattern-matching algorithm. 
This is not the first time the Rete match has been used in a semantic web context. As 
might be expected, the Rete match has been used in inference engines such as 
OWLJessKB2 and DamlJessKB [26]; tools used to evaluate ontological assertions.  
AI and the semantic web are not the only areas where the Rete match has been of 
use. There is previous work per the use of the Rete match in the implementation of a 
stream database system [24]. Collections of database triggers such as TriggerMan [20] 
and Ariel [36] also use the Rete match’s pattern matching capabilities to continuously 
query data through data streams and notify of anomalies through triggers. Because the 
Rete match is used in multiple areas of computer science, it is important to highlight 
efforts to improve upon the Rete match through optimization efforts like TREAT [29], 
parallel Rete match implementations like [3, 27, 35], and lazy match algorithms such as 
[6, 28]. 
While Diamond uses the Rete match as a mechanism to evaluate linked data as a 
data stream, there are other efforts to treat linked data as a data stream [4, 11] and a 
continuous query effort, which uses an extended version of the SPARQL language [5]. 
Fortunately, our approach does not require us to extend the SPARQL language to cater to 
the need of querying linked data. Querying linked data using SPARQL is not a new 
concept [33] as there are tools such as the Semantic Web Client Library [21] however our 
                                                
2 http://edge.cs.drexel.edu/assemblies/software/owljesskb/ 
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approach using the Rete match to allow us to execute SPARQL queries over the web of 
linked data is new. 
There are certain optimizations a developer can take when querying the web of 
linked data using SPARQL such as query re-writing [12] or caching [23]. Additionally 
several SPARQL optimization studies have taken place using query models [22] and 
SPARQL operator complexity analyses [34]. Fortunately, due to the nature of the Rete 
match, state is incrementally saved during processing iterations and this saved state is 
liken to a cache that is consistently updated when new tokens are introduced and 
according to [29] we may treat the Rete network as a physical query plan to be optimized 
in a traditional relational database fashion, much like optimizing query models [22]. 
While our work depends on its deep connection to relational algebra, other works attempt 
to define SPARQL within a relational algebraic context as well [13], but not using 
incremental recomputation algorithms like we do. 
Finally, while our approach is tested through the implementation of a linked data 
query engine using the Rete match, it is to note that there are other linked data tools 
available including, but not limited to, the previously mentioned Semantic Web Client 
Library [21], browsers such as Tabulator [8] and data visualization tools like Explorator 
[14, 15]. 
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Chapter 4  
A Rete Operator Set For SPARQL 
 
 
Table 1: Translation table3 
Angles and Gutierrez prove that SPARQL is equivalent in expressive power to 
non-recursive Datalog with negation [2]. Given the relationship between SPARQL, 
Datalog and relational algebra, to form a Rete operator set for SPARQL one need only, 
by transitivity, identify a mapping from SPARQL syntax and its native logic, to relational 
operators. Since Rete operators are physical operators, each such Rete operator must 
implement an incremental algorithm for its corresponding relational semantics. The 
translation table in Table 1, details the preceding construction including the relationship 
between SPARQL constructs, SPARQL algebra, formal semantics, and Rete operators. 
                                                
3 Translation table where BGP is a basic graph pattern containing one triple where BGP is a basic graph 
pattern containing one triple pattern P, P1, and P2 are graph patterns, T is a transformation, GroupGP is a 
group graph pattern (in our case with exactly one triple pattern). 
€ 
Ω  is a multiset of solution mappings, 
€ 
Ψ  
is a sequence of solution mappings and PV is a set of variables. C is an expression. R, R1, and R2 are 
relations containing tokens, s is a list of variables. 
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4.1 THE OPERATORS 
For the implementation of the Rete operators we adopt the algorithms detailed by 
Qian and Wiederhold [32]. Additionally, we use a similar algorithm detailed by Gupta 
and Mumick [19] for our left outer join operator, LeftJoin, to perform incremental 
updates to the network state. Diamonds LeftJoin operator is consistent with the standard 
SPARQL specification [31] corresponding to the implementation of the SPARQL 
OPTIONAL construct. 
It is worth mentioning that both our TriplePatternTest operator and Filter 
operator are based on Qian and Wiederhold’s relational select operator. In the case of the 
TriplePatternTest operator, this operator selects RDF triples that only match a 
predetermined triple pattern. This triple pattern is found within a Basic Graph Pattern 
(BGP) in a SPARQL query where basic graph patterns are sets of triple patterns. The 
Filter operator is an incrementally evaluated relational select operator that selects RDF 
triples based on a SPARQL constraint. A formal description can be found in the appendix 
for both of these operators. InnerJoin is also based on the ⋈ operator in Qian and 
Wiederhold and is used to determine variable consistency before joining two tokens 
together. If there are no common bound variables between two triple patterns, then a 
cartesian product is taken. 
4.2 NEGATION IN SPARQL AND AN INCREMENTAL ANTIJOIN 
Although it has been shown that SPARQL is equivalent to non-recursive Datalog, 
SPARQL 1.0 does not have an explicit negation operator. Instead, the expression of 
negation is achieved through an idiom comprising three syntactic features [2], which we 
detail below. A consequence is, although the original Rete match algorithm contains a 
NOT operator [16] that implements antijioin, (which in turn is a preferred definition of 
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negation in Datalog), this operator is not needed for our implementation. An explicit 
negation operator is anticipated as part of the SPARQL 1.1 specification, and also could 
be of use as an optimization where the syntactic idiom for negation is identified. 
 
 
Figure 5a: Annotated SPARQL Query 
The SPARQL idioms that implement negation are P1 OPTIONAL P2 FILTER 
!bound(?x), where P1, P2, are graph patterns, and ?x is a variable found in an OPTIONAL 
graph pattern. In the case of the query shown in Figure 5(a), triple patterns D, E, and F 
are captured in a Basic Graph Pattern representing P1 in our example pattern. Triple 
pattern G takes the place of P2 in our example pattern. The filter expression in Figure 
5(b), Filter(!bound(?mbox)), also takes the place of !bound(?x) in our example pattern. In 






αG  whose result is captured in 
€ 
βDEFG  and Filter(!bound(?mbox), 
€ 
βDEFG) 
whose result is captured in 
€ 
β!bound (?mbox ). 
 
Figure 5b: Rete Network compiled from Figure 5a 
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Consider the case when a token resides in the memory node 
€ 
β!bound (?mbox ). When a 
left token from 
€ 
βDEF  and a right token from 
€ 
αG  propagate to the two-input join node 
LeftJoinDEFG, these left and right tokens are joined together if their variable bindings 
are consistent. One of the variables bound to the RDF triples in the newly joined token is 
?mbox. Before the joined token continues propagation to memory node 
€ 
βDEFG , one-input 
filter node !bound(?mbox), and memory node 
€ 
β!bound (?mbox ), all matching copies of the left 
token are removed from these successor nodes mentioned above in order to make way for 
the addition of this newly joined token. Assume for a moment that the token assumed to 
reside in 
€ 
β!bound (?mbox ) matches the left token, then the token residing in 
€ 
β!bound (?mbox ) is 
deleted. There is only one delete per memory node, no matter how many tokens match 
the left token in question. After all matching tokens of the left token are eradicated from 
subsequent memory nodes, the join node may now propagate and be added to any 
memory node it encounters. However, once the joined token, which contains a binding to 
variable ?mbox, propagates to the !bound(?mbox) node, the joined token is rejected and 
propagation halts because !bound(?mbox) means that no token that passes through should 
have a binding to this variable, ?mbox. Because propagation halts for this joined token, 
the matching copy of the left token that was deleted from 
€ 
β!bound (?mbox ) will never be 
replaced with this newly joined token. This scenario is an explanation, by example, of our 
implementation of antijoin behavior as negation as failure in logic programming in our 
version of the Rete match algorithm. 
While it is anticipated that SPARQL 1.1 will have an explicit negation operator, 
the fact that SPARQL 1.1 is still in development (at the time of this writing) encourages 
us to define Rete operators suitable for SPARQL 1.0 and not 1.1. Since we have based 
our definition of Diamonds LeftJoin (a left outer join operator for SPARQL OPTIONAL) 
through Gupta and Mumicks definition of outer join [19] and because Filter is defined as 
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Qian and Wiederholds relational select [32] whose constraint is !bound(?var), we may, by 
transitivity, consider the appropriate combination of these operators (as defined by [2]) a 
correct implementation of antijoin, which is used to provide incremental recomputation 
and consequently assists in the implementation of failure as negation in SPARQL. It is to 
note that the entire listing of our Rete operators and their formal definitions can be found 
in the appendix. Additionally we have an annotated query, seen in Figure 5(a), that 
utilizes all Rete match operators with the exception of SolutionSequence and Intersection 
and the Rete network for this annotated query is shown in Figure 5(b). The intersection 
operator is not shown in the network presented in Figure 5(b) because it is used to join 
two sub-constraints that are conjuncted together in a Filter expression. The query in 
Figure 5(a) contains no filter expressions that contain a conjunction. Please refer to the 
definition of Filter for further detail on how the intersection operator is used. The 
SolutionSequence takes the tokens from the last beta memory in a SPARQL query and 
projects the RDF triples in the tokens that are bound to variables in the select list in the 
SPARQL query. This operator is based on Qian and Wiederhold’s relational project 
operator. Please refer to the appendix for further details. 
Diamonds Rete operators, which implement the SPARQL language, are based on 
the definitions of Qian and Wiederhold [32] and Gupta and Mumick [19] and these 
definitions are implemented by a specific Java architecture (as seen by our UML class 
diagram in Figure 6), which allow our linked data engine to run. The following section 
will define Diamonds architecture in more detail. 
 20 
 
Figure 6: UML Java Class Diagram for Rete Operators 
 21 
Chapter 5  
Architecture and Implementation 
In this section, we will explain the architecture of our system and how it caters to 
a continuous querying model. We also briefly describe the implementation details 
associated with Diamond’s construction. 
5.1 ARCHITECTURE 
 
Figure 7: High Level Architectural Diagram of Diamond’s Behavior 
Figure 7 shows a high-level diagram of Diamond as it queries the web of linked 
data. Our system initially compiles a given SPARQL query, provided by the user, into an 
equivalent Rete-Match network shown on the far left of Figure 8. URIs from the query 
are initially populated in a queue of URIs that will be dereferenced later. There are two 
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other URI queues for future use; one queue that contains URIs unsuccessfully 
dereferenced, and the other queue for successfully dereferenced URIs. These URI queues 
can be found in a component called a URI Manager. Whenever a URI is enqueued to the 
URI Manager, the URI will always go to the correct queue. A Linked Data Manager will 
dequeue URIs and use it to dereference RDF triples from a server for which the URI 
points. RDF triples are converted, by the Linked Data Manager, into triple tokens or 
tokens for short. Tokens are tuples that contain a list of RDF triples bound by their triples 
patterns and a +/- tag that signals the token to be added to the state of the match network 
or to assist in token removal from the network. Tokens are stored in a queue called the 
Token Queue and dequeue to propagate through the Rete match network. As tokens 
propagate through the network, join nodes have the opportunity to integrate these tokens 
together depending on variable consistency. The tokens that make it to the bottom most 
memory will be used to formulate an answer set in the form of a table created by a 
SELECT query. If tokens are partially matched to the match network (which means an 
RDF triple is matched to a SPARQL graph pattern), then URIs contained within the RDF 
triple(s) of the token are enqueued to the URI queue to be dereferenced later. Fetching, 
evaluation, and incremental updates are a cyclic process and are treated as such in the 
system. 
5.2 IMPLEMENTATION 
The operators, algorithms and data structures described in previous sections are 
proven in practice through the construction and successful execution of a Java 
implementation of the linked data query engine. We choose Java because of the 
language’s well-documented portability on multiple computing environments. When a 
user submits a SPARQL query to the system a BNF grammar description of the SPARQL 
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language is used by JavaCC4 to construct a lexer and top-down parser5. JavaCC is limited 
to LL(k) grammars and SPARQL is well-suited for such a tool as it is considered an 
LL(1) grammar [31]. Diamond uses Java Tree Builder6 (JTB) to construct a syntax tree in 
conjunction with JavaCC. JTB allows us to traverse a SPARQL syntax tree using the 
visitor pattern through JTB generated visitor classes. While visiting each syntax tree 
node, Diamond incrementally constructs an expression tree, where each node represents a 
SPARQL graph pattern or filter expression. The nodes point to any sub-patterns in the 
query. Finally Diamond constructs the Rete match network from this expression tree and 
useful URIs gotten from the triple patterns in the query (if any) are enqueued into the 
URI Manager. Diamond uses an open source semantic web framework called Sesame7 to 
dereference URIs and extract RDF triples (if any). Sesame is useful for executing HTTP 
requests and RDF data parsing in a variety of RDF syntax (e.g. NTriples, Notation3, 
Turtle, etc.). Our network constructed from our Rete match operator set processes the 
tokens acquired. Each operator is a node in the network and is represented in an 
inheritance class structure where ReteNode is an abstract parent class, while other 
nodes extend ReteNode such as InnerJoin, LeftJoin, Union,  
Intersection, and Filter as seen in Figure 7. While Diamond is a fairly complex 
system, it is well documented with accompanying Java documentation and UML class 
diagrams. 
                                                
4 Third-Party Open Source software publicly available at https://javacc.dev.java.net 
5 Other SPARQL processing systems, most notably Jena, includes SPARQL parsers, but they are 
intimately tied to their respective systems and of little use to scientists/developers looking for stand-alone 
functioning parsers for use out of the box. Diamonds SPARQL parser is a wonderful contribution to the 
semantic web community due to its independence and out of the box execution. 
6 Third-Party open source software available at http://compilers.cs.ucla.edu/jtb 
7 Publicly available at http://www.openrdf.org 
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Chapter 6  
Evaluation 
Historically, Rete match networks can be treated as physical query plans that can 
be optimized [28]. We hypothesize that our Rete match networks will also be susceptible 
to optimizations and these optimizations will have a positive impact on SPARQL query 
execution. To prove this claim, we executed a set of experiments using simple 
optimizations that show a speed increase in SPARQL query executions. Additionally, 
because our Rete match networks are based on relational operators that can incrementally 
recomputed data, we also prove that our Rete match networks are equivalent in 
expressive power to the core of SPARQL. 
6.1 OPTIMIZATIONS 
Optimizations of physical query plans in relational databases using a variety of 
cost estimation and heuristics to decide join operator placement is not new [18]. We try 
one heuristic to speed up SPARQL query processing by optimizing our Rete match 
network. Whenever a filter node appears towards the bottom of the network, we look for 
ways to raise the filter node closer to the top of the network without changing the 
semantics of the query. This is akin to ”pushing down selects” in a relational tree, except 
in our case the tree is upside down and the Filter operator acts as our ”select”. Filter 
location is important as filter nodes towards the top of the network are able to eliminate 
tokens early before avoiding unnecessary propagation through the rest of the network and 
unnecessary incremental recomputation. 
For our experiment, we have generated BSBM data sets of different sizes (a 
varying amount of triples) using the BSBM data generator [9] using several modified 
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BSBM queries on each data set. Each query has an optimized version (where filter nodes 
are towards the top of the network) and an un-optimized version (where filter nodes are 
towards the bottom of the network). We tested both query versions on each data set. We 
execute every experiment ten times (excluding three warm-up runs) and calculate the 
average query execution speed in seconds. According to our analysis, seen in Figure 8, 
our approach allows an increase in query performance 86% of the time, proving that 




Figure 8: Results in Seconds for Un-optimized and Optimized Queries varied by number 
of triples 
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Experiments were performed locally on a machine with two Intel Core 2 E6300 
processors at 1.86GHz and 2GB of main memory on Ubuntu Linux. While optimization 
experiments are executed locally, we also assess the general performance of Diamond in 
the wild by running linked data experiments on three queries (as seen in Table 2). 
 
 
Table 2: Timing Results from Linked Data Queries 
Query 1: Determine the interests of people whom Tim Berners-Lee knows8  
Query 2: Determine the name, latitude and longitude of the birthplace of the 43rd  
President of the U.S., George W. Bush. 
Query 3: Determine the location of a specific church in Paris, France.9 
 
One interesting heuristic we adopt from [21] is the idea that URIs contained 
within an RDF triple that partially matches a query should be dereferenced as soon as 
possible, giving that URI higher priority over others seen. In the case of Diamond, a 
token that passes at least one test operator in our Rete match is akin to partially satisfying 
a SPARQL query. Therefore, we make any URIs contained within that token of high 
priority within our URI queue in the URI Manager mentioned above. Thus, these URIs 
will be given preference to dereference first. 
Finally, it is to note that in order to gain some confidence in our results, we tested 
Diamond using the RAP test suite10 and passed 126 of 151 test cases. The other 25 test 
                                                
8 Query acquired from [21] for experimentation purposes. 
9 Query modified and borrowed from http://docs.openlinksw.com/virtuoso/rdfsparqlgeospat.html. The 
results of the query reveal churches of this name in four different languages, hence four results are 
produced. 
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cases ran ASK queries, DESCRIBE queries, CONSTRUCT queries and solution 
modifiers, which Diamond does not support because it is not core to SPARQL and not 
part of our study. 
6.2 EXPRESSIVE EQUIVALENCE 
Formal Rete match operator definitions can be found in the appendix. SPARQL is 
equivalent to relational algebra [2]. We have defined our operator set based on relational 
operators and proved their correctness through the propagation rules expressed in the 
Appendix for each operator set. Since SPARQL is equivalent in expressive power to 
relational algebra, and our operator set is defined on that algebra, and since our Rete 
networks are defined by the operator set, we may conclude, by transitivity, that our Rete 
match networks are equivalent in expressive power to SPARQL. 
                                                                                                                                            
10 Test suite located at http://www.seasr.org/wp-content/plugins/meandre/rdfapi-php/doc/ 
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Chapter 7  
Future Work and Conclusions 
Hopefully our optimization studies have convinced the reader that using our 
system is worthwhile in order to try out their own optimization strategies. Also, we look 
forward in future iterations of this work to try out parallel Rete match algorithms, and 
lazy match algorithms. Finally, we would like to extend our study of SELECT queries by 
implementing ASK, DESCRIBE, solution modifiers, etc. 
This paper presents a match system defined by an operator set. We show that our 
networks can be optimized and provide evidence showing that optimizing match 
networks effectively improves SPARQL query performance. We also provide a well-
engineered linked data query engine written in Java. Finally, we show that our networks 
are equivalent in expressive power to the core of SPARQL. 
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Appendix 
Triple tokens contain bound RDF triples. For the purposes of our proof we’ll 
consider, without loss of generality, RDF triples as data to be consumed by our operator 
set. Assume tp is a triple pattern, t is an RDF triple and V is an infinite set of variables as 
defined in [30, 31]. Assume S, R and T are sets of RDF triples. Two partial operators we 
use to supplement our discussion, from [32], are 
 
NOTATIONS 
The notations below are used as accessors to portions of triple patterns and RDF 
triple atoms (i.e. – subject, predicate, and object). 
Notation 1 tp.s stands for the subject of triple pattern tp 
Notation 2 t.s stands for the subject of triple pattern tp 
Notation 3 tp.p stands for the predicate of triple pattern tp 
Notation 4 t.p stands for the predicate of RDF triple t 
Notation 5 tp.o stands for the object of triple pattern tp 





RETE NETWORK OPERATOR DEFINITIONS AND THEOREMS 
Definition 1 
 
Definition 1 selects all RDF triples in set R, if the triple pattern contains all 




The Rete operator, InnerJoin, is based on a relational join operator that joins two  




The Rete operator, InnerJoin, is based on a relational join operator that joins two  




The Rete operator, LeftJoin, is based on a relational left outer join operator that  




The Rete operator, Union, is based on a set union operator that unions two sets of  




The Rete operator, Intersect, is based on a set intersection operator that intersects  




The Rete operator, SolutionSequence, is based on a relational project that extracts  




The Rete operator, Filter, is a recursively defined operator based on relational  
algebraic selection of a set of RDF triples, R, using a constant c. x and y are sub- 








(((Fc (R) = R1)∧ (σc (R) = R2))⇒ (R1 = R2))∨
(((Fx&&y (R) = R1)∧ (Fx ∩D Fy (R) = R2))⇒ (R1 = R2)))∨
(((Fx||y (R) = R1)∧ (Fx ∪D Fy (R) = R2)⇒ (R1 = R2))
 
where R, R1, R2 are relations. 
Proof 
Statement P(n): We prove that Theorem 7 holds by induction over n basic  
constraints where 
€ 
n∈N * and 
€ 
N* = {1,2,3,...}. 
Base Case P(1): 
1. Assume only one basic constraint, c. 
2. Assume 
€ 
Fc (R) = R1 
3. Assume 
€ 
σc (R) = R2 
4. 
€ 
Fc (R) = R1∧σc (R) = R2  (By lines 2 and 3) 
5. Since c is the only basic constraint, then it does not have the form x && y nor the 
form x || y, where x and y are sub-constraints of c. (By definition of basic 
constraint and line 1) 
6. 
€ 
Fc (R) =σc (R) (By definition 11 and line 5) 
7. 
€ 
R1 =σc (R)  (By lines 6 and 2) 
8. 
€ 
R1 = R2 (By lines 7 and 3) 
9. P(1) holds (by lines 4 and 8) 
Inductive Case P(n+1): 
10. Assume P(n) holds. 
11. Sub-case 1: 
a. Consider the case when 
€ 
Fc&& z (R) = R1 where c&&z is a constraint and z is 
a basic constraint. 
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b. So c && z in 
€ 
Fc&& z (R) contains n+1 basic constraints, where c has n basic 
constraints and z has one basic constraint. (By line 11a). 
c. Then 
€ 
Fc&& z (R) = Fc (R)∩D Fz (R) . (By definition 11 and line 11b) 
d. 
€ 
Fc (R)  evaluates to some relation R’ (by induction hypothesis) 
e. 
€ 
Fz(R) =σz (R) which evaluates to some relation R’’. (By definition 11 and 
definition of relational algebra operator select) 
f. 
€ 
Fc&& z (R) = R'∩D Fz(R) (By lines 11d and 11c) 
g. 
€ 
Fc&& z (R) = R'∩D R' ' (By lines 11e and 11f) 
h. 
€ 
R'∩D R' '= R'∩R' '  (By definition 10) 
i. 
€ 
R'∩R' ' evaluates to some relation 
€ 
R2 . (By definition of set union) 
j. 
€ 
Fc&& z (R) = R2  (By lines 11g, 11h, 11i) 
k. 
€ 
R1 = R2 (By lines 11a and 11h) 
12. Sub-case 2 
a. Consider the case when 
€ 
Fc||z(R) = R1 where c || z is a constraint and z is a 
basic constraint. 
b. We can now prove that if 
€ 
Fc||z(R) = R1 and 
€ 
Fc (R)∪D Fz (R) = R2, then R1 = 
R2 using a similar proof as the one expressed in Sub-case 1. 
13. Thus, Theorem 4.7 holds. 
Q.E.D. 
PROPAGATION RULES 
The following is a set of equivalence preserving transformation rules that allow 
each Rete operator to perform incremental recomputation every time a single RDF triple 
enters the Rete match system (in the form of a triple token). We build these rules in the 
form of [46] because our Rete operators are based on the same relational operators used 















where c = !bound(?x) and ?x is a variable that can only be bound to RDF triple 
objects in T (if at all) 
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Theorem 2 
The propagation rules are equivalence preserving. 
Proof.  
Theorem 1 of [46] proves the propagation rules of select, project, union intersect 
and join are equivalence preserving. Since our Rete operators such as TriplePatternTest, 
SoltuionSequence, Union, Intersection, InnnerJoin, and Filter perform incremental 
evaluation using the Rete-Match algorithm and are based on the same relational algebra 
operators mentioned previously, as seen in the definitions above, then a similar proof 
may be derived as in theorem 1 of [46] for the propagation rules of our Rete operators; 
TriplePatternTest, SolutionSequence, Union, Intersection, InnerJoin, and Filter. 
Consequently, these rules are equivalence preserving. 
Additionally, since the Rete-Match saves state changes between processing 
iterations similar to change tables in incremental maintenance operations of outerjoin as 
seen in [47] then our LeftJoin propagation rule, which uses the Rete operator LeftJoin 
based on relational left outer join, is also equivalence preserving. 
 Finally, SPARQL 1.0 does not contain an anti join operator in its SPARQL 
algebra. However in SPARQL 1.0, anti join is evaluated as failure in logic programming 
using pattern (P1 OPT P2) FILTER (!bound(?x)) where ?x is only expressed in pattern P2 
according to [2]. This pattern can be equivalently expressed using the Rete-Match 
algebraic expression Fc(R D S) where R, S are sets of RDF triples (to be evaluated by P1 
and P2 respectively in our previous SPARQL pattern_ and c is the constraint !bound(?x) 
such that ?x can only be bound to RDF triples in S (if at all). Since we have proven that 
Fc and D are both Rete operators with propagation rules that are equivalence preserving 
above, by transitivity, the anti join propagation rules are also equivalence preserving. 
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Our Rete-Match networks are equivalent in expressive power to SPARQL. 
Proof. 
 SPARQL is equivalent to relational algebra [2]. We have defined our Rete 
operator set based on relational algebra operators and proved their correctness through a 
series of propagation rules matching each Rete operator. Our rete-Match networks are 
constructed using the Rete operators defined within this paper. Therefore, by transitivity, 
since SPARQL is equivalent in expressive power to relational algebra and since relational 
algebra operators define our Rete network operators and since those network operators 
compose a Rete-Match network, we may conclude that Rete-Match networks are 
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