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Abstract
The Loop Variable method that has been developed for the U(1)
bosonic open string is generalized to include non-Abelian gauge invari-
ance by incorporating “Chan-Paton” gauge group indices. The scale
transformation symmetry k(s) → λ(s)k(s) that was responsible for
gauge invariance in the U(1) case continues to be a symmetry. In ad-
dition there is a non-Abelian “rotation” symmetry. Both symmetries
crucially involve the massive modes. However it is plausible that only
a linear combination, which is the usual Yang-Mills transformation on
massless fields, has a smooth (world sheet) continuum limit. We also
illustrate how an infinite number of terms in the equation of motion in
the cutoff theory add up to give a term that has a smooth continuum
limit, and thus contributes to the low energy Yang-Mills equation of
motion.
1
1 Introduction
A proposal for the solution to the problem of obtaining gauge invariant
equations of motion for the fields of the string using the world sheet renor-
malization group [[1] -[13]], was described, for the free case in [14], and for
the interacting case in [15]. A more detailed description was given in [16].
Only the U(1) bosonic open string has been discussed so far. Here the mass-
less sector is described by the Maxwell action. The logical next step is to
incorporate non-Abelian symmetry. This is done by a variant of the Chan-
Paton method [17]. The massless fields of this string are thus described, to
lowest order, by the Yang-Mills action.
The Chan-Paton method is very simple: For an M-particle amplitude,
one includes as a factor a trace of a product of M matrices, in each cyclically
inequivalent term of the amplitude. The matrices represents the quantum
numbers of the external particles and are arranged in the same order as the
corresponding vertex operators. A justification of this method from first
principles was given in [18] where dynamical quarks were attached to the
ends of the string. This is to be contrasted with the heterotic string where
the charges are smeared along the entire length of the string.
Motivated by this we implement the Chan-Paton prescription by the
simple device of including in the loop variable, q(t) = qA(t)JA(t) with the
properties that < JA(t) >= TA, where TA is the matrix corresponding to
the vertex operator at t:
e
∫
dt
∑
n≥0
ik¯n(t)Yn(0)+q(t) (1.1)
where, as before [15],
k¯n(t) =
q=n∑
q=0
kq(t)D
n
q t
n−q (1.2)
and
Dnq =
n−1Cq−1, n, q ≥ 1
=
1
n
, q = 0
= 1, n = q = 0 (1.3)
These were defined in [15].
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Thus in the case of the U(N) group, TA is a Hermitian or anti-Hermitian
matrix (depending on whether the mass level is odd or even) in the adjoint
representation. The q’s combine with the kn’s in the loop variable and
provide the space-time fields with the group index A.
Thus the following equations and their obvious generalizations naturally
suggest themselves:
< kµ1 (t1)q
A(t) >= AµAδ(t− t1) .
< kµ1 (t1)k
ν
1 (t2)q
A(t′)qB(t′′) >= AµAAνBδ(t′−t1)δ(t
′′−t2)+A
νAAµBδ(t′′−t1)δ(t
′−t2) .
< kν1 (t1)k
µ
1 (t2)q
A(t) >= δ(t1 − t2)δ(t − t1)S
µνA
1,1 . (1.4)
If we include JA(t) we get equations such as
< kµ1 (t1)q
A(t)JA(t) >= AµAδ(t− t1) < J
A(t) >= AµAδ(t− t1)T
A . (1.5)
Using the above prescription we have to repeat the steps performed in
[15]. This should lead to equations of motion that correpond to strings with
group theory indices. Using the same arguments as in the U(1) case it is
easy to see that when restricted to on shell physical states the S-matrix
of the bosonic string supplemented with Chan-Paton factors is reproduced.
Furthermore the full equations have the string gauge invariance (i.e. if we
keep all the extra gauge and longitudinal states). Interestingly, it turns out
that the non-Abelian rotation symmetry: δAµ = [Aµ,Λ] and it’s extension
to massive modes is an extra symmetry! However both these symmetries
involve massive modes in a crucial way. If one wants to restrict oneself to
the massless sector - this involves taking the continuum limit on the world
sheet - it is plausible that only a linear combination survives. A study of
the gauge transformation rules for a (particular) massive mode does in fact
support this. However we have not checked this in general. If correct this
provides an interesting mechanism for the emergence of non-Abelian Yang-
Mills symmetry in string theory.
The gauge invariant formalism requires a world sheet cutoff in a crucial
way because all the massive modes are present and being off-shell one is
away from the fixed point. The continuum limit of this theory is to be
taken only after summing an infinite number of terms of the cutoff theory
corresponding to contributions of an infinite number of irrelevant operators.
Then one recovers the usual S-matrix elements.
In this paper we will give a compact summary of these results, leaving
the details to a future publication. This paper uses the results of [15]. We
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have not included a review of previous results as that would have made the
paper too long.
This paper is organized as follows: In Section 2 we describe the loop
variable calculation of the equation of motion with Chan-Paton factors (fol-
lowing the above prescription) and also show the connection with the con-
tinuum calculation. In Section 3 we describe the U(1) string invariance in
the presence of Chan-Paton factors and calculate the field transformation
laws. In Section 4 we study the non-Abelian rotation symmetry in terms of
loop variables and also in terms of space-time fields. We also discuss a mech-
anism mentioned above that might single out a linear combination of the
two transformations in the low energy limit. Section 5 contains concluding
remarks.
2 Loop Variables with Chan-Paton Factors
In this section we illustrate how calculations are done when the Chan-Paton
factors are included. Then we will show how the cubic terms arise. In
the gauge invariant version we have an infinite number of terms with all
powers of 1/ǫ where ǫ is the world sheet cutoff. (By gauge invariant we
mean the full string gauge invariance, not just the U(1) associated with the
masselss modes.) Gauge invariance involves massive modes also. We will
only calculate a few terms to show how gauge invariance works. To see that
the cubic terms are there with the right coeficient as in the S-matrix, one has
to work with a gauge fixed version. In this case one can take the continuum
limit. We will show this also.
2.1 Gauge Invariant Calculation
Our starting point is the loop variable
e
∫
dt
∑
n≥0
ik¯n(t)Yn(0)+q(t) (2.6)
We can bring down powers of q(t) as follows:
e
∫
dtq(t) = 1+
∫ a
0
dt′ q(t′)+
∫ a
0
dt′
∫ t′
0
dt′′ q(t′)q(t′′)+
∫ a
0
dt′
∫ t′
0
dt′′′
∫ t′′
0
dt′′′ q(t′)q(t′′)q(t′′′)+...
(2.7)
The leading “1” will be assumed not to contribute anything. This is equiv-
alent to setting < kµ1 k
ν
1 ... >= 0 when there are no q’s. Also the order of the
JA(t)’s has to be preserved after making contractions of qA(t) with kn’s.
4
Level 1
Let us consider the level one terms:
eik0Y+k0.k0[G+Σ]+k
V
0
kV
0
[Σ]{k¯1.k0
∂
∂x1
[G+Σ] + ik¯µ1Y
µ
1 }
∫ a
0
dt′q(t′) (2.8)
We remind the reader that G refers to the (gauge covariantized) Green func-
tion G(z − w) =< Y (z)Y (w) > with coincident arguments, viz G(0). This
is finite because we work with a finite cutoff. As an example G(z, w; ǫ) ≈
ln ((z − w)2 + ǫ2) to lowest order in xn (For more details see [16]). k
V
0 in
these equations has to be chosen so that the correct RG scaling dimension
is picked, which will reproduce the continuum S-matrix term. This is a nec-
essary minimal requirement. Thus in an equation for a field of m2 = N ,
we can set (kV0 )
2 = N − (no. of integrations). One can make a stronger
requirement: One can require that we reproduce the RG equation not just
in the continuum limit taken after summing the infinite series, but also for
finite cutoff, term by term, before the infinite series is summed, as was ex-
plained in [16]. In that case one needs to set kV0 equal to the powers of the
cutoff ǫ. The correct prescription 1 is (kV0 )
2 = −(no. of powers of z
ǫ
) −
(no. of integrations) + (total (mass)2 of fields). The gauge transforma-
tion laws for space-time fields have to be defined consistent with this. One
can construct a simple algorithm that does this. The details will be given
in a longer paper. We do not have any reason to prefer one option over the
other. We do however find the latter option aesthetically more satisfying
although the former one is simpler. Perhaps further higher order quantum
consistency (loops) may pick one option.
Varying w.r.t. Σ and keeping terms proportional to Y µ1 gives :
(k0.k0.k¯
µ
1 − k¯1.k0k
µ
0 )
∫ a
0
dt′q(t′) = 0 (2.9)
Taking expectaion values:
(k0.k0A
µA − kµ0 k0.A
A)TA = 0 (2.10)
This is the leading term in the Yang-Mills equation.
Level 2
1While the general arguments of [16] are correct the precise expression for kV0 given
there, purportedly implementing the general arguments, is not.
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At level two massive modes make their appearance and they also con-
tribute to the U(1) gauge invariance. Therefore one should not expect that
the quadratic terms will have the same form as in the Yang-Mills equation.
As explained above we will see the quadratic terms of Yang-Mills only when
we include all the higher levels. Nevertheless one can check that the equa-
tions at this level are fully gauge invariant (under the appropriate gauge
transformations including massive modes).
eik0Y+k0.k0[G+Σ]+k
V
0
kV
0
[Σ]{k¯2.k0
∂
∂x2
[G+Σ] + kV2 k
V
0
∂
∂x2
[Σ]+
k¯1.k¯1
1
2
(
∂2
∂x21
−
∂
∂x2
)[G+Σ] + kV1 .k
V
1
1
2
(
∂2
∂x21
−
∂
∂x2
)Σ+
1
2
(k¯1.k0
∂
∂x1
[G+Σ] + kV1 k
V
0
∂
∂x1
Σ)2
︸ ︷︷ ︸
1
+
(k¯1.k0
∂
∂x1
[G+Σ] + kV1 k
V
0
∂
∂x1
Σ) ik¯µ1Y
µ
1 }
(
∫ a
0
dt′q(t′) +
∫ a
0
dt′
∫ t′
0
dt′′q(t′)q(t′′)) (2.11)
We have kept only those terms that contribute to the Y µ1 equation.
As an illustration we evaluate the contribution from the term labelled
“1” in (2.11).
{k¯1(t1).k0(t2) [
∂
∂x1
G] k¯1(t3).k0(t4)(−ik
µ
0Y
µ
1 )e
i
∫
k0Y+
+k¯1(t1).k0(t2) [
∂
∂x1
G] kV1 (t3).k
V
0 (t4)(−ik
µ
0Y
µ
1 )e
i
∫
k0Y }
(qA(t′)TA + qA(t′)qB(t′′)TATB) (2.12)
All the ti integrals are from 0 to a. The t
′, t′′ integrals are as indicated in
(2.7).
From (1.2) we have k¯1(t) = k1(t) + tk0(t). Let us evaluate the leading
term by replacing k¯1 by k1 and using (1.4). We get
[
∂
∂x1
G]{aS1,1(k0)
µνAkµ0k
ν
0 (−ik
ρ
0)e
ik0XTA +
6
a2
2
(AµA(p)AνB(q)+AνA(q)AµB(p))(p+q)µ(p+q)ν(−i)(p+q)ρei(p+q)XTATB}
(2.13)
Note the symmetrization in the second term. This arises because the con-
traction where t1 = t
′, t3 = t
′′ gives one term and switching the labels 1 and
3 gives the other term.
One can similarly evaluate all the terms. Under the gauge transforma-
tion kn → λpkn−p the expression in terms of loop variables is known to be
invariant before including the (q + q2) factor above [15]. But since this is
just an overall multiplicative factor it continues to be gauge invariant. What
needs to be verified is that after the contractions with q are made and space-
time fields are substituted, the gauge transformation continues to be well
defined. This proof also goes through as in the previous case because we can
recursively define gauge transformations for the massive modes in order to
make the map to space-time fields well defined. The only point one has to
worry about is whether the group transformation properties of the physical
fields at different mass levels that we know from string theory are consistent
with these assignments. Thus in the U(N) case (which is all we discuss in
this paper) all the mass levels are in the adjoint, but the odd levels are
represented by Hermitian matrices whereas the even levels are represented
by anti-Hermitian matrices. This property seems to be preserved for the
physical fields at the levels that we have checked though we do not have a
general proof.
The level 2 term evaluated in (2.13) actually vanishes because the co-
efficient ∂
∂x1
G = 0. Nevertheless it illustrates the steps involved in the
calculation and all other terms can be easily evaluated in a similar fashion.
2.2 Gauge Fixed Calculation
We would like to see the connection between the finite cutoff gauge invariant
calculation and the continuum limit S-matrix like calculation. We therefore
turn to the evaluation of the cubic Yang-Mills coupling. The proper-time
formalism [12] is convenient for this: We evaluate
Iµ =
d
d ln z
(z)2 < ∂zX
µ(z)eik0.X(z) ∂wX
ν(0)eip0.X(0) > pν1 (2.14)
where the correlator is calculated with a nontrivial background. If kµ1 is
the coupling corresponding to the operator ∂zX
µeik0.X(z), then the above
gives ∂S
∂k
µ
1
, where S is the space-time action. A simple way to evaluate Iµ in
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(2.14) is to calculate d
d ln z
(z)2kµ1 < ∂zX
µ(z)eik0.X(z) ∂wX
ν(0)eip0.X(0) > pν1
and act with ∂
∂k
µ
1
. This means that S = kµ1 I
µ. But this is precisely the
object being calculated in the loop variable formalism. Thus if we calculate
an expression in the loop variable method involving three k’s (k1(ti) with
i=1,2,3), and (no Y µ’s multiplying it) that in fact gives the (cubic term in
the ) action.
So we are led to calculate
< eik
µ
1
∂zX
µ(z)+ik0.X(z)eip
ν
1
∂wX
ν+ip0.X(w)eip
ρ
1
∂uX
ρ+iq0X(0) > (2.15)
The Chan-Paton factors coming from the product of three q’s is understood.
Being an action we will put a trace in front so that Tr < JA(t′)JB(t′′)JC(t′′′) >=
Tr(TATBTC). Let us set p0.q0 = k0.q0 = 0 for convenience. One can do
the calculation in two different ways. One way is the usual continuum way:
Thus we get a term of the form
k1.q1p1.q0
∫
dw∂z∂uG(z, 0)∂wG(w, 0)e
k0 .p0ln (z−w) (2.16)
The integral over w produces a term of the form ǫ
k0.p0
k0.p0
. If we express ev-
erything in terms of dimensionless z/ǫ then the proper time equation is just
ǫ d
dǫ
ǫk0.p0
k0.p0
≈ 1 in the continuum limit. Thus we get the cubic term in the
Yang-Mills action. Note that since p1.p0 = 0 for physical states, this term
has the right antisymmetry in k, q, which produces a commutator of the
group matrices.
Having seen the continuum limit in the gauge fixed case, let us expand
all the Green’s function in powers of w/ǫ, z/ǫ. This is what is done in the
gauge invariant formalism. 2 We get for the same term
k1.q1 [−
1
ǫ2
+
3z2
ǫ4
+ ...] p1.q0 [
w
ǫ2
+ ...] (2.17)
Including the other contractions we find the leading term in w, z is
k1.q1(p1.q0(
−w
ǫ4
) + p1.k0
(z −w)
ǫ4
) (2.18)
2The proper-time formalism employed a different cutoff from what is used in the gauge
invariant formalism. In the continuum limit this should not matter. We have explicitly
checked in some cases that the arguments justifying the proper-time formalism can be
used with this cutoff also. The calculation is rather tedious and will not be reportesd
here.
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If we use (1.2) we find that the linear in w, z part of
1
ǫ4
∫
dt1
∫
dt2 [ k¯2(t1).k0(t2)−
1
2
k¯1(t1).k¯1(t2)] (2.19)
reproduces the term multiplying k1.q1 : We use the notation k(z) = k, k(w) =
p, k(0) = q. Note that this term is gauge invariant under the string gauge
transformations :k¯2 → k¯2 + λ1k¯1 and k¯1 → k¯1 + λ1k0. It is easy to check
that this is the precise combination that we get in the loop variable formal-
ism. The higher powers of w/ǫ and z/ǫ are reproduced by the terms k¯n.k¯m
The above illustrates the connection between the gauge fixed continuum
calculation and gauge invariant cutoff calculation.
This calculation also shows that one cannot take the limit ǫ→ 0 in any
term because it is a singular limit. However, as the earlier calculation shows,
the infinite series has a well defined continuum limit.
3 U(1) Gauge Transformations on Space-Time Fields
In this section we will recursively work out the gauge transformation of the
modes. This is a repeat of what was done in [15] except for the fact that
we have to be careful of the ordering of the fields because of the matrices
multiplying them.
Level 1
At level 1 we have only the massless vectors:
∫ a
0
dt1
∫ a
0
dt′ < k¯µ1 (t1)q
A(t′)JA(t′) >= a AµATA (3.20)
The gauge transformation gives for the LHS
∫ a
0
dt
∫ a
0
dt1
∫ a
0
dt′ < λ1(t)k
µ
0 (t1)q
A(t′)JA(t′) >= a kµ0Λ
A
1 T
A (3.21)
Comparing (3.20) and (3.21) we get
δAµ = kµ0Λ1 (3.22)
where the matrix structure is suppressed. As we explained in the intro-
suction this is only the inhomogeneous part of the usual Yang-Mills gauge
transformation. The rotation part is missing. Nevertheless the action is
invariant because of the massive modes.
Level 2
9
S
µν
1,1
We start with (all integrals over t are understood from now on):
< k¯µ1 (t1)k¯
ν
1 (t2) (q(t
′) + q(t′)q(t′′)) > (3.23)
Using (1.2) we find
= a Sµν1,1 +
a2
2
{Aµ, Aν} +
a2
2
k
(µ
0 A
ν) (3.24)
The gauge transformation on the loop variable side (3.23) gives:
a k
(µ
0 Λ
ν)
1,1 +
a2
2
{k
(ν
0 Λ1, A
µ)} +
a2
2
{Λ1, k
(µ
0 A
ν)} +
a2
2
kµ0 k
ν
0Λ1 (3.25)
Comparing this with the gauge transformation of (3.24) gives:
δSµν1,1 = k
(µ
0 Λ
ν)
1,1 +
a
2
{Λ1, k
(µ
0 A
ν)} (3.26)
Note that in the U(1) case this reduces to what was obtained in [15]. In
the anti commutator each matrix is anti-Hermitian, but the whole term is
Hermitian. This is consistent with the fact that S1,1 is Hermitian (being at
an odd mass level).
S
µ
2
The same procedure as above gives:
δSµ2 = Λ
µ
1,1 +
a
2
{Λ1, A
µ} (3.27)
We see that S2 is pure gauge and can be gauged away using Λ
µ
1,1.
Level 3
We will only present some partial results that will be used to illustrate
arguments in the next section.
S
µν
2,1
We find using the above procedure:
δSµν2,1 = Λ
µν
1,1,1 + k
ν
0Λ
µ
1,2 +
a
2
{Λ1, S
µν
1,1}
+
a2
2
{Λν1,1, A
µ} +
a2
2
{kν0S
µ
2 ,Λ1} +
a3
8
[Λ1, [A
ν , Aµ]]
+
a3
24
{Λ1, {A
µ, Aν}} +
a3
12
(AµΛ1A
ν + µ↔ ν)
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+
a3
8
[k
(µ
0 A
ν),Λ1]−
a3
24
[k
[µ
0 A
ν],Λ1] −
a3
12
[Aµ, kν0Λ1] (3.28)
Note that the S
(µν)
2,1 is pure gauge. The physical field is the antisymmetric
tensor. One can also check that if we set Sµ2 = 0, then the Λ1AA terms in the
gauge transformation are symmetric in the indices µ, ν. Thus they can all
be gauged to zero. Thus the only non-trivial transformation for the physical
S
[µν]
2,1 field under the Λ1 transformation come from the antisymmetric parts
of the last three terms. This fact will be used in the next section.
At this level we also have Sµνρ1,1,1 which can be worked out similarly.
4 Non-Abelian Rotation and Continuum Limit
4.1 Non-Abelian Rotation
We saw in the previous section that when calculating the action, a typical
term is a product of the k variables and a trace of product of q’s of the form
Tr(q(t′)q(t′′)q(t′′′)...). This is clearly invariant under a non-Abelian rotation
of the form
δq(t) = [Λ˜, q(t)] (4.29)
for any Λ˜. When we perform contractions and convert to space-time fields
this will induce non-Abelian rotations on the space-time fields. The detailed
form will depend on our choice of Λ˜. The action S (written in terms of
space-time fields) is also clearly invariant under this transformation. This
is a priori completely independent of the U(1) string invariance
k¯(s)→ λ(s)k¯(s) (4.30)
that acts on the kn and thus we have two independent symmetries. While
the gauge invariance of the action is obvious, one has to check whether this
transformation has a well defined action on the space-time fields. Exactly
as in the case of the U(1)-string gauge transformation, this can always be
made well defined by recursively defining the transformations of the massive
fields. Note further that this transformation leaves every monomial in k, q
invariant by itself, unlike the string U(1) that mixed different monomials
at a given level (but did not mix levels). Furthermore this is a local (in
space-time) rotation. Of course at the level of loop variables everything is
“global” because there are no derivatives in t.
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Λ˜ is arbitrary but if we want eventually to relate it to Yang-Mills trans-
formation we can choose it to be of the form ≈ λq. Thus let us choose
Λ˜ =
∫
dt
∫
dt0λ1(t)q(t0)f(t, t0) (4.31)
All integrals are over the range [0, a] and will henceforth be suppressed. We
have chosen λ1 but clearly any other λn could have been chosen. f is an
arbitrary function. One possibility is to choose f = δ(t − t0). However
we will let f be arbitrary and try to fix it by requiring that the gauge
transformation laws of the massive fields take on relatively simple forms.
The choice f(t, t0) = f [(t − t0)
2] simplifies some of the transformations
because of the symmetry in t, t0. Let us first find the transformation law of
A:
δ[kµ1 (t1)q(t
′)] = kµ1 (t1)λ1(t)q
A(t0)q
B(t′)f(t− t0)[T
A, TB ]
= [Aµ,Λ1][f(t
′ − t0)− f(0)] . (4.32)
Integrals over t0, t
′ are understood. Thus if we choose f such that
∫ a
0
dt0
∫ a
0
dt′[f(t− t0)− f(0)] = a (4.33)
we have the required non-Abelian rotation
δNAAµ = [Aµ,Λ1, ] .
Similarly if we set
∫
dt0
∫
dt′t0(f(t
′ − t0)− f(0)) =
a2
2
(4.34)
one finds the non-Abelian transformation of Sµν1,1 to be as expected:
δNAS
µν
1,1 = [S
µν
1,1,Λ1] + [A
ν ,Λµ1,1] + [A
µ,Λν1,1] (4.35)
The first term is a non-Abelian rotation. The second term can be thought
of as a covariantization of k
(µ
0 Λ
ν)
1,1.
4.2 Continuum Limit
We would like to suggest a possible rationale for choosing the gauge pa-
rameters of the non-Abelian symmetry to be the same as that of the U(1)
string invariance. We know “experimentally” that in string theory the low
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energy sector is a non-Abelian gauge theory with the usual gauge symmetry.
In the present formalism the full theory has two independent symmetries.
Both symmetries crucially involve massive modes. This suggests the follow-
ing possibility. When we truncate the theory by keeping only the massless
modes clearly neither symmetry exists by itself but it is plausible that a
linear combination survives. This combination must then be the usual non-
Abelian gauge symmetry. We get some support for this idea by studying
the continuum limit of the gauge transformation laws.
In order to take the continuum limit, one has to be careful about powers
of ǫ and a. The powers of ǫ in the loop variable equation and the connection
with the RG scaling was explained in [16]. Furthermore we have seen in
this paper that when we sum an infinite series the continuum limit looks
quite different. Let us give an example of this: Consider the loop vari-
able expression 1
ǫ2
k¯ν2 k¯
ν
1 antisymmetrized in µ, ν (The symmetric part is pure
gauge). This has a piece S
[µν]
2,1 and a piece ≈ z
2k
[µ
0 A
ν]. Both these terms
are multiplied by 1
ǫ2
, corresponding to the fact that S
[µν]
2,1 is at the second
mass level. However when we sum an infinite series arising from terms of the
form 1
ǫn+m
k¯n.k¯m, it is possible that the second term sums to a completely
different value. As an illustration suppose the first term is just 1
ǫ2
but the
second one is the first term in the following series:
z2
z2 + ǫ2
=
z2
ǫ2
−
z4
ǫ4
+ ...
If one acts with ǫ d
dǫ
the leading term gives -2. However after summing the
series the same operation gives zero, in the limit ǫ → 0. Thus typically,
terms in a loop variable expression involving different powers of z, belong to
different infinite series, which have different behaviours in the limit ǫ → 0
after being summed.
Keeping this in mind, if one looks for terms involving z in the transfor-
mation laws of physical massive fields (i.e. that cannot be gauged away), we
find that they occur for the first time in the case of the level-3 field, S
[µν]
2,1 .
These are the commutator terms in the last line of (3.28). Thus there is a
possibility that this term is the first in a series such that the limit ǫ→ 0 for
this series is very different from 1
ǫ2
. (The rest of the terms in (3.28) do not
involve massless fields or can be gauged away as explained in the paragraph
below (3.28).) Thus it is possible that the gauge transformations, in the
limit ǫ→ 0 produce two kinds of terms: one goes as 1
ǫ2
and the other → 1 .
That would mean the massive modes remain coupled by its gauge transfor-
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mation to the massless sector. However if we now include the non-Abelian
rotation we get the following extra terms:
[kν0A
µ,Λ1](t
2
0f(t
′ − t0) − t
′2f(0)) + [Aµ, kν0Λ1]t
′t0(f(t
′ − t0)− f(0)) +
[kµ0A
ν ,Λ1]
1
2
(t20f(t
′ − t0) − t
′2f(0)) + [Aν , kµ0Λ1]
1
2
(t20f(t
′ − t0) − t
′2f(0))
(4.36)
By choosing
(t20f(t
′ − t0) − t
′2f(0)) =
a3
6
(
t′t0
2
−
t′2
4
)(f(t′ − t0)− f(0)) =
a3
6
(4.37)
one finds that the offending commutator terms can be cancelled. Since f is
a completely arbitrary function we should be able to satisfy the constraints
(4.33),(4.34) and (4.37) that have been imposed on it thus far.
Thus we have the possibility that with a non-zero f (and hence a gauge
field having the usual non-Abelian transformation) there is a well defined
limit when the theory is truncated to massless fields. We hasten to add
that the above discussion of a mechanism that could single out the linear
combination of the two symmetries as the symmetry of the low energy theory
with just massless fields, is very tentative. Only a detailed study of the
continuum limit will show whether this suggestion is correct.
5 Conclusions
In this paper we have described a proposal for incorporating Chan-Paton
factors in the loop variable formalism. As in the U(1) case the construction
is guaranteed to reproduce on-shell S-matrix elements of the corresponding
string theory. The action with all the massive modes present has in addi-
tion to the U(1) string invariance, non-Abelian “rotational” invariance. This
includes the usual homogeneous non-Abelian transformations of the space-
time fields as a special case. We have also discussed a mechanism which
might explain why a linear combination of the U(1) string transformations
and the non-Abelian transformations- which is the usual non-Abelian gauge
transformation - is what survives at low energies as a symmetry of an effec-
tive action that describes just the massless modes.
To make the argument rigorous one would need to study the continuum
limit for all the modes. Clearly some field redefinitions are needed to make
14
this low energy limit look more natural. We also need to study other gauge
groups in more detail. Finally, and most important, this construction should
be extended to closed strings. This will involve replacing JA(t) by an anti-
holomorphic sector. We hope to report on these issues in the future.
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