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Perturbative treatment for stationary state of local master equation ∗
Jian-Ying Du and Fu-Lin Zhang†
Department of Physics, School of Science, Tianjin University, Tianjin 300072, China
(Dated: June 29, 2018)
The local approach to construct master equation for a composite open system with a weak internal
coupling is simple and seems reasonable. However, it is thermodynamic consistent only when the
subsystems are resonantly coupled. Efforts are being made to understand the inconsistency and test
the validity of the local master equation. We present a perturbative method to solve the steady-
state solutions of linear local master equations, which are demonstrated by two simple models.
The solving process shows the stationary state as the result of competition between incoherent
operations and the unitary creating quantum coherence, and consequently relate quantum coherence
with thermodynamic consistency.
PACS numbers: 03.65.Yz; 05.60.Gg
Keywords: perturbation theory; stationary state; local master equation; quantum coherence; thermodynamic
consistency
I. INTRODUCTION
It is generally impossible to isolate a quantum sys-
tem from its surroundings, which is referred to an open
quantum system. Studying open quantum systems has
both theoretical and practical significance, such as in
quantum thermodynamics [1, 2] and quantum informa-
tion [3]. However, only few system-environment mod-
els can be solved exactly. For most cases, the effects
of environment are treated by employing various effec-
tive models, e.g., time-dependent Hamiltonian, quantum
Langevin and stochastic Schro¨dinger equations, quantum
state diffusion models or Hilbert-space averaging meth-
ods [4–9].
The most widely applied approach is the quantum
master equation [7–9], which can be derived from a
quantum system-environment model by the partial trace
over the environment under appropriate approxima-
tions. The most common approximations are the Born-
Markov (factorization and memoryless) approximations
and the rotating wave approximations, which lead to the
Gorini-Kossakowski-Lindblad-Sudarshan (GKLS) quan-
tum master equation [10, 11].
The local approach is an approximation often invoked
in building the quantum master equation of a compos-
ite open system with a weak internal coupling, whose
subsystems coupled to local environments. The internal
coupling is supposed to have no effect on the local dynam-
ical generator, often in the GKLS form, of each individual
component. And the master equation is constructed by
simply adding the local dynamical generators. The other
extreme is the global approach, in which the system with
a strong internal coupling is considered as a whole, and
the global dynamical generators are derived in the stan-
dard procedure to build the quantum master equation.
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Each of the two approaches has its own pros and cons.
The local GKLS master equation is found to be thermo-
dynamic inconsistent, which may lead to a heat current
flowing against the temperature gradient [12]. But, in
deriving the global one, the eigenvalue problem for the
system Hamiltonian can be difficult. In addition, for a
global GKLS master equation, the steady-state, which is
a mixture of eigenstates of the whole system, is often far
from direct product states of subsystems. This makes it
to be hard to define the local temperature of a subsys-
tem [13]. Currently, efforts are being made to study the
local and global GKLS master equations and test their
validity or divergence [14–21].
In this contribution, we are going to present a per-
turbative method to solve the stationary states of local
master equations, with linear local dynamical generators.
The steady-state is, in general, the most important solu-
tion of a master equation, e. g. it can be regarded as the
quantum counterpart of classical thermodynamic cycle
in the sense of self-contained quantum thermal machines
[18, 19, 21–30].
On the one hand, the perturbative method further sim-
plify the task to derive the stationary state, which is rep-
resented by a series of the strength of weak internal inter-
action. And on the other hand, the recurrence relation of
the steady-state clearly shows the competition between
the internal interaction and the trend back to the local
stationary state. Particularly, when the local dynami-
cal generators are in the GKLS form, such competition
becomes the one between incoherent operations and the
unitary creating quantum coherence[31, 32]. This pro-
vides a possible perspective to relate the thermodynamic
consistency with quantum coherence. As two examples,
we study the two-qubit model analysed in [12, 14, 15] and
the three-qubit absorption refrigerator [22, 24] to demon-
strate our perturbative method and discuss the relation
between quantum coherence and thermodynamic consis-
tency.
2II. PERTURBATIVE METHOD
In the local approach, the master equation for an open
system reads
ρ˙ = −i[H, ρ] +
∑
i
Di(ρ), (1)
where H is the total Hamiltonian of the whole system,
and Di is the local dynamical generator on ith subsys-
tem induced by the coupling with its environment. The
Hamiltonian can be written as the sum of free Hamilto-
nian of subsystems and internal interaction as
H =
∑
i
Hi + gX, (2)
where we denote the interaction Hint = gX with g be-
ing a small dimensionless constant and X is a nonlocal
operator specifying the couplings.
We assume that the steady-state solution of master
equation (1) exists and is unique, satisfying
0 = −i[H, ρs] +
∑
i
Di(ρs). (3)
When internal interaction g = 0, the solution is simply
the direct product of local steady states
ρs = ρ
(0) = ⊗iτi. (4)
Here the local state τi of a subsystem is determined by
0 = −i[Hi, τi] +Di(τi). (5)
Similar with the perturbation theory described in every
textbook on quantum mechanics, we represent the steady
state by the series
ρs = ρ
(0) + gρ(1) + g2ρ(2) + ... (6)
The zeroth-order term ρ(0) is given by Eq. (4), and the
normalization condition requires Trρ(k) = 0 for k > 0.
When the local dynamical generators Di are linear, one
can insert the series into Eq. (3) and obtain the recur-
rence relation
i[X, ρ(k)] = −i[H(0), ρ(k+1)] +
∑
i
Di(ρ
(k+1)), (7)
where H(0) =
∑
iHi is the free Hamiltonian and k =
0, 1, 2.... The steady-state problem described by Eq. (5)
is often trivial, e. g. τi being a thermal state in the
temperature of its bath in an equilibrium state. Then,
the task becomes to derive ρ(k+1) from the commutator
[X, ρ(k)] and the properties of H(0) and Di, starting with
ρ(0).
When Di are in the GKLS form, the local steady states
τi are functions of free Hamiltonian Hi and thus are in-
coherent states with respect to the representation of Hi.
And, both the two terms in the right hand of Eq. (7)
corresponds to the changes of ρ(k+1) under incoherent
operations in an infinitesimal interval of time, in which
the commutator originates from the unitary generated by
H0 and Di from the transition and dephasing caused by
baths. Whereas, the unitary deriving by the interaction
Hint may produce coherence, when it does not commute
with the diagnalized states it acting on. In such case,
the recurrence relation (7) shows the fact that, the co-
herence generated from ρ(k) by the internal interaction
is counteracted by the decoherence of ρ(k+1). Hence, the
steady-state solution is the result of competition between
the internal interaction and incoherent operations.
One can simply rewrap the density matrix ρs to a vec-
tor, and simultaneously Di and −i[H, •] to matrices op-
erating on it, as the treatments of stationary state in [18]
and transient state in [29]. In this way, the series ρ(k) can
be derived by using the perturbation theory for algebraic
eigenvalue problem [33]. In present work, we omit this
standard method, but show a process for construction of
the series of steady state by using two simple examples
in the following parts. In these examples, the generat-
ing and destroying of coherence in Eq. (7) are shown
visually.
III. TWO-QUBIT HEAT TRANSFER
NETWORK
The first example is the simplest heat transfer network
model composed of two qubits, 1 and 2, each of which is
coupled to a single heat bath with temperature T1 and T2
[12, 14, 15]. Let us denote the Pauli operators for qubit
i as σx,y,zi and σ
±
i = (σ
x
i ± iσ
y
i )/2. The free Hamiltonian
is given by
Hi = Ei
σzi
2
. (8)
And the two subsystems are weakly coupled to each other
with the bipartite operator
X = σ+1 σ
−
2 + σ
−
1 σ
+
2 . (9)
The local steady state τi is a thermal state,
τi =
1
2
(1 + siσ
z
i ), (10)
where si = tanh(−βiEi/2) with βi = 1/Ti. For sim-
plify, we model the local dissipator for each bath on its
corresponding qubit as [22]
Di(ρ) = pi
(
τi ⊗ Triρ− ρ
)
, (11)
where pi is the dissipation rate, depending on how well
each qubit is relative to its bath. It is a modified ver-
sion of the one derived from the Jaynes-Cummings (JC)
model with the dephasing rate being doubled [34], and
can be rewritten explicitly in the GKLS form (pointed
3out in the supplementary material of [22]).
Substituting the zero-order steady state ρ(0) = τ1 ⊗ τ2
and the interaction operator into Eq. (7), one can obtain
i[X, ρ(0)] = ∆sY, (12)
where ∆s = (s1 − s2)/2 and
Y = −iσ+1 σ
−
2 + iσ
−
1 σ
+
2 . (13)
It is obvious that the infinitesimal interaction generates
the coherence term Y . One can directly assume the
first order ρ(1) consists of Y , which is suppressed by
Di. In addition, the commutators [H
(0), Y ] ∝ ∆EX and
[H(0), X ] ∝ ∆EY , where ∆E = E1−E2. That is, the free
Hamiltonian rotates the off-diagonal term in the space of
{X,Y } when ∆E 6= 0. Therefore, one can assume
ρ(1) = m(1)X + d(1)Y, (14)
wherem(1) and d(1) are the parameters to be determined.
Inserting the form of ρ(1) into the right hand of (7), we
obtain
d(1) =
−q∆s
q2 +∆E2
, m(1) = −
∆E
q
d(1), (15)
where q =
∑
i pi.
Substituting the first-order term ρ(1) into the left hand
of (7), the commutators [X, ρ(1)] ∝ σz1−σ
z
2 . It commutes
with the free Hamiltonian H0. According with the effects
of local dissipators on σzi , we suppose
ρ(2) = a
(2)
1 σ
z
1 + a
(2)
2 σ
z
2 + b
(2)σz1σ
z
2 , (16)
with a
(2)
i and b
(2) to derive. It is easily to obtain
a
(2)
1 =
1
p1
d(1), a
(2)
2 = −
1
p2
d(1), (17)
b(2) =
1
q
(
p2s2
p1
−
p1s1
p2
)
d(1),
by using the relation in Eq. (7). The left hand of Eq.
(7) for k = 2 is given by
i[X, ρ(2)] = x∆sY, (18)
where x = −2q2/[(q2 + ∆E2)p1p2]. The linearity of the
right hand leads to
ρ(3) = m(3)X + d(3)Y, (19)
and m(3) = xm(1), d(3) = xd(1), or in other words ρ(3) =
xρ(1).
From the two steps to derive ρ(2) and ρ(3) and the
linearity of the recurrence relation, one can find that the
series of ρ(k) for k > 0 is composed of two geometric
series. That is, the steady state is given by
ρs = τ1 ⊗ τ2 +
+∞∑
j=0
g2j+1xjρ(1) +
+∞∑
j=0
g2j+2xjρ(2)
= τ1 ⊗ τ2 + a1σ
z
1 + a2σ
z
2 + bσ
z
1σ
z
2 +mX + dY, (20)
where the parameters can be directly obtained by using
the sum formulae of geometric series as
d =
g
1− g2x
d(1), m = −
∆E
q
d,
a1 =
g
p1
d, a2 = −
g
p2
d, (21)
b =
1
q
(
p2s2a1 + p1s1a2
)
.
IV. THREE-QUBIT ABSORPTION
REFRIGERATOR
We take the three-qubit model of quantum absorption
refrigerator as the second example. It is proposed in the
study of the fundamental limitation on the size of ther-
mal machines [22], and has raised a subsequent stream
of works about self-contained quantum thermal machines
[18, 19, 21, 23–30]. Similar with the two-qubit model
studied above, the three qubits 1, 2, and 3, interact with
three baths, 1, 2, and 3, at temperatures T1 < T2 < T3
in order. Their free Hamiltonian, local steady states and
local dissipators are discribed by Eqs. (8), (10) and (11)
respectively. To cool the target, qubit 1, a interaction is
introduced as
Hrint = gXr = g(σ
+
1 σ
−
2 σ
+
3 + σ
−
1 σ
+
2 σ
−
3 ), (22)
which extracts heat from the target, and dissipates it into
bath 2 through the spiral, qubit 2. The qubit 3 plays the
role of the engine, which gains free energy from the hot
bath 3, to drive the heat current from the target to spiral.
The commutator of the tripartite interation and the
zero-order term of steady state ρ
(0)
r = τ1 ⊗ τ2 ⊗ τ3
is proportional to the tripartite coherent term Yr =
−iσ+1 σ
−
2 σ
+
3 + iσ
−
1 σ
+
2 σ
−
3 . Such term is suppressed by Di
and rotated by H0 = H1 + H2 + H3 to in the space of
{Xr, Yr}. We derived the first order of steady state as
ρ(1)r = m
(1)
r Xr + d
(1)
r Yr, (23)
where
d(1)r =
−qr∆sr
q2r +∆E
2
r
, m(1)r = −
∆Er
qr
d(1)r . (24)
Here ∆Er = E1 + E3 − E2, qr = q1 + q2 + q3 and ∆sr =
(s1 − s2 + s3 − s1s2s3)/4. Denoting ri = (1 + si)/2 and
r¯i = (1 − si)/2, the parameter ∆sr = r1r¯2r3 − r¯1r2r¯3.
Using the similar steps as the case of two-qubit model,
the steady state of the three-qubit absorption refrigerator
4can be represented by the sum of two geometric series.
By using the sum formulae of infinite geometric series,
one obtains
ρsr = τ1 ⊗ τ2 ⊗ τ3 + drYr +mrXr
+
∑
i
ariσ
z
i +
∑
ij
brijσ
z
i σ
z
j + c
rσz1σ
z
2σ
z
3 , (25)
where the parameters ari, b
r
ij , c
r and mr are proportional
to dr, which is given by
dr =
−gqr△sr
q2r +∆E
2
r + 4g
2 + 2g2(
∑
i qi +
∑
jk qjkωjk)
, (26)
with qi =
pi
qr−pi
, qjk =
pjqk+pkqj
qr−pj−pk
and ωjk = r
′
jr
′
k + r¯
′
j r¯
′
k.
Here, we set r′j=1,3 = rj , r¯
′
j=1,3 = r¯j , r
′
2 = r¯2 and r¯
′
2 = r2.
The proportion relations are
mr = −
dr
qr
∆Er, ai = (−1)
i+1 g
2pi
dr,
bij =
1
qr
(pisiaj + pjsjai), (27)
c =
1
qr
(p1s1b23 + p2s2b31 + p3s3b12 −
1
2
gdr).
When ∆Er = 0, the state ρ
s
r is consistent with the result
in [24].
V. THERMODYNAMIC CONSISTENCY
The steady-state solutions enable us to derive the heat
currents and verify the consistency of the local master
equation with thermodynamics. The first law of thermo-
dynamics is a conservation law of energy, which can be
expressed by the steady-state heat currents Qi as [35]
∑
i
Qi = 0. (28)
The second law for an isolated system is given by [36]
dS
dt
= −
∑
i
Qi
Ti
≥ 0, (29)
stating that the rate of entropy production is nonnega-
tive.
The heat current Qi provided by bath i is defined as
Qi = Tr[HDi(ρ)], (30)
which is the change of energy of an open system in state ρ
under the influence ofDi. It is easy to prove that the sum
of all heat currents at steady state is zero, by calculating
average energy of the right hand of Eq. (3). That is,
the first law of thermodynamics in Eq. (28) is fulfilled.
However, the second law may be violated in the cases of
nonresonant, i. e. ∆E 6= 0 for the two-qubit model and
∆Er 6= 0 for the refrigerator.
The currents of the two-qubit steady state (20) are
Qi = 2gd
[
(−1)iEi +
pi
q
∆E
]
. (31)
When the parameter pi = γi[1 + exp(−βiEi)], this is
formally consistent with the results in [12], and pi =
Ji[1 + exp(βiEi)] leads to the ones in [14]. The minor
difference between our results and the two mentioned ref-
erences stems from different dephasing rate. Substituting
the currents (31) into the rate of entropy production in
(29), one obtains
dS
dt
=ξ
[
e
∑
i(−1)
iβiEi−1
][∑
i
(−1)iβiEi+∆E
∑
i
pi
q
βi
]
, (32)
where ξ is a function of all the parameters of the two-
qubit model, which is always positive. When ∆E = 0,
it is easy to find that, the two factors in the two square
brackets of Eq. (32) are of the same sign, and conse-
quently dS
dt
≥ 0. However, when ∆E 6= 0, the two factors
may have opposite signs, and thus dS
dt
< 0. For instance,
in the case of ∆E < 0 and
∑
i(−1)
iβiEi > 0, the sum
of the two may be less than zero. These analyses also
apply to the three-qubit refrigerator in steady state (25),
since its currents and entropy production are also in the
forms as (31) and (32), with the replacing ∆E → ∆Er,
q → qr, d → dr and ξ → ξr > 0. These results demon-
strate that, the local approach is valid only under the
resonance between subsystems.
Such inconsistency can be understood by comparing
the heat currents (31) with the ones drawn by the internal
interaction from subsystems. The later are defined as
the influences of the interaction on local energies, Qgi =
iTr{Hi[Hint, ρ]}. For the two-qubit model in steady state
(20), it is easy to obtained that
Qgi = 2gd(−1)
iEi. (33)
The results for the refrigerator have the same form, with
the mentioned replacing d → dr. It is directly to check
that, these currents fulfill the second law in (29) but
break down the first law in (28). Their differences with
the heat currents provided by the baths (31) are propor-
tional to the amounts of detuning, and is caused by the
energy allocated to global coherent terms of the steady
state. Only when the differences vanish, the first and
second laws of thermodynamics are fulfilled simultane-
ously. These analyses do not rely on the compact forms
of steady states in (20) and (25), as the conflict can be
found by using only the first and second orders of the
steady states. These results indicate an implicit assump-
tion of the local master equation that, the global terms
of a steady state are without influence upon the currents.
That is, the local approach requires that no global coher-
ence contributing to total energy is produced in the com-
petition between the internal interaction and couplings
5with baths. This is similar to the well known fact that,
the laws of thermodynamics are broken down when open
systems are correlated with their environments [37, 38].
Furthermore, we argue that, for a subsystem in the local
approach, the rest of a composite open system plays the
role of environments. And, the requirement of resonance
is similar with the fact that, only the resonant frequencies
of reservoirs are involved in the standard GKLS master
equation.
VI. SUMMARY
We present a perturbative method to solve the sta-
tionary states of linear local master equations, with the
internal interaction being weak enough. This method is
demonstrated by the two-qubit heat transfer network and
three-qubit absorption refrigerator, in which each qubit
and its bath is modeled by a simple reset model as the
treatment in [22]. The recurrence relation shows that
the stationary state is the result of competition between
incoherent operations and the unitary creating quantum
coherence. Our two examples indicate that, it is required
that no global coherence contributing to total energy is
produced in the competition, by the thermodynamic con-
sistency of local master equations.
In our investigation of the consistent of local master
equations with thermodynamics, we did not compare the
results with the open systems under other treatments as
in the recent works [14–21], but analyze consistency of
the theory by studying the heat currents drawn by the
interaction and the ones provided by the baths. Here,
we argue that, the treatment in [15] is not reasonable
to consider a local master equation as the limit of the
global one, as they are two different extremes of the in-
ternal interactions. It would be interesting to extend
our perturbative method to the case with strong system-
environment couplings, where the higher-order and non-
Markovian effects [39] must be taken into account.
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