In studying residual automorphic representations, we need to parametrize the image of normalized local intertwining operators. This has been done by Moeglin in the case of the residual spectrum attached to the trivial character of the torus for split classical groups. In this paper, we extend her result to non-trivial characters of the torus. To do this, we use Roche's Hecke algebra isomorphisms and Barbasch-Moy's graded algebra isomorphisms to reduce to the case of the trivial character. Along the way, we need to show that Roche's Hecke algebra isomorphisms are compatible with induction in stages, construct a generalized Iwahori-Matsumoto involution, and show that the images of intertwining operators behave well with respect to the Hecke algebra and graded algebra isomorphisms. We note that this also gives a parameterization of the square-integrable and tempered representations supported on the Borel subgroup.
In studying residual automorphic representations, we need to parametrize the image of normalized local intertwining operators. This has been done by Moeglin in the case of the residual spectrum attached to the trivial character of the torus for split classical groups. In this paper, we extend her result to non-trivial characters of the torus. To do this, we use Roche's Hecke algebra isomorphisms and Barbasch-Moy's graded algebra isomorphisms to reduce to the case of the trivial character. Along the way, we need to show that Roche's Hecke algebra isomorphisms are compatible with induction in stages, construct a generalized Iwahori-Matsumoto involution, and show that the images of intertwining operators behave well with respect to the Hecke algebra and graded algebra isomorphisms. We note that this also gives a parameterization of the square-integrable and tempered representations supported on the Borel subgroup.
Introduction.
Let G = G(n) be a split classical group Sp(2n, F ), SO(2n + 1, F ), or O(2n, F ) over a p-adic field F with odd residual characteristic (this condition comes from [R] ) and T be a maximal torus. Throughout this paper, we will drop F in the notation. Let χ be a unitary character of T and p = (a 1 , b 1 , . . . , a s , b s , a s+1 ) be a chain (a s+1 is only for the cases Sp(2n, F ) and SO(2n + 1, F ); see Definition 3.1). Then p gives rise to a character If we ignore the ordering, p gives rise to a unipotent orbit O in the dual group G * = SO(2n + 1, C), Sp(2n, C), or O(2n, C). To p, we attach a Weyl group element w p . In this paper we parametrize the image of the local normalized intertwining operator R(w p , λ p , χ)I(λ p , χ). We need this result in the calculation of the residual spectrum [Ki3] . In addition to the application to the residual spectrum, our result has independent interest in that it parametrizes the square integrable representations which have support on Borel subgroups, via the generalized Iwahori-Matsumoto involution; actually it parametrizes tempered representations which have support on Borel subgroups (see Remark 3.2.4). In a remarkable paper [M1] , Moeglin solved the problem in the case when χ is trivial and p satisfies a certain condition, that is, p ∈ P (O) (see Section 2). She showed that R(w p , λ p )I(λ p ) is semi-simple and its summands are parametrized by certain characters η of A(O), where A(O) is a finite abelian group generated by the order two elements σ(a 1 ), σ(b 1 ), . . . , σ(a s ), σ(b s ), σ(a s+1 ) (we take only distinct ones). If O is a distinguished unipotent orbit (i.e., a i 's, b j 's are all distinct), then the characters are those which satisfy η(σ(a i )) = η(σ(b i )), i = 1, . . . , s and η(σ(a s+1 )) = 1. We denote byĀ(p) the set of such characters. Let Unip(p) be the set of direct summands of R(w p , λ p )I(λ p ). To a unipotent orbit O, she considered a certain set of ordered partitions P (O) so that each chain p ∈ P (O) gives rise to a certain character λ p which is a conjugate of λ p . Let Unip(O) be the union of all Unip(p) as p runs through P (O). She showed that Unip(O) is the set of irreducible constituents of the principal series I(λ p ) whose Iwahori-Matsumoto involution is tempered. Then Unip(O) is parametrized by Springer (O), which is the union ofĀ(p) as p runs through P (O); recall that the Springer correspondence is an injective map from the characters of W , the Weyl group, into the set of (O, η), where O is a unipotent orbit of G * and η is a character of A(O). Then Springer (O) is the set of characters of A(O) which are in the image of the Springer correspondence. Thus Moeglin showed that Unip(O) is the set of the local components of the residual spectrum attached to the trivial character of the maximal torus.
The basic approach of this paper is to reduce the problem to the trivial character case. However, there are a number of non-trivial obstacles, which we now describe.
First, the basic mechanism we use to reduce from the ramified case to the unramified case is the Hecke algebra isomorphisms of Roche [R] . The first basic problem we must deal with is that the representations we are interested in are not, in general, induced off the Borel, but rather are degenerate principal series. So, in order to implement our approach, we must establish that these isomorphisms behave well with respect to induction in stages. Since such results may be of broader use, we do this in the generality of [R] , not just for the particular classical groups we deal with in the rest of this paper. In addition, we need to generalize the Iwahori-Matsumoto involution. (While this has been done in general in [Au1] , [Au2] , [Sc-St] , these results are done in the Grothendieck group setting; we need to know that composition series are respected as well.) Such a generalized IwahoriMatsumoto involution can easily be defined using Roche's isomorphism. But in order to verify some of the properties we need, we have to establish how it behaves with respect to induction in stages. Again, this comes down to showing that Roche's isomorphisms respect induction in stages. These issues are addressed in Section 1.
Second, we need to deal with non-trivial unramified quadratic characters. Moeglin depended on Barbasch-Moy's results [B-Mo1] which use KazhdanLusztig's parametrization of unramified representations and the IwahoriMatsumoto involution. However, the technique cannot be extended to nontrivial unramified quadratic characters. In a subsequent work, BarbaschMoy [B-Mo2] extended their results to non-trivial unramified quadratic characters, using graded Hecke algebras. We use their graded Hecke algebra isomorphisms to reduce to the trivial character case. See Section 3.1. Unfortunately, Barbasch-Moy's results are stated for connected groups and we need them for the disconnected group O(2n). We have stated this as Assumption 3.1.1. We have no doubt that it is true. However, we were not able to verify it. Therefore, our results are complete only for odd orthogonal groups.
Third, we need to remove a restriction on p (see Remark 3.2) for an arbitrary chain when χ is trivial. Note that an arbitrary chain does not belong to P Moeglin 's argument by induction shows that R(w p , λ p , 1)I(λ p ) is still semi-simple in the general case and we denote the set of direct summands still by Unip(p). However, Moeglin's argument does not work in this case, since the normalized local intertwining operators could vanish. For this, we use the global method. By considering the iterated residue of the pseudo-Eisenstein series as in Moeglin [M1] , we can show that Unip(p) is contained in Unip(O), where O is the unipotent orbit obtained by ignoring the ordering in p. Recall that Unip(O) is the union of Unip(p) as p runs through P (O) and this shows that by considering arbitrary chains, we do not get a new component.
Fourth, we need to show that Hecke algebra isomorphisms of [R] 
(Recall that we are dealing with a p-adic field with odd residual characteristic and hence there are only three non-trivial distinct quadratic characters.) Set µ 0 = 1. Let 
where, for i = 1, . . . , k, 
This can be easily generalized to an arbitrary character. Let us state the result on the local components of the residual spectrum attached to an arbitrary character in order to apply it to [Ki3] .
Then we can shuffle the segments in p so that it satisfies the condition (3.1). We still call it p.
where [ ] is defined as follows: 
Hecke algebra isomorphisms and the generalized Iwahori-Matsumoto involution.
In order to reduce from the case of ramified characters to the case of unramified characters, we use the Hecke algebra isomorphisms of Roche [R] . We also use these isomorphisms to construct a generalized Iwahori-Matsumoto involution. (The duality results of Aubert and Schneider-Stuhler are in the Grothendieck group setting; we need to deal with the composition series here.) We begin this section by reviewing the Iwahori-Matsumoto involution and the Hecke algebra isomorphisms of Roche. We then show that these isomorphisms behave well with respect to induction in stages. This will also allow us to verify certain properties of the generalized Iwahori-Matsumoto involution.
For this section, we work in a more general setting. Let G denote the F -rational points of a split connected reductive group defined over F . In order to apply Roche's results, we also assume the residue characteristic of F satisfies the conditions in [R] . For our applications to Sp(2n), SO(2n + 1), this requires odd residue characteristic. (We note that [Go] , or more generally [Mr] , gives similar Hecke algebra isomorphisms which could be used to extend the results of this section to cover characters of level 0 without the constraints on the residue characteristic.) Fix a set of positive roots Φ + and a subset of simple roots Π. Let
We may view W ⊂ W by identifying W with N (O)/A(O), where N = Norm G (T ). We use B G , I G , etc., if there is more than one group around and confusion is possible. Set
We begin by reviewing the Iwahori-Matsumoto involution. First, let us normalize Haar measure so that |I| = 1. Set 1 I = char I . Let
The Iwahori-Matsumoto involution is an involution of H(G, 1 I ). In order to describe the Iwahori-Matsumoto involution, we must first discuss the structure of H(G, 1 I ). The following description is due to Bernstein-Zelevinsky (cf. [Lu2] ); the classical description is due to Iwahori-Matsumoto [I-M]. As a vector space, H(G, 1 I ) = H(K, 1 I ) ⊗ Θ. Now, H(K, 1 I ) has {T w } w∈W as a basis, where T w denotes the characteristic function of IwI. Further, the multiplication is governed by
Θ is an abelian subalgebra of H(G, 1 I ) with basis {θ t |t ∈ T /T ∩ K}. For t ∈ T , choose t 1 , t 2 ∈ T − = {t ∈ T ||α(t)| ≤ 1 for all simple roots α} such that
The multiplication between H(K, 1 I ) and Θ is governed by the following: If s = s α , α a simple root,
, whereα denotes the coroot associated to α. The Iwahori-Matsumoto invo-
We now discuss Roche's results [R] . The applications to the representation theory of G will be discussed later; for now we focus on the results dealing with the structure of Hecke algebras. Fix a character χ :
To the character χ, he associates an open compact subgroup J and a character ρ : J −→ C × with ρ| T ∩K = χ. The pair (J, ρ) is a type in the sense of [Bu-K] . Let e ρ be defined by
Roche constructs a split connected reductive group H and a finite abelian group C χ , which acts on H, such that
The notation⊗ is used to indicate that multiplication is governed by 
λ is an unramified character of T , write λ = λ 1 × λ 0 (with λ 1 the character of (F × ) r 1 consisting of the first r 1 terms of λ and λ 0 the character of (F × ) r 0 consisting of the last r 0 terms). Then, under the above Hecke algebra isomorphisms, Ind G B (λχ) is identified with Ind 
, where r 0 + r 1 = n. Let 
We may then define Ψ by
The definition of Ψ ensures that it is a support-preserving linear isomorphism. We need to check that it also respects multiplication. For this, it is enough to show that c n ( (w) ). Since Ψ is a support-preserving isomorphism, we may write Ψ(T w ) = a w T w . Then,
, we have (c n (w)) = (w) and χ (c n (w)) = χ (w) for w ∈ W χ , where χ = H denotes length taken with respect to Π χ . Since Ψ : q We now define an involution j on H(H,
Proof. We need to check that j respects multiplication. For h 1 , h 2 ∈ H(H, 1 I ) and c 1 , c 2 ∈ C χ , we have
Since the action of C χ on H preserves the set of simple roots of H, hence δ H and H , we see that
as needed.
We now consider how these restrict to Levi subgroups of standard parabolics. First, if M is a standard Levi of G, we have support-preserving isomorphisms 
We now let L be the Levi factor of the standard parabolic subgroup of H associated to the subset of simple roots Π M,χ ⊂ Π χ = Π H . Then, L has the right root data to appear in the isomorphism
The next step is to identify H(M, ρ M ) as a subalgebra of H (G, ρ) . Let P = MU be the standard parabolic subgroup with Levi factor M ; U the unipotent radical opposite U . Set
We set I
there is a support-preserving embedding (of C-algebras with 1)
. This may be extended uniquely to an embedding 
T ) (which may be viewed as a set of representatives for T /T (O)). If we let
we have the following:
Proof. First, we check that
where c α = cond(χ •α) (where cond(λ) is defined to be the lowest positive integer such that 1 + p n ⊂ ker(λ)). Then, The containment I
Now, we can prove the following: 
Now, to make matters precise, let
. To this end, we first show that
Since the restriction of
is support-preserving, and similarly for tL, it is enough to show that
(noting that the corresponding condition for negative roots also reduces to this). On the other hand, y ∈ Y
We now proceed to show that
First, choose ζ and φ m as in Proposition 7.
We now know that t
We must show that it is support-preserving. To this end, observe that since ζ ∈ Z(M ), we have α(y 0 ) = 0 for all α ∈ Φ M . Therefore, viewing y 0 as an element of Y H , we have α(
It is now straightforward to check the second claim. This follows immediately from the following observations: 
The action is right translation. We claim that φ respects induction. In particular, if L 2 = φ(L 1 ), we have the following:
The desired equivalence follows.
We now discuss the implications for the representation theory of G. First,  if (π, G, V ) is a representation of G, let (π, H(G, ρ) , V ρ ) denote the corresponding Hecke algebra representation, where V ρ = π(e ρ )V (the action is inherited from H(G) acting on V ). Now, fix a characterχ extending χ to T . Let R χ (G) denote the category of smooth representations having the property that every irreducible subquotient of π has supercuspidal support contained in {λ(w ·χ)|w ∈ W, λ an unramified character of T }. As mentioned earlier, (J, χ) is a type. This means, among other things, that the
gives an equivalence of categories between R χ (G) and the category of H (G, ρ) modules. This extends the results of Borel [Bo] and Casselman [Ca] on unramified principal series.
We now discuss the Iwahori-Matsumoto involution on representations. Let
denote the isomorphisms above. Since C χ = C χ −1 (which follows easily from the definition; cf. [R, Section 8]), the Hecke algebras on the right-hand side are identical. Therefore, we have an isomorphism
denote the functors giving the equivalence of categories. If π ∈ R χ (G), we define the Iwahori-Matsumoto involution of π by
Therefore,
We close by discussing a special case. First, let G = GL(k) and µ a unitary character of F × . Consider the character
With this in hand, we may easily obtain the following:
The trivial character case; summary of Moeglin's result.
We recall Moeglin's results [M1] . All theorems in this section are due to 
We set q s+1 = 0 if s is odd. We can put an equivalence relation on P (O) as follows:
Remark 2.1. For a distinguished unipotent orbit, we have r = 0. In that case, we write p = (; q 1 , . . . , q s ). and X is a sub-module of
We recall the definition of λ p and w p : λ p = (λ p,1 , . . . , λ p,n ), where
w p is an element of the Weyl group given by:
Remark 2.3. All λ p are conjugates and w 2 p = 1. Let λ O be the conjugate of λ p which is in the closure of the positive Weyl chamber.
We also define σ p i for 1 ≤ i ≤ r and σ k for 1 ≤ k ≤ [ s 2 ] and let Stab(λ p , ↑ p) be the subgroup of Stab(λ p ) generated by these elements:
Let A(O) be a finite abelian group generated by the order two elements
Let Springer (O) is the set of characters of A(O) which is in the image of the Springer correspondence. We recall that the Springer correspondence is a one to one map from the set of characters of W , the Weyl group of G * into the set of pairs (O, η) 
We denote by j the Iwahori-Matsumoto involution. Then
where St(p 1 ) is the Steinberg representation of GL(p 1 ). By induction, jR(w p , λ p )I(λ p ) is a semi-simple tempered representation of length |Ā(p )|. Let X ∈ Unip(p ).
Proposition 2.4. The induced representation
Ind GL(p 1 )×G(n−p 1 ) St(p 1 ) × jX , i.e., Ind GL(p 1 )×G(n−p 1 ) 1 × X is irreducible if and only if p 1 = p j or q k for some j = 2, . . . , r or k = 1, . . . ,
s. If it is reducible, then it is a sum of two irreducible representations.
For x small, the normalized intertwining operator associated to σ p 1 is
This operator is a product of the operator
and the operator, R X (σ p 1 , x): In a similar way, we can define R(σ p i ).
Suppose r = 0. From [M1, 676] or Section 3, we know that
We use induction: Let Y ∈ Unip(p ≥3 ) and consider
Proposition 2.6. jW * Y is reducible and its subrepresentations are tempered. Consider the following commutative diagram:
1 × Y is semisimple with length 2.
Proposition 2.7. The image of R Y is semi-simple with length ≤ 2.
2 . Consider the subrepresentation of the Jacquet module of X with respect to M = GL(1) × · · · × GL(1)
2 ) such that the
copies of GL(1) acts, after semi-simplification, according to ξ, i.e., the space of generalized weight ξ. We denote the space by Jac ξ X. Then we have
Therefore our assertion follows.
Let Ind GL(q 2 )×G(n− | |
are non-vanishing. Therefore:
Proposition 2.8. The image of R Y is a sum of two irreducible representations.
Proposition 2.9. Let R Y (σ 1 , x) be the operator:
Then it defines an intertwining operator for R(w p , λ p )I(λ p ).
In the same way, we can define
Theorem 2.10.
( 
1) σ −→ R(σ) is a homomorphism of the group Stab (λ p , ↑ p) into the group of the intertwining operators of R(w
, where
, s is odd and q s > 1; e n , if G = SO(2n + 1), s is odd.
We note that S p ⊂ {α > 0|w p α < 0, λ p , α ∨ = 1} and S p has exactly n − r elements. We will take the iterated residue of the Eisenstein series along the n singular hyperplanes λ p , α ∨ = 1 for α ∈ S p . Definition 2.2.1. For p = (p 1 , . . . , p r ; q 1 , q 2 , . . . , q s ) ∈ P (O), we define
If s is odd, we put the convention that
, and qs 2 if G = SO(2n + 1). Definition 2.2.2. Let V (p) (resp. V (p)) be the set of elements of the form λ p + η, where η is a character of M p (A) (resp. M p (A)). Note that if r = 0, V (p) = {λ p }. We note that V (p) is the intersection of the singular hyperplanes λ, α ∨ = 1, where α ∈ {e j − e j+1 for 
Definition 2.2.4. We define W (↑, p) to be the set of the Weyl group elements which send the positive roots of M p to the positive roots of M p .
Let Unip be the submodule of 
wλ)φ(wλ).
Then we have:
(1) r(w p , λ)d(p, λ) is holomorphic at λ = λ p and its value is non-zero.
(2) The poles of l p (φ, λ) in a neighborhood of λ p are contained in the local intertwining operators.
This depends only on φ and the equivalence class of p.
where O runs through the unipotent orbits in G * (n) and p runs through the set of representatives in each equivalence classes in P (O). (7) For φ ∈ P W , suppose l [ 
Arbitrary character case.
By conjugation, we can assume χ = χ(µ 1 , . . . , µ 1
Here k ≤ 3 (Recall that we are dealing with a p-adic field with odd residual characteristic and hence there are only three non-trivial distinct quadratic characters.) Set µ 0 = 1. We use the following notation throughout this section:
. We need to first generalize Moeglin's results to an arbitrary chain. 
where λ t = a+1 2 −t, n = a+b 2 . We sometimes write it as λ (a,b) = (λ 1 , . . . , λ n ). We put the convention that a > b > 0 (a, b are odd in the case of Sp(2n) and O(2n), even in the case of SO(2n + 1)). To (a), a ≥ 3, we attach a segment
We write it as λ (a) = ( 
with an obvious meaning.
Remark 3.1. We note that λ (a,b) is the intersection of the n singular hyperplanes e 1 − e 2 = 1, e 2 − e 3 = 1, . . . ,e n−1 − e n = 1, e a−b 2 + e n = 1.
Remark 3.2. Suppose we ignore the ordering in p.
Then it corresponds to a unipotent orbit O in G * (n). When O is a distinguished orbit, Moeglin's case is that a i , b i are all distinct and satisfy two additional conditions:
(1) there does not exist 1 (a 1 , b 1 , . . . , a s , b s , a s+1 ). Suppose either O is not distinguished or p does not satisfy condition (1) in Remark 3.2. Then p can be written as 
We note that ,b) ). a 1 , b 1 , . . . , a s , b s , a s+1 ) , we define w p as w p = w (a 1 ,b 1 ) · · · w (as,bs) w (a s+1 ) with an obvious meaning and Stab(λ p , ↑ p) as the group generated by σ (a i ,b i ) for i = 1, . . . , s.
In order to apply induction, we define For a chain p = (a 1 , b 1 , . . . , a s , b s , a s+1 ), we define a Levi subgroup M p = GL(
2 ]) and degenerate principal series
whereχ is the character of M p induced by χ.
If we set w p to be the longest Weyl group element of M p , thenĪ(λ p , χ) is the image of the normalized intertwining operator R(w p , λ p , χ) .
The normalized intertwining operator R(w p , λ, χ) is not holomorphic at λ p . In order to define R(w p , λ p , χ), we need:
χ) defines a holomorphic intertwining operator from
Ind GL(1)×···×GL(1)×G(n−T f i ) χ (a 1 ,b 1 ) λ (a 1 ,b 1 ) · · · χ (a i ,b i ) λ (a i ,b i ) ×Ī(−λ p ≥i+1 , χ), into Ind GL(1)×···×GL(1)×G(n−T f i ) χ (a 1 ,b 1 ) λ (a 1 ,b 1 ) · · · χ (a i−1 ,b i−1 ) λ (a i−1 ,b i−1 ) × w (a i ,b i ) χ (a i ,b i ) λ (a i ,b i ) ×Ī(−λ p ≥i+1 , χ).
Its image is included in
Proof. The argument is like that in [M1, 0.13]; the introduction of quadratic characters does not create any new complications.
We define the normalized intertwining operator R(w p , λ p , χ) as the composition of the above operators. Then
Here χ in R(w p ≥2 , λ p ≥2 , χ)I(λ p ≥2 , χ) should be interpreted appropriately.
Lemma 3.2. The normalized intertwining operator R(w p , λ p , χ) does not vanish identically.
Proof. Let λ O be the conjugate of λ p which is in the closure of the positive Weyl chamber. Let w 1 be a Weyl group element such that λ p = w 1 λ O . Consider the following commutative diagram.
1 χ, where P = MN is the parabolic subgroup such that λ O is in the positive Weyl chamber with respect to P . Then it is non-vanishing. Note that all the normalized intertwining operators are holomorphic. Therefore, R(w p , λ p , χ) is non-vanishing.
We first reduce to the case χ = 1. . We now consider the case when χ is unramified. The following discussion is based on where µ is the non-trivial unramified quadratic  character and a 1 , . . . , a n 1 , b 1 , . . . , b n 
Review of the results of Barbasch-Moy
where R (G, τ ) 
where ⊗-Ind denotes induction defined via tensor product at the Hecke algebra level. Let α 1 , . . . , α k ∈ R and
where P, P are standard parabolics of G, H whose Levi factors both have the form GL(m 1 ) × · · · × GL(m k ). Observe that by [Ja1, Proposition 2.1.2] (which may be extended to cover O(2n); we may choose w 0 = c 1 c 2 · · · c n , and similarly for smaller rank orthogonal groups appearing in standard Levi subgroups), we have 
where
We prove this in this section. The arguments used in this section are based largely on [Ca] , [Ca2] , [Re2] (with their presentation also influenced by [Re1] ).
Since we are assuming F has odd residual characteristic here, we have that F admits three non-trivial quadratic characters. Let µ, resp. µ nr , denote a ramified, resp. unramified, non-trivial quadratic character (so that µ, µ nr , µµ nr are the three non-trivial quadratic characters). If we fix a uniformizer , we may assume µ is the ramified quadratic character satisfying µ( ) = 1. For convenience, assume χ (cf. Section 1) has the form
(As in Example 1.1, it is actually χ| T (O) that is needed in Roche's construction.) Then we have J χ = I = Iwahori subgroup and
H(G, ρ) H(H, 1 I H ).
Here ρ = ρ χ as in Section 1. It will be convenient to write H (resp., I , B ) forH (resp., I H , B H ). Recall the decomposition H = H 1 × H 0 from Example 1.1. Now, H(G, ρ) has linear basis {T w } w∈Wχ , where T w is supported on IwI. If we identify W χ with representatives in G chosen as in the proof of Lemma 9.3 [R] (which in turn is based on [Mr] ), we can normalize T w so that it is 1 at w. Also, observe that W χ = W , which may be identified with W (H 1 ) × W (H 0 ). We let w 0 denote the longest element of W , and note that w 0 ∈ W χ .
If π = Ind 
Similarly, if π = Ind H B λ, then V I π has basis {f w } w∈W , where
if not.
If we let T w , w ∈ W , denote the characteristic function of I wI , we have the following: Lemma 3.2.2. Let s ∈ W be the reflection associated to the χ-simple root α ∈ Π χ . For w ∈ W , we have
Proof. Since it is well-known how to do such calculations (and straightforward), we omit the details. Proof. Observe that the corresponding result for π is straightforward: From the preceding lemma,
The corollary follows. If B = T U is the Levi factorization of B, we use π U to denote the (unnormalized) Jacquet module of π with respect to U . It has
We have the following: Proof. The proof is essentially the same as that done by Casselman for unramified principal series, so we just give a sketch here.
First, one checks that if
If we take a compact subgroup U − k ⊂ U − which acts trivially on X and t ∈ T such that 
Next, the same basic argument used in [Ca2, Proposition 2.5] tells us that |ItI| −1 π(T t )f w 0 and π(t)f w 0 have the same image in (V π ) U . Since |ItI| = δ −1 (t) ([Ca, Lemma 1.5.1]), we see that 
We note that by definition, T y = T y(w) . Since the extension of χ from T (O) to T satisfies χ(y(w)) = 1 for all y ∈ Y , it follows from Lemma 3.2.5 that
π . The proposition follows.
We now give a technical lemma which we will need below. In the lemma, we use l G to denote length for W (G) , lH for length for W (H). 
Observe thatH = H C χ with C χ = {1, c n 1 }, where c n 1 denotes the n 1 th sign change. LetL be the subgroup ofH corresponding to M (cf. Lemma 1.4). We define
since lH (c n 1 ) = 0, this result clearly extends to w ∈ W T L (H). We consider two cases. (3) is immediate. The first property follows easily from the fact that W T L (H) is a set of representatives for W (L)\W (H) and
Finally, for the second property, one can directly check that there is a standard Levi M of G such that Φ
Case 2:
As a first step, we check that
There are two possibilities:
(This is clear for n 1 = n. Suppose n 1 < n. Observe that w ∈ W χ implies we n 1 = ±e j with j ≤ n 1 and we
The second property follows immediately from
To check the third property, write x = x H c x , w = c w w H with c x , c w ∈ C χ and x H , w H ∈ W (H). Then since lH (c n 1 ) = 0, we have lH
has basis (using 
for the corresponding intertwining operators. 
Proof. We argue as in [Re2] . Let x = (x 1 , . . . , x s ), y = (y 1 , . . . , y t+1 ) and set 
It is sufficient to show Ψ τ (q(T w )) is analytic, which follows from [B-Mo2, Theorem 4.3].
Let R(w p , λ p , χ) be the normalized standard intertwining operator defined earlier. As before, we can write
be the corresponding intertwining operator for H . general in [Ja3] . However, there are two basic obstacles to using [Ja3] here. The first is that, as with [Au1] , [Au2] , [Sc-St] , the results in [Ja3] are done in the Grothendieck group setting, hence do not deal with composition series. The second is that we deal with Ind 
Proof. Note that j(π ) is tempered (resp., square-integrable) if and only if j(π 1 ), j(π 2 ), j(π 3 ), j(π 0 ) are all tempered (resp., square-integrable).
Let us write θ ∈ Jac(π) if θ appears in the normalized Jacquet module of π (with respect to the Borel subgroup) with multiplicity at least one. Observe that by the abelianness of T and Frobenius reciprocity, we have θ ∈ Jac(π) if and only if π → Ind G B θ. Therefore, by Theorem 1.8 and Frobenius reciprocity, we see that θ ∈ Jac(π) if and only if θ −1 ∈ Jac(j(π)). Similarly, θ i ∈ Jac(π i ) if and only if θ
∈ Jac(π) if and only if λ i ∈ Jac(π i ) for i = 0, 1, 2, 3. First, let G 0 = G(r 3 + r 0 ) and
Suppose that π corresponds to π 1 × π 0 under Roche's isomorphism. We then argue as follows: (λ 1 µ nr ∈ Jac(π 1 ) and λ 3 µ (r 3 ) nr ×λ 0 ∈ Jac(π 0 ). We use the same basic argument in conjunction with the results of Barbasch-Moy, making a few minor modifications to cover induction via tensor product. We argue as follows for π 1 :
nr ∈ Jac(π 1 ) if and only if π 1 → Ind Consider the pseudo-Eisenstein series attached to χ from [Ki3] :
where Φ i 's are given by:
We note that the above is for G = Sp(2n). If G = SO(2n + 1), we need to add, to Φ i , e r 1 +···+r i−1 +j , j = 1, . . . , r i , for i = 1, . . . , k and in Φ 0 , 2e r 1 +···+r k +i should be e r 1 +···+r k +i . If G = O(2n), then Φ 0 does not have the roots 2e r 1 +···+r k +i , i = 1, . . . , r 0 . Also D is the set of distinguished coset representatives for θ = ∆ − {e r 1 − e r 1 +1 , e r 1 +r 2 − e r 1 +r 2 +1 , . . . , e r 1 +···+r k − e r 1 +···+r k +1 } ⊂ ∆ = {e 1 − e 2 , . . . , e n−1 − e n } and W i is the Weyl group of G i for i = 0, 1, . . . , k. Let λ = λ 1 + · · · + λ k + λ 0 , where λ i = a r 1 +···+r i−1 +1 e r 1 +···+r i−1 +1 + · · · + a r 1 +···+r i e r 1 +···+r i for i = 1, . . . , k and λ 0 = a r 1 +···+r k +1 e r 1 +···+r k +1 + · · · + a n e n . Now we substitute χ = 1 and we show that l p (φ, λ p , χ = 1) is well-defined. Moeglin showed that r(w i , −λ i , Φ i ) is identically zero on V (p i ) if w i / ∈ W (↑ , p i ). Since the local intertwining operators R(w p , λ p ) are well-defined by Proposition 3.1, the only thing we need to show is that r(dw 1 · · · w k w 0 , −λ, Φ D ) is holomorphic at λ p for w i ∈ W (↑, p i ) even if χ = 1. Recall that for non-trivial χ, χ • α is non-trivial for α ∈ Φ D and so it is holomorphic. For p i ∈ P (O i ), i = 1, 2, we get a chain p 1 × p 2 by shuffling the segments in p 1 and p 2 so that it satisfies (3.1), and thus we get Unip(p 1 × p 2 ). Let Unip(O 1 , O 2 ) be the union of Unip(p 1 × p 2 ) as p i runs through P (O i ) for i = 1, 2. It is a subset of Unip(O). Then we have: a 1 , b 1 , . . . , a s , b s ) . In this case the above theorems for χ = 1 case hold. We need to use the generalized Iwahori-Matsumoto involution in Section 1. We can define R(σ (a i ,b i ) , µ) in the similar way as in Proposition 2.9.
Let Unip(p, µ) be the set of components of R(w p , λ p , χ)I(λ p , χ). Let O be a unipotent orbit obtained from p by ignoring the ordering. Then: 1 χ v . It is a subset of (3.2). In fact, the Knapp-Stein R-group is spanned by the order 2 elements c r 1 +···+r i for µ iv = 1. Therefore, we can think of (3.2) as a generalization of the Knapp-Stein R-group.
