We consider the online data gathering problem in wireless sensor networks and examine the key issues of load balancing the nodes to achieve longer network lifetime, and that of load balancing the network links to achieve greater reliability in the network. We model the given network as a shortest-path DAG D, which defines a set of parent nodes for each node that determine the minimum-hops paths from the node to a sink. Data gathering in D is accomplished using a dynamic routing approach, where each node selects a parent using a parent selection function σ to forward the sensed data. We investigate a dynamic state-based routing approach where σ is defined using the current state of the network and propose two routing algorithms -MPE Routing and WPE Routing, that aim to load balance the nodes as well as the edges of D. Load balancing the nodes achieves longer network lifetime while load balancing the edges yields greater disjointness and thus greater reliability and trust in the network. Our simulation results show that our algorithms perform consistently better than our benchmark algorithms and other existing data gathering schemes with respect to our three goodness measuresnetwork lifetime, nodal load balancing and disjointness.
INTRODUCTION
Wireless sensor networks (WSNs) are characterized by low power sensor nodes that periodically sense a physical phenomena and forward the sensed data to one of the several * Supported in part by URC Graduate Student Fellowship 2009, University of Cincinnati sink nodes in a multi-hop manner. In order to conserve the energy of the sensor nodes, most of the data processing takes place at the high-power sink nodes, which makes data gathering a fundamental operation in WSNs. For practical purposes, it is essential that the network provide optimal throughput during its lifetime and remains functional for as long as possible. The problem of maximizing the network lifetime for online data gathering is non-trivial and has been shown to be NP-Complete [1, 2] . Network lifetime can be maximized by performing the data gathering operation efficiently so as to delay node failures by as much as possible. Sensing, receiving, and transmitting data consumes energy and contributes a load at the non-sink nodes. Load balancing the nodes routes data through high energy nodes over nodes with lower energy, which effectively ensures that the low energy nodes remain alive for a longer period of time. Thus, load balancing the nodes improves the overall network lifetime. Another key issue in WSNs is that of network reliability, which is also closely related to trustworthiness and security. Since WSNs use inexpensive low power sensor nodes which are sometimes placed in a hostile environment, it is likely that the some nodes may fail, malfunction or even be compromised by malicious agents. Forwarding sensed data along different paths enhances reliability since only a fraction of sensed data will then pass through a malfunctioning/compromised node. Thus, load balancing the network links contributes to a greater "disjointness" in the network which in turn improves the reliability and trust. Load distribution in a WSN is usually very uneven due to factors such as network topology and WSN application. Hence we aim to achieve the best possible load balancing in the network subject to such factors.
In a multi-hop WSN with one or more sinks, each node typically has multiple paths to the sink. Static routing approaches where each node has a fixed path to forward sensed data to the sink are inherently weak in load bal-ancing. Instead, allowing nodes to forward the data along different paths can distribute the load more evenly in the network. Hence, we consider a dynamic routing approach for load balanced data gathering in the WSN. The network topology of a given WSN can be best represented by the di-graph G = (V, E), where V is the set of nodes in the network and a directed edge uv ∈ E if node u can communicate with node v. We model the network topology in G = (V, E) into a shortest-path DAG (Directed Acyclic Graph) D = (V, E D ) where, uv ∈ E D only if uv, vu ∈ E and the hop-distance from u to the nearest sink node is one greater than v. D defines for each non-sink vertex u, one or more parent nodes (given by its out-neighborhood π u ). This modeling ensures that the data forwarded along the edges of D reaches the sink in minimum number of hops.
Data gathering in D is achieved by allowing a non-sink node u to forward the sensed data to a parent from π u , where the parent is chosen using a dynamic Parent Selection Function (PSF) σ. We propose a state-based routing approach where σ is defined based on the current state of the network and is used to update the routing table entries at the non-sink nodes. We define the load on a node to be the amount of data forwarded by the node. Since, the residual energy of a node is a reliable indicator of (and is inversely related to) the load on the node, using it as a parameter we propose two dynamic state-based routing algorithms -MPE Routing and WPE Routing, that aim to load balance the nodes as well as the edges of D in order to achieve longer network lifetime as well as greater disjointness in the network. We also define three goodness measures -network lifetime(Γ), nodal load balancing(Θ), and disjointness(Φ), to evaluate the performance of our algorithms. We compare our algorithms with two benchmark algorithms as well as with two other existing approaches. Our simulations show that our algorithms achieve about 10% or greater network lifetime in most cases, perform a better load balancing, and achieve a greater amount of disjointness in the network than other schemes.
Although similar models for the network structure have been considered in previous works [3, 4, 5, 6] , we formalize the network modeling and also account for key practical considerations excluded in other work, such as asymmetric links and multiple sink nodes in the network. Our main contributions are the two state-based routing protocols for data gathering which are based on our DAG modeling.
RELATED WORK
Data gathering in WSNs has been well studied and several routing protocols using different routing approaches have been proposed. Surveys of popular routing protocols typically classify them based on their routing approach and the network network topology [7] . Hierarchical routing protocols [8, 9, 10] commonly use clustering techniques that organize the nodes into different levels thereby giving the network a hierarchical structure. They typically assume that every node in the cluster can communicate directly with the sink, or that cluster heads can communicate with each other, which is not always feasible for sensor nodes with fixed transmission power levels unless the node deployment is constrained accordingly. We consider the alternative data gathering approach, the flat routing model, where the data sensed by the source node reaches the sink in a multi-hop manner. This approach is more practical since several real-world WSN applications [11, 12, 13] typically consist of sensor nodes with a fixed transmission power and whose communication neighborhood is constrained by their geographic deployment.
Ye et al propose a minimum cost based forwarding algorithm [14] that constructs a minimum cost path from the sink to each node. They assume that the nodes have varying transmission power levels and use energy as the cost metric to construct static shortest routing paths from each node to the sink. Woo et al [15] consider the design and implementation challenges of routing protocols in WSNs and propose expected number of transmissions computed based on the link quality, Minimum Transmission (MT), as the cost metric for selecting the forwarding node. Tree-based routing is another popular approach for data gathering in WSNs. A routing tree defines a single parent node for each nonsink node thereby simplifying the routing process. Several popular tree based algorithms [16, 17, 18, 1, 19] assume data aggregation at the forwarding node, where information received from all the children nodes are combined and forwarded as a single data packet by each node. Although data aggregation is desirable, its feasibility may be limited by the WSN application. It also causes higher network delay and decreases the network reliability. Hence, we do not use data aggregation in our research. TinyOS Beaconing [5] , Collection Tree Protocol (CTP) [6] and Pulse routing [20] use flooding to periodically construct a collection tree from the sink and do not consider data aggregation. A dynamic tree-based routing requires that new trees be periodically re-constructed, an implementation detail overlooked by several algorithms. Also, several algorithms [1, 2, 21] consider a centralized approach for tree construction in single sink WSN. As a result, these algorithms can not be directly implemented in real-world WSNs with potentially multiple sinks.
Multi-path routing approaches [22, 23, 3] maintain multiple paths from each node to the sink for increased reliability. The disadvantage of these multi-path routing algo-rithms is that some of the paths from the source node to the sink may be much longer, even though the source may actually be just few hops from the sink. This causes a larger network delay and a higher net energy consumption. Dynamic routing in our shortest-path DAG retains the advantages of multi-path routing but avoids these disadvantages. Yan et. al propose a dynamic load balanced tree algorithm, DLBT [4] , that constructs a dynamic load balancing tree with forwarding probabilities on the edges. Their network modeling is similar to our shortest-path DAG model but considers data gathering in a single-sink data-centric WSN.
DAG-BASED ROUTING
As described in Section 1, if G = (V, E) is the network topology of the given WSN, we model the network as the shortest-path DAG D = (V, E D ) such that uv ∈ E D only if uv ∈ E, vu ∈ E and the minimum hop-distance from u to the nearest sink node along a bidirectional path in G is one greater than that of v. The DAG construction defines for each non-sink node u, a set of parent nodes given by its out-neighborhood π u , and a depth d u that denotes the number of hops to the nearest sink node. Note that our DAG modeling accounts for the presence of asymmetric links in the network.
We assume all non-sink nodes to be equally likely to generate the next data packet to be sent to sink. We use D for data gathering by allowing every source node to forward the sensed data to one of its parent nodes based on a dynamic Parent Selection Function (PSF), denoted by σ. Each nonsink node u that needs to forward a data packet to a sink node, selects a parent using σ from its out-neighborhood π u and forwards the packet to its chosen parent. Thus sensed data reaches a sink node in minimum number of hops.
Since the shortest-path DAG is the basis our data gathering operation, we consider the DAG construction as part of the initial self-organization process in the network. The construction of the DAG essentially involves an asynchronous breadth-first search (BFS) algorithm rooted at the sink nodes. Our fully distributed DAG construction algorithm is based on Frederickson's asynchronous centralized BFS trees construction algorithms [24] without the centralized synchronization between expansion of levels while accounting for asymmetric links in the network. A detailed description of our DAG construction and maintenance algorithm is given in the full version of the paper [25] .
STATE-BASED ROUTING
Gathering sensed data from a source node to a sink along the edges of D defines the path taken by the sensed data.
Since D may define multiple paths from the source node to sink nodes, depending on the parent node selection at each non-sink node in its path, the sensed data can travel along any of the different paths to reach the sink. When a sensed data is gathered from the source to a sink along a certain path, all the nodes in that path utilize some energy in forwarding the data. Thus, the load on a node u is directly proportional to the total energy utilized by the node in forwarding data to its parents, and consequently is inversely proportional to the residual energy of the node η u . Load balancing can be improved by avoiding paths with low-energy nodes and by forwarding the sensed data along paths with higher energy nodes.
In our state-based routing model, our dynamic Parent Selection Function (PSF) σ depends on the current state of the network and is computed in a distributed manner at each non-sink node. Each non-sink node v maintains a routing table R v with |π v | routing entries, one entry for each parent in its out-neighborhood π v . A routing entry in R v , corresponding to a parent u, is defined by the two-tuple (u, σ u ) where σ u (PSF value of parent u) is a measure of the possible load balancing that can be achieved by choosing the parent node u. Whenever v has to forward data, it selects the parent from R v that has the best PSF value. Based on this approach, we propose two state-based data gathering algorithms -MPE Routing, and WPE Routing.
Max-min Path Energy (MPE) Routing
MPE routing uses the max-min fairness commonly used in networks for equal sharing of resources. Given a node v, MPE routing computes the "max-min path energy" over all paths from v to a sink node as σ v as follows:
where, s i , i = 1, 2, . . . , k are the sink nodes in the network and η is the initial energy of the sensor nodes immediately after deployment.
The minimum path energy of a path is defined as the minimum over residual energies of all the nodes in the path. If we consider the residual energy of the node to be a measure of its strength, the minimum path energy is the residual energy of the "weakest node" in the path. For a source node with multiple paths to sink, forwarding the sensed data along the path that has the maximum of the minimum path energy over all paths will choose the path with the "strongest-weakest node" among all the paths. Thus, "maxmin path energy" of a node is a measure of the residual energy of the "strongest-weakest node" among all the paths from the node to a sink. Since the "weakest node" in a path is the node most likely to run out of energy and fail next, by forwarding along the path with the "strongest-weakest node", MPE routing attempts to delay the next node failure by forwarding along the "strongest" path.
In MPE routing, every non-sink node v maintains an updated routing entry (u, σ u ) for each parent u in its routing table. Whenever v has to select a parent to forward the data, it selects the parent u * with the maximum PSF value σ * v = max{σ u , u ∈ π v } to forward the data. We enforce random tie-breaking if multiple parents have the same maximum PSF value. Note that each sink node has a constant PSF value of η and that the PSF value of a non-sink node is defined in terms of two components -its own residual energy, and the PSF value of its parent nodes. Thus, whenever a non-sink node v forwards data to a parent node, its residual energy η v decreases which prompts a re-computation of σ v (from Equation 1). Also, any change in σ v can potentially affect the PSF values of all its children (and consequently that of all its descendants) thereby requiring the re-computation of all their PSF values as well. Thus, every data gather operation requires a top-down re-computation of PSF values to maintain accurate PSF values at the nonsink nodes and this might require a huge overload. We propose efficient PSF update schemes to overcome this problem in Section 4.3.
Although the max-min fairness measure (which is the basis of our MPE routing algorithm) is very popular and widely used, it is essentially a centralized metric. However we consider a distributed definition of this measure and define efficient implementation mechanisms for using it, which makes our approach unique.
Weighted Path Energy (WPE) Routing
MPE routing considers the "weakest node" in every path (i.e., the node with the minimum residual energy in the path) and chooses the parent along the "best path" that has the "strongest-weakest node". On the other hand, WPE routing captures a weighted measure of the residual energies of all the nodes in the "best path" thereby capturing the "overall path strength" of the "best path" rather than just the "strongest-weakest point" in the path. WPE routing defines the PSF value σ v of a node v as:
where, s i , i = 1, 2, . . . , k are the sink nodes in the network, 0 ≤ α ≤ 1, and η is the initial energy of the sensor nodes before deployment.
WPE routing defines a path-strength parameter (α) that determines the weightage to be given to strength of the current node and to the best path from the current node to the sink while computing the PSF value of the current node. Thus, σ u of a node u in WPE routing is a measure of the quality of the "best path" from u to sink and choosing the parent with the maximum PSF value to forward the data packet is expected to route the packet along this "overall higher energy path". Also, α provides a greater degree of flexibility in defining the path selection criteria. For example, α = 1 reduces WPE routing to be solely dependent on the residual energy of the parent nodes and allows each node to forward the data along the parent with the maximum residual energy. We compute the optimal value of α by means of extensive simulations in Section 5.
The routing table definitions for WPE routing are similar to that of MPE routing. Each non-sink node v maintains an updated routing entry (u, σ u ) for each parent u in its routing table. Whenever v has to select a parent to forward the data, it selects the parent u * with the maximum PSF value σ * v = max{σ u , u ∈ π v } to forward the data. Again, we enforce random tie-breaking to choose from parents with the same maximum PSF value.
WPE routing too has a recursive definition of the node PSF value (defined in terms of that of its parents) and hence requires efficient PSF update schemes to overcome the potential routing overload due to re-computations. The route maintenance of both our algorithms is automatically taken care of by the DAG re-construction process.
Efficient PSF Update Schemes
As defined in Equation 1 and Equation 2, the PSF values of all the nodes are initialized with the initial energy η in both MPE and WPE routing. However, since the computation of the PSF value of a non-sink node is recursive (Equation 1,  Equation 2 ), every time sensed data is forwarded to a sink, the PSF values of the non-sink nodes in that routing path and all their descendants may need to be recomputed in a top-down manner from the sink. We propose three schemes for performing the PSF update process and discuss their relative merits and demerits.
A top-down re-computation (initiated by the sink after it receives the sensed data) can be achieved using "PSF Update" messages. On receiving a "PSF Update" message, a non-sink node recomputes its PSF value and update its children (if there is any change) by broadcasting a "PSF Update" message that includes its new PSF value. A child node receiving a "PSF Update" message from a parent repeats the re-computation of its own PSF value and the broadcast of a "PSF Update" message if there is any change. We propose a timeout mechanism to avoid unnecessary re-computations in our asynchronous environment. Whenever a node receives a "PSF Update" message from a parent, it updates the corresponding routing entry of the parent, restarts the timer, and waits for potential "PSF Update" messages from other parents. After timeout, it recomputes its own PSF value and transmits a "PSF Update" message for its children if required. We call this our global PSF update scheme. Since the re-computation process needs to be initiated every time sensed data reaches a sink, the potential overhead involved in maintaining the correct PSF values by this scheme is relatively high. We propose an alternative scheme, delayed PSF update, that uses piggybacking and the promiscuous nature of the wireless channel to avoid the top-down re-computation overhead from the previous scheme. Instead of using "PSF Update" messages, we incorporate an additional "PSF" field in the data packet and every time a non-sink node v forwards a data packet to a parent u ∈ π v , v includes its most recent PSF value in the "PSF" field of the packet. Children nodes of v will simultaneously update the PSF value of v in their corresponding routing tables by "overhearing" the packet addressed to u. Although piggybacking eliminates the topdown re-computation overhead from the previous scheme, since the PSF values are updated bottom-up (rather than the required top-down re-computation), the PSF values at the child nodes are not accurate. In this scheme, nodes end up with "older" PSF values of their parents with the "freshness" of the parent's PSF value dependent on: a) the depth of the node (inversely related), and b) the number of packets forwarded by the parent (directly related).
We also propose a third PSF update scheme called the refreshed PSF update, where the network uses the delayed PSF update scheme whenever packets are forwarded by a node, but periodically performs a top-down PSF recomputation initiated by the sink. Thus, the refreshed PSF update scheme while reducing the overhead of the global PSF update scheme also improves the accuracy (and the efficiency) of the delayed PSF update scheme by periodically correcting the routing entries of the non-sink nodes with accurate parent PSF values. The time period between successive refresh cycles may be determined using a heuristic (such as a function of the expected network lifetime). We simulate the three PSF update schemes and compare their performances and relative overhead in Section 5.
Benchmark Algorithms
We consider two benchmark algorithms -Random Parent (RP) routing, and Parent Energy (PE) routing, which are actually simplified versions of our two routing algorithms. Since these two benchmark algorithms are much simpler and easier to implement, they establish performance lower bounds for our MPE and WPE routing algorithms.
Benchmark I: Random Parent (RP) Routing
RP routing uses a uniform random parent selection, where each non-sink node randomly selects a parent from its routing table whenever it has to forward sensed data. RP routing is similar to the tie-breaking module of MPE routing and WPE routing; it performs dynamic data routing with very little overhead and relies on the randomness in the σ to contribute to the optimality of the routing.
Benchmark II: Parent Energy (PE) Routing
PE routing is a special case of WPE routing with the pathstrength parameter α set to zero, i.e., it defines the PSF value σ v of a non-sink node v as:
where, s i , i = 1, 2, . . . , k are the sink nodes in the network. In other words, each non-sink node selects the parent with the maximal residual energy. Combined with the piggybacking-based delayed PSF update scheme, PE routing is easy to implement and relies on local parent selection decision to contribute to the global optimality of the routing.
SIMULATIONS AND RESULTS
In this section we evaluate our two algorithms -MPE routing, and WPE routing with respect to different goodness measures and analyze their performance with respect to other comparable data gathering protocols mentioned in Section 2. Although our algorithms take into account the possibility of multiple sinks and asymmetric wireless links in the network, we assume a single-sink network with symmetric links in our simulations in order to be able to compare with existing protocols that make an assumption otherwise.
Performance Measures
The primary objective of our routing protocols is to maximize the lifetime of the wireless sensor network for the online data gathering operation by load balancing the nodes. In addition, our dynamic forests based data gathering algorithms also contribute "disjointness" in the network which results in greater reliability and trust in the network. Thus, we use network lifetime, nodal load balancing, and disjointness as the three performance measures to evaluate our algorithms.
Network Lifetime Measure (Γ)
We define the lifetime of network as the number of source data packets that are successfully forwarded to the sink node until the first node failure. This is a commonly used metric for measuring the network lifetime [26, 2] since the first node failure is indicative of imminent network breakdown. Hence in our simulations, the lifetime measure, called the Network Lifetime (Γ), for each routing protocol is the number of packets received by the sink until a sensor node runs out of energy.
Nodal Load balancing Measure (Θ)
In order to measure how well the routing algorithms balance the load on the sensor nodes, we keep track of the load on each sensor node (i.e., the number of data packets forwarded by each node) until the network lifetime is reached (i.e., until the first node failure). The final loads of the sensor nodes indicates the load distribution for that routing protocol. Since we consider a hierarchical DAG structure for our network model, we compare the load on the nodes depth-wise. We use the Jain's Fairness index [27] (based on the Chebyshev Sum Inequality) which is a popular metric (sometimes also referred to as the balancing factor [4, 21] ) for measuring the load balancing on the nodes at the same depth. If L d = {l u1 , l u2 , . . . , l u k } are the final load on the k sensor nodes u 1 , u 2 , . . . , u k at depth d, then, the load balancing measure Θ d (at depth d) is given by:
Note that Θ d = 1 corresponds to perfect load balancing at the nodes at the depth d. Although perfect load balancing at any given depth is usually not achievable, we use this metric to compare the relative load balancing achieved by different routing algorithms.
Disjointness Measure (Φ)
Although nodal load balancing is closely related, it does not guarantee an even distribution of the load across the links in the network. Hence, we define the disjointness measure Φ using the same Jain's Fairness Index as in Θ but over all the links in the network, measured depth-wise. Thus, if L d = {l e1 , l e2 , . . . , l e k } are the final load on the k edges (or links) e 1 , e 2 , . . . , e k at depth d (i.e., edges connecting nodes at depth d to those at depth d − 1), then, the disjointness measure Φ d (at depth d) is given by:
Simulation Setup for Design of MPE and WPE Routing
We complete the design of our two routing algorithms before proceeding with their performance evaluation. Using extensive simulations, we first compute the optimal pathstrength parameter α to fully define our WPE routing algorithm. Then, we compare the performance of our PSF update schemes proposed in Section 4.3 to determine the best PSF update scheme to be used in the performance evaluation of our algorithms. We use the following setup for our simulations. We deploy n nodes uniformly randomly over a unit square area and randomly select one node as the sink node while the remaining nodes are chosen to be the n − 1 non-sink sensor nodes. All the nodes have the same transmission radius τ , which is determined based on the percolation radius of the network. All the nodes are assigned and the same initial energy, η, and we assume a unit energy consumption by the sensor node for transmitting or forwarding a single data packet. We generate a uniform random sequence of source nodes, U = {u 1 , u 2 , . . .}, which denotes the order in which the the nodes generate the source packets. Since we assume that each sensor node consumes one unit of energy to transmit a data packet, a network lifetime of Γ implies that the data packets generated by the first Γ source nodes in U were successfully forwarded to the sink and that generated by the node u Γ+1 in U failed to reach the sink.
Computing Path-Strength Parameter α
The path-strength parameter α defines the "overall path strength" of the "best path" in WPE routing (as defined in Equation 2). To compute the optimal value of α that optimizes the network lifetime for different networks, we considered different sized networks with n = 50, 100, 150, 200, 250 nodes and generated 10 different random networks for each n. For each random network, for an initial energy of η = 1000 units on the nodes and 10 different source node sequences, we estimated the network lifetime using the WPE algorithm (with global PSF update scheme) for α = 0, 0.1, 0.2, . . . 1 for each source sequence. Based on the value of α corresponding to the maximum network lifetime for each source sequence, we computed the average α that maximized the network lifetime over the 10 source sequences (see Table 1 ).
The overall mean value of α was found to be 0.1534. Although, for certain networks and for certain source sequences a higher value of α (greater than 0.2) contributed to a better network lifetime, the mean value of α that maximized the network lifetime in WPE was close to 0.1 in most trial cases for all generated networks. Hence, in all our future simulations of WPE routing, we use α = 0.15. 
Comparing PSF Update Schemes
We defined three PSF update schemes in Section 4.3 -Global, Delayed, and Refreshed PSF update. Global PSF Update is expected to provide a better network lifetime compared to the other two schemes since it updates the accurate PSF values of the parent at each node after every source-to-sink transmission. However, it is also expected to generate a much larger overhead. We are interested in estimating the decrease in the network lifetime and the corresponding decrease in overhead for the Delayed and Refreshed PSF Update schemes when compared to the Global Update scheme.
For different sized networks, and for different initial energies, we compared the performance of the three PSF update schemes for both MPE as well as WPE routing by measuring the network lifetime as well as the corresponding overhead for each PSF update scheme. We defined the overhead of each scheme as the number of "control packets" generated in the network by the corresponding PSF update scheme. We consider networks with n = 50, 100, 150, 200, 250 nodes; for each n we generated 10 different random networks. For each such random network, for different initial energies (η = 500, 1000, 1500, 2000, 2500 units), we generated 10 different source node sequences. For each such configuration (i.e., a given network of size n, initial energy η, and a particular source node sequence), we computed the network lifetimes and the corresponding overhead for the three different PSF update schemes, for both MPE routing as well as WPE routing. We used 5% of the strict upperbound of the network lifetime (given by the cumulative initial energy of nodes at depth 1) as the interval between PSF refresh cycles for the Refreshed Update scheme. The observed per- centage decrease in network lifetime and the overhead, averaged over all source node sequences, η, and networks of the same size, are given in Table 2 and Table 3 .
Based on our simulations, we observe that the performance of MPE routing as well as WPE routing is maintained (with less than 1% reduction in network lifetimes) despite a huge decrease in the overhead (about 85%) using the Delayed Update and Refreshed Update schemes. The small reduction in network lifetime can be attributed to the fact that nodes at lower depths are the ones to run out of energy faster. As a result, the inaccurate PSF values (which are more prominent among nodes at higher depths) do not significantly affect the network lifetime while contributing a large decrease in the overhead. Among the Delayed Update and Refreshed Update schemes, as expected, the Refreshed Update scheme gives a better network lifetime albeit with a slight increase in overhead. Hence, we use the Refreshed Update as the PSF Update scheme for both MPE routing as well as WPE routing in future simulations.
Performance Evaluation
We use the three performance measures -Network lifetime (Γ), Nodal Load balancing (Θ), and Disjointness (Φ), and the same simulation setup as above to evaluate the per-formance of MPE routing and WPE routing. As mentioned earlier, we use α = 0.15 for our WPE routing algorithm and the Refreshed PSF update scheme for both our algorithms in all simulations.
We compare the performance of our MPE routing and WPE routing algorithms with five other algorithms -the two benchmark algorithms RP routing and PE routing (defined in Section 4.4), Minimum-cost forwarding [14] , and two versions of DLBT routing [4] . Among the related work described in Section 2, we chose the static routing based Minimum-cost forwarding to validate the expected performance gain using our dynamic routing approach. Among other existing algorithms, DLBT routing algorithm is closest to our approach in terms of the network modeling and the overall routing strategy (which is to maximize the network lifetime by load balancing the nodes).
Since the DLBT algorithm requires multiple bottom-up recomputations to compute the forwarding probabilities, we consider the two cases of the DLBT algorithm considered in simulations in the original paper [4] -DLBT-1 and DLBT-16 (which have 1 and 16 re-computations respectively).
Similar to our simulations for comparing PSF update schemes, we computed the three performance measures for different network configurations, for each of the seven routing algorithms. We generated multiple configurations by generating a random network for each n = 50, 100, 150, 200, 250 nodes and by generating 10 different source node sequences for each network. We then computed the performance measures for each algorithm and averaged the results over all configurations. The final simulation results are given in Table 4 , Table 5 and Table 6 . Our simulation results indicate that MPE routing as well as WPE routing display a consistently better performance compared to the other routing algorithms, with respect to all the three performance measures. The observed average Γ values were scaled down to the range [0 − 1] by dividing the average Γ values of each algorithm by the maximum value for each network size. This allows us to compare the relative performance of the algorithms (for the Γ measure) for each network size, as shown in Table 4 . The simulation results show that although the network lifetime is dependent on the network topology (for example, the network with n = 100 receives a closer performance from all the algorithms), MPE and WPE algorithms achieve a longer network lifetime compared to other algorithms. For the networks with 50, 150, 200, and 250 nodes, MPE and WPE routing achieve about 40% greater network lifetime than both versions of the DLBT algorithm. Even our benchmark algorithm PE routing (which is a special case of WPE routing) achieves about 20% longer network lifetime than the two DLBT algorithms, which performs only as well as our other benchmark algorithm RP routing. As expected, the static routing based Minimumcost forwarding algorithm gives the poorest network lifetime for all cases which validates our arguement that dynamic routing approaches perform better than static routing approaches.
Since nodes closer to the sink route a considerably higher amount of traffic, we focus on nodes up to depth = 3 for the other two measures Θ and Φ. The computed values for nodal load balancing Θ, shown in Table 5 , are consistent with the observed performance of algorithms with respect to Γ. MPE and WPE routing achieve a better load balancing at the nodes which, as expected, contributes to their longer network lifetimes. They perform better load balancing of the nodes than other algorithms even at higher depths. Also, as expected, Minimum-cost forwarding algorithm performs the poorest load balancing since it is a static routing algorithm and uses the same paths repeatedly. The observations are similar for our disjointness measure Φ. MPE and WPE routing achieve a better load balancing at the network links which implies that they offer better disjointness in the network (and hence better reliability, trust and security) than the other algorithms. Note that since we considered a single sink network in our simulations, the observed load on the nodes as well as the network links at depth 1 is the same (which corresponds to same Θ and Φ values for these nodes and network links).
Although they have comparable performances, our MPE routing algorithm achieves a greater network lifetime than WPE routing algorithm. On the other hand, WPE routing achieves a better nodal load balancing and better disjointness at higher depths than MPE routing. This is not surprising since MPE routing focuses only on avoiding the "weakest node" (which is typically a node closer to sink). On the other hand, by forwarding along the "overall best path" WPE routing yields better "overall load balancing" which results in better load balancing than MPE routing at lower depths at the cost of a slightly reduced network lifetime. Thus, both the algorithms, while comparable in performance, have their own merits and demerits.
Overall, we conclude that our two algorithms -MPE routing and WPE routing, offer better network lifetime, nodal load balancing and disjointness than other algorithms.
CONCLUSION
In this paper, we considered the problem of online data gathering in wireless sensor networks. We formalized the shortest-path DAG modeling of the network that accounts for asymmetric links and multiple sink nodes in the network. Based on our DAG model, we defined a dynamic forests based routing approach and proposed two dynamic state-based routing algorithms -MPE Routing and WPE Routing. Our two routing algorithms use residual energy of the nodes as a parameter for determining the network state and achieve longer network lifetime and better disjoint- ness by load balancing the nodes and the network links. We also proposed two benchmark algorithms, which are simplified variants of our routing algorithms, that provide performance lower bounds. Based on our simulations, we showed that our two algorithms outperform the benchmark algorithms as well as similar existing approaches with respect to three goodness measures: network lifetime, nodal load balancing and disjointness.
