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Abstract
In a cylindrical domain Ω of R3, we establish an homogenization result for a boundary value
problem of elasticity and for the associated vibration problem. We assume that the data depend in
a periodic way on a small parameter ε. We assume also that the data take high values on a subset
Tε of fibers of Ω such that limε→0 meas(Tε) = 0. We obtain non-local effective laws deduced from
a coupled system of partial differential equations; the evolution problem brings to the fore memory
effects.
 2004 Elsevier SAS. All rights reserved.
Résumé
Dans un ouvert cylindrique Ω de R3, nous établissons un résultat d’homogénéisation pour un
problème aux limites de l’élasticité et pour le problème de vibration associé. On suppose que les
données dépendent, de manière périodique, d’un petit paramètre ε. On suppose aussi que les données
prennent de grandes valeurs sur un sous-ensemble Tε de fibres de Ω tel que limε→0 mes(Tε) = 0.
Nous obtenons des lois effectives non-locales déduites d’un système couplé d’équations aux dérivées
partielles ; le problème d’évolution met en évidence des effets de mémoire.
 2004 Elsevier SAS. All rights reserved.
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1. IntroductionLet Ω be a bounded open subset of R3. We are concerned with the homogenization of
the elasticity problem:{
−div(σε(uε)) = ρεf in Ω, uε ∈ H 10 (Ω,R3), f ∈ C(Ω,R3),
σε(uε) = λε tr(e(uε))I + 2µεe(uε), e(uε) = 12 (∇uε +t ∇uε),
(1.1)
and of the corresponding vibration problem{
ρε
∂2uε
∂t2
− div(σε(uε)) = ρεf in Ω × (0, T ) with boundary conditions,
σε(uε) = λε tr(e(uε))I + 2µεe(uε), e(uε) = 12 (∇uε +t ∇uε),
(1.2)
when the elastic coefficients λε , µε and the mass density ρε do not satisfy assumptions of
uniform ellipticity and boundedness like 0 < α < λε(x),µε(x), ρε(x) < β < +∞ which
guarantee a classical asymptotic behaviour. In the case of scalar elliptic equations, it is well
known that homogenization may then lead to unusual models as non-local ones [14], which
can be interpreted in the general context of Dirichlet forms [16,10]. Explicit computations
have actually been performed in the case of a fiber reinforced structure [5,3]. In this paper
we present the extension announced in [7] of these results to the framework of elasticity,
where the theory of Dirichlet forms breaks down [11].
In Section 2 we fix the notations and we state the result associated with the static case
(Theorem 2.1). Theorem 3.1, relative to the vibration problem, is set forth in Section 3.
The proofs are respectively situated in Sections 5 and 6. Section 4 is devoted to a priori
estimates.
2. Notations and main result in the static case
In this paper we consider a fibered structure in R3: Ω := ω × ]0,L[, a cylindrical
domain, ω being a bounded open domain of R2 with smooth boundary. Given a sequence
of positive reals (rε), the geometry of the set Tε (the “fibers”) is described in terms of the
open disk Dε := {(x1, x2) ∈ R2,
√
x21 + x22 < rε/ε}, by considering first its periodization
on all R2 given by Dε
 :=
⋃
i∈Z2{i} + Dε, then by setting Tε := (ω ∩ εDε
 ) × (0,L) (see
Fig. 1). We introduce also:
Y :=
(
−1
2
,
1
2
)2
, Y iε := ε
({i} + Y ), Diε := ε({i} +Dε),
Iε :=
{
i ∈ Z2, Y iε ⊂ ω
}
, D := {(x1, x2) ∈R2, √x21 + x22 < 1}. (2.1)
The functions λε , µε and ρε are defined by:{
µε(x) = µ1ε, λε(x) = λ1ε, ρε(x)= ρ1ε, if x ∈ Tε,
µε(x) = µ0 > 0, λε(x) = λ0, ρε(x) = ρ0 > 0, if x ∈ Ω \ Tε. (2.2)
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We consider the case of very thin fibers (the Lebesgue measure of the fibers |Tε| tends
to 0) of very high stiffness or mass density, surrounded by a matrix of constant stiffness
and mass density of order 1. More precisely, we assume:
µ1ε = |Ω ||Tε|kε, λ1ε = lεµ1ε, ρ1ε =
|Ω |
|Tε|ρ1ε , 0 < rε  ε, µε,ρε > c > 0 on Ω,
kε → k ∈ [0,+∞], r2ε kε → κ ∈ [0,+∞],
ρ1ε → ρ1 ∈ [0,+∞[, lε → l ∈ [0,+∞[. (2.3)
The limit problem we derive in Theorem 2.1 depends on k, κ,ρ1, l and on the capacitary
parameter γ defined by:
γ := lim
ε→0
1
ε2| ln rε| . (2.4)
For simplicity we suppose that
0 < γ +∞. (2.5)
The case γ = 0 is commented in Remark 2.3. We set also:
χ := λ0 + 3µ0
λ0 +µ0 , σ0(u) := λ0 tr
(
e(u)
)
I + 2µ0e(u), ∀u ∈ H 1
(
Ω,R3
)
. (2.6)
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Under these assumptions, we show that the sequence (uε, vε), where uε is the solution of
(1.1) and vε associated with uε by:
vε(x) := |Ω ||Tε|uε(x) if x ∈ Tε; vε(x) := 0 otherwise, (2.7)
converges to the unique couple (u, v) solution of
min
(u,v)∈(L2(Ω,R3))2
Φ(u,v)−
∫
Ω
ρ0f.udx −
∫
Ω
ρ1f.v dx, (2.8)
where Φ stands for the lower semi-continuous envelop in the strong topology of
(L2(Ω,R3))2 of the functional Φ defined by:
Φ(u,v) := 1
2
∫
Ω
σ0(u) : e(u)dx + 12
∫
Ω
2µ0πγ t (v − u)

χ+1
χ
0 0
0 χ+1
χ
0
0 0 1
 .(v − u)dx
+ 1
2
3l + 2
2(l + 1)k
∫
Ω
∣∣∣∣∂v3∂x3
∣∣∣∣2 dx + 12 3l + 22(l + 1) κ4
∫
Ω
(∣∣∣∣∂2v1∂x23
∣∣∣∣2 + ∣∣∣∣∂2v2∂x23
∣∣∣∣2)dx,
if (u, v) ∈D,
Φ(u, v) := +∞, otherwise,
D := H 10
(
Ω,R3
)× {v ∈ L2(ω,H 20 (0,L;R3)), ∂v1∂x3 = ∂v2∂x3 = 0 on ω × {0,L}
}
.
The boundary conditions satisfied by (u, v) are characterized by the domain of Φ . They
read: 
u ∈ H 10 (Ω,R3),
v3 ∈ L2(ω,H 10 (0,L;R3)), if k > 0, κ = 0,
v3 = 0, v1, v2 ∈ L2(ω,H 20 (0,L;R3)),
∂v1
∂x3
= ∂v2
∂x3
= 0 on ω × {0,L}, if κ > 0.
(2.9)
The Euler–Lagrange system associated with (2.8) is the equation in Ω or the coupled
system of equations in Ω complemented with (2.9), given in terms of the parameters
k, κ,ρ1, γ by substituting 0 for the time derivatives in table (3.6b).
Theorem 2.1. Assume (2.2)–(2.6), then the sequence uε of the solutions of (1.1) converges
weakly in H 10 (Ω,R3) to a field u and the sequence vε defined by (2.7) converges for -weak
topology in L1(Ω,R3) to a field v where (u, v) is the unique solution of (2.8).
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Remark 2.2. The lower semi-continuous envelop Φ in (L2(Ω,R2))2 of the functional Φ
defined by (2.8) can be easily expressed in terms of the parameters γ, k, κ . For instance if
κ = 0 and k > 0, we get:
Φ(u,v) := 1
2
∫
Ω
σ0(u) : e(u)+ 2µ0πγ (v − u)t
 χ+1χ 0 00 χ+1
χ
0
0 0 1
 (v − u)
+ (3l + 2)k
2(l + 1)
∣∣∣∣∂v3∂x3
∣∣∣∣2
)
dx,
if (u, v) ∈ H 10
(
Ω,R3
)×L2(Ω,R3), and v3 ∈ L2(ω,H 10 (0,L)),
Φ(u, v) := +∞, otherwise, (2.10)
while for 0 < κ +∞ there holds:
Φ(u,v) := 1
2
∫
Ω
σ0(u) : e(u)dx + 12
∫
Ω
2µ0πγ t (v − u)
 χ+1χ 0 00 χ+1
χ
0
0 0 1
 .(v − u)dx
+ 1
2
3l + 2
2(l + 1)
κ
4
∫
Ω
(∣∣∣∣∂2v1∂x23
∣∣∣∣2 + ∣∣∣∣∂2v2∂x23
∣∣∣∣2)dx, if (u, v) ∈D,
Φ(u, v) := +∞, otherwise,
D :=H 10
(
Ω,R3
)× {v ∈ L2(ω,H 20 (0,L;R3)), v3 = 0, ∂v1∂x3 = ∂v2∂x3 = 0 on ω × {0,L}
}
.
In all likelyhood, the sequence of energy functionals defined on L2(Ω,R3) by
Fε(u) := 12
∫
Ω
σε(u) : e(u)dx −
∫
Ω
ρε(x)f.udx, if u ∈ H 10
(
Ω,R3
)
,
Fε(u) := +∞, otherwise,
-converges (see [12]) strongly in L2(Ω,R3) to the functional
F(u) := min
v∈L2(Ω,R3)
Φ(u, v) −
∫
Ω
ρ0f.udx −
∫
Ω
ρ1f.v dx. (2.11)
Classically, the solutions uε of (1.1), which minimize Fε , converge to the solution of
minu F (u) equivalent to (2.8). The solution v of (2.11) satisfies a one-dimensional linear
equation (see (3.6b), (2.9)), and can be computed in terms of u, then substituted in (2.11)
yielding an explicit expression of F .
For instance, if ρ1 = 0, 0 < k < +∞ and γ < +∞, we get:
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F(u) = 1
∫
σ (u) : e(u)dx +µ πγ
∫ (
1 −
L∫
G(x , s )ds
)
u2(x)dx2
Ω
0 0
Ω 0
3 3 3 3
+µ0πγ
∫
ω
∫
(0,L)2
G(x3, s3)
(
u3(x
′, x3)− u3(x ′, s3)
)2 dx ′ dx3 ds3 − ∫
Ω
ρ0f.udx.
G(x3, s3) := c0 1
sinh(c0L)
sinh
(
c0
(
L− (x3 ∨ s3)
))
sinh
(
c0(x3 ∧ s3)
)
,
c20 :=
2(l + 1)
3l + 2
2µ0πγ
k
,
hence the homogenized equation reads:
−div(σ0(u))+ 2πµ0γ
( 0
0
u3 −
∫ L
0 G(x3, s3)u3(x
′, s3)ds3
)
= f in Ω.
For ρ1 = 0, 0 < κ < +∞ and γ < +∞, we get:
F(u) = 1
2
∫
Ω
σ0(u) : e(u)dx +F1(u1)+F2(u2)+ πµ0γ
∫
Ω
u23 dx −
∫
Ω
ρ0f.udx,
Fα(uα) = χ + 1
χ
µ0πγ
∫
Ω
(
1 −
L∫
0
G(x3, s3)ds3
)
u2α(x)dx
+ χ + 1
χ
µ0πγ
∫
ω
∫
(0,L)2
G(x3, s3)
(
uα(x
′, x3)− uα(x ′, s3)
)2 dx ′ dx3 ds3,
where the kernel G is given by (2.12). The limit equation satisfied by u is:
−div(σ0(u))+ 2πµ0γ
 χ+1χ (u1 −
∫ L
0 G(x3, s3)u1(x
′, s3)ds3)
χ+1
χ
(u2 −
∫ L
0 G(x3, s3)u2(x
′, s3)ds3)
u3
= f in Ω.
In each of these two examples, the functional F is the sum of the classical elastic energy
1
2
∫
Ω
σ0(u) : e(u)dx corresponding to a medium without fibers, the term −
∫
Ω
ρ0f.udx ,
and an additional term of the type
∑3
p=1Fp(up) which describes the sum of the energy
of the fibers and the interaction energy between the fibers and the surrounding medium.
In the first example, due to 0  G and 0  1 − ∫ L0 G(x3, s3)ds3, the additional term
F3(u3) is a Dirichlet form on L2(Ω) (see [8]). In this case, at a microscopic scale, the
fibers asymptotically behave like strings. It is actually well known (see [1]) that the linear
stretching energy of a string is a Dirichlet form, hence the coupling energy between the
fibers and the matrix is also such a form. However the total energy is not a Dirichlet
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form since the term
∫
Ω σ0(u) : e(u)dx is not of Markovian type (see [13]). In the secondexample, the functionals Fα (α = 1,2) are not Dirichlet forms, because the functions
1 − ∫ L0 G(x3, s3)ds3 and G are not positive. Actually, the fibers asymptotically behave
in this case like rods: the bending energy of a rod involves the second derivatives of the
displacement hence is not a Dirichlet form.
Sketch of the computation of G in the second example
The functions vα (α = 1,2), solution of
∂4vα
∂x43
+ c20vα = c20uα, vα(x ′,0) = vα(x ′,L) = 0,
∂vα
∂x3
(x ′,0) = ∂vα
∂x3
(x ′,L) = 0,
c20 := 2µ0πγ
χ + 1
χ
4
κ
2(l + 1)
3l + 2 ,
are given by vα(x, t) =
∫ L
0 G(x3, s3)uα(x
′, s3)ds3, where
G(x3, s3) = E(x3 − s3)+w(x3, s3), (2.12)
the function E(x3) being the fundamental solution of v(4) + c20v = δ0, that is:
E(x3) = 1√
2(2c0)3/2
exp
(
−
√
c0
2
|x3|
)(
cos
(√
c0
2
|x3|
)
+ sin
(√
c0
2
|x3|
))
(2.13)
and w(., s3) being, for each s3, the solution of w(4) + c20w = 0 such that
G(0, s3) = G(L, s3) = ∂G
∂x3
(0, s3) = ∂G
∂x3
(L, s3) = 0, (2.14)
that is:
w(x3, s3) = exp
(√
c0
2
x3
)(
a1(s3) cos
(√
c0
2
x3
)
+ a2(s3) sin
(√
c0
2
x3
))
+ exp
(
−
√
c0
2
x3
)(
b1(s3) cos
(√
c0
2
x3
)
+ b2(s3) sin
(√
c0
2
x3
))
, (2.15)
where the functions a1, a2, b1, b2 are computed using (2.14). Setting:
α := 1√
2(2c0)3/2
, β :=
√
c0
2
, p := β(2L− s3), q := βs3, (2.16)
we obtain:
62 M. Bellieud, I. Gruais / J. Math. Pures Appl. 84 (2005) 55–96
b1 = α(sinp sinhq − cosp coshq − sinq sinhp − cosq coshp + 2 cosq coshq)2 2 ,2(sinh (βL)− sin (βL))
b2 = − cos(βL) sinh(βL)+ sin(βL) exp(βL)
sin(βL) sinh(βL)
b1
− α(cos(β(L− s3)) sinh(β(L− s3))− sin(β(L− s3)) cosh(β(L− s3)))
sin(βL) sinh(βL)
,
a1 = −b1 − α
(
cos(βs3) + sin(βs3)
)
exp(−βs3),
a2 = 2b1 − b2 + α
(
cos(βs3) − sin(βs3)
)
exp(−βs3). (2.17)
Remark 2.3. If γ = 0, the weak relative compactness in H 10 (Ω,R3) of the sequence uε of
the solutions of (1.1) is obtained under the additional assumption,
ρε < C. (2.18)
Under these assumptions, the limit problem simply reads:
−divσ0(u) = ρ0f in Ω, u ∈ H 10
(
Ω,R3
)
.
It can be obtained by substituting 0 for γ in (2.8). In this case, relative compactness may
fail for some components of the field vε , unless κ > 0. It actually holds for the sequence
(vε3) if k > 0 (see (b) of Proposition 4.4). In the limit problem, the variables u and v are
in any case independent (see the five lines preceding (5.61)).
3. Vibration problem
In this section, we study the asymptotic behaviour as ε tends to zero of the vibration
problem:
ρε(x)
∂2uε
∂t2
− div(σε(uε))= ρε(x)f in Ω × (0, T ),
uε ∈ C0
([0, T ];H 10 (Ω,R3))∩ C1([0, T ];L2(Ω,R3)),
uε(x, 0) = U0(x), ∂uε
∂t
(x,0) = V0(x) in Ω,
f ∈ C(Ω × (0, T ),R3), (U0,V0) ∈ (H 10 (Ω)∩C1(Ω))×C(Ω), (3.1)
where λε , µε , ρε and σε(uε) are defined by (1.1), (2.2). As before we assume (2.3), (2.5)
and in addition that the initial displacement U0 satisfies:
U0 = 0, if k = +∞. (3.2)
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Under these hypothesis, we show that the couple (uε, vε), where uε is the solution of (3.1)
and vε is defined by:
vε(x, t) := |Ω ||Tε|uε(x, t) if x ∈ Tε, vε(x, t) := 0 otherwise, (3.3)
converges to the unique solution (u, v) of the system of equations in Ω × (0, T ) given
in terms of the parameters k, κ,ρ1, γ by (3.6b), associated with the boundary conditions
characterized by (3.4), (3.5).
u ∈ L2(0, T ;H 10 (Ω,R3))∩C1([0, T ],L2(Ω,R3)),
u(0) = U0, ∂u∂t (0) = V0, if γ < +∞,
u = v, if γ = +∞,
(3.4)
k > 0 v3 ∈ L2
(
ω × (0, T ),H 10
(
0,L;R3)).
κ > 0 v1, v2 ∈ L2
(
ω × (0, T ),H 20
(
0,L;R3)),
∂v1
∂x3
= ∂v2
∂x3
= 0 on ω × {0,L} × (0, T ).
k < +∞ v ∈ C1([0, T ],L2(Ω,R3)), v(0) = U0, ∂v
∂t
(0)= V0.
ρ1 > 0
k = +∞ vα ∈ C1
([0, T ],L2(Ω)),
κ < +∞ vα(0) = U0α, ∂vα
∂t
(0) = V0α, α ∈ {1,2}.
ρ1 > 0
0 < κ < +∞ vα ∈ L2
(
0, T ,L2
(
ω,H 20 (0,L)
))
,
∂vα
∂x3
= 0 on ω × {0,L} × (0, T ), α ∈ {1,2}.
(3.5)
0 k < +∞ ρ0 ∂
2u
∂t2
− div(σ0(u))+ 2πµ0γ
 χ+1χ (u1 − v1)χ+1
χ
(u2 − v2)
u3 − v3
= ρ0f,
γ < +∞ ρ1 ∂
2v
∂t2
− 2πµ0γ
 χ+1χ (u1 − v1)χ+1
χ
(u2 − v2)
u3 − v3
− 3l + 2
2(l + 1)k
 00
∂2v3
∂x23

= ρ1f.
(3.6a)
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2u
∂t2
− div(σ0(u))− 3l + 22(l + 1)k
 00
∂2u3
∂x23

= (ρ0 + ρ1)f,
γ = +∞ v = u.
κ = 0 ρ0 ∂
2u
∂t2
− div(σ0(u))+ 2πµ0γ
 χ+1χ (u1 − v1)χ+1
χ
(u2 − v2)
u3
= ρ0f,
k = +∞ ρ1 ∂
2v
∂t2
− 2πµ0γ
 χ+1χ (u1 − v1)χ+1
χ
(u2 − v2)
0
= ρ1(f1f2
0
)
, v3 = 0.
γ < +∞
κ = 0 (ρ0 + ρ1)∂
2u
∂t2
+
(−(div(σ0(u)))1
−(div(σ0(u)))2
0
)
= (ρ0 + ρ1)
(
f1
f2
0
)
,
k = +∞ u = v, u3 = 0.
γ = +∞
0 < κ < +∞ ρ0 ∂
2u
∂t2
− div(σ0(u))+ 2πµ0γ
 χ+1χ (u1 − v1)χ+1
χ
(u2 − v2)
u3
= ρ0f,
γ < +∞ ρ1 ∂
2v
∂t2
− 2πµ0γ χ+1χ
(
u1 − v1
u2 − v2
0
)
+ κ
4
3l + 2
2(l + 1)

∂4v1
∂x43
∂4v2
∂x43
0

= ρ1
(
f1
f2
0
)
,
v3 = 0.
0 < κ < +∞ (ρ0 + ρ1)∂
2u
∂t2
− div(σ0(u))+ κ4 3l + 22(l + 1)

∂4u1
∂x43
∂4u2
∂x43
0

= (ρ0 + ρ1)
(
f1
f2
0
)
,
γ = +∞ v = u, u3 = 0.
(3.6b)
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 χ+1
u1
κ = +∞ ρ0 ∂
2u
∂t2
− div(σ0(u))+ 2πµ0γ  χχ+1
χ
u2
u3
= ρ0f, v = 0.
γ < +∞
κ = +∞ u = v = 0.
γ = +∞
(3.6c)
Theorem 3.1. Assume (2.2)–(2.5), (3.2), then the sequence (uε) of the solutions of (3.1)
converges -weakly in L∞(0, T ;H 10 (Ω,R3)) to u and the sequence (vε) defined by (3.3)
converges -weakly in L∞(0, T ;Mb(Ω,R3)) to v where (u, v) is the unique solution
of the system of equations in Ω × (0, T ) given by (3.6b) associated with the boundary
conditions (3.4), (3.5).
Remark 3.2. An interesting feature about the vibration problem lies in the memory effects
that may be observed unlike the static case: assume for simplicity that the Lamé coefficients
are constants (λε = λ0, µε = µ0 in Ω) and that 0 < γ,ρ1 < +∞. Then, by (2.3), k = 0
and the limit problem is the coupled system of equations given in (3.6b). The auxiliary
variable v can be computed in terms of u and f :
vi(x, t) =
t∫
0
sinωi(t − τ )
ωi
(
fi(x, τ )+ω2i ui(x, τ )
)
dτ + V0i(x) sinωit
ωi
+U0i (x) cosωit,
ω2α = 2µ0
χ + 1
χ
πγ
ρ1
if α = 1,2, ω23 = 2µ0
πγ
ρ1
, i ∈ {1,2,3},
yielding after substitution:
ρ0
∂2ui
∂t2
− div(σ0(u))i + ρ1ω2i
(
ui −ωi
t∫
0
sin
(
ωi(t − τ )
)
ui(τ )dτ
)
= ρ0fi + ρ1ωi
t∫
0
sin
(
ωi(t − τ )
)
fi(τ )dτ + ρ1ωiV0i (x) sin(ωi t)
+ ρ1ω2i U0i (x) cos(ωi t),
bringing to the fore the presence of memory terms in the limit problem, although the Lamé
coefficients are uniformly bounded.
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4. A priori estimatesIn the sequel, the letter “C” denotes a suitable positive constant independent on ε and
which may vary from line to line. We denote by uε the solution of (1.1). The measure mε
on Ω is defined by:
mε := |Ω ||Tε|1Tε (x)dx. (4.1)
We denote by (Rε) a sequence of positive reals such that
rε  Rε  ε and lim
ε→0 ε
2 lnRε = 0. (4.2)
We introduce the following subsets of R2:
CRε :=
{
(x1, x2) ∈R2,
√
x21 + x22 =
Rε
ε
}
, CiRε := ε
({i} +CRε ),
Crε :=
{
(x1, x2) ∈R2,
√
x21 + x22 =
rε
ε
}
, Cirε := ε
({i} +Crε),
DRε :=
{
(x1, x2) ∈R2,
√
x21 + x22 <
Rε
ε
}
, DiRε := ε
({i} +DRε ),
Crε,Rε :=
{
(x1, x2) ∈R2, rε
ε
<
√
x21 + x22 <
Rε
ε
}
, Cirε,Rε := ε
({i} +Crε,Rε ),
Crε :=
⋃
i∈Iε
Cirε , CRε :=
⋃
i∈Iε
CiRε , Crε,Rε :=
⋃
i∈Iε
Cirε,Rε ,
Biε := Cirε,Rε × (0,L), Bε :=
⋃
i∈Iε
Biε, (4.3)
and the functions u˜ε and v˜ε defined on Ω by:
u˜ε(x1, x2, x3) :=
∑
i∈Iε
( ∫
−
CiRε
uε(s1, s2, x3)dH1(s1, s2)
)
1Y iε (x1, x2),
v˜ε(x1, x2, x3) :=
∑
i∈Iε
( ∫
−
Cirε
uε(s1, s2, x3)dH1(s1, s2)
)
1Y iε (x1, x2), (4.4)
where Y iε , Iε are given by (2.1). The following lemma specifies the asymptotic behaviour
of these sequences.
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Lemma 4.1. Let uε be a sequence in H 1(Ω,R3) and let mε, (u˜ε), (v˜ε) be defined by (4.1),
(4.4). Then the following estimates hold:∫
Ω
|uε − u˜ε|2 dx  Cε2| lnRε|
∫
Ω
|∇uε|2 dx,
∫
Tε
|uε − v˜ε|2 dx Cr2ε
∫
Tε
|∇uε|2 dx,
∫
Ω
|u˜ε − v˜ε|2 dx Cε2| ln rε|
∫
Ω
|∇uε|2 dx,
∫
Ω
|u˜ε|2 dx =
∫
|u˜ε|2 dmε,
∫
Ω
|v˜ε|2 dx =
∫
|v˜ε|2 dmε. (4.5)
Proof. The two first inequalities of (4.5) are established in [5], p. 420. The third one can
be easily deduced from the last formula of [5], p. 419. The last line of (4.5) follows from
(4.4). 
We also recall (see [5], Lemma A2, p. 431):
Lemma 4.2. Let νε and ν be bounded Radon measures on a compact K ⊂ RN such that
νε

⇀ ν. Let (fε) a sequence of νε-measurable functions such that supε
∫ |fε|2 dνε < +∞.
Then the sequence of measures fενε is sequentially relatively compact in the -weak
topology σ(Mb(K),Cb(K)) and every cluster point m is of the form m = f ν, with
f ∈ L2ν . Moreover, if fενε

⇀ f ν, then lim infε→0
∫ |fε|2 dνε  ∫ |f |2 dν.
In the case 0 < κ +∞, we will use the following variant of the two-scale convergence
introduced in [2,18]. Let D be defined by (2.1): a sequence (fε) in L2(Ω) will be said to
two-scale converge to f0 ∈ L2(Ω × D) with respect to the variable x ′ := (x1, x2) if for
each Ψ ∈D(Ω,C∞
 (Y )),
lim
ε→0
∫
fε(x)Ψ
(
x,
yε(x
′)
rε
)
dmε = 1
π
∫
Ω×D
f0(x, y)Ψ (x, y)dx dy, (4.6)
where
yε(x
′) := x ′ − iε if x ′ ∈ Y iε . (4.7)
This convergence will be simply denoted fε ⇀⇀f0. We have (see [19], Lemma 2):
Lemma 4.3. Any sequence (fε) in L2(Ω) such that
∫ |fε|2 dmε is bounded has a two-scale
converging subsequence in the sense of (4.6).
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The following proposition particularizes the asymptotic behaviour of various sequences
associated with the sequence (uε) of the solutions of (1.1).
Proposition 4.4. (a) Assume (2.2)–(2.5), (4.4) and let uε be the solution of (1.1). Then the
following a priori estimates hold:∫
Ω
|uε|2 dx  C,
∫
|uε|2 dmε  C,
∫
Ω
σε(uε) : e(uε)dx  C,
∫
Ω
|∇uε|2 dx  C,
∫ ∣∣∣∣∂uε3∂x3
∣∣∣∣2 dmε  Ckε ,
∫
kε
∣∣e(uε)∣∣2 dmε  C,∫
|uε1|2 dmε  C
r2ε kε
,
∫
|uε2|2 dmε  C
r2ε kε
,
∫ ∣∣∣∣uε3rε
∣∣∣∣2 dmε  Cr2ε kε , (4.8)
and there exists a field u ∈ H 10 (Ω,R3) and a field v ∈ L2(Ω,R3) such that, up to a
subsequence
uε ⇀ u weakly in H 10
(
Ω,R3
)
, u˜ε → u strongly in L2
(
Ω,R3
)
,
vε

⇀ v -weakly inMb
(
Ω
)
, v˜ε ⇀ v weakly in L2
(
Ω,R3
)
,
u = v if γ = +∞, v3 = 0 if k = +∞, v = 0 if κ = +∞. (4.9)
Moreover:
(i) If 0 < k +∞, then
v3 ∈ L2
(
ω,H 10 (0,L)
)
,
∂uε3
∂x3
mε

⇀
∂v3
∂x3
dx -weakly inMb
(
Ω
)
,
v3 = 0 if k = +∞. (4.10)
(ii) If κ ∈ ]0,+∞], then v ∈ (L2(ω,H 20 (0,L)))3 (and v3 = 0 by (4.10)) and there exists
v0 ∈ L2(Ω ×D,R3), w0 ∈ L2(Ω ×D), χf ∈ L2(Ω ×D,R9sym) such that, up to a
subsequence,
uε ⇀⇀ v0,
uε3
rε
⇀⇀w0,
1
rε
∂uε3
∂x3
⇀⇀ξ in accordance with (4.6). (4.11)
Besides, there exists r ∈ L2(ω) and S ∈ L2(ω,H 1(0,L)) such that
v0(x, y)= v(x) + r(x1, x2)(−y2e1 + y1e2), a.e. on Ω ×D,
w0(x, y)= −y1 ∂v1
∂x3
(x)− y2 ∂v2
∂x3
(x)+ S(x), a.e. on Ω ×D,
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v1, v2 ∈ L2
(
ω,H 2(0,L)
)
, v1 = v2 = ∂v1
∂x
= ∂v2
∂x
= 0 on ω × {0,L},3 3
ξ(x, y)= ∂w0
∂x3
(x, y)= ∂S
∂x3
(x)− ∂
2v1
∂x23
(x)y1 − ∂
2v2
∂x23
(x)y2, a.e. on Ω ×D,
v = 0 if κ = +∞. (4.12)
(b) Assume γ = 0, (2.2)–(2.4), (4.4) and (2.18). Then the same conclusions hold up to
the following modifications:
– The estimate
∫ |uε|2 dmε  C and the second line of (4.9) hold only if κ > 0.
– If κ = 0 and k > 0, vε3 and v˜ε3 must be substituted for vε and v˜ε in the second line
of (4.9).
Proof. We multiply (1.1) by uε , integrate by parts over Ω and use Hölder inequality to
find: ∫
Ω
σε(uε) : e(uε)dx =
∫
Ω
ρεf.uε 
(∫
Ω
|f |2ρε dx
)1/2(∫
Ω
|uε|2ρε dx
)1/2
. (4.13)
By (2.3) we have ρε(x) C(1 + |Ω||Tε |1Tε ) on Ω , hence by Poincaré inequality there holds:∫
Ω
|uε|2ρε dx  C
∫
Ω
|uε|2 dx +C
∫
|uε|2 dmε
 C
∫
Ω
|∇uε|2 dx +C
∫
|uε|2 dmε. (4.14)
The estimates (4.5) and Poincaré inequality yield:∫
|uε|2 dmε  2
∫
|uε − v˜ε|2 dmε + 2
∫
|v˜ε|2 dmε
= 2 |Ω ||Tε|
∫
Tε
|uε − v˜ε|2 dx + 2
∫
Ω
|v˜ε|2 dx
 C ε
2
r2ε
∫
Tε
|uε − v˜ε|2 dx
+ 4
∫
Ω
|v˜ε − u˜ε|2 dx + 4
∫
Ω
|u˜ε − uε|2 dx + 4
∫
Ω
|uε|2 dx
 C
(
ε2 + ε2| ln rε| + ε2| lnRε| + 1
)∫
Ω
|∇uε|2 dx
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 C
∫
|∇uε|2 dx. (4.15)
Ω
In the last inequality, we used that ε2| lnRε|  1 and ε2| ln rε| C (see (4.2), (2.4), (2.5)).
By the Korn inequality in H 10 (Ω,R
3) and the assumption µε > c > 0 (see (2.3)) we have:∫
Ω
∣∣∇(uε)∣∣2 dx  C ∫
Ω
∣∣e(uε)∣∣2 dx  C ∫
Ω
σε(uε) : e(uε)dx. (4.16)
Collecting (4.13)–(4.16), we infer:
∫
Ω
|uε|2ρε dx  C
(∫
|f |2ρε dx
)1/2(∫
|uε|2ρε dx
)1/2
.
Since ρ1 < +∞, the measure ρε1Ω dx is bounded (see (2.3)) hence the quantity∫ |f |2ρε dx is bounded (recall that f is assumed to be continuous). We deduce that∫
Ω
|uε|2ρε dx is bounded and then, by (4.13), (4.15), (4.16) we get:∫
Ω
|uε|2 dx  C,
∫
|uε|2 dmε  C,
∫
Ω
σε(uε) : e(uε)dx  C,
∫
Ω
|∇uε|2 dx  C.
(4.17)
Next we consider the Korn inequality in the cylinder T := D × (0,L), in the set of fields
w ∈ H 1(T ,R3) vanishing on D × {0}:∫
T
|w|2 dy  C
∫
T
∣∣e(w)∣∣2 dy. (4.18)
Let i = (i1, i2) ∈ Iε . By setting
wα(y1, y2, y3) := uα
(
rε(y1 − i1), rε(y2 − i2), y3
)
, α ∈ {1,2};
w3(y) := 1
rε
u3
(
rε(y1 − i1), rε(y2 − i2), y3
)
,
noticing that
e(w)(y1, y2, y3) =
 rε
∂u1
∂x1
rε
2
(
∂u1
∂x2
+ ∂u2
∂x1
) 1
2
(
∂u1
∂x3
+ ∂u3
∂x1
)
rε
2
(
∂u1
∂x2
+ ∂u2
∂x1
)
rε
∂u2
∂x2
1
2
(
∂u2
∂x3
+ ∂u3
∂x2
)
1
2
(
∂u1
∂x3
+ ∂u3
∂x1
) 1
2
(
∂u2
∂x3
+ ∂u3
∂x2
) 1
rε
∂u3
∂x3

× (rε(y1 − i1), rε(y2 − i2), y3),
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we infer, by making the change of variable (x1, x2, x3) = (rε(y1 − i1), rε(y2 − i2), y3) in
(4.18), ∫
T iε
(
|u1|2 + |u2|2 +
∣∣∣∣u3rε
∣∣∣∣2)dx  C ∫
T iε
∣∣∣∣ 1rε e(u)
∣∣∣∣2 dx.
We deduce, by summing over i ∈ Iε , that the following inequality holds for all u ∈
H 10 (Ω,R
3): ∫
Tε
(
|u1|2 + |u2|2 +
∣∣∣∣u3rε
∣∣∣∣2)dx  C ∫
Tε
∣∣∣∣ 1rε e(u)
∣∣∣∣2 dx. (4.19)
Applying (4.19) to the solution (uε) of (1.1), by (2.3) and (4.1) we obtain:∫ (
|uε1|2 + |uε2|2 +
∣∣∣∣uε3rε
∣∣∣∣2)dmε  Cr2ε
∫ ∣∣e(uε)∣∣2 dmε
= C
r2ε kε
∫
Ω
σε(uε) : e(uε)dx. (4.20)
By (4.17) and (4.20), we infer the a priori estimates (4.8).
Let us prove (4.9): first by (4.8), (uε) is bounded in H 10 hence converges, up to a
subsequence, weakly in H 10 and strongly in L2 to a field u. By the first line of (4.5), (4.17)
and (4.2), the sequence (u˜ε) converges strongly in L2 to u.
By applying Lemma 4.2 to νε = mε and fε = uε , there exists a field v ∈ L2(Ω,R3),
such that
uεmε (= vε dx) ⇀ v dx -weakly inMb
(
Ω
)
. (4.21)
By the second line of (4.5), the quantity ∫ |uε − v˜ε|2 dmε converges to 0, hence we can
apply Lemma 4.2 to fε = uε − v˜ε , νε = mε . We obtain (uε − v˜ε)mε ⇀ 0 and then by
(4.21) that
v˜εmε

⇀ v dx -weakly inMb
(
Ω
)
. (4.22)
It follows also that ∫
|v˜ε|2 dmε  C, (4.23)
therefore by the last line of (4.5) the sequence v˜ε is bounded in L2. We deduce that there
exists g ∈ L2(Ω,R3) such that up to a subsequence,
v˜ε ⇀ g weakly in L2
(
Ω,R3
)
. (4.24)
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Let us test the convergences (4.21) and (4.24) with a continuous field ϕ. We set:ϕε(x1, x2, x3) :=
∑
i∈Iε
(∫
−
Y iε
ϕ(s1, s2, x3)ds1 ds2
)
1Y iε (x1, x2). (4.25)
Notice that by (4.4) there holds ∫
Ω
v˜εϕ dx =
∫
v˜εϕε dmε, hence by the second line of (4.5),
(4.25) and (4.23), we obtain:∣∣∣∣∣
∫
Ω
(vε − v˜ε).ϕ dx
∣∣∣∣∣=
∣∣∣∣∫ (uεϕ − v˜εϕε)dmε∣∣∣∣

∣∣∣∣∫ (uε − v˜ε)ϕ dmε∣∣∣∣+ ∣∣∣∣∫ v˜ε.(ϕ − ϕε)dmε∣∣∣∣

∣∣∣∣∫ |uε − v˜ε|2 dmε∣∣∣∣1/2∣∣∣∣∫ |ϕ|2 dmε∣∣∣∣1/2
+
∣∣∣∣∫ |v˜ε|2 dmε∣∣∣∣1/2∣∣∣∣∫ |ϕ − ϕε|2 dmε∣∣∣∣1/2  Cε,
and deduce from the arbitrary nature of ϕ that g = v.
As regards the last line of (4.9), notice that if γ = +∞, then by the third line of (4.5),
(u˜ε − v˜ε) converges strongly to 0 in L2(Ω), hence u = v, and if k = +∞, by the third
line of (4.8) we have: ∫ |uε3|2 dmε → 0, thus v3 = 0. If κ = +∞ the same argument yields∫ |uε|2 dmε → 0 and we infer v = 0. Assertion (4.9) is proved.
If 0 < k +∞, then by (4.8) the quantity ∫ ∣∣ ∂uε3
∂x3
∣∣2 dmε is bounded, hence we can apply
Lemma 4.2 to fε := ∂uε3∂x3 . By using regular test functions, we infer that
∂uε3
∂x3
mε -weakly
converges to ∂v3
∂x3
dx . Next, by passing to the limit in∫
∂ϕ
∂x3
uε dmε = −
∫
ϕ
∂uε
∂x3
dmε,
for arbitrary test functions ϕ ∈ C1(Ω), we easily check that v3 ∈ L2(ω,H 10 (0,L)).
Assertion (4.10) is proved.
If κ > 0, then by (4.8) the sequences ∫ |uε|2 dmε , ∫ ∣∣uε3rε ∣∣2 dmε and ∫ ∣∣ 1rε ∂uε3∂x3 ∣∣2 dmε
are bounded, hence by Lemma 4.3 we obtain (4.11). The proof of (4.12) is obtained by
repeating the argument of the proof of Proposition 3.8 and of the identities (4.36) of [6]
(see also [19], Lemma 6).
Finally let us discuss the case γ = 0. Then by (2.18) there holds:
∫
Ω
σε(uε) : e(uε)dx =
∫
Ω
ρεf.uε dx  C
(∫
Ω
|f |2 dx
)1/2(∫
Ω
|uε|2 dx
)1/2
. (4.26)
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Repeating the previous argument we obtain:∫
Ω
|uε|2 dx  C
∫
Ω
|∇uε|2 dx 
∫
Ω
σε(uε) : e(uε)dx  C
(∫
Ω
|uε|2 dx
)1/2
,
from which we deduce the first line of (4.8) except the second estimate. The second
and the third lines of (4.8) are proved in the same way as before. The compactness
properties relative to the sequences vε, v˜ε are inferred from the third line of (4.8) (the
estimate
∫ |uε|2 dmε  C is not valid anymore) and the rest of the proof is modified
accordingly. 
The following lemma yields the explicit solution of an elementary elasticity problem,
which is at the root of the construction of the oscillating sequence of test functions used in
the proofs of Theorems 2.1 and 3.1.
Lemma 4.5. Let R1 and R2 be two positive reals such that R1 <R2 and let:
DR1,R2 :=
{
x ∈R2, R21 < |x|2 <R22
}
,
CR1 :=
{
x ∈R2, |x|2 = R21
}
, CR2 :=
{
x ∈R2, |x|2 = R22
}
.
Then the solution θ ∈ C∞(DR1,R2 ,R2) of the plane strain problem:
−divσ = 0 in DR1,R2,
σ = λ tr e(θ)I
R2 + 2µe(θ),
θ = e1 on CR1 ; θ = 0 on CR2 ,
is given in complex representation by:
(θ1 + iθ2)(z) = A2µ
(
χ
(
ln z + ln z)+ z2
R21 +R2
− z
z
− 2zz
χ(R21 +R22)
+ 2χ(R
2
1 lnR2 −R22 lnR1)
R22 −R21
+ R
2
1R
2
2
(R21 +R22)z2
)
+ R
2
2
R22 −R21
, (4.27)
where
A := µ
R22−R21
χ(R22+R21 )
− χ ln(R2
R1
) , χ := λ+ 3µλ+µ .
Moreover, the components σrr and σrθ of the tensor σ in the polar basis (er , eθ ) are:
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σrr = A cosθ
(
− 2R
2
1R
2
2
2 2
1
3 + (3 + χ)
1 + 22 2 r
)
,(R1 +R2) r r χ(R1 +R2)
σrθ = A sin θ
(
− 2R
2
1R
2
2
(R21 +R22)
1
r3
+ (1 − χ)1
r
+ 2
χ(R21 +R22)
r
)
. (4.28)
Proof. The solution θ is characterized by a stress function (Airy function)U :DR1,R2 →R.
Being biharmonic, this function admits a complex representation of the following type
(see [17]):
U = Re(zϕ(z)+ Υ (z)),
where ϕ and Υ are holomorphic functions on DR1,R2 . The displacement θ and the stress
tensor σ are given in terms of U by:
2µ
(
θ1(z)+ iθ2(z)
)= χϕ(z)− zϕ′(z)− Υ ′(z),
σ11 + σ22 = 4 Reϕ′(z), σ22 − σ11 + 2iσ12 = 2
[
zϕ′′(z)+ψ ′(z)].
In the case of the circular ring DR1,R2 , the holomorphic functions ϕ and Υ ′ are represented
by a series:
ϕ(z) = A lnz +
+∞∑
k=−∞
akz
k, Υ ′(z) = B ln z +
+∞∑
k=−∞
a′kzk.
By writing the limit conditions, we obtain:
ak = 0 if k = 2, a2 = A
χ(R21 +R22)
, a′k = 0 if k /∈ {0,−2},
a′0 = −
2µR22
R22 −R21
− 2Aχ
R22 −R21
(
R21 lnR2 −R22 lnR1
)
, a′−2 = −
AR22R
2
1
R22 +R21
,
A = µ
R22−R21
χ(R22+R21 )
− χ ln(R2
R1
) , B = −χA,
and deduce (5.5), (4.28). 
5. Proof of Theorem 2.1
As in [4], the key point of the proof in the case k > 0 (the elementary case k = 0
is commented at the end of the section) consists of the construction of an appropriate
sequence of oscillating test fields (Φε) by which we will multiply (1.1), then pass to the
limit as ε → 0 in accordance with the convergences stated in Proposition 4.4, and get a
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weak formulation of the limit problem. Fixing two regular fields ϕ,ψ ∈ D(Ω,R3), we
define the field Φε as follows:
Φε = ϕ +
(
ψε1 − ϕ1
)
θ(1)ε +
(
ψε2 − ϕ2
)
θ(2)ε +
(
ψε3 − ϕ3
)
θ(3)ε . (5.1)
The definition of ψε (see (5.16), (5.52)) depends on the order of magnitude of the limits k
and κ defined by (2.3). For each p ∈ {1,2,3} the ε-periodic field θ(p)ε is the unique solution
in H 1(Ω,R3) of the following problem:
inf
{∫
Ω
(
1
2
λ0
∣∣tr(e(θ))∣∣2 +µ0∣∣e(θ)∣∣2)dx ∣∣∣∣ θ = ep in Tε, θ = 0 in Ω \ (Tε ∪Bε)
}
, (5.2)
where Bε is defined by (4.3). It is easy to see that θ(p)ε does not depend on x3 and that
θ(1)ε (x1, x2, x3) = θ(2)ε (x2, x1, x3), θ (1)ε3 = θ(2)ε3 = 0. (5.3)
The field θ(3)ε is given (using cylindrical coordinates (r, θ, x3) on each tube Biε) by:
θ(3)ε (x)=
lnRε − ln r
lnRε − ln rε e3 in Bε; θ
(3)
ε (x) = e3 in Tε;
θ(3)ε (x)= 0 in Ω \Bε. (5.4)
The explicit computation of θ(1)ε is performed by using the complex representation of the
general solution of the equations of the plane theory of elasticity (see Lemma 4.5). We
obtain on each Biε , setting z = (x1 − εi1)+ i(x2 − εi2):
(
θ
(1)
ε1 + iθ(1)ε2
)
(x)= A
2µ0
(
χ
(
ln z + ln z )+ z2
r2ε +R2ε
− z
z
− 2zz
χ(r2ε +R2ε )
+ 2χ(r
2
ε lnRε −R2ε ln rε)
R2ε − r2ε
+ r
2
ε R
2
ε
(r2ε +R2ε )z2
)
+ R
2
ε
R2ε − r2ε
, (5.5)
where χ is given by (2.6) and
A := µ0
R2ε−r2ε
χ(r2ε +R2ε ) − χ ln
Rε
rε
.
We denote by σ (p)ε the stress tensor associated with the displacement θ(p)ε , defined by:
σ (p)ε := λ0 tr
(
e
(
θ(p)ε
))
I + 2µ0e
(
θ(p)ε
) (
p ∈ {1,2,3}). (5.6)
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Notice that since θ(p)ε is the solution of (5.2), there holds:−divσ (p)ε = 0 on Bε, p ∈ {1,2,3}. (5.7)
By (5.4) and (5.6) , the tensor σ (3)ε is given on each Biε , in the basis (e1, e2, e3) and with
respect to the local cylindrical coordinates (r, θ, x3), by:
σ (3)ε =
−µ0
lnRε − ln rε
 0 0
1
r
cosθ
0 0 1
r
sin θ
1
r
cosθ 1
r
sin θ 0
 . (5.8)
For p = 1, we obtain in cylindrical coordinates (r, θ, x3) in the local cylindrical basis
(er, eθ , e3) on each tube Biε :
(
σ (1)ε
)
rr
= A cosθ
(
− 2r
2
ε R
2
ε
(r2ε +R2ε )
1
r3
+ (3 + χ)1
r
+ 2
χ(r2ε +R2ε )
r
)
,
(
σ (1)ε
)
rθ
= A sin θ
(
− 2r
2
ε R
2
ε
(r2ε +R2ε )
1
r3
+ (1 − χ)1
r
+ 2
χ(r2ε +R2ε )
r
)
. (5.9)
The expression of σ (1)ε .ν, where ν denotes the external normal on the lateral border of the
set of tubes Bε , is given in first approximation (using rε  Rε) in the local cylindrical basis
(er, eθ , e3) on each ∂Biε by:
σ (1)ε .νr=rε =
µ0
χrε| ln rε|
(
(χ + 1) cosθ er + (−1 − χ) sin θ eθ
)(
1 + o(1)),
σ (1)ε .νr=Rε =
µ0
χRε| ln rε|
((
3 + χ + 2
χ
)
cosθ er +
(
1 − χ + 2
χ
)
sin θ eθ
)(
1 + o(1)).
(5.10)
In particular, there holds (see (4.3)):
∣∣σ (1)ε .ν∣∣L∞(Crε )  Crε| ln rε| , ∣∣σ (1)ε .ν∣∣L∞(CRε )  CRε| ln rε| . (5.11)
By the Green formula, (5.7) and (5.9), we have for all i ∈ Iε (see (4.3)):∫
Cirε ,Rε
divσ (1)ε dx =
∫
Cirε
σ (1)ε .ν ds +
∫
CiRε
σ (1)ε .ν ds = 0,
∫
Cirε
σ (1)ε .ν ds =
2π(χ + 1)µ0
χ | ln rε|
(
1 + o(1))e1. (5.12)
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We multiply Eq. (1.1) by Φε and integrate it by parts over Ω :∫
Ω
σε(uε) : e(Φε)dx =
∫
Ω
ρεf.Φε dx. (5.13)
In order to compute the limit of the term of the left-hand side of (5.13), we split it into the
following sum of three terms (see (2.2), (2.3), (2.6)):∫
Ω
σε(uε) : e(Φε)dx = I1ε + I2ε + I3ε; I1ε =
∫
Ω\(Bε∪Tε)
σ0(uε) : e(ϕ)dx,
I2ε =
∫
Bε
σ0(uε) : e(Φε)dx, I3ε = kε
∫ (
lε tr
(
e(uε)
)+ 2e(uε)) : e(Φε)dmε. (5.14)
Up to a subsequence, we can assume that the convergences (4.9) and (4.10) stated in
Proposition 4.4 hold. In particular, the sequence (σ0(uε)) defined by (2.6) converges
weakly to σ0(u) in L2(Ω,R9sym). On the other hand, due to the assumption (4.2), the
sequence e(ϕ)1Ω\(Bε∪Tε) converges strongly in L2(Ω,R9sym) to the field e(ϕ). We deduce:
lim
ε→0 I1ε =
∫
Ω
σ0(u) : e(ϕ)dx. (5.15)
We distinguish now different cases:
Case 0 < k < +∞, 0 < γ < +∞. The field ψε is defined on each cell Y iε × (0,L), in
Cartesian coordinates in a basis of origin (εi,0) (i.e., located on the axis of the fiber T iε ),
by:
ψε(x) =
ψε1(x)ψε2(x)
ψε3(x)
+ rεW1(x, yε(x ′)
rε
)
, (5.16)
where yε(x ′) is given by (4.7), ψε is defined by:
ϕε(x) :=
∑
i∈Iε
(∫
−
Diε
ϕ dx ′
)
1Y iε , ψε(x) :=
∑
i∈Iε
(∫
−
Diε
ψ dx ′
)
1Y iε (5.17)
and
W1(x, y) :=

− lε2(lε+1)
∂ψε3
∂x3
y1
− lε2(lε+1)
∂ψε3
∂x3
y2
− ∂ψε1
∂x3
y1 − ∂ψε2∂x3 y2
 . (5.18)
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By (5.16) the field ψε converges to ψ in L∞(Ω,R3). Since θ(p)ε (p ∈ {1,2,3}) converges
2 3strongly to 0 in L (Ω,R ) (see (5.31) and (5.32)), we deduce that the sequence Φε defined
by (5.1) converges strongly to ϕ in L2(Ω,R3). By the -weak convergence in Mb(Ω) of
the sequence of measures (ρ1ε1Tε dx) to ρ1 dx (see (2.3)), recalling that f is continuous
we infer:
lim
ε→0
∫
Ω
ρεf.Φε dx = lim
ε→0
(
ρ0
∫
Ω\Tε
f.Φε dx +
∫
Tε
f.ψερ1ε dx
)
=
∫
Ω
ρ0f.ϕ dx +
∫
Ω
ρ1f.ψ dx. (5.19)
By (5.16) and (5.18) there holds:
e
(
ψε
)= ∂ψε3
∂x3
−
lε
2(lε+1) 0 0
0 − lε2(lε+1) 0
0 0 1
+ rεex(W1)(x, yε(x ′)
rε
)
, (5.20)
hence, by (1.1), (2.3) and (5.14):
I3ε = kε 3lε + 22(lε + 1)
∫
∂uε3
∂x3
∂ψε3
∂x3
dmε
+ kεrε
∫ (
lε tr
(
e(uε)
)+ 2e(uε)) : ex(W1)(x, yε(x ′)
rε
)
dmε. (5.21)
By (2.3) and (4.8), there holds:∣∣∣∣kεrε ∫ (lε tr(e(uε))+ 2e(uε)) : ex(W1)(x, yε(x ′)rε
)
dmε
∣∣∣∣
 Ckεrε
∫ ∣∣lε tr(e(uε))+ 2e(uε)∣∣dmε
 Crε
√
kε
∫ √
kε
∣∣e(uε)∣∣dmε
 Crε
√
kε
√∫
kε
∣∣e(uε)∣∣2 dmε  Crε√kε. (5.22)
By passing to the limit as ε → 0 in (5.21), taking into account (2.3), (4.10), (5.22) and the
uniform convergence of
( ∂ψε3
∂x3
)
to ∂ψ3
∂x3
, we obtain:
lim
ε→0 I3ε =
3l + 2
2(l + 1)k
∫
Ω
∂v3
∂x3
∂ψ3
∂x3
dx. (5.23)
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In order to calculate the limit of I2ε , we write:Φε(x) =
3∑
p=1
Φ(p)ε , Φ
(p)
ε := ϕp
(ep − θ(p)ε )+ψεpθ(p)ε ,
I2ε =
3∑
p=1
I
(p)
2ε , I
(p)
2ε :=
∫
Bε
σ0(uε) : e
(
Φ(p)ε
)
dx. (5.24)
We will prove that
lim
ε→0 I
(α)
2ε =
2π(χ + 1)µ0
χ
γ
∫
Ω
(ψα − ϕα)(vα − uα)dx, α ∈ {1,2}, (5.25)
and
lim
ε→0 I
(3)
2ε = −2µ0πγ
∫
Ω
(ψ3 − ϕ3)(u3 − v3)dx. (5.26)
To that aim we establish the following estimates for p ∈ {1,2,3}:∣∣∣∣∣I (p)2ε −
∫
Bε
(
ψεp − ϕp
)
e(uε) : σ (p)ε dx
∣∣∣∣∣ CRεε , p ∈ {1,2,3}, (5.27)∣∣∣∣∣
∫
Bε
(
ψεp − ϕp
)
e(uε) : σ (p)ε dx −
∫
∂Bε
(
ψεp − ϕp
)
uε.σ
(p)
ε .ν ds
∣∣∣∣∣
 C
√∣∣∣∣Rεε
∣∣∣∣4/3 1ε2| ln rε| . (5.28)
Proof of (5.27). Notice that by (5.16) we have:∣∣∇ψε∣∣L∞(Bε)  C, (5.29)
hence by (4.3), (4.8), (5.24) there holds:∣∣∣∣∣I (p)2ε −
∫
Bε
σ0(uε) :
(
ψεp − ϕp
)
e
(
θ(p)ε
)
dx
∣∣∣∣∣
=
∣∣∣∣∣
∫
Bε
σ0(uε) :
(∇ϕp ⊗ ep + ∇(ψεp − ϕp)⊗ θ(p)ε )dx
∣∣∣∣∣
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√√√∫ (∣∣ (p)∣∣2 )
√√√√(∫ ∣∣ (p)∣∣2 ) R2εC√
Bε
θε + 1 dx  C√
Bε
θε dx +
ε2
. (5.30)
If p = 3, then by (5.4) |θε3| 1 and (5.27) follows. If p ∈ {1,2}, then by (5.2), the field
θ
(p)
ε , seen as a displacement of the plane, belongs to H 10 (D
i
Rε
,R2) for each i ∈ Iε , where
DiRε is defined by (4.3). By applying successively the Poincaré inequality in H 10 (DiRε ,R2),
then the Korn inequality in H 10 (D
i
Rε
,R2), taking (5.6), (5.12) into account we obtain:
∫
Bε
∣∣θ(p)ε ∣∣2 dx  L∫
0
dx3
∑
i∈Iε
∫
DiRε
∣∣θ(p)ε ∣∣2 dx  CR2ε L∫
0
dx3
∑
i∈Iε
∫
DiRε
∣∣∇θ(p)ε ∣∣2 dx
 CR2ε
L∫
0
dx3
∑
i∈Iε
∫
DiRε
∣∣e(θ(p)ε )∣∣2 dx  CR2ε ∫
Ω
∣∣σ (p)ε ∣∣2 dx. (5.31)
The explicit computation (5.9) of σ (p)ε yields for p ∈ {1,2,3} (see (5.3)):∫
Ω
∣∣σ (p)ε ∣∣2 dx  Cε2| ln rε| . (5.32)
By combining (5.30), (5.31) and (5.32) we get (5.27). 
Proof of (5.28). By integration by parts, we have (see (5.7)):∫
Bε
(
ψεp − ϕp
)
e(uε) : σ (p)ε dx −
∫
∂Bε
(
ψεp − ϕp
)
uε.σ
(p)
ε .ν ds
= −
∫
Bε
uε.σ
(p)
ε .∇
(
ψεp − ϕp
)
dx. (5.33)
By (5.29) and (5.32) there holds:
∣∣∣∣∣
∫
Bε
uε.σ
(p)
ε .∇
(
ψεp − ϕp
)
dx
∣∣∣∣∣ C
∫
Bε
|uε|
∣∣σ (p)ε ∣∣dx  C
√√√√∫
Bε
|uε|2 dx
√
1
ε2| ln rε| .
(5.34)
On the other hand, since uε is bounded in H 1(Ω,R3), it is also bounded in L6(Ω,R3)
(see [9], Corollary IX.14) hence by the Hölder inequality:
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∫
|uε|2 dx 
(∫
|uε|6 dx
)1/3
|Bε|2/3  C
∣∣∣Rε ∣∣∣4/3. (5.35)
Bε Ω
∣ ε ∣
The estimate (5.28) follows from (5.33)–(5.35). 
Assertions (5.25) and (5.26) ensue then from (5.27), (5.28) and the two following
estimates established below:
lim
ε→0
∫
∂Bε
(
ψεα − ϕα
)
uε.σ
(α)
ε .ν ds
= 2π(χ + 1)µ0
χ
γ
∫
Ω
(ψα − ϕα)(vα − uα)dx, α ∈ {1,2}, (5.36)
lim
∫
∂Bε
(
ψε3 − ϕ3
)
uε.σ
(3)
ε .ν ds = −2µ0πγ
∫
Ω
(ψ3 − ϕ3)(u3 − v3)dx. (5.37)
Proof of (5.36). We set α = 1 (case α = 2 will follow next from (5.3)) and establish:
∣∣∣∣∣
L∫
x3=0
dx3
( ∫
Crε
(
ψε1 − ϕ1
)
(v˜ε − uε).σ (1)ε .ν ds
)∣∣∣∣∣ C rε| ln rε| ,
∣∣∣∣∣
L∫
x3=0
dx3
( ∫
CRε
(
ψε1 − ϕ1
)
(u˜ε − uε).σ (1)ε .ν ds
)∣∣∣∣∣ C Rε| ln rε| . (5.38)
Using Hölder’s inequality, (4.4), (5.11) and (5.16) we write:
∣∣∣∣∣
L∫
x3=0
dx3
(∑
i∈Iε
∫
Cirε
(
ψε1 − ϕ1
)
(v˜ε − uε).σ (1)ε .ν ds
)∣∣∣∣∣
 C
∥∥σ (1)ε .ν∥∥L∞(Crε )
L∫
x3=0
dx3
∑
i∈Iε
∫
Cirε
|v˜ε − uε|ds
 C 1
rε| ln rε|
L∫
x3=0
dx3
∑
i∈Iε
∫
Cirε
∣∣∣∣∣
( ∫
−
Cirε
uε ds
)
− uε
∣∣∣∣∣ds. (5.39)
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By a change of variable in the following inequality on H 1(D), which, can be easily proved
2by reducing it to the absurd (D := disk of radius 1 in R ),∫
∂D
∣∣∣∣∣
( ∫
−
∂D
w ds
)
−w
∣∣∣∣∣ds  C
∫
D
|∇w|2 dx, ∀w ∈ H 1(D),
we obtain, for a.e. x3, ∫
Cirε
∣∣∣∣∣
( ∫
−
Cirε
uε ds
)
− uε
∣∣∣∣∣ds  Cr2ε
∫
Diε
|∇uε|2 dx,
where Diε is given by (2.1), hence by (4.8) and (5.39),∣∣∣∣∣
L∫
x3=0
dx3
(∑
i∈Iε
∫
Cirε
(
ψε1 − ϕ1
)
(v˜ε − uε).σ (1)ε .ν ds
)∣∣∣∣∣
 C 1
rε| ln rε|
L∫
x3=0
dx3
∑
i∈Iε
∫
Diε
r2ε |∇uε|2 dx ′  C
rε
| ln rε|
∫
Ω
|∇uε|2 dx
 C rε| ln rε| .
By the same argument we find:
∣∣∣∣∣
L∫
x3=0
dx3
(∑
i∈Iε
∫
CiRε
(
ψε1 − ϕ1
)
(u˜ε − uε).σ (1)ε .ν ds
)∣∣∣∣∣C Rε| ln rε| ,
and deduce (5.38).
Next we show that∣∣∣∣∣
L∫
0
dx3
∫
Crε
(ψε1 −ψε1 + ϕε1 − ϕ1)v˜ε.σ (1)ε .ν ds
∣∣∣∣∣ C rεε2| ln rε| |v˜ε|L2(Ω,R3),
∣∣∣∣∣
L∫
0
dx3
∫
CRε
(ψε1 −ψε1 + ϕε1 − ϕ1)u˜ε.σ (1)ε .ν ds
∣∣∣∣∣ C Rεε2| ln rε| |u˜ε|L2(Ω,R3). (5.40)
For this purpose, we consider the following estimates deduced from (2.1), (4.3), (5.10),
(5.16), (5.17):
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|ψε1 −ψε1 + ϕε1 − ϕ1|L∞(Crε )  Crε, |ψε1 −ψε1 + ϕε1 − ϕ1|L∞(CRε ) CRε.
(5.41)
We infer from (4.4), (5.11), (5.41),
∣∣∣∣∣
L∫
0
dx3
∫
Crε
(ψε1 −ψε1 + ϕε1 − ϕ1)v˜ε.σ (1)ε .ν ds
∣∣∣∣∣
 C| ln rε|
L∫
0
dx3
∫
Crε
|v˜ε|ds  C rε
ε2| ln rε|
∫
Ω
|v˜ε|dx  C rε
ε2| ln rε| |v˜ε|L2
and
∣∣∣∣∣
L∫
0
dx3
∫
CRε
(ψε1 −ψε1 + ϕε1 − ϕ1)u˜ε.σ (1)ε .ν ds
∣∣∣∣∣
 C| ln rε|
L∫
0
dx3
∫
CRε
|u˜ε|ds  C Rε
ε2| ln rε|
∫
Ω
|u˜ε|dx  C Rε
ε2| ln rε| |u˜ε|L2 .
This proves (5.40).
The fields (ψε1 − ϕε1)u˜ε and (ψε1 − ϕε1)v˜ε being independent of (x1, x2) on each cell
Y
(i)
ε , by the first line of (5.12) we have for a.e. x3 and for all i ∈ Iε:∫
Cirε
(ψε1 − ϕε1)v˜ε.σ (1)ε .ν ds +
∫
CiRε
(ψε1 − ϕε1)u˜ε.σ (1)ε .ν ds
= (ψε1 − ϕε1)(v˜ε − u˜ε).
∫
Cirε
σ (1)ε .ν ds
= 1
ε2
( ∫
Cirε
σ (1)ε .ν ds
)
.
∫
Y iε
(ψε1 − ϕε1)(v˜ε − u˜ε)dx ′. (5.42)
The field σ (1)ε defined by (5.6) is ε-periodic and does not depend on x3, thus we have:∫
Cirε
σ (1)ε .ν ds =
∫
C
(0,0)
rε
σ (1)ε .ν ds, ∀i ∈ Iε. (5.43)
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By (5.43), summing (5.42) over i ∈ Iε , and integrating with respect to x3 over (0,L), we
infer:
L∫
0
∫
Crε
(ψε1 − ϕε1)v˜ε.σ (1)ε .ν ds dx3 +
L∫
0
∫
CRε
(ψε1 − ϕε1)u˜ε.σ (1)ε .ν ds dx3
= 1
ε2
( ∫
C
(0,0)
rε
σ (1)ε .ν ds
)
.
∫
Ω
(
ψε1 − ϕε1
)
(v˜ε − u˜ε)dx. (5.44)
By the second line of (5.12), the uniform convergence of (ψε1 − ϕε1) to (ψ1 − ϕ1) on Ω
and the weak convergence of (v˜ε − u˜ε) to v − u in L2(Ω,R3) stated in (4.9) we have:
lim
ε→0
1
ε2
( ∫
C
(0,0)
rε
σ (1)ε .ν ds
)
.
∫
Ω
(
ψε1 − ϕε1
)
(v˜ε − u˜ε)dx
= 2π(χ + 1)µ0γ
χ
∫
Ω
(ψ1 − ϕ1)(v1 − u1)dx. (5.45)
Collecting (5.38), (5.40), (5.44) and (5.45), and recalling that γ < +∞ and that the
sequences (u˜ε), (v˜ε) are bounded in L2, we obtain (5.36).
Proof of (5.37). To begin, let us first prove the estimate:∣∣∣∣∣
∫
∂Bε
(
ψε3 − ϕ3
)
uε.σ
(3)
ε .ν ds −
∫
∂Bε
(ψε3 − ϕε3)uε.σ (3)ε .ν ds
∣∣∣∣∣ C 1ε2| ln rε|
√
ε2| lnRε|.
(5.46)
To that aim, we fix a function η ∈ D(Y ) extended by Y -periodicity to R2 and such that
η = 1 in a neighbourghood of (0,0), and we set:
Uε := η
(
x ′
ε
)
gεuε3, gε := ϕε3 − ϕ3 +ψε3 −ψε3. (5.47)
Then Uε ∈ H 1(Ω) and by (5.16), (5.17), (5.20) we have:∣∣∣∣∇(η(x ′ε
))∣∣∣∣< Cε , |gε|L∞(Ω) < Cε, |∇gε|L∞(Ω) < C.
By (4.8) we infer:
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|Uε|2 dx C|gε|2L∞(Ω)
∫
|uε|2 dx  Cε2,Ω Ω∫
Ω
|∇Uε|2 dx C
∫
Ω
(
ε2|∇uε3|2 + |uε|2
)
dx  C,
∫
|Uε|2 dmε  C|gε|2L∞(Ω)
∫
|uε|2 dmε  Cε2. (5.48)
Let us define the sequences Vε, U˜ε, V˜ε by substituting Uε for uε and Vε for vε in (2.7) and
(4.4). Then the estimates (4.5) stated in Lemma 4.1 hold with Uε,Vε in place of uε, vε . By
(4.5) and (5.48) we have:∫
Ω
∣∣U˜ε∣∣2 dx  ∫
Ω
∣∣Uε − U˜ε∣∣2 dx + ∫
Ω
|Uε|2 dx  Cε2| lnRε|,
∫
Ω
∣∣V˜ε∣∣2 dx = ∫ ∣∣V˜ε∣∣2 dmε  ∫ ∣∣V˜ε −Uε∣∣2 dmε + ∫ |Uε|2 dmε
 Cε2
∫
Ω
|∇Uε|2 dx +Cε2  Cε2.
We deduce that ∫
Ω
∣∣U˜ε − V˜ε∣∣dx C
√√√√∫
Ω
∣∣U˜ε − V˜ε∣∣2 dx  C√ε2| lnRε|. (5.49)
On the other hand, since η = 1 in a neighbourghood of (0,0), for ε small enough we have
by (5.8), (5.47), (5.49):∣∣∣∣∣
∫
∂Bε
(
ψε3 − ϕ3
)
uε.σ
(3)
ε .ν ds −
∫
∂Bε
(ψε3 − ϕε3)uε.σ (3)ε .ν ds
∣∣∣∣∣
=
∣∣∣∣∣
∫
∂Bε
gεuε.σ
(3)
ε .ν ds
∣∣∣∣∣
=
∣∣∣∣∣2π −µ0lnRε − ln rε ∑
i∈Iε
L∫
0
(
−
∫
−
Cirε
gεuε3 ds +
∫
−
CiRε
gεuε3 ds
)
dx3
∣∣∣∣∣
=
∣∣∣∣∣2π −µ0lnRε − ln rε ∑
i∈Iε
L∫
0
(
−
∫
−
Cirε
Uε ds +
∫
−
CiRε
Uε ds
)
dx3
∣∣∣∣∣
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=
∣∣∣∣2π −µ02 ∫ (V˜ε − U˜ε)dx
∣∣∣∣ C√ε2| lnRε|2 .∣ ε (lnRε − ln rε)
Ω
∣ ε | ln rε|
Estimate (5.46) is proved.
By (4.4), (5.17), (5.8) we have:∫
∂Bε
(ψε3 − ϕε3)uε.σ (3)ε .ν ds
= 2π −µ0
lnRε − ln rε
∑
i∈Iε
L∫
0
(
−
∫
−
Cirε
(ψε3 − ϕε3)uε3 ds +
∫
−
CiRε
(ψε3 − ϕε3)uε3 ds
)
dx3
= 2π −µ0
ε2(lnRε − ln rε)
∫
Ω
(ψε3 − ϕε3)(u˜ε3 − v˜ε3)dx. (5.50)
Using (5.46), (5.50), the weak convergence of (u˜ε3 − v˜ε3) to u3 − v3 in L2(Ω) (see (4.9))
and the strong convergence of (ψε3 − ϕε3) to ψ3 − ϕ3 in L∞(Ω) (see (5.16), (5.17)) we
obtain (5.37).
We are now in position to conclude the proof of Theorem 2.1 in the case 0 < k < +∞,
0 < γ < +∞: by passing to the limit in (5.13) as ε → 0, collecting (5.14), (5.15), (5.19),
(5.23)–(5.26), we obtain:
∫
Ω
σ0(u) : e(ϕ)dx−2µ0πγ
∫
Ω
(ψ − ϕ)t .

χ+1
χ
0 0
0 χ+1
χ
0
0 0 1
 .(u− v)dx
+ 3l + 2
2(l + 1)k
∫
Ω
∂v3
∂x3
∂ψ3
∂x3
dx =
∫
Ω
ρ0f.ϕ dx +
∫
Ω
ρ1f.ψ dx. (5.51)
This variational formulation associated to the limit condition (4.10) obtained in Proposi-
tion 4.4 is equivalent to the limit problem announced in Theorem 2.1 in this case.
Case 0 < κ < +∞, 0 < γ < +∞. We choose ψ3 = 0 and a field ψε in (5.1) defined by:
ψε(x) =
ψε1(x)ψε2(x)
0
+ rε
 00
− ∂ψε1
∂x3
yε(x
′)1
rε
− ∂ψε2
∂x3
yε(x
′)2
rε
+ r2εW1(x, yε(x ′)rε
)
,
W1(x, y)= lε2(lε + 1)

∂2ψε1
∂x23
y21−y22
2 + ∂
2ψε2
∂x23
y1y2
∂2ψε2
∂x23
y22−y21
2 + ∂
2ψε1
∂x23
y1y2
0
 , (5.52)
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where ψε is given by (5.17). We have:e
(
ψε
)= rε(∂2ψε1
∂x23
yε(x
′)1
rε
+ ∂
2ψε2
∂x23
yε(x
′)2
rε
)
lε
2(lε+1) 0 0
0 lε2(lε+1) 0
0 0 −1

+ r2ε ex(W1)
(
x,
yε(x
′)
rε
)
,
hence,
σε
(
ψε
)= −rε(∂2ψε1
∂x23
yε(x
′)1
rε
+ ∂
2ψε2
∂x23
yε(x
′)2
rε
)
3lε + 2
lε + 1 µε(e3 ⊗ e3)
+ r2ε
(
λε tr
(
ex(W1)
(
x,
yε(x
′)
rε
))
I + 2µεex(W1)
(
x,
yε(x
′)
rε
))
,
where σε is defined by (2.6). We infer by (2.2), (2.3):
I3ε =
∫
Tε
σε(uε) : e
(
ψε
)
dx =
∫
Tε
e(uε) : σε
(
ψε
)
dx
=
∫
−r2ε kε
(
∂2ψε1
∂x23
yε(x
′)1
rε
+ ∂
2ψε2
∂x23
yε(x
′)2
rε
)
3lε + 2
lε + 1
(
1
rε
∂uε3
∂x3
)
dmε
+
∫
r2ε kεe(uε) :
(
lε tr
(
ex(W1)
(
x,
yε(x
′)
rε
))
I + 2ex(W1)
(
x,
yε(x
′)
rε
))
dmε.
(5.53)
We have by, (4.8),
∣∣∣∣∫ r2ε kεe(uε) : (lε tr(ex(W1)(x, yε(x ′)rε
))
I + 2ex(W1)
(
x,
yε(x
′)
rε
))
dmε
∣∣∣∣
 Cr2ε kε
1√
kε
∫ √
kε
∣∣e(uε)∣∣dmε
 Cr2ε kε
1√
kε
√∫
kε
∣∣e(uε)∣∣2 dmε  Cr2ε kε 1√
kε
. (5.54)
By (5.17) there holds for α ∈ {1,2}, ∣∣ ∂2ψεα
∂x23
yα − ∂2ψα
∂x23
yα
∣∣
L∞(Ω×D)  Cε and by (4.8),∫ ∣∣ 1
rε
∂uε3
∂x3
∣∣2 dmε  Cr2ε kε , hence
88 M. Bellieud, I. Gruais / J. Math. Pures Appl. 84 (2005) 55–96∣∣∣∣∫ ((∂2ψε12 yε(x ′)1 + ∂2ψε22 yε(x ′)2)∂x3 rε ∂x3 rε
−
(
∂2ψ1
∂x23
yε(x
′)1
rε
+ ∂
2ψ2
∂x23
yε(x
′)2
rε
))(
1
rε
∂uε3
∂x3
)
dmε
∣∣∣∣ Cεr2ε kε . (5.55)
Since κ < +∞, by passing to the limit as ε → 0 in (5.53), in view of (2.3), (4.6), (4.11),
(4.12), (5.54), (5.55) we obtain:
lim
ε→0 I3ε =
1
π
∫∫
Ω×D
−κ
(
∂2ψ1
∂x23
y1 + ∂
2ψ2
∂x23
y2
)
3l + 2
l + 1
×
(
∂S
∂x3
(x)− ∂
2v1
∂x23
(x)y1 − ∂
2v2
∂x23
(x)y2
)
dx dy
= κ
4
3l + 2
l + 1
∫
Ω
(
∂2ψ1
∂x23
∂2v1
∂x23
+ ∂
2ψ2
∂x23
∂2v2
∂x23
)
dx. (5.56)
Notice that (5.29) and (5.41) still hold when ψε is defined by (5.52), hence we can repeat
the argument used in the case 0 < k < +∞, 0 < γ < +∞, to get (5.19), (5.25), (5.26) (by
(5.52) and (4.9), we have ψ3 = v3 = 0 in the present case).
Finally, passing to the limit in (5.13) as ε → 0, collecting (5.14), (5.15), (5.19), (5.56),
(5.24)–(5.26), we obtain the following variational formulation which, associated with the
limit condition (4.12), is equivalent to the limit problem announced in Theorem 2.1 in the
case 0 < κ < +∞, 0 < γ < +∞:∫
Ω
σ0(u) : e(ϕ)dx − 2µ0πγ
∫
Ω
(ψ1 − ϕ1, ψ2 − ϕ2, −ϕ3 )
×

χ+1
χ
0 0
0 χ+1
χ
0
0 0 1

u1 − v1u2 − v2
u3
 dx
+ κ
4
3l + 2
l + 1
∫
Ω
(
∂2ψ1
∂x23
∂2v1
∂x23
+ ∂
2ψ2
∂x23
∂2v2
∂x23
)
dx
=
∫
Ω
ρ0f.ϕ dx +
2∑
α=1
∫
Ω
ρ1fαψα dx.  (5.57)
Other cases. Let us now briefly describe the proofs of the remaining cases:
If k = +∞, κ = 0, 0 < γ < +∞, then by (4.10) we have v3 = 0. We define ψε by
(5.16), setting ψ3 = 0. Since κ = 0 and ψε3 = 0, we deduce from (5.22), (5.21), (2.3) that
lim
ε→0 I3ε = 0. (5.58)
M. Bellieud, I. Gruais / J. Math. Pures Appl. 84 (2005) 55–96 89
The proofs of (5.15), (5.19), (5.25), (5.26) remain unchanged, and the variational
formulation obtained by passing to the limit in (5.13), as ε → 0, is given by substituting 0
for v3 and 0 for ψ3 in (5.51).
If κ = +∞, 0 < γ < +∞, then by (4.9) there holds v = 0. We set ψ = 0 (thus ψε = 0
and I3ε = 0) and the variational formulation of the limit problem is deduced from (5.57)
by substituting 0 for v and 0 for ψ .
If γ = +∞, by (4.9) we have u = v. We choose ϕ = ψ and define ψε either by (5.16)
if κ = 0 or (5.52) if κ > 0. As before, if k = +∞ and κ = 0 we set ψ3 = ϕ3 = 0. If κ > 0
we set also ψ3 = ϕ3 = 0. The case κ = +∞ is immediate since by (4.9), u = v = 0. The
limits of the different terms of (5.13) are computed in the same manner as in the cases
corresponding to 0 < γ < +∞, except for the terms I (p)2ε whose asymptotic behaviour is
characterized by:
Lemma 5.1. Assume that γ = +∞, p ∈ {1,2,3}, ϕp = ψp , ψε is defined by (5.16) or
(5.52), and I (p)2ε by (5.24). Then
lim
ε→0 I
(p)
2ε = 0. (5.59)
Proof. Since ϕp = ψp , there holds:∣∣ψεp − ϕp∣∣L∞(Bε) CRε. (5.60)
It follows from (5.60), (5.27), (5.32) that
∣∣I (p)2ε ∣∣ CRεε +
∣∣∣∣∣
∫
Bε
(
ψεp − ϕp
)
e(uε) : σ (p)ε dx
∣∣∣∣∣ CRεε +CRε
√√√√∫
Bε
∣∣σ (1)ε ∣∣2 dx
 CRε
ε
+CRε
ε
√
1
| ln rε| C
Rε
ε
→
ε→0 0. 
The variational formulations are deduced substituting u for v in the formulations
corresponding to 0 < γ < +∞ described above and the results of Proposition 4.4. In
particular, we have u3 = 0 if k = +∞, u = 0 if κ = +∞.
If γ = 0 then we follow the same argument using the a priori estimates described in (b)
of Proposition 4.4, up to the following modification: if 0 < k +∞ and κ = 0, we choose
ψ1 = φ1, ψ2 = ϕ2 in the definition (5.16) of ψε . The limit problem we obtain is deduced
from (5.51) or (5.57) by substituting 0 for γ . In fact the variables u and v are independent
and the limit problem reads:
−divσ0(u) = ρ0f, u ∈ H 10
(
Ω,R3
)
. (5.61)
If k = 0, we choose a constant test function Φε = ϕ and pass to the limit in (5.13). Noticing
that
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∣∣∣∫ kεe(uε)e(ϕ)dmε∣∣∣
√∫
kε
∣∣e(uε)∣∣2 dmε
√∫
kε
∣∣e(ϕ)∣∣2 dmε  C
√∫
kε dmε = C
√
kε,∣ ∣
we get: ∫
Ω
σ0(u) : e(ϕ)dx =
∫
Ω
f.ϕ dx.
6. Proof of Theorem 3.1
A priori estimates. The fields u˜ε and v˜ε being defined by (4.4), with uε solution of
(3.1) and vε given by (3.3), we can apply Lemma 4.1, in accordance with (6.2), for
all fixed τ ∈ [0, T ]. We will use the following variant of convergence (4.6): in this
section, a sequence (fε) in L2(Ω × (0, T )) will be said to two-scale converge to f0 ∈
L2(Ω × (0, T ) × D) with respect to x ′ := (x1, x2) (same notation as before: fε ⇀⇀ f0) if
for each Ψ ∈D(Ω × (0, T ),C∞
 (Y )),
lim
ε→0
∫
fε(x, t)Ψ
(
x, t,
yε(x
′)
rε
)
dνε = 1
π
∫
Ω×(0,T )×D
f0(x, t, y)Ψ (x, t, y)dx dt dy,
(6.1)
where yε(x ′) is defined by (4.7). This convergence satisfies Lemma 4.3. The asymptotic
behaviour of several sequences associated to the solution uε of (3.1) is characterized by:
Proposition 6.1. The unique solution uε of the problem (3.1) satisfies:
uε ∈ C
([0, T ],H 10 (Ω,R3))∩C1([0, T ],L2(Ω,R3)),
∂2uε
∂t2
∈ L2(0, T ;H−1(Ω,R3)). (6.2)
Moreover:
(a) Assume γ > 0, (2.2)–(2.4), (4.4) and let uε be the solution of (3.1). Then, there exists
a constant C > 0 such that, for each τ ∈ [0, T ], the following a priori estimates hold:∫
Ω
∣∣uε(x, τ )∣∣2 dx  C, ∫
Ω
σε(uε) : e(uε)(x, τ )dx  C,
∫
Ω
∣∣∇uε(x, τ )∣∣2 dx  C,
∫ ∣∣uε(x, τ )∣∣2 dmε(x) C, ∫ ∣∣∣∣∂uε3∂x3 (x, τ )
∣∣∣∣2 dmε(x) Ckε ,∫
kε
∣∣e(uε)(x, τ )∣∣2 dmε(x) C,
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r2k
,
∫ ∣∣uε2(x, τ )∣∣2 dmε  C
r2k
,
ε ε ε ε∫ ∣∣∣∣uε3rε (x, τ )
∣∣∣∣2 dmε  Cr2ε kε ,∫
Ω
∣∣∣∣∂uε∂t (x, τ )
∣∣∣∣2 dx C, ∫
Ω
ρε(x)
∣∣∣∣∂uε∂t (x, τ )
∣∣∣∣2 dx  C,
∫
Ω
ρε(x)
∣∣uε(x, τ )∣∣2 dx  C, (6.3)
and there exists a field u ∈ L2(0, T ;H 10 (Ω,R3)) and a field v ∈ L2(0, T ;L2(Ω,R3)) such
that, up to a subsequence,
uε

⇀ u -weakly in L∞
(
0, T ;H 10
(
Ω,R3
))
,
u˜ε → u strongly in L∞
(
0, T ;L2(Ω,R3)),
vε

⇀ v -weakly in L∞
(
0, T ;Mb
(
Ω
))
,
v˜ε

⇀ v -weakly in L∞
(
0, T ;L2(Ω,R3)),
∂uε
∂t

⇀
∂u
∂t
-weakly in L∞
(
0, T ;L2(Ω,R3)),
u = v if γ = +∞, v3 = 0 if k = +∞, v = 0 if κ = +∞. (6.4)
Moreover:
(i) if 0 < k +∞, then
∂uε3
∂x3
(t)mε

⇀
∂v3
∂x3
-weakly in L∞
(
0, T ;Mb
(
Ω
))
,
v3 ∈ L∞
(
0, T ;L2(ω,H 10 (0,L))), v3 = 0 if k = +∞. (6.5)
(ii) If κ ∈ ]0,+∞], then v ∈ L∞(0, T ; (L2(ω,H 20 (0,L)))3), v3 = 0, and there exists
v0 ∈ L∞
(
0, T ;L2(Ω × D,R3)), w0 ∈ L∞(0, T ;L2(Ω ×D)),
χf ∈ L∞
(
0, T ;L2(Ω ×D,R9sym))
such that, up to a subsequence,
uε ⇀⇀ v0,
uε3
rε
⇀⇀w0,
1
rε
∂uε3
∂x3
⇀⇀ξ in accordance with (6.1). (6.6)
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Besides, there exists r ∈ L∞(0, T ;L2(ω)) and S ∈ L∞(0, T ;L2(ω,H 1(0,L))) such
that
v0(x, t, y)= v(x, t) + r(x1, x2, t)(−y2e1 + y1e2), a.e. on Ω ×D,
w0(x, t, y)= −y1 ∂v1
∂x3
(x, t)− y2 ∂v2
∂x3
(x, t)+ S(x, t), a.e. on Ω ×D,
v1, v2 ∈ L∞
(
0, T ;L2(ω,H 2(0,L))),
v1 = v2 = ∂v1
∂x3
= ∂v2
∂x3
= 0 on ω × (0, T )× {0,L},
ξ(x, t, y)= ∂w0
∂x3
(x, t, y)= ∂S
∂x3
(x, t)− ∂
2v1
∂x23
(x, t)y1 − ∂
2v2
∂x23
(x, t)y2,
a.e. on Ω × (0, T )× D,
v = 0 if κ = +∞. (6.7)
(iii) If ρ1 > 0, the following estimate hold for all τ ∈ [0, T ]:
∀τ ∈ [0, T ],
∫ ∣∣∣∣∂uε∂t
∣∣∣∣2(τ )dmε  C (6.8)
and there exists a field v ∈ H 1(0, T ;L2(Ω,R3)) such that, up to a subsequence,
∂uε
∂t
(t)mε

⇀
∂v
∂t
(t)dx -weakly in L∞
(
0, T ,Mb
(
Ω,R3
))
. (6.9)
(b) If γ = 0, (2.2), (2.3), (2.18), the same conclusions hold up to the following
modifications:
– the uniform estimate ∫ |uε(τ )|2 dmε  C of (6.3) is not valid unless ρ1 > 0 or κ > 0.
– If k = 0, the second line of (6.4) does not hold and if κ = 0 and k > 0, vε3 and v˜ε3
must be substituted for vε and v˜ε in the second line of (6.4).
Proof. Assertion (6.2) is well known (see [15] or [9], p. 222). Fixing t ∈ [0, T ],
multiplying the first line of (3.1) by ∂uε
∂t
and integrating over Ω , after integration by parts
according to (6.2) with respect to the space variables, we obtain:
d
dt
(
1
2
∫
Ω
ρε(x)
∣∣∣∣∂uε∂t (x, t)
∣∣∣∣2 dx + 12
∫
Ω
σε(uε) : e(uε)dx
)
=
∫
Ω
ρε(x)f (x, t)
∂uε(x, t)
∂t
dx.
(6.10)
For fixed τ ∈ [0, T ] and by integration (6.10) with respect to t over [0, τ ], thanks to the
initial conditions given in (3.1) we get (notice that by (6.2), the term of the left-hand side
of (6.10) is the derivative of a C1 function):
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1
(∫
ρε(x)
∣∣∣∣∂uε (x, τ )∣∣∣∣2 dx + ∫ σε(uε(x, τ )) : e(uε(x, τ ))dx
)2
Ω
∂t
Ω
= 1
2
(∫
Ω
ρε(x)
∣∣V0(x)∣∣2 dx + ∫
Ω
σε
(
U0(x)
) : e(U0(x))dx
)
+
∫
Ω×(0,τ )
ρε(x)f (x, t)
∂uε(x, t)
∂t
dx dt .
By (2.3) there holds ρ1 < +∞ and the sequence of measures (ρε(x)dx dt) is bounded in
Mb(Ω × (0, T )). Since f and V0 are assumed to be continuous and bounded (see (3.1)),
the sequences of reals (
∫
Ω
ρε(x)|V0(x)|2 dx) and (
∫
Ω×(0,T ) ρε(x)|f |2 dx dt) are bounded.
By (3.1), the field e(U0) is continuous and bounded as well. Moreover, by assumption
(3.2), U0 = 0 holds in case the sequence of measures (µε(x)dx dt) should not be bounded.
Hence (
∫
Ω σε(U0(x)) : e(U0(x))dx) is also a bounded sequence of reals (see (1.1) and
(2.3)). We deduce:
1
2
(∫
Ω
ρε(x)
∣∣∣∣∂uε∂t (x, τ )
∣∣∣∣2 dx + ∫
Ω
σε
(
uε(x, τ )
) : e(uε(x, τ ))dx
)
C
(
1 +
√√√√√ ∫
Ω×(0,T )
ρε(x)
∣∣∣∣∂uε∂t
∣∣∣∣2 dx dt
)
, ∀τ ∈ [0, T ], (6.11)
and then, after integration with respect to τ over (0, T ),
1
2
∫
Ω×(0,T )
ρε(x)
∣∣∣∣∂uε∂t
∣∣∣∣2 dx dt + 12
∫
Ω×(0,T )
σε(uε) : e(uε)dx dt
C
(
1 +
√√√√√ ∫
Ω×(0,T )
ρε(x)
∣∣∣∣∂uε∂t
∣∣∣∣2 dx dt
)
.
We infer that
∫
Ω×(0,T ) ρε(x)
∣∣ ∂uε
∂t
∣∣2 dx dt is bounded and then, coming back to (6.11), that
∫
Ω
ρε(x)
∣∣∣∣∂uε∂t (x, τ )
∣∣∣∣2 dx + ∫
Ω
σε(uε) : e(uε)(x, τ )dx  C, ∀τ ∈ [0, T ]. (6.12)
By (6.12) and the assumption ρε(x) > c > 0 (see (2.3)), the sequences (uε) and
(
∂uε
∂t
)
are bounded in L∞(0, T ;L2(Ω,R3)). The argument of the proof of Proposition 4.4 can be
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repeated point by point for each fixed τ ∈ [0, T ], substituting the estimate (6.12) for (4.13).
We infer (4.17), (4.20) and then, taking (6.12) into account, (6.3).
All assertions stated in Proposition 6.1 are obtained by repeating the argument of the
proof of Proposition 4.4, substituting (6.12) for (4.13). If ρ1 > 0, (6.8) follows from (2.3),
(6.12) and Lemma 4.2. 
Proof of Theorem 3.1. We assume k > 0 and fix two regular fields ϕ and ψ such that
ϕ,ψ ∈ C∞(ΩT,R3); ϕ = ψ = ∂ϕ
∂t
= ∂ψ
∂t
= 0 on ∂Ω × ]0, T ] ∪Ω × {T }. (6.13)
Let Φε be defined by (5.1). By multiplying the first line of (3.1) by Φε and by integrating
it by parts over Ω × (0, T ), we get:∫
Ω×(0,T )
ρε(x)uε.
∂2Φε
∂t2
dx dt +
∫
Ω
ρε(x)U0(x)
∂Φε(x,0)
∂t
dx
−
∫
Ω
ρε(x)V0(x)Φε(x,0)dx +
∫
Ω×(0,T )
σε(uε) : e(Φε)dx dt
=
∫
Ω×(0,T )
ρε(x)f.Φε dx dt . (6.14)
In what follows, when we refer to some formula obtained in the proof of the elliptic case,
it is to be inferred that integrals of type
∫
A×(0,T ) ..dx dt are substituted for integrals of type∫
A
..dx . We split the fourth term of the left-hand side of (6.14) like in (5.14). The limit of
I1ε , obtained by the same argument, is given by (5.15), thanks to the -weak convergence
of uε stated in (6.4). Next we distinguish different cases.
Case 0 < k < +∞, 0 < γ < +∞. We define the field ψε by (5.16). By fitting the
argument used to get (5.19) we obtain:
lim
ε→0
(∫
Ω
ρε(x)U0(x)
∂Φε(x,0)
∂t
dx −
∫
Ω
ρε(x)V0(x)Φε(x,0)dx
−
∫
Ω×(0,T )
ρε(x)f.Φε dx dt
)
=
∫
Ω
U0(x)
∂(ρ0ϕ + ρ1ψ)(x,0)
∂t
dx −
∫
Ω
V0(x)(ρ0ϕ + ρ1ψ)(x,0)dx
−
∫
Ω×(0,T )
f.(ρ0ϕ + ρ1ψ)dx dt . (6.15)
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Next we write (see (2.2)),
∫
Ω×(0,T )
ρε(x)uε.
∂2Φε
∂t2
dx dt =
∫
(Ω\Tε)×(0,T )
ρ0uε.
∂2Φε
∂t2
dx dt +
∫
Tε×(0,T )
ρ1ε vε.
∂2ψε
∂t2
dx dt .
By the convergences of uε and vε stated in (6.4), the strong convergence in L2(Ω × (0, T ))
of ∂
2Φε
∂t2
1(Ω\Tε)×(0,T ) to
∂2ϕ
∂t2
, and since
∥∥ ∂2ψε
∂t2
− ∂2ψ
∂t2
∥∥
L∞(Tε×(0,T )) → 0 we infer:
lim
ε→0
∫
Ω×(0,T )
ρε(x)uε.
∂2Φε
∂t2
dx dt =
∫
Ω×T
ρ0u.
∂2ϕ
∂t2
dx dt
+
∫
Ω×(0,T )
ρ1v.
∂2ψ
∂t2
dx dt . (6.16)
In regards to I3ε , notice that (5.21) holds with the substitution described above and that, by
(6.3), the estimate (5.22) holds for every fixed τ ∈ [0, T ]. Hence by passing to the limit as
ε → 0 in (5.21), taking into account (6.5), we recover (5.23).
Finally, using the decomposition (5.24) we obtain (5.25), (5.26) by fitting the
corresponding argument in the proof of Theorem 2.1 in accordance with the a priori
estimates obtained in Proposition 6.1. Passing to the limit as ε → 0 in (6.14), taking into
account (5.15), (6.15), (5.23), (5.25), (5.26) we infer
∫
Ω
U0(x)
∂(ρ0ϕ + ρ1ψ)(x,0)
∂t
dx −
∫
Ω
V0(x)(ρ0ϕ + ρ1ψ)(x,0)dx
+
∫
Ω×(0,T )
ρ0u.
∂2ϕ
∂t2
dx dt +
∫
Ω×(0,T )
ρ1v.
∂2ψ
∂t2
dx dt +
∫
Ω
σ0(u) : e(ϕ)dx
− 2µ0πγ
∫
Ω
(ψ − ϕ)t .

χ+1
χ
0 0
0 χ+1
χ
0
0 0 1
 .(u− v)dx + 3l + 22(l + 1)k
∫
Ω
∂v3
∂x3
∂ψ3
∂x3
dx
=
∫
Ω×(0,T )
f.(ρ0ϕ + ρ1ψ)dx dt .
This variational formulation associated to (6.5), (6.13) is equivalent (see [15]) to the limit
problem announced in Theorem 3.1.
The other cases can be treated alike by fitting the argument of the corresponding proofs
in the static case (see the comments after (5.57)). 
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