Brown-Resnick processes are max-stable processes that are associated to Gaussian processes. Their simulation is often based on the corresponding spectral representation which is not unique. We show that simulation accuracy and efficiency can be substantially improved by minimizing the maximal variance of the underlying Gaussian process. Such a minimization is a difficult mathematical problem that also depends on the geometry of the simulation domain. We extend Matheron's (1974) seminal contribution in two aspects: (i) making his description of a minimal maximal variance explicit for convex variograms on symmetric domains and (ii) proving that the same strategy reduces the maximal variance also for a huge class of non-convex variograms representable through a Bernstein function. A simulation study confirms that our non-costly modification can lead to substantial improvements and compete with state-of-the-art algorithms.
Introduction
Many powerful tools in geostatistics are conveniently based on Gaussian processes as an underlying probabilistic model for uncertainty (Chilès and Delfiner, 2012; Gelfand et al., 2010) . By contrast, assessing the extreme values of spatial data genuinely requires statistical methodology that goes beyond such tools. A common approach from extreme value analysis is the usage of max-stable models instead. In particular, the class of Brown-Resnick processes (Brown and Resnick, 1977; Kabluchko et al., 2009 ) has emerged as a now widely adopted class of processes considered in the analysis of spatial data, cf. e.g. Asadi et al. (2015) ; Buhl and Klüppelberg (2016) ; Davison et al. (2013) ; Einmahl et al. (2016) ; Engelke et al. (2015) ; Gaume et al. (2013) ; Oesting, Schlather and Friederichs (2017) ; Oesting and Stein (2017) ; Sang and Genton (2014) ; Thibaud et al. (2016) .
There is a strong connection between Brown-Resnick processes and Gaussian processes: First, Brown-Resnick processes arise as the only possible non-degenerate limits of maxima of appropriately rescaled independent Gaussian processes (Kabluchko, 2011; Kabluchko et al., 2009 ). Second, they can be represented as maxima of a convolution of the points of a Poisson point process and Gaussian processes. As the number of Gaussian processes involved in the maximum is locally finite, Brown-Resnick processes still inherit various properties from Gaussian processes on a local level. They are parsimonious models in the sense that their law is fully specified by a bivariate quantity, namely the variogram of the underlying Gaussian process. On the other hand, they are still very flexible in the sense that various features such as smoothness, scale or nugget effect can be controlled by the choice of variogram family. All of this makes BrownResnick processes popular consistent spatial models and marks their status as a benchmark in spatial extremes.
To extract probabilistic properties of interest from a fitted Brown-Resnick model, it is usually necessary to be able to efficiently simulate from the fitted model. Meanwhile, several approaches for this task have been developed. Starting from the basic threshold stopping approach based on the work of Schlather (2002) using plainly the original definition of a Brown-Resnick process, Oesting et al. (2012) , Dieker and Mikosch (2015) and Oesting, Schlather and Zhou (2017+) achieved further improvements that are based on modified spectral representations. More recently, Dombry et al. (2016) and Liu et al. (2016) proposed the extremal functions approach and a method based on record-breakers, respectively, both of which together with the normalization method of Oesting, Schlather and Zhou (2017+) can now be seen as state-of-the-art algorithms for the exact simulation of Brown-Resnick processes.
When dealing with spatial data, the study area on which the process should be simulated may be large with respect to its spatial extend or the number of locations therein. In such situations, exact simulation of Brown-Resnick processes via one of the state-of-art algorithms can be very time-consuming and depending on the purpose of the application it can be more appropriate to admit (desirably small) simulation errors. Once a trade-off between accuracy and efficiency is necessary, it is no longer clear which of the previously considered simulation approaches performs "best". Keeping this in mind, we return to the initial threshold stopping approach devised by Schlather (2002) from a new perspective in this work. We explore to what extent a modified choice of Gaussian spectral representation of Brown-Resnick processes can improve the efficiency or accuracy of the simulation with regard to certain error terms and whether an improved threshold stopping approach can compete with state-of-the-art simulation when an error is admitted. Dealing with these questions ultimately leads us to a classical minimization problem for Gaussian processes, namely, to find an intrinsically stationary Gaussian process whose maximal variance across the simulation domain is minimized, while its variogram on this domain is fixed. In this regard, we extent Matheron's (1974) seminal contribution in two aspects: (i) making his description of a minimal maximal variance explicit for convex variograms on symmtric domains and (ii) proving that the same strategy reduces the maximal variance also for the huge class of non-convex variograms that can be represented via Bernstein functions.
The manuscript is organized as follows. Section 2 recalls the spectral representation of maxstable processes and in particular of Brown-Resnick processes. In Section 3, we revisit Schlather's threshold stopping algorithm for the simulation of max-stable processes on a compact domain and introduce several error terms that can be considered in order to assess the simulation accuracy. We provide upper bounds for these error terms that hold for general max-stable processes before we specialize to Brown-Resnick processes in Section 4 again. This section explains why it is beneficial for the underlying intrinsically stationary Gaussian process to have a reduced maximal variance across the simulation domain. Two results complementing Matheron (1974) for the corresponding minimization problem are provided. Throughout the text, the most popular family of Brown-Resnick processes that are associated to fractional Brownian sheets, figure as an example. In Section 5 we report the setup and results of a simulation study for this family of models comparing our approach to simulations via several other threshold stopping algorithms and via the extremal functions approach as one of the stateof-the-art methods. Finally, we end with a discussion of our findings in Section 6. Proofs and additional auxiliary results are deferred to Appendix A. the law of the simple max-stable process Z is recovered from the following max-series
Here {U k } ∞ k=1 denotes a Poisson point process on (0, ∞) with intensity measure u −2 du, which is independent of the i.i.d. sequence {V k } ∞ k=1 of copies of V . The process V is often called spectral process and the representation (1) referred to as spectral representation of Z. The finite-dimensional distributions of Z are then given by
By Giné et al. (1990) , if Z has continuous sample paths, the trajectories of V will also be continuous and vice versa, such that the sequence {(U k , V k )} ∞ k=1 may be considered as an (independently marked) Poisson process Π on (0, ∞) × C(R d ) with intensity measure
where C(R d ) is endowed with the usual topology of uniform convergence on compact subsets. If the spectral process is given by V (x) = e η(x) for some real-valued process η on R d , it is equivalent to construct Z from the (independently marked) Poisson process
The process Y has standard Gumbel margins, i.e., P(Y (x) ≤ y) = exp(−e −y ) for y ∈ R, x ∈ R d , and it is also max-stable, but in the sense that Y 1 ∨ · · · ∨ Y n has the same law as Y + log n for n i.i.d. copies Y 1 , . . . , Y n of Y and each n ∈ N.
While any sample-continuous simple max-stable process can be built from such a construction, the law of the stochastic process V in the spectral representation (1) is not uniquely determined by the law of the resulting max-stable process Z and different spectral processes V may lead to the same law for Z (cf. Engelke et al., 2014 , for instance). One very simple and well-known way to modify V and to obtain the same max-stable process Z is the following. Lemma 2.1. Let V = {V (x)} x∈R d be a spectral process of a max-stable process Z and let ξ be a non-negative random variable with E(ξ) = 1, then the process ξ · V = {ξ · V (x)} x∈R d is also a spectral process for the same max-stable process Z.
Brown-Resnick processes
One popular choice for the spectral process V of a max-stable process Z is a log-Gaussian process of the form
where W is a zero-mean Gaussian process W with stationary increments. The associated maxstable process Z is then called Brown-Resnick process and was introduced and its theoretical properties were analysed in Kabluchko et al. (2009) . Here, the requirement that W has stationary increments means that the law of the process
Since W is zero-mean Gaussian, it is equivalent to the intrinsic stationarity of the process W , that is, the stationarity of the process cf. e.g. page 108 in Strokorb (2013) . It ensures that the resulting max-stable process Z is stationary and its law uniquely specified by the variogram Gneiting et al. (2001) show that a function γ : R d → R is a (not necessarily centered) variogram of an intrinsically stationary Gaussian random field W if and only if γ(0) = 0 and γ is negative definite in the sense that γ(−x) = γ(x) for x ∈ R d and
for all finite systems x 1 , . . . , x n ∈ R d and a 1 , . . . , a n ∈ R with a 1 + · · · + a n = 0. The most popular family of variograms used in practice is γ(h) = h/s α for some α ∈ (0, 2] and s > 0 corresponding to fractional Brownian sheets. This family of variograms will also serve as an illustrating example throughout this text. It can be shown that indeed all fractional Brownian sheets admit continuous trajectories (cf. Thm. 1.4.1. in Adler and Taylor, 2009 , for instance), which justifies the setup above.
3 Threshold stopping
Compact domains and finite approximations
Henceforth, we will restrict our attention to a compact subset K ⊂ R d and, following Dombry and Eyi-Minko (2013), we will call
The extremal functions contribute to the maximum built on K, whereas the subextremal functions do not contribute.
The following result is also stated as Lemma 4.5 in Oesting, Schlather and Zhou (2017+) . Here, we will provide an alternative proof.
Lemma 3.1. The expected number of extremal functions is given by
for independent stochastic processes Z and V with the same distributions as Z and V , respectively.
and {V k } ∞ k=1 be two independent i.i.d. sequences of standard exponential random variables and copies of V , respectively, and set U k = (
form a Poisson point process with intensity measure Λ, the finite approximations
almost surely converge to a limit process
To obtain an approximation for Z by simulating a finite number of exponential random variables E i and stochastic processes V k , often the process Z (T ) is considered where T is a stopping time defined as
for some τ > 0.
Lemma 3.2. The expected threshold stopping time is bounded from below by
Such an approximation Z (T ) yields an exact simulation, i.e. Z (T ) = Z (∞) a.s., if the condition sup x∈K V (x) < τ is a.s. satisfied and for such situations this approach has been proposed in Schlather (2002) for the exact simulation of a max-stable random field. In general, however, an approximation error may occur.
Simulation error
The following proposition considers the probabilities for observing an absolute or relative error larger than some tolerable level ε ≥ 0. In fact, it is a special case of Proposition A.1 in the appendix, which considers a slightly more general error.
Proposition 3.3. For any ε ≥ 0, the probability that an absolute error of size larger then ε occurs is given by
and the probability that a relative error of size larger than ε occurs is given by
where the spectral process V and the stopped process Z (T ) are stochastically independent.
Clearly, it is desirable that these probabilities P (abs) K,τ,ε and P
(rel)
K,τ,ε that an approximation error exceeds some level ε are as small as possible, e.g. below some tolerable level α > 0. Both expressions are monotonously increasing as ε ↓ 0. For ε = 0, we obtain their largest value, the probability that an error occurs at all
which can serve as a benchmark. An approximation error occurs precisely when the finite approximation Z (T ) does not involve all extremal functions. It gets worse, the larger the number of missing extremal functions
is. In particular, the expected number of missing extremal functions
constitutes an upper bound for the benchmark P K,τ , i.e. P K,τ ≤ E K,τ .
Lemma 3.4. The expected number of missing extremal functions E K,τ in the finite approximation Z (T ) of the max-stable random field Z can be bounded by
Remark 3.5. (a) In view of (5) and (7) and the relation E(Π
, we believe that inequality (12) provides a relatively sharp bound for the error term E K,τ . In particular, it is sharper than the bound
in the proof of Proposition 10.4.2 in Oesting et al. (2016) . For τ = 0 both, the bound in (12) and the bound in (13), are equal to the expected number of all extremal functions, cf. (5).
(b) A significantly simplified (though less sharp) version of (12) is obtained by
where we used the independence of V and Z in the error bound (12). For τ = 0, the first factor in (14) reduces to E sup x∈K V (x) , which is often called extremal coefficient of Z over K and does not depend on the choice of V .
Efficiency versus correctness
Two desirable features of a simulation algorithm are a small controllable error term and a short simulation time. In the sequel we will usually consider the error terms P K,τ from (10) and E K,τ from (11) and the stopping time T K,τ from (6). All terms depend on the choice of the spectral process V and the threshold τ . For a fixed spectral process V , the error measures are always a decreasing function of the threshold τ , whereas the time T K,τ is apparently increasing in τ . This also applies to the respective lower and upper bounds above, e.g. the lower bound for the expected stopping time in (7) is a linear function of τ . Its slope E {1/inf x∈K Z(x)} is even independent of the specific choice of V . The same factor appears in the rough upper bound (14) for the error terms P K,τ and E K,τ , whereas the second factor E sup x∈K (V (x) − τ ) + reveals the relevance of the choice of V and τ . The trade-off between efficiency and correctness of a simulation algorithm based on threshold stopping is hence reflected in the dichotomy of choosing both the threshold τ and the error bound factor E sup x∈K (V (x)−τ ) + as small as possible. This motivates already the search for spectral processes V that could reduce the error bound factor E sup x∈K (V (x) − τ ) + regardless of the choice of τ > 0. In view of (10) and (12), it would be even more desirable to find ways to reduce the terms
for each y ∈ C(K) and (potentially high) threshold τ > 0. Therefore, a natural interest lies in the solving the following problem.
be a set of spectral processes for a max-stable process Z on a compact simulation window K and let τ be a (potentially high) threshold τ . If it exists, find a spectral process V ∈ V K (Z) that minimizes the functional (15) for any y ∈ C(K).
Regardless of the preferences of the application such a spectral process will be beneficial in the sense that it leads to a smaller error for a given fixed simulation time and to a smaller simulation time for a given fixed error term, respectively. A first observation is that one should not change the process V in the manner of Lemma 2.1 as the following result underpins. Proposition 3.6. Let V and ξ·V be spectral processes of a max-stable process Z as in Lemma 2.1. Then the error bounds (12) and (14) and the functional (15) for the spectral process V are always at least as small as the corresponding terms for the spectral process ξ · V .
Minimal log-Gaussian representations
At the same time it is also important that the spectral process V can be simulated sufficiently easily. E.g. in case of a Brown-Resnick process Z it is desirable to keep the structure that the spectral process V remains a log-Gaussian process as in (3), although there exist many other spectral processes V of a Brown-Resnick process Z that are not log-Gaussian (Kabluchko et al., 2009; Oesting, Schlather and Zhou, 2017+) . So, if we want to solve Problem 1 for large τ and for the case of a Brown-Resnick process, it is of interest to find a centered Gaussian process W that obeys (3) such that the tail probabilities
decay as fast as possible as u ↑ ∞. Indeed, we have some choice among the centred Gaussian processes W that obey (3). While the variogram γ of such a process W uniquely determines the law of the associated BrownResnick process Z, it does not uniquely determine the law of W in its spectral representation (3). Various covariance functions C(x, y) = Cov(W (x), W (y)) on R d might lead to the same variogram
The space of centred Gaussian processes W with prescribed variogram γ becomes even larger if we restrict our attention to a compact simulation window K ⊂ R d . This leads us to the following slight modification of Problem 1, which involves the comparison of tail probabilities. We say that a random variable X possesses a lighter tail than a random variable Y if the asymptotic relation P(X > u)/P(Y > u) → 0 is satisfied as u ↑ ∞.
Problem 2. Let W K (γ) be the set of zero-mean Gaussian processes with variogram γ on the compact simulation window K. If it exists, identify a Gaussian process W ∈ W K (γ), such that, for any function y ∈ C(K), the random variable
possesses the lightest tail.
Questions such as Problem 2 naturally arise in the study of the tail asymptotics of suprema of Gaussian processes, a subject on which nowadays a large amount of literature is available. The following proposition is based on Debicki et al. (2010) and relates the tail of the supremum of a Gaussian process to its maximal variance.
Proposition 4.1. Let {W 1 (x), x ∈ K} and {W 2 (x), x ∈ K} be two centered Gaussian processes with a.s. bounded sample paths and bounded variance functions σ
In other words, the tail of the supremum of the log-Gaussian spectral process is the lightest if and only if its maximal variance is minimized. Consequently, Problem 2 is equivalent to the following problem.
Problem 3. Let C K (γ) be the set of covariance functions with variogram γ on the compact simulation window K. If it exists, identify a covariance function C min ∈ C K (γ) that minimizes the functional
To the best of our knowledge, Problem 3 has first been addressed by Matheron (1974) who introduced the notion of the minimal representation of an intrinsically stationary process. Starting from the fact that -given a specific centered Gaussian process W 0 on K with variogram γ -any other centered Gaussian process {W (x)} x∈K with the same variogram is of the form W (x) = W 0 (x) + B for some square-integrable random variable B, he defined the minimal representation of W 0 as the process
i.e. the process whose covariance function C min is the solution of Problem 3. Matheron (1974) further showed that, for any sample-path continuous intrinsically stationary Gaussian process, a unique minimal representation exists and has the form
for some probability measure λ min on K. The resulting covariance function C min on K × K can be obtained from
. (17) Note that the covariance and, consequently, the law of the minimal representation does not depend on the initially chosen random field W 0 .
Minimal solution for convex variograms
If the variogram γ is convex and the compact simulation domain K ⊂ R d is convex as well, Matheron (1974) characterizes the minimizing probability measure λ min by the following two properties
We show below that λ min can be made even more explicit, when γ and K are sufficiently symmetric. To this end, let us fix some notation. We refer to the elements of the simulation domain K that cannot be decomposed non-trivially as convex combination of any two other points of K as extremal points of K and denote the set of extremal points of K by Ex(K). For instance, the vertices (
form its extremal points. In fact, hyperrectangles are the most natural simulation domains that we consider in practice and we will be mainly interested in this case. For a hyperrectangle
it is also often convenient to label its vertex set Ex(K) by subsets A of {1, . . . , d} through
Note that set of extremal points Ex(K) is not the same as the boundary ∂K in this case. Second, we refer to the set of orthogonal transformations M ∈ O(R d ) such that {M k : k ∈ K} coincides with K as the symmetry group S(K) of K.
Proposition 4.2. Let W 0 be a sample-continuous intrinsically stationary Gaussian process on
be a compact convex body, whose symmetry group S(K) acts transitively on the set of extremal points Ex(K). Then the minimizing measure λ min in the sense of (16) is the uniform distribution on Ex(K). 
possesses the smallest maximal variance on K among intrinsically stationary Gaussian processes with variogram γ.
Reduction of maximal variance for non-convex variograms
For non-convex variograms it is not so clear how to obtain the minimizing measure λ min explicitly, not even for hyperrectangles. However, in many situations it is still possible to apply the same trick as in Example 4.3 to substantially reduce the maximal variance. At least we show below that this is possible when the variogram γ can be represented as
There are several definitions of Bernstein functions and various properties and examples have been summarized in the recent monograph Schilling et al. (2010) . For us it will be convenient to define a Bernstein function as a function ψ : R + → R on the positive real line R + = [0, ∞) that is bounded from below and negative definite in the sense that
for all finite systems s 1 , . . . , s n ∈ R + and a 1 , . . . , a n ∈ R with a 1 + · · · + a n = 0, cf. page 113/114 of Berg et al. (1984) . Note that we deviate from most of the literature where continuity at 0 is additionally required. The following lemma shows that considering only variograms that can be represented by Bernstein functions is not a serious restriction and, secondly, that Bernstein functions obey certain monotonicity properties. A function f : R + → R is n-alternating if it satisfies
for s, s 1 , s 2 , . . . , s n ∈ R + . In particular, f is 1-alternating if and only if it is non-decreasing.
Lemma 4.4. Let ψ : R + → R be bounded from below. Then the following statements are equivalent.
(i) ψ is a Bernstein function.
(ii) ψ( h 2 ), h ∈ R d , is negative definite in the sense of (4) for any dimension d ∈ N.
(iii) ψ is n-alternating of any order n ∈ N.
Finally, this allows us to transfer the trick from Example 4.3 to non-convex variograms as follows. 
, for a Bernstein function ψ, and W 0 (0) = 0 almost surely. Let 
is at least as small as the maximal variance of the original process W 0 on the domain K, i.e.
Example 4.6. Proposition 4.5 applies to the situation of Example 4.3 with α ∈ [1, 2) replaced by arbitrary α ∈ (0, 2) and W 0 (0) = 0 almost surely. In particular, the maximal variance on the hyperrectangle K can also be reduced for α ∈ (0, 1) by the same simple trick of substracting the vertices of K with equal weights that we applied already for α ∈ [1, 2) in Example 4.3. Summarizing, we see that this trick reduces the maximal variance on K for any fractional Brownian sheet. For α ∈ [1, 2) it even minimizes this maximal variance, cf. Example 4.3. 
Minimal K-stationary representations
There are some situations, in which we can even compare the improvements of the variance reduction of Proposition 4.5 to the true minimal maximal variance on the simulation domain K. This is the case when the the minimizing measure λ min leads to a K-stationary solution, that is, when C min (x, y) in (17) only depends on x − y for x, y ∈ K. In general, it is not clear that a given variogram γ(x − y), x, y ∈ K possesses a K-stationary representation at all, cf. Remark 3.2.5 in Berg et al. (1984) for a counterexample. For fractional Brownian sheets on a d-dimensional ball however, the following proposition restating Gneiting (2000) and Matheron (1974) confirms their existence and makes their covariance explicit.
Proposition 4.8. (a) [Gneiting (2000) ] For α ∈ (0, 2), s > 0 and R > 0 the function
is a covariance function if and only if a ≥ (A α,d /2)(R/s) α , where
(b) [Matheron (1974) 2 for α ∈ {0.7, 1.0, 1.3} (left to right). The plots show the variance for the original representation with W0(0) = 0, the minimal K-stationary representation and the λ-modified representation with λ = Unif(Ex(K)) (top to bottom). Minimality of the K-stationary representation refers to the minimal ball B √ 2 (0) containing K.
Generally, the choice in (b) only minimizes the maximal variance among the K-stationary Gaussian representations of the variogram γ(h) = h/s α on the domain K = B R (o), not necessarily among all intrinsically stationary Gaussian representations of γ on B R (o).
Example 4.9. Let γ(h) = |h/s| α , α ∈ (0, 2), s > 0, be the family of fractional Brownian motion variograms in dimension 1. Collectively, the results from Examples 4.3 and 4.6, Proposition 4.8 (b) provide a full description of the intrinsically stationary Gaussian representations W min of γ on the domain [−R, R] ⊂ R that minimize the maximal variance therein.
• For α ∈ [1, 2) it is given by the minimizing measure λ min = 1 2 (δ −R + δ R ) as described in Proposition 4.2 and Example 4.3. If W 0 is any intrinsically stationary Gaussian representation of γ, it can be obtained as the λ min -modified process
• For α ∈ (0, 1] Proposition 4.8 (b) tells us that the covariance function of W min is
which is the minimal K-stationary representation of
This description was already obtained by Matheron (1974) . In particular, the case α = 1 in dimension 1 is very special in the sense that (i) d-dimensional balls and d-dimensional hyperrectangles are the same and (ii) the functions h → |h/s| α , s > 0, are at the same time concave and convex for α = 1. This leads to the situation that the minimizing representation can be obtained either way. The covariance of (24) is precisely (25) for α = 1.
As an illustration of the different cases, Figure 1 shows the variances of the original representation (with W 0 (0) = 0), the λ-modified representation (with λ = • When α ∈ [1, 2), still Proposition 4.2 and Example 4.3 provide the minimizing measure
and W min can be obtained as the λ-modified process from (21).
• However, for α ∈ (0, 1), we do not know the minimizing measure λ min or the corresponding covariance C min , not even if we replace the domain K by the d-dimensional ball B R (0). At least, Proposition 4.8 identifies on K = B R (0) the minimal K-stationary Gaussian representations of the variogram γ for α ∈ (0, 2). For R = (R
0) is the smallest ball that contains K. Therefore, the covariance
also describes a K-stationary Gaussian representation of γ, but we do not know if it is minimal among K-stationary Gaussian representations of γ on K. However, Figure 2 illustrates that it is certainly not minimal among general Gaussian representations of γ. In each situation, the λ-modified processes (21) has an even smaller maximal variance on K than the K-stationary process derived from (26). While this is not a surprise for α = 1 or α = 1.3, where we know that (21) is minimal, it seems quite remarkable how much the maximal variance of (21) is reduced even in the case α = 0.7 compared to the K-stationary process from (26). This is a major difference to the 1-dimensional case that we considered in Example 4.9, where the K-stationary process provides the minimal representation. Remark 4.11. In the literature, there are different other terms related to the concept of Kstationarity. In Gneiting et al. (2001) , for instance, a locally equivalent stationary covariance is defined as covariance function
In general, this assumption is stronger than the one in our definition, as it additionally requires that the locally defined covariance function C on K × K can be extended to a stationary covariance function on
There are numerous examples of variograms γ and corresponding functions of the form (27) that are positive definite on a small (potentially discrete and finite) domain K for sufficiently large C(0), but cannot be extended to a positive definite function on
In case of an isotropic variogram and a domain of the type K = B R (0) for some R > 0, i.e. in the case considered in Proposition 4.8, however, such an extension is always possible by Rudin's Theorem (Rudin et al., 1970) . Thus, the terms locally equivalent stationary covariance and covariance of a K-stationary representation are equivalent in case K = B R (0).
Numerical results
Our numerical study focuses on Brown-Resnick processes on the hyperrectangle K = [ −1, 1] d in dimensions d ∈ {1, 2} and where the underlying variogram belongs to the fractional Brownian sheet family γ(h) = h/s α . The study will compare the performance of three different threshold stopping algorithms and one other state-of-the art algorithm within a given scenario (α, s) for several scenarios. To this end, we fix a grid within the domain K as an actual simulation domain.
Setup of the simulation study
In dimension 1 we fix the actual simulation domain as the grid {−1, −0.996, . . . , 1} ⊂ [−1, 1] = K that consists of 501 equally spaced points and vary both the smoothness parameter α ∈ (0, 2) and scale s > 0 as shown in Table 1 . In each column the scale is chosen such that the minimal K-stationary Gaussian representation of the variogram (25) has the same variance σ
In case α = 1 one could equivalently fix the scale as s = 1 and vary the domain K = [−R, R] across R = 2, R = 4 and R = 8. Figure 1 shows the corresponding variance functions σ 2 (t) for t ∈ [−1, 1] when σ For each scenario that we consider, the threshold stopping algorithm will be applied to (i) the original Gaussian representation W 0 of the variogram γ with W 0 (0) = 0, Table 2 : Benchmark error terms PK,τ for the simulation of Brown-Resnick processes on the interval Table 3 : Benchmark error terms PK,τ for the simulation of Brown-Resnick processes on the square In addition, we compare the performance of the above threshold stopping algorithms to the performance of one of the state-of-the-art algorithms for simulation of max-stable processes, namely (iv) the extremal functions approach (cf. Dombry et al. (2016) ) with exact simulation taking place on a subset of N extrfun pre-specified locations in the simulation domain only.
To ensure a fair comparison of the different algorithms, we fix their mean number of Gaussian processes that need to be simulated to obtain one single approximation to the Brown-Resnick process, which is essentially proportional to their mean running time. For the three threshold stopping algorithms the mean number of Gaussian processes ET K,τ depends on the corresponding threshold τ orig , τ K-stat , τ λ-mod , whereas for the extremal functions approach the expected number of simulated Gaussian processes equals the number N extrfun of locations for which exact simulation is ensured (cf. Dombry et al., 2016) . We adjust the three thresholds τ orig , τ K-stat , τ λ-mod and the number N extrfun such that, up to relative deviations smaller than 1%, the mean number of Gaussian processes is fixed to the stopping time that corresponds to τ K-stat being the 0.95-quantile of the distribution of the supremum of the minimal K-stationary spectral process, and observe the simulation errors.
All the simulation experiments are repeated 50 000 times. Based on the 50 000 simulated realizations of Z (T ) and 50 000 independent realizations of the corresponding spectral process V , we estimate the benchmark simulation error P K,τ according to (10). The estimated errors are reported in Table 2 for dimension 1 and Table 3 for dimension 2. The smallest error term in each scenario is always marked bold.
Remark 5.1. Generally, the error terms in Tables 2 and 3 might seem quite high in all situations. However, note that we used choice ε = 0 for the absolute and relative error terms (8) and (9) as a benchmark, penalizing any possible deviation from a true process realization quite severely.
Results of the simulation study
The results in Table 2 allow us to compare the performance of the different algorithms according to the error term P K,τ within a given scenario (α, s) as well as the performance of the algorithms across different scenarios as α and the scale vary.
As explained in Example 4.9, in dimension 1 we know for each scenario (α, s) which of the Gaussian representations of the variogram γ(h) = |h/s| α leads to the minimal maximal variance across the simulation domain [−1, 1] . It only depends on the value of α as listed in Table 1 . Indeed the simulation results in Table 2 confirm that among the threshold stopping algorithms (i.e. the first three algorithms) the smallest error term P K,τ is always achieved by the algorithm that corresponds to the minimal representation. This confirms our previous theoretical considerations on the influence of the maximal variance of the spectral process on the performance of the threshold stopping algorithms.
When we vary the smoothness parameter α or the scale, we see that for each algorithm the error term increases with growing scale, while it decreases with growing α. Indeed, as the thresholds are chosen such that the probability of an exceedance by a single spectral function is nearly the same in any scenario (at least for the K-stationary representation), the error P K,τ is expected to get smaller the smaller the expected number of contributing spectral functions is, i.e. the expected number of extremal functions E|Π + K | = E{sup x∈K V (x)/Z (x)} as given in (5). Thus, we would expect the error to decrease if the sample paths of V and Z get smoother (i.e. α increases) or their variability gets smaller (i.e. the variance of the K-stationary Gaussian process decreases).
A similar behaviour can be detected for the error terms of the extremal functions approach (with one exception for α = 0.7 and varying scale). However, its behaviour is much more difficult to explain as this algorithm performs an exact simulation once the subset of size N extrfun covers the whole actual simulation grid. Thus, the extremal functions approach should outperform the threshold stopping algorithms for sufficiently large N extrfun , i.e. if we allow for a sufficiently long simulation time. Indeed, the extremal functions approach is the most accurate of the four algorithms for Scale 3 where the simulation time is large due to the high threshold τ locstat . For the less time-consuming simulations in the cases of Scale 1 and Scale 2, however, the best threshold stopping algorithm always performs better than the extremal functions approach.
In dimension 2 we focus on the classical scenario of a two-dimensional Brownian sheet. As we can see from Table 3 and as anticipated, simulations via the threshold stopping algorithm based on the λ-modified representation exhibit smaller errors than simulations based on the K-stationary representation and simulations based on the original definition. This observation is well in line with our theoretical considerations, since the maximal variance of the λ-modified representation is the smallest among those three (cf. Figure 2) . It is even minimal in the sense of Problem 3, cf. Proposition 4.2. The results in Table 3 further reveal that the three threshold stopping algorithms outperform the extremal functions algorithm in this particular setting.
What we did not expect, is that the threshold-stopping algorithm that is based on the Kstationary representation performs worse than the original definition for the cases α = 1.3 in dimension 1 and α = 1 in dimension 2, despite its variance being smaller than the maximal variance of the original definition. However, Figures 1 and 2 also show for both cases that the variance of the original field is much smaller than the K-stationary variance on a large proportion of the relevant domain [−1, 1] d , so that this phenomenon can be seen as a subasymptotic effect. Otherwise, the ranking of the threshold stopping algorithms according to the error terms even corresponds precisely to the ranking of the maximal variance on [−1, 1] for each of the remaining six scenarios in dimension 1.
Discussion
Efficient simulation of Brown-Resnick processes is an important task that is often needed to describe the extreme value behaviour of spatial random fields. As exact simulation of such processes can be very time-consuming, in particular when the simulation domain consists of a large number of points, it is often necessary to resort to the simulation of approximations of these processes. This can be done by either cutting an exact algorithm short or by running an inexact stopping algorithm. A priori it is unclear which algorithm will lead to the smallest error term for a fixed simulation time or vice versa. However, minimization of several types of error terms for the stopping algorithm with a given threshold and simulation domain K leads us to the same optimization problem:
Minimization problem. Among all intrinsically stationary Gaussian processes with prescribed variogram γ, find a process W such that sup x∈K Var(W (x)) is minimal.
This is a difficult mathematical problem that has been of independent interest for the case of Kstationary solutions in geostatistics (or locally equivalent stationary solutions, respectively), see e.g. Chilès and Delfiner (2012); Gneiting (1999 Gneiting ( , 2000 ; Gneiting et al. (2001); Matheron (1973); Stein (2001) . To the best of our knowledge, an explicit solution is known only in very few cases such as for the variogram of a fractional Brownian motion on an interval (cf. Example 4.9 stating Matheron (1974) ). Solutions also depend quite heavily on the geometry of the simulation domain K. Generally, Matheron's (1974) contribution does not seem to have received very much attention in the literature so far. Here, we make his description of a solution for convex variograms more explicit for symmetric domains (cf. Proposition 4.2) and second, we prove that the strategy that is employed for symmetric domains can even be applied to most practically relevant non-convex variograms on hyperrectangular domains in order to achieve a substantial reduction of the maximal variance sup x∈K Var(W (x)), albeit not a minimal solution (cf. Proposition 4.5). One of the nice features of this variance reduction is that it can be very easily implemented and also lead to a substantial reduction of the simulation time and the simulation error, respectively.
Our simulation study confirms that the proposed modification can lead to remarkable improvements of the probability that no approximation error occurs while the expected running time is fixed. We expect similar performance improvements also for other features, e.g. when other types of errors are considered. A comparison with the (potentially exact) extremal functions approach as one of the state-of-the-art simulation algorithms shows that threshold stopping algorithms can be competitive if we allow for (small) approximation errors. A more extensive comparison of different simulation algorithms is beyond the scope of this paper, but will be addressed in the future.
A Proofs
Proof of Lemma 3.1, Lemma 3.2 and Lemma 3.4. By definition of the objects Π
In all such situations Slivnyak's formula can be applied to the right-hand sides. Hence, we obtain
The latter is equivalent to (5), gives the lower bound (7) and is equivalent to Inequality (12), respectively.
Proposition A.1. For any measurable function f :
Proof. Since any condition on Z (T ) can be rewritten in terms of the restricted point process
) is a Poisson point process with intensity measure u −2 du P(V ∈ · ). Consequently,
Taking the expectation with respect to Z (T ) (x) finishes the proof.
Lemma A.2. Let X and Y be (possibly dependent) non-negative random variables such that E(X ∨ Y ) < ∞ and let ξ be a non-negative random variable which is independent of (X, Y ) with
Proof. (a) A decomposition of the probability space according to whether {ξ ≥ 1} or {ξ < 1} and {X ≥ Y } or {X < Y } together with the independence of ξ and (X, Y ) leads to the lower bound
Here, we also used a ∨ b ≥ a for the lower bound of the second summand and a ∨ b ≥ b for the lower bound of the third summand. In the last step we used E(ξ) = 1.
(b) The assertion follows if we apply (a) to
Then the assertion follows directly from Lemma A.2.
Proof of Proposition 4.1. By Proposition 1 in Debicki et al. (2010) , for i = 1, 2, we have
as u → ∞. Consequently, for each ε > 0, there is some u i (ε) > 0 such that for all u > u i (ε)
Thus,
This finishes the proof.
Proof of Proposition 4.2. First note that Ex(K) is a (locally compact) homogeneous space with respect to the action of S(K) ⊂ O(R d ) and so a unique normalized left invariant Haar measure λ exists on Ex(K) which we call uniform distribution, cf. e.g. Nachbin (1976) or Mardia and Khatri (1977) . Its support Supp(λ) = Ex(K) is necessarily a subset of ∂K, which establishes (18) for λ. Further, observe that the assignment
is also a convex function (since γ is convex). In particular, it attains its maximal value m on K for some v ∈ Ex(K). Since S(K) ⊂ O(R d ) acts transitively on Ex(K), any element in Ex(K) can be represented as M v for some M ∈ O(R d ). Since γ(h) depends only on h , this gives
So, in fact, all elements of Ex(K) attain this maximal value m, which implies
Finally, this gives
for all x ∈ ∂K, as desired (cf. Condition (19)).
Proof of Lemma 4.4. First note that (i) is equivalent to ψ being negative definite in the sense of (22). The equivalence "(i) ⇔ (ii)" is then immediate from Corollary 5.1.8 of Berg et al. (1984) (page 150 therein) and the fact that (R, R + , x 2 ) is a Schoenberg triple, cf. Example 5.1.3 of Berg et al. (1984) (page 146 therein). Second, the equivalence "(i) ⇔ (iii)" follows from Corollary 4.6.8 of Berg et al. (1984) (page 133 therein) and the 2-divisibility of the semigroup (R + , +). Lemma A.3. Let ψ : R + → R be n-alternating up to n ≤ 2 and 0 ≤ x ≤ R as well as 0 ≤ x i ≤ R i for i = 1, . . . , d. Then the following inequalities hold true for any a ≥ 0.
(a) ψ(a + (R − x)
2 ) + ψ(a + (R + x) 2 ) ≤ ψ(a + R 2 ) + ψ(a + 3R 2 ) (b) A⊂{1,...,d} ψ(a + i∈A (x i − R i ) 2 + j∈A c (x j + R j ) 2 ) ≤ A⊂{1,...,d} ψ(a + 3 i∈A R 
According to (a) the latter is less than or equal to 
On the other hand, since W 0 (0) = 0 and γ(h) = ψ( h 2 ) for a monotonously increasing function ψ, the right-hand side of (28) The latter follows from Lemma A.4.
