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ABSTRACT 
Let {X > and } be two stationary stochastic processes which is 
observed at discrete time t=l,2,...T. Granger (1969) provides a 
definition of causality for which we say that X causes Y if and only if 
Y is better predicted by using the past history of X than by not doing 
so with the past of Y being used in either case. If X causes Y and Y 
does not cause X, we say that unidirectional causality exists from X to 
Y. If X causes Y and Y causes X, we say that feedback exists between X 
and Y. 
In the literature, testing causality has been recognized as an 
important problem and has been studied among others for which it can be 
divided into two major types. We name the first type as the fixed lag 
approach in which it requires the lag lengths of the tested model are 
fixed and known in advance. Related research papers include Granger 
(1969), Sims (1972), Sargent (1976), and Geweke, Meese and Dent (1983). 
In contrast, the second type is named as the unfixed lag approach in 
which the lag lengths of the tested model is considered to be unknown. 
This approach was taken by Hsaio (1981) for which Hsaio,s method is 
based on a sequential testing procedure and a model selection criterion. 
In this thesis, firstly a robust version of the Granger test is 
introduced for fixed lag approach based on Huber (1964, 1981) robust 
M-estimation. Secondly, a robust sequential procedure is introduced for 
testing the causality structure- of X and Y for the unfixed lag approach 
based on Hsaio* s sequential procedure and a robust model selection 
criterion called the AICR criterion introduced by Ronchetti (1985). A 
small simulation study comparing the performance of the robust 
procedures and some existing causality testing procedures. It is found 
that the robust procedures are reasonably good as comparing with other 
testing procedures when the error distribution is normal and outperform 
when the error distribution in non-normal. 、“
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Chapter one : Introduction 
1.1 Usefulness of causality: 
In everyday life, we observe many time series. For those who aware of 
the status of the society, they will pay their attention to the 
inflation rate, the Consumer Price Index etc; for those private 
investors, Hang Seng Index may attract their concern. Most of us believe 
that these time series are not just regarded as a sample realization 
generated by a purely random process but generated by some mechanism. To 
understand the process, concept of causation arises. In fact, all the 
economic activities are the results of decisions made by the decision 
makers including :individuals, commercial institutions, and governments. 
Granger (1969) suggested that a decision consists of three components, 
(i) a decision rule, 
(ii) a set of values of variables of the rule and 
(iii) a decision outcome. 
We may call those values of variables as input (or causes) and the 
outcome as output (or result). A decision is essentially a mapping from 
input to output. However, there is always the case that only part of the 
inputs and output are observable. For example, an investor faces the 
choice between share A and share B. He wants to buy the one which will 
have its price risen within one month. Obviously, he does not know with 
certainty which one will give better rate of return in advance. The true 
financial status of the firm is known only by the top managerial group 
and will be disclosed two times per year through the annual report. 
1 
Because of the various unobserved components, there will be at best a 
probabilistic relationship between the inputs and the outputs which have 
been equated with causes and effects；, 
1.2 Definitions of Causality 
As attitudes towards causality differ from person to person, it is 
unlikely that a generally acceptable definition exists. 
Consider a stationary and invertible bivariate time series 
X(t)=[X ⑴，X、(t)]’ which is observed at discrete time intervals 
1 2 ’、' 
t=l,2,…’T. Several definitions on causality may arise. 
1.2.1 An Intuitive Definition : 
The following definition comes directly from Granger (1969): 
X cause X if and only if X is better predicted by using the past 
2 1 1 
history of X than by not doing so, with the past of X^ ^ being used in 
either case. 
If X cause X and X does not cause X , it is said that unidirectional 
2 1 1 2 








, it is 
said that feedback exists between X
i
 and X^. 
1.2.2 A Mathematical Definition : 
Granger (1969,1980) suggests a mSithematical definition of causality: 
X (n) is said to cause X, (n+1) if 
2 1 
Prob(X (n+1) € A| n(n))本 Prob(X (n+1) e A| Q(n)-X (n)) for some A 
1 1 ^ 
where n(n) represents all the knowledge in the universe available at 
2 
time n and fi(n)-X
2
(n) represents this information except the values 
taken b y X
2
( t ) up to time n. 
1.2.3 An Operational definition : 
Granger (1969,1980) also suggests an operational definition of 
causality. Suppose ^ ( X j Q C n ) ) denote the minimum mean square error 
prediction defined by 
<r
2
(X |Q(n)) = E[X (n+1) - E(X (n+1) lvalue of X up to time n)] 












 say that there is a unidirectional relationship running from X
2
 to 
X , or X is said to cause X^. If 
l' 2 i 
<r
2
(X |Q(n)-X (n)) > cr
2









1 2 • • 1 
we say that there exists a bi-directional relationship between X】a n d 
X ， and feedback is said to occur. 
2 
Note that the Mathematical Definition requires us to find the 
probabilities which may involve very complex distribution and is 
difficult to evaluate. The operational definition may be considered to 
be the most practical one among three. However the Granger's intuitive 
definition is used throughout this thesis. 
1.3 Test for causal orderings: 
Suppose the above bivariate time series X(t) is stationary and has a 
constant mean, 
(











 I x;(t) J = [ x
2
( t ) J _ 
has the following true relationship : 
A(B) X’ (t) = M(B) e(t) (1.1) 
( A (B) A A B ) , 
k
 …、 f 11 12 
where A ( B ) = 
^ A (B) A (B) 21 22 
, M (B) M ( B )、 , 、 f 11 12 
M ( B ) = 
V M (B) M (B) 
21 22 
( e (t) x 
e ( t ) = 卜 
^ e (t) ^ 
2 
where A ^ C B ) , M ^ C B ) , 1=1,2, j=l,2 are finite order polynomials in the 
backward shift operator B defined by B
n
X;(t) = x;(t-n). Furthermore 
e (t) and e (t) are assumed to be mutually uncorrelated white noise 
l 2 
process with finite variance、 
Moreover, we assume that the roots of the polynomial A ^ C B ) and M ^ C B ) 
all lie outside the unit circle in order to guarantee that the process 
X,(t) possesses both the properties of stationarity and invertibility. 
The model (1.1) can be written as an moving average representation : 
X’ （t) = W(B) e(t) (1.2) 
W (B) W。 ( B )、 
, 、 I 11 12 
where W ( B ) = 
^ W (B) W (B) 
21 . 22 
with W
U
( B ) = [ A“B) - A J B ) A二(B) A ^ B ) M
u
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i 2
( B ) = [ A J B ) _ A J B ) A ^ ( B ) A ^ B ) ]
_ 1
 M ^ C B ) + 
[-A^(B)AI|B)[A^B)-A2I(B)A;1I(B)AJB)]"1 M22(B) 
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( B ) 
Sim (1972) establishes the connection between causality in the sense of 
Granger and the pattern of parameters in W(B) for which we state as a 
theorem. 
Theorem 1.1 (Sim 1972) 
There is unidirectional causality from X“ to X^ (also from X^ to X ^ if 
W (B) = 0 and W (B)本 0; X， and X, (also X and X ) are mutually 
21 12 2 1 2 1 
uncaused if W (B) = W (B) = 0; there is feedback if W (B)本 0 and 
1 2 2 1 上*2 
W (B)本 0. 
21 
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( B ) J I x;(t) J I e
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( t ) J . 
where 1 - C
u
( B ) = [ M“B) - M“B) M二(B) M ^ B ) A
u
( B ) + 
[ - M ^ (B)M
i
|B) [ M ^ B ) - M
2 i
( B ) M ^ ( B ) M J B ) ]
- 1
 A ^ C B ) 
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We may also write (1.3) as 




















 ( 1 3 a ) 
l X
2




( B ) C
2 2
( B ) J l x
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( t ) J
 ( 1
'
3 a ) 
5 
where d = /i _ C (B) u - C
 o
( B ) u and 
1 11 1 12 d 
C





In this case, we can see that X
2
 does not cause X
i
 if, and only if 
C (B) = 0 and X does not cause X if and only if C (B) = 0. Based on 
12 1 2 
this fact, Granger (1969) proposes the following testing procedure for 
causality. 
1.3.1 Granger test 
To test whether X cause X , Granger (1969) proposed using the model 
1 2 
J J 
X (t)= c + S a X (t-j) + z b
i
X (t-j) + e (t) (1.4) 
2
 J=I J 2 1=1 1 1 2 
i i d 2 
where e (t) ~ N(o,cr ) 2 
and set the hypotheses 
H : b =0 V j=l,...,J. and 
o j 
H : not all b =0, j=l,...,J 
l j 
If H is rejected, we say that X causes X • O I D 
Note that (1.4) is exactly in a form of simple linear regression. Thus 
it is natural to use the following statistic to test the H。： 





where SSEu and SSEc are the residual sum of squares from the 
unconstrained and constrained regressions, respectively. 





 (1.5) L ^J 
2 . 
where L denotes as converges in distribution and x
3
 denotes the Chi-
square distribution with J degree of freedom. 
6 
Before we prove Theorem 1.1, we first state a Lemma. 





 (a scalar) is distributed as 
chi-square with trace Q degrees of freedom. 
Proof of Theorem 1.1: 




(-J) X ^ O ) X ^ - D - . - . X ^ - J ) 
Let Z = : : • . : 
1 X (T) X (T-l). .X (T-J) X (T) X (T-l). . .X (T-J)_ 
L 2 2 2 1 1 上 
0 = [ c a】a
2
, . . a^ b) b^. • . b^] 
「 1 X (0) X (-1)...X。（-J) 1 2 2 2 
z = : 
1 . 
1 X (T) X ( T - l ) . ( T - J ) L 2 2 2 J 
T 





( 0 ) X ^ l ) . . . X ^ T ) ] e
T
= [ e ^ O ) 〜 ⑴ . . . e
2
( T ) ] 




 + e 




SSE = y， M y where M = I - Z [Z\Z 







 = P h m 
= p lim y , (I- Z(Z’Z)
_ 1
Z，）y/T 
= p lim y’y/T - p lim
 y > Z (
^
Z ) Y 
=<r -p lim I-j—J l-y-J 
2 Z' Z -1 
=cr - 0 p lim (-y-) 〇 
2 
=cr 
where the notation 丨丨p lim" denote converge in probability. 
SSEc - SSEu = y , (M - M)y 
l 
Note that M - M is symmetric idempotent 
l 




 - 2 M M + M
2 
l l i 
7 
= M ， 2 M M + M 
l l 
a s M M = (I - Z ( Z ' Z J ^ Z： ) M 
1 i l l l 
= M - Z (Z Z r h ' M 
i l l l 
= M - 0 since Z'M = 0 =» Z M = 0 
l 
= M 
ie. (M - M )
2
 = M -M M - M is idempotent 
l i i 
trace of M - M = (T-J-l) 一 (T-2J-1) = J 
l 
By lemma 1.2 e, (M - M) C/&
2
 ~~> X , J
 l J 
= C S S E c - SSEu)/(J<r2) > Xj 
2 
(SSEc-SSEu)/(Jcr ) 2 siusky theorem 
SSEu/(T - 2J -1) ^J
 y 
Note that if C (B) = 0 (l-3a) becomes 
21 
X (t) = d + C (B) X (t) + e
o
( t ) (1.6) 
2 22 2 2 
X (t) = c + C (B) X (t) + C (B) X (t) + e (t) (1.7) 
1 12 2 11 1 •
1 
From (1.7) we have 
(1 - C (B)) X (t) = c + C
 o
( B ) X (t) + e ^ t ) 
11 1 12 2 1 
ie, 




( B ) X
2




( t ) (1.8) 




Thus we can say that X does not cause X in Granger's sense if and only 
1 ^ 
if x (t) can be expressed as a distributed lag function of current and 
l 
past values of X and a term which is uncorrelated with any value of X ^ 
past or future. By this fact, Sims (1972) and Sargent (1976) proposes 
the following testing procedure for causality. 
8 
1.3.2 The Sims test 
To test whether X causes X , Sim (1972) considered the following model 
1 2 
L L 
X (t) = c, + Z c X (t-j) + e (t) (1.9) 
1 j=-LF j 2 1 
where LL (LF) is the number of periods before (after) that the past 
(future) value of X
2
 no longer affect the present values of X ^ The 
hypothesis are : 




 : c for some j=-l,-2,...,-LF 
If H is rejected, we say X cause X . 
0 1 2 
A testing procedure may be taken as follow： 
(i) estimate (1.9) without the constraints that c , 0 for 
A 
j=-l, - 2, • " ,-LF by OLS; use the residuals, e j t ) , say, 
estimate by OLS a p order AR of the form 
a p 
e (t)= Z p e (t-k) + 7)(t) 
1 k=l ^k 1 
(p is a value large enough such that 7/(t) is mutually 
independent which is suggested by statistician) 




(1.9) with the p order filter (1 ) 
(iii)re-estimate (1.9) with the constraints that c =0 for 
j 
j=-l’-2,…，_LF and without those constraints by OLS using 
the partially differenced data. 
After partial differencing X , it will no more depend on its past value. 
By fitting the filtered data into model (1.9), based on the same reason 
9 
as the Granger test, X does not cause leading to the hypotheses 
H
 : c
 =0 for j=-l,-2,•..,-LF is rejected. We test the hypotheses that X 
o j 




where SSEu and SSEc are the least square residual sum of square of the 
filtered data being fitted to model (1.9) without constraint and under 
the null hypotheses respectively; and N is the total number of 
parameters estimated including the P autoregressive parameters used to 
filter the data. ie. N=LF+LL+P+2 





 (1.10) 2 ^LF 
The proof of (1.10) is similar to Theorem 1.1 
Moreover from (1.7), we can say that X does not cause X in Granger's 
1 ^ 
sense if and only if X
i
 can be expressed as a distributed lag function 
of the past values of X & X , and a term which is serially uncorrelated 
^ 1 . 2 
and uncorrelated with current X
o
 as well as past X and X . 
2 i t 
By this fact Geweke, Messe, and Dent (1982) proposes the following 
modified Sims test. 
1.3.3 The Modified Sims Test 
The model, 
L L p 










 (t-k) + e ^ t ) (1.11) 
where LL (LF) is the number of periods before (after) that the past 
(future) value of X no longer affect the present values of X and p is 2 1 
the number of periods such that for any P>p, the explaining power of 
10 
X (t-P) on X (t) is negligible. As the same reasoning of Sims test, 
L 1 
cause X only if X is better predicted by using the past value of X ^ 
2 2 
So causality exist from to only if X ^ t ) not independent of 
X (t+1), . . ,X (t+LF); hence c； =0 for j = -1, - 2,...,-LF. 
2 2 J 
Estimate (1.11) in constrained (setting c =0 for j = -1,-2,...,_LF) and 
unconstrained forms, the test statistic of the hypothesis that no 
causality is 
_ 一 (SSEc'-SSEu' ) /LF JR 二 ““ “ 
3
 SSEu /(T-LF-LL-P-2) 
where SSEu and SSEc' are the least square residual sum of square 
of the regressions without constraint and under the null hypotheses 
respectively. 
F D . 1 2 ) 
3 LF 
The proof of (1.12) is similar to that of Theorem 1.1. 
The version of (1.1) employed in our study is given by the following : 
( A
n
( B ) 0 )
 f
 X;(t) , r M ^ C B ) M
i 2
(B) i , e
x
( t ) , “ ⑶ 
, 0 A 2 2(B) J ⑴ J ” 0 M 2 2(B) J [ e 2 ( t ) J … 
where A (B) = 1 + a B + a B 11 11 12 
A (B) = 1 + a”B + a B
2 
22 41 42 
M (B) = 1 + m,, B 
11 12 
M (B) = m B 
12 21 
m (B) = 1 + m^ ；B. 
22 41 
Note that (1.13) is equivalent to 
(1 + a B + a B
2
) X, (t) = (1 + m”B) e (t) + m B e (t) (1.14) 
v 11 12 1 11 1 21 2 
and (1 + a B + a B
2
) X'(t) = (1 + m^ B) e (t) (1.15) 




X' (t) = S a X' (t-j) + Z a X，(t-j) + e。（t) (1.16) 




j oo J co 
















Proof of theorem 1.3 
From (1.15)， 
e (t) = (1 + m B)"
1
 (1 + a”B + a B
2
) X'(t) 
2 41 41 42 2 








 + ... ) (1 + a B + a B
2
) X;(t) 
41 41 41 41 42 2 
oo k+2 




 m ^ (m^ - m a + a )B X'(t) 
41 41 k = 0 41 41 41 41 42 d. 
(1.18) 
Hence, 
X’ (t) = (m^ - a ) X;(t-1) . 







 - m a” + a ^ ) X： (t-k-2) + e (t) 
k = 0 41 41 41 41 42 2 2 
J-2 




 - m a + a ) X；(t-k-2) 








 - m a + a ) X'(t-k-2) + e (t) (1.19) 
k = J-l 41 41 41 41 42 2 2 
or we may write, 
J oo 
X, (t) = Z a X^(t-j) + Z a X^(t-j) + e ^ t ) 
where a ’ s are the corresponding coefficients of X'(t-j) in the right j ^ 
hand side of equation (1.19). Thus we have equation (1.16). 
Put (1.18) into (1.14) 
(1 + a B + a B
2
) X' (t) 
11 12 1 
= ( 1 + m B) e (t) + m
o
 B (1 + m B ) '
1
 (1 + a B + a B
2
) X'(t) 
11 1 21 41 41 42 d 
12 
i • e. 
(1 + m B) e (t) II I 
= ( 1 + a B + a B
2
) X' (t) - m
o




 (1 + a B + a B
2
) X'(t) 
11 12 1 21 41 41 42 d. 
^
 e
 (t) = (1 + m B)"
1
 (1 + a B + a _ B
2
) X； (t) 
1 11 11 12 1 
一 （ 1 + m B)"
1
 m B (1 + m B)"
1
 (1 + a”B + a B
2
) X'(t) 
11 21 41 41 42 2 
oo k+2 




" (mf - m a + a )B
 +
 ] X； (t) 
1 11 11 k=0 11 11 11 41 42 1 OO 




) [1 + (a - m )B 







 - m a +
 a > i
J B
k + 2
] X ; ⑴ 
k = 0 41 41 41 41 42 2 OO 2 
= [ 1 + (a - m )B + Z (-l)
k
 - m a + a )B
 +
 3 X; (t) 
11 11 k=0 11 11 11 41 42 1 OO OO j 1 + 2 




 + S (-1) (a 一 m )m B 




















 ) V /
+ 2
] X ； (t) 
00 
= [ 1 + (a - m )B + (mf - m
i





11 11 11 11 41 42 k=0 11 1 
OO � 













1 + 2 
1=0 21 11 21 41 41 1=0 11 
+ m B(m
2












) ] X'(t) 
21 41 41 41 42 1=0 11 k=0 11 2 
OO 
p k k k+2 r 、 




) B + ( m
i r
 〜广 4 1 + a 4 2 ) k | 0 ( - l )〜一 ] X ; ( t ) 
00 ⑴ 











1 + 2 



















21 41 41 41 42 1=0 11 k-0 11 2 
+ e (t) (1.20) 
L 
Thus, we may also write, 
J 00 J � 
X’ (t) = Z c X’ (t-j) + S c X； (t-j) + Z d x;(t-j) + S d X'(t-j) + e (t) 
1
 j = i
 j 1 j = j + i
j 1 j=i j 2 j = J + i
J 2 
where c • d are the corresponding coefficients of X'(t-j) and X'(t-j) 
j j 2 1 
respectively in the right side of (1.20). So we have the equation 
(1.17). 口 
13 
, X ' ( t ) 、 , X (t) X ( u 、 
Substitute _ = '
 r4









 广 ^ 
have 
00 J 00 
X (t) = M (1 - s a ) + Z a X (t-j) + Z a X (t-j) + e (t) 
2 2 j=i j j=i j 2 j = J + i
j 2 
J 00 
= c + S a X (t-j) + S a X ^ t - j ) + e
2
( t ) (1.16a) 
j=i j 2 j=J+i 
00 00 J 00 J 













+ S d X (t-j) + e. 
j 2. t 
j = J + l 
j oo J 00 
=d + E c X (t-j) + S c X (t-j) + Z d X
2
( t - j )
 +
 S d X
2





 j=i j=J+i 
(1.17a) 
00 CO 00 
where c = u (1 - Z a ) and d = u (1 - 2 c - Z d . ) 
2 j 1 . . J , - J 
j=l j=l j=l 
Bv (1.16) and (1.17), it is sure that a , c: and d decrease rapidly to 
J
 j j J 
zero as j increase. So, for sufficient large J, we have, J 
X,(t) s Z a X’ (t-j) + e
o
(t) (1.21) 
2 j 2 2 
j = l 
J J 
X' (t) = E c X ' ( t - j ) + Z dX
y
Jt-j) + eit) (1.22) 




X (t) s c + Z a X (t-j) + e (t) (1.21a) 
2 j 2 2 
j = l 
J J 
X (t) = d + S c X (t-j) + Z d.X
2





 J 1 
Then we can say that X cause X but X does not cause X if and only if 2 1 1 ^ 
X (t) can be expressed as a lag function of past X with an error term 
2 2 
which is not correlated with any past value of X ; and X
i
 (t) can be 
14 
expressed as a lag function of past & X
2
 with an error term which is 
not correlated with past value of X or X^. 
In the literature, Guilkey and Salemi (1983) compared the Granger test, 
Sims test and modified Sims test by a simulation study for causal 
ordering in a bivariate stochastic system under the assumption that the 
errors are normally distributed. They pointed out that the Granger test 
performs consistently slightly but significantly better than the Sims 
test and modified Sims test although the advantages of the Granger 
procedure over Sims and modified Sims procedures diminishes with sample 
size. Moreover the test performance of each test is sensitive to the 
sample size. 
In the above three testing procedures for causality, it is noted that 
the lag length J, LL, LF and p are assumed to be fixed and known in 
advance. Thus we will name these approach as fixed lag approach. 
In Chapter 2’ a robust version for the fixed lag approach is introduced 
for testing causality. This robust approach can be considered as a 
robust version of the Granger test. Because the test statistic of this 
robust version of the Granger test is the likelihood ratio type based on 
the Huberts (1964, 1973) robust M-estimation, the test is named as 
Granger M-test. The performance of the Granger M-test will be compared 
with the Granger test, Sims test and modified Sims test by a simulation 
study under the situations that the error distribution is either normal 
or non-normal. For the non-normal cases, the error terms are generated 
based on the t distribution, or the e-contaminated normal distribution 
4 
(1 - e) N(0,1) + e N(0,9) with e being set to be 0.1 or 0.2. And it is 
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an extension of Guilkey and Salemi (1983) to the non-normal case. 
So far, all the mentioned testing procedures for causality are 
considered to be under the fixed lag approach for which all procedures 
are fixed and known in advance. However, it is clear that this 
assumption may be unrealistic and not trustworthy sometimes. In this 
case, we certainly would like to drop this assumption. Whenever a 
causality testing procedure does not require the lag-length of the 
variables in the model to be known in advance, the causality testing 
procedure is said to be under the unfixed lag approach. Hsiao (1981) 
developed a testing procedure for causality for the unfixed lag approach 
in bivariate case. He formulated an operational test of causality 
structure between X and X by using linear predictors: 1 2 
kl ml 
X (t) = a + S a X (t-j) + ^ X (t-l) + e (t) (1.23) 
i j=i j l i=i 1 ^
 l 
k2 m2 
X (t) = b + z r X (t-j) + a x (t-l) + e (t) (1.24) 
2 j = 1 j 2 l = l i l ^ 
where a, b, a , ^ , 5 k , k , m m are parameters and e ^ t ) and 
e (t) are error terms with zero mean. 
2 
When X (t) can be determined better by using X (t-j)' s and X (t-j),s 
L 1 ^ 
than by using X (t-j),s alone in equation (1.23), X is said to cause 
X . Likewise, X is said to cause X if X (t) can be predicted better by 
1 1 ？ 2 
including X ^ t - j ) ^ in equation (1.24). Feedback exists if both events 
occur. 
1.4 Hsiao's sequential procedure 
To determine whether X
2
 causes X ^ Hsiao suggested the following 
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procedure: 
(1) Choose a sufficiently large number, L, such that the terms of 
X (t-l)'s and X (t-l),s are negligible for predicting X for 1>L. 1 2 1 
(2) Fit X (t) on its past values with lag length being set as k , for 1 L 1 
< k ^ L. Use a model selection criterion to determine the optimal 
L 
A 
choice of k*, say k • I I 
A 八 
(3) For the given lag k , X ^ t ) is fitted again on its lagged values 
with past values of X
2
 included. The lag length of X
2
 is set as n y For 
1 < m < L, use the same selection criterion to determine the optimal 
L 
八 
lag length, say m . 
(4) Compare the values we get in steps (2) and (3). If basing the 
criterion used, the model we choose in step (3) is better than that of 
in step ⑵ ’ X is said to cause X^ ； otherwise there is no causal 
2 1 . 
relation running from X^ to X
i
. 
1.5 AIC Criterion 
In the literature a well-known and often used method for model selection 
is the Akaike's Information Criterion (AIC) introduced by Akaike (1973). 
It was designed to be an approximately unbiased estimator of the 
expected Kullback-Leibler information of a fitted model. 
1.5.1 A review of the AIC criterion 
Before deriving the AIC, let us have some definitions and notation. 
The following definitions comes directly form Linhart and Zucchini 
(1986). 
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1.5.1.1 Operating family and approximating family: 
We call the "model you use to think about the data" the operating model. 
However, it is only in exceptional cases that sufficient information is 
available to fully specify the operating model. In those cases, one can 
only circumscribe the family of models to which the operating model 
belongs. We call this the operating family. 
If there are more parameters than can be reasonably estimated from the 
data, one has to compromise by using a simpler approximating family of 
models. This family from which "the model you fit to the data" is 
selected may not even contain the operating model. 
1.5.1.2 Discrepancy: 
In selecting the family models which is estimated to be the "most 
appropriate" , one has to specify in which sense the fitted model is 
required to best conform the operating model, ie. one specifies a 
discrepancy which measures the lack of fit. 
A discrepancy allocates a real number to any ordered pair of fully 
specified models. The discrepancy between the operating model and that 
member of the approximating family which is "nearest" to it is called 
the discrepancy due to approximation. It does not depend in any way on 
the data, the sample size, or the method of estimation employed. 
In contrast, the discrepancy due to estimation is a random variable and 
does depend on the data and the method of estimation used. It is the 
discrepancy between the model which is fitted and the "nearest" 
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approximating model. 
The overall discrepancy is the discrepancy between the fitted model and 
the operating model. 
1.5.1.3 Some definitions 
Suppose that we have n independent observations on k variables and each 
observation is a realization of a k-dimensional random vector giving 
distribution functions F. Let M be the set of all k-dimensional 
distribution functions. Each member of M is a fully specified model. 
A family of models, G
Q
, 9 € 0, is a subset of M whose individual members 
Q T 
are identified by the vector of parameters 0 = (6i,02,...,9
P
). 
A fitted model, G^ is a member of a family of models G
0
, 6 € 0, which 
has been selected by estimating the parameters using the observations. 
A discrepancy is a functional, A, on M X M which has the property 
A(G,F)2=A(F,F) for G,F e M. 
This functional which expresses some aspect of the dissimilarity between 
two models should be such that its value increases if G and F are 
considered to become "less similar." The discrepancy between a member G
0 
of an approximating family of models and the operating F will be denoted 
by the abbreviated notation A(9)=A(e,F)=A(G
0
,F). 
The discrepancy due to approximation between an approximating family, 




=arg min{A(e):e € ©}. The model G
0
〇 is called the best approximating 
model for the family 0 € 0, and the discrepancy A. 
o 
The discrepancy due to estimation is defined as A C G ^ G ^ ) . It expressed 
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the magnitude of the lack of fit due to sampling variation. 
A 
The overall discrepancy is defined as A(0)=A(GQ,F). 
To minimize the overall discrepancy, we have to balance the two opposing 
component discrepancies. 
The overall discrepancy is a random variable. It is not always possible 
to estimate the complete distribution of the overall discrepancy, but 
only some characteristic of it such as the expectation. So we say one 
fitting procedure to be better than another if it has a smaller expected 
discrepancy. ,, 
The expected discrepancy depends on the operating model which is unknown 
and is estimated in many cases. An estimator of the expected discrepancy 
is called a criterion. 
To select between competing fitting procedures, one choose the one which 
leads to the smallest value of the criterion. 
Kullback-Leibler discrepancy 




( x ) 
where g is the probability density function which characterizes the 
approximation family of models• 
In situations where the expected discrepancy, EFA(9), is too difficult 
to derive, or the result is too complicated to be usefully estimated for 
the finite sample case, asymptotic methods is used. 
A 
Let An(9) be an empirical discrepancy, and let 0 be the corresponding 
minimum discrepancy estimator, that is, 
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6 = arg min{An(0):0 € 0}. 
Under certain regularity conditions and the Kullback Leibler 
A 
discrepancy, one has -Lp/n+p/n used as criterion based on EFA(0), where 
L is the log-likelihood of the model with p parameters. This criterion p 
is the Akaike Information Criterion. If we time the above criterion by a 
factor 2n, we have the criterion becomes -2L
P
 + 2p. 
1.5.1.4 Some choices of a in AIC 
The Akaike Information Criterion is a powerful tool for choosing among 
different models that can be used to fit a given data set. 
Bhansali and Downham (1977) proposed to generalize the Akaike Criterion 
b y choosing the model that minimizes for a given fixed a 
AIC(p;a)= -2L
P
 + ap. (1.25) 
If we apply (1.25) to the regression model with normality errors, we 
obtain 
AIC(p;a) = k(n，cr) + + ap (1.26) 
cr 
A 
where ； is the estimate of the error term, s standard deviation; k(n，(r) 
is
 a
 constant depending only on n & & and SSEp is the usual residual sum 
of squares. 
There are many choices for a. For example, a = 2 results the AIC 
equivalent to Mallows' statistic (see Mai lows (1973)) and a = 5 is 
suggested by Zhang(1992); while the BIC of Schwarz(1978) choose a as 
log T； Hannan and Quinn(1979) choose a = log log T. 
In Chapter 2’ we handle the problem of model selection under the case 
that the lag-length of each of the independent variable is 
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pre-determined. We will introduce a robust method for testing causality 
under the fixed lag case for which we name it as Granger M test. This 
robust test can be viewed as an extension of the Granger test. A 
simulation study will be provided for comparing the performance of the 
s 
Granger test, the Sim test, the Modified Sim test and the robust M-test 
when the error distribution is non-normal. 
In Chapter 3, we relax the unrealistic assumption of pre-determined 
lag-length. Our model selection procedure not only determine those 
variables to be., included but also their lag-lengths. The main content in 
this chapter is to compare criteria mentioned in section 1.5.1.4 by 
looking at the simulation results for 2-variable case. Hasio's approach 
is used for each of those methods. 
In Chapter 4, we will extend the robust method to 3-variable case. 
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Chapter Two ： Robust methods for fixed lag approach 
2.1 The Granger M test 
In Chapter 1’ we described the Granger test, the Sims test and the 
modified Sims test and learned that the Granger test performs 
consistently slightly but significantly better than the other two tests 
by a simulation study under the condition that the error terms are 
normally distributed. However, the sensitivity of Granger test to 
departures from,, normality makes us suspicious. In reality, we seldomly 
meet normal data, especially when our sample size is not so large. In 
this chapter, we introduce a robust method of testing causality. 
First consider the model 
kl ml 
X (t) = c + z a X (t-j) + h x (t-1) + e (t) (2.1) 
where a , j=l,...,k ; p . 1=1,.. ”m are unknown parameters J L I I 
e (t) are random errors which are independently and identically 
L 
distributed with zero mean and finite variance. 
k m are assumed to be fixed and known constants, 
I, L 
Y = Z 0 + e (2.2) 
where 





、 X (T) 、) 
2 、 
r
 1 X (max ,
 m i
) ) . . X
1








( m a x ( k
i
, m ] ). . X ^ m a x C ^ ,
 m i
 )-m] 
Z = ‘ ： ： ： • 
I 1 X ^ T - 1 ) . … X J T - I ^ ) X
2
(T-1) .... X ^ T - m ^ “ 
and 
0 = ( c < x a . . . a 6 13 … I S )
T
 is a vector of p unknown parameters 
" 1 2 kl 1 2 ml 
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e = (e (max(k，m )+l) ... e (T))
T
 is an vector with the elements which 
2 1 1 2 , 
are independent and identically distributed. 
To estimate e, a robust M-estimation technique introduced by Huber 
yN 
(1964,1973,1977,1981) is used here. In detail, we let ©^ be the robust 
A 
M-estimate of 0. To obtain 0 of 0, Huber suggests minimizing 
M T 
S p(r(t)/(T), (2.3) 
t=max(kl, ml ) +1 
where (r is a scale functional of the distribution of e(t) and r(t) is 
the t
t h
 residual defined by r(t) = y(t) - y(t) where y(t) = Z(t) ^ and 
y(t) denotes the t
t h
 element of the vector Y and Z(t) denotes the t
1 
row of the matrix Z. 




 f o r l x ^ c , 
P
c








where c is some specified constant chosen by statistician. • 
For scale invariance, cr should be replaced by a consistent robust 
estimate Various choices of o^  will be discussed in section 2.2. Note 
that minimizing (2.3) with p - P
c
 is equivalent to maximizing the 
likelihood function of the form 
T 
Z g (r(t)/<r), (2.5) 
t=max(kl, ml ) +1 0 




 and A is a normalizing constant. As J g = 1, we 
have A = (1-e) / V2m. NOW if we view the observations • • -




with corresponding density 
. y(t)-Z(t)0 
— g ( ) 
cr cr 
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and assume we only know that the distribution function G lie within a 
e-contamination normal neighbourhood 
C ($) = { F : F = (1-e) $ + eH, H arbitrary} {2.6) 
e 
where 0 如 1 is known and fixed and $ denotes the standard normal 
distribution function. 
Then the least informative distribution, that is the distribution of 
which minimizing Fisher information of location over is G
q
 where 
G' = g with c and e are related through 
O &O 
2 0(c)/c 一 2 $(-c) = e/(l—e) (2.7) 
Here 0 = is the standard normal density. See (Huber 1981, p. 86) for 
details. Thus the estimate for 0 obtained from minimizing (2.3) with 
p = p i
s
 equivalent to the maximum likelihood estimate of 0 where the 
density function is g
Q
 = G^ and G
q
 is the least informative distribution 
over C ($). Huber (1964, 1981) named this type of estimate as M-estimate 
e 
(or maximum likelihood type estimate). When we choose c = 1.345, we have 
the right side of (2.7) approach 0.06. ie. e = 0.005964. 
Note that the choice 
p(x) = - log f(x) 
gives the ordinary maximum likelihood estimate where f is a probability 
density function. 
Now we consider a linear hypothesis 
H : a = a = . . . = a = 0 (2.8) 0 1 2 KL 
Define D(F) as the minimum value of (2.3); and D(R) as the minimum value 
of (2.3) subject to (2.8). Huber proposed to base a test of (2.8) upon 
the pseudolikelihood ratio 
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A = exp{-D(R)} / exp{-D(F)} (2.9) 
Since this is not a true likelihood ratio test unless the density of 
e(t) is of the form exp{-p(x/(r)}, it is termed a likelihood ratio type 
test. It can be shown that under H , -2 log 八 converges in distribution 
to a / random variable, central chi-squared with k degrees of 
八lcl 上 
freedoms (Rao 1973). Huber (1973) also showed with 审 ( x ) = dp(x)/dx and 
少’ （ x ) = d
2
p ( x ) / d x
2
 that 
L 2 、 
-2 [E{屯’（e/cr)}/E{^ (e/<r)}] log A > X ^ (2.10) 
The test statistic (2.10) is very similar in form to the familiar F 
statistic for testing H
q
. Notice that -log A = D(R) - D(F) is the 
reduction in dispersion of the residuals obtained by passing from the 
reduced to the full model; hence a direct generalization of the 
classical F test for H is based upon the statistic 
； r 、 D ( R ) - D(F)}/k
i
 (2.11) 
where A = l/2E{^
2
(e/(r) (e/<r)>. If we replace e(t) and cr in (2.10) 
A A 
by r(t) and ；’ where r(t) = y(t) - Z(t) 0, 0 is an estimate of the 
parameter vector 0, and ^ is a residual scale estimate, we replace 入 i n 
A 
(2.10) by 入 and have 
T 2 
, [ T - m a x ( m ’k )-m -k ]
_ 1
 ‘ f (r(t)/<r) 





-L 1 1 t=max(kl,ml) + l 
and we have the Granger M-test as follows: 
F = X ^ i D C R ) -
M 1 
For large sample sizes he proposed to follow the classical method and 
compare F with a critical value form a central F distribution with 〜 
and T-max(k ,m ) degrees of freedom. 
1 1 . 
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2.2 Estimation of residual scale 
One approach to estimate <r is that of Holland & Welsch (1977). Compute 
an initial L estimate of 0 with residual vector {r(t)} and define 
l 
A 
<r = 1.48 x med( |r(t) I ) 
0 
where med denote the median. To obtain approximate Gaussian 
unbiasedness. Hill & Holland (1977) proposed 
(r = 2.1 x med (|r*(t) |), 
1 
w h e r e { | r * ( t ) | } i s t h e v e c t o r o f ( T - m a x ( 1 ^ , 1 1 ^ ) ) l a r g e s t 
A 
absolute residuals; cr seems to yield well-behaved test statistics. 
1 
A A 
The Huberts Proposal 2 estimates of 0 and o^ is obtained by solving the 
equations 
八 




where ^(x) = x 射 x ) - p(x), a = ( T - m a x 力 ， z " denotes 
the (t,j)th element of Z and $ is the standard normal distribution. 
2.3 Other choices of p functions 
There are many choices of p functions for robust regression. They can be 
classified by the behavior of 屮 ( t ) . The hard redescenders are those 
which all have 於 ( r ) = 0 for |r| sufficiently large, (see Andrews et al., 
(1972), Beaton and Tukey (1974), Hinich and Talwar’ （1975) for details; 
the soft redescenders are those which have 审 ( r ) asymptotic to zero for 
large |r| . (see Dennis and Welsch (1976) for details); and those which 
have monotone ^ functions, (see Huber (1964), Fair (1974) for details). 
2.4 Practical Implementation 
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In section 2.1, I state the test statistic F
w
 which involve minimizing 
rl 
S p(r(t)/cr). where r(t) are the residuals which are equal to 
y(t) - Z(t)0 where Z(t) is the t th row of Z and cr is a known or 
previously estimated scale parameter. Then a necessary condition for a 
A 




 屮（ •) = 0 for all j (2.12) 
t tj cr 
In general (2.11) is a set of non-linear equations and an iterative 
method is required obtaining the solution. An iterative procedure is as 
follows : 
Step 1 : Obtain the initial estimate of 0 by using ordinary least 
八 
square, say 0 and calculate the weight function 
0
 r (t) r (t) 
W ( t ) = ) 
0 m 
(r . cr 
八 
where r (t) = y(t) - z(t) 0 for t=l’ …’T. 
o
 0 
Step 2 : Solving the system of equations : 
S z w (t) r(t) = 0 for all j 
t tj o 
玲 Z w (t) z (y(t) - z(t) 0) for all j 
t o t j 
Z w (t) z y(t) = I. w
o
( t ) z(t) 0 for all j 
t o t j t o 
A 
and get a new estimate of 0, say ©
i
-
Step 3 ： Check the stopping criterion : whether the Euclidean norm 
A 、 八 A A 一 g 
between 9 and 0 is small enough, i.e. |丨0 - 0 || < 1.0 x 10 , 
0 1 u 丄 
says. 
Step 4 : Obtain a new set of r (t) and w j t ) with 
A 
r (t) = y(t) - z(t) 0 and w ( t ) =少 ( r (t))/r (t), 
repeat Step 2 with r ^ t ) and w ^ t ) replacing the old ones. 
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The above steps are repeated until the stopping criterion s a t i s f i e d . 
2.5 The design of the sampling experiments 
2.5.1 The statistical model used to generate experimental data 
We choose the Huberts function as in (2.4) with c=1.345. 
In this study, assume the general true model to be as follows 
r 1+a B+a B
2
 0 1 「 X (t)“ 
11 12 1 _ 
0 1+a B+a B
2















I choose four sets of combination of coefficients, for comparison. For 
each of them, I have m = 0 . 2 5 and m ^ = 0.66. The other coefficients 
11 41 
are summarize in the following table : 
Table 2.1 Values of the parameters used in the four models 
Autoregressive True Granger 
Model Parameters m ^ Causal relation 
i
 a
 a =a =a =a =0 0 Independence 
11 12 41 42 
lb a =a =a =a =0 0.2365 Unidirectional 
‘
 1 1 1 2 4 1 4 2
 Causality from X
2 
to X ‘ L 
2a a =-1.154 a =0.5 0 Independence 
11 12 
a =-1.377 a =0.66 
41 42 
2b a =-1.154 a =0.5 0.2365 Unidirectional 
‘
 1 1 1 2
 Causality from X
2 
a …^ a =0.66 to X, 
41=-1.377 42 1 
2.5.2 The four tests and distributions of the data 
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In this thesis, I want to compare the performance of the four tests, 
they are 
(i) The Granger test; 
(ii) The Sims's test; 
(iii)The Modified Sims test; 
(iv) The Granger M test 
By a simulation study done by Guilkey and Salemi (1982), Granger test 
performs the best among the first three under the assumption that the 
errors are normally distributed in the sense that it has the highest 
frequency of making a correct decision. 
The purpose of this study is to find out how bad the Granger M test will 
be under normal error and the performance of it for error come from 
other distributions comparing with the Granger test, Sims test and 
Modified Sims test. So this simulation study will compare the four tests 
mention above with the additive error vector in the model (2.2), e ( t ) = 
[e (t) e (t)]T, follows different distributions : 
1 2 
(1) the normal error : The first set of errors of size 250 is generated 
following bivariate normal with covariance matrix equal to a 2x2 
identity matrix. 
(2) the contaminating normal error I : In this set of errors of size 
250 e (t) and e (t)、are generated identical and independently again. 
' 1 2 
Firstly, for each t (from 1 to 250) a random number following continuous 
uniform [0,1] is generated. If it is smaller than 0.9, e ^ t ) (or e ^ t ) ) 
is generated following the standard normal distribution; otherwise, it 
is generated from standard normal distribution with zero mean and 
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r 
variance equal to 9. 
However, under the distribution defined above, it has no longer a unit 
variance. It is found that its variance is equal to 1.8. For comparison 
purpose, the error is divided by square root of 1.8 to retain the unit 
variance. 
(3) the contaminating normal error II : this set of errors is generated 
in almost the same way as in (b). The only difference is that the 
observations coming from a continuous uniform [0,1] distribution is 
compared with 0,8 instead of 0.9. If it is smaller than 0 . 8， e ^ t ) (or 
e
 (t)) is generated following the standard normal distribution; 
2 
otherwise, it is generated from standard normal distribution with zero 
mean and variance equal to 9. Now we find that its variance is equal to 
2.6. So the error set is divided by square root of 2.6 as to obtain the 
unit variance of the error set. 
(4) the t distributed error : the identical, independent e j t ) and 〜 ⑴ 
errors follows the t distribution for t=l,...,250. It has the variance 
4 
equal to 2 so the error are all divided by square root of 2 which 
results a unit variance. 
2.5.3 The procedure to obtain the experimental data 
The following procedure is taken to generate data for our simulation 
study. Firstly, e ^ - 1 ) , e ^ O ) and e j - l ) , e ^ O ) are set equal to zero. 
Secondly, e (t) and e ^ t ) are generated for t=l,2,...’250. Third, 
X (-1) X (0), X (-1) and X (0) are set to zero and X (t) and X (t) are 
1
 v
 ' ' 1 2 2
 1
 ^ 
calculated from e (t) and e (t) according to (2.13) for t=l,2, . . . ,250. 
1 2 
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Fourth, the 51th through 250th observations of X ^ t ) and 〜 ⑴ are 
chosen as the size 200 data set to minimize the influence of the 
procedure used to initialize the data. 
To test the sensitivity of experimental results to the sample size, all 
the four tests are performed with size 75, 100 and 200; with 100 
replications. (Of course different seeds are used for generating e ^ t ) 
and e (t) for different sample size.) 
2 
After performing some of the simulation, I found that the three 
estimates of (r mention above are almost the same. In fact changing the 




) of them for simulation. 
2.5.4 The pre-determined lag for the tests 
For Granger test and Granger M test, we have J = 6; for Sims test and 
Modified Sims test, LL = 6, LF = 4, P = 2 and 〜 = 、 = 1 1 ^ = 1 ^ = 0. 
2.5.5 Simulation result 
Following are tables summarizing the simulation results. It counts the 
number of correct decision makings out the sample. 
NOTES for the tables : 
For the following tables, 
(A) denotes the number of correct classification resulting from the test 
of whether X^ cause X^. 
(B) denotes the number of correct classification resulting from the test 
of whether X cause X • 
1 2 
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(C) denotes the number of correct classification by both the test of 
whether X cause X and X cause X . 
1 2 2 1 
Note that for the simulation models of no causality running from the 
explanatory variable to the response, a correct decision is said to 
occur if and only if the null hypothesis of the coefficients of all the 
lag of the explanatory variable are equal to zero is not rejected; if 
the true relation between X and X , say, is that X cause X but X 
1 2 ^ x 
does not cause X ^ then a correct decision is made only if the (false) 
null hypothesis、that X does not cause X
i
 is rejected and the (true) 
null hypothesis that X
i
 does not cause X
2
 is not rejected. 
(1) denote the Granger test; 
(2) denote the modified Sims test; 
(3) denote the Sims test; 
(4) denote the Granger M test 
datal : the data with error follows standard normal distribution 
data2 : the data with contaminating error I 
data3 : the data with contaminating error II 
data4 : the data with t-distribution error 
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Table 2.2 Number of correct classification by the four tests out 
of the 100 replications, each with sample size 75. 
(A) (B) ( O 
Model (1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4) 
la datal 95 94 90 93 93 95 96 93 88 89 86 86 
data2 94 93 93 92 89 88 89 89 83 82 83 81 
data3 95 96 90 96 93 87 89 92 89 83 80 88 
data4 97 98 95 97 96 97 95 95 93 95 90 92 
2a datal 89 92 85 88 95 97 86 96 84 89 73 84 
data2 94 94 87 93 88 87 85 90 82 83 74 83 
data3 94 94 92 96 91 88 90 92 86 83 83 88 
d a
t a 4 97 94 91 98 93 94 91 92 90 88 82 90 
lb datal 26 30 20 31 95 95 96 93 26 30 19 31 
data2 11 9 6 8 89 87 88 89 11 8 5 8 
data3 10 12 9 15 93 88 88 93 10 11 B 14 
data4 20 25 20 30 95 97 95 95 20 25 20 29 
2b datal 29 22 19 32 93 97 86 96 29 22 17 32 
data2 10 8 14 12 88 88 84 90 10 7 11 12 
data3 10 11 12 14 91 89 90 92 10 10 9 13 
data4 26 16 13 29 92 94 91 91 24 16 12 27 
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Table 2.3 Number of correct classification by the four tests out 
of the 100 replications, each with sample size 100. 
(A) (B) (C) 
Model (1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4) 
la datal 94 93 87 92 95 96 92 94 89 90 79 86 
data2 96 98 96 96 97 94 93 94 93 92 89 90 
data3 95 97 90 96 94 93 91 96 89 90 81 92 
data4 98 98 95 99 97 93 93 95 95 91 88 94 
2 a
 datal 96 91 87 95 95 96 88 93 91 87 77 88 
data2 97 98 87 95 95 94 90 96 93 92 77 91 
data3 97 96 85 97 94 93 85 97 91 89 72 94 
data4 100 96 90 100 99 92 88 96 99 88 78 96 
lb datal 33 33 23 31 95 94 91 93 33 31 22 30 
data2 17 16 14 20 97 94 94 94 17 15 13 20 
d a
t a 3 19 18 18 25 94 93 92 96 18 17 16 25 
data4 27 28 20 41 95 93 93 94 26 26 18 40 
2b datal 38 25 15 40 95 96 88 94 38 24 13 39 
data2 21 13 13 24 97 95 89 96 20 13 13 24 
data3 21 20 、14 30 95 93 87 97 20 18 12 30 
data4 31 22 10 41 98 92 88 95 31 21 9 41 
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Table 2^.4 Number of correct classification by the four tests out 
of the 100 replications, each with sample size 200. 
(A) (B) (C) 
Model (1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4) 
la datal 94 92 93 92 97 99 97 97 91 91 90 89 
data2 93 95 94 93 95 96 97 94 88 91 91 88 
data3 94 .95 92 94 95 93 92 91 90 88 84 86 
data4 96 93 94 96 99 94 93 97 96 88 88 94 
2a datal 93 93 84 93 94 97 83 93 88 91 68 87 
data2 93 93 90 93 93 96 90 95 86 89 81 88 
d a
t a 3 94 93 88 93 95 94 85 91 90 87 76 85 
d a t
a 4 94 90 90 95 98 94 94 97 93 85 86 93 
lb datal 71 72 47 70 99 99 97 97 71 71 47 69 
data2 30 38 27 44 96 95 97 94 29 36 26 39 
data3 38 44 27 54 93 92 91 93 37 43 26 51 
data4 62 64 38 77 99 94 93 97 61 60 36 74 
2b datal 69 52 17 65 92 97 83 93 63 51 15 62 
data2 32 27 14 46 93 96 91 94 31 26 11 43 
data3 39 32 、16 56 95 94 85 92 37 32 11 52 
d a
t a 4 59 49 10 75 99 94 94 96 58 46 9 72 
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Observations ： 
1. It is notifiable that all the tests are only different in count A 
with their count B almost the same for the three sample sizes in either 
model. The differences in count C is mainly due to the differences in 
count A. This fact tells us that it makes difference for us to choose a 
test only in a model with its response depends on the the other 
variables. 
2. The performance of all four tests are not statistically significant 
under models la and 2a whatever the sample size and error term 
distribution. 
3. Granger test performs better than the Sims test and the Sims test is 
better than the modified Sims test under model 2b for the three sample 
sizes and four error distributions. Under others models, the three tests 
perform the same for different sample sizes and error distributions. 
4. The Granger M test performs superior to Granger test under model lb 
and 2b when the error term follows non-normal distributions for all 
three sample sizes; in other cases, the Granger M test performs as good 
as Granger test. 
5. Unexpectedly, the Granger test, Sims test and modified Sims test all 
perform good for t-distribution error, much better than in the case of 
contaminating normal'error under model lb and 2b for the three sample 
sizes. 
6. The numbers of correct classifications are much smaller for size 75 
than size 200 for those models having causality exist. This decrease is 
mainly due to the drop in count A. The underlying reason is probably due 
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Chapter three : Methods for finding the lag length of the models 
3.1 A robust sequential test 
In chapter 2, a robust testing procedure called the Granger M-test was 
proposed for testing causality. The performance of the Granger M-test 
was compared with the already existing Granger test, Sims test and the 
Modified Sims test by a simulation study. 
It is found that the Granger M-test performs comparatively well as the 
Granger test and even better than the Sims and Modified Sims test under 
the situation that the error terms are normally distributed. And when 
the error distribution is non-normal, the Granger M-test is clearly 
superior than the other three alternatives. However, the robust Granger 
M-test introduced in chapter 2 requires the assumption that the lag 
lengths of the tested model are fixed and known in advance as the 
Granger, Sims and Modified Sims tests do. This assumption is certainly 
unrealistic in most of the real cases. Thus in this chapter, another 
robust procedure is proposed for testing causality. This new robust 
testing procedure is a sequential one for which it can be seen to be 
based on the Granger (1969) intuitive definition of causality and a 
robust model selection procedure called the AICR criterion suggested by 
Ronchetti (1984). The AICR criterion can be viewed as a robust version 
of the classical Akaike Information Criterion (AIC) introduced by Akaike 
(1973). Chapter 1 has already given a review of the AIC criterion. 
) 
Now let X(t) = [ X (t), X (t) ] be a bivariate stationary time series 
1 2 
for which the causality structure between X and X is given as follows: 
X ^ 
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( t ) J I a
2
 J 1 a
2
( B ) 〜 ⑶ J I X
2
( t ) J [ e ^ t ) ) 
k i mi 
where a (B) = Z a B
J
, 卩 . ⑶ = B , i=l,2 and k m are the 
i j =1 i j l 1=1 il i > i • 
degree of the polynomial a ^ B ) and 〜 ⑶ respectively; a ^ a
2
 are 
constants and e (t), e (t) are error terms with zero mean. 
1 2 
For fixed k and m , the AICR(X , k , m , a, p) suggested by Ronchetti 
i i i i i 
is defined as 
T r (t) 
AICRCX ’ k , m , a, p) = 2‘ Z … . d ( - V - ) + a( k + m + 1) (3.2) 
i i i t = max (ki ,mi) i i 
CT 
i=l,2 
where p is a function chosen by the statistician for which p is usually 
八 
convex； cr is some robust estimator of cr such as the ones introduced in 
chapter 2; and r (t), t = l , … ， T are residuals defined by 
r (t) = X (t) - X (t) (3.3) 
i i i 
where 
X (t) = a + a (B) X (t) + & ( B ) X (t) 
i i l l . i 2 
八 A • 
and a (B), /S (B) are polynomials of estimates which are the implicit 
i i 
solution of the system equations 
T r (t) 
s 、 扒 Z ( t ) = 0 
t =max (mi，ki) 
CT 
Note that this system of equations had previously appeared in the 
section 2.4 of this thesis. Once again, 
r
X(max(k ’ m )). . X f m a x d ^ , n^、-〜+丄）X^max(k
i




) - m ^ l V 
Z =
 1
 • . ； ； 
‘ X (T-l) .... X (T-k ) X (T-l) • … x (T-m ) 
\j
e U S
e the iterative procedure in section 2.4, with the p function 
chosen as equation (2.4). 
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Consider the set of pseudo-observations 
. r ( t ) . 
X (t) = X (t) + ^ ( ― ) cr 
1 1
 (T 
We may rewrite the AICR criterion as follows : 
SSE 
AICR(Xi, m ^ a, p) = 2 . ！：广 + a( \ + n^ + 1 ) (3.4) 
<r T 
where SSE = S 、 (X (t) - X (t))
2
 is the ordinary least 
ki+mi + l t = max (ki ,mi) i i 
squares residual sum of squares on these pseudo-observations. 
To determine the correct lag length of each a ^ B ) , 〜 ⑶ polynomials in 
the time series model described in (3.1), we use Hsiao’s (1978, 1981) 
sequential procedure in addition to the AICR criterion. 
Without loss of generality, we discuss the first equation of the model 
in (3.1). 
(1) Fit X (t) by its past values by varying k from 1 to L, ie. 
l
 1 
X (t) = a + a (B) X (t) + e^(t) (3.5) 
1 i l l 1 
kl 
where a (B) = I： a B
j
, and L is the arbitrarily chosen maximum lag of 
i j=i ij 
the a ^ B ) polynomial. In this study, L equals 6 for all the variables. 
The value k which minimizes AICR(X , k , 0, a, p) is considered the 
l l i 
A 
appropriate lag length for X^ ^ for which we denote as k ^ 
(2) For the given lag k ^ X ^ t ) is fitted again with the other variable, 
X
2
, included by varying ir^  from 1 to 6, ie, 
X (t) = a
a
 + a ^ B ) X ^ t ) + 〜(B) X ^ t ) + e ^ t ) (3.6) 
kl • ml 




 and 6 (B) = ？ S B
1 
1 j = 1 1j 1 丄 一 1 1 1 
The appropriate lag length of X , namely m ^ in the bivariate 
八 
relationships is the one which minimize AICR(X , n^, a, p). 
41 
A 
Let the optimum lag length be n^. Compare 
A A A 
AICRCX , k ^ 0, a, p) with A I C R C X ^ k ^ m ^ a, p). If 
a a A 
A I C R C X ^ k ^ 0, a’ p) < A I C R C X ^ k ^ m ^ a, p) 
X is not added in the model to explaining X ； on the other hand, if 
2
 1 
A ^ A 
AICR(X ’ k , 0, a, p) > AICRCX^, k , m , a, p) 
l i . i i 丄 then X causes X and is added to the X, equation. 
2 1 . 1 
Note that there are many choices of a suggested by statisticians. The 
following mentions some. 
3.2 Some choices of a for the AIC(a,p) criterion 
There are many choices of a suggested by different statistician. I 
introduce some of them briefly: 
(i) Akaike (1973) suggests that a should be equal to 2 and the resulting 
AIC(2,p) is equivalent to the well-known Mallows, C
p
 (see Mallows 
(1973)) 
(ii) Schwarz (1978) suggests that a should be taking the value of 
a = log T, which is named as the BIC criterion, where T is the number of 
observations. This procedure is shown as a strongly consistent 
estimation procedure. 
(iii) Hannan and Quinn (1979) suggest using a = log log T would lead to 
a strong consistent、procedure. As compared with AIC and BIC, this 
procedure will underestimate the order of autoregression model to a 
lesser degree. 
(iv) Zhang (1992) notes that those consistent criteria, such as BIC, 
have poor small sample performance but on the other hand, the 
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inconsistent criteria, such as AIC, have satisfactory small sample 
performance. He proposes that when a 之 5, the AIC(a,p) is almost 
consistent in the sense that the probability of "correctly estimating 
the true number of regressors as the sample size tend to infinite" is 
close to one. 
(v) In addition to the above form of AIC, Hurvich and Tsai(1989) suggest 
a corrected version of AIC, namely cAIC, 




 0 - 7 ) 
for a p-parameter model; where T is the number of observations. 
I t i s s h o w n t h a t cAIC i s a s y m p t o t i c a l l y e f f i c i e n t i f t h e t r u e m o d e l i s 
infinite dimensional. If the true model is of finite dimension, cAIC is 
found to provide better model order choices than any other 
asymptotically efficient method. 
3.3 The convergence rate of AIC and AICR criteria 
Zhang (1993) showed that with normally distributed errors, the 
-l 」 , i 、-1/2 
convergence rates for AIC and BIC are of order n and (n log nj 
respectively; when the error distributions are unknown, the two criteria 
become indistinguishable, all having convergence rate of order n
 1
 . 
From (3.4) we may note that AICR can be written having the same form of 
AIC. So AICR is also of order n "
1 / 2
 under the case that the error 
distribution is unknown. 
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3.4 The simulation 
3.4.1 Generate the data 
First of all, we generate the error terms, e ^ t ) and 〜 ⑴ for each of 
the four distributions described in chapter 2. Again e
i
(-l), e ^ O ) , 
e (-1) and e (0) are set equal to zero. X (t), X (t) are generated 
2 2 1 ^ 
according the following model. 
X (t) = a ” X (t-1) + a
 o
 X (t-2) + B
 1
 X (t-1) + e (t) 
1 11 1 12 1 ^
 x 
X (t) = a
 i
 X (t-1) + B X (t-1) + B X (t-2) + e (t) 
2 21 1 21 2 <2 。 
The 51th through 250th observations of X (t) and X (t) are chosen as the 
size 200 data set to minimize the influence of the procedure used to 
initialize the data. 
3.4.2 The causality testing procedure 
For my simulation study, I use the following models : 
Model I (no causality m o d e l ) : 
X (t) = 0.74 X (t-1) ~ 0.25 X (t-2) + e (t) (3.8) 
i l i i 
X
2









Model II (with causality m o d e l ) : 
X (t) = 0.74 X (t-1) - 0.25 X (t-2) + e (t) (3.10) 
1 1 2 1 
X (t) = 0.95 X (t-1) + e。(t) (3.11) 
2 2 2 
Use the procedure in ^section 3.2.2 to choose the optimal lag, and check 
whether the procedure choose the correct one. There are altogether three 
counts out of the 100 sets of data. 
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3.4.3 The simulation results 
NOTES for the following tables: 
AIC2 denotes the A I C C X ^ k ^ m ^ a, p) criterion with a chosen as 2 is 
used for selection of the appropriate lag length. 
AIC5 denotes the AIC(X , k " m ^ a, p) criterion with a chosen as 5 is 
used. 
cAIC denotes the corrected version of AIC is used, which is given by 
equation (3.7). 
BIC denotes the BIC criterion is used, which is introduced in section 
3.2. 
H&Q denotes the criterion suggested by Hannan and Quinn is used. 
AICR5 denotes the AICR(X . k . m . 5, p) criterion is used. 
i l l 
As in Chapter 2, same four distributions of the additive error are used, 
datal : the data with error follows standard normal distribution; 
data2 : the data has contamination error I. (for detail, please refer to 
chapter 2, section 2.5.2.) 
data3 : the error term follows contamination normal distribution II. 
(please also refer to section 2.5.2). 
data4 : the data with t distribution error. 
(i) Number of times that the procedure correctly find the lag length 
for model (3.8) but not for model (3.9). (count 1) 
(ii) Number of times it correctly find the lag length for model (3.9) 
but not (3.8). (count 2) 
(iii)Number of times it correctly find both the lag length of model 
(3.8) and (3.9). (count 3) 
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Table 3.1 No. of correct decision of lag length by the six criteria 
under the no causality model out of 100 trials. 
count 1 
AIC2 AIC5 cAIC BIC H&Q AICR5 
datal 11 9 11 9
 1 0 1 0 
data2 9 15 9 15 9 21 
data3 6 14 6 15
 6 1 6 
d a t a 4 8 、 1 0 8 1 0 8 1 2 
count 2 
AIC2 AIC5 cAIC BIC H&Q AICR5 
datal 17 31 IB 33 15 38 
data2 12 23 13 24 12 31 
data3 11 21 H
 2 3 1 0 3 6 
data4 11 25 11 25 11 35 
count 3 
AIC2 AIC5 cAIC BIC H&Q AICR5 
datal 4 15 4 14 4 17 
data2 2 5 2 6 1
 7 
data3 0 0 0
 0 0 3 
data4 0 3 0 3 0 4 
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Table 3.2 No. of correct decision of lag length by the six criteria 
under a model with causality exist out of 100 trials. 
count 1 
AIC2 AIC5 cAIC BIC H&Q AICR5 
datal 6 11 6 11 5 11 
data2 2 5 3 5 2 7 
data3 1 2 1 2 1 1 
data4 2 4 2 3 2 5 
count 2 
AIC2 AIC5 cAIC BIC H&Q AICR5 
datal 15 28 15 29 15 36 
data2 12 21 12 23 11 34 
data3 9 23 9 24 9 42 
data4 13 22 13 23 12 35 
count 3 
AIC2 AIC5 cAIC BIC H&Q AICR5 
datal 4 9 4 11 4 11 
data2 0 、1 0 1 0 3 
data3 0 1 0 1 0 2 
data4 0 0 0 1 0 3 
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Observations ： 
1. Among the first five criteria (AIC2, AIC5, cAIC, BIC and 職）， A I C 5 
and BIC outperform the other 3 ones in all four error term distributions 
and both models (causality exist or not). This is supported by all three 
counts. 
2. The proposed criterion, AICR5, is as good as AIC5 and BIC when the 
distribution of the error term is standard normal; for other error 
distributions, it performs significant better than all other criteria. A 
test of comparison of two binomial proportions suffices. This is true 
under the model with and without causality running from the explanatory 
variable to the response variable. 
3. All the six criteria perform better under the no-causality model; 
this result is reflected in all three counts. The underlying reason is 
probably the difficulty of finding out the true lag lengths for the 
causality model. It requires the procedure to choose the lag lengths of 
both variables correctly under the causality model. But for no-
causality model， the procedure only have to choose one lag length. 
4. All the six criteria perform better for the normal-error data. This 
result indicates that for finding the lag-length of a model, we are more 
confident to the sequential testing result if the data comes from a 
normal distribution, i.e. Testing for normality is useful before the 
analysis. However if normality assumption is in query, then surely the 
AICR criterion is recommended. 
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Chapter four : The robust testing procedure in 3-variable case 
4.1 Introduction 
In chapter 2, we describe some test procedures for known lag-length in 
2-variable case. However, the generalization to 3-variable is not 
straightforward. The main difficulty is that we employ the extra sum of 
square principle and the F distribution to determine whether to include 
a variable. In 3-variable case, we have to determine whether to include 
2 variables. There are 4 possible conclusion ： we may include either one 
of them, both of them or none of them. Obviously, the extra sum of 
square principle is not applicable in this case. So in this chapter, the 
generalization to 3-variable case is just an extension of chapter 3. 
4.2 Definitions of causality in the presence of a third variable 
4.2.1 An Intuitive Definition： 
The following definition comes directly from Granger (1969, 1 9 8 0 ) : 
X cause X conditional on the presence of X if and only if X is 
2 1 J 
better predicted by using the past history of \ than by not doing so, 
with the past of X and X being used in either case. 
“ 1 3 
If X cause X conditional on the presence of X and X does not cause 
2 1 
x on the presence of^X , it is said that unidirectional causality exist 
2 3 
from X to X , conditional on the presence of X ; if X cause X and X
i 2 1 
cause X on the presence of X , it is said that feedback exists between 
2 3 
X and X on the presence of X . 
1 2
 J 
Because the Granger's intuitive definition is used throughout this 
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thesis, the mathematical definition and operational definition are 
omitted here. Interested party may refer to Granger (1969,1980) for 
detail. 
4.3 The robust sequential test for 3-variable case 
Now let X(t) = [ X (t), X (t), X (t) ]
T
 be a stationary time series for 
1 2 3 
which the causality structure between X , X^ and is given as follows: 
r
 X (t) ] [ a
a
 ] f a ^ B ) ^ ( B ) 、 ( B ) ] f X ^ t ) ) ( e ^ t ) ， 




( B ) 、（B) X ^ t ) + e ^ t ) (4.1) 
, X j t ) J 1 4 J i S ( B ) ^iB) r
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where a (B) = .B
j




, r iB) = ？ 万 B
n
, i=l,2’3 and 
i j = i i j i 1=1 11 i i 卜丄 
k m o are degree of the polynomials a (B)’ /3 (B) and r(B) 
i， i， i
 1 1 




 are error terms 
1 2 3 
with zero mean. • 
For the three variables case, with fixed k ^ n^ and o " the 
corresponding AICRCX., k., n^, o ^ a, p) suggested by Ronchetti is 
defined as 
T r j t ) 
A l C l U X i , 、 m ^ 、 ， c x , p) = 2
 t = m a x ( k
〒 ’
m i
’ 。 + 
a( k + m + o +1), i=l’2’3 (4.2) 
i i i 
A jt rf 
where p, cr are defined as the same way as in chapter 3; t=l,...,T are 
residuals defined by -
r (t) = X (t) - X (t) (4.3) 
i i i 
where 
X (t) = a + a (B) X (t) + ^ ( B ) X
o
(t) + r,(B) X (t) 
i i i 1 i 2
 1
 ^ 
A A A A 
and a is an estimate, a (B), ^ (B), r, (B) are polynomials of estimates, 
i i i i 
which are the obtained by the iterative steps described in section 2.4. 
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By the same reasoning as in chapter 3, we may rewrite (4.2) as 
SSE 




 + i i i i 
<T 
a( k + m + o +1), i=l,2’3 (4.4) 
i i i 
X yv -
where SSE ,广‘ / ,、(X (t) - X (t))
2 
ki+mi+oi+l t=max(kiimi,oi) l i 
and X^(t) are the pseudo-observations. 
To determine the correct lag length of each a ^ B ) , 玲 ^ B ) and r ^ B ) 
polynomials in the time series model described in (4.1), again Hsiao's 
(1979, 1981) sequential procedure in addition to AICR criterion are 
used. 
Without loss of generality, we discuss the first equation of the model 
in (4.1). 
(1) Fit X j t ) by its past values by varying k
i
 from 1 to L, ie. 
X (t) = a + a ^ B ) X ^ t ) + e ^ t ) (4.5) 
kl 
where a (B) = Z a B
j
, and L is the arbitrarily chosen maximum lag of 
i j=i ij 
the a (B) polynomial. In this study, L equals 6 for all the variables. 
The value k which minimizes A I C R ( X " k , 0, 0, a, p) is considered the 
1 i i 
八 
appropriate lag length for X for which we denote as 
(2) For the given lag k ^ X ^ t ) is fitted again with each of the other 
variable included, namely, X
2
 and X ^ by varying n^ from 1 to 6, ie, 
X (t) = a + a (B) X (t) + B (B) X。（t) + e (t) (4.6) 
1 1 1 1 、 1 2 1 
X (t) = a + a (B) X (t) + ^ ( B ) X (t) + e (t) (4.7) 
1 1 1 1 1 . 3 1 
kl ml o1 
where = 為 〜 B
j
, = 五 ^ B
1
 a n d 、 （ B ) = = 玉 
The appropriate lag length of X ^ namely m ^ in the bivariate 
八 
relationships is the one which minimize AICR(X , k
i >
 n^, 0, a, p) and 
the appropriate lag length of X
3
, namely o ^ in the bivariate 
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A 
relationships is the one which minimize AICFUX? 0, c^, a, p). 
A A 
Let the optimum lag length be n^ and c^ respectively. Of the two 
variables X and X , the one which gives the smallest AICR is considered 
2 3 
to be the more important to X • 
A A 
Assuming that we have A I C R C X ^ k , m ^ 0, a, p) smaller. 
八 八 八 
Compare AICR(X , k ^ 0’ 0，a, p) with A I C R C X ^ k ^ m ^ 0, a, p). 
If 
AICR(X , k , 0, 0, a, p) < AICRCX , k . m , 0, a, p) 
L I I I 上 
neither X nor- X is not added in the model to explaining X ； on the 
2 3
 l 
other hand, if 
A 八 八 
AICR(X , k , 0, 0, a, p) > AICR(X , k , m , 0, a, p) 
1 1 ， l i 上 
then X causes X and is added to the X, equation. 2 1 1 
Assuming is included in the model. 
(3) For the given k
i
 and m ^ X ^ t ) is fitted again with the remaining 




minimize A I C R C X ^ k ^ m ^ o " a, p). Let the optimal lag length be o ^ 
A A A A 
Compare A I C R C X ^ k ^ m ^ 0, a, p) with A I C R C X ^ k ^ m ^ o ^ a, p). 
If 
八 八 A A 八 
AICR(X , k , m , 0’ a, p) < AICR(X k , m , o a, p). 
I L L I I 上 丄 X is not added to the model; on the other hand, if 
3 
A A A A A 
AICR(X , k / m , 0, a, p) > AICR(X k m , o a, p). 
i l l i 丄 上 上 
then X cause X in the presence of X and is added to the model. 
3 1 2 
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