. This is so because GA and EA are based on generation and evaluation of a population of candidate designs, each of which may be analyzed independently.
However, in addition to the above independent analyses, the algorithm requires a certain amount of cross-communication and other operations that cannot be distributed. Therefore, the scalability is not ideally linear.
This study purpose was to determine experimentally the GA scalability and to assess three techniques devised for improving that scalability. Robustness of solution quality and termination criteria are also addressed.
The Algorithm
The algorithm known as the Bell-Curve Based Genetic Instead it employs a Gaussian distribution to generate a child from a pair of parents,
To be more specific, the algorithm step-by-step recipe is as follows:
1) Generate a population of designs by any
technique commonly used in a conventional GA. 2) Analyze each design for the value of the objective function and constraints. For each design generate a single number "measure of fitness" combining the value of the objective (the smaller the better) and of the constraints (negative = satisfied, zero = active (critical), positive = violated); which means that the smaller the better).
3) Pair-up the designs to form parents for mating;
rewarding fitness with more chances to mate. BCB uses the electronic roulette to do this, similar to the conventional GA.
4) Generate a child. The distinguishing features of
the BCB algorithm are concentrated in this step, usually referred to as the crossover in the GA terminology. Therefore, the step is described in more detail:
• Consider a design space in n-dimensions. Design points P1 and P2 are the parents.
The hyperline PI-P2 connects the parents and extends beyond P1 and P2 to infinity.
• Parents P1 and P2 generate a child at C. Point C is at the end of radius r emanating from B. Point B is located on the hyperline PI-P2 by chance governed by a probability distribution defined by the "bell curve" peaking at point M; the highest probability is in B falling at M. There is also a small chance for B falling outside of the segment (P1, P2). Point M may be the mid-point of the (P1, P2) segment, or its position may be shifted toward the parent of higher fitness.
•
The radius "r" defines the distance from point B to the surface of an n-I dimensional hypersphere orthogonal to the segment (P1, P2) and centered at the point B. The radius length is governed by another "bell curve" centered on zero. A point to represent a child design is generated on the surface of this hypersphere by a uniform probability distribution.
• The X coordinates of the child are checked against the side constraints and reset accordingly. 5) Repeat steps 3 to 4 to produce the entire offspring generation that tends to be better fit than its parent generation.
Since the X' s measure the design characteristics directly, there is no need for binary string manipulation. No random mutations are used with the above process because they already occur by virtue of the hyperline extending beyond P1 and P2 and the orthogonal hypersphere feature.
Efficiency of Coarse-Grained
Operation Engaging
Many Processors Concurrently
In Let us now assume that the above computation is executed on N concurrently operating processors on a machine whose total number of processors NI__N. We will also recognize that even though the processors operate independently, they may need to communicate with each other as required by the solution algorithm. The communication time is, usually, a function of N, Tc = Tc (N-). Then, Tl'e, the total elapsed time to solution is:
(2) TI'e = Tp/N + Tn + Tc (N) A plot of Tie and its components Tp/N, Tn, and To, assuming linearity of the latter, is shown in Figure  1 . The plots indicate the importance of Tn and Tc as limitations on N that can be used effectively.
Comparing TTe to T, we have a few metrics of obvious interest. The first metric is the ratio of TTe/T, denoted Rt, which measures, relative to T, the time saved by using a multiprocessor computer. It can be expressed as
The inverse of Rt measures the speed-up
The total time saved, Ts, is
Finally, the ratio of S/N, denoted E, that measures the efficiency of utilization of a set of N processors becomes The metrics Tl'e and Ts are of a primary interest to the machine user, while the metrics S and E matter most for the machine operator.
The limits of S and E are instructive. Assume L and s to be large and small numbers, then 
To illustrate the orders of magnitude, suppose that Tn/Tp = .01 and Te/Tp = .01. Then, for N = 100 and N = 1,000,000, we have Table 1 . The illustrated cycle of communication domain readily extends for N equal to other powers of two. For example, the sequences { 1, 32, 8, 32, 2, 32, 8, 32} and {1, 64, 16, 64, 4, 64, 16, 64} represent the order and size of covering sets to be addressed when N = 128 and N = 256. Notice that 8 is the minimum N for which Parallel 3 is distinct from Parallel 2. 
Test Case and Metrics
The hub frame structure described in ref. Table 12 indicates this superiority of Parallel 3 to be maintained with further increase in problem size. For N = 128, both parallel versions demonstrate increased scalability with increased problem size. Additional trends of interest include decreased E with increased N under Parallel 2 for CF = 4, but a reversal of that trend when CF increases to 64. Also, under Parallel 3, for N = 128 E increases above the E values in Parallel 2 when CF increases. Table 14 and points to the need for a reliable criterion to terminate a GA process. 
SUm_nary, -and Concluding Remarks

