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Abstract
In this paper, we study the existence of solutions for mth-order impulsive functional differential
inclusions. Three new results are obtained by using the fixed point theorem and multivalued analysis theory.
Finally, an example is given to illustrate our main results.
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1. Introduction
Let 0 = t0 < t1 < · · · < tp < tp+1 = T , where T is a positive constant.
F : [0, T ] × D → P(Rn) is a multivalued map, where D = {ψ : [−r, 0] → Rn, ψ is
continuous everywhere except for a finite number of points t at which ψ(t−) and ψ(t+) exist
with ψ(t−) = ψ(t)}, and P(Rn) is the family of all nonempty subsets of Rn .
Let φ ∈ D and Iik ∈ C(Rn,Rn)(i = 0, 1, . . . ,m − 1, k = 1, 2, . . . , p).
u(i) : [0, T ] → Rn which are piecewise continuous in [0, T ] with points of discontinuity
of the first kind at the points tk ∈ [0, T ], i.e., there exist the limits u(i)(t+k ) < ∞ and
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u(i)(t−k ) = u(i)(tk) < ∞, u(m) : [0, T ] → Rn , and δu(i)(tk) = u(i)(t+k ) − u(i)(tk)(i =
0, 1, . . . ,m − 1, k = 1, 2, . . . , p).
For any continuous function u defined on [−r, T ] \ {t1, . . . , tp} and any t ∈ [0, T ], we denote
by ut the element of D defined by ut (θ) = u(t+θ), θ ∈ [−r, 0]. Here ut (·) represents the history
of the state from t − r , up to the present time t .
This paper is concerned with the existence of solutions for mth-order impulsive functional
differential inclusions
u(m)(t) ∈ F(t, ut ), t ∈ [0, T ], t ≠ tk, k = 1, . . . , p,
δu(i)(tk) = Iik(u(tk)), i = 0, 1, . . . ,m − 1, k = 1, . . . , p,
u(t) = φ(t), t ∈ [−r, 0], u(i)(0) = ηi , i = 1, . . . ,m − 1.
(1.1)
In recent years, Benchohra et al. [4] and Chang et al. [8] have investigated the existence
of solutions for impulsive functional differential inclusions (1.2) with p(t) = 1 and (1.2),
respectively.
(p(t)y′(t))′ ∈ F(t, yt ), t ∈ [0, a], t ≠ tk, k = 1, . . . ,m,
δy|t=tk = Ik(y(t−k )), k = 1, . . . ,m,
δy′|t=tk = Jk(y(t−k )), k = 1, . . . ,m,
y(t) = φ(t), t ∈ [−r, 0], y′(0) = η.
(1.2)
Motivated by the above mentioned work, here we want to derive the existence of solutions
of (1.1).
2. Preliminaries
In this section, we introduce notations, definitions, and preliminary facts from [1–10,12–20]
which are used throughout this paper.
Let (X, d) be a metric space and N : X → P(X) be a multivalued map with nonempty values.
We use the notations P(X) = {Y ∈ P(X) : Y ≠ ∅}, Pcl(X) = {Y ∈ P(X) : Y closed}, Pb(X) =
{Y ∈ P(X) : Y bounded}, Pc(X) = {Y ∈ P(X) : Y convex}, and Pcp(X) = {Y ∈ P(X) :
Y compact}.
Definition 2.1. A multivalued map N : [0, T ] → Pcl(X) is said to be measurable if for each
x ∈ X the function g : [0, T ] → R+, defined by g(t) = Ed(x, N (t)) = inf{|x − z| : z ∈ N (t)},
belongs to L1([0, T ],R).
Lemma 2.1 ([4]). Let Hd : P(X) × P(X) → R+ ∪ {∞} by Hd(A, B) = max{supa∈A
Ed(a, B), supb∈B Ed(A, b)}. Then (Pb, cl(X), Hd) is a metric space and (Pcl(X), Hd) is a
complete metric space.
Definition 2.2. Let X be a nonempty closed subset of Rn , and N : X → P(Rn) be a
multivalued map with nonempty closed values. N is lower semicontinuous (l.s.c) on X if the
set {x ∈ X : N (x) ∩ C ≠ ∅} is open for each open set C in Rn .
Definition 2.3. Let A12 ⊆ [0, T ] × D. A12 is L⊗B measurable if A12 belongs to the σ -algebra
generated by all sets of the form J × D where J is Lebesgue measurable in [0, T ] and D is
Borel measurable in D.
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Definition 2.4. A subset U of L1([0, T ],Rn) is decomposable if for each u, v ∈ U and
J ⊂ [0, T ] measurable the function uχJ + vχ[0,T ]\J ∈ U , where χJ stands for the characteristic
function of the set J .
Definition 2.5. Let X be a separable metric space and N : X → P(L1([0, T ],Rn)) be a
multivalued operator. We say N has property (BC) if
(1) N is (l.s.c);
(2) N has nonempty closed and decomposable values.
In order to define the solution of (1.1), we consider the following spaces: PC = {u : [0, T ] →
Rn|uk ∈ C((tk, tk+1],Rn), k = 0, . . . , p, and there exist u(t−k ) and u(t+k ) with u(t−k ) =
u(tk), k = 0, . . . , p}, which is a Banach space with the norm ‖u‖PC = max{‖uk‖(tk ,tk+1], k =
0, . . . , p}, where uk is the restriction of u to (tk, tk+1], k = 0, . . . , p.
Lemma 2.2 ([4]). Let Ω = D ∪ PC. Then Ω is a Banach space with norm ‖u‖Ω =
max{‖u‖D, ‖u‖PC }.
Definition 2.6. Let F : [0, T ] × D → P(Rn) be a multivalued map with nonempty compact
values. Assign to F the multivalued operator F : Ω → P(L1([0, T ],Rn)) by letting F(u) =
{v ∈ L1([0, T ],Rn)| v(t) ∈ F(t, ut ) for a.e. t ∈ [0, T ]}. The operator F is called the Niemytzki
operator associated with F .
Definition 2.7. A function u ∈ Ω is said to be a solution of (1.1) if u satisfies (1.1).
Definition 2.8. A multivalued operator N : X → Pcl(X) is called
1. γ -Lipschitz if and only if there exists γ > 0 such that Hd(N (x), N (y)) ≤ γ d(x, y) for each
x, y ∈ X ,
2. contraction if and only if it is γ -Lipschitz with γ < 1.
Definition 2.9. Let F : [0, T ] × D → P(Rn) be a multivalued map with nonempty compact
values. We say F is of lower semicontinuous type (l.s.c. type) if its associated Niemytzki operator
F is l.s.c. and has nonempty closed and decomposable values.
Definition 2.10. The multivalued map N has a fixed point if there exists x ∈ X such that
x ∈ N (x). The set of fixed points of the multivalued map N will be denoted by Fix N .
Definition 2.11. For a function u : [−r, T ] → Rn , the set SF, u = {v ∈ L1([0, T ],Rn)| v(t) ∈
F(t, ut )} is known as the set of selection functions.
Definition 2.12. F has a measurable selection if there exists a measurable function(single-
valued) h : [0, T ] → Rn such that h(t) ∈ SF, u for each t ∈ [0, T ].
Lemma 2.3 ([5]). Let X be a separable metric space and N : X → P(L1([0, T ],Rn)) be a
multivalued operator which has property (BC). Then N has a continuous selection, i.e., there
exists a continuous function f : X → L1([0, T ],Rn) such that f (x) ∈ N (x) for each x ∈ X.
Lemma 2.4 ([20]). Let X be a normed linear space with S ⊂ X convex and 0 ∈ S. Assume
H : S → S is a completely continuous operator. If the set ε(H) = {x ∈ S| x = λH(x) for some
λ ∈ (0, 1)} is bounded, then H has at least one fixed point in S.
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Lemma 2.5 ([9]). Let (X, d) be a complete metric space. If N : X → Pcl(X) is a contraction,
then Fix N ≠ ∅.
Lemma 2.6 ([12]). H ⊆ Ω is a relatively compact set if and only if H ⊆ Ω is uniformly
bounded and equicontinuous on each Jk (k = 0, . . . , p), where J0 = [−r, 0], Jk =
(tk, tk+1] (k = 0, . . . , p).
3. Main result
Let us introduce the following conditions for later use:
(H1) F : [0, T ] × D → P(Rn) has the property that F(·, ψ) : [0, T ] → Pcp(Rn) is measurable
for each ψ ∈ D.
(H2) There exist nonnegative constants cik (i = 0, 1, . . . ,m − 1, k = 1, . . . , p) such that
|Iik(u(tk))− Iik(v(tk))| ≤ cik |u(tk)−v(tk)|, Iik(0) = 0, i = 0, 1, . . . ,m−1, k = 1, . . . , p,
and for all u, v ∈ Ω .
(H3) There exists a function l ∈ L1([0, T ],R+) such that Hd(F(t, ψ), F(t, ϕ)) ≤ l(t)‖ψ −
ϕ‖D , for a.e. t ∈ [0, T ] and any ψ, ϕ ∈ D, and Ed(0, F(t, 0)) ≤ l(t), for a.e. t ∈ [0, T ].
(H4) Let F : [0, T ] × D → P(Rn) be a nonempty, compact valued multivalued map such that
(t, ψ) → F(t, ψ) is L× B measurable, and ψ → F(t, ψ) is l.s.c. for a.e. t ∈ [0, T ].
(H5) There exists a function M ∈ L1([0, T ],R+) such that ‖F(t, ψ)‖ = sup{|v(t)| : v(t) ∈
F(t, ψ)} ≤ M(t) for each t ∈ [0, T ].
Lemma 3.1 ([11]). Let F : [0, T ]×D → P(Rn) be a multivalued map with nonempty, compact
values. Assume (H4) and (H5) hold. Then F is of l.s.c. type.
Theorem 3.1. Assume that (H1) , (H2) and (H3) are satisfied. Then (1.1) has at least one
solution on [−r, T ], provided
γ = T
m−1
(m − 1)! ‖l‖L1 +
p−
k=1
m−1−
i=0
(T − tk)i
i ! cik < 1.
Proof. We transform the problem (1.1) into a fixed point problem. Consider the multivalued map
G : Ω → P(Ω), defined by G(u) = {g ∈ Ω}, where
g(t) =

φ(t), t ∈ [−r, 0],
φ(0)+
m−1−
i=1
ηi
i ! t
i + 1
(m − 1)!
∫ t
0
(t − s)m−1h(s)ds
+
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! Iik(u(tk)), t ∈ [0, T ] and h ∈ SF, u .
It is clear that the fixed points of G are solutions of (1.1). For each u ∈ Ω , the set SF, u is
nonempty since by (H1), F has a measurable selection [7].
We shall show that G satisfies the assumptions of Lemma 2.5. The proof will be given in two
steps.
Step 1. G(u) ⊆ Pcl(Ω) for each u ∈ Ω .
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Indeed, let {un} ⊆ G(u) such that un → u∗. Then there exists hn ∈ SF, u such that for each
t ∈ [0, T ],
un(t) = φ(0)+
m−1−
i=1
ηi
i ! t
i + 1
(m − 1)!
∫ t
0
(t − s)m−1hn(s)ds
+
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! Iik(u(tk)).
Since F(0, ψ) has compact values and (H3) holds, we may pass to a subsequence if necessary to
get that hn converges to h in L1([0, T ],Rn) and hence h ∈ SF, u . Then for each t ∈ [0, T ],
un(t)→ u∗(t) = φ(0)+
m−1−
i=1
ηi
i ! t
i + 1
(m − 1)!
∫ t
0
(t − s)m−1h(s)ds
+
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! Iik(u(tk)).
So u∗ ∈ G(u), and in particular, G(u) ⊆ Pcl(Ω).
Step 2. It can be shown that there exists γ < 1 such that Hd(G(u),G(u)) ≤ γ ‖u − u‖Ω for all
u, u ∈ Ω .
Let u, u ∈ Ω and g ∈ G(u). Then there exists h(t) ∈ F(t, ut ) such that for each t ∈ [0, T ],
g(t) = φ(0)+
m−1−
i=1
ηi
i ! t
i + 1
(m − 1)!
∫ t
0
(t − s)m−1h(s)ds
+
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! Iik(u(tk)).
From (H3) it follows that, for each t ∈ [0, T ],
Hd(F(t, ut ), F(t, ut )) ≤ l(t)‖ut − ut‖D.
Hence there exists ω(t) ∈ F(t, ut ) such that
|h(t)− ω(t)| ≤ l(t)‖ut − ut‖D, t ∈ [0, T ].
Consider U : [0, T ] → P(Rn), given by U (t) = {ω(t) : |h(t) − ω(t)| ≤ l(t)‖ut − ut‖D}.
Since the multivalued operator V (t) = U (t) ∩ F(t, ut ) is measurable [7], there exists a
function h(t), which is a measurable selection for V . So, h(t) ∈ F(t, ut ) and |h(t) − h(t)| ≤
l(t)‖ut − ut‖D , for each t ∈ [0, T ].
We define, for each t ∈ [0, T ],
g(t) = φ(0)+
m−1−
i=1
ηi
i ! t
i + 1
(m − 1)!
∫ t
0
(t − s)m−1h(s)ds
+
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! Iik(u(tk)).
Then we have
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|g(t)− g(t)| ≤ 1
(m − 1)!
∫ t
0
(t − s)m−1|h(s)− h(s)|ds
+
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! |Iik(u(tk))− Iik(u(tk))|
≤ T
m−1
(m − 1)!
∫ t
0
|h(s)− h(s)|ds +
−
0<tk<t
m−1−
i=0
(T − tk)i
i ! cik |u(tk)− u(tk)|
≤ T
m−1
(m − 1)!
∫ t
0
l(s)‖us − us‖Dds +
p−
k=1
m−1−
i=0
(T − tk)i
i ! cik |u(tk)− u(tk)|
≤ T
m−1
(m − 1)!
∫ t
0
l(s)ds‖u − u‖Ω +
p−
k=1
m−1−
i=0
(T − tk)i
i ! cik‖u − u‖Ω
≤

T m−1
(m − 1)! ‖l‖L1 +
p−
k=1
m−1−
i=0
(T − tk)i
i ! cik

‖u − u‖Ω .
So ‖g(t) − g(t)‖Ω ≤ γ ‖u − u‖Ω . By an analogous reasoning, obtained by interchanging the
roles of u and u¯, it follows that Hd(G(u),G(u¯)) ≤ γ ‖u − u¯‖Ω . Therefore, G is a contraction.
By Lemma 2.5, G has a fixed point which is a solution of (1.1). 
Theorem 3.2. . In addition to (H4) and (H5) , assume that the following condition holds: (H6)
There exist constants dik (i = 0, 1, . . . ,m − 1, k = 1, . . . , p) such that |Iik(u(tk))| ≤ dik |u(tk)|
for each u ∈ Ω . Then (1.1) has at least one solution on [−r, T ], provided
γ =
p−
k=1
m−1−
i=0
(T − tk)i
i ! dik < 1.
Proof. Note that (H4), (H5), and Lemma 3.1 imply that F is of l.s.c. type. Then, from
Lemma 2.3, there exists a continuous function f : Ω → L1([0, T ],Rn) such that f (u) ∈ F(u)
for each u ∈ Ω .
We consider the equation
u(m)(t) = f (u)(t), t ∈ [0, T ], t ≠ tk, k = 1, . . . , p,
δu(i)(tk) = Iik(u(tk)), i = 0, 1, . . . ,m − 1, k = 1, . . . , p,
u(t) = φ(t), t ∈ [−r, 0], u(i)(0) = ηi , i = 1, . . . ,m − 1.
(3.1)
It is clear that if u ∈ Ω is a solution of (3.1), then u is a solution of (1.1). Transform the
problem (3.1) into a fixed point problem. Consider the operator J : Ω → Ω , defined by
J (u)(t) =

φ(t), t ∈ [−r, 0],
φ(0)+
m−1−
i=1
ηi
i ! t
i + 1
(m − 1)!
∫ t
0
(t − s)m−1 f (u)(s)ds
+
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! Iik(u(tk)), t ∈ [0, T ].
We shall show that J satisfies all assumptions of Lemma 2.4. The proof will be given in four
steps.
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Step 1. J is continuous.
Since the functions f and Iik are continuous, this conclusion can be easily obtained.
Step 2. J maps arbitrary bounded subset of Ω into one bounded set in Ω .
Let Ba = {u ∈ Ω : ‖u‖Ω ≤ a} be arbitrary bounded subset of Ω and u ∈ Ba , there exists
f ∈ F(u) such that for t ∈ [0, T ],
J (u)(t) = φ(0)+
m−1−
i=1
ηi
i ! t
i + 1
(m − 1)!
∫ t
0
(t − s)m−1 f (u)(s)ds
+
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! Iik(u(tk)). (3.2)
Form (H5) and (H6), we get for each t ∈ [0, T ],
|J (u)(t)| ≤ |φ(0)| +
m−1−
i=1
|ηi |
i ! T
i + T
m−1
(m − 1)!
∫ T
0
| f (u)(s)|ds
+
p−
k=1
m−1−
i=0
(T − tk)i
i ! |Iik(u(tk))|
≤ |φ(0)| +
m−1−
i=1
|ηi |
i ! T
i + T
m−1
(m − 1)!
∫ T
0
M(s)ds +
p−
k=1
m−1−
i=0
(T − tk)i
i ! dik |u(tk)|
≤ |φ(0)| +
m−1−
i=1
|ηi |
i ! T
i + T
m−1
(m − 1)! ‖M‖L1 +
p−
k=1
m−1−
i=0
(T − tk)i
i ! dik‖u‖Ω .
Then, for each u ∈ Ba , we have
‖J (u)‖Ω ≤ |φ(0)| +
m−1−
i=1
|ηi |
i ! T
i + T
m−1
(m − 1)! ‖M‖L1 + γ ‖u‖Ω
≤ |φ(0)| +
m−1−
i=1
|ηi |
i ! T
i + T
m−1
(m − 1)! ‖M‖L1 + γ a. (3.3)
Therefore, J (Ba) is bounded.
Step 3. J maps arbitrary bounded set into one equicontinuous set in Ω .
Let τ1, τ2 ∈ (tk, tk+1] (k = 1, . . . , p), τ1 < τ2, and u ∈ Ba be arbitrary bounded subset of
Ω . By (3.2),we get
|J (u)(τ2)− J (u)(τ1)| =
φ(0)+ m−1−
i=1
ηi
i ! τ
i
2 +
1
(m − 1)!
∫ τ2
0
(τ2 − s)m−1 f (u)(s)ds
+
−
0<tk<τ2
m−1−
i=0
(τ2 − tk)i
i ! Iik(u(tk))− φ(0)−
m−1−
i=1
ηi
i ! τ
i
1
− 1
(m − 1)!
∫ τ1
0
(τ1 − s)m−1 f (u)(s)ds −
−
0<tk<τ1
m−1−
i=0
(τ1 − tk)i
i ! Iik(u(tk))

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≤
m−1−
i=1
|ηi |
i ! (τ
i
2 − τ i1)+
1
(m − 1)!

∫ τ1
0
m−1−
i=1
C im−1s
m−1−i (τ i2 − τ i1) f (u)(s)ds
+
∫ τ2
τ1
m−1−
i=0
C im−1s
m−1−iτ i2 f (u)(s)ds
+ a −
0<tk<τ2
m−1−
i=1
dik
i !
i−
j=0
C ji t
i− j
k (τ
j
2 − τ j1 )
≤ (τ2 − τ1)
m−1−
i=1
|ηi |T i−1
(i − 1)! +
1
(m − 1)!

(τ2 − τ1)T m−2
∫ τ1
0
f (u)(s)ds
 m−1−
i=1
iC im−1
+ 2m−1T m−1
∫ τ2
τ1
f (u)(s)ds


+ a(τ2 − τ1)
−
0<tk<τ2
m−1−
i=1
2i T i−1dik
(i − 1)!
≤ (τ2 − τ1)
m−1−
i=1
|ηi |T i−1
(i − 1)! +
1
(m − 1)!

(τ2 − τ1)T m−2‖M‖L1
m−1−
i=0
mC im−1
+ 2m−1T m−1
∫ τ2
τ1
M(s)ds

+ a(τ2 − τ1)
p−
k=1
m−1−
i=1
2i T i−1dik
(i − 1)!
≤ (τ2 − τ1)
m−1−
i=1
|ηi |T i−1
(i − 1)! +
1
(m − 1)!
[
(τ2 − τ1)m2m−1T m−2‖M‖L1
+ 2m−1T m−1
∫ τ2
τ1
M(s)ds
]
+ a(τ2 − τ1)
p−
k=1
m−1−
i=1
2i T i−1dik
(i − 1)! .
According to the completely continuity of integrable function M , the right-hand side of the
above inequality tends to zero as τ2 → τ1. The consequence for the cases τ1, τ2 ∈ (0, t1] and
[−r, 0] is obvious. Then J (Ba) is one equicontinuous set in Ω .
As a consequence of Step 1 to Step 3 together with Lemma 2.6 and the Ascoli–Arzela theo-
rem, we conclude that J : Ω → Ω is completely continuous.
Step 4. The set ε(J ) = {u ∈ Ω : u = λJ (u), for some 0 < λ < 1} is bounded.
For each u ∈ ε(J ), by (3.3), we have
‖u‖Ω = λ‖J (u)‖Ω ≤ ‖J (u)‖Ω ≤ |φ(0)| +
m−1−
i=1
|ηi |
i ! T
i + T
m−1
(m − 1)! ‖M‖L1 + γ ‖u‖Ω .
Then ‖u‖Ω ≤ |φ(0)| +
∑m−1
i=
|ηi |
i ! T i+ T
m−1
(m−1)! ‖M‖L1
1−γ , i.e., ε(J ) is bounded.
In view of Lemma 2.4, we deduce that J has a fixed point which in turn is a solution of
(1.1). 
Theorem 3.3. In addition to (H2) , (H4) and (H5) , assume that the following condition holds:
(H7) There exist nonnegative constant b such that | f (u)(t) − f (v)(t)| ≤ b‖u − v‖Ω for any
u, v ∈ Ω , where f is deduced in the proof of Theorem 3.2. Then (1.1) has a unique solution on
[−r, T ], provided
γ = bT
m
(m − 1)! +
p−
k=1
m−1−
i=0
cik T i
i ! < 1.
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Proof. By (3.2), for any u, v ∈ Ω and each t ∈ [0, T ], we obtain
|J (u)(t)− J (v)(t)| ≤ 1
(m − 1)!
∫ t
0
(t − s)m−1| f (u)(s)− f (v)(s)|ds
+
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! |Iik(u(tk))− Iik(v(tk))|
≤ b
(m − 1)! ‖u − v‖Ω
∫ t
0
(t − s)m−1ds +
−
0<tk<t
m−1−
i=0
(t − tk)i
i ! cik |u(tk)− v(tk)|
≤ b
(m − 1)! ‖u − v‖Ω
∫ T
0
(T − s)m−1ds + ‖u − v‖Ω
−
0<tk<t
m−1−
i=0
T i
i ! cik
≤

bT m
(m − 1)! +
p−
k=1
m−1−
i=0
cik T i
i !

‖u − v‖Ω .
So ‖J (u)− J (v)‖Ω ≤ γ ‖u − v‖Ω .
Thus all conditions of the fixed point theorem of Banach are satisfied. Then (1.1) has a unique
solution on [−r, T ]. 
4. An example
Now we consider the inclusion
u(m)(t) ∈ F(t, ut ), t ∈ [0, 1], t ≠ t1,
δu(i)(t1) = 19 (u(t1)), t1 =
1
2
, i = 0, 1, . . . ,m − 1,
u(t) = 1
10
et , t ∈
[
− 1
10
, 0
]
, u(i)(0) = 1
10
, i = 1, . . . ,m − 1,
(4.1)
where
F(t, ut ) =

[
1
10
,
1
10
e
1
2
]
, t ∈
[
0,
1
2
]
,[
1
9
e
1
2 ,
e
9
]
, t ∈

1
2
, 1
]
.
For t ∈ [0, 12 ], we have
g(t) = Ed(x, F(t, ut )) =

1
10
− x, x < 1
10
,
0, x ∈
[
1
10
,
1
10
e
1
2
]
,
x − 1
10
e
1
2 , x >
1
10
e
1
2 ,
and for t ∈

1
2 , 1

, we have
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g(t) = Ed(x, F(t, ut )) =

1
9
e
1
2 − x, x < 1
9
e
1
2 ,
0, x ∈
[
1
9
e
1
2 ,
e
9
]
,
x − e
9
, x >
e
9
.
Hence, by Definition 2.1, F(·, ut ) : [0, 1] → Pcp(R) is measurable for each ut ∈ D,
i.e., condition (H1) is satisfied.
Take ci1 = 19 (i = 0, 1, . . . ,m − 1). For all u, v ∈ Ω , we have
|Ii1(u(t1))− Ii1(v(t1))| =
19u(t1)− 19v(t1)
 ≤ 19 |u(t1)− v(t1)|,
and Ii1(0) = 0. Then condition (H2) is satisfied.
Take l(t) = e9 , t ∈ [0, 1], clearly l ∈ L1([0, 1],R+). For a.e. t ∈ [0, 1] and any ψ, φ ∈ D, we
have
Hd(F(t, ψ), F(t, ϕ)) = 0 ≤ l(t)‖ψ − ϕ‖D,
and for a.e. t ∈ [0, 1], we have
Ed(0, F(t, 0)) =

1
10
, t ∈
[
0,
1
2
]
,
1
9
e
1
2 , t ∈

1
2
, 1
]
,
and Ed(0, F(t, 0)) ≤ l(t).
Then condition (H3) is satisfied.
Since ‖l‖L1 = e9 , γ = 1(m−1)! · e9 +
∑m−1
i=0
(1− 12 )i
i ! · 19 < 13 + 19 e
1
2 < 13 + e9 < 13 + 13 = 23 < 1.
Therefore, by Theorem 3.1, (4.1) has at least one solution on [− 110 , 1]. Really,
u(t) =

1
10
et , t ∈
[
− 1
10
,
1
2
]
,
1
9
et , t ∈

−1
2
, 1
]
,
is one solution of (4.1).
When m = 2, (4.1) is regarded as the control model of the motion system with a impulse.
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