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A PARTIAL DIFFERENTIAL EQUATION FOR THE STRICTLY
QUASICONVEX ENVELOPE
BILAL ABBASI AND ADAM M. OBERMAN
Abstract. In a series of papers Barron, Goebel, and Jensen studied Par-
tial Differential Equations (PDE)s for quasiconvex (QC) functions [BGJ12a,
BGJ12b, BGJ13, BJ13]. To overcome the lack of uniqueness for the QC PDE,
they introduced a regularization: a PDE for -robust QC functions, which
is well-posed. Building on this work, we introduce a stronger regularization
which is amenable to numerical approximation. We build convergent finite
difference approximations, comparing the QC envelope and the two regular-
ization. Solutions of this PDE are strictly convex, and smoother than the
robust-QC functions.
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2 BILAL ABBASI AND ADAM M. OBERMAN
1. Introduction
In a series of papers from about four years ago, Barron, Goebel, and Jensen
introduced and studied partial differential equations (PDEs) for quasiconvexity
[BGJ12a, BGJ12b, BGJ13, BJ13]. In this context, quasiconvexity means that the
sublevel sets of a function are convex. The study of convexity of level sets for
obstacle problems has a long history, which includes [CS82] and [Kaw85], see also
the more recent work [CS03] and the references therein. Quasiconvex (QC) func-
tions appear naturally in optimization, since they generalize convex functions, yet
still have a unique minimizer. The property also appears in economics [ADSZ88].
Earlier work by one of the authors studied a PDE for the convex envelope [Obe07]
which led to numerical method for convex envelopes [Obe08b, Obe08a].
Quasiconvexity is challenging because, unlike convexity, it is a nonlocal property
(at least for functions which have flat parts). This means that, even using vis-
cosity solutions, there is no local characterization for quasiconvexity. On the other
hand, by using the more stable notion of robust quasiconvexity, Barron, Goebel and
Jensen showed that these functions are characterized in the viscosity sense [CIL92a]
by a partial differential equation [BGJ13, BJ13].
One motivation for this work was to build numerical solvers for the QC envelope
PDE. However, we had difficulties with both the QC and the robust-QC operators:
the former lacks uniqueness, and the latter uses an operator defined over small slices
of angles, (see the illustration Figure 3 below), which leads to poor accuracy when
using wide stencil finite difference schemes. An alternative, presented in [BGJ13]
was to use first order nonlocal PDEs solvers. In a companion paper [AO16], we
built a non-local solver for the QC and for the robust-QC envelope [AO16]. This
problem can be solved explicitly, and implemented efficiently. By iteratively solving
for the envelopes on lines in multiple directions, we approximated the solution of the
problem in higher dimensions. However, we are still interested in the PDE approach,
which has advantages which come from a local expression for the operator.
In this article, we build on the results of [BGJ12a, BGJ12b, BJ13] to obtain a
PDE for strictly quasiconvex (QC) functions. Strict quasiconvexity implies robust
quasiconvexity. Following the argument in [BJ13], we establish uniqueness of vis-
cosity solutions for the PDE. Moreover, this operator is defined for all direction
vectors, which makes it amenable to discretization using wide stencil schemes.
We consider the obstacle problem for the -strictly-convex envelope. As is the
case for robust-QC, we recover the QC-envelope as the regularization parameter
→ 0. While robust-QC functions can have corners in one dimension, strictly QC
functions are smoother, see see Figure 3 below, and the explicit formula for the
solution in one dimension in §2.3.
We also build and implement convergent elliptic finite difference schemes [BS91,
Obe06] for the envelopes. These are wide-stencil finite difference schemes, which can
be developed using ideas similar to [Obe08b, Obe04, Obe08a]. Solutions to these
PDEs can be found using an iterative method which is equivalent to the explicit
Euler discretization of the parabolic equation [Obe06]. However the method has a
nonlinear CFL condition which restricts the step size. We find that alternating the
line solver with several iterations of the parabolic PDE solver significantly improves
the speed of the solution. Numerical solutions show that we obtain very similar
results to the line solver for the QCE with small  = h2/2, where h is the grid
resolution. We also compare large  solutions with comparable robust QCE, and
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quasiconvex envelope convex envelope
Figure 1. Comparison of a function (blue) and its envelopes (red).
find that solutions are smoother. Formally, we show that solutions are  uniformly
convex.
The QC operator in two dimensions recovers the level set curvature operator. We
show that our discretization of our operator agrees with the Kohn-Serfaty [KS07]
first order representation of the mean curvature operator in two dimensions. See
§ 4.4.
1.1. Convexity of level sets of a function. We give a brief informal derivation
of the operator. Given a smooth function u : Rn → R, the direction of the gradient
at x0, p = ∇u(x0), is the normal to the sublevel set {x ∈ Rn | u(x) ≤ u(x0)}. The
curvatures of the level set at x0 are proportional to the eigenvalues of the Hessian
of u, M = D2u(x0), projected onto the tangent hyperplane at x0, P = Px0 = {v ∈
Rn | v · p = 0}. These curvatures are all positive if vᵀMv ≥ 0 for all v ∈ P . Thus,
formally, the condition of local convexity of the level set is nonnegativity of the
operator
(1) L0(p,M) ≡ min|v|=1 {v
ᵀMv | v · p = 0}
This is the operator considered in [BGJ13] to study quasiconvex functions. How-
ever, for technical reasons discussed below, they chose to relax the constraint v·p = 0
to an inequality constraint |v · p| ≤ , resulting in the operator
L(p,M) ≡ min|v|=1 {v
ᵀMv | |v · p| ≤ } ,
Our operator is obtained by instead replacing the hard constraint |v · p| ≤  with a
penalty in the objective function. So we define:
F (p,M) ≡ min
|v|=1
{
vᵀMv +
1

|vᵀp|
}
,
This choice of penalty gives the operator for uniformly convex level sets, as we
show below.
Figure 3 illustrates the important differences in the notions of quasiconvexity
discussed so far. Notice that the -robustly quasiconvex envelope can have an
interval of global minimums, whereas our solution has a unique (global) minimum.
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∇u(x)ᵀv = 0 |∇u(x)ᵀv| ≤  |v| = 1
Figure 2. Constraint sets of different PDEs in two dimensions.
Red represents the gradient, blue (shaded) represents the feasible
vectors, and black represents the level set.
g
QCE
ǫ-robust QCE
Fǫ[·]-QCE
(a) Comparison of the envelopes derived
from different notions of quasiconvexity.
(b) Closer look at the difference between
-robust quasiconvexity and strict quasicon-
vexity.
Figure 3. Comparison between solutions of different operators.
1.2. Basic definitions. We recall some basic definitions and establish our nota-
tion. For a reference, see [BV04]. The set S is convex if whenever x and y are in
S then so is the line segment [x, y] ≡ {tx + (1 − t)y: t ∈ [0, 1]}. We say that the
function u : Rn → R is convex if
(2) u(tx+ (1− t)y) ≤ tu(x) + (1− t)u(y), for every x, y ∈ Rn, 0 ≤ t ≤ 1.
The convex envelope of a function g, hereby denoted gCE , is the largest convex
function majorized by g:
(3) gCE(x) ≡ sup{v(x) | v is convex and v ≤ g}.
In terms of sets, if S is given by the sublevel set of a function u:
(4) S = Sα(u) ≡ {x ∈ Rn | u(x) ≤ α}
then convexity of S is equivalent to the following condition
u(x), u(y) ≤ α =⇒ u(tx+ (1− t)y) ≤ α, for every 0 ≤ t ≤ 1.
This condition, when applied to every level set α ∈ R, characterizes quasiconvexity
of the function u. That is, u is quasiconvex if every sublevel set Sα(u) is convex.
Equivalently, u is quasiconvex if
(5) u(tx+ (1− t)y) ≤ max{u(x), u(y)}, for every x, y ∈ Rn, 0 ≤ t ≤ 1.
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Given g : Rn → R, the quasiconvex envelope of g is given similarly by
(6) gQCE(x) ≡ sup{v(x) | v is quasiconvex and v ≤ g}
Remark 1.1. Since the maximum of any two quasiconvex (convex) functions is
quasiconvex (convex) as well, the supremums in (3) and (6) are well-defined.
Figure (1) provides a visual comparison between the convex envelope and the
quasiconvex envelope in one dimension.
1.3. Viscosity solutions. Suppose that Ω ⊂ Rn is a domain. Let Sn be the set
of real symmetric n × n matrices, and take N ≤ M to denote the usual partial
ordering on Sn; namely that N −M is negative semi-definite.
Definition 1.2. The operator F (x, r, p,M) : Ω× R× Rn × Sn → R is degenerate
elliptic if
F (x, r, p,M) ≤ F (x, s, p,N) whenever r ≤ s and N ≤M
Remark 1.3. For brevity we use the notation F [u](x) ≡ F (x, u(x),∇u(x), D2u(x)).
Definition 1.4 (Viscosity solutions). We say the upper semi-continuous (lower
semi-continuous) function u : Ω → R is a viscosity subsolution (supersolution) of
F [u] = 0 in Ω if for every φ ∈ C2(Ω), whenever u − φ has a strict local maximum
(minimum) at x ∈ Ω
F (x, u(x),∇φ(x), D2φ(x)) ≤ 0 (≥ 0)
Moreover, we say u is a viscosity solution of F [u] = 0 if u is both a viscosity sub-
and supersolution.
1.4. The quasiconvex envelope. Use the notation λQC [u](x) ≡ L0(∇u(x), D2u(x)).
The obstacle problem for the QC envelope is given by
(Ob)
{
max{u− g,−λQC [u](x)} = 0 x ∈ Ω
u = g x ∈ ∂Ω
This PDE can have multiple viscosity solutions for a given g [BGJ13]. However,
there is a unique quasiconvex solution which is the QCE of g.
Failure of uniqueness in general can be seen in the following counter-example,
which is similar to [BGJ13, Example 3.1].
Example 1.5. Consider Ω = {x2 + y2 < 1}, u(x, y) = −y4, v(x, y) = −(1− x2)2, so
that u = v on ∂Ω . Now consider g ≡ u on Ω. We can calculate that λQC [u] =
λQC [v] = 0. In summary, u and v are both solutions of (Ob) but u 6= v in Ω (in
fact v < u in Ω). This contradicts the uniqueness of (Ob).
It is shown in [BGJ13] that continuous quasiconvex functions necessarily satisfy
λQC [u] ≥ 0, in the viscosity sense. The converse, however, is not true; consider the
function u(x) = −x4, which is concave yet satisfies λQC [u] = 0 at x = 0. In fact,
using this as a sufficient condition is only possible when u has no local maxima
[BGJ13].
This operator can be used to completely characterize the set of continuous -
robustly quasiconvex functions, defined below.
Definition 1.6 (-robustly quasiconvex). The function u : Rn → R is -robustly
quasiconvex if u(x) + yᵀx is quasiconvex for every |y| ≤ 
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In particular, -robustly quasiconvex functions are functions whose quasiconvex-
ity is maintained under small linear perturbations. Write λQC [u](x) ≡ L(∇u(x), D2u(x)).
Proposition 1.7 (Characterization of -robustly quasiconvex functions [BGJ13]).
The upper semicontinuous function, u : Ω → R, is -robustly quasiconvex if and
only if u is a viscosity subsolution of λQC [u] = 0.
Next we show that viscosity subsolutions (defined below) of our operator are
robustly-QC (which also implies they are QC). This allows us avoid a technical
argument from [BGJ13]. We believe that stronger results hold: see the formal
analysis in §3.
Proposition 1.8. Suppose u ∈ USC(Ω) is a viscosity subsolution of −F [u] = 0.
Then u is 2-robustly quasiconvex.
Proof. First observe that for any φ ∈ C2 we have the following inequality:
F [φ](x)− α

= min
|v|=1
{
1

|∇φ(x) · v|+ φvv(x)− α

}
≤ min
{|v|=1,|∇φ(x)·v|≤α}
{φvv(x)} = λαQC [φ](x)
Choosing α = 2 we see that any viscosity subsolution of  − F [u] = 0 is also a
viscosity subsolution of −λ2QC [u] = 0. Thus u is 2-robustly quasiconvex. 
2. Properties of solutions
In this section we present technical arguments proving the uniqueness of solutions
of our PDEs, and discuss some relevant properties.
2.1. Comparison principle. In this section we will show that a weak comparison
principle holds for the Dirichlet problem of h − F [u] = 0, for h > 0 and  >
0. Comparison also holds for the corresponding obstacle problem. The proof we
present is based on the uniqueness proof of λQC [u] = g, for g > 0, presented in
[BJ13]. The result is simpler because our operator is continuous as a function
(p,M) 7→ F (p,M) for  > 0.
Write
(7) F [u](x) = F (∇u(x), D2u(x)) ≡ min
|v|=1
{
1

|∇u(x) · v|+ vᵀD2(x)v
}
Note that −F (p,M) is elliptic by Definition 1.2. We consider the following PDEs:
(-QC) h(x)− F [u](x) = 0 x ∈ Ω
(-QCE) max{u(x)− g(x), h(x)− F [u](x)} = 0 x ∈ Ω
where Ω ⊂ Rn is an open, bounded, and convex domain, and g : Ω → R is con-
tinuous. In the latter equation, g is the obstacle. We also impose the following
condition on h:
(8) h : Ω→ R is continuous and positive.
Enforce the following Dirichlet boundary data:
(Dir) u(x) = g(x) x ∈ ∂Ω
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Remark 2.1 (Continuity up to the boundary). In general, viscosity solutions of
(-QCE) need not be continuous up to the boundary. To apply [BS91] for conver-
gence of numerical schemes, we need a strong comparison principle, which requires
that solutions be continuous up to the boundary. The following assumption ensures
continuity up to the boundary There is a convex domain ΩL ⊃ Ω and a continuous,
quasiconvex function g0 : ΩL → R, with
g0(x) ≤ g(x) for x ∈ Ω, g0(x) = g(x), for x ∈ ΩL \ Ω.
Continuity follows because we have g0 ≤ u ≤ g which gives u = g on ∂Ω. An
alternative to this condition is to prove convergence in a neighbourhood of the
boundary. The convergence proof in this setting can be found in [Fro16].
Next we state a technical, but standard, viscosity solutions result, which gives
the comparison principle in the case where we have strict sub and supersolutions.
Proposition 2.2 (Comparison principle for strict subsolutions [CIL92b]). Consider
the Dirichlet problem for the degenerate elliptic operator F (p,M) on the bounded
domain Ω. Let u ∈ USC(Ω¯) be a viscosity subsolution and let v ∈ LSC(Ω¯) be a
viscosity supersolution. Suppose further that for σ > 0,
F [u] + σ ≤ 0 in Ω
F [v] ≥ 0 in Ω
holds in the viscosity sense. Then the comparison principle holds:
if u ≤ v on ∂Ω then u ≤ v in Ω
Remark 2.3. In [CIL92b, Section 5.C], it is explained how the main comparison
theorem, [CIL92b, Theorem 3.3], can be applied when it is possible to perturb a
subsolution to a strict subsolution. This version of the theorem is what we state in
Proposition 2.2. This result was used in [BM06, Theorem 3.1] and [BM13] to prove
a comparison principle.
Using the the same perturbation technique from [BJ13], and consequently ap-
plying Proposition 2.2, we obtain the following comparison result.
Proposition 2.4 (Comparison principle). Consider the Dirichlet problem given by
(-QC), (Dir) and assume (8) holds. Let u ∈ USC(Ω) be a viscosity subsolution and
v ∈ LSC(Ω) be a viscosity supersolution of (-QC). Then the comparison principle
holds:
if u ≤ v on ∂Ω then u ≤ v in Ω
Proof. We will show that we can perturb u to a function uσ satisfying uσ ≤ v on
∂Ω and
h− F [uσ] < 0 in Ω
in the viscosity sense. Applying Proposition 2.2, we will have that uσ ≤ v in Ω.
Taking σ → 0 yields the desired result.
Fix σ > 0 and define the following perturbation of u, and notice that for x ∈ ∂Ω
we have the following relation:
uσ(x) ≡ u(x)− σ
(
max
y∈∂Ω
u(y)− u(x)
)
≤ u(x)− σ(u(x)− u(x)) = u(x) ≤ v(x)
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That is, uσ ≤ v on ∂Ω. Next, because u is a subsolution, we have the following
h− 1
1 + σ
F [uσ] ≤ 0
leading to
h− F [uσ] ≤ −σh ≤ −σhmin < 0 where hmin ≡ min
x∈Ω
h(x) 
We use this result to prove a weak comparison principle for the obstacle problem
given by (-QCE), (Dir).
Corollary 2.5 (Comparison principle for the obstacle problem). Consider the
Dirichlet problem given by (-QCE), (Dir) and assume (8) holds. Let u ∈ USC(Ω)
be a viscosity subsolution and v ∈ LSC(Ω) be a viscosity supersolution of (-QCE).
Then the comparison principle holds:
if u ≤ v on ∂Ω then u ≤ v in Ω
Proof. We begin by considering the domain Ωg ≡ {x ∈ Ω : v(x) < g(x)}. Then
h − F [v] ≥ 0 in Ωg and v = g on ∂Ωg. That is, v is a viscosity supersolution of
h− F [v] = 0 in Ωg. Now, by the definition of viscosity subsolutions we have that
u ≤ g and h − F [u] ≤ 0 in Ω, and thus also Ωg. This allows us to conclude that
u ≤ v on ∂Ωg. Therefore by Proposition 2.4, u ≤ v in Ωg. Concluding, in Ω \ Ωg
we necessarily have that v ≥ g ≥ u. 
2.2. The strictly quasiconvex envelope. We formulate the strictly quasiconvex
envelope of a function g as the unique viscosity solution of the following obstacle
problem.
(-Ob)
{
max{u(x)− g(x), − F [u](x)} = 0 x ∈ Ω
u(x) = g(x) x ∈ ∂Ω
Remark 2.6 (Convergence of approximate solutions). It is clear that as → 0, the
penalization term in F [u] tends to infinity. The result is that F [u] → λQC [u] as
 → 0. From this observation, the standard stability result of viscosity solutions,
and the quasiconvexity of subsolutions of  − F [u] = 0 , one can then apply the
same argument presented in the proof of [BGJ13, Theorem 5.3] to conclude that the
unique viscosity solutions of (-QCE), (Dir) converge to the quasiconvex envelope
as  → 0. This result allows us to compute asymptotic approximations of the
quasiconvex envelope of a given obstacle.
2.3. Solution formula in one dimension. In one dimension, −F [u] is simply
the Eikonal operator with a small diffusion term. When considering a solution u of
(-Ob), whenever u(x) < g(x), we have that F [u](x) = , which gives
(9) uxx + |ux| = 2
Define Ωg ≡ {x : u(x) < g(x)}. Note that Ωg need not be connected; it can be
written as the union of finitely many intervals (refer to Figure 3). However, we can
solve the equation in each interval.
Lemma 2.7 (1D solution). The viscosity solution of the one dimensional PDE for
the operator (7), (9), along with boundary conditions u(0) = 0, u(W ) = H is given
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by the following. Set S ≡ H/2W . Then
u(x) =

±2x S = ±1
2x+ C+(1− exp(−x/)) S > 1
−2x+ C−(1− exp(x/)) S < −1
2|x− x∗|+ 3(exp(−|x− x∗|/)− 1) + u0 |S| < 1
where
C± ≡ H ∓ 
2W
±(1− exp(∓W/))
and u0 ∈ R and x∗ ∈ I = (0,W ) are constants.
Proof. If there exists x0 in the interval I such that ux(x0) = 0, then (9) implies
uxx(x0) > 0. That is, if there exists an interior critical point, then u must be
strictly convex in I. This allows us to break down the analysis of (9), restricted to
each interval, into several cases: (i) ux < 0 in I, (ii) ux > 0 in I, and (iii) ux(x0) = 0
for some x0 ∈ I. In each case, we can solve a linear second order ODE. The case
where S = ±1 is degenerate: the solution is linear. The case where |S| > 1 is not
difficult. The final case, where |S| < 1 corresponds to (iii).
In this case, ux < 0 for x < x0 and ux > 0 for x > x0. Then
(10) u(x) = |x− x0|+ (exp(−|x− x0|)− 1) + u0
For some u0 ∈ R. Taylor expansion shows that u(x) = x2/2 +O(x3) for x near x0.
Finding x0 (or u0) analytically is infeasible. But we can argue that the solution
is correct by a continuity argument. Given the function u defined by (10), define
the continuous function S1(y) ≡ u(y+W1)−u(y)W1 . For small W1 and y  x0 we have
that S1(y) < −1 (by the earlier discussion). Similarly for y  x0 , we have that
S1(y) > 1. Therefore by the intermediate value theorem there exists y
∗ such that
S1(y
∗) = S. This leads to the correct choice of constants in (10) which achieve the
boundary values. 
3. Formal analysis
In this section we make some formal arguments about quasiconvexity of strict
subsolutions of related PDEs. We present formal arguments justifying the strict and
uniform convexity of the level sets of strict subsolutions of the operators. Additional
efforts as in [BGJ13], [CG12] could make the arguments rigorous.
Definition 3.1 (Strict and uniform convexity of sets). Let S ⊂ Rn be a domain
and suppose x, y ∈ ∂S. We say S is strictly convex if (x, y) is in the interior of S.
Moreover, define x¯ ≡ (x+ y)/2, then we say S is uniformly convex if dist(x¯, ∂S) =
O(h2) as h = |x− y| → 0.
Definition 3.2. u : Rn → R is quasiconvex along a direction v if for any x ∈ Rn,
the function u˜(t) ≡ u(x+ tv) is quasiconvex for t ∈ R.
We also appeal to the following proposition, which is elementary from the defi-
nition of quasiconvexity.
Proposition 3.3. u is quasiconvex if and only if u is quasiconvex in every direction
v.
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3.1. Convexity of the level sets of solutions. For the remainder of this section,
it suffices to consider subsolutions of −λQC [u] = 0. This is because of the ordering
of the operators:
(11) − λQC [u] ≥ −λ2QC [u] ≥ − F [u]
The first inequality follows naturally from the restriction of the constraint set. The
second inequality is evident from the proof of Proposition 1.8
Proposition 3.4 (Strictly convex level sets of subsolutions). Suppose u ∈ C2(Ω)
is a subsolution of − λQC [u] = 0. Then u has strictly convex level sets.
Proof. Using the notation given by (4), fix α ∈ R and consider x, y ∈ ∂Sα[u], that
is, u(x) = u(y) = α. We would like to show that tx + (1 − t)y is strictly in the
interior of Sα[u] for t ∈ (0, 1). By [BGJ13, Theorem 2.7] u is quasiconvex, so this
amounts to showing that u(tx+ (1− t)y) < α.
Consequently, suppose for contradiction that there exists tz ∈ (0, 1) such that
z ≡ tz + (1 − tz)y satisfies u(z) = α. Define d ≡ x − y and consider the function
u˜(t) ≡ u(y + td) for t ∈ [0, 1] which is quasiconvex by Proposition 3.3. Then
u˜(0) = u˜(tz) = u˜(1) = α, so that by Rolle’s theorem there exists 0 < t1 < tz and
tz < t2 < 1 such that u˜
′(t1) = u˜′(t2) = 0. Denoting xi = x + tid for i = 1, 2, this
implies ∇u(xi)ᵀd = 0. Next, because u is a subsolution, we have that −λQC [u] ≤
0. In particular:
0 <  ≤ min
|v|=1,∇u(x)ᵀv=0
vᵀD2(xi)v
≤ d
ᵀD2(xi)d
|d|2
That is, we have that 0 < dᵀD2(xi)d, so that u˜′′(ti) > 0. Therefore u˜ has two
distinct strict local minima. This contradicts the quasiconvexity of u˜. 
Proposition 3.5 (Uniformly convex level sets of subsolutions). Suppose u ∈ C2(Ω)
is a subsolution of − λQC [u] = 0. Then u has uniformly convex level sets.
Formal proof. Suppose x, y ∈ Ω such that u(x) = u(y) = α. Let x¯ be the midpoint
of line segment joining x and y, h = |x¯− y|, and d = (x¯− y)/|x¯− y|. We see that
∇u(x¯)ᵀd = 0, so that we have:
 ≤ min
|v|=1,∇u(x¯)ᵀv=0
vᵀD2u(x¯)v
≤ dᵀD2u(x¯)d
=
u(x¯+ hd) + u(x¯− hd)− 2u(x¯)
h2
+O(h2)
=
2α− 2u(x¯)
h2
+O(h2)
Rearranging for u(x¯) yields the following inequality:
u(x¯) ≤ α− h
2
2
+O(h4) 
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3.2. Directional quasiconvexity. Proposition (3.3) provides a convenient char-
acterization of quasiconvex functions. In practice, however, we are confined to a
grid and thus cannot enforce quasiconvexity along every direction. Therefore we re-
lax the notion of directional quasiconvexity to only a finite set of directions. Doing
so results in the notion of approximate quasiconvexity. We can quantify the degree
to which a function might lack quasiconvexity, expressed in terms of the directional
resolution which we define below.
Definition 3.6 (Directional resolution). Let D = {d1, . . . , dN} be a set of unit
vectors. Then we define the directional resolution of D as
(12) dθ ≡ max
|w|=1
min
d∈D
cos−1(wᵀd)
it the largest angle an arbitrary unit vector can make with any vector in V . In
two dimensions dθ is simply half the maximum angle between any two direction
vectors.
Recalling that a necessary condition for a function u to be quasiconvex is−λQC [u] ≤
0 in the viscosity sense [BGJ13], we have the following result.
Proposition 3.7 (Approximate quasiconvexity). Let u be a C2 function defined
on Ω ⊂ Rn. Let D be a set of directions, with directional resolution dθ ≤ pi4 .
Also, suppose u is quasiconvex along every d ∈ D. Then we have the following
approximate quasiconvexity estimate
−λQC [u] ≤ O(dθ).
Proof. Without loss of generality, assume x = 0 and u(0) = 0, We may also assume
u is locally quadratic, u(x) = xᵀAx+ bᵀx, for some real, symmetric matrix A, and
for b ∈ Rn. Next, suppose w is an arbitrary unit vector satisfying ∇u(0)ᵀw =
bᵀw = 0. Decompose w as follows:
w = cos(θ)v + sin(θ)p
where v ≡ argmini(cos−1(wᵀvi)), θ = cos−1(wᵀv), and p is some unit vector or-
thogonal to v. By hypothesis θ ≤ pi/4. Taking λn to denote the largest eigenvalue
of A, we observe:
0 = u(0) = u
(
1
2
(− cos(θ)v) + 1
2
(cos(θ)v)
)
≤ max(u(− cos(θ)v), u(cos(θ)v)) (by quasiconvexity)
= max(u(−w + sin(θ)p), u(w − sin(θ)p))
= wᵀAw + sin2(θ)pᵀAp− 2 sin(θ)wᵀAp+ sin(θ)|pᵀb|
≤ wᵀAw + sin2(θ)λn + 2 sin(θ)λn + sin(θ)|b|
≤ wᵀAw + sin2(dθ)λn + 2 sin(dθ)λn + sin(dθ)|b|
= wᵀAw +O(dθ)
In the above calculations, we used the fact that φ(y) ≥ u(y) and yᵀAy ≤ λn for
every y, as well as the hypothesis that bᵀw = 0. Taking the minimum over all unit
vectors w satisfying wᵀb = 0 yields the desired result. 
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4. Convergent Finite Difference Schemes
In what follows, we provide numerical schemes which discretize the above PDEs.
As we will see, the schemes we present here fall into a general class of degenerate
elliptic finite difference schemes for which there exists a convergence framework.
Before we begin we introduce some notation, which we will carry throughout the
rest of the article. We will assume we are working on the hypercube [−1, 1]n ⊂ Rn.
We write x = (x1, . . . , xn) ∈ [−1, 1]n. For simplicity, we discretize the domain
[−1, 1]n with a uniform grid, resulting in the following spatial resolution:
h ≡ 2
N − 1 ,
where N is the number of grid points used to discretize [−1, 1]. Note that we use
h here to denote the spatial resolution, and is not to be confused with the h in the
formulations of (-QC), (-QCE).
We use the following notation for our computational domain:
Ωh ≡ [−1, 1]n ∩ hZn
We define a grid vector, v, as follows:
v ≡ x− y
h
, x, y ∈ Ωh
4.1. Finite difference equations and wide stencils. Consider a degenerate
elliptic PDE, F [u] = 0, and its corresponding finite difference equation
Fρ[u] = 0, x ∈ Ωh
where ρ is the discretization parameter. In our case, we take ρ = (h, dθ) for the
schemes presented hereafter.
In general, Fρ[u] : C(Ω
h) → C(Ωh), where C(Ωh) is the set of grid functions
u : Ωh → R. We assume the following form:
Fρ[u](x) = Fρ(u(x), u(x)− u(·)) for x ∈ Ωh
where u(·) corresponds to the value of u at points in Ωh. For a given set of grid
vectors, V , we say Fρ[u] has stencil width W if for any x ∈ Ωh, Fρ[u](x) depends
only on the values u(x + hv) where v ∈ V and maxv∈V ‖v‖∞ ≤ W . We assume
stencils are symmetric about the reference point, x, and have at least width one.
Example 4.1. In two dimensions, the directional resolution can be written as dθ =
arctan(1/W )/2. A stencil of width W = 1 would correspond to the vectors V =
{(0,±1), (±1, 0), (±1,±1), (∓1,±1)}.
The Dirichlet boundary conditions given by (Dir) are incorporated by setting
Fρ[u](x) = u(x)− g(x) for x ∈ ∂Ωh
The PDEs we discuss involve a second-order directional derivative and a di-
rectional Eikonal operator. We use the following standard discretizations for our
schemes:
|uhv (x)| ≡ max
{
u(x± hv)− u(x)
h
}
uhvv(x) ≡
u(x+ hv) + u(x− hv)− 2u(x)
h2
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where uhv and u
h
vv denote the finite difference approximations for the first and
second order directional derivatives in the grid direction v. Recall that for any
twice continuously differentiable function u, the standard Taylor series computation
yields the following consistency estimate:
|uhv (x)| = |∇u(x)ᵀv|+O(h)(13)
uhvv(x) = v
ᵀD2u(x)v +O(h2)(14)
4.2. A finite difference method for the PDE. We begin by considering the
full discretization of F [u], denoted F h,dθ[u], where h is the spatial resolution and
dθ is the directional resolution of the set of grid vectors V . We use the spatial
discretizations given by (13), (14):
(15) F h,dθ[u](x) ≡ min
v∈V
{
1

|uhv (x)|+ uhvv(x)
}
for x ∈ Ωh
We write the full discretization of (-Ob) as follows:
(16)
{
max{u(x)− g(x), − F h,dθ[u](x)} = 0 x ∈ Ωh
u(x) = g(x) x ∈ ∂Ωh
where we make the following abbreviation:
Gh,dθ[u] ≡ max
{
u− g, − F h,dθ[u]
}
4.3. Iterative solution method. We implement a fixed-point solver to recover
the numerical solution of (16). The method is equivalent to a Forward Euler time
discretization of the parabolic version of (-QCE),
ut +G
[u] = 0 in Ω
along with u = g on ∂Ω and u = u0 for t = 0.
In particular the following iterations are performed until a steady state is reached:{
un+1 = un − δGh,dθ[un], n ≥ 0
u0 = u0
where satisfies the CFL condition δ ≤ 1/Kh, (see [Obe06]) andKh, is the Lipschitz
constant of the scheme. For our scheme, K is given by
Kh, =
1
h
+
1
h2
where the first and second term come from the discretizations of the first and second
order directional derivatives, respectively.
4.4. Using a first-order discretization. In higher dimensions we need the sec-
ond order term in (-QC) to guarantee quasiconvexity of the solutions. Interestingly,
however, we will see numerically all that is required is the discretization of the first
order term. This is illustrated in the following computation:
−min
v∈V
|uhv |

= −min
v∈V
{
max{u(x± hv)− u(x)}
h
}
= −min
v∈V
{ | ∇u(x)ᵀv|

+
h
2
vᵀD2u(x)v
}
+O
(
h2

)
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Choosing  = h/2 results in the following:
−min
v∈V
|uhv |

= −min
v∈V
{ | ∇u(x)ᵀv|
h/2
+ vᵀD2u(x)v
}
+O(h)
Thus, for  = h/2, we see for fixed (h, dθ) that the discretization of the first order
term approximates F [u].
5. Convergence of numerical solutions
In this section we introduce the notion of degenerate elliptic schemes and show
that the solutions of the proposed numerical schemes converge to the solutions of
(-Ob) as the discretization parameters tend to zero. The standard framework used
to establish convergence is that of Barles and Souganidis [BS91], which we state
below. In particular, it guarantees that the solutions of any monotone, consistent,
and stable scheme converge to the unique viscosity solution of the PDE.
5.1. Degenerate elliptic schemes. Consider the Dirichlet problem for the de-
generate elliptic PDE, F [u] = 0, and recall its corresponding finite difference for-
mulation: {
Fρ(u(x), u(x)− u(·)) = 0 x ∈ Ωh
u(x)− g(x) = 0 x ∈ ∂Ωh
where ρ is the discretization parameter.
Definition 5.1. Fρ[u] is a degenerate elliptic scheme if it is non-decreasing in each
of its arguments.
Remark 5.2. Although the convergence theory is originally stated in terms of mono-
tone approximation schemes (schemes with non-negative coefficients), ellipticity is
an equivalent formulation for finite difference operators [Obe06].
Definition 5.3. The finite difference operator Fρ[u] is consistent with F [u] if for
any smooth function φ and x ∈ Ω we have
Fρ[φ](x)→ F [φ](x) as ρ→ 0
Definition 5.4. The finite difference operator Fρ[u] is stable if there exists M > 0
independent of ρ such that if Fρ[u] = 0 then ‖u‖∞ ≤M .
Remark 5.5 (Interpolating to the entire domain). The convergence theory assumes
that the approximation scheme and the grid function are defined on all of Ω. Al-
though the finite difference operator acts only on functions defined on Ωh, we can
extend such functions to Ω\Ωh via piecewise interpolation. In particular, perform-
ing piecewise linear interpolation maintains the ellipticity of the scheme, as well as
all other relevant properties. Therefore, we can safely interchange Ωh and Ω in the
discussion of convergence without any loss of generality.
5.2. Convergence of numerical approximations. Next we will state the theo-
rem for convergence of approximation schemes, tailored to elliptic finite difference
schemes, and demonstrate that the proposed schemes fit in the desired framework.
In particular, we will show that the schemes are elliptic, consistent, and have stable
solutions.
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Proposition 5.6 (Convergence of approximation schemes [BS91]). Consider the
degenerate elliptic PDE, F [u] = 0, with Dirichlet boundary conditions for which
there exists a strong comparison principle. Let Fρ[u] be a consistent and elliptic
scheme. Furthermore, assume that the solutions of Fρ[u] = 0 are bounded indepen-
dently of ρ. Then uρ → u locally uniformly on Ω as ρ→ 0.
Lemma 5.7 (Ellipticity). The scheme given by (16) is elliptic.
Proof. The negative of each of the spatial discretizations above are elliptic for fixed
v, so taking the minimum over all v maintains the ellipticity. Therefore, the dis-
cretization of F h,dθ[u] is elliptic. Moreover, the obstacle term is trivially elliptic.
Hence Gh,dθ[u], being the maximum of two elliptic schemes, is also elliptic. 
Lemma 5.8 (Consistency). Given a smooth function u and a set of grid vectors
V with directional resolution dθ ≤ pi/4, we have the following estimate:
(17) Gh,dθ[u]−G[u] = O(h+ dθ)
In other words, the scheme (16) is consistent with (-Ob).
Proof. It suffices to show that F h,dθ[u] − F [u] = O(h + dθ). Fix x ∈ Ω and let u
be a smooth function on Ω. Define
w ≡ argmin|v|=1
{
1

|∇u(x)ᵀv|+ vᵀD2u(x)v
}
Let v ∈ V and make the following decomposition:
v = cos(θ)w + sin(θ)p
for some unit vector p orthogonal to w. Performing a similar calculation to the
proof in Proposition 3.7, we obtain the following consistency estimate from the
directional resolution:
F [u] ≤ min
v∈V
{
1

|∇uᵀv|+ vᵀD2uv
}
≤ F [u] +O(dθ)
Finally, we conclude (17) by recalling the standard Taylor series consistency esti-
mate from equations (13), (14). 
Next, we establish stability of our numerical solutions by applying a discrete
comparison principle for strict sub- and supersolutions. In particular, we use the
following result.
Proposition 5.9 (Discrete comparison principle for strict subsolutions). Let Fρ[u]
be a degenerate elliptic scheme defined on Ωh. Then for any grid functions u, v we
have:
Fρ[u] < Fρ[v] =⇒ u ≤ v in Ωh
Proof. Suppose for contradiction that
max
x∈Ωh
{u(x)− v(x)} = u(x0)− v(x0) > 0
Then
u(x0)− u(x) > v(x0)− v(x) for every x ∈ Ωh
and so by ellipticity (Lemma 5.7)
Fρ[u](x0) ≥ Fρ[v](x0)
which is the desired contradiction. 
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Lemma 5.10 (Stability). The numerical solutions of (16) are stable.
Proof. This a direct application of Proposition 5.9. Indeed, suppose u is a numerical
solution such that Gh,dθ[u] = 0. Define g1(x) ≡ C + 22
∑n
i=1 xi, where C ∈ R
is chosen so that g1(x) < g(x) for every x ∈ Ω. Moreover one can check that
(g1)
h
vv(x) = 0. Then we observe:
Gh,dθ[g1](x) = max
{
g1(x)− g(x), −min
v∈V
{
max{g1(x± hv)} − g1(x)
h
}}
= max
{
g1(x)− g(x), − 2min
v∈V
∣∣∣∣∣
n∑
i=1
vi
∣∣∣∣∣
}
= max {g1(x)− g(x),−}
where the last equality follows from the general assumption that the stencil width is
at least one with directional resolution dθ ≤ pi/4. Next, define g2(x) ≡ maxx∈Ω g(x).
Then in summary we have that Gh,dθ[g1] < 0 and G

h,dθ[g2] ≥ 0. Therefore by
Proposition 5.9,
min
x∈Ω
g1(x) ≤ u(x) ≤ g2 for x ∈ Ωh
Moreover, this bound is independent of h and dθ.

Proposition 5.11. The solutions of (16) converge locally uniformly on Ω to the
solutions of (-Ob) as h, dθ → 0.
Proof. By Lemmas (5.7, 5.8, 5.10) we see that (16) is a consistent and elliptic
scheme which has stable solutions. Moreover, a weak comparison principle holds
by Proposition 2.5. Therefore by Proposition 5.6, the numerical solutions converges
uniformly on compact subsets of Ω. 
6. Numerical results
In this section we present numerical results. The tolerance for the fixed-point
iterations was taken to be 10−6 and unless otherwise stated we set  = h/2, where
h is the spatial resolution of the grid.
Technical conditions on g given by Remark 2.1 are needed to ensure that the
boundary conditions are held in the strong sense. In practice we violated this
condition, resulting in solutions which were discontinuous at the boundary.
Two natural choices for initialization of the solution are: (i) the obstacle function,
g(x), (ii) a quasiconvex function below g. We found that the first choice leads to
very slow convergence. In particular, the parabolic equation takes time O(1/) to
converge. See Example 6.3 below. On the other hand, the second choice results in
faster convergence: the simplest choice is simply the constant function with value
the minimum of g. After one step of the iteration the boundary values are attained.
Moreover, starting with this choice allows us to use the iterative method with  = 0
to find the quasiconvex envelope.
Remark 6.1. It is an open question whether solve the  = 0 time-dependent PDE
with quasiconvex initial data below g will converge. To apply our convergence
results, we take  = h/2.
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Figure 4. Obstacles (solid) and the numerical solutions (dashed).
Left: Example 6.2. Convergence in . Bottom to top:  =
0.2 , 0.1 , 0.05 , 0.001 , 0.0001. Right: Example 6.3. Fixed-point it-
erations when u0 ≡ g2.
6.1. Results in one dimension. We present examples demonstrating the conver-
gence of approximate quasiconvex envelopes to the true quasiconvex envelope as
→ 0+. We also compare the iteration count when starting from below and at the
obstacle.
Example 6.2 (Convergence as  → 0). We consider the convergence of numerical
solutions of (16) as → 0 with the following obstacle function:
g(x) = min{|x− 0.5|, |x+ 0.5| − 0.3}
The results are displayed in Figure 4. Indeed, as expected we see convergence to
the true quasiconvex envelope, from below, as → 0.
Example 6.3 (Visualization of iterations). Next, we consider the following obstacle:
g(x) = −x2 + 1
whose quasiconvex envelope is simply gQCE2 ≡ 0. We demonstrate the evolution of
the iterations when the initial data is taken to be the obstacle. In this case, the
solution corresponded closely to u(x, t) = min(g(x), c− t) where c = max g. This
illustrates the slow speed of convergence, and the fact that the equation degenerates
to a trivial operator as → 0. Results are displayed in Figure 4.
6.2. Numerical results in two dimensions. All examples take the initial func-
tion in the iterative scheme to be the minimum value gmin = min g of the obstacle
function. In all contour plots, the solid line represents the level sets of the original
function and the dashed line represents the same level sets of the numerical solution.
Unless otherwise stated, the two-dimensional numerical solutions shown are com-
puted on a 64 × 64 grid, for illustration purposes. Computations were performed
on larger sized grids.
We performed the same numerical experiments in [AO16], and achieved similar
results. This is expected, since solving our PDE with small  is consistent with the
QC envelope. We do not reproduce those results here, in order to save space.
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Figure 5. Left: Examples 6.4, square level sets become uniformly
convex with  = 1/2. Middle: Ex 6.5, the solution with  = 1 is
indicated by the dashed contours. Right: Ex 6.6 with  near zero.
The examples we present focus on the difference between the two operators for
values of e close to 1.
Example 6.4 (Strict convexification of level sets). Let g(x) be the signed distance
function (negative on the inside) to the square, S = {x | maxi |xi| = 1/2}.
Although g is convex, its level sets are not strictly convex. We apply the iterative
procedure to g with  = 0.5 so that we strictly convexify the level sets. The results
demonstrating this are displayed in Figure 5.
Example 6.5 (Non-convex signed distance function). In this example, g(x) is the
signed distance function to the curve Γ, given below:
Γ(t) =
1
2

(cos(t− pi2 ), sin(t− pi2 )) t ∈ [0, 3pi/2](
0, t−7pi/4pi/4
)
t ∈ [3pi/2, 7pi/4](
7pi/4−t
pi/4 , 0
)
t ∈ [7pi/4, 2pi]
We compare the results of using different . In particular, we choose  = h/2 and
 = 1. In the latter case, we see that the level sets are more curved. Results are
displayed in Figure 5.
Example 6.6. We consider the obstacle where g is a cone with circular portions
removed from its level sets. Take
g(x) =
{
1 x ∈ A
|x| − 1/2 x ∈ Ω \A
where A = {(x1±1/2)2 +x22 ≤ 1/16}
⋃{x21 +(x2±1/2)2 ≤ 1/16}. Results showing
the g = 0.7 level set are found in Figure 5.
Example 6.7 (Comparison to the -robust quasiconvex envelope). We compare the
solutions of our PDE to the solutions of the line solver presented in [AO16] which
returns the robust quasiconvex envelope. In particular, we use a stencil width
W = 5, we used the same directions in the line solver, and we set  = 0.02 for the
strict QCE, and we also used a regularization of .02 for the robust QC (in principle
we should have used .022 but the matching value was better for illustration purposes.
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Figure 6. Example 6.7. Top: Surface plots (inverted) of function,
robust QCE, strictly QCE.. Bottom: Corresponding contour plots.
6.3. Accelerating iterations using the line solver. We found an effective
method to reduce the computational time to find the solution. We implement
the line solver for the robust QCE proposed in [AO16], alternating with the PDE
iterations. In particular, on an n× n grid, after every 2n iterations of the PDE we
apply one iteration of the line solver (with the commensurate value of ) in each
direction. Table 1 shows the number of iterations required for convergence using
the same obstacle from [AO16, Example 6.1]. Note the line solver is for a different
regularization of the QC operator, however for small values of  the solutions are
close. For larger values of  the operator still accelerates the solver, but it does not
approach the solution to within arbitrary precision.
In table 1 we compare the number of iterations required for each method. The
results were comparable across different examples. The number of iterations of the
PDE operator required for convergence was typically a small constant times n2.
The computational cost of a single line solve was on the order of a small constant
(say 10) times a the cost of a single PDE iteration. So the combined method,
requires O(n) iterations (possibly with a log n prefactor, which we ignore, since it
is not significant at these values of n). So the combined method required (roughly)
n iterations.
Recall that there are N = n2 grid points. Each iteration has a cost proportional
to the number of directions used and to the number of grid points, so the total
cost is O ((WN2)) for the iterative method, and O(WN) for the combined method
(with constants of roughly 1 and 10, respectively). So combining the iterative solver
with the line solver results in significant improvements to computation time.
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