In this paper we describe a mechanical procedure for computing the Liapunov functions and Liapunov constants for a class of differential systems. These runetitans and constants are used for establishing the stability criteria, the conditions for the existence of a center and for the investigation of limit cycles. Some problems for handling the computed constants, which are usually large polynomials in terms of the coefficients of the differential systemj and an approach towards their solution by using computer algebraic methods are proposed. This approach has been successfully applied to check some known results mechanically. The author has implemented a system DEMS on an HPI000 and in Scratchpad II on an IBM4341 for computing and manipulating the Liapunov functions and Liapunov constants. As examples, two particular cubic systems are discussed in detail. The explicit algebraic relations between the computed Liapnnov constants and the conditions given by Saharnikov are established, which leads to a rediscovery of the incompleteness of his conditions. A cla.ss of cubic systems with 6-tuple focus is presented to demonstrate the feasibility of our approach for finding systems with higher multiple focus.
Introduction
Owing to the impossibihty of finding exact solutions of some non.l/near differential equations, much research has been devoted to obtain properties such as existence, stability and periodicity of the solutions. In this research complex computation and manipulation are often involved, beyond the capacity of conventional hand-calculation. Accordingly, the systematic treatment of encountered problems with computer is desirable and of pract~c~ interest. The use of computer in this context may not only reduce the amount of tedious work but also provide more effective means to support mechanical problem solving.
As concrete examples, this paper presents some techniques and their application together with computer algebraic methods to problems related to a certain class of differentia2 equations. Except for two critical cases:
(i) p=O, q> O,
(ii) q = O, the integral curves of (1.2) have a same behavior as those of the linearized system in the neighborhood of the origin. Thus for system (1.2) the stability of the origin is determined by considering its linearization. Namely, the origin is unstable if q < 0 or q > O,p < O; and it is asymptotically stable if p > O, q > O.
The exceptional case (ii) was studied, for instance, in the books of Andronov et al. (1973) , Lefschetz (1962) and Zhang e~ al. (1985) . Some explicit formulae and tables for the stability criteria of the origin for n = 2, 3 were given in and Yang (1983) .
In case (i) the system (1.2) is of the well known center and focus type with which we are m~inly concerned in this paper. In this critical case the origin is a center of the linearized system, i.e., the integral curves are a family of circles with the origin as concenter. When the non-linear terms are associated, the origin can no longer be guaranteed to be a center. It may happen that the integral curves circle to or from the origin as t --, co. In that case the origin is known to be a focus which may be stable or unstable. The differentiation between a center and a focus and the establishment of stability criteria are generally considered as basic yet difficult problems. As it seems more possible to generate limit cycles in the neighborhood of a focal point (so-called small-amplitude limit cycles) from the investigation of particular systems, the study of limit cycles around a focus plays a key role in Hilbert's problem. There is a very extensive literature related to systems of center and focus type. In addition to those of Liapunov and Poincar~ as mentioned above, we may refer to the classic work of Dulac (1908 Dulac ( , 1923 and the well-known paper of Bautin (1952) as examples for early work. Both considered the conditions for the origin to be a center for quadratic systems but the latter also gave the explicit stability criteria and proved that the maximal number of limit cycles around the origin is 3. Many subsequent papers were written by Russian and Chinese mathematicians, while recent progress has been achieved world-wide by researchers of different interest as we shall cite in part throughout the paper. This paper is organized as follows. In Section 2 we describe a mechanical procedure, based on the classic method of Poincarg, for computing the Liapunov functions and Liapunov constants for differential systems of center and focus type. These functions and constants are used for establishing the stability criteria, the conditions for the origin to be a center and for the investigation of limit cycles. As the computed Liapunov constants which we are mainly interested in are usually exceedingly large as polynomials in terms of the coefficients of the differential system, Section 3 focuses on how to handle these large polynomials and, in particular, to investigate the relations among these constants and the relations between them and other given conditions. Some problems concerning the treatment of Liapunov constants are proposed and an approach towards their solution by using computer algebraic methods is illustrated. This approach has been successfully applied to check some known results systematically and mechanically. The author has implemented a mechanical manipulation system DEMS on an HP1000 and reimplemented part of it in computer algebra system Scratchpad II on an IBM4341 for computing and manipulating the Liapunov functions and Liapunov constants. As examples, two particular cubic systems are discussed in detail. In Section 4, the explicit algehraic relations between the computed Liapunov constants and the conditions for the origin to be a center given by Saharnikov (1950) are established, and the incompleteness of Saharnikov's conditions is then rediscovered. To demonstrate the feasibility of our approach for finding p~rticul~r systems with higher multiple focus, we present in Section 5 a class of cubic differential systems with 6-tuple focus, form which one can construct 6 limit cycles. The stability criteria of the origin for this class of cubic systems are also given.
Computing Liapunov Functions and Liapunov Constants
We come now to differential systems of center and focus type and choose the coordinates so that they are of the form 1
where P~(x, y) and Qi(x,y) are homogeneous polynomials of degree i. Let us denote all coefficients of Pi and Qi by ul,..., ua. According to Liapunov's stability theorem (see Lefschetz, 1962 , for example), if one c~n construct a function F(z, y), named a Liapunov function, such that F(z, y) is positive in the neighborhood of a critical point and the differential of F(x, y) along the integral curve of the differential system is definite, then the stability of the critical point can be determined by the sign of the differential. In this section we describe a mechanical procedure for constructing such a function for system (2.1). The method underlying this procedure, due to Poincard, is written, for example, in the books of Nemytskii gz Stepanov (1960) , Zhang et al. (1985) and also frequently used by other authors (see Liu & Qin, 1981 , Lloyd & Pearson, 1990 for instance). Let
lIn fact, it can be obtained from (1.2) by substituting -v/a'd-be. y for m, -era + ay for y, dividing two sides of the equations by avrad -Z-be, and then setting v/a-d -be. t to ~.
where the coefficients fjk remain to be determined. Evidently, F(x, y) is positive in the neighborhood of the origin. Differentiating F(~, y) along the integral curve of (2.1) with respect to t, we have There are now two cases according to the odevity of ]. Consider first the case that j is odd, say j = 2h-1. Suppose by induction that we have already known v3,. 9 vj-2 and the coefficients of F3,. 9 Fj-1 in terms of ul,..., ud. We want to determine the coefficients of Fj. Equating further the coefficients of all monomials zJ-kyk of the homogeneous polynomial on the left-hand side of (2.3') to 0, we should obtain j + 1 linear equations in j + 1 indeterminates fjo,..., fjj. These equations can be divided into two sets of h linear equations. Let us fix the order (~<) of indeterminates as fjl -4 fja -4 "'" -4 fjj and fj j-1 -< fJ j-3 -< "'" -4 fj0. Then, both sets of equations are of triangular forms
and fj j-1
.,.,,.
Therefore, all fjl, fj3,..., fjj and fj i-1, fj j-a,..-, h0 can be easily found in terms of ftk,0 _< k _< 1,3 _< I < j-1 and ul,...,ud, and thus in terms of
If ] is even, say ] = 2h, then we need to determine vj-1 and the coefficients of Fj, assumed that va,... ,vj_3 and the coefficients of F1, ..., Fj-1 have already been determined. To do so, we equate the coefficients of all monomials xJ-ky k of the polynomials on two sides of (2.3'). Now we get j + 1 linear equations but in j + 2 indeterminates vj-1 and fj0,..., f55' These equations can also be divided into two sets: One set, consisting of h linear equations in h + I indeterminates fj0,..., fjj, is of the form
-2fj2 +jfjo + Gjl = 0, and the other set of h linear equations in h indeterminates fjl,..., fj j-1 and vj-1 is of the form
The first set of equations, in taking fjy = 0 for instance, has a triangular form with respect to the order fj j-2 -K fj j-4 -4 "' -K fjo, and so does the second set with respect to the order fjl -4 f]s -4 ... ~ fj j-1 -4 vj-1. Thus both sets of equations can be solved for fj j-2, fj j-4,..., fjo and fjl, fj3,..., fj j-l, vj-1 as well. It should be clear by now why we set in (2.2) the differential of F(x, y) to a special form. It ensures that the obtained systems of linear equations themselves are of triangular form and the Liapunov function, by introducing the quantities v3, vs,..., can be exactly constructed in such a simple algorithmic manner. Certainly, all coefficients fjk and v's found from the triangular systems of linear equations are polynomials in ul,..., ud, the coefficients of P~ and Qi. Each V2h-~ will be called the (h -1)st Liapunov constant for h >_ 2.
We note that the above procedure works also for the case that P(z, y) and Q(x,y) are analytic functions. In that case the hth Liapunov constant relates the homogeneous terms of degree less than 2h + 1 of the expansions of P and Q in power series.
To solve a triangular system, say TS = {gl(ul,...,Ud, Zl), g2 (ul, ...,ud, zl,z2) ,...,gr(ul,...,ua, z~,...,zr)} = 0 with gi being linear in zl for each i, we may solve straightforwardly gl = 0 for zl, the equation obtained from g2 -0 by substituting the solved zl into it for x2 and so forth. This is usually more computationally expensive than an alternative procedure by reversing the substitution suggested below according to author's experiments.
Solving gl (ul,...,Ud,~l) = O,...,g~-l(ul,...,ua, xl,. ..,~i-1) = 0 for ~1, 9 .., mi-1 respectively, we obtain P1 (~,..., ~, ~1) P~-I(~,..., ~d, =~,..., ~-2)
Substituting now xi-1, ..., xl successively into hi, we have (ul,...,ud, xl,...,x, 3 where gi's are rational functions. Then, the solution for xi can be finally found from the equation gi = g!i-1)(u~,..., Ud, xl) = 0. This alternative procedure is more appropriate when we need only to solve for a certain $i. In that case all xi for j # i are actually unnecessary to be found. Based on the above procedure, the author implemented a Differential Equations Manipulation System ~ (DEMS) on an HP1000 using Fortran 77 in 1986. ~In our implementation the substitution is replaced by the successive pseudo-dlvision for the That system contains the program for computing Liapunov functions and Liapunov constants, some fundamental operations such as addition, multiplication and pseudo-divislon of polynomials and part of the algorithm for triangulating polynomial sets (which will be discussed in Section 3). Our early computations (Wang, 1987a (Wang, , 1987b were performed by using that system, l%ecently, the author has reimplemented the program for computing Liapunov functions and Liapunov constants in computer algebra system Scratchpad II on an IBM4341 without changing the name DEMS 3. Some other operations involved in the original DEMS are not reimplemented because they can be replaced by the interactive functions of Scratchpad II. The new program has four user functioIts , licon(p,q,nl,n2) --computing the list of the Liapunov constants Vnl , Vnl+2 , where p and q are polynomials, in z and y with either indeterminates or rational functions as coefficients, of the form on the right-hand sides of (2.1), respectively, and nl, n2 are odd integers with 3 < nl_<n2, j, k, m are all integers with 0 <k _<j, j> 2, rn> 2. Of these functions the most useful one for our present investigation is licon. For more details about the implementation, see Wang (1989) .
Handling Liapunov Constants
According to Liapunov's theorem, the stability of the origin for system (2. If v3 = v5 = ".. = 0, the origin is said to be a center. In any other cases it will be said to be a focus. A focus is called to be m-tuple if the first m -1 Liapunov constants are 0 but the ruth is not.
To differentiate between a center and a focus according to the above criteria we need infinitely many conditions, yet these conditions relate only a finite number of variables. By Hilbert's basis theorem, the polynomial ideal consisting of the polynomials whose vanishing is both a necessary and sufficient condition for the origin to be a center has a finite basis. In other words, there is a minimal integervalued function N(n)such that all the conditions V2h+l = 0 for h > N(n) are formal consequences of such conditions for h <_ N(n). In order to make an effective use of the criteria, the problem for determining such a minimal N(n) is certainly important, in particular, for our approach. A bound for this N(n) was provided by Allmuhamedov (1936 Allmuhamedov ( -1937 , but it is widely believed to be wrong. So this problem is still open for n _> 3.
By means of DEMS the Liapunov constants for a given system can be computed within reasonable time, some tens to hundreds of seconds on an IBM4341. Nevertheless, these constants are usually very large as polynomials, consisting of hundred or even thousand terms, in the coefficients ul,..., ua of the differential system. The major difficulty encountered is how to handle such large polynomials. In this section we concentrate on this issue and emphasize the systematic, mechanical manner.
Prom the stability criteria, we see clearly that it is necessary to consider V2h+l only if v3 = Vs = "" = V2h-1 = O. In the case that v3 = Vs = ". = V2h-1 --0 implies V2h+l = 0, V2hH-1 has no interest in practice. Thus, the first problem we have to consider is PROBLEM 1. Decide whether V2h+l = 0 is a formal consequence of v3 = vs =
If the coefficients of P(z, y) and Q(z, y) satisfy some known conditions given by sets of algebraic equations, a natural question is to establish relations between the given conditions and the computed Liapunov constants, which is in particular necessary when we want to check the correctness of existing results. The answer to this question can be obtained from the methods for the solution of Problem 1.
If v3 = vs = ... = V~h-1 = 0 does not imply V2h+x = 0, then the question is how to simplify V~.h+l by using the condition v3 = vs = ".. = V2h-1 = O. Although v~.h+l is usually complicated, it may be simplified to much simpler expressions in many cases. Moreover, if v~ = v5 = "' = vN(n) = 0 constitutes a necessary and sufficient condition for the origin to be a center, it is then desired to find conditions that are equivalent to but simpler than the condition va = For constructing limit cycles, one has to investigate the multiplicity of a focus and seek such differential systems that have higher multiple loci. A fundamental theorem (Andronov et al., 1971) indicates that, if the multiplicity of a focus of the system (2.1) is m, then one can create m, and at most m, limit cycles from the focus by a small perturbation. As for Hilbert's problem, we are particularly interested in creating this number of limit cycles while remaining within the same class of systems. The following problem is therefore of importance for the creation of limit cycles. To solve the proposed problems, we use the algebraic methods of characteristic sets (Ritt, 1950 , Wu, 1984a , 1984b and GrSbner bases (Buchberger, 1985) together with some computational techniques as well as the computer algebra systems. A more detailed discussion about these problems and some algorithms towards their solution have been given in Wang (1988) . We note that both Problem 2 and Problem 3 are related to algebraic simplification~ a pervasive process in polynomial manipulation. In our case, it is expected to obtain equivalent but simpler objects which is generally considered to be difficult. In general, the forms to be simplified to and the definition of the word simpler all heavily depend upon the type of problem. Our aim here is to find appropriate forms that are easy to handle and convenient for application. By using the methods of characteristic sets and Gr6bner bases we can considerably simplify the Liapunov constants in most cases in the sense that the number of terms is chosen as the measure of simplicity of polynomials.
In what follows we only briefly discuss Problem 1 and Problem 4, which aims to make the contents of Sections 4 and 5 more understandable. Let us use here the characteristic sets method.
Consider now polynomials in n ordered variables zl -< ... -< zn with coefficients in a certain basic field, say rational field Q to be exact. A finite set AS of polynomials is said a triangular form if it can be written in the form A triangular form AS is called an ascending set if the degree of A i is less than the degree of Ai in zp~ for each pair j > i. An ascending set AS is said to be irreducible if A1 is irreducible as a polynomial in zp~ in the field Q(zl, 9 .., x~,~-l), and A2 is irreducible as a polynomial in xp2 in the extension field Q(xl~..., xm-1) with z m adjoined as an algebraic element by the equation A1 = 0, etc..
Let PS = {fl(Xl,...,Xn),...,fa(Zl,...,X,~)} be any finite set of non-zero polynomials. We denote the set of all common zeros of polynomials of PS by Zero(PS). If G is any other non-zero polynomial, the subset of Zero(PS) for which G # 0 will be denoted as Zero(PS/G). Then one can compute by an algorithmic method a certain triangular form or ascending set CS, called the characteristic set of IS, such that ?.
Ze,o( PS) = Zero(CS/:) U (.J Ze,o( PSO, (S.1) i where J = I~ .. "It, PSi = PSU {I/} and Ii is the initial of the ith polynomial in CS for each i.
In proceeding further with each PSi as PS by means of the same procedure, one can arrive after a finite number of steps at a zero decomposition of the form
Zero(PS) = U Ze,o(CSJ (S.2) i
in which each CS/is an ascending set or irreducible ascending set as required and 3"/is the product of initials of polynomials in CS~. Let AS be a triangular form or an ascending set as above and G be any other non-zero polynomial. Pseudo-dividing G by Ar,...~ A1, considered successively as polynomials in zp.,..., x m , we can get finally a remainder 1~ (of G with respect AS) and an expression, called the remainder formula, of the form r .. 9
where si is a non-negative integer, Ii is the initial of A4, and Qi,/~ are polynomials with the degree of R less than the degree of Ai in zp~ for each i.
To decide whether G = 0 is a formal consequence of PS = O, i.e., whether G vanishes on Zero(PS), we compute first the zero decomposition (3.2) and then the remainder Ri of G with respect to each CSi. A theorem in Wu (1984a Wu ( , 1984b shows that if all remainders Ri -= 0, then G = 0 is formal consequence of PS = 0; if Ri i~ 0 and CSi is irreducible for a certain i, then G = 0 is not a formal consequence of PS = O. Therefore, the problem for deciding whether V2h+l = 0 is a formal consequence of v3 --vs .... = v2h-1 = 0 is solved immediately by taking PS = <va, vs,..., v2h_x} and G = v2h+l in variables u~,..., ud.
Actually, all polynomials in the characteristic set CS are obtained from those in PS by a repeated use of pseudo-division, so we can write out the explicit relations between polynomials in PS and CS from the algorithmic construction. If the remainder of a polynomial G with respect to a triangular form or ascending set AS is 0, then the explicit relation between G and the polynomials in AS can be written out too. In this way, we can not only determine whether G = 0 is a formal consequence of PS = 0 but, if so, also establish the algebraic relation between G and the polynomials in PS. The latter can be used to investigate the relations among the computed Liapunov constants and the relations between them and other given conditions and to check the correctness of known results (see Section 4).
In practice there are different modifications of the original characteristic sets method of which the efficiency varies with each other. However, it is still difficult to obtain the irreducible decomposition according to the algorithmic steps due to the complexity of factoring polynomials over algebraic extension fields. In view of this reason, we may first decompose PS into a system of polynomial sets and then find the characteristic set of each or heuristically factorize the intermediate polynomials at some stage. This is often more efficient than that the characteristic set of PS is computed directly. The reason seems that the characteristic set of the polynomial set consisting of Liapunov constants is very likely to be reducible. As an example, let us look at the Liapunov constants for a quadratic system cited by Liu and Qin (1981) Let us come now to Problem 4. Considering v3,..., v2h+l as polynomials in variables ul,..., ud, this problem is equivalent to finding some ul,..., ua (particularly, real or rational numbers) such that vz = 0,..., V~.h-1 = 0 and V2h+i = e where e is a non-zero polynomial or constant. This can be done in principle by known methods of solving polynomial equations. As already mentioned, the terms of v2h+l rapidly multiply as the index h increases. So there are practical difficulties to solve such a set of polynomial equations by any methods even on a big computer. For this reason, we advocate using an alternative way and attempt to find only some of the solutions: Compute first the Liapunov constants va = 0,..., V2h~+l --0, for a certain hi < h and find some particular solutions of va = 0,..., V2h~+l = 0, then substitute these solutions into Pi, Qi respectively, compute V2h~+a,..., V2h2+l and find again some particular solutions of V2h~+3 = 0,...~ V2h2+l = 0 for hi < h2 < h and so forth. Finally, we find some particular solutions of V2hh+3 = O,...,V2h_z = 0,v2h+~ = c, hl < h2 < "." < hk < h, when they have. For solving systems of polynomial equations, we can apply the methods of characteristic sets and Gr6bner bases again. The reader may refer to relevant work on that subject. In the suggested procedure we need to examine many possibilities and onerous computations are involved. A particular class of cubic systems with v3 = 0,..., val = 0 but v13 # 0 has been found in this way (see Section 5).
Investigation of a Particular Cubic System
In principle we are able to compute the Liapunov constants for any differential system of center and focus type. Since for general systems these constants are too complicated to be dealt with and have thus no interest in practice as repeated, we have to confine ourselves to some subclasses. The development of DEMS is mainly for this goal, i.e., computing the Liapunov constants for various particular systems. Even so, these constants are still quite large and impossible to handle by hand. Computer algebra systems and algebraic methods are useful tools for this investigation. As an example, we consider now the cubic differential system in which /'2 = Q2 = 0 and demonstrate how our approach works for establishing the relations between Liapunov constants and other conditions. To simplify computation, we suppose the system to be considered is reduced by linear transformation to the form H. A. Saharnikov (1950) showed that the origin is a center of (4 .1) 
In the above condition (S4) we can assume that F and G are not simultaneously 0 (otherwise, the condition is equivalent to (E~)). Then one can verify that the conditions c2 = 0 and cs = 0 may be replaced by the following equivalent but somewhat simpler forms c~ = 2G -t-5(A -E) "-0, Since for (4.1) the first Liapunov constant v3 can be easily calculated to be -(F + H)/3, it is necessary to compute the Liapunov constants of higher order only if H = -F. We assume this condition from now on. Then the next five Liapunov constants vs, vz, vg, vll and v13, consisting of 5, 20, 65, 162 and 347 terms respectively, were computed by DEMS. Simplifying vT, vg, Vll and v13 by using the conditions v5 = 0, v~ = v7 = 0, v5 = vr = v9 = 0 and vs = vv = v9 = Vn = 0 respectively, they can be reduced to polynomials consisting of 13, 28, 62 and 98 terms only.
Using the techniques and algorithms described in Wang (1988) we can further simplify vT, v9, vll and obtain the. relations among these Liapunov constants. Instead of that attempt, let us investigate here the relations between the computed Liapunov constants and Saharnikov's four conditions. Such relations for first and second Liapunov constants are clear, i.e., Vs = -cl/3 as given above and
As each of Saharnikov's conditions is sufficient for the origin to be ~. center, it should imply that all Liapunov constants are 0. The conditions (St) and ($2) are simple. We consider first the condition ($3). To check whether this condition implies v7 = 0 and to obtain the relation between v~, and condition (Sa) (i.e., co -0 and e~. = 0), let us order the variables as F -~ G -~ C -~ D -~ A -~ B -< E and find the characteristic set of the polynomial set {c0,c2}. It can be easily computed as follows
~o = (F 2 -8G2)B -2FG 2 + 2CFG -2AFG -DF ~, ~ = F(A -E) + 2G(F + 2B + 2D).
Moreover, we have the relations between co, c2 and ~0, c2
c2 ----c2,
-F2eo = 2Gc2 + 2~o.
(4.2)
Suppose now F ~ 0. Dividing vr by ~,~0, considered as polynomials in E,B respectively, the final remainder is found to be 0 and we get meanwhile the following remainder formula
Combining the formulae (4.2) and (4.3), we obtain at once the relation between v7 and co, c2 as follows In the same way, vg, vll and v13 may also be represented as linear combinations of co and v5 of the form v{ = uico + wivs, i: 9,11,13, where ul, wi are rational functions with some power of F as denominators. On the other hand, the condition ($4) should also imply v9 = vll = v13 = 0 and thus imply u9 = ull = u13 = 0 (as it does not imply co = 0). To establish the relations between the condition (S4) and u9,u11, u13 and then between ($4) and v9, v11, v13, we proceed in the same manner by considering the polynomial set {c2,..., c6}. The characteristic set of this polynomial set can be computed, in removing some factors F and F 2 + 4G 2, to be of the triangular form with respect to the same order F -< G -4 C -4 D -4 A -4 B -4 E. As we have mentioned, in the case ]P 9 G # 0, c2, cs and c6 may be replaced by the simpler c~, c~ and c~ respectively. This matter can be seen from the characteristic set above with ease. Also, the relations between c~, c~, c~ and c2,..., Cs can be simply written out.
By forming the remainder formulae of ug, un and u13 with respect to US, we obtain without more difficulty the following relations in the case F. G # 0 In this case, the Liapunov constants and their relations to Sahaxnikov's conditions are rather simple. From the algebraic relations obtained above, we know that if one of the conditions ($1), ($2), ($3) and ($4) holds, then v3 =... = v13 = 0. The mysterious fact is, on contrary, that v3 = 9 " -vn = 0 does not imply that one of the four conditions holds. Nevertheless, v13 = 0 is a formal consequence of v3 = 9 .. = vlt --0.
This fact impels us to be interested in computing Liapunov constants of higher order. Let us consider a more special case
Thenva=vs =v? =vg-Oand Vs .... = V2ho-X = 0 but V2ho+l # 0 for some h0 > 9, i.e., the multiplicity of the origin as a focus is greater than or equal to 9. This does not seem possible, and as consequence, the author pointed out (Wang, 1987a ) that Saharnikov's conditions are possibly incomplete. In fact, this incompleteness was discovered already by Siblrskii early in 1965. Our discovery, however, is independent, which demonstrates the powerfulness of our approach. Later on, the incompleteness of some other known conditions are also discovered in this way (see Jin & Wang, 1990 ).
Finally, we note that the system (4.1) was also considered by severs/other authors (Blows gr Lloyd, 1984 , Qin eta/., 1985 , for instance). The corresponding Liapunov constants were computed and the stability criteria were given. That the system is considered again as an example in this section aims only at illustrating our approach. In fact, the author did not know previous results either while he started to investigate this particular system.
Summing up above results, we give the Liapunov constants, in terms of the expressions co,. 9 c4 of Saharnikov and c~, c~, on the It was proved in Sibirskii (1965) (see also Blows & Lloyd, 1984 , Qin et al., 1985 that for (4.1) the multiplicity of the origin as a focus is not greater than 5, i.e., v3 .... = vl~ --0 imply V2h+l = 0 for all h > 5. 
Cubic Systems with 6-tuple Focus
As an example to demonstrate the feasibility of our approach for solving Problem 4, we give in this section a class of cubic systems with 6-tuple focus and indicate how to find such particular systems systematically. As noted before, if the multiplicity of focus of a differential system is m, then one can construct m limit cycles near the focus by a small perturbation. However, in the context of Hilbert's sixteenth problem one is more interested in constructing this number of limit cycles while remaining within the class of equations being considered. Bautin (1952) proved that the order of focus of quadratic systems is less than or equal to 3. But such an upper bound B(n) has not yet been given for n > 2 so far. Even for cubic systems, there was no particular example to show the upper bound B(3) > 5. Only recently, Lloyd, Blows ~ Kalenge (1988) gave an example of cubic systems with 6-tuple focus. By means of DEMS, we have also found a class of cubic systems with 6-focus and showed that B(3) is at least 6. This class of systems is a three-parameter family and independent of the example given by Lloyd, Blows and Kalenge. It has been extended afterwards to a four-parameter family. For this class of cubic systems 6 limit cycles may be created from the origin (Wang, 1990) . Using the obtained Liapunov constants the stability criteria of the origin can be easily given.
Computing the first two Liapunov constants v3 and vs for general cubic systems, we find that they contain 10 and 134 terms respectively. In order to obtain the higher multiple focus, we have to specialize some coel~cients of P(x, 11) and Q(x,y) so that v3 = vs = 0 as suggested in Section 3. Now, there are many different possibilities. As one case, let us consider the following system Thus, a particular three-parameter family of cubic systems with 6-tuple focus is discovered. It has also been shown in Wang (1990) how the six limit cycles can bifurcate from the origin by small perturbation. According to the stability criteria given in Section 3, for system (5.2) we have the following Since the differentiation between a center and a focus, based on the computation of Liapunov constants, requires infinitely many operations, the mechanical approach is now limited only to suggest that the origin is a center. To confirm it, certain technical proofs beyond computation are needed. For example, if one
