A d-cone is the shape one obtains when pushing an elastic sheet at its center into a hollow cylinder. In a simple model, one can treat the elastic sheet in the deformed configuration as a developable surface with a singularity at the "tip" of the cone. In this approximation, the renormalized elastic energy is given by the bending energy density integrated over some annulus in the reference configuration. The thus defined variational problem depends on the indentation ℎ of the sheet into the cylinder. This model has been investigated before in the physics literature; the main motivation for the present paper is to give a rigorous version of some of the results achieved there via formal arguments. We derive the Gamma-limit of the energy functional as ℎ is sent to 0. Furthermore, we analyze the minimizers of the limiting functional, and list a number of necessary conditions that they have to fulfill.
Introduction
Since the late 1990s, there has been a lot of interest in the crumpling of thin elastic sheets in the physics community [2-4, 8, 10-12, 15, 16] . These works mainly treat what may be thought of as "building blocks" of the more complex folding patterns one obtains when crushing an elastic sheet into a container whose size is smaller than the diameter of the sheet. In other words, these contributions analyze single ridges or single vertices, where the elastic energy focuses. In the mathematics literature, ridges have been investigated in [6] , and vertices in [1, 13] . More precisely, these latter works considered the so-called d-cone, the shape that one obtains when pushing a thin elastic sheet at its center into a hollow cylinder, which in the physics literature has been treated in [2-4, 11, 16] . This is the physical setup we will be interested in here.
In [1, 13] , the d-cone has been modeled by the following variational problem. Let ∈ 2,2 ( 1 , 2 ) be a unit speed curve that is not contained in a plane, denote the unit ball in ℝ 2 by , identify its boundary with 1 , and set Y = { ∈ 2,2 ( ; ℝ 3 ) : | = , (0) = 0}.
The elastic energy of ∈ Y is given by
where is a parameter that can be thought of as the thickness of the sheet. (This is a typical model energy for thin elastic sheets; for a justification see, e.g., [6] .) The result of [1, 13] is that inf ∈Y ( ) is equal to ( ) 2 | log | as → 0 in the leading order of , with an explicit constant ( ). In [3, 4] , the d-cone has been modeled as a developable surface with a singularity at its tip. The connection to [1, 13] is that the shape of the d-cone here is entirely determined by the boundary curve from above. The energy in the present model is (up to numerical constants) given by ( ), and we look for configurations with minimal energy. This model is one-dimensional and can be treated with ODE methods. In [3, 4] , quantitative results are given for the regime of "small deflections", in which nonlinear terms are dropped. The resulting equation is a one-dimensional obstacle problem with an additional constraint. It is argued that solutions of this problem should consist of a finite number of "folds", i.e., regions where the sheet lifts o the edge of the cylinder. The elastic energy of such configurations is computed numerically, and the numerical evidence clearly suggests that the solution consisting of a single fold (without any "sub-folds") is the configuration of lowest energy. Since the small deflection regime is independent of the indentation ℎ, the conclusion is that the shape of this minimizer is universal. This means in particular that the angle subtended by the region where the sheet lifts o the cylinder is independent of the indentation or any other parameter such as elastic moduli of the sheet or the radius of the cylinder. The value of this angle is roughly 140 ∘ , in good agreement with experimental observations.
Here, we give a rigorous derivation of the small deflection regime in the sense of Γ-convergence. Additionally, we reconsider the limiting functional and give a list of properties that have to be satisfied by its minimizers. This second part is quite similar to the analysis in [3] . However, we carefully derive the necessary conditions for minimizers with purely variational tools, and our results are slightly di erent, in that the necessary conditions we find are not quite strong enough to exclude a certain set of configurations that has been missed in [3, 4] .
The plan of the present paper is as follows: In Section 2, we define our model and state the Γ-convergence result. We also give the proofs of the "compactness" and "lower bound" parts of this statement, which are straightforward. In Section 3, we prove the "upper bound" part, which is somewhat more complicated. The main di culty is to make sure the various constraints are satisfied by the recovery sequence. In Section 4, we state and prove a number of necessary conditions for minimizers of the limiting functional. The proof relies on a generalized Lagrange multiplier rule from [9] , valid for variations in a convex cone. Notation 1.1. Let 1 = ℝ/(2 ℤ) and let : ℝ → 1 be the quotient map. When we write ( , ) ⊂ 1 for , ∈ ℝ, it is understood that we are speaking of the image of the interval under the quotient map . The function space , ( 1 ) is given by
for all ∈ ℝ}. The spaces ( 1 ) are defined analogously. Letting = [− , ) and using the above identification of 1 = ( ) with , we define the , norm on 1 by
For the derivative of a function ∈ 1,1 ( 1 ), we use both the notation ὔ and d d . For the use of the symbols and in Section 3, see the explanations at the beginning of that section.
Derivation of the small deflection regime by Γ-convergence
The starting point is the variational problem given by the elastic energy bending : 2,2 ( 1 ; ℝ 3 ) → ℝ,
+∞
otherwise. This is (up to a constant) the bending energy ∫ |∇ 2 | 2 of an elastic sheet Ω = (0, 1) \ (0, ) ⊂ ℝ 2 under the deformation : Ω → ℝ 3 , ( , ) = ( ) (the latter of course in polar coordinates). The constraints | | = | ὔ | = 1 assure that is an isometry away from the origin. The energy bending is the leading term in the energy scaling result for d-cones with boundary conditions given by , see [1, 13] . Now we define the constrained functional
This models the d-cone being pushed into a cylinder of height ℎ and radius 1 − ℎ 2 . The limit functional for ℎ → 0 will also be defined on the space 2,2 ( 1 ; ℝ 3 ). There will be constraints for allowed configurations and we define the space of admissible deformations
We observe that for ( , , ) ∈ A, alone determines and up to a constant, so this might seem like a slightly redundant way of defining the set of admissible configurations. The motivation for it is that ( , , ) ∈ A is from now on a convenient and short way of expressing that the constraints ≥ 1, = − 2 /2, + ὔ = − ὔ2 /2 are satisfied. These constraints are the remnants of the constraints ℎ ⋅ ≥ ℎ, | ℎ | = | ὔ ℎ | = 1 for finite ℎ. We define the limit functional
otherwise.
In the following, we write
for ∈ 1 , where we have introduced the -dependent orthonormal frame ( ) = (cos , sin , 0), ( ) = (− sin , cos , 0), = (0, 0, 1).
We will prove the following Γ-convergence result. 
(Lower bound) Let ℎ be a sequence in 2,2 ( 1 ; ℝ 3 ) such that for ℎ , ℎ , ℎ defined as in (2.1), we have ℎ −1 ℎ ⇀ in 2,2 ( 1 ) and ℎ −2 ( ℎ , ℎ ) * ⇀ ( , ) in 1,∞ ( 1 ; ℝ 2 ). Then,
Proof of compactness and lower bound. Using the notation from (2.1), we have
By the coercivity of E ℎ in 2,2 ( 1 ; ℝ 3 ) and lim sup ℎ→0 ℎ −2 E ℎ ( ℎ ) < ∞, we can conclude that
and hence a subsequence converges to some ( , , ) ∈ 2,2 ( 1 ; ℝ 3 ). By ℎ −1 ℎ ≥ 1, we have ≥ 1. By the constraints | ℎ | = 1, | ὔ ℎ | = 1, we have that Multiplying this equality with ℎ −2 , and using (2.3) and Hölder's inequality on the right-hand side, we get boundedness of ℎ −2 ℎ in 2,1 ( 1 ) and hence in 1,∞ ( 1 ). Similarly, by di erentiating (2.4b) once, we get
Again multiplying by ℎ −2 , using (2.3) and the fact that
. Multiplying (2.4a) and (2.4b) by ℎ −2 and taking the limit ℎ → 0 (say, the weak- * limit in ∞ ), we get
We conclude that ( , , ) ∈ A. This proves the compactness part. The lower bound follows immediately from formula (2.2) for E ℎ and the weak lower semi-continuity of
Construction of the recovery sequence in Theorem 2.1
We will construct a recovery sequence ℎ ∈ 2,2 ( 1 , 2 ) that meets the constraints | ℎ | = | ὔ ℎ | = 1, ⋅ ≥ ℎ in several steps. We start o with some sequence (1) ℎ : 1 → ℝ 3 , and each step ( ) ℎ → ( +1) ℎ shall assure that one additional constraint is met. At first, we will give this sequence of modifications for ( , , ) ∈ A∩ 2,∞ ( 1 ; ℝ 3 ). The proof will be completed by an approximation argument. Notation 3.1. In Lemma 3.2 and Lemma 3.6 below, ( , , ) ∈ A ∩ 2,∞ ( 1 ; ℝ 3 ) will be fixed, and we will use the following notational convention:
• A statement such as " ≤ " will be shorthand for the statement "There exists a constant > 0 that only depends on ‖ ‖ 2,∞ , ‖ ‖ 2,∞ and ‖ ‖ 2,∞ , such that ≤ ." • Similarly, if and depend on ℎ, we will write = + (ℎ ) if there exists a constant that only depends on ‖ ‖ 2,∞ , ‖ ‖ 2,∞ and ‖ ‖ 2,∞ , such that | − | ≤ ℎ for all ℎ.
. Then, for su ciently small ℎ, there exists a sequence of curves (4) ℎ : ℝ ⊃ [0, 2 ] → 2 with the following properties:
In the construction of the upper bound, (4) ℎ will undergo a deformation of order ℎ 3 . This is why we choose to construct it such that (3.2) holds.
Proof. The initial ansatz is to define (1) ℎ : 1 → ℝ 3 by
To make sure that the constraint ℎ ⋅ ≥ ℎ holds, even after the modifications we are going to perform in the sequel, we set
By a computation using ( , , ) ∈ A, we have
For future reference, we also make the following computations:
(3.7)
Our next modification assures the constraint | ℎ | = 1. Namely, we define (3) ℎ : 1 → ℝ 3 by
Note that for ℎ small enough, we can deduce (3) ℎ ⋅ ≥ ℎ + 1 2 ℎ 5/2 from (3.5) and (3.6a). However,
Hence, we get for the length ℎ of (3) ℎ :
The next step is a re-parametrization of (3) ℎ , which will assure the condition | ὔ ℎ | = 1, at the expense of the curve being closed. We define ℎ : ℝ ⊃ [0, ∞) → ℝ by
(Recall that by our notational convention, we do not distinguish on the right-hand side between (3) ℎ and (4) ℎ automatically satisfies (3.1). Moreover, (3.2) is satisfied since (3) ℎ fulfills that property too. Furthermore, by (4) 
and (3.9), we have that
We estimate the suprema on the right-hand sides,
The estimate (3.11a) in combination with (3.10a) proves (3.3), and it remains to prove (3.4). First compute
The derivatives of are estimated as follows:
where we have used (3.7). Inserting into (3.12), and using again (3.7), we get
Next we compute ὔὔ ℎ ,
where we have used (3.8) and (3.13) . Inserting (3.14) into (3.11b), we get
Thus by (3.10b), we have proved (3.4) . Finally, we reduce the domain of (4) ℎ from [0, ∞) to [0, 2 ]. This completes the proof of the lemma.
The final step in the construction of the recovery sequence is gluing the ends of the non-closed curve (4) ℎ back together. For the sake of brevity, let us write (4) ℎ =̄ . Further, we introduce an orthonormal-frame-valued map by =̄ , =̄ ὔ , = ∧ and = ( , , ) . Finally, let = ⋅̄ ὔὔ . Then (and in particular,̄ ) is determined by the initial conditions and the ODE
(3.15)
We will have to modify such that (0) = (2 ). We introduce the following notation for modifications of curves: ).) Another tool in the modification process will be the following standard implicit function theorem (see, e.g., [7] ).
< 1 and 2 < . Then, there exists a unique solution ∈ ( 0 ) to ( ) = 0.
For ∈ 1 , we havē ( ) ∈ 2 and d̄ d ( ) ∈ 2 ∩ ( ) 2 ≃ 1 , where 2 denotes the tangent space of 2 at . This means that the range of the map
which is a three-dimensional manifold. In a small enough neighborhood of a point ( , ) ∈ , a chart is given by
Here, in the first two components, we made the identification { ∈ ℝ 3 : ⋅ = 0} ≃ ℝ 2 . Below, we will choose the chart defined as above with =̄ (2 ) and = d̄ d (2 ) . Now, for̄ ∈ ∞ 0 ((0, 2 ); ℝ 3 ), we set
and we want to get existence of ∈ (0) such that ℎ ( ) = 0. The heart of the matter will be the application of Theorem 3.5. The upcoming lemma assures that its conditions are met for̄ = (4) ℎ as in the conclusion of Lemma 3.2 for ℎ small enough. Lemma 3.6. Let ( , , ) ∈ 2,∞ ( 1 ; ℝ 3 ) ∩ A and̄ = (4) ℎ as in the conclusion of Lemma 3.2. Then there exists a function̄ ∈ ∞ 0 ((0, 2 ); ℝ 3 ) such that for every ℎ small enough: • The derivative ℎ of the function ℎ defined in (3.16) has full rank at = 0. • There exist constants , > 0 that do not depend on ℎ such that
• There exist 0 , > 0 that do not depend on ℎ such that ℎ is 2 on (0, 0 ), and sup ∈ (0, 0 )
Proof. Let ∈ ∞ 0 (0, 2 ). In this proof, we will write ̄ = . We start with the computation of the derivative of ℝ → 2,2 ( 1 , 2 ), → [ ](2 ). Setting By the variation of constants formula, we get
In particular, this yields
(3.20)
Repeating these arguments, we can compute the second derivative of ( 1 , 2 ) →̄ [ 1 1 + 2 2 ](2 ),
Similarly, we get
Now, for arbitrarily chosen̄ ∈ ∞ 0 ((0, 2 ); ℝ 3 ) and arbitrary ∈ ℝ 3 , let̃ :=̄ [ ⋅̄ ]. We can repeat the above computations to obtain
It is easily seen from the definition of ℎ that
Hence, (3.19) follows from the observation that the right-hand sides in (3.21a) and (3.21b) are bounded by a constant̄ that only depends on 1 =̄ and 2 =̄ , for any choice of̄ . Next, we want to compute the determinant of ℎ (0). Denoting by the 2 by 2 minor of ℎ that is obtained by deleting the th row and the th column, we have 
Here Next, we compute the partial derivatives of the third component of ℎ ,
where we have used (3.20) in the second equation. Also,
The only solutions of̃ ( 1 , 2 , 3 ) = 0 with respect to are ( ) = cos( ), ∈ ℝ. Since this is not possible by ( , , ) ∈ A,̄ can be chosen such that det ℎ ≥ ℎ. The approximation of ( , , ) ∈ A by 2,∞ functions is the subject of the following lemma.
Proof. Let be a standard mollifier, i.e., ∈ ∞ 0 ( (−1, 1) ), ≥ 0, ( ) = 0 for | | > 1, ∫ ( ) d = 1. Moreover, let ( ⋅ ) = −1 ( ⋅ / ) and̄ = * . By ≥ 1, ∫ = 1 and ≥ 0, we havē ≥ 1. By standard properties of the convolution with mollifiers, * → in 2 ( 1 ) as → 0, * ὔ → ὔ in 2 ( 1 ) as → 0.
In particular,
The derivative of at 0 is given by
We claim that it is possible to choose with supp ⊂ := { : ( ) > 1} such that (0) ̸ = 0. To see this, note first that by the continuity of , is open. By ≥ 1 and ∫ 1 2 − ὔ2 = 0, is non-empty. Assuming ∫ ( ὔὔ + ) = 0 for all ∈ ∞ 0 ( ), we have ‖ ὔὔ + ‖ 2 ( ) = 0. and 0 is not a local maximum of the latter function. By the embedding 2,2 ( 1 ) ⊂ 1 ( 1 ), ὔ is continuous, hence we have ὔ ( 0 ) = lim → 0 cos( + ) ̸ = 0. On the other hand, again by the continuity of ὔ , we must have ὔ ( 0 ) = 0 (since there is no in any neighborhood of 0 with ( ) < ( 0 )). This contradiction proves that it is possible to choose ∈ ∞ 0 ( ) such that (0) = 2 ∫ 1 ( + ὔὔ ) ̸ = 0. Choose such a , and let 1 be such that ≥ 1 + 2 1 on supp . For su ciently small , we have supp ⊂ { :̄ ( ) ≥ 1 + 1 }. Again by standard properties of approximation by mollifiers, we have
as → 0.
Hence, there exists 2 > 0 such that
where is defined by → ∫ 1 (̄ + ) 2 − (̄ ὔ + ὔ ) 2 . Now we are going to apply the implicit function theorem (Theorem 3.5), with = , 0 = 0. Condition (a) from that theorem can be fulfilled with arbitrarily small, if we choose small enough. Condition (b) is easily verified by direct computation,
Finally, property (c) holds since can be chosen arbitrarily small. Hence, we get the existence of such that ( ) = 0, with → 0 as → 0. Thus, again by choosing small enough, we get
The sequence fulfills all the required properties and this proves the lemma. This sequence has all required properties.
Proof of Theorem 2.1 -Upper bound. By Corollary 3.8 and a standard diagonal sequence argument, it suffices to construct the recovery sequence for the case ( , , ) ∈ A ∩ 2,∞ ( 1 ; ℝ 3 ). Let̄ = (4) ℎ be as in the conclusion of Lemma 3.2. By Lemma 3.6 and Theorem 3.5, there exist̄ ∈ ∞ 0 (0, 2 ) (independent of ℎ) and ℎ ∈ ℎ 3 (0) ⊂ ℝ 4 such that
By the boundary values of ℎ , ὔ ℎ at 0 and 2 , we may view ℎ as a function in 2,2 ( 1 ; ℝ 3 ). By ℎ = (ℎ 3 ) and̄ ⋅ ≥ ℎ + 1 2 ℎ 5/2 , we have ℎ ⋅ ≥ ℎ for ℎ small enough. Thus, ℎ fulfills the constraints | ℎ | = | ὔ ℎ | = 1, and ℎ ⋅ ≥ ℎ. Finally, E ℎ ( ℎ ) → E 0 ( , , ) follows from ℎ −1 ( ℎ , ℎ , ℎ ) → (0, 0, ) and (2.2). Hence ℎ is the desired recovery sequence.
Minimizers of the limit functional
To analyze the minimizers of the limiting functional E 0 , we introducē
It is easily seen that E 0 ( , , ) < ∞ only ifĒ 0 ( ) < ∞, and in that case and are (up to a constant) uniquely determined by . Thus, the study of minimizers of E 0 reduces to the study of minimizers ofĒ 0 . Writing ∈ 2,2 ( 1 ) as a Fourier series, we have
for some , ∈ ℝ, from which it is easily seen that the integral functional in the second line is coercive with respect to the 2,2 -norm on the set { ∈ 2,2 ( 1 ) : ≥ 1} (since the condition ≥ 1 implies ( 2 0 + 2 0 ) 1/2 ≥ ( 2 1 + 2 1 ) 1/2 + 1). Hence,Ē 0 is coercive in 2,2 ( 1 ), and the existence of minimizers ofĒ 0 follows by an application of the direct method. It is possible to compute rather explicitly the minimizers, provided one knows that they are in 2 ( 1 ). The proof of this fact is one the main points of the following theorem. It will turn out that the following functions (0, ] → ℝ ∪ {±∞} play an important role for the characterization of : Then, the following Lagrange multiplier rule holds: there exists ∈ ℝ such that for every ∈ ,
Proof of Theorem 4.2. Denote by the connected components of := { ∈ 1 : ( ) > 1}. There are at most countably many of them, and we may write = ⋃ ∞ =1 . We are going to prove the statements (i), (ii) and (iii) for every = 1, . . . , ∞, and conclude in the end that there is only a finite number of the components .
We apply Theorem 4.3 with = 2,2 ( 1 ),
taking 0 = as the minimizer from the statement of the present theorem, and
The conditions from Theorem 4.3 are fulfilled and hence we obtain the existence of some ∈ ℝ such that
where the integral is defined by integration by parts. In particular, this last inequality holds true for every ∈ 2,2 ( 1 ) with ≥ 0. By the Riesz-Schwartz Theorem (see, e.g., [14] ), the linear map
defines a non-negative Radon measure on 1 . In particular, it follows that d 3 d 3 ∈ ∞ ( 1 ) and therefore ∈ 2,1 ( 1 ). This proves (i).
For any ∈ 2,2 ( 1 ) with supp ⊂ , we have ∈ , − ∈ , and hence by (4.1),
This implies, in the sense of Radon measures,
We claim that 1 ̸ = .
(4.2)
Indeed, assume the contrary were the case. Then is a local minimizer of the variational problem
By the standard Lagrange multiplier formalism, there exists̃ ∈ ℝ such that
Identifying 1 with the interval (− , ), we must have Hence, for̃ ̸ = −1, the claim that the dimension of the solution space is zero follows from a standard result in ODE theory (see e.g. [5, Chapter 11, Theorem 3.3] ). Hence, ( ) = 0 is the unique solution to the boundary value problem above, which is a contradiction to ≥ 1. If̃ = −1, then the solutions to (4.3) are given by ὔὔ ( ) = − cos( + 0 ), where , 0 ∈ ℝ are integration constants. This implies ( ) = cos( + 0 ) + , where ∈ ℝ is yet another integration constant. From the constraint ∫ − ( 2 − ὔ2 ) = 0, it follows = 0, which again produces a contradiction to ≥ 1. This proves (4.2). Now fix some . After a translation, we may write = (− , ) for some ∈ (0, ] by (4.2). By the regularity of , we have (± ) = 1, ὔ (± ) = 0. Hence, | has to be a solution of the boundary value problem where we used the notation = |1 + |. For = 0, the solution space of the ODE in the first line of (4.5) degenerates to a two-dimensional space, spanned by the functions → sin and → cos . Unless = , there does not exist a linear combination of these functions that satisfies the boundary conditions in the second and third line of (4.5). If = , the unique solution to the boundary value problem is → − cos , which does not fulfill the constraint ≥ 1. Hence, = 0 would imply = , which cannot be the case by the constraint ∫ 2 − ὔ2 = 0. Therefore, we conclude that ̸ = 0.
(4.8)
Next, we prove (ii). By the explicit formulas (4.6) and (4.7), we see that ὔὔ is constant on the boundary of every (which of course just consists of up to two points). Let denote the value of ὔὔ on . Then, we set
By the regularity of , is Lipschitz. Furthermore, ὔ = 0 on and on 1 \ = { = 1}, we have ὔ = d 3 d 3 = 0 almost everywhere. Hence ὔ = 0 almost everywhere in 1 and is constant. This proves (ii).
Let us consider some . Again, after translation, we may write = (− , ). Note that ( ) = ὔὔ ( ) if ≥ −1 and̃ ( ) = ὔὔ ( ) if < −1. By (ii) and the continuity of ὔὔ , we have ∈ −1 ({ }) if ≥ −1 and ∈̃ −1 ({ }) if < −1. This holds true for any and in combination with (4.6) and (4.7), proves (iii). It remains to show that there is only a finite number of connected components of . First assume ≥ −1. We may restate the relation ∈ −1 ({ }) as
where 1 denotes the one-dimensional Lebesgue measure. We claim that ̸ ∈ {0, 1}. We have already seen ̸ = 0 in (4.8), and hence ̸ = 1. Furthermore, if = 0, then = 1 everywhere by (4.6) . This is a contradiction to ∫ 2 − ὔ2 = 0. Hence, as we have noted in Remark 4.1 above, −1 ({ }) is a finite set. In particular, there is a certain minimal length that any can have. This implies that there are only finitely many connected components of :
If < −1, one argues in exactly the same way (using the finiteness of̃ −1 ({ })) to conclude that there are finitely many connected components of .
