Inferential models (IMs) provide a general framework for prior-free, frequencycalibrated, posterior probabilistic inference. The key is the use of random sets to predict unobservable auxiliary variables connected to the observable data and unknown parameters. When nuisance parameters are present, a marginalization step can reduce the dimension of the auxiliary variable which, in turn, leads to more efficient inference. For regular problems, exact and efficient marginalization can be achieved, and we give conditions for marginal IM validity. We show that our approach provides efficient marginal inference in several challenging problems, including a many-normal-means problem, and does not suffer from common marginalization paradoxes. In non-regular problems, we propose a generalized marginalization technique which is valid and also paradox-free. Details are given for two benchmark examples, namely, the Behrens-Fisher and gamma mean problems.
Introduction
In statistical inference problems, it is often the case that only some component or, more generally, some feature of the parameter θ is of interest. For example, in linear regression, with θ = (β, σ 2 ), often only the vector β of slope coefficients is of interest, even though the error variance σ 2 is also unknown. Here we partition θ as θ = (ψ, ξ), where ψ is the parameter of interest and ξ is the nuisance parameter. The goal is to make valid inference on ψ in the presence of unknown ξ.
In these nuisance parameter problems, a modification of the classical likelihood framework is called for. Frequentists often opt for profile likelihood methods (e.g., Cox 2006) , where the unknown ξ is replaced by its conditional maximum likelihood estimateξ ψ . The effect is that the likelihood function involves only ψ, so point estimates and hypothesis tests can be constructed as usual. The downside, however, is that no uncertainty in ξ is accounted for when it is fixed at its maximum likelihood estimate. A Bayesian style alternative is the marginal likelihood approach, which assumes an a priori probability distribution for ξ. The marginal likelihood for ψ is obtained by integrating out ξ. This marginal likelihood inference effectively accounts for uncertainty in ξ, but difficulties arise from the requirement of a prior distribution for ξ. Indeed, suitable reference priors may not exist or there may be marginalization problems (e.g., Dawid et al. 1973 ).
For these difficult problems, something beyond standard frequentist and Bayesian approaches may be needed. There has been a recent effort to develop probabilistic inference without priors; see, for example, generalized fiducial inference (Hannig 2009 (Hannig , 2013 and confidence distributions (Xie and Singh 2013; Xie et al. 2011 ). The inferential model (IM) approach, described in Martin and Liu (2013a,b,c) is another recent alternative; see, also, Martin et al. (2010) , Zhang and Liu (2011) , and Ermini Leaf and Liu (2012) . The fundamental idea behind the IM approach is that inference on an unknown parameter θ is equivalent to predicting an unobserved auxiliary variable that has a known distribution. The practical consequences of this idea are two-fold. First, no prior is needed, and yet the inferential output is probabilistic and conditioned on the observed data. Second, calibration properties of the IM output are determined by coverage probabilities of user-defined random sets. The key point is that IMs produce inferential output that is meaningful both for the problem at hand and across similar problems.
When the auxiliary variable is high-dimensional, constructing efficient random sets can be difficult. A natural idea is to reduce the dimension of the auxiliary variable as much as possible before prediction. Martin and Liu (2013a) notice that, in many problems, certain functions of the auxiliary variable are actually observed, so it is not necessary to predict the full auxiliary variable. They propose a general method of dimension reduction based on conditioning. In marginal inference problems, where only parts of the full parameter are of interest, we propose to reduce the dimension of the auxiliary variable even further. Such considerations are particularly important for high-dimensional applications, where the quantity of interest typically resides in a lower-dimensional subspace, and an implicit marginalization is required. Here we develop the IM framework for marginal inference problems based on a second dimension reduction technique. If the model is regular in the sense of Definition 3, then an exact marginal IM exists. In this case, we prove that no efficiency is lost by focusing on the association between data, ψ, and lowerdimensional auxiliary variable obtained from the marginalization step. Sections 3.4 and 3.5 discuss validity and optimality of marginal IMs in the regular case. In Section 4, we show that our approach provides valid and efficient inference in several challenging marginal inference problems: bivariate normal correlation, a Fieller-Creasy problem, and a many-normal-means problem. These examples demonstrate that marginal IMs do not suffer from marginalization paradoxes like Bayes and fiducial. In particular, the IM approach manipulates genuine probabilities, so a valid marginal IM is always available. This "paradox-free" characteristic of marginal IMs may prove valuable for today's challenging high-dimensional problems.
When the sampling model is not regular, and the interest and nuisance parameters cannot be separated, a different, though conceptually similar strategy is needed. In particular, non-separability of the interest and nuisance parameters introduces some additional uncertainty, and we handle this by taking larger predictive random sets. In Section 5, we describe a paradox-free marginalization strategy for non-regular problems based on uniformly valid predictive random sets. Details for these so-called generalized marginal IMs are given for two benchmark examples: the Behrens-Fisher and gamma mean problems. We conclude with a brief discussion in Section 6. Proofs are collected in Appendix A.
Review of IMs

Three-step construction
To set notation, let X ∈ X be the observable data. The sampling model P X|θ , indexed by a parameter θ ∈ Θ, is a probability measure that encodes the joint distribution of X. It may be that X = (X 1 , . . . , X n ) is a vector of, say, iid observables, in which case X is a product space and P X|θ is an n-fold product measure.
A critical component of the IM framework is an association between observable data X, unknown parameters θ, and unobservable auxiliary variables U. For this, we express X ∼ P X|θ as follows: given θ ∈ Θ, choose X to satisfy
That is, the sampling model P X|θ is characterized by P U and the mappings p and a. This association is more general than that in Martin and Liu (2013c) . They consider p(x, θ) ≡ x, which is most easily seen as a data-generation mechanism, or structural equation (Fraser 1968; Hannig 2009 ). The case a(u, θ) ≡ u is the pivotal equation version as in Dawid and Stone (1982) . These cases cover most models; see Barnard (1995) . The key observation driving the IM approach is that uncertainty about θ, given observed data X = x, is due to the fact that U is unobservable. So, the best possible inference corresponds to observing U exactly. Therefore, predicting U is a natural strategy, and the IM approach proposes to use random sets for this purpose. Next is the simple three-step strategy for constructing an IM (Martin and Liu 2013c) .
A-step. Associate the observed data x and the unknown parameter θ with potential auxiliary variables u to obtain sets of candidate parameter values given by
P-step. Predict U with a predictive random set S ∼ P S . This predictive random set serves two purposes. First, it encodes the additional uncertainty in predicting an unobserved value compared to sampling a new value. Second, if S has a desirable coverage property (Definition 1), then the resulting belief function (2.2) is valid (Definition 2). C-step. Combine Θ x with S to obtain Θ x (S), an enlarged random set of candidate θ values, given by
Then for any assertion A ⊆ Θ, summarize the statistical evidence in X = x supporting the truthfulness of A with the quantities
called the belief and plausibility functions, respectively. Note that, for example, bel x (·; S) is short-hand for bel x (·; P S ); that is, both belief and plausibility are functions of data x, assertion A, and the distribution P S of the predictive random set.
Conditioning on the event Θ x (S) = ∅ in the belief and plausibility function definition is a way of ruling out conflict cases, i.e., via Dempster's rule. We present this strategy here because it is conceptually the simplest way to handle conflict, but there are more efficient strategies. One in particular that we adopt in examples is that based on elastic predictive random sets (Ermini Leaf and Liu 2012) . This amounts to stretching the given predictive random set S just enough so that Θ x (S) is non-empty.
An alternative representation that is occasionally more convenient is as follows. For a given x ∈ X and assertion A ⊆ Θ, define the a-event for A:
The a-event is the set of all u values that support the truthfulness of the assertion A for given x. These a-events are used in Section 3.2 to reason towards marginalization. This alternative construct can also be used to evaluate the belief and plausibility functions on the u-space; see Martin and Liu (2013c) . To summarize, an IM starts with an association and a valid predictive random set S. Its output is the pair of mappings (bel x , pl x ) which are used for inference about θ. For example, if pl x (A; S) is small, then there is little evidence in the data supporting the claim that θ ∈ A; see Martin and Liu (2014) . The plausibility function can also be used to construct a plausibility region, a counterpart to the frequentist confidence region. That is, for α ∈ (0, 1), a 100(1 − α)% plausibility region is {θ : pl x (θ; S) > α}, with pl x (θ; S) = pl x ({θ}; S). If S is valid, then the plausibility region achieves the nominal coverage probability; see Theorem 1. In particular, the IM output gives a meaningful (personal) probabilistic summary of the evidence in favor of A given X = x. These quantities are also meaningful for fixed A as functions of X ∼ P X|θ ; see Section 2.2.
Properties
The key to IM validity is a certain calibration property of the predictive random set S in the P-step above. Definition 1. Let S be a predictive random set for U ∼ P U in (2.1), and define Q S (u) = P S {S ∋ u}. Then S is called valid if Q S (U) is stochastically no larger than Unif(0, 1) when U ∼ P U , i.e., P U {Q S (U) ≥ 1 − α} ≤ α for all α ∈ (0, 1).
It is relatively easy to construct valid predictive random sets. Indeed, Martin and Liu (2013b,c) provide a general sufficient condition for validity, which they call admissibility. The key requirement for admissibility is that the predictive random set have nested support, i.e., for any two possible realizations S, S ′ of S, either S ⊆ S ′ or S ′ ⊆ S. We recommend the use of admissible predictive random sets, for efficiency; in this paper, for simplicity, we focus on the validity condition in Definition 1. In problems with lowdimensional U, admissibility is relatively simple, but it becomes more challenging for higher-dimensional U. When nuisance parameters are present, the dimension of U can be reduced, as we demonstrate in Section 3, making the choice of admissible predictive random sets again a simple one. This is the chief contribution of this paper.
In our example here we consider just one simple predictive random set. Suppose that P U is Unif(0, 1). Then the "default" predictive random set is as follows:
This predictive random set is clearly nested, and Martin and Liu (2013c, Corollary 1) show that it is also valid. It turns out that validity of the predictive random set is all that is needed for validity of the corresponding IM. Here IM validity refers to a calibration property of the corresponding belief/plausibility function.
Definition 2. Suppose X ∼ P X|θ and let A ⊆ Θ. Then the IM is valid for A if the belief function satisfies
The IM is called valid if it is valid for all A, in which case, we can write, for all A,
Theorem 1. If S is a valid predictive random set for U in (2.1), and Θ x (S) = ∅ with P S -probability 1 for all x, then the corresponding IM is valid, i.e., (2.6) and (2.7) hold for all assertions A.
Proof. See the proof of Theorem 2 in Martin and Liu (2013c) .
One consequence is that the plausibility region for θ achieves the nominal coverage probability. More importantly, validity provides an objective scale on which the IM belief and plausibility function values can be interpreted. Thus, bel x and pl x are meaningful both within and across experiments. Note that this calibration property is not asymptotic and does not depend on the particular class of models.
IM validity is desirable, but it cannot be the only concern-efficiency is also important. Here, our focus is on reducing the auxiliary variable dimension reduction, so that choosing efficient predictive random sets is relatively straightforward. Martin and Liu (2013a) proposed a dimension reduction via a conditioning operation. Our dimension reduction strategy here, for marginal inference, will require something different.
Illustration: normal mean problem
Let X 1 , . . . , X n be independent N(θ, σ 2 ) observations, with σ known but θ unknown. In vector notation, X = θ1 n + σU, where U ∼ N n (0, I n ), 1 n is an n-vector of unity, and I n is the n × n identity matrix. It would appear that the IM approach requires that we predict the entire unobservable n-vector U. However, certain functions of U are observed, making it unnecessary to predict the full vector. Rewrite the association as
(2.8b) Theorem 1 of Martin and Liu (2013a) shows that (2.8b) can be effectively ignored. Specifically, we take (2.8a) as our conditional association, but update the auxiliary variable distribution to be that ofŪ , given the observed residuals {U i −Ū : i = 1, . . . , n}. Of course, in this case, the mean and the residuals are independent, so this amounts to focusing on the conditional association (2.8a) or, equivalently,
This reduction greatly simplifies the IM construction, since only need to predict a scalar auxiliary variable U ∼ Unif(0, 1). For the A-step, we have Θ x (u) = {x − σΦ −1 (u)}, a singleton set. For the P-step, consider the default predictive random set S in (2.5). The C-step combines Θ x with S to get the random interval
The belief and plausibility functions are now easy to evaluate. For example, if A = {θ} is a singleton assertion, bel x (A; S) is trivially zero, but
From this, it is easy to check that the corresponding 100(1 − α)% plausibility interval, {θ : pl x (θ; S) > α}, matches up exactly with the classical z-interval.
3 Marginal inferential models 3.1 Motivation: normal mean problem, cont.
Suppose X 1 , . . . , X n are independent N(µ, σ 2 ) observations, with θ = (µ, σ 2 ) fully unknown, but only the mean µ is of interest. Following the conditional IM argument in Martin and Liu (2013a) , the (conditional) baseline association may be taken as
where U 1 ∼ N(0, 1) and (n − 1)U 2 2 ∼ ChiSq(n − 1). The set Θ x (u 1 , u 2 ) is of the form:
Now, consider an assertion B for θ = (µ, σ) of the form B = A × (0, ∞), where A is some subset of (−∞, ∞), i.e., A is a "marginal assertion" about µ, the parameter of interest. By the previous display, the a-event (2.4) is given by
After a change of auxiliary variable, say, v 1 = u 1 /u 2 and v 2 = u 2 , we may rewrite
The fact that the new a-event V x (B) is fully characterized by its v 1 dimension has two important consequences.
• Prediction efficiency. The marginal nature of the problem, i.e., that only µ is of interest, provides an auxiliary variable dimension reduction. That is, we may write a marginal association (after one more change of auxiliary variables) as
where F n is the t n−1 distribution function. We now see that prediction of a single scalar auxiliary variable W is required, whereas the baseline association required prediction of the two-dimensional (U 1 , U 2 ). From this point, the three steps in Section 2.1 can be followed verbatim to construct a marginal IM for µ. For example, with the predictive random set in (2.5), the corresponding plausibility interval for µ is just the classical t-interval. This marginal IM interval also matches the fiducial interval and the Bayes interval based on Jeffreys' prior.
• Optimality. Following Martin and Liu (2013c) , to get an optimal predictive random set for an assertion B on θ, the basic idea is to choose S to be supported on {V x (B) : x ∈ X} whenever this collection is nested. But whether this collection is nested or not, the fact that, for B = A × (0, ∞), V x (B) is a cylinder in the (v 1 , v 2 )-space means that the optimal S should also be supported on a collection of cylinders. Consequently, the optimal IM can also be formulated in terms of the single scalar auxiliary variable V 1 or W . In fact, for A = {µ}, the default predictive random set (2.5) for W in (3.2) is optimal (Martin and Liu 2013c, Sec. 4.3.2) .
Regular models and marginalization
The goal of this section is to formalize and generalize the arguments given in the previous subsection for the simple normal mean problem. For θ = (ψ, ξ), with ψ the parameter of interest, the basic idea is to set up a new association between the data X, a different auxiliary variable W , and the parameter of interest ψ only. With this, we can achieve an overall efficiency gain since the dimension of W generally less than that of U.
To emphasize that θ = (ψ, ξ), rewrite the association (2.1) as
Now suppose there exists mappings ϕ 1 , ϕ 2 ,p,ā, and c such that (3.3) decomposes as
That is, X ∼ P X|ψ,ξ is a solution X of this system for given U ∼ P U . This is a generalization of (3.1) in Section 3.1. See Remarks 1 and 2 below for more on (3.4). An assumption on the association will ensure that the decomposition above is sufficiently regular, so that the essential operations toward optimal inference in Section 3.1 can be carried through. This assumption holds in many examples, but there are non-regular models and, in such cases, special considerations are required; see Section 5.
Definition 3. The association (3.3) is called regular if it admits a decomposition (3.4) such that, for any (x, u), there exists a ξ such that c(x, ϕ 2 (u), ξ) = 0.
The condition c(x, ϕ 2 (u), ξ) = 0 carries no information about ψ, so the actual value of ξ is not important. (We do require that there is at least one ξ that satisfies this constraint for the given x and u; regularity guarantees this.) That is, for inference on ψ, association (3.4) ought to be equivalent tō
If regularity holds, then we should be able to ignore this second equation involving ξ without loss of information on ψ. Towards making this equivalence rigorous, note that Θ x (u) = {(ψ, ξ) : p(x; ψ, ξ) = a(u; ψ, ξ)} can be decomposed as in (3.4):
In this context, regularity of the association implies Ξ x (v 2 ) = ∅ for all (x, v 2 ). Take an assertion B = A × Ξ, where A ⊆ Ψ is the marginal assertion for ψ. Then the a-event U x (B) in (2.4) is equivalent to
From this we find that, for marginal assertions, if the baseline association is regular, then the dependence on ξ in (3.4b) drops out automatically. More importantly, the set Ψ x (v 1 ) actually depends on u only through the value of v 1 = ϕ 1 (u). This is where the auxiliary variable dimension reduction comes from. To see this more clearly, pluck out the constraint that defines Ψ x (v 1 ), i.e.,
This determines the marginal association for ψ in terms of the auxiliary variable W = ϕ 1 (U). The dimension of W will generally be smaller than that of U, often the same as that of ψ. Consequently, efficient prediction of W should be easier than that of U.
From this point, we can follow the three steps in Section 2.1 to construct a marginal IM for ψ. For the A-step, with a slight abuse of our previous notation, start with the marginal association (3.5) and write
For the P-step, introduce an admissible predictive random set S for predicting W . Combine these results in the C-step to get
Then, for any assertion A ⊆ Ψ, compute the marginal belief and plausibility functions:
These functions can be used for inference as in Section 2. In particular, we may construct marginal plausibility intervals for ψ using the marginal plausibility function mpl x . As we mentioned in Section 2.1, there are other ways to handle conflict cases besides conditioning on Ψ x (S) = ∅, e.g., stretching the predictive random set (Ermini Leaf and Liu 2012). We shall employ this stretching technique in some of the examples below. It remains to show that this marginalization can be performed without loss of efficiency. Towards this, we have the following result.
Theorem 2. Let S be a valid predictive random set for U in the baseline association (3.3), with the property that P S {Θ x (S) = ∅} > 0 for all x. Then there exists a valid predictive random setS for W = ϕ 1 (U) in the marginal association (3.5) such that bel x (A × Ξ; S) = mbel x (A;S) for all x and all assertions A ⊆ Ψ.
Theorem 2 above is similar in spirit to Theorem 1 of Martin and Liu (2013a) , i.e., it shows the baseline association can be safely re-expressed in terms of a lower-dimensional auxiliary variable. This lower-dimensional representation allows for more efficient prediction of the auxiliary variable and, in turn, more efficient inference on ψ. Validity and optimality of the marginal IM are shown in Sections 3.4 and 3.5.
The proof of Theorem 2 starts with a predictive random set for U, converts to a predictive random set for (V 1 , V 2 ), then ignores the corresponding V 2 -dimension. This implies that one can directly accomplish marginal inference from the baseline association by taking the predictive random set for U to span the entire V 2 -dimension in the (V 1 , V 2 ) space. This suggests that there is no real need to consider dimension reduction. So far, however, we have focused primarily on the dimension reduction aspect, because the basic IM principles presented in Martin and Liu (2013c) can be applied directly to the dimensionreduced problem. The downside to changing the problem via dimension reduction is that it suggests the basic IM framework is not capable to handling challenging problems. But the fact that marginalization is accomplished via the choice of predictive random set implies that the validity and optimality concepts developed in Martin and Liu (2013c) are fundamental, and apply to both simple and challenging problems alike. Moreover, we shall find this understanding of marginalization through the choice of predictive random set useful in our optimality considerations in Section 3.5 and our extension to non-regular models in Section 5.
Remarks
Remark 1. In some applications, such as prediction of a future observation, a more general version of regularity in Definition 3 is needed. In particular, suppose (3.4b) is replaced by c(X, ϕ 2 (U), ψ, ξ) = 0; note the dependence on ψ. If, for every triple (x, u, ψ), there exists a ξ such that c(x, ϕ 2 (u), ψ, ξ) = 0, then the validity result in Theorem 2 holds.
Remark 2. When there exists a one-to-one mapping x → (T (x), H(x)) such that the conditional distribution of T (X), given H(X), is free of ξ and the marginal distribution of H(X) is free of ψ, then an association of the form (3.4) is available. These considerations are similar to those presented in Severini (1999) and the references therein. Specifically, suppose the distribution of the minimal sufficient statistic factors as p(t | h, ψ)p(h | ξ), for statistics T = T (X) and H = H(X). In this case, the observed value h of H provides no information about ψ, so we can take (3.4a) to characterize the conditional distribution p(t | h, ψ) of T , given H = h, and (3.4b) to characterize the marginal distribution p(h | ξ) of H. This argument carries through for exponential family distributions. Also, if P X|ψ,ξ is a composite group transformation model (Barndorff-Nielsen 1988), then T can be taken as a (maximal) ξ-invariant, whose distribution depends on ψ only.
Remark 3. Let Π be a prior distribution for (ψ, ξ), so that the baseline association can be written, in terms of an auxiliary variable
According to the argument in Martin and Liu (2013a) , an initial dimension reduction obtains, via conditioning, so that the baseline association can be re-expressed as
where Π X is just the usual posterior distribution of (ψ, ξ), given X, obtained from Bayes theorem. Now, by splitting the posterior into the appropriate marginal and conditional distributions, we get a decomposition
An application of the marginalization technique described above reveals that the marginal association for ψ in the IM analysis corresponds exactly to the marginal posterior for ψ in the known-prior Bayes context. In this case, because the posterior (based on a known prior) is valid, there is no need for a predictive random set; therefore, the marginal IM analysis corresponds exactly to the Bayesian analysis.
Remark 4. Theorem 2 (and Theorem 4 in Section 3.5 below) indicate that the sampling model having a regular decomposition (3.4) is a sufficient condition for efficient marginalization. For example, in composite group transformation models, for certain assertions about ψ, the marginal fiducial distribution and the marginal Bayes posterior based on an invariant non-informative prior for ξ are valid. In this case, the marginal IM gives the same answer. But in problems where the sampling model does not satisfy (3.4), Bayes and fiducial marginalization may not be valid; the same goes for the marginal IM, but see Section 5. In this light, existence of a regular decomposition (3.4) appears to be both necessary and sufficient for valid and efficient marginal inference.
Remark 5. When ξ∈Ξ {u : c(x, ϕ 2 (u), ξ) = 0} = U for all x, there is an alternative marginal association construction. For example, let U x (ψ, ξ) be the a-event for a singleton assertion {ψ} × {ξ}. Then U x (ψ), the marginal a-event for ψ, is obtained as
So, in some cases, the marginalization described above can be achieved via a set union operation. Compare this to integration or optimization in the classical frameworks. This set union approach is convenient in continuous data examples; see Section 4.1.
Validity of regular marginal IMs
An important question is if, for suitable S, the marginal IM is valid in the sense of Definition 2. We give the affirmative answer in the following theorem.
Theorem 3. In addition to the conditions of Theorem 2, suppose that S is valid, in the sense of Definition 1, for predicting the unobserved w ⋆ = ϕ 1 (u ⋆ ), and that Ψ x (S) = ∅ with P S -probability 1 for all x. Then the marginal IM is valid in the sense of Definition 2, that is, for any A ⊂ Ψ and any α ∈ (0, 1), the marginal belief function satisfies
Since this holds for all A, a version of (2.7) also holds:
Proof. Similar to the validity theorem proofs in Martin and Liu (2013a,b,c) . This result is also covered by the proof of Theorem 5 below.
Therefore, if the baseline association is regular and the predictive random set is valid, then the marginal IM constructed has the desirable frequency calibration property. In particular, this means that marginal plausibility intervals based on mpl x will achieve the nominal frequentist coverage probability; we see this exactness property in the examples in Section 4. More importantly, this validity property ensures that the marginal IM output is meaningful both within and across experiments.
Optimality of regular marginal IMs
In Section 3.1 we briefly mentioned a notion of marginalization optimality. Here we shall make this more formal. The basic idea is that the guidelines in Martin and Liu (2013c) can help one construct an optimal predictive random set and, hence, and optimal IM for a given assertion. The claim here is that, if the sampling model admits a regular decomposition (3.4), then for marginal inference, it suffices to focus on the marginal association to construct this optimal predictive random sets.
To keep the proof simple, we shall make a non-emptiness assumption, i.e., that Ψ x (v 1 ) = ∅ for all (x, v 1 ), where (v 1 , v 2 ) are the transformed auxiliary variables defined in Section 3.2. This condition holds when v 1 is of the same dimension as ψ, provided there are no nontrivial parameter constraints in the representation (3.4a). In many cases, the dimension matching is easily accomplished by an initial auxiliary variable dimension reduction via conditioning as in Section 2.3 (cf. Martin and Liu 2013a).
Theorem 4. Suppose that the sampling model admits a regular decomposition (3.4) and that the above non-emptiness assumption holds. Fix an assertion B for θ = (ψ, ξ) of the form B = A × Ξ, where A ⊆ Ψ is the marginal assertion. Then the optimal IM for B is fully characterized by (3.4a) or, equivalently, (3.5).
The point is that construction and implementation of the optimal predictive random sets/IMs is challenging in problems with moderate-to high-dimensional auxiliary variables. Theorem 4 says that, in regular problems, the dimension of the auxiliary variable in the baseline association is irrelevant. In particular, one can first reduce the dimension via marginalization without losing any efficiency, and then focus on optimality in a modified problem involving a lower-dimensional auxiliary variable.
Examples
Bivariate normal correlation
Let X 1 , . . . , X n , with X i = (X i1 , X i2 ), i = 1, . . . , n, be an independent sample from a bivariate normal distribution with marginal means and variances ξ = (µ 1 , µ 2 , σ 2 1 , σ 2 2 ) and correlation ψ. It is well known that (μ 1 ,μ 2 ,σ 2 1 ,σ 2 2 ,ψ), withμ j andσ 2 j , j = 1, 2, the marginal sample means and variances, respectively, and
the sample correlation, are minimal sufficient statistics. The argument in Martin and Liu (2013a, Sec. 4 .1) implies that the conditional IM for θ = (ψ, ξ) can be expressed in terms of this minimal sufficient statistic. That is, following the initial conditioning step, our baseline a-event for ψ looks like
for a suitable collection of auxiliary variables U = (M 1 , M 2 , V 1 , V 2 , C) and a function a(·, ψ) to be specified below in (4.1). Following Remark 5, the marginal a-event U x (ψ) for ψ is simply
We now pluck out the marginal association for ψ, which is most easily expressed aŝ
where G ψ is the distribution function of the sample correlation. Fisher developed fiducial intervals for ψ based on the fiducial density p(ψ |ψ) = |∂G ψ (ψ)/∂ψ|. In particular, the middle 1−α region of this distribution is a 100(1−α)% interval estimate for ψ. It is known that this fiducial interval is exact, and also corresponds to the marginal posterior for ψ under the standard objective Bayes prior for θ = (µ 1 , µ 2 , σ 2 1 , σ 2 2 , ψ); see Berger (2006) . Interestingly, there is no proper Bayesian prior with the fiducial distribution p(ψ |ψ) as the posterior, i.e., there is a marginalization paradox. However, it is easy to check that, with the default predictive random set (2.5) for U in (4.1), the corresponding marginal plausibility interval for ψ corresponds exactly to the classical fiducial interval. That is, starting with from the full parameter (µ 1 , µ 2 , σ 1 , σ 2 , ψ), we obtain an efficient marginal IM for ψ, free of the Bayes/fiducial marginalization paradox.
Ratio of normal means
Let X 1 ∼ N(ψξ, 1) and X 2 ∼ N(ξ, 1) be two independent normal samples, with unknown θ = (ψ, ξ), and suppose the goal is inference on ψ, the ratio of means. This is the simplest version of the Fieller-Creasy problem. Problems involving ratios parameters, e.g., a gamma mean (Section 5.2.2), are quite challenging, and require special considerations. Fieller (1954) and Creasy (1954) both claimed to have derived fiducial distributions for ψ, and controversy arose because the two solutions were different. Fisher's official position was that Fieller's solution was genuine fiducial, but Creasy's argument paralleled that of Fisher in his fiducial solution to the Behrens-Fisher problem. So, this problem is seemingly paradoxical in the sense that the fiducial argument yields more than one solution. Similar difficulties with fiducial are pointed out by Dempster (1963) . Here we show that no paradox arises when one uses the IM reasoning.
To start, write the baseline association as
After a bit of algebra, this is clearly equivalent to
We, therefore, have a regular decomposition (3.4), so "ignoring" the part involving ξ gives the marginal association
where V = (U 1 − ψU 2 )/(1 + ψ 2 ) 1/2 . Since V is a pivot, i.e., V ∼ N(0, 1) for all ψ, the marginal association can be expressed as
For the corresponding marginal IM, the A-step gives
Note that this problem has a non-trivial constraint, i.e., Ψ x (w) is empty for some (x, w) pairs. A similar issue arises in the many-normal-means problem in Section 4.3. However, if S is symmetric about w = 0.5, like the default (2.5), then Ψ x (S) is non-empty with P S -probability 1 for all x. Therefore, the marginal IM is valid if S is valid and symmetric about w = 0.5. In fact, for S in (2.5), the marginal plausibility intervals for ψ are the same as the confidence interval proposed by Fieller. Then validity of our marginal IM provides an alternative proof of the coverage properties of Fieller's interval. Creasy's solution, on the other hand, cannot be reached via IM reasoning.
Many-normal-means
Suppose X ∼ N n (θ, I n ), where X and θ are the n-vectors of observations and means, respectively. Write θ as (ψ, ξ), where ψ = θ is the length of θ and ξ = θ/ θ is the unit vector in the direction of θ. The goal is to make inference on ψ.
A baseline association for this problem is X = ψξ + U, with U ∼ N n (0, I n ).. Since ξ describes the direction only, one marginalization strategy is to consider
Fiducial and (flat-prior) Bayes take this as the baseline for inference on ψ. From an IM perspective, (4.2) suggests that inference on the scalar ψ requires prediction of the n-vector U. But efficiency can be gained by first reducing the dimension of the auxiliary variable via marginalization. Take M to be an orthonormal matrix with ξ ⊤ as its first row, and define V = MU. With this change of auxiliary variable, which does not alter the distribution, i.e., both U and V are N n (0, I n ), the baseline association described above can be re-expressed as
This is of the form (3.4) and, moreover, this decomposition is regular. Therefore, the leftmost equation above gives a marginal IM for ψ. We make one more change of auxiliary variable, W = F n,ψ 2 (ψ + V 1 ) 2 + V 2:n 2 , where F n,ψ is the distribution function of a noncentral chi-square with n degrees of freedom and non-centrality parameter ψ 2 . The new marginal association is X 2 = F −1 n,ψ (W ), with W ∼ Unif(0, 1), and the A-, P-, and Csteps can proceed as usual. In particular, for the P-step, we can use the predictive random set S in (2.5). But note that the set Ψ x (w) = {ψ : x 2 = F n,ψ (w)} is empty for w in a set of positive measure, violating the conditions of Theorem 3. To remedy this, we shall use elastic predictive random sets (Ermini Leaf and Liu 2012) to construct a valid IM. Details can be found in the R code for this example, available at www.math.uic.edu/~rgmartin. From here, the marginal IM for ψ is obtained just as before.
We now present simulation results to illustrate the marginal IM in this case. For comparison, we also consider a Bayesian analysis which assigns a flat prior to the location parameter θ ∈ R n . When inference on ψ = θ is of interest, the Bayesian strategy is to obtain a marginal posterior for ψ by integrating out the direction ξ of θ. In this context, it is natural to estimate ψ with a central 100(1 − α)% credible interval. Figure 1 shows the marginal plausibility of the assertion {ψ = ψ 0 } as a function of ψ 0 , and the scaled Bayesian posterior density for ψ. Two data sets are generated with Panel (a) shows the n = 10 case where the two evidence summaries are rather similar; in fact, both the 95% plausibility and credible intervals contain the true ψ. However, for the n = 100 case in Panel (b), there is a sizable difference in the region where the two summary functions are concentrated, large enough that the Bayesian credible interval misses the true ψ. To make the comparison even sharper, we can consider the extreme case ψ = 0. Panels (c) and (d) of Figure 1 show the same two plots for this extreme case. In each case, the Bayesian credible interval severely misses 0, while the marginal plausibility interval catches it.
To assess whether the results in Figure 1 are typical, we perform a larger-scale simulation study. We simulate 10,000 random data sets with θ = n −1/2 (ψ, . . . , ψ) ∈ R n for a range of ψ and n values. To summarize the results, we estimate the coverage probabilities of the 95% marginal IM plausibility and Bayesian credible intervals. These results are summarized in Table 1 . That the plausibility intervals hit the nominal coverage probability exactly (modulo Monte Carlo error) for all n and all ψ = 0 is quite striking; on the boundary, ψ = 0, the plausibility intervals are apparently a bit conservative. The Bayesian credible intervals, on the other hand, have unacceptably low coverage probability in most of the cases. In fact, it is essentially only in the n = 2 case, as predicted by Stein's theorem, that the Bayesian interval has acceptable coverage. So although frequentist coverage is not necessarily a fundamental concern to a Bayesian, the fact that it falls so low even for moderate n is a bit unsettling. It is possible to choose a prior with better frequentist performance, e.g., a hierarchical prior that shrinks θ. But our goal here is just to show that our proposed IM marginalization is not susceptible to Stein's paradox the way a default Bayesian analysis is. That is, starting with the same baseline association one would use for inference on θ, by following the IM-based reasoning and applying a general marginalization strategy, one obtains valid and efficient inference on ψ = θ .
Marginal IMs for non-regular models
Motivation and a general strategy
The previous sections focused on the case where the sampling model admits a regular decomposition (3.4). However, there are important problems which are not regular, e.g., Sections 5.2.1 and 5.2.2 below, and new techniques are needed for such cases.
Our general strategy for such problems is based on the idea of marginalization via predictive random sets, discussed briefly at the end of Section 3.2. That is, marginalization can be accomplished by using a predictive random set for U in the baseline association that spans the entire "non-interesting" dimension in the transformed auxiliary variable space. But since we are now focusing on the non-regular model case, some further adjustments are needed. Let us start with a decomposition of the form
This is similar to (3.4), after a change of auxiliary variable Z = ϕ(U), except that the distribution of Z 1 (ξ) above depends on the nuisance parameter ξ. Therefore, we cannot hope to eliminate ξ by simply "ignoring" (5.1b) as we did in the regular case. We recommend choosing Z 1 (ξ) as an approximate pivot, and two examples are presented in the next subsection; an optimal choice of Z 1 (ξ) will require further investigation. If ξ were known, then a valid predictive random set could be introduced for Z 1 (ξ). But this predictive random set for Z 1 (ξ) would generally be valid only for the particular ξ in question. Since ξ is unknown in our context, this predictive random set would need to be enlarged in order to retain validity for all possible ξ values. This suggests a notion of uniformly valid predictive random sets.
Definition 4. A predictive random set S for Z 1 (ξ) is uniformly valid if it is valid for all ξ, i.e., P S {S ∋ Z 1 (ξ)} is stochastically no larger than Unif(0, 1), as a function of
For this more general non-regular model case, we have an analogue of the validity result in Theorem 3 for the case of a regular association. We shall refer to the resulting IM for ψ as a generalized marginal IM.
Theorem 5. Let S be a uniformly valid predictive random set for Z 1 (ξ) in (5.1a), such that Ψ x (S) = ∅ with P S -probability 1 for all x. Then the corresponding generalized marginal IM for ψ is valid in the sense of Theorem 3 for all ξ.
There are a variety of ways to construct uniformly valid predictive random sets, but here we present just one idea, which is appropriate for singleton assertions and construction of marginal plausibility intervals. Efficient inference for other kinds of assertions may require different considerations. Our strategy here is based on the idea of replacing a nuisance parameter-dependent auxiliary variable Z 1 (ξ) by a nuisance parameter-independent type of stochastic bound.
Definition 5. Let Z be a random variable with distribution function F Z and median zero. Another random variable Z ⋆ , with distribution function F Z ⋆ and median zero is said to be stochastically fatter than Z if the distribution function satisfy the constraint
That is, Z ⋆ has heavier tails than Z in both directions.
After making this substitution, the two parameters ψ and ξ have been separated in (5.2) and (5.1b), so the decomposition is regular. Then, by the theory above, the marginal IM should now depend only on (5.2). The key idea driving this strategy is that a valid predictive random set for Z ⋆ 1 is necessarily uniformly valid for Z 1 (ξ).
Examples
Behrens-Fisher problem
The Behrens-Fisher problem is a fundamental one (Scheffé 1970) . It concerns inference on the difference between two normal means, based on two independent samples, when the standard deviations are completely unknown. It turns out that there are no exact tests/confidence intervals that do not depend on the order in which the data is processed. Standard solutions are given by Hsu (1938) and Scheffé (1970) , and various approximations are available, e.g., Welch (1938 Welch ( , 1947 . For a review of these and other procedures, see Kim and Cohen (1998) , Ghosh and Kim (2001), and Fraser et al. (2009) . Suppose independent samples X 11 , . . . , X 1n 1 and X 21 , . . . , X 2n 2 are available from the populations N(µ 1 , σ 2 1 ) and N(µ 2 , σ 2 2 ), respectively. Summarize the data sets withX k and S k , k = 1, 2, the respective sample means and standard deviations. The parameter of interest is ψ = µ 2 − µ 1 . The problem is simple when σ 1 and σ 2 are known, or unknown but proportional. For the general case, however, there is no simple solution. Here we derive a generalized marginal IM solution for this problem.
The basic sampling model is of the location-scale variety, so the general results in Martin and Liu (2013a) suggest that we may immediately reduce to a lower-dimensional model based on the sufficient statistics. That is, we take as our baseline association
where the auxiliary variables are independent with U 1k ∼ N(0, 1) and (n k − 1)U 2 2k ∼ ChiSq(n k − 1) for k = 1, 2. To incorporate ψ = µ 2 − µ 1 , combine the set of constraints in (5.3) for µ 1 and µ 2 to getȲ = ψ + σ 2 n −1/2 2
1/2 and note that
are equal in distribution, where U 1 ∼ N(0, 1). Making a change of auxiliary variables leads to a new and simpler baseline association for the Behrens-Fisher problem:
Since S k = σ k U 2k for k = 1, 2, we may next rewrite (5.4) as
If the right-hand side were free of (σ 1 , σ 2 ), the association would be regular and we could apply the techniques presented in Sections 3 and 4. Instead, we have a decomposition like (5.1), so we shall follow the ideas presented in Section 5.1.
Towards this, define ξ = ξ(σ 1 , σ 2 ) = (1 + n 1 σ 2 1 /n 2 σ 2 2 ) −1 , which takes values in (0, 1). Make another change of auxiliary variable
and Z 2 = U 2 22
. Then (5.5) can be rewritten as
Hsu (1938) shows that Z ⋆ 1 ∼ t n 1 ∧n 2 −1 is stochastically fatter than Z 1 (ξ) for all ξ. Let G denote the distribution function of Z ⋆ 1 , and let W ∼ Unif(0, 1). Then the corresponding version of (5.
We can get a uniformly valid predictive random set for Z 1 (ξ) by choosing an ordinarily valid predictive random set for W . If we use the default predictive random set in (2.5) for W , then our generalized marginal IM plausibility intervals for ψ match up with the confidence intervals in Hsu (1938) and Scheffé (1970) . Also, the validity result from Theorem 5 gives an alternative proof of the conservative coverage properties of the HsuScheffé interval. Finally, when both n 1 and n 2 are large, the bound Z ⋆ 1 on Z 1 (ξ) is tight. So, at least for large samples, the generalized marginal IM is efficient.
Gamma mean
Let X 1 , . . . , X n be observations from a gamma distribution with unknown shape parameter α > 0 and unknown mean ψ. Here the goal is inference on the mean. This problem has received attention, for it involves an exponential family model where a ratio of canonical parameters is of interest and there is no simple way to do marginalization. Likelihoodbased solutions are presented in Fraser et al. (1997) , and Kulkarni and Powar (2010) take a different approach. Here we present a generalized marginal IM solution.
The gamma model admits a two-dimensional minimal sufficient statistic for θ = (ψ, α), which we will take as
The most natural choice of association between data, θ, and auxiliary variables is
where U ′ 1 , . . . , U ′ n are iid gamma random variables with both shape and mean equal to α. This association can be simplified by writing
where U 1 (α) and U 2 (α) are distributed as log(n
Next, define V 1 = U 1 (α) and V 2 = U 1 (α) − U 2 (α). For notational simplicity, we have omitted the dependence of (V 1 , V 2 ) on α. It is easy to check that nαe V 1 has a gamma distribution with shape parameter nα; write F nα for the corresponding gamma distribution function. Let κ(V 2 ) be an estimator of α based on V 2 alone. This estimator could be a moment estimator or perhaps a maximum likelihood estimator based on the the marginal distribution of V 2 ; we give explicit estimators later. Suppose that this estimator is consistent, i.e., κ(V 2 ) → α in probability, with respect to the marginal distribution of V 2 , as n → ∞. Then, as n → ∞,
under the joint distribution of V 1 and V 2 , for any α > 0. The limit distribution result above is the beginning, rather than the end, of our analysis. Indeed, consider the new association
Let Z 1 (α) be a random variable with the same distribution as the quantity on the righthand side. We know that Z 1 (α) → N(0, 1), in distribution, as n → ∞, for all α. Take κ(V 2 ) to be a moment-based estimator defined as follows. The expectation of V 2 is equal to g(nα)−g(α)−log(n), where g is the digamma function. Then κ(v 2 ) is defined as the solution for α in the equation v 2 = g(nα) − g(α) − log(n). Similar equations appear in Jensen (1986) and Fraser et al. (1997) in a likelihood context. Consistency of this moment estimator, as n → ∞, is straightforward. Moreover, for this κ(V 2 ), we can derive limiting distributions for Z 1 (α) as α → {0, ∞}. Indeed, Jensen (1986) shows that 2nαV 2 converges in distribution to ChiSq(2n − 2) and ChiSq(n − 1) when α → 0 and α → ∞, respectively. So, from this and the asymptotic approximation g(x) = log x − 1/(2x) for large x, it follows that Z 1 (α) → t n−1 , in distribution, as α → ∞. A corresponding limit distribution as α → 0 is available, but we will not need this.
We have a version of (5.1a) given by
and the goal is to find a uniformly valid predictive random set for Z 1 (α). We will proceed by finding a random variable Z ⋆ 1 that is stochastically fatter than Z 1 (α) for all α. Unfortunately, the limit distribution t n−1 is not a suitable bound. But it turns out that a relatively simple adjustment will do the trick. First, takeν as the projection of 2nκ(V 2 )V 2 onto [n − 1, 2(n − 1)]. Then, we define κ ⋆ (V 2 ) = m(ν)/2nV 2 , where m(ν) is the median of the ChiSq(ν) distribution. With this adjusted estimator, we claim that the Z ⋆ 1 is stochastically fatter than Z 1 (α) for all α, where
Here t + n−1 is the positive half t distribution, and (c n t n−1 ) − is the negative half scaled-t distribution. The scaling factor c n on the negative side is given by Theoretical results justifying the claimed bound are available but, for brevity, we will only show a picture. Figure 2 shows the distribution of Z 1 (α), based on the adjusted κ ⋆ (V 2 ), for n = 2 and n = 5, for a range of α, along with the distribution function corresponding to the mixture in (5.7). The claim that Z ⋆ 1 is stochastically fatter than Z 1 (α) is clear from the picture; in fact, the bound is quite tight for n as small as 5.
If G is the distribution function for the mixture in (5.7), and W ∼ Unif(0, 1), then we can get a uniformly valid predictive random set for Z 1 (α) by choosing a ordinarily valid predictive random set for W , such as the default (2.5). From here, constructing the generalized marginal IM for ψ is straightforward.
For illustration, we consider data on survival times of rats exposed to radiation given in Fraser et al. (1997) , modeled as an independent gamma sample with mean ψ. The 95% generalized marginal IM plausibility interval for ψ is (96.9, 134.4). Second-and thirdorder likelihood-based 95% confidence interval for ψ are (97.0, 134.7) and (97.2, 134.2), respectively. The third-order likelihood interval is the shortest, but the plausibility interval has guaranteed coverage for all n, so a direct comparison is difficult. In simulations (not shown), for n = 2, the generalized marginal IM is valid, but conservative; see Figure 2(a) . For larger n, the likelihood and IM methods are comparable.
Discussion
In this paper, we focused on the problem of inference in the presence of nuisance parameters, and proposed a new strategy for reducing the dimension of the auxiliary variable within the IM framework. This reduction in dimension makes prediction more efficient, which can lead to improved inference, as we saw in the many-normal-means problem in Section 4.3. The regular versus non-regular classification introduced here shows which problems admit a direct and efficient marginalization. In the regular case, this marginalization can be accomplished efficiently (and paradox-free) using the techniques describe herein. For non-regular problems, we propose a general strategy based on uniformly valid predictive random sets, and one technique to construct these random sets using stochastic bounds. While this simple strategy maintains validity of the marginal IM (and is also paradox-free), when n is small, these can be conservative. Therefore, work is needed to develop more efficient marginalization strategies in non-regular problems.
The dimension reduction considerations here are of critical importance for all statisticians working on high-dimensional problems. In our present context, we have information that only a component of the parameter vector is of interest, and so we should use this information to reduce the dimension of the problem. More generally, in particular in high-dimensional applications, there is information available about θ, such as sparsity, and the goal is to incorporate this information and improve efficiency. There are a variety of ways one can accomplish this, but all amount to a kind of dimension reduction. So it is possible that the dimension reduction considerations here can help shed light on this important issue in modern statistical problems.
A Proofs
Proof of Theorem 2. For given x and the predictive random set S for U, we have Θ x (S) = u∈S {(ψ, ξ) : p(x; ψ, ξ) = a(u; ψ, ξ)} = u∈S {(ψ, ξ) :p(x, ψ) =ā(ϕ 1 (u), ψ) and c(x, ϕ 2 (u), ξ) = 0} = u∈S {ψ :p(x, ψ) =ā(ϕ 1 (u), ψ)} × {ξ : c(x, ϕ 2 (u), ξ) = 0} .
Since {ξ : c(x, ϕ 2 (u), ξ) = 0} = ∅ for all (x, u), it follows that (i) Θ x (S) ⊆ A × Ξ iff Ψ x (ϕ 1 (S)) ⊆ A, and (ii) Θ x (S) = ∅ iff Ψ x (ϕ 1 (S)) = ∅. If we takeS = ϕ 1 (S), then the claimed baseline and marginal belief function equality follows.
For validity ofS, we need to show that P W {QS(W ) ≥ 1 − α} ≤ α, for all α ∈ (0, 1), where QS(w) = PS{S ∋ w} and W = ϕ 1 (U) for U ∼ P U . Take any w in the W -space, and choose u such that w = ϕ 1 (u). Then we have QS(w) = P S {ϕ 1 (S) ∋ ϕ 1 (u)} = 1 − P S {ϕ 1 (S) ∋ ϕ 1 (u)} ≤ 1 − P S {ϕ 1 (S) ∋ ϕ 1 (u), ϕ 2 (S) ∋ ϕ 2 (u)} = P S {ϕ 1 (S) × ϕ 2 (S) ∋ (ϕ 1 (u), ϕ 2 (u))} = P S {S ∋ u} =: Q S (u).
Therefore, {u : QS(ϕ 1 (u)) ≥ 1 − α} ⊆ {u : Q S (u) ≥ 1 − α}. Validity of S implies that P U {Q S (U) ≥ 1 − α} ≤ α. Set W = ϕ 1 (U) for U ∼ P U , and the claim follows.
Proof of Theorem 4. Work directly with the transformed auxiliary variables v j = ϕ j (u) for j = 1, 2. For the assertion B, the a-event looks like V x (B) = {(v 1 , v 2 ) : Ψ x (v 1 ) ⊆ A}. Let S ⋆ be a predictive random set for (V 1 , V 2 ). Then the baseline belief function at B is given by bel x (B; S) = P S {S ⊆ V x (B)}; this formula is a consequence of regularity and the non-emptiness assumption on Ψ x (v 1 ). Whatever S looks like, the belief function clearly only depends on its projection onto the v 1 -margin. In other words, without loss of generality, one can restrict our choice of S to cylinders that span the entire v 2 -margin. This implies that the search for an optimal predictive random set can focus on predicting the unobserved V 1 and, hence, the optimal IM for B is characterized by the marginal association in (3.4a) for V 1 or, equivalently, that in (3.5) for W .
Proof of Theorem 5. The assumed representation of the sampling model X ∼ P X|(ψ,ξ) implies that there exists a corresponding Z 1 (ψ) ∼ P Z 1 (ξ) . That is, probability calculations with respect to the distribution of X and are equivalent to probability calculations with respect to the distribution of Z 1 (ξ). Take ψ ∈ A, so that A ⊆ {ψ} c . Then we have mbel X (A; S) ≤ mbel X ({ψ} c ; S) = P S {Ψ X (S) ∋ ψ} = P S {S ∋ Z 1 (ξ)}.
The assumed uniform validity implies that the right-hand side is stochastically no larger than Unif(0, 1) as a function of Z 1 (ξ). This implies the same of the left-hand side as a function of X. Therefore, sup ψ ∈A P X|(ψ,ξ) {mbel X (A; S) ≥ 1 − α} ≤ α, ∀ α ∈ (0, 1).
This holds for all ξ so the proof is complete.
