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ABSTRACT 
 
Non-stoichiometric oxides play a critical role in many catalytic, energy, and sensing 
technologies, providing the ability to reversibly exchange oxygen with the ambient 
environment through the creation and annihilation of surface oxygen vacancies. Oxygen 
exchange at the surfaces of these materials is strongly influenced by atomic structure, 
which varies significantly across nanoparticle surfaces. The studies presented herein 
elucidate the relationship between surface structure behaviors and oxygen exchange 
reactions on ceria (CeO2) catalyst materials. In situ aberration-corrected transmission 
electron microscopy (AC-TEM) techniques were developed and employed to correlate 
dynamic atomic-level structural heterogeneities to local oxygen vacancy activity.  
A model Ni/CeO2 catalyst was used to probe the role of a ceria support during 
hydrocarbon reforming reactions, and it was revealed that carbon formation was inhibited 
on Ni metal nanoparticles due to the removal of lattice oxygen from the ceria support and 
subsequent oxidation of adsorbed decomposed hydrocarbon products. Atomic resolution 
observations of surface oxygen vacancy creation and annihilation were performed on CeO2 
nanoparticle surfaces using a novel time-resolved in situ AC-TEM approach. Cation 
displacements were found to be related to oxygen vacancy creation and annihilation, and 
the most reactive surface oxygen sites were identified by monitoring the frequency of 
cation displacements. In addition, the dynamic evolution of CeO2 surface structures was 
characterized with high temporal resolution AC-TEM imaging, which resulted in atomic 
column positions and occupancies to be determined with a combination of spatial precision 
and temporal resolution that had not previously been achieved. As a result, local lattice 
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expansions and contractions were observed on ceria surfaces, which were likely related to 
cyclic oxygen vacancy activity. Finally, local strain fields on CeO2 surfaces were 
quantified, and it was determined that local strain enhanced the ability of a surface site to 
create oxygen vacancies. Through the characterization of dynamic surface structures with 
advanced AC-TEM techniques, an improvement in the fundamental understanding of how 
ceria surfaces influence and control oxygen exchange reactions was obtained.  
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1 Introduction
1.1 Motivation 
Economic growth, as measured by gross domestic product (GDP), is strongly 
correlated to energy demand. The world’s GDP is expected to double by 2040, resulting in 
a predicted 28% increase in global energy demand (U.S. Energy Information 
Administration, 2017). Unfortunately, this energy demand increase will rely heavily on 
carbon-intensive fossil fuels such as coal and oil. An estimated 16% increase in CO2 
emissions is expected by 2040 due to increased fossil fuel consumption (U.S. Energy 
Information Administration, 2017). Over the past several decades, an increase in the 
atmospheric CO2 concentration due to human influence has caused a gradual warming of 
the planet, as shown in Figure 1.1 (Stocker, 2014; Rogelj et al., 2019). Further human-
induced global warming is believed to cause additional effects such as the melting of 
glaciers, rising sea levels, and more frequent extreme weather conditions. Not only will 
these adverse effects cause severe ecological changes but may also cause mass population 
displacement and resource scarcity. To address these concerns, the 2015 Paris Agreement 
aims to join all nations in ‘pursuing efforts to limit temperature increase to 1.5°C above 
pre-industrial levels’ through reduced greenhouse gas emissions (Horowitz, 2016). 
Consequently, mitigation of climate change through the development of low-carbon energy 
technologies and improvements in the energy efficiency of existing technologies is of 
crucial importance. 
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Figure 1.1. Human-induced global temperature change. At the current warming rate, the 
global temperature is estimated to reach 1.5°C around 2040. The green shaded ‘1.5°C 
pathway’ provides an optimistic model if CO2 emissions are reduced immediately and 
reach zero by 2055. Figure from (Rogelj et al., 2019). 
Significant efforts have been made towards the implementation of carbon-neutral 
technologies, and concerns over CO2 emissions have greatly expanded the use of renewable 
energy sources in recent years. Renewables are currently the fastest-growing energy source 
in the world, growing at a rate of 2.3%/year, whereas fossil fuels such as natural gas 
(1.4%/year), petroleum and other liquids (0.7%/year), and coal (0.1%/year) all experience 
much slower growth rates (U.S. Energy Information Administration, 2017). However, 
fossil fuels are still predicted to account for 77% of the world’s energy consumption in 
2040 – further necessitating the need for low-carbon energy technology development and 
making the complete replacement of fossil fuels with renewable sources unrealistic (U.S. 
Energy Information Administration, 2017). Natural gas is a cleaner, less carbon-intensive 
energy source compared to coal and other liquid fuels, making it an attractive reduced-CO2 
emission energy source. Due to an abundant supply and rising production, natural gas 
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consumption is projected to increase by 42% in 2040 (U.S. Energy Information 
Administration, 2017). With such pronounced growth of renewables and natural gas use, 
there is a pressing need for technical advancements to improve efficiencies, reduce cost, 
and optimize functionality.  
Heterogenous catalysis is of paramount importance for many carbon-intensive 
energy and chemical synthesis technologies. The use of a catalyst to reform natural gas into 
olefins (e.g. C1-C4) or hydrogen produces chemical feedstocks for many critical processes, 
including petrochemical and ammonia synthesis. The main component of natural gas, 
methane, is often reformed into syngas, a mixture of hydrogen and carbon monoxide, and 
is used to produce ammonia, methanol, gasoline, and other synthetic liquid fuels (Ghoneim 
et al., 2016). Common catalytic transformation pathways include steam reforming, dry 
reforming, partial oxidation, and autothermal reforming (Rostrup-Nielsen, 1993; Liu et al., 
2010). Hydrogen is considered a promising clean energy carrier for the future due to its 
negligible CO2 emissions at point of usage and high energy content (Dincer, 2012; Dincer 
& Acar, 2015; Cormos et al., 2014) and is often used as a fuel for various types of fuel 
cells. A major challenge of developing a sustainable hydrogen economy is its inherent 
reliance on fossil fuels for hydrogen production and the subsequent CO2 emissions that are 
released during reforming processes. Consequently, innovative catalysts and processes are 
being explored to minimize energy consumption and capture CO2 emissions while 
increasing efficiency and stability (Nikolaidis & Poullikkas, 2017; Miller et al., 2016). For 
example, directly reforming natural gas in solid oxide fuel cells (SOFCs) can greatly 
increase energy conversion efficiencies and produce a highly concentrated CO2 flue stream 
for simple CO2 capture; however, technical difficulties related to catalyst deactivation must 
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still be overcome (Gür, 2016). Future improvements in catalyst efficiency, cost, and 
stability promise to lead towards more sustainable low-carbon energy technologies.  
Oxygen exchange reactions underpin many of the energy conversion processes that 
are important for renewable energy, environmental pollutant remediation, chemical 
synthesis, and other technologies. For instance, during SOFC operation, gaseous oxygen is 
reduced to oxygen ions at the cathode, which then diffuse through a solid oxide electrolyte 
to oxidize fuel molecules at the anode (Adler, 2004). Catalytic membrane reactors also rely 
on oxygen exchange and transport to perform both gas separation and catalytic processes 
(Sunarso et al., 2008), with applications such as oxidative coupling of methane to ethane 
and/or ethene (Nozaki & Fujimoto, 1994; Zeng et al., 1998), partial oxidation of methane 
to syngas (Pei et al., 1995; Yang et al., 2005), selective oxidation of ethane/propane to 
ethene/propene (Akin & Lin, 2002; Cavani et al., 2007; Takht Ravanchi et al., 2009; 
Dalmon et al., 2007), and CO2 separation and capture (Lingling Zhang et al., 2012: 2). 
Oxygen exchange takes place at a gas-solid interface and involves both oxygen reduction 
and oxidation, which are complex, multistep processes (Kilner et al., 1996; Kamiya et al., 
2000; Adler, 2004; De Souza, 2006; Armstrong et al., 2013). Kinetically, oxygen 
incorporation and removal is often the rate-limiting step in technological applications 
(Adler et al., 2007; Tsipis & Kharton, 2008; Lei Wang et al., 2012; Geffroy et al., 2017; 
De Souza, 2017; Bouwmeester et al., 1994), and it is therefore desirable to design materials 
that maximize the oxygen exchange rate. 
Electroceramic oxides are used for a wide range of oxygen exchange applications 
and often have fluorite or perovskite structures (Alcock, 1993). Oxygen transport occurs 
  5 
via thermally-activated oxygen vacancy hopping, and aliovalent cation doping of these 
ceramics is used to introduce and manipulate oxygen vacancies. Accordingly, the transport 
properties are ‘tunable’, and selective doping of the material can result in electronic, ionic, 
or mixed ionic-electronic conduction (MIEC). Based on the efficiency with which MIEC 
oxides can incorporate, transport, and release oxygen, considerable efforts have focused on 
the research and development of MIECs for solid electrolytes and electrodes, gas 
separation membranes, selective oxidation catalysts, and resistive memory devices 
(Sunarso et al., 2008; Adler et al., 2007; De Souza, 2017; Geffroy et al., 2017; Gu et al., 
2018). High temperatures are often required for these applications; however, there is a 
desire to move to lower operating temperatures to improve stability and reduce cost. 
Consequently, materials systems that maintain high-temperature device performance while 
at lower operating temperatures are being extensively explored (Brett et al., 2008; 
Wachsman & Lee, 2011; Sadykov et al., 2013). 
CeO2 (ceria) and ceria-based materials have a well-known ability to switch Ce 
oxidation state while maintaining structural integrity, allowing a facile, reversible 
conversion to a nonstoichiometric oxide during oxygen exchange and transport processes. 
Ceria’s unique properties have made it a technologically important material for three-way 
catalysts for automotive exhaust emission control, solid electrolytes and electrodes for fuel 
cells, reforming of hydrocarbons, water-gas shift reactions, oxygen separation membranes, 
and photocatalytic water splitting applications (Trovarelli, 1996, 2002; Trovarelli & 
Llorca, 2017; Aneggi et al., 2016; Melchionna & Fornasiero, 2014; Montini et al., 2016; 
Sun et al., 2012). The relatively facile oxygen exchange and transport abilities of ceria-
based materials have made them ideal candidates for various low-temperature (LT) 
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applications, including LT-SOFCs (Wachsman & Lee, 2011; Gao et al., 2016), steam 
reforming of methane (Angeli et al., 2015, 2014), and selective oxidation of ethane/propane 
(Gärtner et al., 2013; Park et al., 2018; Zhang et al., 2017). Interestingly, and despite the 
obvious technological importance, a detailed understanding of how ceria affects and 
regulates catalytic oxygen exchange and transport processes is still not well established. 
The overarching goal of the work presented here is to develop an atomic-level, 
fundamental understanding of how ceria-based materials influence and control oxygen 
exchange processes, a critical component for the continued development of energy-related, 
catalytic technologies. Properties of CeO2 that affect surface exchange reactions are 
discussed in detail in the following sections. Surface atomic structures regulate the 
incorporation and release of oxygen, necessitating the use of atomic-level, in situ 
techniques, such as transmission electron microscopy (TEM), to probe the material’s 
functionality. Furthermore, the development and implementation of advanced transmission 
electron microscopy techniques presented here may be generally applied to other 
electroceramic oxide systems relevant to oxygen exchange applications.  
1.2 Oxygen Exchange 
 Oxygen exchange occurs at a gas-solid interface and involves both oxygen 
reduction and oxidation. The incorporation of oxygen from the gas phase into the solid 
requires four general steps: O2 adsorption, molecular dissociation, electron transfer, and 
incorporation of adsorbed O into surface oxygen vacancies. The release of oxygen from 
the solid occurs in reverse order: extraction of O from the lattice, electron transfer, 
recombination into an O2 molecule, and desorption of O2. Although these simple reaction 
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steps are generally agreed upon for mixed-conducting oxides, there is no agreement as to 
the exact series or simultaneity of the elementary reaction steps or which step is rate 
determining (Adler et al., 2007; De Souza, 2017). Adopting Kröger-Vink notation (Kröger 
& Vink, 1956), the oxygen reduction reaction can be written as: 
Adsorption:  𝑂2(𝑔𝑎𝑠) + 𝑆(𝑎𝑑) ⇄ 𝑂2(𝑎𝑑)    (1.1) 
Dissociation:  𝑂2(𝑎𝑑) + 4𝑒
′ + 2𝑆(𝑎𝑑) ⇄ 2𝑂(𝑎𝑑)
′′   (1.2) 
Incorporation:  2𝑂(𝑎𝑑)
′′ + 2𝑉𝑂
∙∙ ⇄ 2𝑂𝑂
𝑋    (1.3) 
where O2 is diatomic oxygen, O is an oxygen atom, V is a surface oxygen vacancy, S is a 
surface site, and (ad) is the adsorbed state of the species. Although the four-electron transfer 
step is included in Equation (1.2) for simplicity, it is uncertain if this is correct and charge 
transfer may occur in various amounts in other elementary reaction steps (Adler et al., 
2007). A simplified schematic of oxygen incorporation into ceria is shown as an example 
in Figure 1.2. 
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Figure 1.2. Schematic of the general steps of oxygen incorporation into a ceria surface.  
The exchange flux of the dynamic equilibrium between oxygen molecules in the 
gas phase and oxygen in the solid is described by the surface exchange coefficient, k. This 
single parameter aims to characterize the overall surface exchange kinetics that result from 
the complex interplay between the many possible reaction steps and many possible 
intermediate species that may be associated with adsorption, dissociation, charge transfer, 
or incorporation. Although values of k are routinely determined for fluorite and perovskite 
oxides using isotope exchange and ion beam analysis, this metric is unable to reveal the 
surface exchange mechanism. There have been several studies aimed at deriving universal 
atomistic expressions for the surface exchange coefficient on mixed-conducting oxides (De 
Souza, 2006, 2017; Adler et al., 2007; Kilner et al., 1996); however, these quantitative 
descriptions lack the ability to indicate the exact surface exchange mechanism or explicitly 
determine the rate-limiting step. In fact, Adler et al. concluded that “In all likelihood, the 
true mechanism(s) cannot be determined without a more definitive determination of the 
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nonlinear kinetics and incorporation of independent information about the surface structure 
and relevant reactive intermediates.” (Adler et al., 2007).  
Another equally important material’s parameter useful for describing oxygen 
exchange reactions is the oxygen vacancy formation energy (Ea), which is defined as: 
𝐸𝑎 = 𝐸𝐷𝑒𝑓𝑒𝑐𝑡𝑖𝑣𝑒 − 𝐸𝐵𝑢𝑙𝑘 +
1
2
𝜇𝑂2    (1.4) 
where EDefective is the total energy of the system with an oxygen vacancy, EBulk is the energy 
of the system without the vacancy, and μ is the chemical potential of an oxygen molecule. 
The chemical potential term depends on the oxygen partial pressure, so oxygen-rich and 
oxygen-poor conditions can be used to determine limiting cases (Han et al., 2018; Sun et 
al., 2017; Paier et al., 2013). It is generally assumed that the oxygen vacancy formation 
energy is a good descriptor of the oxidizing power of the oxide (Aryanpour et al., 2013; 
Trovarelli & Llorca, 2017); that is, a lower energy of vacancy formation means a better 
oxidant. Experimental information to directly elucidate the vacancy formation energy is 
limited, mainly due to the lack of high purity samples necessary for detailed, and often 
complex, experiments (Tanaka et al., 2002). Consequently, theoretical calculations of the 
vacancy formation process have been the main analysis technique. Calculations have 
provided beneficial insights into defect formation processes; however, they are not always 
predictive. Depending on the calculation method, supercell size, vacancy 
location/concentration, and other input parameters, results can vary dramatically and may 
even lead to an incorrect conclusion (Han et al., 2018; Agarwal & Metiu, 2016; Tanaka et 
al., 2002; Migani et al., 2010a; Kullgren et al., 2012). Hence, theoretical calculations are 
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relied upon for a qualitative assessment, and general trends in calculations are used to 
analyze trends in experimental data. For example, calculations predicted that oxygen 
vacancy formation energy on ceria is surface dependent, establishing that the redox activity 
of ceria depends on the types of exposed crystal facets (Sayle et al., 1994; Conesa, 1995; 
Zhou et al., 2005).
1.3 CeO2 (ceria) 
Ceria’s ability to reversibly exchange oxygen with the surrounding environment 
through a Ce4+/3+ oxidation state change has been the focus of several decades of research 
and is a principal reason for the widespread use of ceria-based materials in a variety of 
industrial applications (Trovarelli, 2002, 1996; Montini et al., 2016). Ceria can form a 
series of nonstoichiometric CeOx compositions (with 1.5 ≤ x ≤ 2), resulting in a wide range 
of electrical, optical, and catalytic properties. The material’s properties can be readily tuned 
by using aliovalent doping to introduce oxygen vacancies, nanostructuring to expose 
specific crystal facets, or by forming metal-CeO2 interfaces through deposition of various 
metals. These structural-modification approaches provide powerful tools for the precise 
tailoring of ceria at the atomic level, allowing application-specific properties to be 
engineered. The following sections will discuss these structural-modification approaches 
and how they influence the catalytic oxygen exchange properties of ceria-based materials. 
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1.3.1 Structural Properties 
CeO2 adopts the fluorite structure with a face-centered cubic unit cell (space group 
𝐹𝑚3̅𝑚) consisting of Ce4+ cations bonded to eight nearest-neighbor oxygen atoms and 
each O2- anion is tetrahedrally bonded to four nearest-neighbor cerium atoms as shown in 
Figure 1.3. The removal of O2- anions from the CeO2 lattice results in reduced, 
nonstoichiometric ceria, or CeOx, where 1.5 ≤ x ≤ 2, and is accompanied by an oxidation 
state change from Ce4+ to Ce3+ (Bevan, 1955). To maintain charge neutrality, two trivalent 
Ce ions are necessary for each oxygen vacancy. Using Kröger-Vink notation (Kröger & 
Vink, 1956), the defect chemistry of O2- removal can be written as: 
2𝐶𝑒𝑐𝑒
𝑋 + 𝑂𝑂
𝑋 ↔ 2𝐶𝑒𝑐𝑒
′ + 𝑉𝑂
∙∙ +
1
2
𝑂2(𝑔𝑎𝑠)   (1.5) 
 
Figure 1.3. The cubic fluorite structure of CeO2.  
Reduction of CeO2 at elevated temperatures and low oxygen pressures results in a 
variety of oxygen-deficient, nonstoichiometric oxides, as shown in the phase diagram of 
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CeOx in Figure 1.4a (Bevan, 1955; Körner et al., 1989; Panlener et al., 1975; Ricken et al., 
1984; Niu et al., 2015; Adachi & Imanaka, 1998). The so-called α phase, which is a 
disordered nonstoichiometric fluorite-related phase, has been shown to be stable at high 
temperatures and occurs in a range of CeOx composition from 1.714 < x < 2 with a random 
distribution of oxygen vacancies (Bevan, 1955; Bevan & Kordis, 1964; Panlener et al., 
1975). The lattice parameter increases as the amount of oxygen vacancies increases (x 
decreases in CeOx) due to unbalanced forces acting on neighboring cerium atoms when an 
oxygen vacancy is introduced, as shown in Figure 1.4b (Brauer et al., 1960; Chiang et al., 
1993; Mogensen, 2000; Muhich, 2017). At lower temperatures, the α phase can transform 
into a series of ordered, fluorite-related phases with the generic formula CenO2n-2m, such as 
Ce6O11 (β phase), Ce9O16 (ζ phase), and Ce11O20 (δ phase) (Kümmerle & Heger, 1999; 
Zinkevich et al., 2006); however, these phases are still debated in the literature due to their 
complexity and uncertainty of phase relationships (Trovarelli, 2002; Aneggi et al., 2016). 
At high degrees of reduction (CeOx with 1.5 < x < 1.714), the phase diagram is dominated 
by the body-centered cubic-type C or bixbyite Ce2O3+δ phase (σ phase) (space group Ia3), 
which is formed with a combination of three fluorite-like unit cells (Tsunekawa, 
Sivamohan, et al., 1999). Furthermore, the thermodynamically stable form of fully reduced 
ceria, A-type hexagonal Ce2O3 (θ phase) (space group P321), has been suggested to 
decrease the reversibility of the redox process due to its lower reactivity toward oxygen in 
air at room temperature (Perrichon et al., 1994). 
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Figure 1.4. (a) Phase diagram of CeOx. Figure from (Niu et al., 2015). (b) Lattice expansion 
at different degrees of CeOx reduction. Figure from (Trovarelli, 2002). 
1.3.2 Defects and Transport Properties 
As discussed in the previous section, the ceria crystal structure can tolerate a high 
level of atomic disorder/oxygen vacancy defects, and the organization of these defects 
plays a key role in the properties of the material. Oxygen vacancies can be introduced in 
ceria either by reduction or by doping. In the first case, so-called intrinsic vacancies are 
formed when the removal of oxygen is facilitated by the solid’s reaction with the 
surrounding reducing environment and is represented by Equation (1.5). When aliovalent 
dopants are incorporated into the crystal lattice, so-called extrinsic oxygen vacancies are 
induced to maintain charge neutrality. The presence, concentration, and mobility of these 
lattice defects determine the electronic and ionic conductivity properties of the material. 
Ceria displays both electronic and ionic conduction, and both channels of charge 
transport are important in typical applications (Shoko et al., 2011). The degree of mixed 
ionic-electronic conductivity strongly depends on temperature, oxygen partial pressure, 
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and the presence of dopants. Each of these variables affects the charge carrier 
concentration, which are primarily electrons, holes, and oxygen vacancies for CeOx. The 
total electrical conductivity is comprised of electronic and ionic contributions. When pure 
(undoped) CeO2 undergoes reduction at low oxygen partial pressures and elevated 
temperatures, electronic and ionic charge carriers are generated by the reduction of cerium 
ions and formation of oxygen vacancies. Electronic conduction in reduced pure ceria 
occurs through the formation of small polarons, where an electron is localized at a given 
lattice site (Ce3+), and a thermally-activated small polaron hopping process causes ceria to 
behave as an n-type semiconductor (Tuller & Nowick, 1977; Naik & Tien, 1978; Shoko et 
al., 2011). Ionic conduction occurs via a thermally-activated diffusion of oxygen ions into 
oxygen vacancies. In reduced pure ceria, ionic conductivity is a negligible contribution to 
the total conductivity and electronic conduction dominates, even at elevated temperatures 
(Trovarelli, 2002; Mogensen et al., 1994). For applications that require high ionic 
conductivity, such as solid oxide electrolytes, the relative ionic contribution to total 
conductivity must be dramatically increased and aliovalent dopants are used to increase the 
concentration of extrinsic oxygen vacancies. Substitutional dopants whose ionic radii are 
close to that of Ce generally induce high ionic conductivities, as their introduction causes 
the least perturbation of the crystal lattice (Trovarelli, 2002; Bishop et al., 2012; Butler et 
al., 1983). Accordingly, Gd3+, Sm3+, and Ca2+ are commonly used to improve ionic 
conductivity in ceria-based materials (Eguchi et al., 1992; Bowman et al., 2015, 2017). 
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1.3.3 Reducibility 
The reducibility of ceria is defined as the tendency to release oxygen or donate it to 
an adsorbed species through a consequent change in oxygen vacancy concentration and is 
an essential characteristic for catalytic applications (e.g. automotive emissions-control 
catalysts). Oxygen vacancy formation energies are typically used as a descriptor for an 
oxide’s reducibility (Ruiz Puigdollers et al., 2017). A separate but related functionality is 
the oxygen storage capacity (OSC), which is the amount of oxygen that can be reversibly 
extracted and recovered during a particular reaction. In general, there are two categories of 
OSC: total OSC and dynamic OSC (Li et al., 2019). The total OSC is the total amount of 
mobile oxygen available on the surface and in the bulk of the catalyst, which is related to 
ceria’s ability to serve as an oxygen buffer for redox reactions. In comparison, the dynamic 
OSC consists of only the most reactive and readily available oxygen atoms and vacancies, 
which are mainly located at the surface, and is more closely related to ceria’s ability to 
support and directly catalyze redox reactions  (de Leitenburg et al., 1996; Huang & Beck, 
2014). Generally, many studies in the literature do not explicitly state if they are measuring 
total or dynamic OSC and instead just define their measurement as “OSC”. This has 
resulted in inconsistent values and understandings of OSC as the reader is left to interpret 
the underlying results on their own. A recent review has addressed this issue by examining 
the influencing factors of OSC measurements such as measurement technique, 
pretreatment, aging and calcination temperature, surface area, and reductant gas (Li et al., 
2019). Although OSC is related to and often used as a descriptor for catalytic activity, there 
is no definitive and quantitative correlation between the two (Li et al., 2019). However, it 
is well established that the energetics of oxygen vacancy formation are substantially 
  16 
reduced compared to bulk materials with a decrease in ceria particle size to the nanoscale, 
leading to higher OSC and improvements in redox properties (Trovarelli & Llorca, 2017; 
Sun et al., 2012; Melchionna & Fornasiero, 2014). Consequently, the facile formation, 
migration, and annihilation of oxygen vacancies on ceria nanoparticles has attracted a lot 
of attention due to improvements in reducibility. 
The size, shape, surface composition, and surface atomic arrangement of ceria 
nanoparticles can all influence the reducibility, and the manipulation of these properties 
provides an avenue to ‘tune’ the catalytic properties. In general, there are three conceptual 
approaches to improving the reducibility of ceria nanoparticles: aliovalent doping to 
introduce extrinsic vacancies, nanostructuring to preferentially expose certain crystal 
facets, and metal deposition to form metal-ceria interfaces that exhibit unique properties. 
These approaches can be employed independently or in combination to tailor the catalytic 
properties for specific reactions, and details of each approach are discussed in subsequent 
sections. 
1.3.4 Effect of Dopants 
A wide variety of dopants can form solid solutions with the fluorite structure of 
CeO2, and Gd
3+, Sm3+, Pr3+, and Ca2+ are the most commonly used solutes for oxygen 
exchange applications (Montini et al., 2016). Doping ceria with aliovalent cations can 
significantly improve ionic conductivity as a result of increasing the oxygen vacancy 
concentration. Lower dopant concentrations produce lower vacancy concentrations and 
ionic conductivities; however, high dopant concentrations can lead to deleterious defect-
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vacancy interactions such as clustering or vacancy ordering (Ou et al., 2008; Andersson et 
al., 2006), so an intermediate dopant concentration is often used to maximize conductivity 
(Mogensen, 2000; Bishop et al., 2012). The ionic conductivity for ceria doped with Gd, 
Sm, Pr, and Ca has been measured at 800°C as a function of dopant concentration and is 
shown in Figure 1.5 (Bishop et al., 2012). For each dopant, the ionic conductivity decreases 
past an optimum concentration, which varies between ~8-22%. Gd and Sm exhibit the 
highest overall ionic conductivity as they have the most similarly sized ionic radius to Ce 
(Eguchi et al., 1992), and are therefore the most commonly used dopants for ceria solid 
electrolytes and electrodes. 
 
Figure 1.5. Ionic conductivity measured at 800°C as a function of dopant concentration for 
different ceria solid solutions. Figure from (Bishop et al., 2012). 
As SOFCs and oxygen separation applications have trended towards lower 
operating temperatures to reduce cost and improve efficiencies, the use of doped ceria 
materials has been widely adopted (Sadykov et al., 2013). The most broadly used doped 
ceria material, Ce1-xGdxO2-x/2 (GDC), inherently improves the reducibility of ceria by 
increasing the concentration of surface exchange sites by introducing oxygen vacancies. 
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GDC yields higher ionic conductivity than the typically used yttria-stabilized zirconia 
(YSZ) for low-temperature SOFC electrolytes (Jacobson, 2010; Wachsman & Lee, 2011; 
Kilner & Burriel, 2014; Kharton et al., 2001) and is also known to inhibit carbon deposition 
by oxidizing carbon species on its surface with oxygen from the lattice (Ta-Jen Huang et 
al., 2005; Kubota et al., 2017). The oxygen exchange properties of GDC have been 
extensively studied using isotopic exchange techniques (Lane & Kilner, 2000; Ruiz-Trejo 
et al., 1998; Manning et al., 1996; Steele, 1994; De Souza, 2017). The activation energy 
for surface exchange was shown to decrease for temperatures below 650°C, suggesting a 
change in mechanism of oxygen adsorption or change of surface composition or atomic 
arrangement. Segregation of Gd to the surface of GDC has been observed (Lei et al., 2002; 
Borchert et al., 2005; Sato, 2015; Li et al., 2011), and Kilner et al. has suggested that a high 
concentration of surface segregated dopant cations would change the number of oxygen 
vacancies or change the local electronic structure, resulting in different surface exchange 
properties (Ruiz-Trejo et al., 1998). Doped ceria has also been shown to enhance and 
stabilize the surface concentration of Ce3+, even under relatively oxidizing conditions, and 
these reactive sites may be responsible for the high surface exchange activity observed for 
doped ceria (Chueh et al., 2012). 
1.3.5 Nanostructured Ceria 
The controlled synthesis, characterization, and application of nanostructured CeO2 
has attracted extensive interest over the past few decades, and several reviews have 
highlighted the recent progress (Trovarelli & Llorca, 2017; Melchionna & Fornasiero, 
2014; Sun et al., 2012; Wu & Overbury, 2015; Tang & Gao, 2016; Ta et al., 2013). 
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Researchers can precisely control the CeO2 surface atomic arrangements by preferentially 
exposing certain crystal facets, which changes the oxygen release/uptake characteristics 
and strongly affects the catalytic properties. The origin of ceria’s unique surface-dependent 
characteristics lies in the variation of the (111), (110), and (100) surfaces, which are the 
three most thermodynamically stable low index surfaces and have surface energies (eV) of 
0.68, 1.01, and 1.41, respectively (Nolan, Grigoleit, et al., 2005). Therefore, the (111) 
surface is the most stable, followed by the (110) surface, and the least stable (100) surface. 
Each surface has a lower coordination number than bulk CeO2 (4 for oxygen and 8 for 
cerium atoms). Figure 1.6 provides top, side, and perspective views of each type of surface. 
The bulk terminated (111) surface consists of a repeating O-Ce-O tri-layer structure with 
an oxygen terminating surface and results in a charge neutral surface with one coordinative 
unsaturated site for both Ce and O, meaning that only one adsorbate can link to these sites 
(Mullins et al., 2013). Likewise, the (110) surface is a charge neutral surface due to a 
stoichiometric balance of Ce and O in each plane, resulting in one and two coordinative 
unsaturated sites for oxygen and cerium, respectively. The (100) surface consists of a 
repeating O-Ce-O-Ce structure which causes a net dipole moment perpendicular to the 
surface and two coordinative unsaturated sites for both Ce and O atoms.  
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Figure 1.6. Top, side, and perspective views of CeO2 (100), (110), and (111) surfaces. Gray 
and red spheres represent Ce and O atoms, respectively. Figure from (Trovarelli & Llorca, 
2017). 
The (111), (110), and (100) CeO2 surfaces show surface-dependent reduction 
characteristics, which were first predicted by theoretical calculations (Sayle et al., 1994; 
Conesa, 1995) and later confirmed experimentally (Zhou et al., 2005). As briefly discussed 
in Section 1.2., calculations of oxygen vacancy formation energy (Ea) can be a simple yet 
powerful predictor for catalytic activity on ceria nanoparticles (Aryanpour et al., 2013). 
Nolan et al. has determined oxygen vacancy formation energies of 2.60 eV, 1.99 eV, and 
2.27 eV for (111), (110), and (100) surfaces, respectively (Nolan, Parker, et al., 2005). 
Although numerical results vary between other theoretical studies, the overall trend of 
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oxygen vacancy formation energy remains the same – Ea: (111) > (100) > (110) (Nolan et 
al., 2006; Sayle et al., 1994; Conesa, 1995; Paier et al., 2013; Skorodumova et al., 2004; 
Baudin et al., 2000). The strong predictive nature of the oxygen vacancy formation energy 
for catalytic activity has led to theoretical modeling becoming ubiquitous in nanostructured 
ceria studies (Bruix & Neyman, 2016, 2019).  
 In addition to surface type, the size of the nanoparticle also influences the surface 
chemistry of ceria. For ceria nanoparticles below ~10 nm, a significant increase in lattice 
constant compared to bulk CeO2 was observed by both Tsunekawa et al. and Zhou and 
Huebner, and the lattice relaxation was attributed to an increased concentration of Ce3+ 
ions at the surface (Tsunekawa, Sahara, et al., 1999; Tsunekawa, Sivamohan, et al., 1999; 
Zhou & Huebner, 2001). Additional studies demonstrated that a large surface to volume 
ratio on small CeO2 nanoparticles exposed a significant amount of low coordinated surface 
sites, which ultimately induced oxygen vacancies and formed CeO2-x while maintaining 
the fluorite lattice (Dutta et al., 2006; Hailstone et al., 2009; Deshpande et al., 2005). 
Theoretical modeling studies have investigated the oxygen vacancy formation energy as a 
function of CeO2 nanoparticle size. Migani et al. calculated oxygen vacancy formation 
energies for (CeO2)n for n from 20 to 140 and found that the specific location of the oxygen 
atom strongly influenced the energy for removal (Migani et al., 2010a, 2010b). The lowest 
energy for vacancy formation was obtained for removing an open two coordinate oxygen 
atom at the intersection of (100)/(111)-type facets, and a large variability (~2 eV) was 
found for various surface sites. Furthermore, Migani et al. calculated a dramatic size-
dependent reduction in oxygen vacancy formation energy, suggesting that certain sizes 
would produce a minimum in energy. As shown in Figure 1.7, the energy required to 
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remove an oxygen atom from a ~2 nm ceria nanoparticle is substantially lower than an 
extended, bulk surface or a 1 nm sized particle (Migani et al., 2010a; Trovarelli & Llorca, 
2017). The size and surface dependent oxygen removal characteristics strongly motivate 
the precisely controlled synthesis of CeO2 nanoparticles to ultimately tune the catalytic 
properties.  
 
Figure 1.7. Size-dependent oxygen vacancy formation energy for different ceria 
nanoparticles. Data is from (Migani et al., 2010a; Bruix & Neyman, 2016). Figure adapted 
from (Trovarelli & Llorca, 2017). 
Synthesis of nanostructured ceria occurs through the kinetic control of the 
nucleation and growth rates of high surface energy crystal faces to overcome the 
thermodynamically favored low energy faces. CeO2 nanoparticles typically crystallize in 
polyhedral geometries due to the isotropic nature of the cubic fluorite structure, resulting 
in octahedral or truncated octahedral shapes with (111) and (100) facets (Wang & Feng, 
2003; Tan et al., 2011; Manli Zhang et al., 2014; Florea et al., 2013; Yan et al., 2008; 
Migani et al., 2012). Hydrothermal, precipitation, sol-gel, surfactant-assisted, and other 
synthesis techniques have been used to modify the surface anisotropy and change the 
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growth rate of the crystal in different directions, producing ceria nanostructures with 
various morphologies, including cubes, rods, octahedra, wires, tubes, and spheres (Lin & 
Chowdhury, 2010; Sun et al., 2012). The crystal morphology can be controlled with several 
synthesis parameters, such as pressure, temperature, pH, solvent, concentration, and 
characteristics of precursors and additives. Typically used cerium precursors include 
cerium(III) nitrate hexahydrate [Ce(NO3)3·6H2O], cerium(III) sulfate hydrate 
[Ce2(SO4)3·xH2O], ammonium cerium nitrate [(NH4)2Ce(NO3)6], and cerium chloride 
(CeCl3) (Mai et al., 2005; Zhou et al., 2005; Gonghua Wang et al., 2013; Pahari et al., 2011; 
Schneider et al., 2011; Wang et al., 2010). Capping agents, in the form of organic/inorganic 
additives, and the use of templates are frequently utilized to selectively block certain crystal 
growth directions and promote the growth of specific surfaces to produce various 
morphologies (Yang & Gao, 2006; Zhang et al., 2007; Dang et al., 2010; Pan et al., 2008; 
Fuentes et al., 2008). The main drawback of template or capping agent techniques is the 
need to remove the additive after synthesis, which can adversely affect the surface reactive 
sites and introduce impurities (Dengsong Zhang et al., 2012). Consequently, when clean 
CeO2 surfaces are needed, template/surfactant free methodologies are preferred. 
One of the simplest techniques used to produce nanostructured ceria without 
templating or additive agents is a hydrothermal synthesis method (Yuan et al., 2009; Yan 
et al., 2008; Yang et al., 2007, 2009). In this method, a cerium salt is dissolved in water in 
the presence of a base (NaOH, KOH, or NH3), and the resulting solution is heat treated in 
an autoclave. Different morphologies can be produced with various combinations of 
cerium salt concentration, counterion, pH, temperature, and time of autoclave heat 
treatment. Anisotropic intermediates during the hydrothermal process or precursor 
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counterions acting as capping agents can both promote crystal growth in certain directions, 
resulting in nanostructured ceria (Mai et al., 2005; Wu et al., 2008; Wang et al., 2010). A 
schematic illustration for the hydrothermal synthesis of nanorods and nanocubes using 
NaOH as the base is shown in Figure 1.8a. When a cerium precursor is dissolved into a 
high pH NaOH solution, Ce(OH)3 nuclei precipitate and transition into rod shaped 
nanocrystals (Mai et al., 2005; Ming Lin et al., 2012). Depending on the nature of the 
precursor/counterion, the surface free energies and growth rates of certain facets are 
modified to produce the desired final shape. As shown in Figure 1.8a, when a cerium 
precursor with chloride ions is used, the formation of nanorods is favored whereas a 
nanocube shape is favored when nitrate ions are present in the cerium precursor (Wu et al., 
2008). Furthermore, the base concentration and temperature of the hydrothermal treatment 
play major roles in determining the final nanostructured shape, and a morphological phase 
diagram of CeO2 nanoparticles, nanorods, and nanocubes is shown in Figure 1.8b. 
Modified hydrothermal synthesis procedures have also been used to produce flower-like 
nanorod assemblies, nanowires, octahedra, and hollow nanocubes and nanospheres (Chen 
et al., 2008; Ji et al., 2012; Yu et al., 2008; Yan et al., 2008; Yang et al., 2010; Liu et al., 
2013). The wide variety of possible morphologies demonstrates the versatility of the 
hydrothermal synthesis method. 
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Figure 1.8. (a) Schematic illustration for the hydrothermal synthesis of nanorods and 
nanocubes. Figure from (Wu et al., 2008). (b) Morphological phase diagram of CeO2 after 
hydrothermal treatment. Figure from (Trovarelli & Llorca, 2017) with red circle data from 
(Torrente-Murciano et al., 2013) and blue circles are data taken from literature.  
The most widely investigated morphologies of nanostructured CeO2 are octahedra, 
cubes, and rods, mainly due to their shape-dependent catalytic properties and relative shape 
stability under various conditions (Wu & Overbury, 2015). Transmission electron 
microscopy (TEM) has been used to extensively characterize the structural properties of 
CeO2 octahedra, cubes, and rods (Zhang et al., 2018), and TEM images as well as schematic 
illustrations of octahedra, cubes, and rods are provided in Figure 1.9. CeO2 octahedra are 
composed of eight (111) facets (Figure 1.9a) whereas truncated octahedra (Figure 1.9d) 
also include six small (100) facets (Manli Zhang et al., 2014; Yan et al., 2008; Wu et al., 
2010; Wu, Li, Mullins, et al., 2012). Both octahedra and truncated octahedra are dominated 
by low surface energy (111) surfaces, and representative low and high resolution TEM 
(HRTEM) images of octahedra are shown in Figure 1.9g,j. In comparison, CeO2 nanocubes 
are ideally enclosed by six (100) facets as shown in Figure 1.9b. However, the ideal 
nanocube shape is rarely observed in the literature due to the high surface energy of the 
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(100) facets, and CeO2 nanocubes often have rounded corners and edges that expose (110) 
and (111) facets as shown schematically in Figure 1.9e and in TEM images in Figure 1.9h,k 
(Florea et al., 2013; Lin et al., 2014). The polar (100) surfaces have complex surface 
structure and can result in a mixture of Ce, O, and Ce-O surface terminations (Lin et al., 
2014). In addition, CeO2 (100) surfaces have been shown to demonstrate dynamic surface 
reconstructions and a high degree of reduction in the outermost surface layers (Bhatta, Ian 
M. Ross, et al., 2012; Bhatta, I M Ross, et al., 2012; Möbus et al., 2011; Bhatta et al., 2013; 
Lin et al., 2014; Bugnet et al., 2017; Sinclair et al., 2017). Rounded corners and edges 
become more pronounced for CeO2 nanocubes that have undergone heat treatments, with 
nanocubes eventually evolving into truncated octahedron geometries after extended 
thermal aging (Aneggi et al., 2014; Sayle et al., 2004; Aneggi et al., 2005).  
CeO2 nanorods display more heterogeneity than octahedra or cubes, and synthesis 
reaction conditions strongly influence the crystal growth direction and exposes surface 
planes. Typically, CeO2 rods grow along the [110] direction, exposing (100) and (110) 
planes as shown in Figure 1.9c (Mai et al., 2005; Zhou et al., 2005). However, rods with 
exposed (111) and (110) surfaces are also prevalent (Figure 1.9f) and have been shown to 
grow along the [111], [100] and [211] directions with hexagonal, pentagonal, or rectangular 
cross-sections (Lu et al., 2011; Yang & Gao, 2006; Du et al., 2007; Ji et al., 2012; Lin et 
al., 2015). Although not fully understood, the synthesis parameters, such as cerium 
precursors and calcination temperature, directly affects the nanorod morphology. For 
example, it was observed that rods enclosed with (110) and (100) facets generally occur 
when Ce(NO3)3 is used as a cerium precursor (Liu et al., 2009; Mai et al., 2005; Zhou et 
al., 2005), whereas rods with (111) and (100) facets occur when CeCl3 is used (Liu et al., 
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2009; P. X. Huang et al., 2005; Ji et al., 2012). However, a subsequent study on CeO2 
nanorods synthesized using a similar recipe found that the only well-defined and visible 
facets were (111) surfaces, with other surface facets being irregular or not well defined 
(Agarwal et al., 2013). Furthermore, Agarwal et al. suggested that the limited resolution of 
TEM in the early studies of Mai and Zhou (Mai et al., 2005; Zhou et al., 2005) prohibited 
the accurate characterization of nanorod surface structure, leading to the misassumption 
that nanorods are made up of (100) and (110) facets (Agarwal et al., 2013). This led to the 
suggestion that the nanorod synthesis calcination temperature was strongly affecting the 
surface structure. Several groups then investigated this hypothesis by thermally treating 
nanorods and demonstrated that (110) and (100) facets generally favor reconstruction to 
(111) facets when heated to elevated temperatures (> ~400°C) (Lin et al., 2015; Tana et 
al., 2009; Ta et al., 2012; Shengping Wang et al., 2013). Moreover, (110) CeO2 surfaces 
are known to reconstruct into a sawtooth-like profile made up of (111) nanofacets (Figure 
1.9l), which are energetically favorable and considered an intrinsic property of ceria (110) 
surfaces that may cause the higher activity generally observed for previously assumed 
(110)-terminated surfaces (Crozier et al., 2008; Yang et al., 2017; Tinoco et al., 2015; 
Bhatta et al., 2013). The morphological complexity of CeO2 octahedra, cubes, and rods 
surface structure characterization is clearly a challenging task; however, it is this complex 
heterogeneity that is likely responsible for the increased reducibility of nanostructured 
ceria. 
 
  28 
 
Figure 1.9. Schematic illustrations of an (a) octahedron, (b) idealized cube, (c) rectangular 
rod, (d) truncated octahedron, (e) cube with rounded edges and corners, and (f) hexagonal 
rod. Green facets represent (111) surfaces, blue represent (110) surfaces, and purple 
represent (100) surfaces. Representative low magnification TEM images of CeO2 (g) 
octahedra (Wu, Li, & Overbury, 2012), (h) cubes (Mai et al., 2005), and (i) rods (Zhou et 
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al., 2005). High resolution images of (j) octahedra (Agarwal et al., 2013), (k) rounded cubes 
(Agarwal et al., 2013), and (l) (111) nanofaceted rods (Yang et al., 2017). 
The shape-dependent redox properties of nanostructured ceria have been 
investigated using OSC measurements and catalytic reactions, such as the CO oxidation 
reaction. It was first demonstrated that cubes and rods have a higher OSC than octahedra 
(following the order of cubes > rods, >> octahedra), which was associated with the 
exposure of more reducible (100) and (110) surfaces on cubes and rods (Mai et al., 2005). 
A subsequent study found that the OSC followed the order of rods > cubes >> octahedra 
(Wu, Li, & Overbury, 2012). Regardless, this clearly established that the dynamic OSC of 
CeO2 nanorods and nanocubes is significantly higher than CeO2 octahedra due to the 
presence of more reactive surface oxygen species (Ishikawa et al., 2016; Zhang et al., 
2011). Density function theory (DFT) studies have suggested that highly defective and 
faceted surfaces, such as those on CeO2 rods and cubes, are ideal for facile oxygen 
incorporation/release, which also helps to explain why rods and cubes exhibit higher 
dynamic OSC than the more well-defined and less-defective octahedra surfaces (Trovarelli 
& Llorca, 2017).  
The surface oxygen exchange behavior of ceria is related to its catalytic properties, 
and CO oxidation is often used as a model reaction to probe ceria’s ability to form oxygen 
vacancies. The CO oxidation reaction proceeds via a Mars-van Krevelen mechanism where 
CO reacts with surface oxygen in the ceria lattice to form CO2, which then desorbs and 
leaves behind an oxygen vacancy that is subsequently filled by gas phase oxygen. The 
removal of lattice oxygen from ceria is the rate limiting step (Huang & Fabris, 2008), and 
therefore the reducibility of the ceria surface is directly related to the reactivity for CO 
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oxidation. Initially, theoretical calculations predicted that the facile formation of oxygen 
vacancies on the CeO2 (110) and (100) surfaces would significantly promote CO oxidation 
(Sayle et al., 1994; Conesa, 1995). Following the introduction of shape-selective synthesis 
and using CO oxidation as a model reaction, Zhou et al. confirmed that CeO2 nanorods 
with (100) and (110) facets displayed higher CO oxidation activity than irregularly shaped 
nanoparticles (Zhou et al., 2005). Many additional studies have followed and clearly 
established the correlation between ceria surface/shape reducibility and CO oxidation 
reactivity (Yan et al., 2008; Lawrence et al., 2011; Tana et al., 2009; Wu, Li, & Overbury, 
2012; Xue Wang et al., 2012; Lykaki et al., 2017; Renuka et al., 2013). Wu et al. 
investigated the structural dependence of CO oxidation over CeO2 rods, cubes, and 
octahedra and found that the light-off curves followed the order of rods > cubes > octahedra 
(Wu, Li, & Overbury, 2012). Additionally, they determined the turnover frequency (TOF) 
for the CeO2 nanoshapes as shown in Figure 1.10, which shows that the TOF of CO 
oxidation follows the order of (110) > (100) >> (111) and agrees with the trend of oxygen 
vacancy formation energies for ceria surfaces (Nolan, Parker, et al., 2005). Given the recent 
studies that demonstrate rods are generally made up of sawtooth-like (111) nanofacets 
(Figure 1.9l), it has been suggested that the origin of enhanced CO oxidation reactivity  
may be caused by defects in the rods, in particular oxygen vacancy clusters (Liu et al., 
2009, 2011). The low vacancy formation energy, low coordination number of surface 
oxygen, and high concentration of surface defects present on (100) and (110) surfaces of 
rods and cubes is considered responsible for the enhanced catalytic activity of 
nanostructured ceria. 
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Figure 1.10. Turnover frequency (TOF) of CO oxidation activity on CeO2 rods, cubes, and 
octahedra. Insets in plot are TEM images of ceria rods, cubes and scanning electron 
microscopy (SEM) image of octahedra. The indicated facets are those suggested to be 
dominant by (Wu, Li, & Overbury, 2012); however, rods have been shown to be dominated 
by (111) nanofacets and (100) surfaces (Agarwal et al., 2013). Figure from (Wu, Li, & 
Overbury, 2012).  
1.3.6 Influence of Metal-Ceria Interfaces 
Supported metal nanoparticles are widely used in heterogeneous catalysis, with the 
traditional role of the support being to disperse and stabilize the metal nanoparticles; 
however, several other effects can also occur at the metal-support interface in which the 
properties of the support can also influence and enhance the catalytic properties. This direct 
influence of the support on the chemisorption and catalytic properties of the metal phase is 
known as the metal-support interaction and includes support-induced changes in metal 
nanoparticle morphology, stability, electronic structure, and chemical state, as well as 
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nanoparticle-induced changes in the support (Ahmadi et al., 2016; Foger, 1984; Liu, 2011). 
Metal-ceria interfaces have unique characteristics due to the availability of surface oxygen 
species that ceria can supply to the metal nanoparticle during a reaction and are often 
exploited for a variety of catalytic applications. In addition to being preferential sites for 
oxygen exchange, the metal-ceria interface is known to facilitate the formation of oxygen 
vacancies and reduced ceria sites in the vicinity of the metal nanoparticles. Moreover, a 
synergistic effect can occur between the metal nanoparticles and the CeO2 support, with 
catalytic reaction rates often being greater than the sum of the rates over ceria and the metal 
individually (Bunluesin et al., 1998). Regardless of the type of metal, a considerable 
number of studies have shown that the ceria-metal interface is the preferential location for 
complex processes to occur, and this typically involves the formation of lattice defects (i.e. 
oxygen vacancies and Ce3+ ions) and electronic state modifications of the metal 
nanoparticles, both of which contribute to the facile activation of reactant molecules 
(Aneggi et al., 2016). 
A variety of different metals (Ni, Pt, Cu, Au, Ag, Pd, Rh) exhibit a strong metal-
support interaction (SMSI) with CeO2, and the structural and electronic effects of the 
metal-ceria interaction have been extensively investigated under both reducing and 
oxidizing conditions for a range of catalytic reactions (Wu & Overbury, 2015; Aneggi et 
al., 2016; Trovarelli, 1996). For example, the formation of active Ce3+ ionic centers and 
reactivity of ceria surface lattice oxygen has been shown to be responsible for tuning the 
metal oxidation states during redox reactions for both Cu (Tang et al., 2005; Nagai et al., 
2013) and Pd (Iglesias-Juez, 2004; Cargnello et al., 2012). The metal and ceria components 
at the interface can also have a cooperative effect, which can be exemplified with the water-
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gas shift (WGS) reaction: CO is adsorbed onto the metal nanoparticle and then oxidized by 
oxygen transfer from the ceria, which leaves behind an oxygen vacancy on the ceria surface 
that is subsequently reoxidized by water (Bunluesin et al., 1998; Li et al., 2000; Fu et al., 
2003, 2001; Andreeva et al., 2002; Jacobs et al., 2003). Other studies have provided 
evidence that the metal-ceria interface itself is the location for molecular activation as a 
result of facile oxygen transfer and formation of active ionic centers (Shimizu et al., 2010; 
Grzybek et al., 2016; R Wang et al., 2006; Graciani et al., 2014). The reaction species at 
the interface can migrate either onto the metal or the support, resulting in a spillover 
phenomenon that can strongly influence catalytic reaction rates or inhibit deactivation from 
occurring (Sharma et al., 2012; Pan et al., 2017; Ouyang et al., 2019; Kubacka et al., 2015). 
For instance, oxygen transfer from ceria-based supports to metal nanoparticles has been 
shown to reduce undesirable carbon deposition and improve catalyst stability (Ouyang et 
al., 2019; Kubota et al., 2017; Veranitisagul et al., 2012; Park et al., 2000; Ramı́rez-Cabrera 
et al., 2000; Wachsman & Clites, 2002; Murray et al., 1999; Zhou et al., 2012; McIntosh 
& Gorte, 2004; Lee et al., 2014). The direct role of the metal-ceria interface has been 
investigated using CO oxidation as a model reaction for a variety of different metals, and 
it has been shown that the metal atoms at the perimeter and corners of supported 
nanoparticles on CeO2 are the active sites, i.e. the interfacial atoms are responsible for 
catalytic activity (Cargnello et al., 2013; Stacchiola, 2015). Another effect of the SMSI is 
the decoration or encapsulation of the dispersed metal nanoparticles by the ceria support 
material (Bernal et al., 1999; Pan et al., 2017; Caballero et al., 2010). HRTEM has provided 
evidence that ceria can become mobile when partially reduced at elevated temperatures, 
and several examples of ceria-decorated metal nanoparticles are shown in Figure 1.11 
  34 
(Bernal et al., 2003; Ta et al., 2012; Ay & Üner, 2015; Bernal et al., 2001, 1995, 1994). In 
each of the studies from Figure 1.11, the decorating ceria can be identified as a reduced 
ceria phase, which likely bonds the metal particles more tightly and may change the 
electronic state of the metal, especially at the interfacial region. 
 
Figure 1.11. Decoration and encapsulation of metal nanoparticles from ceria support (a) 
Schematic illustration of reduced ceria support material decorating a metal nanoparticle as 
a result of SMSI. HRTEM images of (b) Rh/CeO2 (c) Au/CeO2 (d) Pt/CeO2 (e) Ni-Co/CeO2 
catalysts decorated with reduced ceria support material. Figure (a) adapted from (Pan et 
al., 2017), image (b) from (Bernal et al., 2003), image (c) from (Ta et al., 2012), image (d) 
from (Bernal et al., 1999), and image (e) from (Ay & Üner, 2015). 
A crucial aspect of the metal-ceria interface that has been investigated recently is 
the influence of ceria morphology on the interfacial properties and, consequently, on 
optimization of the catalytic activity. The surface structure of different ceria facets can 
promote or inhibit the lattice oxygen mobility, and this can play a significant role in the 
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stabilization of metal nanoparticles to reduce sintering in reactive environments, such as 
during CO oxidation or the WGS reaction (Farmer & Campbell, 2010; Campbell, 2013). 
In addition, the exposed surfaces of different CeO2 nanostructures can strongly influence 
the size, morphology, and interface of the metal nanoparticles. For example, Lin et al. 
investigated the WGS reaction for Au nanoparticles supported over CeO2 cubes and rods 
by using aberration-corrected scanning TEM (STEM) (Lin et al., 2015). It was determined 
that Au nanoparticles supported by CeO2 cubes coarsened and underwent morphological 
changes after the WGS reaction whereas the Au nanoparticles on CeO2 rods were almost 
unchanged after the reaction. The difference in behavior was attributed to the presence of 
additional oxygen vacancies and Ce3+ ions on the polar (100) surfaces of the CeO2 cubes, 
which ultimately weakened the Au/CeO2 interaction and allowed coarsening to occur. In 
contrast, the oxygen-terminated (111) surfaces present on the CeO2 rods preserved the 
SMSI and strongly anchored the Au nanoparticles. This shape-dependent SMSI behavior 
has also been observed for Ni nanoparticles supported by CeO2 rods and polyhedra for CO2 
reforming of methane (Du et al., 2012), Pt and Pd nanoparticles supported by CeO2 rods, 
cubes, and nanoparticles for the WGS reaction (Torrente-Murciano & Garcia-Garcia, 2015; 
Han et al., 2009), and Ru nanoparticles supported by CeO2 rods, cubes, and octahedra for 
the catalytic combustion of chlorobenzene (Huang et al., 2014). In each of these examples, 
the high catalytic activity of metal nanoparticles on ceria rods or cubes compared to 
polyhedra can be attributed to the favorable surface-dependent reduction characteristics of 
the rod and cube surfaces that ultimately results in a stronger metal-support interaction. 
  36 
1.4 Goals and Objectives 
A long-standing goal in heterogeneous catalysis is to elucidate and optimize the 
active structures, and the engineering of catalyst nanoparticles at the atomic-level is of 
great significance for controlling catalytic performance. Ceria-based catalysts have been 
extensively researched over the past several decades (Trovarelli, 1996, 2002; Aneggi et al., 
2016; Montini et al., 2016; Gorte, 2010), and as discussed in previous sections, the 
manipulation of the shape, size, exposed facets, and interfacial properties of CeO2 can 
dramatically alter the material’s functionality. Although significant progress has been 
made in recent years on understanding how nanostructured ceria can be used to tailor the 
catalytic properties, the complexity and dynamic behavior of surface structures under 
reactive conditions makes characterization a challenging task (Trovarelli & Llorca, 2017). 
Consequently, there is a necessity for the accurate characterization, especially at the atomic 
level, to elucidate how the surface structures of ceria dynamically behave during oxygen 
exchange processes under various conditions.  
In this study, CeO2 surfaces were characterized with advanced in situ aberration-
corrected TEM techniques to correlate dynamic behaviors of surface structures with 
oxygen exchange processes. Time-resolved TEM techniques were developed to extract 
structural information from image sequences of dynamic surfaces, which enabled unique 
insights into the behavior of CeO2 surfaces and their related functionality. The techniques 
developed herein may also be applied to other materials systems to accelerate 
understanding of structure-property relationships. The superior spatial resolution of 
aberration-corrected TEM techniques enabled local, atomic information to be obtained 
while probing ceria’s response to reactive conditions (i.e. temperature, reactive gases, 
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intense electron irradiation, vacuum). CeO2 nanocubes and a Ni/CeO2 catalyst were used 
as model systems to investigate surface structure and metal-support interactions. Key 
scientific questions that motivated the research include: 
• What is the spatial extent of the strong metal-support interaction on CeO2 
in various gases? How do different gaseous environments affect 
deactivation mechanisms?  
• Is it possible to identify the most active sites for oxygen exchange? How do 
surface defects (i.e. vacancies, steps, edges, strain) affect the oxygen 
exchange properties? 
• How do dynamic surface structures propagate during oxygen vacancy 
creation and annihilation and how can these dynamic events be accurately 
quantified? 
• How does surface-dependent strain modulate oxygen exchange? Can local 
strain promote facile oxygen vacancy creation/annihilation? 
To answer the first set of questions, a model Ni/CeO2 catalyst was exposed to 
various reactive gases, and the oxygen exchange properties of the metal-support interaction 
were correlated to catalyst deactivation, as discussed in Chapter 3. Chapter 4 aims to 
answer the second set of questions in which the surface structures of CeO2 nanoparticles 
were analyzed with picometer precision to connect dynamic atomic displacements to 
oxygen vacancy creation and annihilation. High spatial and temporal resolution were 
exploited to capture dynamic surface reconstructions related to oxygen vacancy creation 
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and annihilation on a CeO2 nanoparticle, and the challenges associated with accurate 
quantification of low signal to noise and big data sets are discussed in Chapter 5. Strain 
heterogeneity on CeO2 surfaces was correlated to oxygen vacancy creation and 
annihilation, and the details of this are presented in Chapter 6. The results herein 
demonstrate the importance and capability of atomic-level in situ TEM techniques for more 
completely elucidating the role of CeO2 surfaces and interfaces and how they influence and 
control oxygen exchange processes, a key component for the rational design and 
development of nanostructured catalysts. 
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2 Methods 
 As illustrated in Chapter 1, the oxygen exchange properties of ceria-based catalysts 
are influenced by atomic surfaces and interfaces. Consequently, it is necessary to 
accurately characterize these structures to develop a deeper understanding of the material’s 
properties and functionalities. In this Chapter, ceria-based catalysts were synthesized and 
characterized using both ex situ and in situ techniques. High resolution imaging and 
spectroscopy were performed using aberration-corrected transmission electron microscopy 
(TEM) and scanning TEM (STEM). Basic principles of TEM/STEM imaging and 
aberration-corrected are discussed in detail, and energy-dispersive X-ray and electron 
energy-loss spectroscopies are also briefly reviewed. In addition, environmental TEM is 
described in detail to highlight the principles of atomic-level in situ TEM. 
2.1 Material Preparation 
Many different techniques have been used to synthesize ceria-based materials, 
including but not limited to: spray pyrolysis (Rupp et al., 2007; Angoua & Slamovich, 
2012; Elidrissi et al., 2000; Kang et al., 2005), co-precipitation (Hari Prasad et al., 2010; 
Qi et al., 2004; Higashi et al., 1999), solid-state reactions (Leng et al., 2004), hydrolysis 
(Hirano & Inagaki, 2000), sol-gel processing (Laberty-Robert et al., 2006; Özer, 2001), 
electrochemical synthesis (Zhou et al., 1995), sonochemical synthesis (Yin et al., 2002), 
spray drying (Bowman et al., 2015; Blennow et al., 2009; Lundberg et al., 2011; Sharma 
et al., 2010), and hydrothermal synthesis (Hirano & Kato, 2004; Yang et al., 2009; Yan et 
al., 2008). Due to the single-step, simple approach and ability to produce nanoscale 
powders of tunable composition, spray drying was used to produce NiO/Gd-doped ceria 
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powders. To control the shape of ceria nanoparticles and produce well-defined nanocubes, 
a hydrothermal synthesis technique was used. 
2.1.1 Spray Dry Synthesis 
A spray drying technique was used to synthesize ceria-based powders (Sharma et 
al., 2010). Figure 2.1 shows a schematic diagram of the spray drying system. Precursors of 
Ni(NO3)2·6H2O, Ce(NO3)3·6H2O, and Gd(NO3)3·6H2O (Alpha Aesar, Ward Hill, MA), all 
of at least 99.99% purity, were combined in appropriate amounts to form a 0.1 M aqueous 
solution. The solution was sprayed as a fine mist into a stream of hot air (~300°C) to 
produce a powder of nanoparticles, which was collected from the collection areas shown 
in Figure 2.1. The as-sprayed powder was a combination of oxide nanoparticles and a 
disordered phase containing residual nitrate from the precursor solution. The as-sprayed 
powder was then calcined at 700°C for two hours to facilitate nitrate decomposition and 
coarsen the oxide crystallites, crushed with a mortar and pestle, and collected as the desired 
NiO/Gd-doped ceria powder. 
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Figure 2.1. Schematic illustration of the spray drying system. Figure from (Sharma et al., 
2010). 
2.1.2 Hydrothermal Synthesis 
CeO2 cubes were synthesized by the method developed by Yang et al. (Yang et al., 
2007, 2009). In a typical synthesis, Ce(NO3)3·6H2O was dissolved into distilled water and 
mixed with a 12 M NaOH solution for 30 minutes with stirring. The resulting slurry was 
placed into a 50 mL autoclave, filled with deionized water up to ~80% of the total autoclave 
volume, heated to 200°C for 24 hours, and cooled to room temperature. The precipitate 
was isolated by centrifugation, washed multiple times with deionized water, and dried at 
60°C overnight in air.  
2.1.3 Metal Impregnation 
An incipient wetness technique was used to deposit Ni onto CeO2 cubes following 
a method outlined by Banerjee et al. (Banerjee et al., 2009). A nickel nitrate solution was 
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prepared by dissolving a known amount of 99.999% Ni(NO3)2·6H2O into ethanol as a 
solvent. Impregnation was carried out in a mortar by dropwise addition of the nickel nitrate 
solution equivalent to the pore volume of the CeO2 in a saturated ethanol atmosphere inside 
a glove box. After continuously mixing for 30 minutes in the ethanol environment, the 
resulting slurry was dried at 60°C in air for two hours to yield a powder, which was calcined 
at 350°C for 2 hours to facilitate nitrate decomposition.  
2.2 Catalyst Characterization 
Ex situ catalytic reactions were performed in a microreactor called the RIG-150 
from In-Situ Research Instruments (ISRI) to determine the activity of the Ni/SiO2, 
Ni/CeO2, and Ni/GDC catalysts. The RIG-150 microreactor consists of a 10 mm internal 
diameter quartz tubular fixed-bed flow furnace capable of temperatures up to 900°C. Near 
the middle of the quartz tube is a quartz frit which keeps the catalyst in position but allows 
gas flow to pass through it. Gas flow is precisely controlled using mass flow controllers 
(MFCs); up to three reactant gases can be mixed with a carrier gas and flowed over the 
catalyst. A thermocouple inserted into the quartz tube and positioned near the catalyst, but 
separated from the gases by a quartz sheath, monitors and controls the temperature of the 
catalyst bed. A temperature gradient exists inside the tube furnace, especially near the exit 
points, so the thermocouple was positioned as close as possible to the catalyst to ensure 
accurate temperature control. 
Exit gases flowing out of the RIG-150 microreactor were analyzed using gas 
chromatography (GC).  Detailed operating principles of gas chromatography can be found 
in these references (Grob & Barry, 2004; Poole, 2012; McNair & Miller, 2011; Sparkman 
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et al., 2011). To summarize, a small sample of gas is injected into a long, thin tube called 
the column where a carrier gas is used to push the mixture through the column. The inside 
of the column is coated with an adsorbent layer, and different gas species will interact with 
the adsorbent differently. Distinct gases require different, characteristic amounts of time to 
pass through the column, and the time for a given gas to reach the end of the column, the 
elution time, is used to characterize the gas species present in the sample. Gases are thus 
separated when they exit the column and enter a detector which analyzes the gas species. 
Once the last gas species exits the column (usually 5-20 minutes depending on the species 
and column type), another sample is injected into the column to repeat the process. 
The GC system used for this work was a Varian 3900 GC equipped with a set of 
two parallel capillary PLOT (Porous Layer Open Tubular) columns – a 10 m long, 0.32 
mm diameter MolSieve5Å column designed to separate permanent gases (H2, CO, O2, N2) 
and a 50 m long, 0.53 mm diameter PoraBOND Q column designed for CO2 analysis. A 
thermal conductivity detector (TCD) installed in the Varian 3900 GC was used for 
analyzing gaseous products. The TCD functions by measuring the difference in thermal 
conductivities between the sample gas flow exiting from the RIG-150 microreactor and a 
reference gas flow. Pure carrier gas (He for experiments in this document) is used as the 
reference gas while a carrier/sample mixture makes up the sample gas. The reference and 
sample gases both flow over heated filaments, and when a sample gas species passes over 
the filament, the resistance of the filament changes due to the difference in thermal 
conductivity between the carrier and sample gases. This resistance change is monitored by 
a Wheatstone bridge type circuit, as shown in Figure 2.2, and produces a measurable 
voltage change proportional to the concentration of sample gases passing through the 
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column. The resulting spectra, called chromatograms, from the TCD are a function of this 
voltage change over time, allowing peaks to be identified as individual gas species. An 
example chromatogram is shown in Figure 2.3 where characteristic peaks are set on a flat 
baseline. Individual peaks are integrated to determine the concentration of gas species in 
the product gas, and chromatograms are acquired continuously throughout an experiment 
to monitor the changes in gas composition. 
 
Figure 2.2. Schematic diagram of Wheatstone bridge type circuit used in the Thermal 
Conductivity Detector (TCD) of the Varian 3900 GC. Figure adapted from Wikimedia 
Commons. 
 
Figure 2.3. Example gas chromatogram acquired from Varian 3900 GC. 
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2.3 Physical Characterization 
2.3.1 Transmission Electron Microscopy (TEM) 
 TEM is a powerful technique that is widely used throughout physical and biological 
sciences due to the superior resolving power compared to other forms of microscopy. An 
electron microscope can produce atomic resolution images and perform 
nanocharacterization of solids, liquids, and gases, providing information that would 
otherwise be unobtainable using other techniques. TEM and its related techniques are the 
primary characterization techniques used to study the materials of this document. Imaging 
was used to examine structural properties of Ni and CeO2 nanoparticles using both ex situ 
and in situ methodologies while spectroscopy provided electronic structure information of 
ceria under various stimuli. Extensive details on the development, fundamentals, 
instrumentation, and capabilities of TEM and related techniques are readily available in 
these references (Williams & Carter, 2009; Pennycook & Nellist, 2011; Egerton, 2016; 
Hirsch, 1977; De Graef, 2003; Zuo & Spence, 2017). The following section briefly 
summarizes the fundamentals of TEM and discusses the techniques most relevant to this 
dissertation. 
With its invention in 1932 by Max Knoll and Ernst Ruska, TEM facilitated a 
significant improvement in resolution and cemented itself as a critical tool for the research 
and development of advanced technologies (Knoll & Ruska, 1932; Ruska, 1987). The key 
feature of the electron microscope that enabled superior resolving power can be revealed 
by considering the classic Rayleigh criterion for visible-light microscopy, which states that 
the smallest distance that can be resolved, δ, is approximately equal to half of the 
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wavelength (λ), which is hundreds of nanometers for visible light. A better approximation 
for TEM is given by δ ~ 1.22λ/β where β is the collection semi-angle of the magnifying 
lens (Williams & Carter, 2009) and represents the diffraction-limited (theoretical) 
resolution of the microscope. This clearly demonstrates that a significant improvement in 
resolving power is achieved through the use of electron radiation (λ ~ picometers) 
compared to visible light (λ ~ 380-750 nm).  
Electron scattering is at the core of TEM, and occurs when an incident, or ‘fast’, 
electron passes through a specimen and interacts with nuclei and electrons via Coulomb 
interactions. This electron-specimen interaction can be broadly classified into either elastic 
scattering, where negligible energy transfer occurs, or inelastic scattering, where 
considerable energy transfer occurs. Elastic scattering results from interactions between 
incident electrons and atomic nuclei or the crystal lattice, causing the electrons to be 
deflected through relatively large angles (>1°). Diffraction is an invaluable type of elastic 
scattering which considers the fast electron’s wave nature and the collective scattering by 
the crystal lattice, resulting in scattered wave interference that is characteristic of the 
interatomic distances within the crystal. In contrast to elastic interactions, inelastic 
scattering events are a result of interactions between incident electrons and the atomic 
electrons in the specimen, typically resulting in very low angle scattering (<1°). A variety 
of signals are generated through inelastic scattering, including energy-loss electrons, 
characteristic X-ray emission, and secondary electrons, which can provide a wealth of 
chemical and electronic information about the specimen. These electron-specimen 
interactions form the basis of every TEM technique and are expanded upon in the following 
discussions. 
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The basic operating principles of conventional TEM image formation are shown 
schematically in Figure 2.4, which can be divided into three stages for simplicity. The 
illumination system is shown in Stage A and consists of an electron source and condenser 
lenses, which takes electrons from the source and transfers them to the specimen. In Stage 
B, the incident electron beam is scattered by a specimen, and then the scattered electrons 
pass through the objective lens, forming the primary image. It should be noted that the 
objective lens is the most important lens in the TEM; however, it is also a resolution-
limiting factor in conventional or uncorrected TEM due to the aberrations or imperfections 
of the lens itself. In Stage C of image formation in Figure 2.4, the primary image formed 
by the objective lens is highly magnified using intermediate and projector lenses and then 
focused onto the viewing screen or detector.  
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Figure 2.4. Schematic representation of conventional TEM operating principles. Figure 
adapted from MyScope, an online learning environment developed by Microscopy 
Australia. 
TEM image contrast arises from changes in the amplitude and/or phase of the 
electron wave as it passes through the specimen. In general, both amplitude and phase 
contrast are present in an image; however, imaging conditions are often chosen to enable 
one contrast type to dominate over the other. Amplitude contrast can result from two 
principle sources, i.e., mass-thickness contrast or diffraction contrast. Rutherford scattering 
(incoherent elastic scattering), which depends strongly on the atomic number of the atom 
and the spatial variation in sample thickness, induces mass-thickness contrast. In 
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comparison, Bragg scattering (coherent elastic scattering) gives rise to diffraction contrast, 
which is controlled by the crystal structure and orientation of the specimen. By tilting the 
specimen to a condition where only one Bragg beam is strongly excited along with the 
direct beam, a two-beam imaging condition can be used to form a strong diffraction 
contrast image. This diffraction contrast two-beam imaging mode is particularly useful for 
studying crystal defects because the diffracting planes near the defect are altered by the 
strain field of the defect. 
In comparison, phase contrast occurs due to interference between scattered beams 
that are out of phase with each other, generating an interference pattern (i.e. lattice fringes). 
Phase contrast requires multiple beams and is extremely sensitive to instrument and 
specimen parameters including objective lens defocus and astigmatism, as well as 
specimen thickness, orientation, and scattering factor. Thus, experimental image 
interpretation is particularly complex for phase contrast images, and theoretical image 
simulations are often required to extract and verify detailed atomic structural information 
of the specimen. However, proper control over instrument parameters generally enables 
experimental image interference fringes to be correlated to the lattice spacing and 
orientation of the specimen. As will be shown in subsequent chapters, phase contrast 
imaging can be used to directly interpret experimental images in terms of atomic structure. 
Aberration Correction 
The aberrations of the electromagnetic lenses used in a TEM can be a resolution-
limiting factor and complicate image interpretation. Ideally, a perfect lens, which focuses 
a point source to a single image point (Figure 2.5a), would be used; however, all lenses are 
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inherently imperfect and contain aberrations, so this isn’t possible in practice. Aberrations 
can be classified into two groups: geometrical aberrations and chromatic aberrations. 
Spherical aberration (Cs), the main resolution-limiting aberration in conventional TEM, is 
a geometrical aberration that occurs when the lens field behaves differently for off-axis 
rays. This is demonstrated in Figure 2.5b, which shows that the further off axis the electron 
is, the more strongly it is bent back toward the axis. A point source is therefore imaged as 
a disk rather than a single image point, degrading the ability to magnify details and limiting 
the resolution. Chromatic aberrations are caused by the energy-dependent refraction 
strengths of the electromagnetic lenses, causing rays with different energies to be focused 
differently, as shown in Figure 2.5c. Recent technical developments have enabled the 
successful correction of the dominant electron lens aberrations, resulting in another drastic 
improvement in resolution. 
 
Figure 2.5. Schematics of lens aberrations (a) Perfect lens – focuses a point source to a 
single image point. (b) Spherical aberration – rays at higher angles are over focused, 
causing a point source to be imaged as a disk. (c) Chromatic aberration – rays at different 
energies are focused differently. Image from (Pennycook et al., 2006). 
The point resolution of a conventional TEM is defined as ~0.66·Cs
1/4·λ3/4, and is 
achieved by using a distinct negative defocus condition, called Scherzer defocus, to 
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partially balance the effect of spherical aberration and optimize information transfer from 
the specimen (Scherzer, 1949). This condition represents the directly interpretable 
resolution limit of the microscope and image details smaller than this resolution undergo 
complicated contrast oscillations and require complex processing schemes to extract useful 
information. Clearly, reducing the electron wavelength or reducing spherical aberration 
improves the microscope point resolution, and higher energy electron beams (smaller 
wavelength) and better pole pieces (reduced Cs) have been developed to steadily improve 
resolution until ~1Å, as shown in Figure 2.6 (Pennycook et al., 2006; O’Keefe, 2008).  
 
Figure 2.6. The evolution of resolution from optical to electron microscopy. Figure from 
(Pennycook et al., 2006). 
 A significant advance has occurred in recent decades as software and hardware 
aberration correction methods have been invented and enabled aberration-corrected TEM 
(AC-TEM) to improve the resolution limits even further, as shown in Figure 2.6. The key 
aspect of this advancement is to use a set of multipole lenses to correct aberrations by 
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breaking the rotationally symmetric magnetic fields of the lenses. This set of multipole 
lenses acts as a divergent lens to compensate for the aberrations of the converging lens as 
shown in Figure 2.7. With the lens aberrations corrected, the complex contrast oscillations 
occurring at high spatial frequencies in uncorrected TEM are absent. This allows 
interpretable contrast to be obtained up to the information limit of the microscope, which 
is determined from partial temporal coherence effects such as the energy spread of the 
electron source and fluctuations of the accelerating voltage and objective lens current 
(Barthel & Thust, 2008). It is necessary to rapidly and precisely measure aberrations and 
iteratively adjust necessary lens’ currents, making sophisticated computer control 
indispensable to aberration correction. Hundreds of aberration-corrected TEMs have been 
manufactured following the successful demonstration of a hexapole Cs corrector system by 
Haider et al. in 1998 (Max Haider et al., 1998; Maximilian Haider et al., 1998; Uhlemann 
& Haider, 1998; Haider et al., 2009), enabling the long-standing goal of sub-Å resolution 
to be routinely achieved. In parallel with Haider’s TEM Cs corrector, Krivanek et al. 
successfully demonstrated Cs correction for STEM instruments using a combination of 
quadrupoles and octupoles (Krivanek et al., 1997, 1998, 1999). Furthermore, chromatic 
aberrations (Cc) have also been successfully corrected (Haider et al., 2010); however, a Cc-
corrected microscope was not used for the work in this dissertation and will not be 
discussed further. 
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Figure 2.7. Schematic illustration of spherical aberration correction. (a) The scattering 
power of a convergent lens increases with increasing angle, causing a point to be imaged 
to a disc. (b) Spherical aberration is corrected by adding a divergent lens, accomplished 
through a combination of multipole lenses, to image a point to a point – improving the 
microscope resolution. Figure from (Urban, 2008). 
With the wide-spread use of aberration-corrector systems, Cs is no longer viewed 
as an unchangeable, resolution-limiting property of the microscope but rather as an 
experimental variable that can be tuned to certain values. For example, it was shown that 
by tuning Cs to a small negative value (compared to unavoidable positive Cs in 
conventional TEM) and using an optimum positive overfocus yielded images with 
dramatically increased contrast of weakly scattering light elements, even in the direct 
neighborhood of strongly scattering heavy elements (Jia et al., 2004). The contrast 
enhancement under this so-called negative Cs imaging condition (NCSI) occurs as a result 
of an additive contribution of phase contrast and amplitude contrast due to electron 
diffraction channeling (Urban et al., 2009; Jia et al., 2010). NCSI is particularly useful for 
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direct imaging of light elements such as oxygen, even at partially occupied atomic columns 
in near surface regions (Lin et al., 2014; Jia et al., 2014). Image delocalization is suppressed 
under aberration-corrected conditions compared to conventional TEM imaging (Spiecker 
et al., 2010). To illustrate the suppression of image delocalization using NCSI, Figure 2.8 
shows two experimental images of CeO2 taken under conventional TEM conditions and 
NCSI conditions. In Figure 2.8a, a CeO2 nanoparticle is imaged using a non-corrected 
Tecnai F20 TEM, revealing extended delocalization of contrast into the vacuum region as 
well as only contrast of Ce atomic columns (Wang et al., 2009). In comparison, Figure 2.8b 
shows an image acquired using a Cs-corrected Titan TEM of a CeO2 nanoparticle surface, 
revealing no delocalization of contrast into the vacuum and both Ce and O atomic columns 
clearly resolved, even at the surface. The strong contrast of NCSI provides significantly 
more precise results of atomic column positions and occupancies compared to conventional 
TEM (Jia et al., 2010), enabling quantitative AC-TEM to be an ideal tool for atomic-level 
analysis of ceria surfaces. The advantages of NCSI imaging are exploited in Chapters 4-6 
to allow precise measurements of atomic columns on ceria surfaces to relate dynamic 
effects to oxygen exchange processes. 
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Figure 2.8. Illustration of the benefit of aberration-corrected TEM for imaging of CeO2 
nanoparticle surfaces. (a) Conventional TEM image of CeO2 nanoparticle in [110] 
projection. Image delocalization causes contrast oscillations into the vacuum region. Dark 
contrast arises due to Ce atomic columns. Image adapted from (Wang et al., 2009). (b) Cs-
corrected TEM image of a stepped (111) CeO2 surface in [110] projection. No 
delocalization of contrast into the vacuum is seen. Bright contrast is Ce columns and faint 
bright contrast is O atomic columns. White arrows indicate O atomic column contrast 
visible on the surface. Image is own unpublished data. 
2.3.2 Scanning Transmission Electron Microscopy (STEM) 
The operating principles of STEM differ from TEM imaging in several ways. In 
the STEM, incident electrons are converged into a fine probe using the objective prefield, 
which is then scanned laterally across the specimen using scanning (deflector) coils without 
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tilting the probe relative to the optic axis. Contrary to TEM image formation, the imaging 
(objective) lens of the STEM is positioned ahead of the specimen. Therefore, the 
aberrations in the probe-forming lenses are critical in STEM and control the size, shape, 
and amount of beam current in the fine probe. Aberration correctors have been coupled to 
STEM systems and sub-Å probes with high current can routinely be achieved, enabling 
high spatial resolution and image contrast (Krivanek et al., 1999, 2013; Batson et al., 2002; 
Erni et al., 2009; Sawada et al., 2009).  
As the fine probe is scanned across the specimen, the transmitted electrons can be 
detected using one or multiple detectors, as shown in Figure 2.9 and Figure 2.10a. Similar 
to TEM imaging mode, the fast electron can undergo coherent and incoherent elastic 
scattering when it transmits through the specimen, causing different types of STEM image 
contrast. A STEM bright field (BF) axial detector collects the transmitted electrons on axis 
(i.e. the direct beam) and produces a phase contrast image similar to BF TEM as a result 
of the interference of the direct beam with the diffracted beams. Recently, annular bright 
field (ABF) detectors, which have an annular shape and are located within the direct beam 
region (θ <10 mrads), have become increasingly popular due to their ability to directly 
image light elements, such as oxygen or hydrogen, along with heavy elements (Okunishi 
et al., 2009, 2012; Ishikawa et al., 2011; Hojo et al., 2010; Findlay et al., 2011). An annular 
dark field (ADF) detector collects the electrons that are scattered between ~10-50 mrads 
(sometimes larger) and avoids the direct beam, producing a dark field image. An ADF 
detector that only collects large angle scattered electrons (θ >100 mrads) and may have an 
outer collection angle up to several hundreds of mrads is referred to as a high-angle annular 
dark field (HAADF) detector. It should be noted that the angles mentioned here correspond 
  57 
to a medium voltage incident electron energy (200-300 keV) and that these angles would 
increase for lower voltage TEMs (60 keV). Incoherent elastic scattering, or Rutherford 
scattering, is atomic number (Z) dependent and is the dominant image contrast mechanism 
for HAADF imaging. Thus, HAADF images are also referred to as Z-contrast images, 
making image interpretation relatively straightforward as the intensity is proportional to 
the atomic number of the scattering element. An example of the complimentary ADF and 
BF signals in STEM imaging is shown in Figure 2.10b-c.  
 
Figure 2.9. Schematic of BF, ADF, and HAADF detector setup and the range of electron 
scattering angles gathered by each in a STEM operated at medium voltage (200-300 keV). 
Figure from (Williams & Carter, 2009). 
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Figure 2.10. STEM image formation using bright field (BF) and annular dark field (ADF) 
detectors. (a) Schematic of STEM imaging with a BF detector collecting direct beam and 
electrons scattered <10 mrads whereas an ADF detector collects the higher angle scattered 
electrons. (b,c) Complimentary ADF and BF (respectively) STEM images of Au 
nanoparticles on C film. Figure from (Williams & Carter, 2009). 
2.3.3 Energy-Dispersive X-Ray Spectroscopy (EDX) 
As mentioned previously and shown in Figure 2.11, when a fast electron is 
inelastically scattered as it transmits through the specimen, an atomic electron can be 
ejected, and an X-ray characteristic of the atom is emitted when the hole is filled by an 
outer shell electron. An X-ray spectrometer is located near the specimen location in the 
TEM to collect the X-rays and determine the elements within the specimen. In TEM mode, 
the electron beam can be condensed to generate X-rays from an area of interest, whereas 
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the fine probe can be positioned with more precise control in STEM mode. Limitations of 
EDX include poor energy resolution (~140 eV), absorption of emitted X-rays before 
leaving the specimen, spurious X-rays from microscope pole pieces, sample holders or 
other non-specimen components, low collection efficiency of all isotropically emitted X-
rays, and limited spatial resolution. The spatial resolution of EDX is governed by the beam-
specimen interaction volume and can be improved by using thinner samples; however, the 
number of emitted X-rays decreases with smaller interaction volumes. Thus, to improve 
the signal-to-noise ratio for spatially-resolved EDX, highly-sensitive, large area or multiple 
X-ray detectors have been integrated into TEMs. In this dissertation, EDX was used in 
TEM and STEM modes to distinguish and verify the general chemical composition of 
individual nanoparticles (i.e. NiO, Ni, CeO2, Gd-doped ceria, SiO2).  
 
Figure 2.11. Ionization and X-ray emission process. An inner shell electron is ejected by 
the fast electron beam. A characteristic X-ray is emitted when the hole is filled by an outer 
shell electron. Figure from (Williams & Carter, 2009). 
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2.3.4 Electron Energy-Loss Spectroscopy (EELS) 
EELS was the primary spectroscopic analysis technique used in this work because 
it enabled atomic-level characterization of local oxidation state of Ce cations in 
nanoparticles under various stimuli. EELS relies on the quantification of energy-loss events 
to probe bonding, oxidation state, local coordination, dielectric properties, bandgap, and 
thickness of a specimen. There are a variety of different EELS techniques available for use, 
including TEM EELS, STEM EELS, aloof-beam EELS, monochromated EELS, and 
energy-filtered imaging (EFTEM) (Egerton, 2009). Operating the microscope in STEM 
mode offers a key advantage of being able to position the fine probe with sub-nanometer 
precision at various locations on a specimen, thus allowing EELS to provide structural and 
chemical information down to the atomic level.  
Electron energy-loss spectroscopy quantifies the inelastic scattering events that 
occur as a result of the Coulombic interactions between incident electrons and the atomic 
electrons in the specimen. Such events typically result in very low angle scattering; thus, 
the entrance aperture of an energy-loss spectrometer is placed on the optic axis of the TEM 
to collect the forward-scattered electrons. The entrance aperture determines the range of 
scattering angles that contribute to the spectrum (typically between 5-100 mrads) and can 
also affect the energy resolution and signal-to-noise ratio of the spectrum. The inelastically 
scattered electrons are collected and dispersed with respect to energy by using a magnetic 
prism spectrometer as shown in Figure 2.12. Electrons that have undergone more energy 
loss will have lower velocity and their trajectory through the magnetic prism will be bent 
more so than electrons that have undergone no energy loss, leading to a dispersion of 
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energies at the exit of the prism. A series of lenses inside the spectrometer are then used to 
focus and magnify the energy-loss spectrum onto a charge-coupled device (CCD) camera 
(Krivanek et al., 1987).  
 
Figure 2.12. Schematic of EELS with a magnetic prism spectrometer. Colors represent the 
relative final energies of electrons after interacting with the specimen. An example 
spectrum highlights the three main regions: the zero-loss peak, low-loss, and core-loss or 
high-loss. Figure from (Crozier & Miller, 2016). 
The shape of the energy-loss spectrum and energy of each loss event can provide 
detailed structural and chemical information about the specimen and a typical energy-loss 
spectrum consisting of three parts is shown in Figure 2.12. The zero-loss peak (ZLP) 
consists of electrons that have transmitted through the specimen without undergoing 
significant energy loss, or inelastic scattering. The ZLP doesn’t contain spectroscopic 
information about the specimen and contains intensity tails that extend into the low-loss 
region, degrading the ability to quantitatively measure low-loss features of the spectrum. 
Furthermore, the full width at half maximum (FWHM) of the ZLP represents the energy 
  62 
resolution of the system. The energy resolution of EELS is fundamentally limited by the 
energy spread of the incident electrons emitted from the electron source and is typically 
~0.25 eV when a cold field emission gun (FEG) is used. Monochromators have recently 
been used to reduce the energy spread of electrons incident on the specimen, resulting in 
an order of magnitude improvement in energy resolution (<10 meV) (Krivanek et al., 
2014).  
 The low-loss region of an energy-loss spectrum (typically <50 eV) mainly arises 
from plasmons, where longitudinal oscillations of the weakly bound, outer-shell electrons 
(conduction or valance bands) are excited when the incident electron interacts with the 
specimen. Specimen thickness influences the low-loss region as more energy-loss events 
occur in thicker samples relative to very thin samples, where only single scattering may 
occur. The low-loss region can be used to estimate specimen thickness, t, by assuming 𝑡 =
𝜆 · ln[𝐼𝑇 𝐼0⁄ ] where λ is a plasmon or total-inelastic mean free path, I0 is the integrated 
intensity of the ZLP, and IT is the total integrated intensity in the spectrum (typically 
integrated up to ~200 eV to capture most of the intensity) (Egerton, 2009). When a 
monochromator is used for EELS, low-loss spectral features such as inter-bandgap states 
and vibration excitations can be more readily observed (Venkatraman et al., 2018; Bowman 
et al., 2016; Qianlang Liu et al., 2017; Krivanek et al., 2014). 
The core-loss region of an energy loss spectrum (>50 eV) contains direct elemental 
information, such as bonding and atomic position, and arises as an effect of inelastic 
interactions of the incident electrons with inner-shell electrons. The characteristic 
ionization threshold determines the onset energy of the so-called ionization ‘edge’. The 
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features located within ~50 eV after the edge onset, referred to as energy-loss near-edge 
structure (ELNES), contains information about local bonding and electronic structure such 
as valence and type of coordination and can be approximated by the local density of 
unoccupied states above the Fermi level. Ionizations that cause ejected electrons to be 
excited above the conduction band give rise to intensity features located 50 eV and beyond 
from the edge onset, referred to as extended energy-loss fine structure (EXELFS), and 
contain information about interatomic distances and local coordination number. Thus, the 
detailed shape of an energy-loss spectrum contains a wealth of structural and chemical 
information related to electronic structure and bonding.  
 A typical energy-loss spectrum of the core-loss region of CeO2 is shown in Figure 
2.13 and shows the characteristic O K and Ce M45 ionization edges. Quantization of 
ionization edges requires background subtraction to be performed, and detailed 
explanations for quantification procedures can be found in various texts (Egerton, 2011; 
Ahn, 2004; Egerton, 1991; Williams & Carter, 2009). The most commonly used 
background subtraction method, and the one used in this work, is to fit a power law function 
over a pre-ionization edge energy window. The background fitting function is then 
extrapolated to higher energy loss and subtracted from the raw spectra, producing a 
background-subtracted spectrum. In general, the width and the position of the background 
fitting window should be carefully chosen to reduce errors of the fitting function and 
improve the accuracy of the signal integration. 
  64 
 
Figure 2.13. Electron energy-loss spectrum of CeO2 showing core-loss region. Figure from 
(Sharma et al., 2004). 
 Following background subtraction, integration of ionization edges can be 
performed for quantitative analysis. Quantification of the Ce M45 edges, or so-called ‘white 
lines’, was used to determine the Ce oxidation state in this work and a simple quantification 
method has been established by Sharma et al. (Sharma et al., 2004). In this method, the 
background is subtracted from the M45 edge, the M4 and M5 peak intensities are integrated, 
and a M5-to-M4 intensity ratio is calculated. The intensity ratio is dependent on the Ce 
oxidation state, and the ratios for the limiting cases of Ce4+ and Ce3+ are determined through 
calibration. Spectra are acquired at room temperature, where Ce is in Ce4+ oxidation state, 
and under reducing conditions up to 700°C in 2 Torr of H2, where Ce has transitioned to 
Ce3+, as shown in Figure 2.14. A linear relationship is assumed between the M5/M4 
intensity ratio and the Ce oxidation state, with values between the limiting values 
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representing a mixture of Ce4+/3+. This method was used to determine local Ce oxidation 
states under various stimuli as described in Chapter 3.  
 
Figure 2.14. Background-subtracted Ce M5 and M4 peaks showing relative M5/M4 intensity 
changes with temperature. Ce oxidation state is determined by M5/M4 intensity ratio. 
Figure from (Sharma et al., 2004).  
2.3.5 In situ Electron Microscopy 
 Electron microscopy is an ideal tool for obtaining atomic-level structural and 
chemical information about a specimen; however, for many applications, observing 
samples in the vacuum environment of a TEM is far from a realistic condition. Therefore, 
the development of in situ (S)TEM characterization techniques has continuously evolved 
since the electron microscope was invented through various modifications to either the 
sample holder or the microscope. In situ techniques have enabled TEM specimens to be 
characterized while under thermal, gas, liquid, mechanical, electrical, and optical stimuli 
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(Taheri et al., 2016; Tao & Crozier, 2016). In the field of catalysis, the functionally-relevant 
active catalyst structures may only be present during a chemical reaction and may also 
change during the reaction, making in situ studies vital for understanding catalytic 
properties. Additionally, coupling in situ characterization of a catalyst with the 
simultaneous measurement of the catalytic performance, known as operando TEM, has 
greatly enhanced knowledge of structure-property relationships (Crozier & Hansen, 2015; 
Miller & Crozier, 2014). Accordingly, fundamental, atomic-level insights into catalytic 
reaction and deactivation mechanisms are greatly enhanced through the direct observation 
of dynamic nanomaterial responses to controlled stimuli made possible through in situ 
TEM techniques. 
 Early in situ TEM approaches were initially pursued as a possible means to reduce 
beam damage and specimen contamination (Butler & Hale, 1981; Koh et al., 2016), and it 
wasn’t until the 1970s that the study of chemical reactions at elevated temperatures became 
a strong driving force for in situ environmental TEM (ETEM) development (Hashimoto et 
al., 1968; Baker & Harris, 1972; Baker, 1979). Since then, the number of publications using 
in situ TEM has steadily increased, as shown in Figure 2.15. This trend has been made 
possible through two successful modification strategies that have evolved separately, and 
successfully, alongside TEM, and they are the ‘windowed’ cell approach, and the 
differential pumping ‘aperture’ approach. Recent years have seen a significant increase in 
publications involving in situ TEM, which is likely attributed to the continued development 
of specimen holders for windowed and aperture systems enabling an even larger breadth 
of experimental possibilities available to more researchers. A comprehensive review on the 
development of in situ and environmental TEM can be found in these references (Taheri et 
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al., 2016; Crozier & Hansen, 2015; Wagner et al., 2012; Hansen & Wagner, 2016; Hansen 
et al., 2010; Jinschek, 2014; Takeda & Yoshida, 2013; Takeda et al., 2015; Jinschek & 
Helveg, 2012; Gai & Boyes, 2009; Sharma & Crozier, 2005), and a brief introduction on 
the techniques used in this work are described below.  
 
Figure 2.15. Number of publications identified using the keywords “in situ”, “transmission 
electron microscopy”, and “TEM”, showing a steady increase over the last 30 years. Figure 
adapted from (Koh et al., 2016; Sinclair, 2013). 
Traditionally, a high vacuum environment (typically 10-7-10-10 Torr) is required for 
standard operation of a TEM to prevent electron scattering by gas molecules and 
contamination of the electron gun. Higher pressures or long gas paths result in a higher 
probability of scattering to occur between fast electrons and the gas species, potentially 
degrading imaging conditions. Therefore, any gas or liquid must be confined to a small 
region near the sample to minimize fast electron-gas interactions. The windowed cell 
method accomplishes this by encapsulating the sample and reaction gases or liquids 
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between two non-porous, amorphous electron-transparent windows such as SiN or carbon 
membranes. The windows effectively seal off the specimen and surrounding environment 
from the high vacuum of the microscope. This approach has the distinct advantages of 
being able to achieve ambient or higher-pressure conditions, compatibility with different 
TEMs with no need for modifications to the microscope column, and ability to introduce 
liquids around the sample for wet chemistry studies. Holders based on 
microelectromechanical systems (MEMS) have recently enabled miniaturization of the 
enclosed gas/liquid volume and the integration of a heater, allowing atomic resolution to 
be achieved at ambient pressures and elevated temperatures (de Jonge et al., 2010; Dai et 
al., 2017). The main drawbacks to the windowed cell approach include: scattering 
information from the ‘electron-transparent’ windows is superimposed on the image of the 
specimen and compromises the image resolution, hindered EDX acquisition due to 
adsorption of X-rays by the windows, and limited field of view due to geometry constraints.  
In comparison, the aperture approach makes use of several small apertures placed 
above and below the specimen to restrict gas flow into the microscope column and uses 
differential pumping to maintain a large pressure difference between the specimen region 
and the electron gun area. A schematic of a differentially pumped TEM column is shown 
in Figure 2.16 and illustrates the use of turbo molecular and ion getter pumps placed at 
each stage of the column to restrict the leakage of gases into the microscope column. This 
approach requires modification of the microscope column, and various designs were 
experimented with on individual microscopes until the pioneering Boyes and Gai design 
was adopted for commercialization in the early 2000s (Boyes et al., 1995; Boyes & Gai, 
1997; Gai & Boyes, 1997). In the Boyes and Gai design, radial holes are incorporated into 
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the objective lens pole pieces for the first stage of differential pumping and the controlled 
environmental cell is the regular sample chamber of the ETEM, making it an integral part 
of the microscope column. The key advantage to the differentially pumped aperture ETEM 
approach is that the basic instrument resolution is preserved as the imaging conditions are 
not degraded by the presence of membranes. Additional benefits of this approach are that 
specimen holders used in regular, high-vacuum TEMs are compatible and in situ 
spectroscopy (EDX & EELS) is advantageous, as there is no contribution from window 
membranes. For example, EELS has been used to quantify the gas composition in the 
ETEM cell near the sample to probe catalytic gas products (Crozier & Chenna, 2011; Miller 
& Crozier, 2014; Crozier & Miller, 2016). The pressure in a differentially pumped ETEM 
is typically limited to ~20 Torr, thus making ambient pressure studies confined to using the 
windowed-cell approach.  
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Figure 2.16. Schematic diagram of a differentially pumped TEM column. TMP: turbo 
molecular pump; IGP: ion getter pump; RGA: residual gas analyzer; PC: plasma cleaner. 
Image from (Wagner et al., 2012). 
 The ability to observe materials in gaseous environments and elevated temperatures 
can result in significant scientific knowledge; however, it comes at the expense of 
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instrument performance and increased experimental complexity. Elastic and inelastic 
scattering of the fast electron beam by the gas molecules confined in the windowed cell or 
environmental cell of the differentially pumped column induces an overall decrease in 
intensity and a loss of resolution. For the ETEM approach, the electron-gas interactions 
take place throughout the full volume between the pressure limiting apertures, resulting in 
a lengthy gas pathway of around 7 mm (Hansen et al., 2010). Electrons that are scattered 
by gas molecules may be intercepted by apertures and other parts of the microscope. The 
loss of intensity that reaches the CCD detector has been quantified as a function of gas 
species and pressure (Hansen & Wagner, 2012, 2016; Zhu & Browning, 2017), and results 
are shown in Figure 2.17. Unsurprisingly, the measured intensity on the CCD decreases 
with increasing gas pressure. An increase in pressure increases the density of gas molecules 
in the path of the electron beam, which therefore increases the probability of an electron-
gas scattering event. For heavier molecules such as O2 and N2, a higher pressure causes a 
substantial decrease in the overall intensity that reaches the CCD detector. 
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Figure 2.17. Intensity recorded on the CCD camera as a function of gas species and 
pressure for a 300 keV electron beam. Heavier molecules cause more electron-gas 
scattering events to occur which are intercepted by apertures and other parts of the 
microscope. Image from (Hansen & Wagner, 2012, 2016). 
 The spatial resolution of the microscope is also decreased with increased gas 
pressure. As shown in Figure 2.18, a damping of the contrast transfer function can be seen 
in the FFTs in images of amorphous carbon imaged out of focus in the presence of gas. 
The loss of information from higher spatial frequencies in increased gas pressure occurs 
due to elastic and inelastic scattering above and below the sample (Yaguchi et al., 2011; 
Suzuki et al., 2013). Furthermore, a high beam current density or total current causes 
significant ionization of gas molecules, resulting in structural degradations such as etching 
and loss of resolution (Jinschek & Helveg, 2012; Bright et al., 2013). To minimize the 
negative effects of complex electron-gas interactions inside the microscope, it is generally 
desirable to use reduced beam currents and lower pressures to ensure adequate resolution 
while studying specimen dynamics.  
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Figure 2.18. Contrast transfer in presence of gas. Top: FFT of amorphous carbon imaged 
out of focus. Bottom: the radial intensity of the FFT in the top has been extracted. Figure 
adapted from (Hansen & Wagner, 2012). 
Many insights on CeO2-based materials have been enabled through in situ TEM 
techniques (Zhang et al., 2018). For example, Sharma et al. used in situ ETEM and EELS 
to investigate the reduction behavior of low-surface area and high-surface area CeO2 
catalysts in H2 at elevated temperature (Sharma et al., 2004). It was found that high-surface 
area CeO2 catalysts underwent reduction at lower temperatures than low-surface area 
samples, and oxygen vacancy ordering occurred under reduction conditions. In follow-up 
studies, it was shown that oxygen vacancy ordering led to the formation of C-type Ce2O3 
and was easily reversible during re-oxidation, revealing the structural mechanism for the 
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rapid storage and release of oxygen in CeO2 redox applications (Crozier et al., 2008; Wang 
et al., 2009). In situ TEM imaging and simultaneous electrical biasing of CeO2 revealed 
that oxygen vacancy ordering was responsible for the resistance switching effect in ceria 
and demonstrated that redox processes could be electrically driven at ambient temperature 
(Gao, Wang, et al., 2010; Gao, Kang, et al., 2010). The important influence of metal-ceria 
interfaces on redox reactions has been characterized for a variety of different metals and 
reactions using in situ TEM (Cargnello et al., 2013; Uchiyama et al., 2011; Yoshida et al., 
2012; Kuwauchi et al., 2013; Zhang et al., 2015; Lawrence & Crozier, 2018). The ability 
to observe dynamic processes under reaction conditions has clearly expanded our 
fundamental understanding of CeO2-based materials. 
2.3.6 Specimen Preparation 
TEM powder specimens were prepared by sprinkling nanoparticles onto a thin, 
holey carbon film (~15 nm thick) supported on a 200 mesh Cu grid (Grid Tech). Thin, high 
quality amorphous carbon films were necessary for aberration measurement and correction 
when using the FEI Titan microscope. For in situ experiments, the microscope was first 
aligned using the holey carbon films and then a Pt grid was loaded into the heating holder. 
Carbon films were not used for heating/gas experiments to avoid corrosion/etching of the 
carbon film and to ensure the experimental observations were due to the desired catalyst-
gas interaction and not catalyst-carbon film interactions. The Pt mesh grids were punched 
out of a 100-mesh woven Pt mesh using a 1/8th inch hole punch, similar to a paper hole 
punch. To increase rigidity and interconnect of mesh fibers, a glass vial was used to ‘crush’ 
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the Pt mesh. Samples were then prepared by immerging Pt mesh grids in a vial of 
nanoparticle powder to coat the grid bars. 
2.3.7 TEM Imaging Cameras 
A conventional charge-coupled device (CCD) camera was used for the work in 
Chapter 3 while an advanced direct detection camera was used for image formation in 
Chapters 4-6. Conventional CCD detectors used in TEM imaging cameras use an indirect 
detection method for image formation. As shown in Figure 2.19., CCD cameras convert 
incident electrons into light using a scintillator, then the light is transferred through an 
optical fiber to a CCD sensor to convert the light into charge, which is transferred pixel-
by-pixel to be read out as an image. The scintillator design of the CCD camera provided 
protection against radiation damage of the sensor from high-energy electrons and led to the 
widespread adoption of CCD cameras for electron microscopy in the 1980s (Spence & 
Zuo, 1988). However, the scintillator is a limiting factor for camera performance, and 
recent developments in CMOS active pixel sensor (APS) technology has enabled direct 
detection cameras to become the future norm in electron microscopy. As shown in Figure 
2.19., direct detection cameras eliminate the scintillator and directly convert incident 
electrons to charge. In this design, each pixel contains a photo detector and active amplifier 
and pixels are read out individually. Direct detection cameras have led to significantly 
improved performance in read-out speed, image resolution, and sensitivity compared to 
traditional CCD cameras (Faruqi et al., 2005; McMullan et al., 2014; Faruqi & McMullan, 
2018; Ruskin et al., 2013). For scintillator-based cameras, electrons can be scattered in the 
optical fiber, generating a major source of noise. In contrast, the thin and transmission 
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sensor of the direct detection method dramatically minimizes the noise, which leads to 
improved signal-to-noise. Ultimately, this results in an increased detective quantum 
efficiency (DQE), which is a measure of the ability of an imaging device to generate image 
contrast above noise (Pan & Czarnik, 2016). By reducing the noise and directly counting 
incident electrons, direct detection cameras provide improved DQE values across all spatial 
frequencies, leading to better sensitivity and resolution. 
 
Figure 2.19. Schematic illustration of indirect and direct detection methods for electron 
microscopy imaging cameras. Figure adapted from Gatan K2-IS User Guide, Gatan, Inc.  
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3 Oxygen Transfer at Metal-Reducible Oxide Nanocatalyst Interfaces: 
Contrasting Carbon Growth from Ethane and Ethene 
3.1 Motivation 
As discussed in Section 1.3.6., metal-ceria interfaces can strongly influence 
catalytic activity and reduce carbon deposition on metal nanoparticles through facile 
oxygen transfer from the ceria support. During hydrocarbon reforming reactions, 
hydrocarbons are often converted to syngas (CO and H2), and carbon deposition is an 
undesirable side reaction which can deactivate the catalyst and cause mechanical 
degradation (Ghoneim et al., 2016). For example, during direct reforming on SOFC anodes, 
carbon deposition not only deactivates the catalyst but may also fracture or destroy the 
anode microstructure if not controlled (Zhan & Barnett, 2005; Bierschenk et al., 2010; 
Pillai et al., 2010). Nickel, in the form of nanoparticles, is often employed as the catalyst 
for hydrocarbon reforming because of its ability to activate the C-H bond and its low cost 
(Abatzoglou & Fauteux-Lefebvre, 2016). For processes such as steam reforming, dry 
reforming, or partial oxidation, the oxidizing reactant is introduced to the reactor in gaseous 
form (H2O, CO2 or O2) which adsorbs and dissociates on the catalyst surface (Rostrup-
Nielsen, 1993; Liu et al., 2010). For reforming on SOFC anodes, the oxidizing reactant is 
reactive lattice oxygen which diffuses through the fuel cell from the cathode. Any 
restriction in access or decrease in the supply of oxidizing reactants may result in carbon 
formation and subsequent degradation.  
Metal catalysts supported on ceria-based supports provide a bifunctionality during 
reforming reactions since the metal surface can activate the hydrocarbon and the ceria is 
effective for the oxidation of carbon species (Ruiz Puigdollers et al., 2017). The use of 
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Ni/ceria-based catalysts has provided improved carbon-resistant systems for industrial 
steam reforming, dry reforming, partial oxidation, and autothermal reforming processes 
due to the high oxygen mobility introduced by the ceria component (Montini et al., 2016; 
Ghoneim et al., 2016; Aneggi et al., 2016; Ta-Jen Huang et al., 2005). In particular, Gd-
doped ceria (GDC) has displayed improved carbon resistance and is frequently used to 
minimize carbon deposition during reforming reactions over Ni/ceria-based catalysts (Gür, 
2016; Wang et al., 2017; Zha, 2004; Duboviks et al., 2015).  In such Ni-ceria composite 
systems, interfacial interactions are critical in controlling the chemical reactions occurring 
on the material’s surface. Despite Ni/ceria-based catalysts exhibiting improved carbon-
resistance, the literature on reforming light hydrocarbon components of important 
feedstocks, such as natural gas, over Ni/ceria-based catalysts lacks comparative analysis of 
carbon formation from different hydrocarbons. Most studies have focused on methane 
(CH4) reforming to syngas, since CH4 is the predominant component of natural gas (Wei 
Wang et al., 2006; Souentie et al., 2013; Niakolas et al., 2013; Zongyuan Liu et al., 2017; 
Kho et al., 2017; Ay & Üner, 2015; Liu et al., 2016). For example, Liu et al. investigated 
the effects of metal-support interactions on C-H bond breaking for dry reforming of 
methane over a Ni/CeO2 catalyst (Liu et al., 2016). However, to obtain a more complete 
picture of carbon deposition associated with natural gas and metal-oxide interfacial 
processes, it is important to investigate the behavior of higher hydrocarbons, such as ethane 
(C2H6) and propane (C3H8). Recently, a few studies have examined the carbon formation 
processes associated with ethane and propane reforming over various catalysts (Bierschenk 
et al., 2010; Schädel et al., 2009; Solsona et al., 2012; Xufeng Lin et al., 2012; Huang & 
Reimert, 2013). The deposition of carbon from these gases has been shown to occur more 
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easily than from methane (Eguchi et al., 2002; Kishimoto, 2004; Kishimoto et al., 2005; 
Bierschenk et al., 2010), making their behavior of paramount importance.  
To understand differences in the carbon deposition behavior from various gases, it 
is important to characterize the interactions that take place at the metal-oxide interface. The 
rate at which adsorbates are oxidized at the metal-oxide interface depends on the 
concentration of adsorbate species at the interface and the oxygen vacancy formation 
energy at the three-phase boundary, i.e. the line of contact between the gas phase, the metal, 
and the oxide. Ceria has an inherently high oxygen storage capacity and serves as an 
oxygen source during initial oxidation reactions on the surface. Moreover, it is also a fast 
oxygen ion conductor, and it may be initially easier to backfill the surface oxygen vacancy 
by oxygen migration from the lattice rather than the potentially more difficult four electron 
transfer process required for the dissociation of a molecular O2 adsorbate (Adler et al., 
2007). However, after oxygen is removed from the outer layers of the crystal, the distance 
that lattice oxygen must diffuse from the crystal interior becomes larger. Thus, the oxygen 
storage capacity becomes depleted and oxygen may become much harder to donate to the 
catalytic reaction in highly-reduced ceria (i.e. Ce2O3), and the molecular dissociation of 
reactant species may become more favorable. 
In situ studies, which directly probe the metal-oxide interface evolution in the 
presence of different hydrocarbons, can provide valuable insights on the atomic-level 
mechanism leading to carbon deposition (Ertl et al., 2008). For example, in situ ETEM has 
been used to investigate atomic-level nucleation and growth mechanisms of carbon 
nanotubes over Ni catalysts (Hofmann et al., 2007; Lin et al., 2006; Sharma et al., 2005; 
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Sharma & Iqbal, 2004; Kling et al., 2016). In this chapter, ex situ characterization and 
aberration-corrected, in situ ETEM techniques were used to investigate the atomic-level 
metal-support interactions occurring during initial stages of carbon deposition from light 
hydrocarbons over model Ni reforming catalysts. To determine species-dependent 
differences in carbon deposition behaviors, representative natural gas species were 
reformed separately over a Ni/GDC catalyst, and the amount of carbon deposited by each 
species was quantified. A Ni/GDC catalyst was selected due to its widespread use as a 
carbon resistant material (Wei Wang et al., 2006; Ge et al., 2012). However, to isolate and 
probe the role of the Ni/ceria interface, a model Ni/CeO2 nanocube catalyst system was 
chosen to facilitate the interpretation of in situ ETEM experiments. To elucidate the role 
of ceria on regulating carbon deposition from light hydrocarbons, the same ex situ and in 
situ experiments were performed on a Ni catalyst supported on SiO2, a non-reducible oxide. 
The Ce oxidation state was monitored with EELS (Sharma et al., 2004) and when combined 
with STEM, provided nanometer level resolution; thus, local structural evolution was 
correlated with catalytic properties under reactive conditions. In situ atomic-resolution 
TEM images and STEM/EELS linescans of the catalyst particles and interfaces were used 
to identify the mechanisms that enable Ni/CeO2-based catalysts to inhibit carbon deposition 
from light hydrocarbons. The primary focus of this work was to explore the fundamental 
carbon formation behavior taking place under conditions when gaseous oxygen is not 
readily available (e.g. a solid oxide fuel cell anode). 
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3.2 Experimental 
3.2.1 Catalyst Synthesis 
A 20 wt% Ni/Gd0.15Ce0.85O2 (GDC) powder was synthesized using the one-step 
spray drying synthesis technique as described in Section 2.1.1. A subsequent reduction in 
H2 at 400°C was necessary to convert NiO/GDC into the catalytically active phase of 
interest, Ni/GDC, which is seen in Figure 3.1a. A 10 wt.% Ni/CeO2 nanocube catalyst was 
synthesized using the hydrothermal synthesis and wet impregnation procedures described 
in Section 2.1. Following a reduction in H2 at 400°C for two hours, the resulting Ni/CeO2 
catalyst yielded an average Ni particle size of 8.6 nm. A typical Ni/CeO2 nanocube catalyst 
is shown in Figure 3.1b following NiO reduction. A 7.3 wt.% Ni/SiO2 catalyst synthesized 
by Chenna et al. was chosen for this study due to a nearly identical particle size distribution 
to the 10 wt.% Ni/CeO2 catalyst (Chenna et al., 2011); the average Ni particle size on the 
7.3 wt.% Ni/SiO2 catalyst was 8.9 nm. For the 7.3 wt.% Ni/SiO2 catalyst, amorphous SiO2 
spheres were synthesized via the Stöber method (Stöber et al., 1968) and then calcined at 
500°C for two hours to remove any precursor residues. The resulting amorphous silica 
spheres were impregnated with 7.3 wt.% Ni using the same incipient wetness impregnation 
method as described by Banerjee et al. (Banerjee et al., 2009; Chenna et al., 2011) and 
summarized in Section 2.1.3. The resulting Ni/SiO2 catalyst is shown in Figure 3.1c after 
NiO reduction. Although the Ni loading amount was different for each support, this was 
not a critical concern because the focus of this work was to study the Ni/support interfaces, 
independent of the metal loading. The resulting catalysts produced particle size 
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distributions and dispersions that were suitable for TEM observations, and therefore the 
different metal loading of each catalyst was appropriate for this work.  
 
Figure 3.1. Typical images of fresh catalysts in 4 Torr H2 at 400°C. (a) Ni/GDC, (b) 
Ni/CeO2, (c) Ni/SiO2. 
3.2.2 Ex situ Catalyst Characterization 
The freshly calcined catalysts’ activity for the catalytic partial oxidation of methane 
to syngas (CH4 + ½O2 → CO + 2H2) was determined using an In Situ Research Instruments 
(ISRI) RIG-150 microreactor with a 10 mm internal diameter quartz tubular fixed-bed flow 
furnace. Under similar experimental conditions, the activity for the catalytic partial 
oxidation of ethane was determined. Product gases were analyzed with a Varian 3900 Gas 
Chromatograph (GC). This system was used for all ex situ reforming and carbon deposition 
experiments. For ex situ reforming experiments, the input reactant gas was a mixture of 
CH4/O2/He or C2H6/O2/He, with typical flow rates of 8 cc/min C2H6 or C2H4, 4 cc/min O2, 
and 50 cc/min He. The catalyst bed temperature was increased from 30°C to 900°C at a 
rate of ~4°C/min, and the conversion of fuel to products was monitored as a function of 
temperature.  
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For ex situ carbon deposition experiments, the Ni-supported catalysts were first 
reduced at 400°C for two hours in 5% H2/Ar and then heated to 550°C in 5% H2/Ar at a 
heating rate of ~4°C/min. Once the catalyst reached 550°C, the temperature was held 
constant as the gas flow was immediately switched to either C2H6, C2H4, CH4, or CO, each 
of which are either present in natural gas or observed during reforming. The catalyst was 
exposed to the carbonaceous gas for 10 min. The gas flow was then immediately switched 
to He carrier gas and the furnace was turned off to allow the catalyst to cool to room 
temperature. To quantify the amount of carbon deposited during the reaction, temperature 
programmed oxidation (TPO) was carried out by flowing 50 cc/min He and 3 cc/min O2 
while heating to 750°C at a rate of 2°C/min. The deposited carbon was oxidized to CO2, 
and the resulting output gas flow was analyzed using a Varian 3900 GC. A JEOL 2010F 
TEM was used to image all ex situ carbon deposition catalysts. 
3.2.3 In situ Catalyst Characterization  
In situ electron microscopy experiments were undertaken to obtain a deeper 
understanding of the relationship between the carbon deposition process, the oxide support, 
and the hydrocarbon source. The experiments were performed on an FEI Titan ETEM 
equipped with a Gatan Imaging Filter (GIF) which was used for EELS. For all experiments, 
Ni/SiO2 and Ni/CeO2 powders were dispersed onto a Pt mesh TEM sample grid and loaded 
into a Gatan hot stage. The catalysts were initially reduced at 400°C for 2 hours in 5% 
H2/Ar in an ISRI RIG-150 microreactor. The sample was transferred to the FEI Titan 
ETEM and further reduced in situ at 400°C for 2 hours in 4 Torr H2 to remove any surface 
oxides that may have formed during transfer to the microscope. Regions of interest were 
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imaged in H2 and the sample was cooled to 100°C. Hydrocarbon gas was then introduced 
to the sample chamber, heated to 550°C, and the same regions were imaged as in H2. 
Images were acquired over 1-4 hours of hydrocarbon exposure. Under real internal 
reforming conditions, H2O and CO2 will also be present on the anode. However, it is 
important to recognize that the reforming conditions will be very different along the anode 
flow channel (Chenna et al., 2011). Close to the inlet, the concentration of H2O and CO2 
will be very low, whereas at the outlet, these products will dominate (Paradis et al., 2011). 
Thus, it was anticipated that the conditions present in the ETEM would be close to those 
present at the anode inlet. 
For in situ STEM experiments, a nominal probe size of ~2 Å was used; however, 
in practice, instabilities in both the hot stage and sample at elevated temperature degraded 
the spatial resolution of the spectroscopy up to 1 nm although this did not impact the overall 
conclusions from the analysis. In situ EELS was used to monitor the oxidation state of 
Ce3+, which varies with the oxygen content of the ceria according to 𝐶𝑒𝑥
3+𝐶𝑒1−𝑥
4+ 𝑂2−𝑥/2. 
Transitions from the occupied 3d5/2 band and the 3d3/2 band to unoccupied 4f states above 
the Fermi level give rise to sharp spectral peaks at 879eV (M5) and 900 eV (M4), the so-
called Ce M45 edge. The occupancy of the 4f band changes from 0 to 1 as the oxidation 
state of Ce changes from 4+ to 3+. A simple method to determine the occupancy of the 4f 
states is to use the relative intensity ratio of the M5 and M4 peaks as described in Section 
2.3.4 (Sharma et al., 2004). It was assumed that the M5-to-M4 intensity ratio measured at 
room temperature in vacuum represented the Ce4+ state while the intensity ratio measured 
at 800°C in H2 represented a Ce
3+ oxidation state. Values between these two limiting values 
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represent a mixture of Ce4+ and Ce3+ oxidation states. All experimental data was quantified 
assuming a linear relationship between the M5-to-M4 intensity ratio and the Ce oxidation 
state. The local Ce oxidation state, and thus the local oxygen content of the ceria support 
was determined. Spectra were acquired over 1-4 hours of hydrocarbon exposure. 
3.3 Results and Discussion 
3.3.1 Catalytic Activity of Reforming Reactions 
The partial oxidation of methane to syngas (CH4 + ½ O2 → CO + 2H2) over a 
Ni/GDC catalyst was investigated from 100°C to 900°C. As seen in Figure 3.2a, CH4 and 
O2 conversion began around 350°C and produced CO2 and H2O (complete oxidation of 
methane) until ~700°C. At 700°C, O2 conversion reached 100% and a significant increase 
in CH4 conversion occurred. This large increase in CH4 conversion has been discussed 
previously (Chenna et al., 2011) and is attributed to NiO particles converting to Ni metal 
once a reducing environment has been established by complete O2 conversion. Once 
reduced to Ni, the catalyst produced CO and H2 (partial oxidation of methane), and for the 
reactor conditions employed here, showed methane conversion that was near 
thermodynamic limits. 
The partial oxidation of ethane was also investigated over a Ni/GDC catalyst from 
100°C to 900°C. Conversion results are also shown in Figure 3.2a. C2H6 and O2 began 
converting at roughly the same temperature (350°C) as CH4 and O2 reforming. During 
C2H6 reforming, the O2 conversion reached 100% at 600°C and a significant increase in 
C2H6 conversion occurred. This significant increase in conversion can again be associated 
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with the conversion of NiO to Ni. 100% C2H6 conversion occurred around ~700°C while 
CH4 was not fully converted until ~800°C. Notably, carbon deposits (graphite layers) were 
observed with TEM on the catalyst following C2H6 reforming but not after CH4 reforming. 
Thus, reactions occurring with gases present during C2H6 reforming caused carbon 
deposition onto the Ni/GDC catalyst. Figure 3.2b shows the carbon-containing products 
detected during the partial oxidation of ethane. Ethene (C2H4), CH4, CO, CO2, and residual 
un-reformed C2H6 were all detected at various temperatures and were the focus for ex situ 
carbon deposition experiments. 
 
Figure 3.2. (a) Conversion data for partial oxidation of methane and partial oxidation of 
ethane over Ni/GDC catalyst. The ethane reforming reaction proceeded at lower 
temperatures than methane reforming. Carbon deposits were observed after ethane 
reforming but not after methane reforming. (b) Carbon-containing products present during 
C2H6 reforming reaction. 
3.3.2 Ex situ Carbon Deposition 
The carbon deposition observed following C2H6 reforming may have been 
deposited by the reactants, products, and/or intermediate gas species present at the surface 
of the Ni/GDC catalyst. To determine the carbon species most likely to cause carbon 
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deposition, a set of experiments was performed to quantify the amount of carbon deposited 
individually by each of these gases: C2H6, C2H4, CH4, and CO. The Ni/GDC catalyst was 
heated to 550°C, a temperature at which all four carbon-containing gases were observed 
during the C2H6 reforming experiment, in an ISRI RIG-150 microreactor and exposed to 
each of the four carbon-containing gases separately under conditions specified previously 
in the experimental section. The TPO results are summarized in Figure 3.3, and it is shown 
that C2H4 is responsible for the largest amount of deposited carbon as evidenced by the 
largest peak. C2H6 was responsible for the second largest amount. CO deposited a minimal 
amount of carbon under these conditions. CH4 also showed minimal carbon deposition 
when compared to C2H4 and C2H6. These observations are consistent with prior work 
showing that two-carbon molecules deposit carbon more easily than CH4 (Eguchi et al., 
2002; Kishimoto, 2004; Kishimoto et al., 2005; Bierschenk et al., 2010), further 
underscoring the need to evaluate the performance of catalysts under representative light 
hydrocarbon environments. To isolate and probe the role of the Ni/ceria interface, C2H4 
and C2H6 were selected for further investigation of carbon deposition behaviors onto the 
model Ni/CeO2 and Ni/SiO2 systems. 
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Figure 3.3. Temperature programmed oxidation results from four different carbon-
containing gases on a Ni/GDC catalyst. Ethene (C2H4) and ethane (C2H6) were responsible 
for large deposits on the catalyst. 
To determine the differences in carbon deposition behaviors between C2H4 and 
C2H6, ex situ carbon deposition experiments were performed using model Ni/CeO2 and 
Ni/SiO2 catalysts. The Ni/CeO2 and Ni/SiO2 catalysts were heated to 550°C and exposed 
to either C2H6 or C2H4 for 10 minutes. Following cool down, the catalysts were examined 
with a JEOL 2010F TEM. Ni particles re-oxidized to NiO during transfer to the 
microscope. Many carbon nanofibers (CNFs) were observed on the Ni/SiO2 catalyst when 
exposed to C2H4 as is seen in Figure 3.4a. The growth of CNFs is consistent with other 
studies on Ni/SiO2 and C2H4 exposure (Esconjauregui et al., 2009). Graphite growth was 
observed on Ni/CeO2 during C2H4 exposure and some Ni particles were encapsulated with 
graphite, as shown in Figure 3.4b. Ceria surfaces were void of graphite; only Ni particle 
surfaces showed carbon. TPO was performed to quantify the amount of carbon present on 
the model Ni/CeO2 and Ni/SiO2 catalysts. TPO results in Figure 3.4c show that large 
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carbon deposits were on Ni/SiO2 (solid blue line) relative to Ni/CeO2 (dotted red line), 
likely due to the large number of CNFs present on Ni/SiO2. Thus, carbon deposition 
occurred on both Ni/SiO2 and Ni/CeO2, indicating that the CeO2 support was unable to 
inhibit carbon deposition during C2H4 exposure. During C2H6 exposure, all Ni/SiO2 
particles showed a large degree of CNF growth as seen in Figure 3.5a, but no CNFs were 
observed on any Ni/CeO2 catalyst (Figure 3.5b). TPO was also used to quantify the 
deposited carbon from C2H6 onto each catalyst; results are shown in Figure 3.5c. 
Additionally, each bare support was subjected to the same hydrocarbon conditions and the 
TPO results are included in Figure 3.5c. Bare SiO2 and CeO2 had no carbon deposits as 
evidenced by the lack of peaks in the TPO results. The lack of carbon deposition on the 
bare supports is consistent with other studies that have examined carbon deposition on 
these supports, which concluded that Ni is necessary to catalyze hydrocarbon 
decomposition (Takenaka et al., 2001; Zhang & Amiridis, 1998). As evidenced by the 
largest peak in Figure 3.5c, Ni/SiO2 had a large amount of carbon deposition when 
compared to the very small peak from Ni/CeO2. The comparison of Ni on these two 
different supports suggests that the metal-support interaction between Ni and CeO2 plays 
a key role in suppressing carbon deposition onto the Ni/CeO2 catalyst during C2H6 
exposure. 
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Figure 3.4. Ex situ carbon deposition from ethene (C2H4) on Ni/SiO2 and Ni/CeO2. A large 
amount of carbon nanofibers grew on Ni/SiO2 as seen in (a). Carbon deposited in the form 
of graphite onto Ni/CeO2, (b) shows a Ni particle that was encapsulated with graphite 
during C2H4 exposure. (c) Temperature programmed oxidation results from C2H4 onto 
model Ni/CeO2 and Ni/SiO2 catalysts. Ni/CeO2 was unable to inhibit carbon deposition as 
evidenced by the peak at ~425°C in the red dotted line. 
 
Figure 3.5. Ex situ carbon deposition from ethane (C2H6) on Ni/SiO2 and Ni/CeO2. Carbon 
nanofibers grew on Ni/SiO2 as seen in (a) No carbon deposition was observed on Ni/CeO2. 
Ni particle surfaces were clean when supported by CeO2 as seen in (b). (c) Temperature 
programmed oxidation results from carbon deposited during C2H6 exposure on Ni/SiO2, 
Ni/CeO2, SiO2, and CeO2. SiO2 and CeO2 had no carbon deposits. Ni/CeO2 had a minimal 
amount of deposited carbon compared to Ni/SiO2. 
3.3.3 In situ Carbon Deposition 
In situ ETEM experiments were conducted to investigate the differences in carbon 
deposition behaviors between C2H4 and C2H6 exposure during reaction conditions. Initial 
images were recorded in a H2 environment to ensure NiO particles had been reduced to Ni 
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and to have baseline structural information to facilitate the identification of changes 
induced by hydrocarbon introduction. Figure 3.6a-b shows a Ni/SiO2 particle at 400°C in 
4 Torr H2 and 550°C in 0.5 Torr C2H4, respectively. Graphite layers were seen growing on 
the Ni surface during C2H4 exposure. Likewise, graphite layers formed on Ni/CeO2 as can 
be seen in Figure 3.6c-d which were acquired under the same conditions as Figure 3.6a-b. 
Images in Figure 3.6b,d were acquired after ~2 hours of C2H4 exposure. Figure 3.7a-b 
shows Ni/SiO2 at 400°C in 4 Torr H2 and at 550°C in 1 Torr C2H6, respectively. Several 
graphite layers formed on the surface of the Ni particle on SiO2 after ½ hour. All Ni/SiO2 
catalyst particles showed graphite formation. Figure 3.7c-d shows Ni/CeO2 at 400°C in 4 
Torr H2 and at 550°C in 1 Torr C2H6, respectively. Contrary to what was seen on Ni/SiO2, 
Ni/CeO2 showed no signs of graphite formation even after 4 hours of C2H6 exposure. In 
Figure 3.7d, the crystalline CeO2 present in Figure 3.7c has become an amorphous CeO2-x 
phase. The representative structural change is shown in additional Ni/CeO2 regions in 
Appendix 8.1. No structural changes were seen in Ni/CeO2 during C2H4 exposure and the 
ceria support remained crystalline as Ni particles were encapsulated with graphite, as 
shown in Figure 3.6d and in additional regions in Appendix 8.1. The transformation from 
crystalline to amorphous ceria is thus facilitated by C2H6 exposure. It was hypothesized 
that this structural transformation was the result of oxygen being removed from the CeO2 
lattice to inhibit graphite formation. To further test this hypothesis, in situ spectroscopy 
experiments were performed. 
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Figure 3.6. In situ C2H4 carbon deposition on Ni/SiO2 and Ni/CeO2. Images were acquired 
in H2 (a) & (c) to ensure that the catalyst was in the active Ni metal phase. Graphite was 
observed on the surface of Ni particles on both Ni/SiO2 (b) and Ni/CeO2 (d) when exposed 
to C2H4. Both images in (b) and (d) were acquired after ~2 hours of C2H4 exposure.  
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Figure 3.7. In situ C2H6 carbon deposition on Ni/SiO2 and Ni/CeO2. Images were acquired 
in H2 (a) & (c) to ensure that the catalyst was in the active Ni metal phase. Graphite was 
observed on surfaces of Ni particles on Ni/SiO2 after ½ hour exposure (b) but not on 
Ni/CeO2 (d) when exposed to C2H6 for four hours. The ceria support has become 
amorphous after four hours of C2H6 exposure (d). 
In situ STEM experiments were conducted to probe local Ce oxidation states during 
C2H6 and C2H4 exposure at locations in the CeO2 cubes near Ni/CeO2 interfaces and at 
regions without any Ni particles nearby. Figure 3.8a shows a typical high-angle annular 
dark-field (HAADF)-STEM image of the Ni/CeO2 catalyst. EELS linescans were acquired 
initially at 400°C in 4 Torr H2 to use as a reference before hydrocarbon exposure. The 
linescans allowed the Ce oxidation state to be determined at each point along the line, thus 
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providing spatially resolved information on oxidation state as a function of distance from 
the Ni/CeO2 interface. The dotted line in Figure 3.8a indicates the EELS linescan direction. 
Figure 3.8b is a typical spectrum from the EELS linescan near the Ni/CeO2 interface 
(indicated by the red star on the linescan) in C2H4. Little change was observed in the Ce 
M45 relative peak intensity ratio when C2H4 was introduced and the sample heated to 550°C 
compared to spectra acquired in 4 Torr H2 at 400°C, showing that the Ce near the metal-
oxide interface was predominantly 4+. Figure 3.9a shows a representative HAADF-STEM 
image of another Ni/CeO2 catalyst region. Figure 3.9b provides an energy-loss spectrum 
near the Ni/CeO2 interface where the catalyst is in 4 Torr H2 at 400°C. A change in the Ce 
M45 relative peak intensity ratio is observed when 1 Torr C2H6 is introduced and the sample 
is heated to 550°C as seen in Figure 3.9c. This Ce M45 peak intensity ratio change indicates 
a transition from Ce4+ to Ce3+ near the Ni/CeO2 interface. In each in situ STEM EELS 
experiment, EELS linescans were acquired from 5-7 regions of interest in H2. Following 
hydrocarbon introduction, EELS linescans were acquired from the same regions that were 
observed in H2 exposure. An average Ce oxidation state as a function of distance from the 
Ni/CeO2 interface in H2, C2H4, and C2H6 was determined and is plotted in Figure 3.10. The 
Ce oxidation state remained near 4+ when the catalyst was in 4 Torr H2 at 400°C as shown 
by the solid orange line. A slight reduction was observed near the Ni/CeO2 interface when 
in 1 Torr C2H4 at 550°C as shown by the dashed blue line. A large change in Ce oxidation 
state (and thus oxygen removal) was seen at the Ni/CeO2 interface when exposed to 1 Torr 
C2H6 at 550°C as evidenced by the dotted red line. Energy-loss spectra were also acquired 
at the surfaces and corners of bare CeO2 cubes (without Ni particles) in H2, C2H4, and C2H6, 
and the average Ce oxidation state in each gas was 4+. It was concluded that the localized 
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reduction zones near Ni/CeO2 interfaces are caused by a removal of oxygen during 
hydrocarbon exposure facilitated by the Ni particles. Furthermore, this evidence also 
suggests that the structural transformation observed in Figure 3.7d and Appendix 8.1 is 
related to oxygen deficiency in the ceria support. 
 
Figure 3.8. (a) HAADF-STEM image of Ni/CeO2 catalyst. Dotted line indicates EELS 
linescan. Red star indicates the position on the linescan where (b) was acquired. (b) Energy-
loss spectrum near Ni/CeO2 interface (red star position) in 0.5 Torr C2H4 at 550°C. Little 
to no change of the Ce M45 edge intensity ratio from the spectrum (not shown) acquired in 
4 Torr H2 at 400°C was observed. 
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Figure 3.9. (a) HAADF-STEM image of Ni/CeO2 catalyst. Dotted line indicates EELS 
linescan. Red star indicates the position on the linescan where the inserts were taken. (b) 
Energy-loss spectrum near Ni/CeO2 interface (red star position) in 4 Torr H2 at 400°C. (c) 
Energy-loss spectrum near Ni/CeO2 interface (red star position) in 1 Torr C2H6 at 550°C. 
Ce M45 edge intensity ratio changes during C2H6 exposure indicating a transition from Ce
4+ 
to Ce3+. 
 
Figure 3.10. Plot of average Ce oxidation state as a function of distance from Ni/CeO2 
interfaces in C2H6 and C2H4. EELS linescans were acquired from several regions of interest 
  97 
in each gas. The plot shows a slight reduction near the Ni/CeO2 interface during C2H4 
exposure and a large reduction near the Ni/CeO2 interface during C2H6 exposure. 
3.4 Discussion 
Differences in the C2H6 and C2H4 molecules, as well as their molecular interactions 
with Ni/CeO2, contribute to the different carbon deposition behaviors observed in these 
experiments. C2H4 (∆Hf = +52 kJ/mol) is more thermodynamically unstable than C2H6 
(∆Hf = -84 kJ/mol) and is more likely to readily decompose. The thermal dehydrogenation 
of ethene to acetylene (C2H4 → C2H2 + H2) is an endothermic reaction (∆H = 174 kJ/mol). 
However, once C2H2 is formed, subsequent decomposition reactions will occur rapidly to 
form carbon and hydrogen (Baker et al., 1972; Sharma & Iqbal, 2004; Feng et al., 2011; 
Otsuka et al., 2001). Ethane’s thermal dehydrogenation to ethene (C2H6 → C2H4 + H2) is 
also an endothermic reaction (∆H = 136 kJ/mol) (Qiao et al., 2016; Gerzeliev et al., 2015). 
However, an alternative way to dehydrogenate C2H6 is through partial oxidation, otherwise 
known as oxidative dehydrogenation (ODH) (C2H6 + ½ O2 → C2H4 + H2O), which is 
exothermic (∆H = -106 kJ/mol) (Gärtner et al., 2013). Consequently, the dehydrogenation 
of C2H6 is thermodynamically favored in the presence of an oxidizing agent. During 
catalysis, the C-H bond is activated by a metal surface, in this case Ni (Santen & 
Niemantsverdriet, 1995; Vang et al., 2006). The rate limiting step of C2H6 decomposition 
on a Ni(111) surface is the initial C-H bond activation (Ea = 257.9 kJ/mol), whereas the 
initial C-H activation is more facile on Ni(111) for C2H4 decomposition (Ea = 47 kJ/mol) 
(Zhang et al., 2009; Basaran et al., 2011; Lehwald & Ibach, 1979; Vang et al., 2006). 
Compared to a C2H6 molecule, the C2H4 molecule’s relative instability and low C-H bond 
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activation energy suggests that more rapid decomposition will take place directly on the Ni 
surface. 
If the rate at which carbon atoms accumulate on the Ni particle surface exceeds the 
rate at which carbon is removed from the surface, then the surplus carbon can arrange into 
graphene sheets and form graphite layers. Recent density functional theory (DFT) studies 
have examined C2H6 and C2H4 dehydrogenation reactions on Ni surfaces and examined 
each intermediate product; they concluded that binding energies (BE) exhibit the following 
trend: C2H6 < C2H4 < C2H2 < C2H < C2 < C (Zhang et al., 2009; Mueller et al., 2010; 
Basaran et al., 2011). For example, the BE of C2H4 on Ni is 63 kJ/mol, whereas C2H2 is 
bound to the Ni surface with a BE of 251 kJ/mol. Carbon dimers (C2) are strongly bound 
to Ni with a BE of 708 kJ/mol and can be considered graphite-forming precursors. The 
formation of a carbon dimer (C2) from individual C atoms (C + C → C2) is an exothermic 
reaction (∆H = -71 kJ/mol) on Ni, thus facilitating facile C-C bond formation and 
subsequent graphite formation (Mueller et al., 2010; Basaran et al., 2011). Therefore, C2H4 
not only dissociates more rapidly than C2H6 but also leads to an increase in graphite-
forming precursors that are strongly bound to Ni surfaces resulting in the graphite layers 
seen on Ni surfaces in Figure 3.6d. 
In contrast to the behavior of C2H4, the thermodynamically favorable location 
where decomposition of the C2H6 molecule will occur is near an oxidant – in this case at 
Ni/CeO2 interface sites. At Ni/CeO2 interface sites, or Ni particle “perimeter” sites, Ni can 
catalyze the ODH reaction (C2H6 + ½ O2 → C2H4 + H2O) through the consumption of 
surface oxygen atoms in the CeO2 support due to its exothermic nature. The endothermic 
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dehydrogenation reaction (C2H6 → C2H4 + H2) may still occur on Ni surfaces, albeit at a 
much slower rate than the ODH reaction route preferred at Ni perimeter sites. While the 
decomposition of C2H6 and C2H4 may both lead to graphite-forming precursors, facile C2H6 
decomposition is restricted to Ni/CeO2 interface sites. Furthermore, graphite-forming 
precursors, such as C or C2, generated near the Ni/CeO2 interface sites can then be oxidized 
with surface oxygen atoms from the ceria support to form CO or CO2, leaving behind 
oxygen vacancies. This mechanism is likely to inhibit carbon deposition on Ni/CeO2 during 
C2H6 exposure. 
For catalytic reforming processes where O2 is present (e.g. partial oxidation or 
autothermal reforming), surface vacancies can be filled by molecular oxygen and a Mars-
van Krevelen-like carbon oxidation mechanism occurs, whereas surface vacancies on a 
SOFC anode are backfilled from bulk oxygen ion diffusion. In these in situ experiments, 
the O2 partial pressure is very low and the primary source of oxygen was the CeO2 support 
(at least initially). Due to ceria’s high oxygen ion conductivity, oxygen atoms in the bulk 
can quickly migrate to backfill the vacancies left behind at the surface. As oxygen is 
continuously removed at the Ni/CeO2 interface, an oxygen-depleted region is formed 
surrounding the Ni particle. The suggested carbon oxidation mechanism is supported by 
Figure 3.10, where it is shown that reduction of the CeO2 support occurs near Ni particles 
when exposed to C2H6. Furthermore, the structural changes seen in Figure 3.7d and 
Appendix 8.1 are also consistent with a loss of oxygen surrounding the Ni particle. The 
transition from crystalline CeO2 to an amorphous CeO2-x phase has also been observed in 
Ni/Pr-doped ceria due to a hydrogen spillover effect (Sharma et al., 2012). Thus, it was 
concluded that the lack of carbon on Ni/CeO2 during C2H6 exposure is due to the rapid 
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removal of adsorbed decomposed hydrocarbon products, facilitated by a removal of 
oxygen from the CeO2 support. A schematic illustration highlighting the processes that 
occur during the carbon oxidation mechanism has been provided in Figure 3.11.  
 
Figure 3.11. Schematic of carbon oxidation mechanism during C2H6 decomposition. (a) 
C2H6 is preferentially decomposed at the Ni/CeO2 interface and atomic C and H are 
generated. (b) Oxygen from the CeO2 lattice oxidizes C and H. (c) H2O, CO2, and CO 
desorb from CeO2 surface and leave behind oxygen vacancies. 
The carbon oxidation mechanism allows CeO2 to initially remove C2H4 
decomposition products at the Ni/CeO2 interface. As adsorbed cracked hydrocarbon 
products from C2H4 decomposition become oxidized at the Ni/CeO2 interface, the removal 
of oxygen causes the less pronounced reduction zone at the Ni/CeO2 interface seen in 
Figure 3.10. However, due to rapid C2H4 decomposition over the entire Ni surface and 
strongly bound carbon-containing decomposition products, graphite layer formation 
dominates and quickly covers the Ni particles. Once graphite layers have formed on the Ni 
particles, the ceria is unable to easily remove the carbon atoms (graphite is the low energy 
state of carbon), and the loss of oxygen from the ceria support is stopped, thus halting Ce 
oxidation state change and preserving the crystalline structure. The resulting Ni particles 
are encapsulated in graphite layers and have a crystalline CeO2 support that exhibits slight 
reduction zones near Ni/CeO2 interfaces. Both Figure 3.6d and Figure 3.10 support these 
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conclusions by showing graphite layers on Ni/CeO2 and a slight reduction in Ce oxidation 
state near Ni/CeO2 interfaces during C2H4 exposure. 
To summarize, chemisorbed C2H4 will be present in both gases, but it is located at 
different places on the catalysts. For the reactions in C2H4 gas, the chemisorbed C2H4 will 
be on the Ni metal surface where rapid dehydrogenation will lead to carbon formation. For 
reactions in C2H6 gas, most of the chemisorbed C2H4 will be located at the metal-oxide 
interface since this is where oxidative dehydrogenation occurs. In this case, the oxide 
provides a supply of oxygen which can then be used to oxidize the subsequent C2H4 
dehydrogenation products. These contrasting behaviors of the Ni/CeO2 catalyst in C2H4 
and C2H6 are shown schematically in Figure 3.12. 
 
Figure 3.12. Schematic diagram of contrasting behavior of Ni/CeO2 catalyst in C2H4 and 
C2H6 environments. 
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3.5 Summary 
In situ ETEM techniques revealed the atomic-level three-phase interactions 
occurring at the metal-support interface during carbon deposition from light hydrocarbons 
over model Ni/CeO2 and Ni/SiO2 catalysts. Structural and chemical interfacial changes 
occurring during species-dependent carbon deposition were determined using atomic-level 
imaging and electron energy-loss spectroscopy. No carbon deposition occurred during 
C2H6 exposure, and localized reduction zones formed at the Ni/CeO2 interface through a 
carbon oxidation mechanism. In contrast, less pronounced reduction zones occurred during 
C2H4 exposure, and carbon deposition occurred on Ni surfaces. Rapid dehydrogenation and 
subsequent graphite formation occurred on Ni surfaces during C2H4 exposure, whereas the 
metal-support interface catalyzed the oxidative dehydrogenation of C2H6 and oxidized the 
resulting carbonaceous species during C2H6 exposure. These experiments demonstrate that 
the ability of the interfacial sites on Ni/CeO2 to inhibit carbon deposition during reforming 
is strongly influenced by thermodynamic and kinetic considerations which may show 
significant variation among different hydrocarbon species. 
 
  
  103 
4 Locating Active Sites for Oxygen Vacancy Creation and Annihilation on CeO2 
Nanoparticle Surfaces 
4.1 Motivation 
 As discussed in Section 1.2, oxygen exchange is often rate-limiting in technological 
applications and consists of complex, multistep processes such as O2 
adsorption/desorption, molecular dissociation/association, electron transfer, and 
incorporation/removal oxygen into or from surface vacancies. The overall surface 
exchange kinetics therefore results from a complex interplay between the many possible 
reaction steps and many possible intermediate species that may be associated with these 
processes (Adler et al., 2007; De Souza, 2017; Kilner et al., 1996; De Souza, 2006), and 
detailed surface oxygen exchange mechanisms are not always fully understood. Regardless 
of the detailed surface exchange mechanism, facile oxygen vacancy creation and 
annihilation is a fundamental surface functionality required for the rational design of 
materials for oxygen exchange applications, and it is therefore desirable to investigate the 
role that atomic structures have on modulating surface oxygen vacancy reaction rates. 
Nanoscale engineering of CeO2 to preferentially expose highly-reactive facets has 
been shown to enhance the surface oxygen reactivity as was discussed in Section 1.3.5, and 
theoretical calculations have predicted significant variations in activation energies for 
lattice oxygen removal at different surface sites (Migani et al., 2010a), which is likely to 
be associated with orders of magnitude differences in local oxygen incorporation and 
removal rates. Quantitative characterization methods are necessary to describe the 
structural heterogeneities present on individual nanoparticle surfaces; however, to date 
there has been no reported experimental method to probe and correlate the local lattice 
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oxygen vacancy creation and annihilation rates with atomic surface structure. To address 
this problem, the work presented in this chapter demonstrates that time-resolved in situ 
aberration-corrected TEM can observe atomic-level variations in the oxygen vacancy 
creation/annihilation rates on CeO2 nanoparticle surfaces via the observation of the 
associated relaxation of the adjacent cations. The methodology described herein provides 
a local indicator of oxygen vacancy activity by monitoring the frequency of cation 
displacements associated with the creation and annihilation of surface oxygen vacancies. 
Atomic column positions were tracked in image sequences with picometer precision to 
investigate the role of crystal facet, strain, and surface defect structures, which were found 
to strongly influence the oxygen vacancy creation rates. This approach has the potential to 
be applied to a much wider class of materials and catalysis problems involving surface and 
interfacial transport and exchange functionalities. 
4.2 Experimental 
4.2.1 Microscope and Imaging Parameters 
CeO2 nanoparticles synthesized via the method described in Section 2.1.2 were 
imaged at 40 frames/second (fps) using an FEI Titan ETEM 80-300, aberration-corrected, 
environmental transmission electron microscope (AC-TEM), operated at 300 kV at room 
temperature. The microscope is equipped with a post sample Cs-corrector for atomic 
resolution TEM imaging. The microscope was used in ETEM mode with a pressure of <10-
6 Torr at the sample. A negative spherical aberration imaging (NCSI) technique was used 
to enhance contrast from weakly scattering oxygen atomic columns (Jia et al., 2004). Cs = 
~ -20 μm was used for all experiments. (111) and (110) CeO2 nanoparticle surfaces were 
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imaged in a [110] projection at 5000 e-Å-2s-1 with Ce and O atomic columns visible at the 
surface. Images were acquired using a Gatan K2 IS direct electron detector operated at 40 
fps with 8k x 8k pixels, which gave a pixel size of ~2.5 pm/pixel. Image series were 
acquired with a 1 second total exposure time. 
4.2.2 Time-Resolved Atomic Column Tracking (TRACT) 
The displacements of Ce cation columns in time series image stacks were tracked 
using custom MATLAB scripts that were written by Dr. Barnaby D.A. Levin, and a brief 
description of the code is presented here. Time series image stacks were first aligned by 
cross-correlation in Digital Micrograph (Gatan, Inc.) to correct for drift and then exported 
for analysis in MATLAB. Images were re-binned to ~5 pm/pixel resolution, and then a 
Gaussian smoothing filter with a 2-pixel radius was applied in ImageJ to reduce noise in 
the images. A Gaussian filter convolves an image with a 2D Gaussian function and is 
effectively a low-pass filter that attenuates high frequency signals, which makes it a useful 
denoising filter for AC-TEM images (Krivanek et al., 2010, 2012). This image processing 
procedure is written algebraically in Appendix 8.2. After loading image stacks into 
MATLAB, a 2D lattice was generated over an image of the CeO2 nanoparticle, where each 
lattice point roughly corresponded to the position of a Ce cation column. Once the lattice 
was generated, the MATLAB script took a summed image of the time series (a Z-projected 
image), and precisely located the cation column positions by finding the local maximum 
within a user-specified radius from each lattice point, fitting a centroid around each local 
maximum, and then fitting a 2D elliptical Gaussian around each centroid position. The 
coordinates of the maxima of each of the 2D Gaussians in the Z-projected image defined 
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the positions of each cation column. The centroid fitting stage of coding made use of the 
particle tracking scripts originally written for the programming language IDL by Crocker, 
Grier, and Weeks (Crocker & Grier, 1996), and implemented in MATLAB by Blair & 
Dufresne (Blair & Dufresne, 2011). The Gaussian fitting stage of coding made use of the 
2D Gaussian MATLAB function written by Gero Nootz (Nootz, 2012). After cation 
column positions were found in the Z-projected image, the script then ran through each 
frame of the time series to track cation column displacements from the Z-projected 
position. In each frame, a 2D elliptical Gaussian was fitted within a user specified window 
around each of the Z-projected positions as determined in the previous step. For each cation 
column in each frame, the displacement of the column away from its position in the Z-
projected image was calculated. From these values, the script calculated the standard 
deviation of each cation column position.  
4.2.3 Molecular Statics (MS) Simulations 
To investigate how cation displacements and local crystal structure were influenced 
by the presence of various oxygen vacancy motifs on the CeO2 (111) terrace and step-edge 
surface sites, molecular statics (MS) simulations were performed by Tara Boland, and a 
brief description of the simulation parameters are presented here. Simulations were carried 
out with 0, 1, and 2 oxygen vacancies in a single oxygen atomic column on steps and 
terraces for both 4 atom and 8 atom thick CeO2 half-slabs. The calculations were performed 
using the LAMMPS code (Plimpton, 1995). The interatomic forces were represented by 
parameterized pair potentials using classical interatomic potentials (Minervini, 1999). The 
short-range interactions used to model CeO2 were represented using rigid-ion Buckingham 
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pair potentials while the long-range Coulombic (electrostatic) forces were summed using 
Ewald’s method (Plimpton et al., 1997). Both the short and long-range forces were 
truncated at a cut-off radius of 10 Å. The CeO2 slab geometries were created using an 
orthogonal supercell approach. The oriented cells x-, y-, and z-axis correspond to the 
[211], [111], [011] crystallographic directions, respectively. The periodic repeat unit 
along each axis of the oriented cell are √6𝑎𝑜, √3𝑎𝑜 , √2𝑎𝑜, where 𝑎𝑜 is the equilibrium bulk 
lattice constant of 5.413 Å. A constant vacuum distance of 4√3𝑎𝑜 was introduced along 
the y-axis of the supercell, perpendicular to the (111) surface, to simulate a free surface 
and eliminate any surface-surface interaction across the periodic boundaries. For all 
calculations, the length of the x-axis was fixed at 2√6𝑎𝑜 while the length of the z-axis was 
scaled from 2√2𝑎𝑜 to 4√2𝑎𝑜 for the 4 and 8 atomic layer cases, respectively. To create a 
(111)-(110) step-edge, the top 3 atomic layers were removed from the model starting at 
𝑥 = 2√3𝑎𝑜 − 4√3𝑎𝑜. The (111) surface is known as a type 2 surface (Tasker, 1979), 
meaning that some atoms must be removed to create a charge neutral step-edge. The 
removal of the symmetrically equivalent atomic layers from the bottom surface ensures no 
net dipole moment exists at either surface. The inclusion of vacancy motifs was performed 
under the assumption that oxygen atoms were removed along a single atomic column when 
viewing the structure model along the [011] direction. When creating oxygen vacancies, 
the stoichiometry of each atomic column was constrained between CeO2−Ce2O3. 
Furthermore, the creation of oxygen vacancies located within the first nearest neighbor 
shell of existing oxygen vacancies was restricted. For every oxygen vacancy induced on 
the surface, the interatomic potential parameters of two nearest neighbor Ce4+ ions were 
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switched to the parameters which more correctly describe the bonding for a Ce3+ ion. The 
CeCe
′ − Vo
.. − CeCe
′  motif, which best reproduces the observed displacements seen in the 
experimental TEM micrographs, was used for further analysis. Once relaxed, the MS 
structure models were exported as supercells. The bond changes predicted by MS were in 
reasonable agreement with DFT simulations on a (111) surface (Nolan, Parker, et al., 
2005). 
4.2.4 TEM Image Simulations 
Image simulations were performed using a multislice approach in the JEMS 
software developed by Pierre Stadelmann (Stadelmann, 2018). Supercells from molecular 
statics simulations were imported into JEMS and sliced such that each slice contained a 
single layer of atoms. Image simulation parameters are shown in Table 4.1. Microscope 
accelerating voltage, spherical and chromatic aberration coefficients, beam half 
convergence angle, and defocus conditions were matched to experimental conditions. 
Additional lens aberrations and noise were set to zero for simplicity. A partially coherent 
(envelope) illumination model was used. Results of the MS calculations for 4 and 8 atom 
thick half-slabs with 0, 1, and 2 oxygen vacancies were used as input for image simulations. 
 
Table 4.1. Image Simulation Parameters.  
Image Simulation Parameters 
Accelerating Voltage 300 kV 
3rd order Spherical Aberration (C3) -0.03 mm 
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Chromatic Aberration (Cc) 1 mm 
Beam half convergence angle (α) 0.15 mrad 
Defocus (C1) 7.8 nm 
Defocus spread (f) 1 nm 
2-fold (A1) /3-fold (A2) 
astigmatism 
0 nm 
2nd order Coma (B2) 0 nm 
5th order Spherical Aberration (C5) 3 mm 
Simulated images were compared to experimental images through an integrated 
intensity look-up table. This was calculated from image simulations of a (111) surface with 
no oxygen vacancies that was carried out over a range of thicknesses from 1 Ce atom per 
column to 12 Ce atoms per column. A value for the intensity of Ce columns at each 
thickness was calculated by fitting a 2D elliptical Gaussian to columns at different sites 
(this was performed using the same code that was used to analyze experimental data). Four 
different sites were chosen for intensity calculations: two sites at the (111) surface of the 
simulated half-slab, and two “bulk” sites several layers away from the (111) surface. ‘A’ 
sites are those where the Ce atoms in the column appear in the odd-numbered slices in the 
simulations. ‘B’ sites are those where the Ce atoms in the column appear in the even-
numbered slices in the simulations. The results of these calculations are given in the look-
up table in Figure 4.1. Intensity is observed to increase roughly linearly between 1 and 4 
atoms in thickness, before peaking at 6 atoms in thickness and decreasing thereafter. 
Relatively little difference in intensity is observed between different sites (A and B, surface 
and bulk) until 10 atoms in thickness is reached. 
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Figure 4.1. Look-up table: Calculated intensities of Ce columns for different thicknesses at 
different atomic sites produced using a 2D Gaussian fitting procedure on simulated images. 
Intensity is given in arbitrary units and has been normalized to the average intensity per 
square Angstrom in vacuum away from the particle (which was in turn calculated by 
measuring the total intensity in 1 nm2 of vacuum and dividing by 100). 
4.3 Results and Discussion 
4.3.1 Imaging Cation Motion 
Figure 4.2a shows an AC-TEM image of a CeO2 (111) surface in the [110] 
projection with a 1 s total exposure time. The observations were performed at room 
temperature in an O2 partial pressure of 10
-6 Torr using negative spherical aberration (Cs) 
imaging where atomic columns appear with bright contrast (Jia et al., 2004; Lin et al., 2014; 
Zhang et al., 2018). Inspection of the step edge sites on the surface reveals that Ce atomic 
columns are diffuse relative to the columns at terrace sites. Figure 4.2b-d shows a time 
sequence of the step edge region with a 25 ms exposure time. As highlighted by the arrows, 
the Ce column on the step edge site (Figure 4.2b) initially shifts by ~20 pm in the 25 ms 
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frame (Figure 4.2c), returns to its equilibrium position for frames at 50 and 75 ms (not 
shown) and undergoes a subsequent shift of 35 pm in the 100 ms frame (Figure 4.2d). The 
variation in the position of the column in the individual frames results in the diffuse 
appearance of the Ce column when the frames are integrated to give a 1 s total exposure. 
The image sequence is also shown in Figure 4.3 with the raw unfiltered data compared to 
Gaussian-filtered images. 
 
Figure 4.2. (a) Integrated (1 s) AC-TEM image of a (111) step edge of a ceria (CeO2) 
nanoparticle imaged in [110] projection at room temperature in an oxygen partial pressure 
of 10-6 Torr. Ce and O columns are labeled. Ce atomic columns at step edge sites are more 
diffuse than terrace sites. (b,c,d) Image sequence of the CeO2 (111) stepped surface from 
white box in (a) with 25 ms frames. The Ce column at the step edge site is centered on the 
white line at 0 s in (b). As highlighted by the white arrows, the Ce column has shifted ~20 
pm in the 25 ms frame in (c), returns to equilibrium in the 50 and 75 ms frames (not shown), 
then shifts ~35 pm in the 100 ms frame in (d). The dotted white line centered on the 
subsurface Ce column shows no corresponding shift in position. 
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Figure 4.3. Image sequence of unfiltered vs. filtered CeO2 (111) stepped surface with 25 
ms frames. Images are displayed at 10 pm/pixel. A Gaussian smoothing filter was applied 
produce the “filtered” images to aid in atomic column visualization. As highlighted by the 
arrows, we observe that the Ce column on the step edge site centered on the dotted line at 
0 s, shifts by ~20 pm in the 25 ms frame, returns to its equilibrium position for frames at 
50 and 75 ms and shifts by ~35 pm in the 100 ms frame. Although the data is very noisy in 
the raw frames, the column displacement can still be readily identified in the raw data. 
The standard deviation of the position of each Ce column was measured to quantify 
the average displacement from their mean position during the observation time as outlined 
in Section 4.2.2. Figure 4.4a is an integrated set of 40 frames (25 ms frames aligned and 
summed together) of an extended (111) surface which shows a series of steps. Figure 4.4b 
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shows the standard deviation of each Ce atomic column position. The lower left part of the 
image was not analyzed as the crystal was too thick and did not provide directly 
interpretable Ce atomic columns. The minimum standard deviation for the columns at non-
surface profile sites, which appear stationary, is 5 pm and represents the precision of the 
measurement. These non-surface profile columns are composed mainly of atoms at 
subsurface sites and include a small number of top and bottom surface sites (i.e. 2D 
projection of the 3D structure); however, they are referred to as bulk columns here for 
simplicity. The surface atomic columns, especially at the step edges, show much larger 
standard deviations (~12–16 pm) than bulk columns. Many of the terrace cations show a 
significantly smaller standard deviation than the step edges. The terrace columns contain 
edge and terrace face sites in projection but are still referred to as terrace columns here for 
simplicity. In Figure 4.4b, inspection of terrace column positions within 1-4 nearest 
neighbor distances from step edge sites shows that some columns are compressed inward 
to the bulk, while others are bowed outward, indicating local strain. These strained (111) 
terrace sites display larger standard deviations than non-strained terrace sites. Figure 4.4c 
is a (110) nanofacet which shows many diffuse surface cation columns at both terrace and 
edge sites. The standard deviation analysis shows much larger average displacement values 
across the (110) nanofacet in Figure 4.4d compared to the more stable (111) terraces of 
Figure 4.4b. 
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Figure 4.4. (a) Extended AC-TEM image of the stepped (111) surface of CeO2 from Figure 
4.2. White arrows indicate Ce atomic columns that appear diffuse due to dynamic 
displacement of cation columns between individual frames. (b) Standard deviation in 
column position over 40 frames indicated by colored markers overlaid on atomic columns 
in the image. A higher standard deviation in position is correlated with more frequent 
displacements. Locally-strained terrace edge sites are indicated by white brackets. (c) and 
(d) show data similar to (a) and (b) but for a (110) nanofacet of CeO2 imaged in [110] 
projection. Schematic models of both surfaces are shown in (e) and (f). 
4.3.2 Modeling Cation Motion Induced by Oxygen Vacancies  
The observed cation oscillations are not atomic vibrations, which can be induced 
thermally or by collisions with the fast electron beam, because atomic vibrations occur with 
frequencies on the order of 1013 Hz and are much faster than the time resolution used here. 
Instead, the observed cation displacements can be explained in terms of the creation and 
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annihilation of oxygen vacancies on the CeO2 surfaces. As described in Section 1.3.1, it is 
well known from X-ray crystallography that lattice relaxation and expansion occurs as 
CeO2 undergoes reduction, resulting in cation displacements of ~20–30 pm from the 
fluorite positions (Villars & Calvert, 1989; Chiang et al., 1993: 1; Mogensen, 2000). 
Structural changes have also been validated with TEM imaging and theoretical simulations 
(Graciani et al., 2011; Da Silva et al., 2007; Paier et al., 2013; Ou et al., 2008; Wang et al., 
2009; Chen et al., 2010). Moreover, local strain can be induced as nanoparticles undergo 
structural transformations (Gilbert, 2004; Sen Zhang et al., 2014; Wang et al., 2014). 
To examine specific oxygen vacancy induced displacements at surface defects, 
molecular statics (MS) simulations of a stepped (111) CeO2 surface were performed by 
Tara Boland on models with different thicknesses and oxygen vacancy concentrations for 
various surface sites. TEM image simulations were performed to assess the sensitivity of 
the image to 3D cation displacements. Comparing the experimental data of Figure 4.4 with 
the intensity look up table of Figure 4.1, it was estimated that a majority of Ce columns 
analyzed were between 3 and 6 atoms in thickness. Simulations involving 4 atoms per 
column therefore represent a typical experimental thickness, and simulations involving 8 
atoms per column explore the sensitivity of the outlined method at thicknesses beyond 
those in these experiments. A typical sequence of simulations where one and two oxygen 
vacancies were introduced at a step edge site in a 4-atom thick slab of CeO2 is shown in 
Figure 4.5. In Figure 4.5a, MS simulations highlight the effect of oxygen vacancies, and 
the resulting cation column shifts were determined to be ~14–25 pm from TEM image 
simulations (Figure 4.5b), which is in good agreement with the experimental observations. 
If many oxygen vacancies are created and annihilated at different anion sites around a 
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cation column, it will appear diffuse in an integrated image because of the superposition of 
multiple displacements as seen in Figures 4.2-4. Red/cyan color overlays are provided in 
Figure 4.5c, where red is the color of the no-vacancy image and cyan is the color of the 
single or double oxygen vacancy simulated image. In the overlay, identical red and cyan 
regions combine to form white. At the step edge atomic column red and cyan features are 
distinct, indicating a difference between the images due to a cation column shift. Additional 
vacancy configurations are provided in Appendix 8.2. 
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Figure 4.5. (a) Relaxed molecular statics (MS) models of a CeO2 (111) surface step that is 
fully oxidized (left), contains 1 O vacancy (middle) and contains 2 O vacancies along the 
step edge (right) with Ce shown as blue and O as red. The slab is 4 Ce atoms thick (into 
the plane of the page) and the O vacancies are introduced along the O column indicated in 
the figures. (b) Simulated AC-TEM images from the three structures with arrows indicating 
the cation column displacement resulting from the presence of oxygen vacancies. (c) 
Red/cyan color overlays where red is the color of the no-vacancy image and cyan is the 
color of the single or double oxygen vacancy simulated image. 
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4.3.3 Oxygen Vacancy Creation and Annihilation Processes 
During the process of vacancy creation, it’s assumed that the rate of vacancy 
creation will depend on an activation energy, Ea, which will be site specific. In the TEM, 
vacancy creation can be caused by thermal fluctuations or the electron beam. The kinetics 
of the thermally-activated vacancy creation process can be modeled using an Arrhenius 
equation. The number of oxygen vacancy creation events, Nth, per second per atomic site 
can be estimated as a function of the activation energy, Ea, as: 
𝑁𝑡ℎ = 𝐴𝑒
−
𝐸𝑎
𝑘B𝑇     (4.1) 
where A is the attempt frequency, T is temperature, and kB is the Boltzmann constant. The 
vacancy creation is driven by thermal fluctuations, and the attempt frequency can be 
approximated by the mean vibrational frequency of the occupied phonon states in CeO2 at 
room temperature, ν ~1013 s-1. This was calculated by multiplying the density of phonon 
states for CeO2, as published by Jung et al (Jung et al., 2018), by the probability of those 
states being occupied (the Bose-Einstein distribution), and then calculating the mean 
vibrational frequency. The mean vibrational frequency was calculated to be ~0.0398 eV, 
which corresponded to a frequency of 9.6 x 1012 s-1, or ν ~1013 s-1. Figure 4.6 shows Nth 
versus Ea for various temperatures. The thermally-activated oxygen vacancy creation rate 
is a strong function of Ea, with sites of activation energy less than 0.77 eV showing more 
than one removal per second.  
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Figure 4.6. Thermally-activated oxygen vacancy creation rates at different temperatures 
(green and dashed lines), knock-on damage (blue) and radiolytic displacement (red) for an 
electron flux of 5000 e-A-2s-1. Thermally-activated rates are calculated using Equation 
(4.1). Details of the calculations for the electron beam induced rates are given below and 
Equations (4.10) and (4.13) are plotted as knock-on damage and radiolytic displacements, 
respectively. 
The electron beam can also create surface oxygen vacancies either via ionization 
processes (radiolytic displacement) or direct collisions with the nucleus (knock-on 
damage) (Egerton et al., 2004; Hobbs, 1984, 1979) with the removal rate depending on the 
electron flux. For an oxygen atom to be ejected from the surface, the energy transfer from 
the electron beam to the oxygen atom must be greater than or equal to the activation energy 
for oxygen vacancy creation, Ea. For the experiments in this Chapter, a flux of 5000 e
-Å-
2s-1 was used, which has been shown to minimize radiation damage effects in CeO2 
(Johnston-Peck et al., 2016; Sinclair et al., 2017). The low rate of damage is confirmed 
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with detailed derivations of the rate of oxygen vacancy creation due to radiolytic 
displacement and knock-on damage as provided below.  
Knock-on Displacement Damage of Oxygen 
The following derivation is based on that of Egerton, Wang, and Crozier for 
electron beam damage from an intense probe (Egerton et al., 2006). Knock-on 
displacement damage may be considered to be an elastic scattering process. During elastic 
scattering by an atom, an electron that undergoes an angular deflection θ transfers to the 
nucleus an amount of energy equal to: 
𝐸 =  𝐸𝑚𝑎𝑥𝑠𝑖𝑛
2(𝜃 2⁄ )    (4.2) 
where Emax is the maximum possible energy transfer, corresponding to θ = π rad. 
Relativistic kinematics gives: 
𝐸𝑚𝑎𝑥 = 2𝐸0(𝐸0 + 2𝑚0𝑐
2)/𝑀𝑐2    (4.3) 
where M is the mass of the scattering atom, assumed initially at rest, and E0 is the kinetic 
energy of the incident electron (rest mass m0); c is the speed of light in vacuum and m0c
2 
= 511 keV is the electron rest energy. M = 15.994 /6.022x1023 mol-1 = 2.65682 x 10-23 g = 
2.65682 x 10-26 kg / 1.6 x 10-19 C = 1.66 x 10-7. 
For an O atom:  𝐸𝑚𝑎𝑥 =
2(300𝑘𝑉)[300𝑘𝑉+2∗511𝑘𝑉]
[(1.66 𝑥 10−7)(2.998 𝑥 108)2]
=
[7.932 𝑥 1011]
[1.492 𝑥 1010]
= 53.1 𝑒𝑉  (4.4) 
The minimum energy that must be transferred to cause displacement of O is the oxygen 
vacancy activation energy, Ea, which is left as a variable in the derivation to produce an 
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equation where the displacement rate is a function of activation energy. Neglecting 
screening of nuclear field, which is a good approximation for large scattering angles, the 
differential cross section for such Rutherford-type scattering is:  
𝑑𝜎
𝑑𝜃
= [
𝑒2𝑍
(8𝜋𝜀0𝐸0)
]
2
[
𝐸0+𝑚0𝑐
2
𝐸0+2𝑚0𝑐2
]
2
∗ [
2𝜋𝑠𝑖𝑛𝜃
sin4(
𝜃
2
)
]  (4.5) 
This expression can be integrated over the scattering angle, from θ = π to a minimum value 
given by sin2(θ/2) = Emin/Emax, to give a cross section for energy transfer in the range Emin 
to Emax: 
𝜎 = (2.45 𝑥 10−29𝑚2)𝑍2 [
1−
𝑣2
𝑐2
(
𝑣2
𝑐2
)
2] ∗ [ (
𝐸𝑚𝑎𝑥
𝐸𝑚𝑖𝑛
) − 1]  (4.6) 
Equations (4.5) and (4.6) ignore electron spin effects, and a solution of the Dirac equation 
indicates that the Rutherford cross section given by Equations (4.5) and (4.6) should be 
multiplied by a correction factor as given in (McKinley & Feshbach, 1948). Calculations 
of the elastic cross section using this correction factor (not shown) indicated that the 
correction factor was approximately 1 for an oxygen atom. In addition, Mott cross sections 
take into account electron spin effects, and the ratio between the Mott cross section and the 
Rutherford cross section was slightly below 1 for an oxygen atom under the experimental 
conditions of this Chapter (Reimer & Lödding, 1984). Therefore, Equation (4.6) provided 
a reasonable estimation of the elastic cross section for oxygen. 
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For an O atom: 𝜎 = (2.45 𝑥 10−29𝑚2)(8)2 [
(1−
(2.33 𝑥 108)
2
(2.998 𝑥 108)
2)
(
(2.33 𝑥 108)
2
(2.998 𝑥 108)
2)
2 ] ∗ [(
53.1𝑒𝑉
𝐸𝑎
) − 1]   (4.7) 
The elastic cross section simplifies to:  𝜎 = (1.7019 𝑥 10−27) [(
53.1𝑒𝑉
𝐸𝑎
) − 1] (4.8) 
For a flux of D electrons per unit area, and damage cross section σD, the number of damage 
events per unit volume (or surface area in the case of sputtering), nD, is given by nD = D 
σD nat where nat is the number of target atoms per unit volume (or surface area in the case 
of sputtering). A more general quantity that can be used for critical flux calculations is the 
number (or fraction) of displacement events per target atom (Levin, 2017): 
𝑁 =
𝑛𝐷
𝑛𝑎𝑡
= 𝐷𝜎𝐷    (4.9) 
In the experiments of this Chapter, a flux of 5000 e-Å-2s-1 was used, which gives the 
following formula for knock-on displacement rate of oxygen: 
   
𝑛𝐷
𝑛𝑎𝑡
= 𝐷𝜎𝐷 = (5000
𝑒−
Å2𝑠
) ∗ (1.7019 𝑥 10−27) [(
53.1𝑒𝑉
𝐸𝑎
) − 1] (4.10) 
Equation (4.10) is plotted as a function of activation energy by the blue line in Figure 4.6.  
Radiolytic Displacement Damage of Oxygen 
The following derivation follows that of Hobbs (Hobbs, 1984). Radiolytic 
displacement may be considered to be an inelastic scattering process. The inelastic 
displacement cross section is given by: 
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𝜎 = 7𝑥106 𝜉 (
𝑍
𝐸𝑎
) ∗ (10−28
𝑚2
𝑏𝑎𝑟𝑛𝑠
)   (4.11) 
ξ is an efficiency factor and is typically an empirically derived value. For silica, the value 
is 10-4. The efficiency factor decreases for more conductive materials. For the derivation 
presented here, ξ = 10-5 is used as a conservative upper bound for the efficiency factor of 
CeO2 because the conductivity of CeO2 is orders of magnitude greater than that of SiO2. 
The inelastic cross section for oxygen is given by: 
𝜎 = 7𝑥106 (10−5) (
8
𝐸𝑎
) ∗ (10−28
𝑚2
𝑏𝑎𝑟𝑛𝑠
)  (4.12) 
Inserting Equation (4.12) into Equation (4.9) provides the following formula for the 
radiolytic displacement rate for oxygen: 
     
𝑛𝐷
𝑛𝑎𝑡
= 𝐷𝜎𝐷 = (5000
𝑒−
Å2𝑠
) ∗ (5.6𝑥10−6Å2) (
1
𝐸𝑎
) (4.13) 
Equation (4.13) is plotted as a function of activation energy by the red line in Figure 4.6.  
At room temperature, the electron beam removal rates exceed the thermal removal 
rate only when the activation energy exceeds 0.9 eV. Even then, the removal rates are slow 
at one vacancy creation event every 10–100 s, which is much slower than the experimental 
observations that show multiple displacements per second for some surface sites (Figure 
4.4).  
Knock-on and Radiolytic Displacement Damage for Ce Sub-lattice 
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Following the same approach derived for the oxygen sub-lattice, additional 
calculations shown below indicate that the effects of the electron beam on the Ce sub-
lattice are negligible. For knock-on displacement damage of Ce atoms, Emax is given by: 
 𝐸𝑚𝑎𝑥 =
2(300𝑘𝑉)[300𝑘𝑉+2∗511𝑘𝑉]
[(1.45 𝑥 10−6)(2.998 𝑥 108)2]
=
[7.932 𝑥 1011]
[1.307 𝑥 1011]
= 6.1 𝑒𝑉  (4.14) 
The elastic cross section is given by: 
𝜎 = (2.45 𝑥 10−29𝑚2)(58)2 [
(1−
(2.33 𝑥 108)
2
(2.998 𝑥 108)
2)
(
(2.33 𝑥 108)
2
(2.998 𝑥 108)
2)
2 ] ∗ [(
6.1𝑒𝑉
𝐸𝑎
) − 1]   (4.15) 
which simplifies to:   𝜎 = (8.946 𝑥 10−26) [(
6.1𝑒𝑉
𝐸𝑎
) − 1]   (4.16) 
Equation (4.16) ignores electron spin effects; however, the correction factor mentioned 
above is a low atomic number approximation and can underestimate the cross section by a 
factor of two for a heavy element such as cerium (Bradley, 1988). Therefore, the correction 
factor was ignored. Furthermore, the ratio of the Mott cross section to the Rutherford cross 
section ranged from ~1 to ~0.5 for the range of scattering angles given by various values 
of Emin  for a cerium atom under the experimental conditions of this Chapter (Reimer & 
Lödding, 1984). Therefore, the Rutherford elastic cross section given by Equation (4.16) 
provided a conservative upper bound of the cross section and was used as the elastic cross 
section in this Chapter. Inserting Equation (4.16) into Equation (4.9) provides the following 
formula for the knock-on displacement rate for cerium: 
𝑛𝐷
𝑛𝑎𝑡
= 𝐷𝜎𝐷 = (5000
𝑒−
Å2𝑠
) ∗ (8.946 𝑥 10−26) [(
6.1𝑒𝑉
𝐸𝑎
) − 1] (4.17) 
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The inelastic displacement cross section for cerium is given by: 
𝜎 = 7𝑥106 (10−5) (
58
𝐸𝑎
) ∗ (10−28
𝑚2
𝑏𝑎𝑟𝑛𝑠
)   (4.18) 
Inserting Equation (4.18) into (4.9) gives the radiolytic displacement rate for cerium: 
 
𝑛𝐷
𝑛𝑎𝑡
= 𝐷𝜎𝐷 = (5000
𝑒−
Å2𝑠
) ∗ (4.06𝑥10−5Å2) (
1
𝐸𝑎
)  (4.19) 
To choose a sensible range of values for Ea of cerium, it is noted that an experimental study 
by Routbout et al. determined the activation energy of Ce self-diffusion to be 480 kJ/mol 
± 100 kJ/mol, which is equivalent to 4.97 eV per atom ± 1.03 eV (Routbort et al., 1997). 
Additionally, Beschnitt et al. computationally investigated the activation energies for Ce 
vacancy and interstitial formation and calculated a range of ~4–13 eV (Beschnitt et al., 
2015). Based on these results, displacement rates for activation energies of Ce 
displacement were calculated in the range 4–8 eV, which are shown in Figure 4.7 below. 
With a 300-kV electron beam, Emax = 6.1 eV so the displacement rate for knock-on damage 
is zero for activation energies above 6.1 eV. The thermal displacement rate (Equation 
(4.1.)) was excluded from this graph because it was below 10-50 s-1 for the energy range 
chosen here. Comparing Figure 4.7 to Figure 4.6, it is concluded that the beam-induced Ce 
displacement rates are extremely low relative to oxygen displacement rates under the 
experimental conditions used in this Chapter. 
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Figure 4.7. Displacement rate of Ce atoms by knock-on damage and radiolytic 
displacement as a function of Ce interstitial/vacancy formation energy, calculated from the 
equations in the discussion above. The thermal displacement rate (not shown) is below 10-
50 s-1 for all energies within this range. 
As a further check on electron beam effects, experimental images were acquired 
with a flux of only 50 e-Å-2s-1, as shown in Figure 4.8. The integrated width of the atomic 
columns in a 1 s total exposure image did not change at low flux compared to the higher 
flux of 5000 e-Å-2s-1, providing further evidence that electron beam effects had a minimal 
impact on the observations. If the displacements were significantly impacted by the 
electron beam, it’s expected that the integrated widths of the atomic columns would be 
greater with higher flux as a result of the superposition of more displacements. It was 
therefore concluded that the cation displacements observed are not electron beam-induced, 
but rather are driven by thermally-activated processes, leading to oxygen vacancies being 
created or annihilated on the surface.  
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Figure 4.8. (a) Image of CeO2 (111) facet with electron beam flux of 5000 e
-Å-2s-1. (b) 
Image of the same CeO2 (111) facet from (a) but with 50 e
-Å-2s-1 flux. (c) Integrated 
intensity plot from the boxed regions in (a) and (b). (d) Normalized average of peaks in (c). 
The full width at half maximum (FWHM) does not show any difference between 5000 and 
50 e-Å-2s-1.  
Several processes can cause oxygen vacancies to form at a particular surface site 
(Figure 4.9), such as migration of lattice oxygen to subsurface bulk sites (bulk diffusion) 
or migration of oxygen between different lattice sites on the surface (surface diffusion). 
Oxygen can also transfer out of a lattice site to an adsorbed site (Choi et al., 2006; 
Pushkarev et al., 2004; Wu et al., 2010), and it may then either re-incorporate back into the 
vacancy or react with another adsorbate such as oxygen, hydrogen, or carbon monoxide. 
Bulk diffusion of oxygen can be ruled out as the cause of the observed displacements since 
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the activation energy has been experimentally measured using isotopic exchange 
techniques to be between 0.9-2.3 eV, which yields a negligible diffusion rate at room 
temperature (Kamiya et al., 2000; Perkins et al., 2001). Surface lattice diffusion has been 
examined on CeO2 (111) surfaces at room temperature with scanning probe microscopies. 
Namai et al. found that single oxygen vacancies were immobile while a multiple vacancy 
cluster hopped to its nearest neighbor site after 182 s (Namai, Ken-Ichi Fukui, et al., 2003; 
Namai, Ken-ichi Fukui, et al., 2003) whereas Esch et al. reported that oxygen vacancies 
were completely immobile at room temperature (Esch et al., 2005). In the experiments in 
this Chapter, if there was significant migration of lattice oxygen along the (111) surface, 
diffuse contrast for all cations on the surface especially those adjacent to the step edge 
would be observed. Lattice surface diffusion may occur on the locally strained parts of the 
terraces but the non-strained (111) terraces show considerably less motion, implying 
relatively minimal jumping between surface lattice sites in agreement with the scanning 
probe microscopy measurements. Thus, at room temperature, the most likely mechanism 
for creation of vacancies on the surface is transfer of oxygen out of a lattice site to an 
adsorbed site. 
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Figure 4.9. Thermally-activated oxygen vacancy creation processes: Bulk diffusion, 
surface migration, and transfer of oxygen out of a lattice site to an adsorbed site and vice 
versa. 
4.3.4 Quantifying Activation Energies for Vacancy Creation at Individual Atomic 
Sites 
The standard deviation of the cation column displacement gives an indication of 
the variation in the oxygen vacancy creation and annihilation rates at different sites. 
Furthermore, by considering the frequency of vacancy creation, it is possible to estimate 
the relative activation energy for each site. Since the columns oscillate about a mean 
position, the number of oxygen vacancy annihilation events is approximately equal to the 
number of oxygen vacancy creation events during the observation period. For simplicity, 
the rate at which oxygen vacancies are created adjacent to specific cation columns was 
determined since the vacancy formation energy is a well-defined quantity. 
The MATLAB script described in Section 4.2.2 was used to calculate the oxygen 
vacancy creation frequency, Nth, at each atomic site by counting the number of times a 
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cation column was displaced, subject to a threshold that defined when a cation column 
displacement may be considered to occur due to oxygen vacancy creation. In a time 
sequence of n images, the atomic column position measured in frame j was defined to be 
rj and the mean and standard deviation (error) across all n frames as ?̅? and σ, respectively. 
For sub-surface cations, the minimum observed standard deviation in position is 5 pm 
(Figure 4.4), which was taken to be the precision of the measurement. Assuming normal 
statistics, the probability of random noise causing the cation to be displaced beyond 2σ (i.e. 
10 pm) from the mean position will be ~5%. Therefore, it was assumed that a displacement 
of greater than 10 pm from the mean is associated with the presence of oxygen vacancies 
to 95% confidence. If the atom is displaced by 10 pm in two consecutive frames, then the 
probability of such an observation being due to random noise will be 0.25%, which is very 
small. Random noise will cause the atom to fluctuate around its new displaced position. It 
was further assumed that the cation column remains in its displaced position if the relative 
displacement between two frames is less than or equal to 2σ. Thus, the number of vacancy 
creation events in a sequence of n frames is defined to be those frames for which |rj – ?̅?| ≥ 
2σ and |rj – rj-1| ≥ 2σ. In addition, comparisons of experimental images and the look-up 
table of Figure 4.1 show that each cation column consists of ~1–6 Ce atoms, and MS 
simulations coupled with TEM image simulations show that the cation column 
displacement associated with a single oxygen vacancy in a typical column of 4 atoms gives 
rise to a cation column shift of ~10–15 pm (see Figure 4.5), which further strengthens the 
argument to use 10 pm (2σ) as a constraint condition. Figure 4.10 shows the number of 
displacement events as a function of column position for the (111) and (110) surfaces, 
subject to the constraint |rj – ?̅?| ≥ 10 pm and |rj – rj-1| ≥ 10 pm. On the (111) surface in 
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Figure 4.10a, step edge sites show greater displacement frequencies than terrace sites and 
locally strained terrace sites show greater displacement frequencies than those on non-
strained terrace sites. Furthermore, Ce columns on the surface of the (110) nanofacet show 
greater displacement frequencies than those on the (111) surface. 
 
Figure 4.10. (a) The stepped (111) surface and (b) the (110) nanofacet of a CeO2 
nanoparticle as in Figure 4.4. These images are overlaid with colored markers on Ce atomic 
columns, which indicate the number of displacement events per second associated with 
oxygen vacancy creation at each atomic site. 
With knowledge of the number of oxygen vacancy creation events (Nth) taking 
place per second, the Arrhenius equation (Equation (4.1)) can be used as a simple model 
to estimate local activation energies for oxygen vacancy creation. By comparing the 
vacancy creation rates at two different surface sites (e.g. N1 and N2) and assuming that the 
attempt frequency is the same at different sites, it can be shown that:  
𝐸2 − 𝐸1 = 𝑘B𝑇 ln (
𝑁1
𝑁2
)   (4.20) 
which shows that the difference in activation energies is related to the natural logarithm of 
the ratio of the vacancy creation rates. Even if the absolute energies are not correct because 
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of uncertainty in the attempt frequency pre-exponential factor, the differences in activation 
energy should be accurate according to Equation (4.20). Image sequences were recorded 
only over 1 s, but there are multiple measurements of symmetrically similar types of sites 
at different locations in the images. The number of vacancy creation events at similar sites 
can therefore be averaged to improve the estimates of activation energy and gives 
sensitivity to sites where the oxygen vacancy creation rate is slower than once per second. 
The time resolution of the images is limited to 25 ms, so it is not possible to quantify sites 
where the activation energy is below ~0.69 eV (Nth = 20). Assuming each vacancy creation 
event is associated with a single oxygen vacancy creation within the column, the local 
activation energy can be determined. For example, in Figure 4.10a, there are 12 non-
strained (111) terrace columns that show a total of 22 vacancy creation events within 1 s. 
The number of Ce atoms in each column was estimated by comparing experimental column 
intensities to the look-up table generated from multislice image simulations in Figure 4.1 
and showed that there are a total of 54 Ce cations in those 12 columns. Therefore, the 
probability of a vacancy creation event occurring in 1 s at a non-strained terrace site is 
22/54, which gives an activation energy of ~0.790 eV. Table 4.2 shows estimated activation 
energies for oxygen vacancy creation at different types of surface sites. There is error 
associated with counting cations in each column, which is estimated to be ±1 atom per 
column. Additional error arises from setting the threshold criteria to 2 standard deviations 
for identifying displacement events. Combining both error sources gives typical errors in 
the activation energy estimates of ~0.005-0.02 eV. 
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Table 4.2. Estimated activation energy for oxygen vacancy creation at different sites in 
CeO2. 
Site Type 
# of 
Atoms 
Total # of 
Displacement 
Events 
Nth (s-1) 
Activation 
Energy (Ea) 
Non-strained (111) 
Terrace Edges 54 22 0.41 0.790 ± 0.005 eV 
Locally strained 
(111) Terrace Edges 40 61 1.53 0.755 ± 0.005 eV 
(111) Step Edges 10 70 7 0.72 ± 0.01 eV 
(110) Nanofacet - 1 1 15 15 0.70 ± 0.02 eV 
(110) Nanofacet - 2 1 16 16 0.70 ± 0.02 eV 
(110) Nanofacet - 3 3 10 3.33 0.74 ± 0.01 eV 
A possible random error of ±1 Ce atom in each atomic column was assumed for each site 
type. The probability of an apparent displacement event due to random noise in the image 
is 5%. Calculating upper and lower bounds of activation energy based on these error 
sources provided the errors in activation energy, which are included in the table. 
On the (111) surface, the low coordination step edge sites show a lower activation 
energy of ~0.72 eV compared with the more stable, high coordination (111) terrace sites. 
These experimental trends observed in activation energy are qualitatively consistent with 
recent theoretical calculations, which predict that step edge sites have significantly lower 
oxygen vacancy formation energies than terrace sites (Migani et al., 2010a, 2010b; Sk et 
al., 2014). The correlation between activation energy and formation energy may be an 
indication of Brønsted-Evans-Polanyi (BEP) type relationships which have been observed 
on other oxide surfaces (Vojvodic et al., 2011). While density functional calculations show 
oxygen vacancy formation energy differences on the order of 1 eV between high 
coordination sites like terraces and low coordination sites like edges and steps, we measure 
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an activation energy difference of only ~0.09 eV. However, it is important to remember 
that the columns in the image include contributions from both terrace edge cations at the 
top and bottom surfaces of the TEM sample and terrace face cations between these 
surfaces. The total number of displacements will be the sum of the displacements occurring 
at these symmetrically distinct surface sites. Since the terrace edge sites will be more active 
due to their lower coordination number, the measurement is most sensitive to the activation 
energy for the terrace edge sites.  
The effect of strain on activation energy can also be determined by comparing the 
energies of atoms in locally strained terrace sites with those on non-strained terrace sites. 
A reduction in activation energy of ~0.035 eV was measured at strained sites. It has 
recently been shown that biaxially straining CeO2 films causes a decrease in activation 
energy for oxygen exchange processes (Balaji Gopal et al., 2017), which is consistent with 
the experimental observation of Figure 4.10 and Table 4.2. 
Ce columns on the (110) nanofacet show the highest level of activity, an 
observation consistent with bulk experiments on the CO oxidation activity of CeO2 
nanorods and nano-octahedra (Zhou et al., 2005), where (110) and (100) facets show higher 
activity than (111) facets, as discussed in Section 1.3.5. These observations are also 
consistent with various computational studies, which generally predict that the (111) 
surface is less prone to releasing lattice oxygen than the (100) or (110) surfaces (Broqvist 
et al., 2015; Nolan, Parker, et al., 2005; Sayle et al., 1994; Conesa, 1995; Skorodumova et 
al., 2004; Baudin et al., 2000). The (110) nanofacet in Figure 4.10 shows the presence of 
low coordination sites on the surface and also local strain. Based on image intensity 
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analysis, the most active sites labeled “1” and “2” in Figure 4.10 are adatom sites with 
activation energies of 0.70 eV and are associated with a local tensile strain of 8%. The 
column labeled “3” occupies an edge site at the intersection of the (110) and (111) facets 
and has an activation energy of 0.74 eV with an associated compressive strain of 5%. These 
results indicate that activity may be a complex function of strain as well as surface facet, 
coordination number, and stability, which will be discussed in Chapter 6. 
A considerable degree of diversity and heterogeneity in the type of surface sites 
that show low activation energy is shown in Figure 4.10 and Table 4.2. It is important to 
remember that the macroscopic oxygen vacancy creation rate will depend not only on 
activation energy but also on the number of sites of different types. Equation (4.1) implies 
that the active sites showing differences of around 0.06 eV in activation energy will have 
a factor of 10 difference in oxygen vacancy creation rate. Therefore, for example, 10 sites 
with activation energies of 0.79 eV will collectively give the same oxygen vacancy creation 
rate as one site with an activation energy of 0.73 eV. This illustrates that atomic-level 
surface heterogeneity has a strong influence on macroscopic reaction rates, and that to 
design materials with optimum functionality, both the type and density of surface defects 
must be considered. 
4.4 Summary 
Atomic resolution observations of lattice oxygen vacancy creation and annihilation 
were performed on the surface of CeO2 nanoparticles. The approach described in this 
Chapter uses time-resolved in-situ AC-TEM to track surface cation displacements 
associated with oxygen vacancy creation and annihilation to identify the most reactive 
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surface oxygen sites on a CeO2 nanoparticle surface. By monitoring the frequency of cation 
displacements at a surface, a local indicator of activation energy for oxygen vacancy 
creation was obtained, a fundamental part of the complex oxygen exchange process. A 
considerable degree of diversity and heterogeneity in the type of surface sites that showed 
high activity was observed. The highest observed activity occurs at surface defects with 
low coordination number such as (110) adatoms and (111) step edge sites with measured 
activation energies in the range 0.70–0.74 eV. Localized strain fields were also observed 
to enhance the activity for oxygen vacancy creation on both (111) and (110) surfaces. This 
approach allows atomic defect structure to be experimentally linked with surface oxygen 
vacancy activity, providing a deeper understanding of the catalytic oxygen exchange cycle. 
This work will help guide the future engineering of new materials surface structures to 
optimize oxygen exchange functionalities and is also applicable to other materials where 
surface atom positions are perturbed by interactions with their environment, such as 
adsorbate layers. 
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5 Time-Resolved Transmission Electron Microscopy Approach for Nanoparticle 
Surface Reconstructions 
5.1 Motivation 
A nanoparticle’s structural parameters determine its physical and chemical 
properties, and for many nanoparticle systems, particularly in catalysis, dynamic surface 
reconstructions can occur during a reaction (Vendelbo et al., 2014; Kuwauchi et al., 2013; 
Yoshida et al., 2012). As a result, it is necessary to develop characterization methods that 
can extract structural information, such as atomic column positions and occupancies, 
during dynamic structural processes. In situ AC-TEM is an ideal tool for the direct 
observation of dynamic structures, and the recent development of direct electron detectors 
has led to significantly improved performance in image frame read-out speed over 
conventional CCD imaging cameras, enabling temporal resolutions on the order of a 
millisecond (Faruqi et al., 2005; McMullan et al., 2014; Ruskin et al., 2013; Faruqi & 
McMullan, 2018). The combination of high spatial and temporal resolution imaging results 
in large data sets that offer a wealth of potential quantitative information about dynamic 
structures. However, most methods that have been previously developed to extract atomic 
column positions or occupancies rely on either image averaging procedures or long 
acquisition times (Yankovich et al., 2014; Nilsson Pingel et al., 2018; Levin et al., 2016; 
Friedrich et al., 2009; Florea et al., 2013; Bals et al., 2016), both of which are not easily 
attainable when imaging dynamic surface structures. Therefore, high temporal resolution 
imaging necessarily means that atomic column positions and occupancies must be 
determined in individual frames, often which have low signal-to-noise. The apparent 
solution to increase signal-to-noise and subsequently improve the measurement precision 
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in individual image frames would be to acquire images with a higher electron flux; 
however, many materials undergo undesirable beam-induced structural changes. 
In this Chapter, the TRACT approach from Chapter 4 is used to explore the 
practical relationship between measurement precision and temporal resolution by 
quantitatively characterizing dynamic CeO2 (ceria) surface reconstructions with high 
spatial and temporal resolution in large data sets of low signal-to-noise images. The direct 
observation and quantification of dynamic surface reconstructions is achieved with a 
spatial precision of 0.25 Å while the 2.5 ms temporal resolution of the original image 
acquisition is preserved, revealing local lattice expansions and contractions on a ceria (100) 
surface that have not been previously observed in the literature. The application of this 
methodology to other materials may also provide new insights into the dynamic behavior 
of other nanoparticle surfaces that were previously inaccessible using other methods, which 
can aid significantly in understanding structure-property relationships. 
5.2 Experimental 
5.2.1 Microscope and Imaging Parameters 
CeO2 nanoparticles synthesized via the method described in Section 2.1.2 were 
imaged at 400 frames/second (fps) using an FEI Titan ETEM 80-300, aberration-corrected, 
environmental transmission electron microscope (AC-TEM), operated at 300 kV at room 
temperature. (111) and (100) CeO2 nanoparticle surfaces were imaged in a [110] projection 
at 120,000 e-Å-2s-1, equating to 300 e-Å-2 per individual 2.5 ms exposure frame. The 
corresponding displacement rates of oxygen and cerium atoms due to knock-on damage 
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and radiolytic displacement are provided in Appendix 8.3, which shows that the electron 
beam can cause multiple displacements of each type of atom per second for the electron 
flux of this experiment. Images were acquired using a Gatan K2 IS direct electron detector 
operated at 400 fps with 4k x 4k pixels and a pixel size of ~0.125 Å/pixel. Images were 
acquired over a ~22 second total exposure time, equating to ~8800 individual image 
frames. 
5.2.2 Image Processing 
Visual analysis of the full image sequence showed that reconstructions occurred 
throughout the observation period. Representative dynamic events of ~500 ms (~200 image 
frames) were selected for analysis to demonstrate the methodology. For image analysis, 
individual 2.5 ms exposure images were spatially binned by two (to ~0.25 Å/pixel) and 
then a 1-pixel radius Gaussian blur filter was applied to reduce noise using ImageJ. The 
mean and standard deviation (σvac) of the intensity in vacuum was measured, and these 
values were used to estimate the error due to noise as discussed below. In practice, all of 
the images were normalized prior to any further analysis by dividing each individual image 
by the mean vacuum intensity to set the vacuum level at 1. This facilitated comparison of 
experimental images with multislice simulations. This image processing procedure is 
written algebraically in Appendix 8.2.  
The Time-Resolved Atomic Column Tracking (TRACT) codes that were described 
in detail in Section 4.2.2 were used to identify atomic columns and determine their position 
and integrated intensity. Analysis with the TRACT code was greatly simplified when 
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applied to images with bright atom contrast, rather than the dark contrast present in the 
initial images presented in this Chapter. Image contrast was therefore inverted by 
subtracting each pixel value from the mean intensity in the vacuum. Due to the low signal-
to-noise of the 2.5 ms exposure images, two additional criteria were applied to determine 
if each Gaussian fit in the individual frames was acceptable: the amplitude must be equal 
to or greater than 2σvac of the vacuum intensity value and the goodness of fit (R2) must be 
greater than 0.4. Figure 5.1 provides a schematic of the requirement that a Gaussian fit 
must have an amplitude of greater than 2σvac. If the amplitude of the Gaussian fit was less 
than 2σvac, then the integrated intensity was set to zero. If the amplitude was equal or greater 
than 2σvac but the R2 value was equal to or less than 0.4, then the fit was rejected and 
ignored during analysis. The coordinates of the maxima of each of the 2D Gaussians 
defined the positions of each cation column. A value for column intensity in each frame 
was calculated using the analytical expression for the integral of a 2D Gaussian function, I 
= 2πAσxσy, where A is the amplitude of the fit and σx and σy are the standard deviations 
(widths of the curves) of the two dimensions of the Gaussian function.  
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Figure 5.1. Gaussian fitting criteria. The black line is a representative 1D line scan of 
arbitrary intensity for a single 2.5 ms exposure image frame. For a Gaussian fit to be 
accepted, the amplitude (A) of the Gaussian fit (red curve) must be greater than 2σvac of 
the vacuum intensity value. 
AC-TEM image simulations were performed using a multislice approach in the 
JEMS software developed by Pierre Stadelmann to produce an image intensity look-up 
table (Stadelmann, 2018). For image simulations, the microscope accelerating voltage, 
spherical and chromatic aberration coefficients, beam half convergence angle, and defocus 
conditions were matched to experimental conditions while additional lens aberrations and 
noise were set to zero as shown in Table 5.1. A partially coherent (envelope) illumination 
model was used. To calculate the intensity look-up table, images of a (111) CeO2 surface 
were simulated over a range of thicknesses from 1 Ce atom per column to 16 Ce atoms per 
column. A representative simulated image of 4-atom thickness is presented in Figure 5.2a, 
and the corresponding inverted image used for intensity calculations is shown in Figure 
5.2b. A value for the intensity of Ce columns at each thickness was calculated by fitting a 
2D elliptical Gaussian to columns at different sites using the procedure described above. 
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Four different sites were chosen for intensity calculations: two sites at the (111) surface of 
the simulated image, and two “bulk” sites several layers away from the (111) surface. ‘A’ 
sites are those where the Ce atoms in the column appear in the odd-numbered slices in our 
simulations. ‘B’ sites are those where the Ce atoms in the column appear in the even-
numbered slices in our simulations. The results of these calculations are given in the look-
up table in Figure 5.2c, which shows that the integrated intensity increases roughly linearly 
between 1 and 7 atoms in thickness, before peaking at 13 atoms in thickness and decreasing 
thereafter. Relatively little difference in integrated intensity is observed between different 
sites (A and B, surface and bulk) until 10 atoms in thickness is reached. 
 
Table 5.1. Image Simulation Parameters.  
Image Simulation Parameters 
Accelerating Voltage 300 kV 
3rd order Spherical Aberration (C3) -0.03 mm 
Chromatic Aberration (Cc) 1 mm 
Beam half convergence angle (α) 0.15 mrad 
Defocus (C1) -1 nm 
Defocus spread (f) 1 nm 
2-fold (A1) /3-fold (A2) 
astigmatism 
0 nm 
2nd order Coma (B2) 0 nm 
5th order Spherical Aberration (C5) 3 mm 
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Figure 5.2. (a) Simulated image of (111) CeO2 surface with 4-atom thickness. (b) Inverted 
image of the simulated image from (a). Red circles indicate the four different Ce atomic 
sites that were integrated at each thickness to form the look-up table. (c) Integrated 
Intensity look-up table: Calculated integrated intensities of Ce columns for different 
thicknesses at different atomic sites produced using a 2D Gaussian fitting procedure on 
simulated images. Intensity is observed to increase roughly linearly between 1 and 7 atoms 
in thickness, before peaking at 13 atoms in thickness and decreasing thereafter. Relatively 
little difference in intensity is observed between different sites (A and B, surface and bulk) 
until 10 atoms in thickness is reached. Intensity is given in arbitrary units. 
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5.3 Results and Discussion 
5.3.1 Imaging Surface Structures 
Figure 5.3a shows an AC-TEM image of a ~2 nm CeO2 nanoparticle with a 1 s total 
exposure time (unprocessed 2.5 ms frames aligned and summed together). Cerium atomic 
columns have dark contrast in these images; oxygen atomic columns were not visible with 
the imaging conditions used. Figure 5.3b shows a single, unprocessed 2.5 ms exposure 
frame from the image sequence used to create the 1 s total exposure image in Figure 5.3a, 
indicating the low signal-to-noise ratio present in individual images. As evidenced by 
Figure 5.3a,b, sacrificing signal-to-noise can lead to higher temporal resolution and vice 
versa. In this orientation, a polar (100) facet is flanked by two non-polar (111) facets. 
Inspection of the nanoparticle surfaces in Figure 5.3a reveals that the atomic columns on 
the (100) surface appear slightly diffuse relative to the (111) surfaces and subsurface 
atomic columns. Variation in the positions and intensities of atomic columns in individual 
frames causes the more diffuse appearance of columns on the (100) surface, and it is these 
variations that are characterized in this Chapter. 
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Figure 5.3. Imaging of a CeO2 nanoparticle. (a) Aberration-corrected TEM image of a ~2 
nm CeO2 nanoparticle with a 1 s total exposure time (unprocessed 2.5 ms frames aligned 
and summed together). (b) A single, unprocessed 2.5 ms exposure frame from the image 
sequence used to create the 1 s total exposure image in (a). 
5.3.2 Relationship between Measurement Precision and Temporal Resolution 
It is important to consider the relationship between the precision of 
position/intensity measurements and the temporal resolution and understand how it may 
affect the analysis. Consider an atomic column that is assumed to be stationary and doesn’t 
change occupancy throughout the entire observation period. If Poisson statistics is assumed 
and M independent measurements of position or intensity are made, then the average of 
those M measurements provides the best estimate of the “true” value and the standard 
deviation, σM, represents the uncertainty/error associated with each individual 
measurement. If many additional measurements are made, the measurements will more 
closely follow a normal distribution; however, the standard deviation of the distribution 
would remain approximately the same because M was sufficiently large, and the 
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uncertainty of each measurement would still be σM. The uncertainty associated with 
determining the average value is called the standard error, given by 𝜎𝑀/√𝑀.  
For atomic column position analysis, subsurface atomic columns in the center of 
the nanoparticle visually appeared stationary over the representative observation period 
(200 image frames), and the standard deviation of the position measurements of those 
columns was measured to be ~0.25 Å. In this case, each measurement corresponded to a 
single 2.5 ms exposure image frame, which provides a direct link between measurements 
and temporal resolution. t0 is defined to be the limit of temporal resolution and t0 = 2.5 ms 
for the experiment in this Chapter. For t0, the precision is defined as σ0, which is set as 0.25 
Å for position measurements in this experiment. Therefore, t0 and σ0 are the upper limit of 
temporal resolution and the lower limit of spatial precision, respectively. If n image frames 
are averaged together and temporal resolution is sacrificed, then the spatial precision of the 
average position measurement would be given by 𝜎𝑛 = 𝜎0/√𝑛. The temporal resolution 
will be reduced according to tn = nt0. Solving for n, inserting into σn, and simplifying gives 
𝜎𝑛√𝑡𝑛. = 𝜎0√𝑡0. Therefore, this simple expression relates the spatial precision and 
temporal resolution of a single image frame to any number of averaged images, which is 
useful for determining the positional error in dynamic structure quantification. This 
relationship is plotted in Figure 5.4 for the experimental parameters described above. As 
can be seen from this plot, the spatial precision is 0.25 Å at the limiting case of 2.5 ms 
temporal resolution but can be improved by averaging images together. For example, if 5 
pm spatial precision is desired, then the temporal resolution must be reduced to 62.5 ms, 
which corresponds to 25 image measurements being averaged together. 
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Figure 5.4. Relationship between Spatial Precision and Temporal Resolution. σ0 = 0.25 Å 
and t0 = 2.5 ms. 
For intensity analysis, subsurface atomic columns in the center of the nanoparticle 
visually appeared to have relatively constant intensity over the representative observation 
period (200 image frames), and the standard deviation of the integrated intensity 
measurements of those columns was measured to be ~0.3 arbitrary units. Therefore, the 
precision of individual measurements of intensity is defined as I0 = 0.3 arbitrary units at 
the temporal resolution limit of t0 = 2.5 ms. Using the same arguments as discussed above 
for position measurements, if n image frames are averaged together and temporal resolution 
is sacrificed, then the precision of the average intensity measurement would be given by 
In = I0/√𝑛. This results in a similar expression for relating the intensity precision and 
temporal resolution of a single image frame to any number of averaged images, In√𝑡𝑛. =
I0√𝑡0. Therefore, the relationship between intensity measurement precision and temporal 
resolution displays identical behavior to that shown for spatial precision in Figure 5.4. 
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5.3.3 Observing Local Surface Lattice Expansion & Contraction 
Local lattice expansions and contractions were observed on the (100) surface over 
short time periods (~0.2 s), and the position of each Ce atomic column in the nanoparticle 
in each 2.5 ms image frame was determined using the procedure outlined above and in 
Section 4.2.2. Figure 5.5 shows a 0.5 s time sequence from the experiment during which a 
representative lattice expansion and contraction event was observed. As described above 
in Section 5.3.2, the error in position measurements in 2.5 ms frames was defined to be 
0.25 Å. The individual column positional measurement errors were added in quadrature to 
assign error bars of 0.35 Å to separation distance measurements in 2.5 ms image frames. 
For visual clarity, each image in Figure 5.5 is a 12.5 ms exposure image (five spatially 
binned and Gaussian blurred 2.5 ms images summed together), which resulted in the error 
in separation distance to be reduced to 0.16 Å for these frames (0.35 Å/√5). Images of 
Figure 5.5 are shown with dark atom contrast, but the measurement analysis was performed 
on inverted images. The separation distance between Ce atomic columns on the bulk-
terminated (100) surface is 3.825 Å in this projection. As shown in Figure 5.5a, the distance 
between two (100) surface Ce atomic columns is 3.27±0.16 Å at 0.16 s, expands to 
5.03±0.16 Å after 0.21 s (Figure 5.5b), and contracts back to 3.52±0.16 Å after an 
additional 0.2 s (Figure 5.5c). In Figure 5.5a, there are three (100) surface atomic columns; 
however, the third surface atomic column is almost invisible in Figure 5.5b when the lattice 
expansion occurs. It is possible that the large lattice expansion destabilized the third atomic 
column and caused the atoms in that column to migrate to more stable positions, which is 
consistent with the experimental observations and may be further verified with future 
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theoretical simulations. The separation distance between the two (100) surface Ce atomic 
columns highlighted in Figures 5.5a-c was determined for each 2.5 ms frame in the 0.5 s 
image sequence and is shown in Figure 5.5d. The blue points indicate measurements from 
each frame, the solid black line is a 5-frame moving average trendline, and the dashed 
green line indicates the bulk-terminated (100) separation distance (3.825 Å). The 
semitransparent blue windows represent the five image frames that were summed together 
to create Figures 5.5a-c. The local lattice expansion and contraction behavior was cyclical 
and occurred several times over the full set of experimental image acquisitions (~22 s) (An 
additional sequence and quantification is shown in Appendix 8.3). This severe local surface 
lattice expansion and contraction behavior of a CeO2 nanoparticle (100) surface has not 
previously been discussed in the literature and has been observed here for the first time due 
to the high temporal resolution of these measurements. It is hypothesized that this behavior 
is related to a cyclic oxygen vacancy creation and annihilation process, although additional 
experiments and theoretical simulations would be needed to confirm this hypothesis. 
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Figure 5.5. Local surface lattice expansion. (a-c) Image sequence of the CeO2 nanoparticle 
with 12.5 ms exposure images (five spatially binned and Gaussian blurred 2.5 ms images 
summed together). Two Ce atomic columns on the (100) surface are separated by 3.27 Å 
at 0.16 s in (a), expand to 5.03 Å after 0.21 s in (b), and contract to 3.52 Å after 0.41 s in 
(c). (d) Measurement of the separation of the two marked surface Ce atomic column over 
0.5 s image sequence. The blue points indicate measurements from each frame, the solid 
black line is a 5-frame moving average trendline, and the dashed green line indicates the 
bulk-terminated (100) separation distance (3.825 Å). Error bars are 0.35 Å. The 
semitransparent blue windows represent the five image frames that were summed together 
to create (a-c). 
As can be seen in Figure 5.5d, the drastic expansion of the atomic column 
separation occurs over a short time period. This expansion is shown in Figure 5.6 with 2.5 
ms temporal resolution. In Figure 5.6a,e, the distance between the two (100) surface atomic 
columns is 3.77±0.35 Å. After 2.5 ms, the three surface atomic columns are absent from 
the image (Figure 5.6b,f). The absence of visible contrast for the three surface atoms in 
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Figure 5.6b,f may indicate that the atoms are dynamically rearranging, causing diffuse 
image signal that is indiscernible from the noise. Alternatively, if it’s assumed that an 
atomic column is present and stationary, then based on the criteria described in Section 
5.2.2, for the column to be visible it must have an intensity value of I > Ivac +2σvac. If the 
intensity is less than Ivac +2σvac, the column will be undetectable. As a result, it can be 
inferred that the absence of visible signal for the three surface atomic columns in Figure 
5.6b,f is either because the atoms are in a ‘transition state’ where atoms are dynamically 
rearranging during the exposure time or the atoms are stationary and have signal that is 
below the detection limit. It seems unlikely that three adjacent, stationary atomic columns 
would be invisible in the same 2.5 ms frame, so it is much more likely that the three 
columns are undergoing dynamic rearrangement. In the following frame (Figure 5.6c,g), 
the signal from the surface atomic columns is visible again, with the separation distance 
between the two atomic columns increasing to 4.43±0.35 Å. After an additional 2.5 ms, the 
expansion reaches 4.93±0.35 Å, as shown in Figure 5.6d,h. Although the individual image 
frames of Figure 5.6 are quite noisy, this approach can clearly extract information about 
the precise time over which the surface lattice expansion took place. 
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Figure 5.6. Image sequence of local (100) surface lattice expansion of CeO2 nanoparticle 
with spatially binned and Gaussian blurred 2.5 ms frames in (a-d) and inverted images in 
(e-h). Two surface atomic columns are separated by 3.77 Å in (a,e), are absent in (b,f), 
reappear and expand to 4.43 Å in (c,g), and expand further to 4.93 Å in (d,h). The error in 
each of these measurements is ±0.35 Å. The absence of the three (100) surface atomic 
columns in (b,f) suggests that the atoms in these columns are dynamically rearranging in a 
‘transition state’. The red arrows in each frame provide a guide to the eye for referencing 
the surface dynamics. 
5.3.4 Observing Atom Migration 
The integrated intensity of each Ce atomic column in each 2.5 ms image frame was 
quantified to estimate the number of atoms within each atomic column during surface atom 
migration. Figure 5.7 shows a representative atom migration sequence of events during 0.5 
s of the experiment, and each image is a 12.5 ms exposure image of the inverted images 
used for MATLAB analysis (five inverted 2.5 ms images summed together). Focusing on 
the three atomic columns identified by the white arrows and the “1”, “2”, and “3” labels 
(referred to as atomic column 1, atomic column 2, and atomic column 3, respectively), it 
is shown in Figure 5.7a that an atomically sharp tip has formed on the nanoparticle as 
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indicated by the presence of atomic column 1 and absence of atomic column 2. After 0.21 
s (Figure 5.7b), every atom has migrated out of atomic column 1 as evidenced by the lack 
of intensity, whereas atoms have appeared in atomic column 2. Within an additional 0.11 
s, some atoms have migrated back into atomic column 1 (Figure 5.7c). The atom migration 
events seen in Figure 5.7a-c are highlighted with 0.1 s exposure images in Appendix 8.3. 
The number of Ce atoms within atomic columns 1, 2, and 3 were estimated through 
a comparison of experimental column intensities to the intensity look-up table (Figure 5.2c) 
and is shown in Figure 5.7d,e,f, respectively. The points indicate atomic column occupancy 
measurements from each 2.5 ms frame, the solid black line is a 5-frame moving average 
trendline, and the semitransparent red windows represent the five image frames that were 
summed together to create Figures 5.7a-c. As discussed in Section 5.3.2, the standard 
deviation of the integrated intensity measurements of subsurface atomic columns in the 
center of the nanoparticle was ~0.3 arbitrary units, which is approximately the intensity 
value for a single atom as shown in Figure 5.2. Therefore, error bars of ±1 atom were 
assigned to the atomic column occupancy estimates of Figure 5.7. This error is relatively 
large but would be reduced if a higher electron flux is used or by sacrificing temporal 
resolution and averaging images together, both of which would increase the signal-to-noise 
and improve the Gaussian fitting procedure. The integrated intensity was set to 0 when an 
atomic column was unable to be fitted with a 2D Gaussian according to the criteria 
described in Section 5.2.2, which could mean that no atoms are in that position, the atoms 
are dynamically rearranging and causing weak signal, or the signal-to-noise was too low 
to accurately determine a Gaussian fit. As shown by the black trendline in Figure 5.7d, 
atomic column 1 has ~2-4 atoms until a sharp drop around 0.17 s, indicating that atoms are 
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migrating out of the column. Additionally, in Figure 5.7e, it is shown that atomic column 
2 is absent until ~0.12 s and jumps up to ~2-3 atoms around 0.17 s, indicating the migration 
of atoms into the column. In Figure 5.7f, the occupancy of atomic column 3 is consistently 
~3-5 atoms throughout the 0.5 s image sequence. Although noise causes some of the 
fluctuations observed in these three atomic columns, the main source of fluctuation is the 
change in occupancy, suggesting that atoms are continuously migrating during the 
observation period. For example, in Figure 5.7d there are two frames (red data points) 
around ~0.4 s where the estimated number of atoms are much higher than the surrounding 
data points. This image sequence is provided in Appendix 8.4 and confirms that the large 
increase in the estimated number of atoms is caused by atoms migrating into and out of 
atomic column 1 over a short time period. 
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Figure 5.7. Atom migration. (a-c) Image sequence of the CeO2 nanoparticle with 12.5 ms 
exposure images of the inverted images used for MATLAB analysis (five inverted 2.5 ms 
images summed together). As indicated by the “1”, “2”, and “3” labels, atoms are migrating 
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into and out of these atomic columns during the observation period. (d,e,f) Estimated 
atomic column occupancy based on measurements of the integrated intensity from atomic 
column “1”, “2”, and “3”, respectively, over a 0.5 s image sequence. The points indicate 
measurements from each frame and the solid black line is a 5-frame moving average 
trendline. The semitransparent red windows represent the five image frames that were 
summed together to create (a-c). Error bars are ±1 atom. 
To construct a pseudo-3D representation of the nanoparticle, the number of Ce 
atoms within each atomic column was estimated. A wedge profile model at the (100) 
surface was assumed based on the truncated octahedral or tetrahedral CeO2 nanoparticle 
models observed in other studies (Wang & Feng, 2003; Migani et al., 2012; Tan et al., 
2011; Sayle et al., 2004). Approximating the number of atoms in each column in individual 
frames can therefore observe the evolution of the pseudo-3D structure of the nanoparticle 
over time. The experimental occupancy estimations of individual frames fluctuate 
dramatically in Figure 5.7d,e,f, so the 5-frame moving average values were used to estimate 
the number of Ce atoms in each atomic column, which reduced the error to ~±0.5 atom. 
For each image in Figure 5.7a-c, a simple 3D model is shown in Figure 5.8 where blue 
spheres represent Ce atoms and each atomic column has ~0-5 atoms. As was also evidenced 
in Figure 5.7, Ce atoms migrated out of atomic columns 1 as atoms appeared in atomic 
column 2. Oxygen atomic columns are omitted as they are not visible in these images and 
no conclusions can be drawn about their occupancy. Noise fluctuations may influence the 
atom counting procedure; however, this time-resolved pseudo-3D approach can still 
provide informative results such as visualization of 3D surface heterogeneity, preferential 
migration of atoms along a specific direction, or instabilities of a certain surface facet. For 
more precise quantification of atomic column occupancy, temporal resolution can be 
sacrificed to sum together more individual image frames for a higher signal-to-noise ratio. 
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Although beyond the scope of the present manuscript, the pseudo-3D representation of this 
CeO2 nanoparticle may be used to guide future theoretical studies as it gives a near real-
time look into actual structures that are dynamically reconstructing on polar and non-polar 
surfaces. 
 
Figure 5.8. Simple 3D model showing number of atoms estimated in each column of the 
CeO2 nanoparticle from the images of Figure 4a-c. Blue spheres represent Ce atoms. 
Oxygen atomic columns are omitted because they are not visible in our images and no 
conclusions can be drawn about their occupancy. Error is estimated to be ~±0.5 
atom/column. 
5.4 Summary 
 A time-resolved AC-TEM approach was used to observe dynamic nanoparticle 
surface structures with 0.25 Å spatial precision and 2.5 ms temporal resolution, a 
combination of spatial precision and temporal resolution that has not previously been 
achieved. The position and occupancy of each atomic column within a CeO2 nanoparticle 
was determined using a 2D Gaussian fitting and image simulation procedure. Due to the 
high spatial precision and temporal resolution, local lattice expansions/contractions and 
atomic migration were revealed to occur on the (100) surface whereas (111) surfaces were 
stable throughout the experiment. A pseudo-3D representation was constructed by 
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estimating each atomic column’s occupancy, enabling the visualization of the dynamic 
evolution of the surface structure. This work provides a time-resolved approach for atomic-
level in situ imaging of dynamic surface structures and can be applied to other 
nanomaterials systems that undergo surface reconstructions under intense electron beam 
exposure to accelerate understanding of structure-property relationships. In future studies, 
insights into the origin of the dynamic surface structures on the CeO2 nanoparticle may be 
gained by considering the role of oxygen vacancies.
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6 Preliminary Measurements of Average Local Strain and Correlation to Oxygen 
Vacancy Creation 
6.1 Motivation 
As discussed in Section 1.3, the oxygen nonstoichiometry of ceria determines the 
concentration of mobile oxygen vacancies and electronic defects that mediate oxygen 
exchange at the oxide/gas interface, oxygen storage at the surface and bulk, and oxygen 
transport, which can be tuned through doping, nanostructuring, or through the formation 
of metal-ceria interfaces. However, recent advances in atomic-level control of synthesis 
techniques and the rapid downsizing of solid-state devices have also made strain 
engineering an attractive option to tune the properties of nanomaterials (Li et al., 2014; 
Yildiz, 2014; Sen Zhang et al., 2014; Schweiger et al., 2017). Although it is well 
established that strain modifies the chemical properties of bulk systems, the effect of strain 
on nanoparticles is often more complex and has not been fully explored (Nilsson Pingel et 
al., 2018). Therefore, it is desirable to investigate the role that strain heterogeneities have 
on local catalytic properties of CeO2 nanoparticles.  
Reductions in oxygen migration energy and vacancy formation energy have been 
observed for strained CeO2 and CeO2-based nanomaterials, resulting in enhanced ionic 
conductivity and surface reactivity (Balaji Gopal et al., 2017; Kant et al., 2012; Sanna et 
al., 2010: 201; Rupp et al., 2014; De Souza et al., 2012; Rushton & Chroneos, 2015; Yildiz, 
2014; Wen et al., 2015; Tuller & Bishop, 2011). Although the use of nanoscale strain field 
engineering has been suggested to be useful for improving redox activity through a 
decrease in oxygen vacancy formation energy (Balaji Gopal et al., 2017), experimental 
methods that probe and correlate the local lattice oxygen vacancy creation and annihilation 
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rates with local strain remain limited. In this chapter, atomic resolution strain 
measurements were extracted from AC-TEM images of CeO2 nanoparticle surfaces to 
determine average local strain field maps, which were then compared to the cation 
displacement frequency results as discussed in Chapter 4. It is found that the sites that 
exhibit a high degree of local strain in at least one direction were generally associated with 
a high number of cation displacements, which implies enhanced surface oxygen vacancy 
activity. Significant average strain heterogeneities were observed across each nanoparticle 
surface, and further analysis is needed to accurately correlate local oxygen vacancy 
creation/annihilation rates to local strain. Application of this approach to additional 
surfaces, dislocations, or metal-ceria interfaces may provide new insights into the behavior 
of nanoscale strain fields.  
6.2 Experimental 
6.2.1 Microscope and imaging parameters 
CeO2 nanoparticles synthesized via the method described in Section 2.1.2 were 
imaged under identical microscope and imaging parameters as described in Section 4.2.1. 
6.2.2 Strain Analysis and Visualization 
Atomic column positions were determined using the TRACT code that is described 
in Section 4.2.2. For strain analysis, the atomic column positions were defined by the 
coordinates of the maxima of each of the 2D Gaussians in a summed image of the time 
series (a Z-projected image). For each image set, the pixel size was calibrated from the 
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average nearest-neighbor distances in three crystallographic directions within a region in 
the bulk of the crystal at least four atomic layers away from a surface. The standard 
deviation of the atomic column separations within this area was defined to be the image 
precision (Bals et al., 2006; Kimoto et al., 2010) and was between 3 and 5 pm for the data 
presented here. 
Strain maps were created to visualize the projected nanoparticle lattice 
deformations. Strain was defined as the deviation of the measured spacing between two 
adjacent atomic columns from the perfect crystal spacing divided by the perfect crystal 
spacing, or Strain (%) =  100 ∗
dmeas−dperf
dperf
, where dmeas is the measured spacing and dperf 
is the perfect lattice spacing. On the strain maps, local average strain is indicated by a 
colored circular region centered between the two corresponding atomic columns. Separate 
strain maps were created for different crystallographic directions and highlights the 
implication that atomic columns can be associated with both compressive and tensile 
strains in different directions. The color scale was set to ±10% although a small number of 
strains were measured to be larger. A precision of 3-5 pm in the measurement precision 
results in a ~1.2-2% error bar for the strain analysis. 
6.3 Results and Discussion 
6.3.1 Imaging CeO2 Surfaces 
 Figure 6.1a shows an AC-TEM image of a CeO2 nanoparticle stepped surface in 
the [110] projection with a 1 s total exposure time. The facet on the left side of the image 
is a (110) surface, the center is a (111) surface, and the right side is a (100) surface. Images 
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were acquired using negative spherical aberration (Cs) imaging where atomic columns 
appear with bright contrast (Jia et al., 2004; Lin et al., 2014; Zhang et al., 2018), with both 
Ce and O atomic columns visible. Inspection of Ce atomic columns on step edges reveals 
that several columns appear diffuse (highlighted by arrows in Figure 6.1) relative to other 
columns. The diffuseness is a result of variations in the positions of the atomic columns in 
the individual frames that were integrated to give a 1 s total exposure. 
 
Figure 6.1. Integrated (1 s) AC-TEM image of a stepped surface of CeO2. White arrows 
indicate Ce atomic columns that appear diffuse due to dynamic displacement of cation 
columns between individual frames. Oxygen atomic columns are only visible at several 
surface sites. 
6.3.2 Quantifying Local Strain Variations 
Atomic resolution strain measurements were extracted from the summed (1 s) AC-
TEM images to have high spatial precision in atomic column position measurements and 
were then compared to displacement frequency measurements. Figure 6.2 shows the 
comparison between the displacement frequency measurements and strain maps of the 
stepped (111) CeO2 surface that was analyzed in Figure 4.10. As discussed in Section 4.3.4 
and shown in Figure 6.2a, the step edge sites display the highest displacement frequency. 
Atomic resolution strain behavior is shown in Figure 6.2b,c. Black points indicate the 
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atomic column positions and colored circles represent the local strain measured between 
each pair of atomic columns. Colored circles are centered between the two corresponding 
columns that the strain is measured from. Double sided black arrows indicate the direction 
with which the strain was measured. The outer surface layers in Figure 6.2b,c generally 
have larger degrees of strain than subsurface layers. The center terrace of the image that 
shows high displacement frequencies also shows large strain in both Figure 6.2b and c. 
 
Figure 6.2. (a) Displacement frequency at different atomic sites on CeO2 stepped (111) 
surface. (b) and (c) Atomic resolution strain maps of the stepped (111) surface in (a). Black 
points indicate atomic column positions. Double sided black arrows indicate direction that 
strain was measured in. Colored circles represent the local lattice strain between two 
corresponding atomic columns and are centered between the two atomic columns. The 
error bar for strain measurements was ~1.2%. 
Figure 6.3 shows the comparison between the displacement frequency 
measurements and strain maps of the (110) CeO2 nanofacet that was analyzed in Figure 
4.10. As discussed in Section 4.3.4 and shown in Figure 6.3a, the atomic columns on this 
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surface show a large displacement frequency, especially the two surface columns that are 
displaced ~16-18 times that consist of single adatoms. On this (110) nanofacet, each atomic 
column that shows a high displacement frequency in Figure 6.3a also corresponds to a large 
value of compressive or tensile strain in Figure 6.3b,c. The two adatom sites that have the 
highest displacement frequency display the large compressive and tensile strain in both 
directions. 
 
Figure 6.3. (a) Displacement frequency at different atomic sites on CeO2 (110) nanofacet. 
(b) and (c) Atomic resolution strain maps of the stepped (111) surface in (a). Black points 
indicate atomic column positions. Double sided black arrows indicate direction that strain 
was measured in. Colored circles represent the local lattice strain between two 
corresponding atomic columns and are centered between the two atomic columns. The 
error bar for strain measurements was ~1.2%. 
Displacement frequencies were determined for the image sequence used to create 
the summed image in Figure 6.1 using the method described in Chapter 4, and the 
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displacement frequency results are shown in Figure 6.4a. The strain maps for two different 
crystallographic directions for this image are shown in Figure 6.4b,c, where the black 
points indicate the atomic column positions, colored circles centered between two atomic 
columns indicate the corresponding local strain, and the double sided black arrows indicate 
the corresponding direction of strain. In general, the strain in Figure 6.4b was relatively 
tensile whereas Figure 6.4c was relatively compressive. The (111) facet that showed the 
highest displacement frequency in Figure 6.4a also shows the largest magnitude of strain 
in Figure 6.4b,c. The step edge sites on the (111) and (100) surfaces display relatively 
higher strains compared to the bulk strain values; however, the step edge sites on the (110) 
surface that show high displacement frequencies are relatively unstrained. In Figure 6.4b, 
the overall strain behavior is relatively tensile whereas the overall strain in Figure 6.4c is 
relatively compressive. Relative to the (111) surface, the overall in-plane strain of Figure 
6.4b is tensile whereas the (111) in-plane strain in Figure 6.2 is generally compressive, 
with the cross-plane strain showing the same relative contrasting behavior. 
  166 
 
Figure 6.4. (a) Displacement frequency of atomic columns in the image sequence used to 
create the integrated (1 s) AC-TEM image of Figure 1. (b) and (c) Atomic resolution strain 
maps of the stepped (111) surface in (a) spanning from -10% (blue) to 10% (red). Black 
points indicate atomic column positions. Double sided black arrows indicate the direction 
that strain was measured in. Colored circles represent the local lattice strain between two 
corresponding atomic columns and are centered between the two atomic columns. The 
error bar for strain measurements was ~2%. 
6.3.3 Relationship between Local Strain and Displacement Frequency 
 Based on the results of Figure 6.2-4, it can be concluded that there is a large degree 
of local strain and displacement heterogeneity present at the surfaces of CeO2 
nanoparticles. In addition, the results suggest that atomic sites that are severely strained in 
at least one direction will generally display higher displacement frequencies; however, high 
displacement frequencies do not necessarily imply large local strain. Local strain may 
therefore enhance the surface oxygen vacancy creation rate but isn’t necessarily a result of 
high vacancy creation rates. It is also important to note that displacement frequency is a 
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time-resolved measurement whereas strain maps were determined from the integrated 1 s 
image sequences. Measurement of time-resolved strain maps may provide additional 
insights and enable characterization of possible dynamic strain fields near structural 
heterogeneities. The preliminary results presented in this chapter ultimately suggest that 
atomic column displacement frequency and surface oxygen vacancy creation rates are 
related to local strain; however, the relationship may be a complex function of site type, 
facet length and stability, thickness, and surface type. 
6.4 Summary 
 Atomic resolution measurements of lattice strain were made on CeO2 nanoparticle 
surfaces to produce local strain maps. The strain heterogeneities on different types of 
surfaces were compared to atomic column displacements, which provides an indicator of 
oxygen vacancy creation and annihilation. The observations suggest that strain enhances 
the ability of a surface to create oxygen vacancies, which can result in orders of magnitude 
differences in catalytic reaction rates. Additional observations would be beneficial to more 
precisely determine the complex relationship between local strain and oxygen exchange 
processes. Characterization of strain at the atomic-level may open additional avenues to 
better understand the catalytic properties of ceria surfaces. 
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7 Conclusions and Future Work 
In this work, various atomic-level characterization techniques were developed and 
applied to relate the dynamic behavior of CeO2 surface structures to the oxygen exchange 
processes. In situ aberration-corrected TEM techniques and novel analysis approaches 
enabled local structural heterogeneities to be correlated to macroscopic deactivation 
mechanisms and catalytic properties of ceria-based nanocatalysts. The overarching 
objective was to develop an atomic-level, fundamental understanding of how ceria-based 
materials influence and control oxygen exchange processes, a critical component for the 
continued development of energy-related, catalytic technologies. 
The contrasting metal-support interactions occurring on Ni/SiO2 and Ni/CeO2 
catalysts during ethane and ethene exposure were probed with in situ ETEM imaging and 
spectroscopy. It was revealed that the ceria support inhibited carbon formation on Ni metal 
nanoparticles through the removal of lattice oxygen and subsequent oxidation of adsorbed 
decomposed hydrocarbon products. Although this mechanism initially occurred during 
ethene exposure, the rate of decomposition was too fast for the ceria support to oxidize and 
remove the decomposition products, which resulted in graphite layers forming on Ni 
nanoparticles. In contrast, the decomposition of ethane was promoted at the Ni-ceria 
interface, which allowed the decomposition products to be rapidly oxidized by lattice 
oxygen of the ceria support and carbon formation to be inhibited on the Ni nanoparticles. 
The use of in situ environmental TEM imaging and STEM EELS enabled the observation 
of localized reduction zones of the ceria support near Ni nanoparticles, which confirmed 
that lattice oxygen from the support was participating in the carbon oxidation mechanism. 
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Therefore, oxygen exchange at Ni/ceria interfacial sites actively influenced carbon 
deposition during reforming and can show significant variation among different 
hydrocarbon species due to thermodynamic and kinetic considerations.  
To investigate the role that surface structures have on the ability to form oxygen 
vacancies, atomic resolution observations of lattice oxygen vacancy creation and 
annihilation were performed on the surface of CeO2 nanoparticles using a novel time-
resolved in situ AC-TEM approach. Cation displacements were found to be related to 
oxygen vacancy creation and annihilation, and the most reactive surface oxygen sites were 
identified by monitoring the frequency of cation displacements. A considerable degree of 
diversity and heterogeneity in the type of surface sites that showed high activity was 
observed, with surface defects such as step edges, adatoms, and locally-strained terraces 
showing the highest displacement frequencies. By monitoring the rates of displacement 
and estimating occupancies of each atomic column, local activation energies of oxygen 
vacancy creation were estimated for each type of site. This approach allowed atomic 
structure to be experimentally linked with surface oxygen vacancy activity, providing a 
unique analysis tool for evaluating catalytic oxygen exchange processes. 
The relationship between position/intensity measurement precision and temporal 
resolution of AC-TEM was explored by characterizing the dynamic behavior of CeO2 
nanoparticle surfaces with high temporal resolution, resulting in a combination of spatial 
precision (0.25 Å) and temporal resolution (2.5 ms) that has not previously been achieved 
before. The position and occupancy of each atomic column within a CeO2 nanoparticle was 
determined in every frame of an image sequence, providing a time-resolved observation of 
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dynamic surface structures. As a result of the high temporal resolution, local lattice 
expansions and contractions were observed on a CeO2 (100 surface, which have not 
previously been observed and are likely related to a cyclic oxygen vacancy creation and 
annihilation process. This significant improvement in the temporal resolution of atomic-
level in situ imaging can accelerate understanding of how dynamic CeO2 surface structures 
influence and control oxygen exchange processes. 
Following the observation that locally-strained terraces exhibited high 
displacement frequencies and promoted increased oxygen vacancy creation on CeO2 
surfaces, atomic resolution strain measurements were performed to determine the effect of 
local strain on oxygen vacancy creation and annihilation. Local strain fields were found to 
vary significantly across CeO2 nanoparticles. Atomic sites that were severely strained in at 
least one direction displayed high displacement frequencies; however, high displacement 
frequency sites did not necessarily exhibit local strain. This analysis suggested that local 
strain enhances the ability of a surface site to create oxygen vacancies, which may result 
in large differences of catalytic oxygen exchange reaction rates across a surface. 
Consequently, the application of local strain measurements to additional surfaces or 
interfaces may enable identification of highly active oxygen vacancy creation and 
annihilation sites.  
By observing structural changes with advanced AC-TEM techniques, an 
improvement in the fundamental understanding of how ceria surfaces influence and control 
oxygen exchange reactions is demonstrated. The ability to accurately and quantitatively 
characterize structural heterogeneities provides an experimental link between surface 
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structure and functionality, which demonstrates that the correlation between dynamic 
surface structure and oxygen vacancies must be considered for the rational design of 
catalytic oxygen exchange nanomaterials. 
Many fundamental questions remain about the atomic-level reaction and 
deactivation mechanisms on ceria-based catalyst nanomaterials. In Chapter 3, it was shown 
that local interfacial interactions were responsible for inhibiting carbon deposition; 
however, the spatial extent of the Ni/CeO2 interface properties are unknown. For example, 
if very large Ni nanoparticles are used, it is possible that the ceria support will be unable 
to inhibit carbon formation on Ni surfaces far away from the interfacial region. CeO2-based 
materials are often used at elevated temperatures, in various partial pressures of oxygen, or 
under electrical bias, and it would therefore be useful to apply the approach described in 
Chapter 4 to correlate cation displacements to oxygen vacancy creation rates under these 
conditions. To further explore the relationship between measurement precision and 
temporal resolution, it would be useful to apply statistical modeling approaches to identify 
patterns in the large data sets of images presented in Chapter 5 to extract additional 
structural information. Finally, strain heterogeneities present on nanoparticle surfaces or 
metal-ceria interfaces can strongly influence the catalytic properties, and it would be 
beneficial to correlate local strain to oxygen exchange functionalities. 
Therefore, future areas of study may include: 
• Influence of metal nanoparticle size or metal-support interface length on the 
ability of a ceria support to inhibit carbon deposition during hydrocarbon 
reforming reactions.  
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• A correlated study of cation displacements on ceria surfaces at elevated 
temperatures or various oxygen partial pressures to probe the Arrhenius 
behavior of oxygen vacancy creation. 
• Big data analysis of dynamic surface structures observed on CeO2 
nanoparticles with high temporal resolution to identify prevalent structural 
motifs and correlate them to the most likely catalytically active surface 
structures. 
• Extending the local strain and oxygen vacancy creation correlation to metal-
ceria interfaces during catalytic reactions to probe the effect of interfacial 
sites. 
• Observation of dynamic ceria surfaces under electrical bias and elevated 
temperature to enable the preferential migration of oxygen and deliberately 
deplete or increase the local concentration of oxygen vacancies at a surface.
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8 Appendix 
8.1 Additional Images of Structural Changes of Ni/CeO2 during exposure to C2H4 
and C2H6
In Chapter 3, Ni/CeO2 nanocube catalysts were observed to undergo structural 
changes during exposure to C2H4 and C2H6. When exposed to C2H4, graphite layers formed 
on the Ni catalyst nanoparticles while the CeO2 support remained in a crystalline form. In 
contrast, the Ni nanoparticles remained free of graphite when exposed to C2H6; however, 
the CeO2 support transformed into a reduced amorphous ceria phase. These structural 
changes are shown in Figures 3.6 and 3.7, and additional images of these structural 
behaviors are shown in Figure 8.1 and Figure 8.2.  
 
Figure 8.1. Effect of C2H6 exposure on CeO2 structure. (a) & (c) are images recorded in 4 
Torr of H2 at 400°C. (b) & (d) are recorded at 550°C in 1 Torr C2H6 (following ½ hour of 
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exposure) and show the transformation from a crystalline ceria support to a reduced 
amorphous ceria phase. Insets are FFTs from the ceria support. 
 
Figure 8.2. Effect of C2H4 exposure on Ni/CeO2 structure. Image is taken at room 
temperature after 3 hours exposure to C2H4 at 550°C. Graphite layers have encapsulated 
the Ni nanoparticle while the CeO2 structure remained crystalline.  
8.2 Image Processing Procedure 
 
The following provides the image processing procedure that was used in Chapters 4-6. 
For each experiment, original ‘raw’ images of size n x n pixels were acquired. For each 
image, the intensity of each individual pixel is defined as Ii,j where i,j represents the spatial 
coordinates of the pixel. 
  175 
Original images were binned spatially by 2, which makes a new image of size m x m pixels 
where m = n/2. The intensity of each individual pixel in the binned image can then be 
defined as 𝐼𝑒,𝑓
𝐵𝑖𝑛 = 𝐼𝑖,𝑗 + 𝐼𝑖+1,𝑗 + 𝐼𝑖,𝑗+1 + 𝐼𝑖+1,𝑗+1 where e,f represent the new spatial 
coordinates of the pixel. 
A Gaussian Blur filter with a 1-pixel radius was then applied to the image in ImageJ. This 
has the effect of convolving the image with a two-dimensional Gaussian function and acts 
as a low-pass filter, which attenuates high frequency signals. After the filter is applied, the 
intensity of each individual pixel is defined as 𝐼𝑒,𝑓
𝐺 =  𝑓(𝐼𝑒,𝑓
𝐵𝑖𝑛) where 𝑓(𝑥) is the Gaussian 
function. 
A region of the image that has no sample information in it is then defined as the vacuum 
area with kvac total pixels. The mean vacuum intensity value is then defined as 𝐼?̅?𝑎𝑐 =
∑ 𝐼𝑒,𝑓
𝐺
𝑣𝑎𝑐
𝑘𝑣𝑎𝑐
. 
The image is then normalized by dividing each individual pixel by the mean vacuum 
intensity value. This is given by: 𝐼𝑒,𝑓
𝑛𝑜𝑟𝑚 =
𝐼𝑒,𝑓
𝐺
𝐼?̅?𝑎𝑐
. 
For images with bright atom contrast such as those in Chapter 4 and 6, the images with 
intensity 𝐼𝑒,𝑓
𝑛𝑜𝑟𝑚 were then input into MATLAB for analysis. 
For images with dark atom contrast such as those in Chapter 5, the images were inverted 
to transform them into bright atom contrast. This was done through the following 
operation: 𝐼𝑒,𝑓
𝑖𝑛𝑣𝑒𝑟𝑡 = 1 − 𝐼𝑒,𝑓
𝑛𝑜𝑟𝑚. 
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8.3 Additional Molecular Statics (MS) and TEM Image Simulations of Various 
Oxygen Vacancy Motifs 
In Chapter 4, MS and TEM image simulations were used to determine the 
sensitivity of an image to 3D cation displacements induced by oxygen vacancies. 
Additional vacancy configurations were also investigated and are included here. In Figure 
8.3, MS simulations of a fully-oxidized, a single oxygen vacancy, and a two-vacancy 
structure on an 8-atom thick slab of a CeO2 (111) surface step are shown in the top row. 
The upper horizontal line and the left vertical line intersect at the center of the Ce atomic 
column at the step edge in the fully-oxidized structure. Following the introduction of an 
oxygen vacancy, Ce atoms within the adjacent atomic column are displaced by up to ~30 
pm which causes the projected view of the Ce atomic column to be displaced as shown by 
the horizontal/vertical line intersection in the vacancy structures. The lower horizontal line 
shown in the figures intersects the same atomic columns in the oxidized and single/double 
oxygen vacancy structures, indicating that the oxygen vacancy only causes a displacement 
in the local structure near the step edge. Image simulations of each structure were 
performed using microscope parameters identical to those used in experimental images. 
Noise was excluded from image simulations to provide “ideal” imaging conditions. In the 
second row, the intersection of the upper horizontal line and the left vertical line on the 
oxidized simulated image is centered on the atomic column at the step edge. The results 
show that a single vacancy causes a cation displacement of 10 pm and a double oxygen 
vacancy causes a displacement of 20 pm. To highlight the effect of oxygen vacancies on 
the simulated images, the third row in Figure 8.3 provides color overlay images where the 
oxidized structure image simulation is red, and the one/two oxygen vacancy structures are 
cyan. Features that are identical in each colored image appear as white, allowing unique 
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features to appear as red or cyan. In addition to simulations of a single and double oxygen 
vacancy at a CeO2 (111) surface step site, the effects of single and double oxygen vacancies 
on a CeO2 (111) surface terrace with 4 and 8 atom thick slabs were investigated. The results 
are shown in Figure 8.4 and Figure 8.5. 
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Figure 8.3. Image simulations of a CeO2 (111) surface step edge that is fully oxidized vs. 
a single and double oxygen vacancy at the step edge site with an 8-atom thick slab. The 
step edge atomic column has shifted by 10 pm when a single oxygen vacancy is present at 
the step edge and 20 pm when a double oxygen vacancy is present. The bottom row 
provides a color overlay where red is the fully-oxidized image and cyan is either the single 
or double oxygen vacancy simulated image. Identical features appear white, and distinct 
red and cyan features illustrate shifts in column positions. 
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Figure 8.4. Image simulations of a CeO2 (111) surface terrace that is fully oxidized vs. a 
single and double oxygen vacancy at the step edge site with a 4-atom thick slab. The two 
surface atomic columns adjacent to the vacancy have shifted by ~10 pm when a single 
oxygen vacancy is present and ~15 pm when a double oxygen vacancy is present. The 
bottom row provides a color overlay where red is the fully-oxidized image and cyan is 
either the single or double oxygen vacancy simulated image. Identical features appear 
white, and distinct red and cyan features illustrate shifts in column positions. 
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Figure 8.5. Image simulations of a CeO2 (111) surface terrace that is fully oxidized vs. a 
single and double oxygen vacancy at the step edge site with an 8-atom thick slab. The two 
surface atomic columns adjacent to the vacancy have shifted by ~8 pm when a single 
oxygen vacancy is present. The bottom row provides a color overlay where red is the fully-
oxidized image and cyan is the single oxygen vacancy simulated image. Identical features 
appear white, and distinct red and cyan features illustrate shifts in column positions. 
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8.4 Additional Quantification of Dynamic CeO2 Surface Structures 
The experiment of Chapter 5 had an electron flux (120,000 e-Å-2s-1) that was much 
higher than Chapter 4 (5,000 e-Å-2s-1). As a result, the displacement rates of oxygen and 
cerium atoms by knock-on damage and radiolytic displacement were higher, as shown in 
Figure 8.6. The plots in Figure 8.6 are based on the derivations in Section 4.3.3 and 
Equations (4.1, 4.10, 4.13, 4.17, and 4.19). 
 
Figure 8.6. (a) Oxygen vacancy creation rates based on derivation in Section 4.3.3 with an 
electron flux of 120,000 e-Å-2s-1. (b) Displacement rate of Ce atoms by knock-on damage 
and radiolytic displacement based on derivation in Section 4.3.3 with an electron flux of 
120,000 e-Å-2s-1. 
A local lattice expansion and contraction was observed on the CeO2 (100) surface 
in Chapter 3, and an additional occurrence of this behavior is shown in Figure 8.7. In Figure 
8.7, the two surface cation columns have contracted to 3.63 Å and then expand to 4.74 Å 
in Figure 8.7b. A third atomic column appears when the expansion occurs in Figure 8.7, 
which is opposite to the behavior of Figure 5.5 where a third surface (100) atomic column 
disappears when the same two atomic columns expand apart. The two atomic columns 
contract back to 3.68 Å after ~0.4 s as shown in Figure 8.7c. It is hypothesized that this 
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local expansion and contract behavior is related to a cyclic oxygen vacancy creation and 
annihilation process, although additional experiments and theoretical simulations would be 
needed to confirm this hypothesis.
 
Figure 8.7. Local surface lattice expansion. (a-c) Image sequence of the CeO2 nanoparticle 
with 12.5 ms exposure images (five spatially binned and Gaussian blurred 2.5 ms images 
summed together). Two Ce atomic columns on the (100) surface are separated by 3.63 Å 
at 0.02 s in (a), expand to 4.74 Å after 0.31 s in (b), and contract to 3.68 Å after 0.72 s in 
(c). (d) Measurement of the separation of the two marked surface Ce atomic column over 
0.5 s image sequence. The blue points indicate measurements from each frame, the solid 
black line is a 5-frame moving average trendline, and the dashed green line indicates the 
bulk-terminated (100) separation distance (3.825 Å). Error bars are 0.35 Å. The 
semitransparent blue windows represent the five image frames that were summed together 
to create (a-c). 
 Atomic column occupancy is characterized with 2.5 ms temporal resolution in 
Figure 5.7, with Figure 5.7a-c showing AC-TEM images of 12.5 ms exposure. Figure 8.8a 
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provides a summed image of the first 0.1 s of the 0.5 s image sequence from Figure 5.7 and 
Figure 8.8b provides a summed image of the final 0.1 s of the 0.5 s image sequence from 
Figure 5.7. Clearly, atoms have migrated out of atomic column 1 and into atomic column 
2 in Figure 8.8, which highlights that the 2.5 ms temporal resolution of Figure 5.7 provides 
dynamic structural information that is unobtainable when using a 0.1 s exposure as in 
Figure 8.8. 
 
Figure 8.8. Atom migration. (a) 0.1 s exposure image (40 inverted 2.5 ms images summed 
together). As indicated by the “1”, “2”, and “3” labels, atoms are present at “1” and “3” but 
absent at “2”. (b) 0.1 s exposure image (40 inverted 2.5 ms images summed together). As 
indicated by the labels, atoms are present at “2” and “3” but are absent at “1”. Atoms have 
migrated during the 0.3 s between the two images. 
In Figure 5.7, atomic column occupancies were estimated for three columns over a 
0.5 s image sequence. In some frames, large spikes or drops in the estimated number of 
atoms were observed which may be caused by noise fluctuations; however, several of these 
dramatic changes in intensity were indicative of the real data. For example, in Figure 5.7d, 
there are two data points at ~0.4 s that are much higher than the surrounding data points. 
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The image frames that correspond to 0.3925 – 0.4075 s are shown in Figure 8.9. In Figure 
8.9a, the number of atoms in ‘atomic column 1’ is shown over the 0.5 s image sequence 
from Figure 5.7. The transparent red, blue, and green boxes represent the 7.5 ms exposure 
frames that are shown in Figure 8.9b-d, respectively. The large spike in the estimated 
number of atoms at ~0.4 s is shown in Figure 8.9b-d to be real and due to atoms migrating 
into and out of atomic column 1 over a short period of time.  
 
Figure 8.9. Fluctuation in atomic column occupancy. (a) number of atoms in atomic 
column 1. The points indicate measurements from each frame and the solid black line is a 
5-frame moving average trendline. The semitransparent red, blue, and green windows 
represent the three image frames that were summed together to create (b-d), respectively. 
Error bars are ±1 atom. (b-d) Image sequence of the CeO2 nanoparticle with 7.5 ms 
exposure images of the inverted images used for MATLAB analysis (three inverted 2.5 ms 
images summed together). Atoms are not present in atomic column 1 in (a), appear in (b), 
and are absent in (c).  
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8.5 Design of Heating and Biasing TEM Holder 
Many of ceria’s applications require the use of high temperature; in particular, when 
used in fuel cells, ceria is under electrochemical biasing and high temperature conditions. 
In situ TEM has been used to observe resistive switching effects in TiO2 during electrical 
bias (Kamaladasa et al., 2015; Yang et al., 2014; Kwon et al., 2010). Oxygen vacancy 
ordering and resistive switching has also been observed in CeO2 thin films under electrical 
bias (Gao, Wang, et al., 2010); however, no such observations have been made under 
electrical bias and high temperature. Additionally, almost complete removal of carbon in 
the electrochemically active region of ceria at high temperature was observed using 
operando XPS (Chunjuan Zhang et al., 2012). Although there are now commercially 
available TEM holders which advertise heating and biasing capabilities, there have been 
no successful publications of simultaneous heating and biasing with atomic resolution. 
Thus, to study CeO2 electrolytes and cermets under electrochemical conditions with 
applications in carbon deposition and oxygen vacancy ordering, we are developing a 
custom-built heating/biasing TEM sample holder.  
Design and Fabrication 
A previous student, Dr. William Bowman, initially worked on this project and was 
responsible for the design and machining of the TEM sample rod. A prototype TEM sample 
rod was fabricated and initial sample attachment procedures were completed by Dr. 
Bowman. Figure 8.10 shows the schematics for the main components of the heating/biasing 
holder. Figure 8.10a highlights the sample area of the TEM holder. A heating/biasing chip 
(shown in Figure 8.10b) is attached to the sample rod using clamps and four wires contact 
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the chip, two for heating and two for biasing. A lamella is milled from a bulk sample using 
a Focused Ion Beam (FIB) lift-out method and is mounted across the 10 μm gap between 
the two isolated Pt electrodes, as seen in Figure 8.10b. A side view of the heating/biasing 
chip is shown in Figure 8.10c and highlights the layers that make up the chip. A Si wafer 
with 100 nm of SiO2 was chosen as the platform. A thin Ti layer was used as an adhesion 
layer for the photo-deposited Pt electrodes. A Si-Chrome resist layer was deposited onto 
the backside of the wafer and acts as a heating element when current is applied. Ti-W 
contacts were deposited onto the Si-Chrome layer to facilitate a larger contact area when 
applying a voltage. 
 
Figure 8.10. (a) Schematic of sample mounting area of TEM holder rod. (b) Top view of 
the heating/biasing chip. A FIB lamella will be mounted across the 10 μm gap. (c) Side 
view of heating/biasing chip. The sample side is responsible for electrical bias while the 
bottom side has Si-Chrome resist layer to provide heating. 
Sample Preparation and Initial Results 
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A Nova 200 SEM-FIB (focused ion beam) system was used to cut out and mount a 
sample of Gd-doped ceria (GDC) onto the heating/biasing chip. Figure 8.11a shows an 
SEM image of a blank chip. The light regions are Pt electrodes and the thin black line 
between them is the 10 μm gap. A lamella was milled out from a GDC electrolyte pellet 
and mounted across the gap with Pt deposited with the ion beam. The center region was 
then thinned to produce an electron transparent region suitable for imaging and the 
resulting lamella is shown in Figure 8.11b. The heating/biasing chip was attached to the 
TEM sample rod and inserted into an FEI Tecnai TEM for initial observations. A low-
magnification image of the lamella is shown in Figure 8.12a. The large black pillars are 
thick regions of GDC and deposited Pt used to mount the lamella. A higher-magnification 
image with visible GDC lattice fringes is shown in Figure 8.12b. These images were 
acquired in vacuum and at room temperature; however, application of heat and bias will be 
performed in future experiments. 
 
Figure 8.11. (a) SEM image of a blank heating/biasing chip. The thin black line indicated 
by the small white arrows is the 10 μm gap where the lamella will be mounted. The light-
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colored regions are the Pt electrodes. (b) An attached FIB lamella that has been thinned in 
the center to be electron-transparent. 
 
 
Figure 8.12. (a) Low-mag TEM image of the FIB lamella. The large pillars are Gd-doped 
ceria and deposited Pt. The small region in the center is the ion-milled thin region. (b) 
High-mag TEM image with visible GDC lattice fringes from the region highlighted by the 
red box in (a). 
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