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Introduction
Barr’s theorem is a very general result that produces a surjective cover for a
Grothendieck topos. In this thesis we provide an introduction to topos the-
ory, state and prove Barr’s theorem, and then explain one of its applications
in categorical model theory.
Somehow this thesis has two main aspects. On one hand we have ele-
mentary toposes, that are categories whose behaviour is similar to category
of sets; on the other we have Grothendieck toposes, that we indicate as
generalized topological spaces. The interaction between this two classes of
objects yields a connection between geometry and logic that it is our aim to
develop and face through dissertation. More precisely, since Grothendieck
toposes are special kinds of elementary toposes there is a deep interplay be-
tween the geometry and the logic of the topos. This double edged approach
to topos theory is a reflection of the history of categorical logic and algebraic
geometry that presented independently these two classes.
In Chapter 1 we begin from some historical motivations that lead to the
definition of elementary topos, underlining categorical characteristics of the
category of sets. In a nutshell an elementary topos E is a sufficently rich
category where there is an object Ω that classifies subobjects of any object
in E. If the reader is not familiar with the notion of subobject then it is
possible to imagine Ω as an object that has the same property that 2 has in
Set in the sense that for any set S one has
P(S) ∼= 2S ,
meaning by P(S) the power set of S.
Chapter 1 provides the definition of Grothendieck topos too. As we said
a Grothendieck topos is an elementary topos but its definition belongs to
algebraic geometry. For a topological space X, one can consider the category
of sheaves on the space Sh(X) where morphisms are natural transformations.
This is the most natural example of Grothendieck topos that is the category
of sheaves on a site (C, J), where C is a category and J is a suitable notion of
topology on a category. We spend some pages in proving that a Grothendieck
topos is an elementary topos, this result, in fact, is absolutely not obvious.
Topological ideal motivates the definition of morphism of toposes too,
these morphisms are called geometric morphisms. Last part of Chapter 1 is
v
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devoted to boolean toposes and focuses on some logical properties of certain
elementary toposes. In an elementary topos, Ω has a natural structure
of Heyting Algebra. Boolean toposes will be those toposes such that this
structure is boolean too. There is a deep connection between booleanity of
the topos and satisfaction of a proper notion of axiom of choice.
Chapter 2 plays an important motivational role in the thesis and is aimed
at pointing out geometric characteristics of a Grothendieck topos. For a
topological space X one can consider the category of its open sets O(X)
that is a complete Heyting algebra, so that we have a functor
Spaces→ cHa.
We study properties of this functor concluding that there is a huge subcat-
egory of spaces (sober ones) that embeds into cHa via this functor. For a
notational motivation we prefer to study the opposite of cHa, that we call
Locales.
SobSpaces ↪→ Locales
So locales naturally are generalized (sober) spaces.
In Chapter 2 we present the notion of localic topos that is a Grothendieck
topos on a locale and we prove that there is an equivalence of category
between the category of locales and the category of localic toposes
Locales  LocToposes.
This equivalence is the precise sense in which a localic topos is a gener-
alized topological space, that is the same in which its associated locale is a
generalized topological space.
A generic Grothendieck topos has not this fascinating property, there is
not a topological space from which it comes from, but precisely in this rift
one can collocate Barr’s theorem.
Chapter 3 is devoted to proving Barr’s theorem that we can formulate
right now:
Theorem. Any Grothendieck topos is covered by a localic boolean one.
This theorem states that not any Grothendieck topos is geometric but
not far from it there is an other Grothendieck topos that is not only geo-
metric (better say localic) but it is also boolean. This is the first and most
naive interpretation of Barr’s theorem.
Chapter 4 takes back to logic and has the role of reveal logical content of
Barr’s theorem. In fact chapter is much more than a logical reformulation of
theorem and provides a complete framework for a model theory in a topos.
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Furthermore this chapter is the natural counterpart of Chapter 2, since
develops logical properties of Grothendieck toposes. For a first order theory
T on a language L we present a construction that provides a coherent notion
of models in elementary toposes. So for a theory T and an elementary topos
E one can consider the category
Mod(T, E)
of models of T in E. Some theories are very special and their models can be
classified in the following sense.
Definition 1. A first order theory T has a classifying topos iff there is
an elementary topos BT such that for every topos E,
Mod(T, E) ∼= Geom(E,BT ).
From this property we will derive that BT has a special model G, called
the generic model, such that
G |= φ⇔ T |= φ.
For some Grothendieck toposes (coherent Grothendieck toposes), G one
can present a language LG and a theory TG such that G is the classifying
topos of TG.
Theories of the form TG admit a simple axiomatization and they are
called geometric theories since they come from a geometric object in the
sense specified in chapter two.
So a geometric theory is classified by a coherent Grothendiek topos, and
coherent Grothendieck toposes are precisely classifying toposes of geometric
theory.
{Coherent Grothendieck toposes} ↔ {Geometric theories}
This allow us to say “Consider a Grothendieck topos BT .”
This correspondence highlights the connection between a profoundly ge-
ometrical object, a Grothendieck topos, and properties of models of some
theories (geometric ones). In general there is no hope for a theory to be clas-
sified by a Grothendieck topos. In fact it might be much harder to generate
functors between categories of models when the theory is not geometric, and
one shall need a different notion of morphism of toposes.
In this framework one can look at Barr’s theorem as a tool to transfer
logical properties. For a Grothendieck topos BT there is a cover
B
f
 BT
so one can use the cover to decode some logical properties of the universal
model, obtaining completeness-like results for T .
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Toposes
Our point of view here is that
categories provide an algebraic
formulation of logic, [...]
Makkai and Reyes, [MM76]
In this chapter we collect the main definitions needed in this thesis.
We concentrate on the minimal amount of prerequisites needed to follow
the chapters; the aim of the present section is to be as self-contained as
possible, but the style will unavoidably appear terse to the readers which
are not fluent in elementary category theory and topos theory. They are
advised to follow classical references as [Mac78].
We begin with a fairly quick bootstrap of the main technical tools needed:
initial definitions will lead to an axiomatization of the properties of the cat-
egory Set shared by a topos, and will prepare the definition of an elementary
topos. The discussion is designed to make this definition seem natural. In a
subsequent section we will study Grothendieck toposes, which have a richer
structure. Elementary toposes will be an alternative to Set in which to buid
mathematics. Grothendieck toposes will build a bridge between logic and
geometry and a very successful tool for our purposes.
1.1 Basic Notions
In early ’60s William Lawvere began a categorical investigation of the cat-
egory of sets. Lawvere’s basic insight is that, even for sets, one can know
them by looking at the invariant content of the category.
Thus we seem to have partially demonstrated that even in foun-
dations, not Substance but invariant Form is the carrier of the
relevant mathematical information. [Law64]
1
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Some years ago I began an introductory course on Set Theory
by attempting to explain the invariant content of the category
of sets, for which I had formulated an axiomatic description.
[Law94]
This work led to a list of 8 axioms presented in [Law64] and a theorem
stating that any category satisfying those axiom is equivalent to the cate-
gory of sets. Lawvere’s work did not open the door to further investigation
along similar lines. The category of sets was not taken as a foundational
framework. It was not studied and explored. Although there is no clear
explanation of this fact, years later Johnstone commented as follows:
In retrospect, the answer is that Lawvere’s axioms were too spe-
cialized: the category of sets is an extremely useful object to
have as a foundation for mathematics, but as a subject of ax-
iomatic study it is not (pace the activity of Martin, Solovay et
al.!) tremendously interesting it is too “rigid” to have any inter-
nal structure. [Joh77]
Very soon a process of generalization of set-theoretical concepts began.
The final candidate of these weaker and weaker Categories of Sets, strongly
motivated by algebraic geometry needs, are elementary toposes.
In this section we analyze the Category of Sets, spotting those features
that will appear in the definition of elementary topos. Our main reference
is going to be [SM92].
1.1.1 Limits and colimits
Throughout the following section, we will assume the reader to be acquainted
with the general theory of limits and colimits in a category. Any classical
reference they want to follow is a perfect subsidiary help, and still we cannot
help but mention [Mac78], a bit dated but very brief and direct.
Limits are very common operations in everyday mathematics so it is very
important for a category which pretends to be a universe to have them. We
want to observe that Set has any finite limit. In order to prove it we first
observe that Set has both pullbacks and terminal object.
We recall that, given the triple Z → X ← Y , a pullback is an object P
and a couple of maps p, q universal in the sense expressed by the diagram:
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Y X
P
P ′
Z
f
p g
q
∀q′
∀p′
∃!h
As known, a pullback (if exists) is unique up to isomorphism. In Set we
can realize any pullback by defining
P := {(z, y) : z ∈ Z, y ∈ Y and g(z) = f(y)}.
So in Set we have a limit for any diagram of shape (· → · ← ·).
We also have limit for the empty diagram (); such limit is called the terminal
object of the category (often denoted by 1): since any object has a unique
arrow X → { ∗ } the singleton is the terminal object of Set.
A category with pullbacks and terminal object has products since
X × Y ∼= lim(X → 1← Y )
and equalizers since
lim(f, g : X ⇒ Y ) ∼= lim(X (f,g)−→ Y × Y ∆←− Y )
this accomplishes our goal.1
We conclude the proof via a general fact which we just state. A proof
can be found in [Mac78].
Theorem 1.1.1. Any category that has equalizers and finite products has
any finite limit.
There is an analogous result for colimits but it’s not the aim of this
chapter. Let us just mention that clearly we can prove that in Set we can
calculate any colimit as well as we did for limits.
1The map Y
∆→ Y × Y is called diagonal map and comes from following diagram.
Y
Y Y × Y Y
idid
∆
pi1 pi2
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1.1.2 Subobject Classifier
We move to an other important character of our play. Its role won’t be clear
at first, right now we just highlight this property of Set. Let X be a set. A
subset S ⊂ X is a monic arrow S ↪→ X but it can be determined by a map
χS : X −→ 2
x 7−→ χS(x),
wich is 0 if x ∈ S and is 1 if x /∈ S. So we can identify a subset by asking
to each element how truly it yields in S. This truth information is encoded
in the choice of the element 0. We can rephrase these consideration by
observing that S can be recovered as the pullback of the diagram:
X 2
1
χS
true
meaning by true the map that naturally includes 1 = {0} in 2 = {0, 1}. So
we established a bijection,
{Subsets of X} ∼= {χ : χ : X → 2}.
This bijection translates the notion of subset in a categorical fashion. Let’s
inspect properties of this perspective.
Given two monos A
i→ X, A′ j→ X we can say that they are the same
when there exists an isomorphism A
k→ A′ such that i = kj, this induces an
equivalence relation on monos that leads to the following definition.
Definition 1.1. A subobject [A →]X of an object X in a category C is
the isomorphism class of a monic arrow A→ X.
We now introduce the reader to a functor that mimics the power set.
Take C a category.
Sub: Cop −→ Set
X 7−→ {[A→]X, subobjects of X},
for a morphism f : X → X ′, imagine C to have finite limits, we can take
the pullback of the following diagram
X X ′
Af ](A)
f
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and observing that the map f ](A)→ X is monic we can define,
Sub(f) : Sub(X ′) −→ Sub(X)
[A→]X ′ 7−→ [f ](A)→]X.
Going back to our example, it’s easy to check that subobject functor
is naturally equivalent to power set functor2 and represents the categorical
translation of this invariant. We proved that 2 has a special role in Set since
the subobject functor is actually a representable functor, i.e.
Sub ∼= Hom(·, 2).
Such an object doesn’t exist in every category and deserves a definition.
Definition 1.2. In a category C with finite limits, a subobject classifier
is a monic arrow true: 1→ Ω such that for any monic arrow S ↪→ X there
is a unique arrow φ such that the following is a pull back square.
X Ω
S 1
φ
true
Actually to have an object classifier is an equivalent condition to have
the subobject functor representable. A reference for the definition and first
results on representable functor might be [Mac78].
Theorem 1.1.2. A category C with finite limits and small Hom-sets has a
subobject classifier if the subobject functor is representable.
1.1.3 Quantifiers as adjoints
We shall make a short digression on quantifiers. For a subset S ⊂ X × Y
one can always identify S with the variety associated to a formula S(x, y)
such that
S = {(x, y)|S(x, y)}.
In this setting (∀x)S(x, y) denotes analogously a subset T of Y and (∃x)S(x, y)
denotes a subset of X. Writing p : X × Y → Y for the usual projection, we
will denote the subset T we just defined as ∀p(S) and ∃p(S) the other one.
For a set Q we indicate with P(Q) the power set, we can rephrase these
consideration in three arrows.
P(Y ) P(X × Y )p∗
2Whose definition is intuitive.
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Where p∗ is the preimage of the subset under the map p.
If we look at power sets as categories where morphisms are inclusions,
these correspondences rise to two adjunctions.
Theorem 1.1.3. Functors ∃p and ∀p are respectively left and right adjoints
to the functor p∗.
Proof. For a subset S ⊂ X × Y and T ⊂ Y one evidently has
p∗T ⊂ S iff T ⊂ ∀pS,
S ⊂ p∗T iff ∃pS ⊂ T.
Since p∗T ⊂ S means exactly that the set Hom(p∗T, S) is nonempty, these
equivalences give precisely the asserted adjiunctions.
One can generalize the same argument used for the projection p to any
function obtaining the following:
Theorem 1.1.4. For any function f : Z → Y between sets Z and Y , the
inverse image functor f∗ : P(Y )→ P(Z) has left and right adjoints, ∃f and
∀f .
Proof. Proof is the same of before. Projection had not any special role in
the proof.
1.1.4 Exponentials
The notion of power set is pivotal in Set Theory. So in this sections we
encode critical properties of power set into a categorical fashion. Actually
we are going to handle a more general case: exponentials.
We recall that if we write ZX in Set we mean ZX = {h|h : X → Z}. A
very meaningful correspondence which often finds a translation in categories
of algebraic object is the following.
χ : Hom(Y ×X,Z) −→ Hom(Y, ZX)
f(·, ?) 7−→ f(·)(?).
This bijection is natural in X,Y, Z, so it follows that there is adjunction.
C C
·×X
·X
When the functor · ×X has a right adjoint we say that the category has
exponentials.
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1.2 Elementary toposes
The development of elementary
topoi [...] strikes this writer as
the most important event in the
history of categorical algebra
since its creation.
Freyd, [Fre72]
Former motivational section prepared the ground for the definition that
we are going to give. We do hope to have convinced the reader that many
properties of the category of sets only depend on some structural rigidity of
the category.
Definition 1.3. A category E is an elementary topos3 iff:
• has all finite limits and colimits;
• has exponentials
• has a subobject classifier 1→ Ω.
Lawvere and Tierney presented elementary toposes in 1970 at the Nice
Congress with a slightly redundant axiomatization. In a nutshell, an ele-
mentary topos is a cartesian closed category E with a subobject classifier.
Observation 1.4. Through the chapter we proved that Set is an elementary
topos.
We end this subsection with a more exotic but in fact important example
of Elementary topos.
Example 1.5 (SetN). Let’s consider N as a poset, i.e. a category in which
there is an arrow between i and j iff i ≤ j. An object in SetN is a functor
F : N→ Set and a morphism is a natural transformation. We will informally
look at it as the evolution of a set trough discrete time.
We want to prove that SetN is a topos. Clearly it has finite limits and
colimits since they can be computed pointwise:
(limD)(n) ∼= limD(n).
Exponentials too can be computed pointwise.
To provide a subobject classifier is much more interesting. A subobject
S
φ
↪→ X
is a sequence as follows:
3Briefly topos.
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S0 S1 S2 . . .
X0 X1 X2 . . .σ0 σ1
φ0 φ1 φ2
with σkSk ⊂ Sk+1. Imagine Xk = Y ∀k and σi = idX . In this case S is a
monotone increasing sequence of subsets. For any x ∈ X we can measure
the “time till inclusion in S” by the function
χk : Xk −→ N ∪ {∞}
x 7−→ min{n|σk(x) ∈ Sn+k},
if such an n does not exist we put χk(x) =∞. If we call
Ω: N −→ Set
i 7−→ N ∪ {∞},
and Ω(i ≤ i + 1)(j) = (j − 1)∀i and j > 1, while Ω(n ≤ n + 1)(0) = (0)
we define a functor which is going to be our candidate object classifier. χk
determinates a morphism {χk}k∈N = χ : X → Ω. So we need a map 1→ Ω.
Terminal object in SetN is
{·} → {·} → · · ·
so our natural transformation is very natural to be defined by sending · 7→ 0
at any time in the progression. So now we want to check that we have
individuated the subobject classifier.
Consider a subobject S ↪→ X. We have alrealdy defined φS = {φk} and
we ask
X Ω
S 1
χS
true
to be a pull back square.
We describe a pullback P such that P ↪→ X is an inclusion at any time.
Whatever the pullback P is, P0 must satisfy what follows. φ0(P0) = true(0)
so it’s clear that P0 = S0 and one can prove by induction that, for any k,
Pk = Sk.
Observation 1.6. We cannot provide a complete survey on the notion
of elementary topos but we shall point out that some important tools of
everyday mathematics are preserved by the existence of limits and colimits.
An important example of this comfortable behaviour of toposes is the
existence kernels, since kernels are pullbacks of the following square:
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A B
0
f
Recall that the existence of initial and final object is ensured by existence
of finite limits and colimits.
Since toposes have kernels, it is possible to define left exact functors
as those functors such that the following remains an exact sequence after
applying the functor.
0→ K → A→ B
However these structures can still be found, toposes are far from being
algebraic categories in any sense. In fact a topos cannot be a nontrivial
abelian category.
1.2.1 Again on quantifiers
In section 1.1.3 we gave a categorical approach for quantifiers in Set, such
a result holds for an elementary topos too. Here we state the theorem that
naturally generalizes the one we have proved for sets. A proof and a complete
dissertation on this subject, which is rich and very interesting can be found
in [SM92].
Theorem 1.2.1. Consider f : E → E′ a morphism in a topos E. Then the
functor f∗ : Sub(E′)→ Sub(E) has a left ∃f and a right adjoint ∀f .
Sub(E′) Sub(E)f∗
1.3 Grothendiek toposes
Grothendiek toposes arise from Algebraic Geometry. Grothendiek presented
them as generalized topological spaces; in next chapter we will see precisely
what he meant. Briefly a Grothendiek topos is a category of sheaves on a
site, following subsection will introduce the reader to all undefined words.
We will observe that such a category is indeed an elementary topos and it
is actually the cogent example to have in mind when proving a property of
an elementary topos since it’s definition comes earlier and was inspirational
in the definition of elementary topos.
We shall begin by another example of elementary topos (a natural gener-
alization of 1.5) which is going to be critical in order to set right viewpoint.
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1.3.1 Presheaves
Example 1.7 (SetC
op
). Let C be a category. As before SetC
op
is the cat-
egory of functors Cop → Set and their natural transformations. Such a
functor is called presheaf and this category is know as the category of
presheaves of C. We shall prove that it is an elementary topos. It is not
hard to believe that pointwise computation of limits and exponentials works
as before so we are going to work just on the subobject classifier. Recall
that this means to prove that the subobject functor is representable. Let’s
write down some calculations in the very special case of subobject of a rep-
resentable functor.
Sub(Hom(·, X))
Hope∼= Nat(Hom(·, X),Ω)
Yoneda∼= Ω(X) (1.8)
These abstract nonsense computations lead to the definition of our candidate
Ω: Cop −→ Set
X 7−→ {Subfunctors of Hom(·, X)}
It’s quite useful to give a more concrete definition of this functor before
proving that it actually is the subobject classifier.
We need the definition of a very classical object in Sheaf Theory.
Definition 1.9. Given an object X in a category C a sieve on X is a set
S of arrows with codomain X such that
f ∈ S and the composite fh is defined impliesfh ∈ S.
If we think of the arrows of S as those paths which are “allowed to get
trough” to X this definition means that any path to some other Y followed
by an allowed path from Y to X is allowed.
We can connect the notions of subfunctor of a representable functor and
sieve. If Q ⊂ Hom(·, X) is a subfunctor, the set
S = {f | for some object A, f : A→ X and f ∈ Q(A)}
is a sieve on X. Conversely, given a sieve S if we declare
Q(A) = {f |f : A→ X and f ∈ S} ⊂ Hom(A,X)
identifies a subfunctor of Hom(·, X). This correspondence establishes a bi-
jection
Sieves on X ∼= Subfunctors of Hom(·, X).
In order to prove that Ω is the subobject classifier we will see some more
technical details. If the reader want to skip this hill and just go with the
flow, this part might be skipped till next example believing that one can
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identify the subobject classifier of this topos with the presheaf of sieves on
an object.
Let g : X → Y be an arrow. A subobject Q of the functor Hom(·, Y )
determinates a subobject of the functor Hom(·, X) in a very natural way.
·g : Sieves on Y −→ Sieves on X
S 7−→ S · g,
meaning
S · g = {h|gh ∈ S}.
We can rephrase definition of Ω as follows.
Ω(X) = {S|S is a sieve on X in C}
and for an arrow g : X → Y by
Ω(g) : Ω(X) −→ Ω(Y )
S 7−→ S · g.
Since a subobject classifier actually is a monic 1→ Ω we need to identify
the terminal object in the category.
1 : Cop −→ Set
X 7−→ {·}
and for any arrow we choose the identity of {·}.
For an object X of C the set t(X) of all arrow into X is a sieve, called
maximal sieve on X. So we can define
τX : 1(X) −→ Ω(X)
· 7−→ {f : A→ X}
determinating a morphism
true : 1→ Ω.
In order to prove that this is the subobject classifier let Q be a subfunctor
of P : Cop → Set. Then each morphism f : A → X in C determines a
function P (f) : P (X)→ P (A) which may or may not take a given x ∈ P (X)
into Q(A). For a given x ∈ P (X) set
φX(x) = {f |P (f)(x) ∈ Q(dom(f))}
where f ranges over all morphisms in Cwith codomain X. φX(x) is a sieve
on X. Moreover φX(x) is the maximal iff x ∈ Q(C), so the given subfunctor
Q ⊂ P is the pullback along φ of the map true defined above.
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P Ω
Q 1
φ
true
We now move to the most important example. It’s not far from level of
generality we are looking for and it represents the historical starting point
of our story.
1.3.2 Sheaves on a Space
We finally come to pivotal example which is going to lead to definition of
Grothendiek topos.
Example 1.10 (Sheaves on a space). To any topological space X we can
associate a category in which objects are opens sets in X and morphisms
are inclusions. In next chapter we shall investigate properties of this cor-
respondence. In this example when we say “Take a topological space” we
mean the category of its open sets, often denoted by O(X). We have seen
that SetO(X)
op
is an elementary topos. We want to study a subcategory of
SetO(X)
op
and point out some properties.
Definition 1.11. A sheaf S on a topological space X is a functor S :
O(X)op → Set surch that each opening cover U = ⋃i Ui, i ∈ I of an open set
U of X yiels an equalizer diagram.
S(U)
e−→
∏
i
S(Ui)
p
⇒
q
∏
i,j
S(Ui ∩ Uj)
where for t ∈ S(U), e(t) = {tUi} and for a family ti ∈ S(Ui),
p{ti} = {ti(Ui∩Uj)}, q{ti} = {tj(Ui∩Uj)}.
Observation 1.12. Any covering family for an open set U is naturally a
sieve on U .
The (sub)category Sh(X) of sheaves on X is a very important tool in
algebraic geometry and contemporary geometry. It is going to be very useful
to our intents too but we won’t prove that Sh(X) is an elementary topos
yet, we just state it since it will be a corollary of a theorem we will see later.
We will prove that Sh(X) encodes so many geometrical information of X to
be confused with it.
Before these motivational theorems, that we will treat in next chapter,
we present the notion of Grothendieck topos, which is modelled on last
example.
Soon it might be important to keep in mind following lemma.
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Proposition 1.3.1. A presheaf4 P on X is a sheaf iff, for every open set U
of X and every covering sieve S on U , the inclusion iS : S → y(U) induces
an isomorphism,
Hom(y(U), P ) ∼= Hom(S, P ).
where we denote by y the Yoneda embedding.
Proof. For a presheaf P and any covering of an open set U by {Ui}, the
following equalizer diagram holds.
P (U)
e−→
∏
i
P (Ui)
p
⇒
q
∏
i,j
P (Ui ∩ Uj)
We can concretely realize the equalizer of two arrows E as follows.
E = {{xi}|xi ∈ P (Ui) and xiUi∩Uj= xjUi∩Uj for all (i, j)}.
The sieve associated to this covering is the set of inclusions V ⊂ Ui for some i.
For each of these V define xV = xiV . Since xiUi∩Uj= xjUi∩Uj for all (i, j)
the element xV is well defined. In conclusion we can describe E alternatively
as follows:
E = {{xV } : xV ∈ P (V ) for V ∈ S and xV V ′= xV ′ for V ′ ⊂ V }.
As we observed a sieve S is naturally a functor. We specify this construction
in this case. For an open set U Hom(V,U) is not that big. It is Hom(V,U) =
{·} if V ⊂ U and Hom(V,U) = ∅ else. So for a sieve S we look at it as a
functor such that S(V ) = {·} ifV ∈ S and S(V ) = ∅ else. We can finally
look at E as the set of natural transformations θ : S → P 5. Now we collect
what we discovered in a diagram.
Hom(yU, P ) P (U)
Hom(S, P )
∏
i
P (Ui)
∏
i,j
P (Ui ∩ Uj)
y
(iS)
∗
e
d
p
q
where y is the isomorphism given by Yoneda Lemma, while maps e, p
and q are the same in definition of sheaf and the equalizer d maps θ 7→
{θ(Ui)({·})}i. It’s easy to check that the diagram commutes so that e factors
through d. We can rephrase these observation stating that P is a sheaf (i.e.
e is an equalizer) if and only if for every covering, the left hand vertical map
is an isomorphism.
4Objects in SetC
op
are often called presheaves.
5θV (·) = xV
14 CHAPTER 1. TOPOSES
1.3.3 Sheaves on site
In this section keep in mind last example because we are just generalizing
those ideas. Take C a category. We want to define a notion of sheaf on it.
So we do need a notion of covering family. Proposition 1.3.1 bridges in a
categorical fashion the notion of cover and sheaf so we will use that one in
the definition.
Definition 1.13. A Grothendieck topology6 on a category C is a function
J which assign to each object X of C a collection J(X) of sieves on X, in
such a way that
• the maximal sieve is in J(X);
• (stability axiom) if S ∈ J(X), then h∗(S) ∈ J(Y ) for any arrow h :
Y → X.
• (transitivity axiom) if S ∈ J(X) and R is any sieve on X such that
h∗(R) ∈ J(Y ) for all h : Y → X ∈ S then R ∈ J(X).
A pair (C, J) will be a site.
According to last example, a sieve S ∈ J(X) is called a covering sieve.
We shall also say that S covers X. Some texts also say that S covers an
arrow f : Y → X if f∗(S) covers Y .
Definition 1.14. A sheaf on a site is a presheaf such that
Hom(y(X), P ) ∼= Hom(S, P )
for any sieve S in J(X).
We can rephrase again diagrammatically requiring that the following is
an equalizer of sets.
P (C)
e−→
∏
f∈S
P (domf) ⇒
∏
f,g f∈S,
domf=codg
P (domg)
The subcategory of all sheave on a site will be denoted Sh(C, J).
Definition 1.15. A Grotendiek topos is a category C such that holds
C ∼= Sh(C, J),
for a suitable site (C, J).
Sometimes a topology for a space can be recovered from a basis of the
topology. There is a analogous notion of basis for a Grothendieck topology.
6Briefly Topology.
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Definition 1.16. A basis (for a Grothendieck topology) on a category C
with pullbacks is a function K which assigns to each object X a collection
K(X) consisting of families of morphisms with codomain X, such that:
• if f : Y → X is an isomorphism, then {f : Y → X} ∈ K(X);
• if {fi : Yi → X|i ∈ I} ∈ K(X) then for any morphism g : D → X, the
family of pullbacks {pi2 : Yi ×X D → D|i ∈ I} is in K(D);
• if {fi : Yi → X|i ∈ I} ∈ K(X) and if for each i ∈ I one has a
family {gij : Dij → Yi|j ∈ Ii} ∈ K(Yi), then the family of composites
{fi ◦ gij : Dij → X|i ∈ I, j ∈ Ii} is in K(X).
Observation 1.17. In the sequel, we will often loosely refer to a topology
on a category, even where it is clear from the context that we really mean a
basis for a topology. There is no risk in this abuse, since a basis K generates
a topology J in a very natural way, that is:
S ∈ J(X) iff ∃R ∈ K(X) : R ⊂ S.
Equivalently a sieve is a J cover iff it contains a K-cover.
1.3.4 Sh(C, J) is a topos
Sh(C, J) is a topos but it won’t be easy to prove it. We shall begin by
colimits (and limits). Our proof line is the following. Consider the inclusion.
Sh(C, J) ↪→ SetCop
If this functor has a left adjoint
a : SetC
op  Sh(C, J) : i
such that a ◦ i ∼= idSh(C,J)we are done with colimits. In fact left adjoints
preserve colimits. Let’s write down this abstract nonsense. For an object
B ∈ Sh(C, J) and a diagram D : I → Sh(C, J) it holds that
Hom(colimD,B)
1
∼= Hom(colimaiD,B) (1.18)
∼= limHom(aiD,B) (1.19)
2
∼= limHom(iD, iB) (1.20)
∼= Hom(colimiD, iB) (1.21)
2
∼= Hom(acolimiD,B) (1.22)
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And by Yoneda we conclude that
colimD
1
∼= colimaiD
Yoneda∼= acolimiD.
Actually a theorem like the one we need holds but we won’t prove it
because it’s not in our interests.
The reader who is confident with the notion of sheafification won’t be
amazed by this theorem. A proof can be found in [SM92].
Theorem 1.3.2. The inclusion functor i : Sh(C, J) → SetCop has a left
adjoint
a : SetC
op → Sh(C, J),
called associated sheaf functor. Moreover, this functor commutes with
finite limits, takes monos to monos, and a ◦ i ∼= idSh(C,J).
We might follow same line for finite limits but it’s easier to check the
following proposition.
Proposition 1.3.3. Let (C, J) be a site and let I → SetCop be a diagram
of presheaves. If all Pi in the diagram are sheaves so is the limit.
Proof. Let P = lim←−Pi be the limit in the category Set
Cop of presheaves, so
P (X) = lim←−Pi(X) for all X objects of C. If S is a cover of an object X then
we have the following equalizer:
Pi(C)
e−→
∏
f∈S
Pi(domf) ⇒
∏
f,g f∈S,
domf=codg
Pi(domg)
and since limits commute with limits taking the inverse limit of all these
equalizers we rise to following equalizer:
P (C)
e−→
∏
f∈S
P (domf) ⇒
∏
f,g f∈S,
domf=codg
P (domg)
which is the thesis.
Observation 1.23. As a last result of our adjunction we can observe that
for any sheaf F on (C, J) we get:
F (X)
Yoneda∼= Hom(y(X), iF ) ∼= Hom(ay(X), F ).
1a ◦ i ∼= idSh(C,J)
2Adjoint functors property.
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This observation is much more important that it looks at first sight.
In fact any presheaf is a colimit of representable presheaves. Con-
sequently, any sheaf F , regarded as a presheaf iF , has the form iF =
colimky(Ck) for some diagram on objects Ck in C. Therefore
F ∼= aiF ∼= acolimky(Ck) ∼= colimkay(Ck).
This implies in particular that the set of all sheaves ay(C) generates the
topos in the sense of the following definition.
Definition 1.24. A collection of objects {Gξ} of a category A generates
A iff for any parallel pair of morphism f, g : X → Y in A one has f = g iff
ft = gt forall maps t : Gξ → X with Gξ any object from the collection.
To understand what means to generate a topos we focus of the elemen-
tary topos of Set and point out that in that case the singleton generates the
topos. If we look at Yoneda lemma as a reformulation of “Two Objects are
the same iff they have same elements” in terms of generalized elements, than
to generate a topos means to be perfect candidates as generalized elements
for any object (as the singleton is in Set).
Finally we proved that Sh(C, J) has limits and colimits. We won’t check
that Sh(C, J) has exponentials.
Again, hardest work will be about the subobject classifier but in some
sense we will just do as in examples.
Consider an arbitrary site (C, J). For a sieve M on an object X and an
arrow f : Y → X recall that f ∈ M means that f∗M is the maximal sieve
on Y . We say M to be closed (for J) iff for all arrows f : Y → X
f∗M ∈ J(Y )⇒ f ∈M.
We are ready to define
Ω(X) = {closed sieves on X }
and for a map g : Y → X we define
Ω(g) : Ω(X) −→ Ω(Y )
M 7−→ g∗M
Since to be closed is stable under pullback in the sense that for any sieve
M on X and any morphism h : Y → X,
M closed⇒ h∗M closed
Ω(g) is a well defined presheaf.
Fact 1. Ω is a sheaf.
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As always we need a map 1→ Ω. The maximal sieve on X, is obviously
closed and for any morphism g : Y → X we have that g∗(tX) = tY . Thus
X 7→ tX defines a natural transformation true: 1→ Ω.
Proposition 1.3.4. The sheaf Ω, togheter with the map true, is a subobject
classifier for Sh(C, J).
Proof. Let F be a sheaf on C and let A ⊂ F be a subsheaf. We purpose a
characteristic function χA : F → Ω for A defined as we did for presheaves.
(χA)X(x) = {f : D → X|f(x) ∈ A(D)}.
It’s not hard to check that χ is a natural transformation. We verify that the
square of sheaves
F Ω
A 1
φA
true
is a pullback. Since limits in Sh(C, J) are computed as limits in presheaves
(pointwise), this square is a pullback precisely when, for all X ∈ C and all
x ∈ F (X), x ∈ A(X) iff (χA)X(x) = tX and this is indeed the case as is
clear from definition.
This finally concludes the proof of the fact that a Grothendieck topos is
an elementary topos.
1.3.5 Giraud’s Theorem
In former section we have introduced Grothendiek toposes. To understand
how general this notion is might be a direction of our studies but this is not
easy and far from our main interests. We will just give some definition in
order to state some corollaries of Giraud’s theorem which is the technical
tool to compare Grothendiek toposes. Giraud’s theorem is an important
result which decides, among other things, when a topos is a Grothendiek
topos. For a reference we suggest the first appendix of [SM92].
Theorem 1.3.5 (Giraud). A category C with all small hom-sets and all
finite limits is a Grothendieck toposs iff it has the following properties:
• has small coproducts,and they are disjoint and stable under pullback;
• every epimorphism is a coequalizer;
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• every relation R⇒ E is a kernel pair and has a quotient;
• every exact fork R⇒ E → Q is stably exact;
• there is a small set which generates C.
Now we come to some corollaries, that are the true tool for a working
mathematician and do point out when a topos is a Grothendieck topos.
Definition 1.25. Let (C, J) be a site. J is said to be subcanonical if any
representable presheaf is a sheaf.
Theorem 1.3.6 (A corollary of Giraud’s). If C is a small full subcategory
of a Grothendieck topos E which generates E, while J is the subcanonical
topology on C in which the covering sieves on an object X are the epimorphic
families to X, then E is equivalent to Sh(C, J).
Theorem 1.3.7 (A corollary of Giraud’s). Any elementary topos is
a Grothenieck topos iff it has all small coproducts and a small set of
generators.
1.3.6 Heyting algebra of Subobjects
Let (C, J) be a site for the topos Sh(C, J). For each sheaf E on C. Each
element A ∈ Sub(E) can uniquely (up to iso) be represented by a functor
A : Cop → Set,
such that for each object X ∈ C holds A(X) ⊂ E(X), for each morphism
X → Y the restriction A(Y ) → A(X) agrees with the one of E, for each
object X ∈ C and each cover S of C and each e ∈ E(X) one has
E(f)(e) ∈ A(Y ) for everyf : Y → X in S ⇒ e ∈ A(X).
It’s natural to partially order subobjects of E as follows
A ≤ B iff A(X) ⊂ B(X) for all X ∈ C.
Clearly E itself is the largest element in this partial order. We can equip
Sub(E) of some additional structure. We can meet two subobject by defining
(A ∧B)(X) = A(X) ∩B(X),
and extend this idea to infinite families of subobject {Ai} in the very natural
way:
(
∧
i
Ai)(X) =
⋂
i
Ai(X).
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These observations will lead to conclude that Sub(E) is a complete lattice.
We recall some definitions.
We shall begin by giving the definition of lattice.
Definition 1.26. A lattice is a triple ((L,<),∧,∨) where (L,<) is a par-
tially ordered set, ∧ (meet) and ∨ (join) are commutative and associative
operations satisfying the following relations:
1. ∀a, b ∈ L a ∨ (a ∧ b) = a
2. ∀a, b ∈ L a ∧ (a ∨ b) = a
3. ∀a1 < a2, b1, < b2 ∈ La1 ∨ b1 < a2 ∨ b2
4. ∀a1 < a2, b1, < b2 ∈ La1 ∧ b1 < a2 ∧ b2
Hereafter L will be the standard notation for a lattice.
Lattices are a very general object so our dissertation will begin by an
example. Let S be a topological space. Clearly the set O(S) of all open
subsets U ⊂ S is partially ordered by inclusion and (O(S),∩,∪) is a lattice.
It also has infinite joints and satisfies the infinite distributive law :
U ∩
⋃
i
Vi =
⋃
i
(U ∩ Vi). (1.27)
This is a very special lattice.
Definition 1.28. A frame is a lattice with any finite meets and infinite
joints satisfying the infinite distributive law.
Observation 1.29. A frame has a largest element 1 (the empty meet) and
a smallest element 0 (the empty join).
Since we will often handle frames coming from topological frames we will
examine some of their structure.
Definition 1.30. A frame morphism Φ : B → A is a map of partially
ordered sets which preserves finite meets and infinite joints.
Observation 1.31. A frame morphism will satisfy following rules.
• Φ(0) = 0;
• Φ(1) = 1;
• Φ(A ∩B) = Φ(A) ∩ Φ(B);
• Φ(
⋃
i
Bi) =
⋃
i
Φ(Bi).
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This definition is model on the following idea. Let f : S → T a morphism
in category of topological spaces and continuous maps. The map
f−1 : O(T ) −→ O(S)
U 7−→ f−1(U)
is a frame morphism.
Definition 1.32. (L,>,⊥) is a bounded lattice if L is a lattice; ⊥ ∈ L is
an identity for join and > ∈ L is an identity for meet.
Definition 1.33. An Heyting algebra is a bounded lattice such that ∀a, b ∈
L exists and element a→ b such that (a→ b) = sup{x ∈ L : a ∧ x < b}.
Definition 1.34. A lattice L is complete if (L,<) is a complete order. If
A ⊂ L generally inf(A) is denoted by ∧A, sup(A) is denoted by ∨A.
Definition 1.35. A Heyting algebra H is complete if its underlying lattice
is complete.
Going back to our interests we shall define suprema os Sub(E).∨
i
Ai =
⋂
{B|Ai ⊂ B for all i}.
Proposition 1.3.8. The lattice Sub(E) is a complete Heyting algebra.
Proof. We already presented inf and sup, so it suffices to prove the distribu-
tive law. We want to show that for any family of subobjects {Ai} and any
other subobject B the following holds,
B ∧
∨
i
Ai =
∨
i
(B ∧Ai).
Clearly
∨
i(B ∧ Ai) ⊂ B ∧
∨
iAi. The other inclusion is not obvious as it
might look. Suppose e ∈ B(X), and moreover that e ∈ ∨iAi(X). The sieve
S = {f : Y → X|Ai(f)(e) ∈ Ai(Y ) for some i}
covers X. Then for f ∈ S, (B ∧Ai)(f)(e) ∈ (B ∧Ai)(Y ) for some i and by
definition of suprema and presentation we gave of subobjects we conclude
that e ∈ (∨iB ∩Ai)(X).
Example 1.36. An Heyting algebra A gives naturally a site. We can look at
the algebra as a category in the usual way7. Topology is defined as follows,
{ai|i ∈ I} ∈ J(c) iff
∨
i∈I
ai = c.
7There is exactly an arrow a→ b iff a ≤ b
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In the topos Sh(A, J) a subsheaf of the terminal object 1 is a functor
S : Aop → Set
such that S(a) ⊂ {0} for every a ∈ A, and, moreover, such that a = ∨ ai
implies that if 0 ∈ S(ai) for all i then 0 ∈ S(a). So S is completely deter-
mined by the element s =
∨{a|0 ∈ S(a)} of A, and we find that s 7→ S
gives
A ∼= Sub(1).
1.4 Geometric Morphisms
Chronologically speaking we have not told the story in the right way. Topos
theory begins with the very special example of the Grothendiek topos of
sheaves on a topological space. If f : X → Y is a continuous map between
topological spaces, we get a map f−1 : O(Y ) → O(X) taking U → f−1(U).
That lifts to a functor
f∗ : Sh(X) −→ Sh(Y )
S 7−→ S◦ f−1
which is well defined8, and preserves all small limits. f∗ is called direct image
and has a left adjoint f∗ which is left exact and preserves small colimits.
These considerations lead to the definition of geometric morphism.
Definition 1.37. A geometric morphism f : E→ F between two toposes
consists of a pair of adjoint functors:
f∗ : E  F : f∗
such that f∗ preserves finite limits.
This is not the only definition of morphism between toposes, there is
another one that we will not look at since we won’t make any use of it.
Observation 1.38. A theorem due to Freyd proves that any functor f∗
between Grothendieck toposes which preserves small colimits must have an
adjoint. Therefore a geometric morphism f : E→ F between Gothendieck
toposes could be just a functor E← F : f∗ preserving finite limits and small
colimits.
The topological case is the common ground for notation and definitions.
In this fashion one can define open geometric morphisms and surjective
geometric morphisms. In fact, according to notation we used before, if f is
surjective then f∗ is faithfull. If f is en embedding f∗ is full and faithfull
and this considerations lead us to the following definition.
8It’s not obvious but we will not check this since this introduction is just motivational.
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Definition 1.39. A geometric morphism f : F→ E is said to be a surjec-
tion when f∗ is faithful. It is said to be an embedding when f∗ is full and
faithful.
We now see a surjectivity criterion for a geometric morphism between
toposes that will be soon useful.
Lemma 1.4.1. Consider a geometric morphism F : E → F. If, for all
objects E, f∗induces an injective homomorphism of subobject lattices f∗ :
Sub(E)→ Sub(f∗E), than f is surjective.
Proof. We need to prove that f∗ is faithful. First we prove that it reflects
isomorphisms. For an arrow α : E → E′ in E such that f∗α is an isomor-
phism. Let Im(α) ⊂ E′ be its image in E′. Since f∗ is left exact and right
exact, it preserves monos and epis and so takes the factorization of α into
that of f∗α:
f∗E  f∗(Imα) ↪→ f∗E′.
By the assumption f∗α is an isomorphism, hence is epi, so f∗(Imα) = f∗E′.
Hypothesis one has that Imα = E′, so α is an epi. In a similar way one
proves that α is monic, so that it is in fact an isomorphism, as wanted. It
is easy now to prove that f∗ is faithful. Consider two parallel arrows α, β :
E → E′ in E with f∗α = f∗β and take their equalizer u : A ↪→ E ⇒ E′.
Since f∗ is left exact, it preserves equalizers and so f∗u is the equalizer
of f∗α = f∗β that implies f∗u is an isomorphism. Since we proved that
f∗ reflects isomorphisms, u must be an isomorphism too. In other word,
α = β.
Sometimes we will deal with the category of geometric morphism Geom(E,F)
between two toposes. In the special case that F is a Grothendieck topos
there is an important equivalence of categories named after Diaconescu that
simplifies the study. One can find a proof of this correspondence in [SM92].
Definition 1.40. For a site (C, J) and a topos E we say that a functor
F : (C, J) → E is continuous if it takes covering sieves to epimorphic
families.
Theorem 1.4.2. Take (C, J) a site where C has finite limits and E
a topos with small colimits. Then there is an equivalence of categories
between geometric morphisms E→ Sh(C, J) and continuous left exact
functor (C, J)→ E.
Geom(E,Sh(C, J)) ∼= ConLex((C, J), E)
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1.4.1 Morphisms of Sites
In this section we give a notion of morphism of sites which we use to generate
morphisms of Grothendiek toposes. Given two sites closed under finite limits
(D,K) and (C, J) each functor φ : C→ D whit the right property induces
a geometric morphism f : Sh(D,K)→ Sh(C, J).
Definition 1.41. A morphism of sites φ : C → D is a functor that
preserves covers is a functor that preserves finite limits and covers, meaning
that if S ∈ J(C) is a covering sieve of X in C then φ(S) is a covering sieve
for φ(X).
Following theorem is a strong result on lifting functors from sites to
respective sheaf categories. A proof of it can be found int [SM92]·
Theorem 1.4.3. Let (C, J), (D,K) be sites. Let φ : C→ D and pi : D→ C
functors such that pi is the left adjoint to φ. If φ preserves covers, then there
is an induced geometric morphism f : Sh(D,K) → Sh(C, J); the direct
image functor f∗ sends a sheaf S on D to the composition f∗(S) = S◦ φ,
while the inverse image acts on a sheaf Q on C as f∗(Q) = a(Q ◦ pi).
1.5 Boolean toposes
1.5.1 Lattices
We have seen that for any object E in a Grothendieck topos Ethe set Sub(E)
has an Heyting algebra structure. This result holds for an elementaty topos
and it is deeply connected to an Heyting structure that can be defined
internally in the topos. For any topos E there is an internal structure of
Heyting algebra on the subobject classifier Ω. To present this result we shall
introduce the notion of lattice object in a category.
Definition 1.42. A lattice object or internal lattice in a category C is an
object L together with two morphisms
∧ : L× L→ L, ∨ : L× L→ L,
called meet and join which render commutative the diagrams which express
the identities the identities used in equational definition of lattice: associa-
tive, commutative, idempotent laws for both meet and join and absorption
law.
An internal lattice has a 0 and 1 (or bottom and top) when there are
arrows
> : 1→ L, ⊥ : 1→ L,
such that
x ∨ ⊥ = x, x ∧ > = x.
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Finally, an internal lattice with top and bottom is an internal Heyting
algebra if there exist and additional operation:
⇒: L× L→ L
such that
x⇒ x = 1,
x ∧ (x⇒ y) = x ∧ y,
y ∧ (x⇒ y) = y,
x⇒ (y ∧ z) = (x⇒ y) ∧ (x⇒ z).
One may verify that in Set this definition is equivalent to the one we
gave before.
Proposition 1.5.1. Ω is an internal Heyting algebra.
Proof. We do provide maps, equational equalities are easy to check. Con-
sider the map
(>,>) : 1→ Ω× Ω,
a subobject of Ω×Ω. Since Ω is the classifier the map corresponds to a map
∧ : Ω× Ω→ Ω.
This is going to we our meet. Now consider
Ω1 → Ω× Ω
∧
⇒
pi1
Ω
the equalizer of ∧ and projection on first component. The equalizer is classi-
fied too by a map ⇒: Ω×Ω→ Ω. Now it is time for join. First we pullback
true along pi1,
Ω× Ω Ω
pi∗1(true) 1
pi1
true
genereting a subobject pi∗1(true) of Ω×Ω. We can do same for pi∗2(true).
∨ is coing to be the classifying map for the union of these objects. Here
union is defined as follow. First we take the pullback of subobjects, to find
their intersection:
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pi∗2(true) Ω× Ω
pi∗1(true) ∩ pi∗2(true) pi∗1(true)
And then we take the pushout to find union:
pi∗2(true) pi∗1(true) ∪ pi∗2(true)
pi∗1(true) ∩ pi∗2(true) pi∗1(true)
There is a natural map pi∗1(true) ∩ pi∗2(true)→ Ω× Ω, that will be classified
by our candidate join. We conclude by noting that the 1 element is true and
0 element is the map 1→ 0→ Ω.
For an internal Heyting algebra H, one can define a negation operator
¬ : H −→ H
x 7−→ x⇒ 0.
If ¬¬ = idH we say that H is an internal boolean algebra.
1.5.2 Sub(E) is an Heyting algebra
For every E object in E one can equip Sub(E) of a structure of Heyting
algebra by miming construction we have already purposed in last proof. We
can meet subobjects by taking a pullback:
A E
A ∧B B
And we can join subobjects by taking a pushout:
A A ∨B
A ∧B B
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Implication is a bit harder to present and would necessitate of a longer
digression on power object so we will not treat it.
Hom(E,Ω) inherits a structure of internal boolean algebra by the isomor-
phism with Sub(E). This structure is compatible with the internal Heyting
algebra structure of Ω in a specific sense. We will look just at the relation
between meets. Consider the following diagram:
Hom(E,Ω× Ω) Hom(E,Ω)
Sub(E)× Sub(E) Sub(E)
Hom(E,Ω)×Hom(E,Ω)
∩
∧E
then ∧E comes from a uniquely9 determinated map
∧ : Ω× Ω→ Ω
via composition. Same happens for other operations on Hom(E,Ω).
1.5.3 Boolean topos
Definition 1.43. A topos is boolean if the internal Heyting algebra Ω is
an internal boolean algebra.
Unsurprisingly the booleanity of subobject classifier is deeply connected
to booleanity of Sub(E) for any object E in the topos.
Proposition 1.5.2. The following conditions are equivalent:
1. E is boolean;
2. For every object E, the Heyting algebra Sub(E) is in fact boolean.
Proof. Recall that the internal Heyting algebra structure on Ω corresponds
on the external Heyting algebra structure on Sub(E) through the isomor-
phism
Hom(E,Ω) ∼= Sub(E).
This Sub(E) is boolean for each E iff Ω is boolean, this is the thesis.
9since ∧E is natural in E.
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1.6 Toposes and Choice
A very useful feature that Set sometimes10 exhibits is the Axiom of Choice
(AC). In Set it is equivalent to the fact that any surjective map has a section,
so this will be our categorical interpretation of this axiom. In this section we
establish some sufficient condition that guarantee the validity of the choice
in an elementary topos.
Definition 1.44. A topos satisfies the axiom of choice (AC) iff every
epimorphism admits a section.
Definition 1.45. A topos satisfy the internal axiom of choice (IAC)
iff for any objct E, the functor
(−)E : E→ E,
given by exponentiation, preserves epimorphisms.
Observation 1.46. A topos that satisfy (AC) satisfies (IAC). To notice
that we oberve that if p : X  I is an empic arrow with section s : I → X
(section is guaranteed by (AC)) the the map pE : XE → IE has section sE ,
which is equivalent to (IAC)
Surprisingly the rigidity of the Heyting algebra structure of subobjects is
closely related to the satisfaction of AC. Following result bridges the notion
of being boolean with the notion of satisfying axiom of choice as proved in
following theorem.
Theorem 1.6.1. Let E be a topos which is generated by subobjects of
1, and moreover has the property that for each object E, Sub(E) is a
complete Boolan algebra. Then E satisfies the axiom of choice.
Proof. Let p : X  I be an epic arrow. By completeness of Sub(I) we find a
maximal subobject m : M → I such that p has a section s : M → X. If we
suppose M 6= I, since Sub(I) is boolean, M has a complement ¬M which is
nonzero. Hence, since subobjects of 1 generate E, there is a nonzero V ⊂ 1
in E and a map t : V → ¬M . Consider the pullback
V I
X ′ X
¬M
p’ p
10Depending on Axiomatic Theory we choose.
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Since p is epic so is p′, and therefore X ′ 6= 0 since V 6= 0. Again
since subobjects of 1 generate, there is a nonzero object W ⊂ 1 and a map
r : W → X ′. Then p′r : W → V so W ⊂ V , Moreover,
tW : W → t(W ) ⊂ I
is an isomorphism. But M ∩ t(W ) = 0, so their supremum as a subobject of
I is their coproduct, and s : M → X and rt−1 : t(W )→ X ′ patch together
to form a section M ∪ t(W ) → X. Since t(W ) 6= 0, this contradicts the
assumed maximality of M .
Observation 1.47. The category Set verifies the two hypothesis of the
theorem, so one may think to have proved that the category of sets verifies
the axiom of choice (that is well known to be independent by other axioms).
This would be a mistake, indeed in the proof it is used that the metatheory
in which the proof is done verifies the axiom of choice. That is ensured by
the fact the the Zorn lemma on chains of subobjects is used in the most
important and conceptual part of the proof. Thus in the proof we are
already using the fact the Set verifies the axiom of choice, there is nothing
unexpected if then the theorem implies that Set verify the axiom of choice.
In next chapter we will look at toposes whose subobject classifier Heyting
algebra is naturally complete and boolean, so that hypothesis of this theorem
will be verified.
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Chapter 2
Localic toposes
In last chapter we alluded to the fact that a Grothendieck topos coming from
a topological space encodes all the geometry of the space. In this chapter
we analyze this suggestion introducing the notion of localic topos.
Structure of the chapter is the following: first we introduce the notion
of locale and we see in which sense it is a generalization of the notion of
topological space. Then we introduce the notion of localic topos establishing
an equivalence of categories between locales and localic toposes. We will end
the chapter with the conclusion that a Localic topos is a generalized sober
space.
In next chapter we will see how a Grothendieck topos is covered by a
localic boolean one, so although not any topos is boolean or localic, any
Grothendieck topos is covered by a localic boolean one; this theorem is
known as Barr’s theorem.
We are going to need some more technical preliminaries about the notion
of Locale and Heyting algebras.
Material for this chapter comes from [SM92].
2.1 Locales
We focus on Locales aiming to underline connection between topological
spaces and the lattice of open sets.
Proposition 2.1.1. Frames are precisely complete Heyting algebra.
Proof. We need to show that a frame is an Heyting algebra. We just need
an implication. For U, V in the frame, take:
U ⇒ V =
∨
{W : W ∧ U ≤ V }.
And this definition works perfectly.
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However, a morphism of frame is not required to preserve these Heyting
algebra operation.
Lemma 2.1.2. A frame morphism Φ : B → A, considered as a map of
posets has a right adjoint Ψ : A→ B.
Proof. Idea of this proof lies in the following observation: if such a Ψ exists
it must satisfy for all U ∈ A and V ∈ B:
V ≤ Ψ(U) iff Φ(V ) ≤ U.
Now, since frames have infinite joints we can purpose following definition,
which is strongly motivated buy observation and the fact that Φ preserves
suprema.
Ψ(U) =
∨
{V ∈ B : Φ(V ) ≤ U}.
As aspectable by a right adjoints Ψ preserves meets, i.e.
Ψ(
∧
Ui) =
∧
Ψ(Ui).
Going back to an example we know very well, a map of frames induced by
a continuous map of topological spaces f−1 : O(T )→ O(S) has the following
right adjoint.
f∗ : O(S) −→ O(T )
U 7−→ ⋃{V : f−1(V ) ⊂ U}.
We cannot ask f∗ to be a morphism of frames.
This takes us to conjecture a connection between topological spaces and
boolean complete algebras, this correspondence will be full explained in the
chapter.
We now change notation to focus on the fact that a we are going to
consider frames associated to topological spaces. We denote
Locales := Framesop.
We shall denote locales by X,Y, Z and O(X),O(Y ),O(Z) corresponding
frames. And clearly we have a functor
Loc: Spaces −→ Locales
T 7−→ O(T )op.
Here we have some ambiguity, because standard notation for O(T )op is T .
In this ambiguity we crystallize the fact that we wish to think locales as
generalized topological spaces. This bridges the notion of topological space
with the notion of complete boolean algebra by the observation that frames
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are precisely complete boolean algebras.
One can wonder if the functor we presented has a right adjoint
Loc: Spaces  Locales : ?
Answer is positive and in next paragraphs we aim to introduce it.
2.1.1 Points of a Locale
In purpose of moving in the direction just outlined we shall study points in
Locales. The point space is the terminal object in the category of topological
spaces and a point in a space X can be seen as a map · → X. In analogy
with this topological notion of point we say that a point in a locale X is a
map
1→ X.
Concretely, in terms of frames, the initial frame is the frame {>,⊥} and a
point p : 1 → X is a frame morphism p−1 : O(X) → {>,⊥}. Normally p−1
is presented in terms of its kernel K = {U : p−1(U) = ⊥}. K has following
properties.
> /∈ K
U ∧ V ∈ K ⇔ U ∈ K or V ∈ K∨
Ui ∈ K ⇔ Ui ∈ K for all i
 (2.1)
These observation lead to the following lemma wich gives a multifaceted
characterization of points in locales. We just need a definition.
Definition 2.2. P ∈ O(X) is a prime proper element iff:
1 6= P,U ∧ V ∈ P iff U ≤ P or V ≤ P
Lemma 2.1.3. Points of a locale X can be described in any of following
ways:
1. a map of locales p : 1→ X.
2. a subset K ⊂ O(X) as in 2.1,
3. proper prime element P ∈ O(X).
We shall denote pt(X) the set of proper prime elements (i.e. points) of
O(X). Finally we can introduce the right adjoint.
pt : Locales −→ Spaces
X 7−→ pt(X).
Actually we have been too brave because pt(X) is just a set and we have
not presented how pt acts of morphism. In order to fix this issue we observe
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that pt(X) has a natural topological structure where open sets are of the
form:
pt(U) := {p ∈ pt(X)|p−1(U) = 1}
for some U ∈ O(X). By composition a map of locales f induces a function
pt(f) which is continuous.
Theorem 2.1.4. pt is the right adjoint of Loc.
Proof. For a topological space S and a locale X, we want to provide a
bijection between
HomTop(S, pt(X)) ∼= HomLoc(Loc(S), X).
So, take g : S → pt(X) a continuous function. We define a frame morphism
f−1 : O(X) −→ O(S)
V 7−→ g−1(pt(V ).
This is a well defined frame morphism sice V 7→ pt(V ) maps finite meets and
arbitrary sups to finite intersections and arbitrary unions and g is continu-
ous. Conversely, for a map of locales f : Loc(S)→ X and a point s ∈ S we
call g(s) : 1 → X the locale map that on frames act as follows g−1s (V ) = 1
iff s ∈ f−1(V ). This correspondence rises to a map g : S → pt(X) that
is continuous since g−1(pt(V )) = f−1(V ). This correspondence f  g is
natural and so rises to the announced adjunction.
So we finally got
Loc: Spaces  Locales : pt
In the beginning of the chapter we promised to better understand the
confusion we shall operate between a topological space and its associated
locale of open sets. Existence of pt is itself a partial answer but one may
ask for which spaces Loc is an equivalence of categories. Next subsection
investigates this problem.
2.1.2 Sober spaces
Let us focus on locales coming from topological spaces. A point s ∈ S is
determined by a natural point in the locale Loc(S). We shall describe it as
the prime element S \ {s}. So we can present the map
ξ : S −→ pt(Loc(S))
s 7−→ S \ {s}.
If this map is a bijection we say the space to be sober.
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Fact 2. Any Hausdorff space is sober, any sober space is T0.
Fact 3. For a ring R, Spec(R) equipped of Zariski topology is a compact
sober space.
These two facts should convince the reader that the subcategory of sober
spaces is very large.
Sober spaces will be the subcategory of topological spaces whom Loc
restricts to an equivalence of categories.
It is important to make some consideration on the unit of the adjunction.
For a topological space S the unit
η : S → ptLoc(S)
is the map sending a point η(s) = ps : 1→ Loc(S).
Proposition 2.1.5. For any topological space S the following are equivalent:
1. S is sober;
2. the unit of the adjunction η is a homeomorphism;
3. there is a homeomorphism S ∼= pt(X) for some locale X;
Proof. (1) ⇒ (2) By definition of sobriety, η is a bijection of sets. Now we
prove that η is open, which is enough to prove that is an homeomorphism
by bijectivity. Take an open set V ⊂ S, then pt(U) is open in ptLoc(S) and
η(s) ∈ pt(U) iff s ∈ U,
that is η is open.
(2)⇒ (3) is clear.
(3)⇒ (1) For a locale X we want to prove that pt(X) is sober. By definition
open subsets of pt(X) are precisely subsets of the form pt(V ) for V ∈ O(X).
If pt(V ) is proper and prime it satisfy the following:
• pt(V ) 6= pt(X);
• For U,W ∈ O(X),
pt(U) ∩ pt(W ) ⊂ pt(V )⇒ pt(U) ⊂ pt(V ) or pt(W ) ⊂ pt(V ).
What we need to prove is that there is a unique point s : 1 → X such
that
pt(V ) = pt(X) \ {s}.
This identity for s means that an open subset of pt(X) is contained in pt(V )
iff it does not cointain the point s; in other words, for any U ∈ O(X) we
must have
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pt(U) ⊂ pt(V ) iff s−1(V ) = 0. (2.3)
Clearly, there is at most one frame morphism
s−1 : O(X)→ {0, 1}
acting like that. To prove that there is at least one we look at (2.3) like a
definition for a function and we check that it is a frame morphism. We only
check that it commutes with supremas, other verifications are very easy.
For a family Ui of elements in O(X), one has
∨
s−1(Ui) = 0 iff s−1(Ui) = 0
for all i. This happens iff pt(Ui) ⊂ pt(V ) for all i, by (2.3), iff pt(
∨
Ui) =⋃
pt(Ui) ⊂ pt(V ) iff s−1(
∨
Ui) = 0, which is the thesis.
Now we need to understand which subcategory of Locales will be the
image of sober spaces. It is the case of locales with enough points.
Definition 2.4. A locale X has enough points if the elements of the lattice
O(X) can be distinguished by point, i.e.
pt(U) = pt(V )⇒ U = V. (2.5)
Proposition 2.1.6. For any locale X the following are equivalent:
1. S has enough points;
2. there is an isomorphism of locales X ∼= Loc(S) for some topological
space S;
3. the counit of the adjunction η is an isomorphism of locales;
Proof. We just prove (1) ⇒ (2), since (2) ⇒ (3) ⇒ (1) is nothing to prove.
Observe that the map −1 : O(X) → O(Locpt(X)) = O(pt(X)) is always
surjective. But the condition in (2.5) states precisely that −1 is injective
and therefore  is an isomorphism of locales.
Corollary 2.1.7. The adjunction Loc : Spaces  Locales : pt restricts
to an equivalence of categories between the full subcategory of those locales
with enough points and that of those spaces which are sober.
Proof. Proposition 2.1.5 states that the image of functor pt is the subcat-
egory of sober spaces, while proposition 2.1.6 states that Loc takes spaces
into locales with enough points. This restricts adjunction to category of
sober spaces and category of locales with enough points. In this categories
unit and counit are isomorphism as proved in 2.1.5 and 2.1.6, so adjunction
is an equivalence.
This ends the subsection with the precise conviction that sober spaces
are those locales with enough points. In this sense, a locale is a natural
generalization of topological space.
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2.2 Localic toposes
When we defined a sheaf on a topological space, definition just cared about
the lattice of open sets and so extends also to a locale X. This leads to an
easy definition of ShX, the category of sheaves on X and natural transfor-
mations between them. One may check that this is equivalent equip O(X)
of the largest Grothendiek topology in which all representable presheaves
are sheaves.
Definition 2.6. A topos E is said to be localic iff it is equivalent to one of
the form Sh(X) for some locale X.
Observation 2.7. If X is a complete Heyting algebra Sh(X) is localic since
these algebras are frames.
2.2.1 A characterization
Theorem 2.2.1. For a Grothendieck topos E the following are equivalent:
1. E is localic;
2. The exist a site for E with a poset as underlying category;
3. E is generated by the subobjects of its terminal object 1.
Proof. Clearly, since a frame is a poset, (1) implies (2). Let’s work on
(2) ⇒ (3). Choose (P, J) with P a poset such that E = Sh(P, J). If for
any object we consider the functor
ay : P −→ Sh(P, J)
P 7−→ ay(P ).
For each p ∈ P the map y(p) → 1 is monic since Locales are posetal cate-
gories, where any map is monic and sheashification preserves monics. Thus
the map ay(p)→ 1 is a subobject of 1. We had proved that the image of ay
generates the topos. (3) ⇒ (1) The category Sub(1) is a complete Heyting
algebra, so gives a locale X with O(X) = Sub(1). So invoking Giraud’s
theorem we get that O(X) is a site for the topos.
2.2.2 Locales and Localic toposes
In this section we prove that for any couple of locales X,Y geometric mor-
phisms between Sh(X) and Sh(Y ) are in bejection with locales map between
X and Y . This identify an important rigidity of localic toposes. In general
there is no hope for a theorem like this.
At first we focus on establishing the bijection. There is a functor
Sh : Locales→ LocToposes
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from locales to the category of localic toposes and geometric morphisms
that takes a locale X 7→ Sh(X) and a map of locales f : X → Y to the
corresponding geometric morphism of toposes f∗ : Sh(X)  Sh(Y ) : f∗.
This functor rises to an equivalence of categories.
Theorem 2.2.2. The functor X 7→ Sh(X) from locales to localic toposes
induces an equivalence of categories,
Locales  LocToposes.
Proof. First we observe that for a localic topos E= Sh(X) it’s not hard to
identify the locale it comes from, in fact
Sub(1) ∼= O(X).
So for a geometric morphisms f : E→ Sh(Y ) one get from a topos with all
small colimits, theorem 1.4.2 ensures that it corresponds to a continous left
exact functor
F : O(Y )→ E.
Since F is left exact F , it takes subobjects into subobjects. Any object
of O(Y ) is a subobject of 1, so we can conclude that F takes values only
on SubE(1). Now we finished, in fact SubE(1) is an Heyting algebra and
leftexactness of F means that it preserves finite meets, while continuity
means that it preserves sups. In particular, if E is itself localic (i.e. E =
Sh(X), for a locale X), SubE(1) ∼= O(X) and we got a map of locales, as
wanted. This construction can clearly be inverted, rising to an equivalence
of categories.
Observation 2.8. This is the specific sense in which a Grothendieck topos
is a generalized topological space. In fact Localic toposes can be confused
with Locales by this equivalence of categories and Locales are a very natural
generalization of topological (sober) space. Clearly not any Grothendieck
topos is localic, so the notion of Grothendieck topos is much more general
and rich.
2.2.3 Subtoposes and sublocales
Now we move to a classification of subtopos of a localic topos. There will be a
one-to-one correspondence between sublocales of a locale X and subtoposes
of Sh(X).
First step in this direction is to prove that any subtopos is localic.
Lemma 2.2.3. Any embedding f : E → Sh(X) of a topos into a localic
topos forces E to be localic.
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Proof. We prove that SubE(1) generate the topos, theorem 2.2.1 concludes.
We do know that SubSh(X)(1) generate Sh(X). Now we prove that f
∗(SubSh(X)(1))
generate E. First we observe that since f is geometric f∗ is left exact, so
that f∗(SubSh(X)(1)) ⊂ SubE(1). To prove that this family generate we
observe that f∗ is faithfull, so for α 6= β : E → E′ one has f∗α 6= f∗β.
So there is a subobject G in SubSh(X)(1) and a map u : G → f∗(E) that
distinguishes f∗α from f∗β, i.e. f∗α ◦ u 6= f∗β ◦ u. Transposing along the
adjunction f∗ a f∗ we get a map uˆ : f∗G→ E that distinguishes α from β,
as wanted.
Theorem 2.2.4. Let f : X → Y to be a map of locales and f˜ : Sh(X) →
Sh(Y ) the corresponding geometric morphism.
• f is a surjection of locales iff f˜ is a surjection of toposes;
• f is an embedding of locales iff f˜ is an embedding of toposes;
Proof. Proof idea relies again on the fact that there is a copy of the locale
inside the topos of sheaves.
We only prove the (⇐) part of the theorem, one can find the other implica-
tion in [SM92]. The inverse image functor f˜∗ : Sh(Y )→ Sh(X) restricts to
the map f−1 : O(Y ) → O(X) of posets. Same happens for its right adjoint
f˜∗, as summed up in the following commutative diagram:
O(X) Sub(1) ⊂ Sh(X)
O(Y ) Sub(1) ⊂ Sh(Y )
f˜∗f−1 f˜∗f∗
Now f˜ is a surjection of toposes iff f∗ is faithfull, so that f−1 is one-to-
one; thus, f is a surjection of locales; similarly, f˜ is an embedding of toposes
iff f˜∗ is full and faithful, so that f∗ is injective, or, in other words, f is an
embedding of locales.
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Chapter 3
Barr’s Theorem
This chapter concludes our presentation of topos theory framework proving
Barr’s Theorem. Until this moment we have seen elementary and Grothendieck
toposes. While a Grothendieck topos is a very geometric object, an elemen-
tary topos is a more general ground in which one can look at set theory from
a categorical point of view.
Theorem in this chapter states that a Grothendieck topos is covered by
a localic boolean one, which will verify AC. This observation will take us in
next chapter in better understanding the logical importance of Grothendieck
toposes finally bridging the geometric content of the topos with an hidden
logical one.
Structure of chapter is the following: first we prove that any Grothendieck
topos E is covered by a localic one Sh(X). Then we prove that any locale
X is covered by a boolean algebra B,
Sh(B)  Sh(X)  E.
Material for this chapter comes from [SM92].
Theorem 3.0.1. For every Grothendieck topos E there exists a locale X
and a surjective geometric morphism
Sh(X)  E.
Proof. By definition E is equivalent to Sh(C, J) for some site (C, J). Imag-
ine we have a site (S,K) such that S is a poset and pi : S→ C is a functor
that induces a geometric morphism as in 1.4.3. Since theorem 2.2.1 estab-
lishes that Sh(S,K) is a localic topos we would be done. So we look for a
suitable poset S with a map pi onto the category C. Construction will be
very explicit. S is going to be the poset consisting of strings of arrows of C.
A string is a sequence
s = (Cn
αn−→ Cn−1 → · · · α1−→ C0)
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of composable arrows in C. Clearly this strings can be naturally partially
ordered putting
t ≤ s iff t prolongs s to the left
. In this way we defined the poset S = Strings(C). There is a natural
projection functor. If s is an object as described above we define
pi : Strings(C) −→ C
s 7−→ Cn;
on inclusions t ≤ s, pi is defined as the evident composition. So we have
our poset and our functor, we do need a Grothendieck topology K. For and
object s ∈ Strings(C) we say that a sieve U is a K-cover iff for any t ≤ s,
arrows pi(t′ ≤ t) : pi(t′) → pi(t) form a J-cover of pi(t) . Finally we get that
pi induces a geometric morphism
Sh(S,K)
f→ Sh(C, J).
To prove surjectivity, recall that for 1.4.3 we do know how f∗ acts on a sheaf
Q on S, that is
f∗(Q) = a(Q ◦ pi).
One observe that if pi is surjective on objects the map
f∗ : Sub(Q)→ Sub(f∗Q)
in injective, that is, by lemma 1.4.1, f is a surjection.
Theorem 3.0.2. For every Grothendieck topos E there exists a complete
boolean algebra B and a surjective geometric morphism Sh(B)  E.
Proof. We prove that for a locale X there exist a surjection B → X of
locales for which O(B) is a complete boolean algebra. This is enough to
prove the claim by theorem 3.0.1. For an element U ∈ O(X) consider the
locale X − U defined by
O(X − U) = {V ∈ O(X) : U ≤ V }.
There is a natural map X − U → X
g−1U : O(X) −→ O(X − U)
W 7−→ W ∧ U.
Now call (X − U)¬¬ the fixed sublocale of double negation operator. We
define
B =
∐
U∈O(X)
(X − U)¬¬,
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meaning that we that the product in the category of frames.
For we have a map O(X)→ O(X−U)¬¬ for all U we get a map O(X)→∏
O(X − U)¬¬, that rises to a locale morphism
B → X.
This map is surjective and B is complete and boolean since (X − U)¬¬ is
complete and boolean.
Observation 3.1. Recalling theorem 1.6.1, Sh(B) verifies AC. So that in
this topos epic morphisms split. Barr presented this theorem as a general-
ization of the Godement resolution in the context of Grothendieck toposes.
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Chapter 4
Categorical Model Theory
This chapter is devoted in convincing the reader of two things. First one
is that there is a connection between model theory and topos theory that
consists in looking at elementary toposes as a generalization of the category
of sets. In this connection Grothendieck toposes play a special role that we
will full explain and will lead to a presentation of geometric logic. Second
one is that we can provide a model theoretic interpretation of the Barr’s
theorem.
Structure of the chapter will be now explained to be as clear as possible
in the dissertation. We focus on first aim of the chapter to begin.
For a first order theory T on a language L one can consider the category
Mod(T, Set) of models of T on Set. In the chapter we present a similar
construction that provides a coherent framework to talk about models in
elementary toposes. So for a theory T and an elementary topos E one can
consider the category
Mod(T, E)
of models of T in E. As in classical model theory one can say that a model
verifies a formula (F |= φ) for a proper definition of |=.
Some theories are very special and their models can be classified in the
following sense.
Definition 4.1. A first order theory T has a classifying topos iff there is
an elementary topos BT such that for every topos E,
Mod(T, E) ∼= Geom(E,BT )
naturally in E.
From this property we will derive that BT has a special model G, called
the generic model, such that
G |= φ⇔ T |= φ.
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For some Grothendieck toposes (coherent Grothendieck toposes) G one
can present a language LG and a theory TG such that G is the classifying
topos of TG.
Theories of the form TG admit a simple axiomatization and they are
called geometric theories since they come from a geometric object in the
sense specified in chapter two.
So a geometric theory is classified by a coherent Grothendiek topos, and
coherent Grothendieck toposes are precisely classifying toposes of geometric
theory.
{Coherent Grothendieck toposes} ↔ {Geometric theories}
This correspondence highlights the connection between a profoundly ge-
ometrical object, a Grothendieck topos, and properties of models of some
theories (geometric ones). In general there is no hope for a theory to be clas-
sified by a Grothendieck topos. In fact it might be much harder to generate
functors between categories of models when the theory is not geometric, and
one shall need a different notion of morphism of toposes.
It is very important to point out that in many eminent books, e.g.
[Joh02], geometric theories are called coherent theories, whilst geometric
theories are larger (strictly bigger) class of theories. In this case one gets
that any Grothendieck topos is the classifing topos of a geometric theory.
We choosed to present definition as in [SM92] to keep proofs simple but the
other dissertation would have lead to a deeper connection between geometry
and logic, that in this case looks partial.
In the chapter we find another motivational property for geometric the-
ories to deserve this name and in fact this property is the one that leads to
the definition. Geometric formulas in fact will be formulas that naturally
are preserved by geometric functors between elementary toposes.
Now we come to the model theoretic interpretation of Barr’s theorem.
For a Grothendieck topos BT there is a cover
B
f
 BT
where B verifies the axiom of choice. Here the magic begins.
One can prove that is this special case
G |= φ⇔ f∗(G) |= φ
so, imagine one has a proof of φ that involves the AC, one can pullback the
proof in a topos where AC is a theorem and then recover a proof axiom
of choice free of φ. These ideas will lead us along the whole chapter and
we hope the reader will keep them in mind in order to better follow the
dissertation.
Material for this chapter comes from [SM92] and [Joh02] mostly, but we
had to adapt their exposition profoundly for our interests.
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4.1 A review on first order logic
This section can be skipped by anyone who knows some basic model theory
and is intended to set notations.
Definition 4.2. A language (of first order) L is the data of three classes of
symbols and a class of sorts L = (T,C, F,R). A symbol is a couple (a, n),
where a is the name of the symbol and n is an integer, called ariety.
• Elements in T are called sorts;
• Symbols in C are called constants and their ariety is 0;
• Symbols in F are called functions;
• Symbols in R are called relations;
In fact functions, constants and relations are labelled by sorts in T . Con-
stants have just one label which identify their species, functions and relations
may have many labels and depends on their ariety. Suggestively function
symbols are to be thought as everyday functions, and same treatment is
deserved by relations. According to this feeling we will write
f : X1 × . . . Xn → Y
to identify a function with ariety n labelled by the sorts X and Y . This
notation is much more than an abuse. Although there is no meaning in that
writing we will often deal with a concrete version of those symbols which is
exactly the one suggested by their names. We also assume that the language
has infinite many variables for any sort.
Definition 4.3. Terms of the language L are defined inductively. Each
variable or constant of a sort is a term. If ti are term of the suitable sorts
f(ti) is a term.
Definition 4.4. Formulas of the language L are defined inductively too. If
ti are terms of the suitable sorts and r is relation then r(ti) is a formula. If
t1, t2 are terms of the same sort t1 = t2 is a formula. These are called atomic
formulas, one can generate more complicated formulas using connectives and
quantifiers.
We now introduce the reader to the notion of L-interpretation in the
category of sets, which is the starting point of whole model theory and then
we finally introduce the notion of interpretation in a topos.
Definition 4.5. Let L be a language. An L-structure (or L-interpretation)
M (in Set) is what follows:
• An unempty set MX for each sort X of the language;
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• A map c 7→ cM mapping a constant c of L to an element cM ∈M .
• A map (f, n) 7→ fM mapping any function symbol (f, n) of L to a
function fM :
∏n
i M
Xi →MY .
• A map (r, n) 7→ rM mapping and symbol of relation r of L in a relation
rM ⊂
∏n
i M
Xi .
Classical model theory begins now by giving an interpretation of terms
in structures which we will leave naive right here. Definition is very intuitive
and it’s based on an induction, in next section we will purpose a construc-
tion of this interpretation for toposes which can perfectly be used for Sets.
Classically a theory will be a collection of formulas and a model for a
theory will be a structure in which axioms of the theory are satisfied.
Example 4.6. If we list axioms of group in the language {id,−1 ,×}, a group
is a structure and it’s a model for that theory. Groups are a very simple
example of models for a theory.
We now move to the more general definition of model for a theory in a
topos.
4.2 Models in Toposes
This section’s intent is to give the definition of model for a theory in a topos.
Definition 4.7. Let L be a language (of first order). An L-structure (or
L-interpretation) M in a topos E is what follows:
• An object MX for each sort X of the language;
• A subobject [RM →]XM1 × · · · × XMn for each relation symbol R ⊂
X1 × · · ·Xn
• An arrow fM : XM1 × · · · × XMn → YM in E for each symbol f :
X1 × · · · ×Xn → Y of the language;
• An arrow cM : 1→ XM for each constant C of sort X in L.
Any term t(x1 . . . xn) of sort Y with free variables xi (of sort Xi) can be
interpreted as an arrow
tM : XM1 × · · · ×XMn → YM
in the following way:
• if t = xi then the arrow is the projection XM1 × · · · ×XMn → XMi ;
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• if t = c (a constant of sort Y ) then the arrow is the composite of
XM1 × · · · ×XMn → 1 with cM : 1→ YM ;
• if t = f(t1, . . . , tk) then tM (x1, . . . , xn) is the composite of (tM1 , . . . , tMn ) :
XM1 × · · · ×XMn → YM1 × · · · × YMk and fM : YM1 × · · · × YMk → YM .
Formulas can be interpreted too in a similar fashion. We say that a
formula φ(x1, . . . , xn) with free variables among the xi of sort Xi rises to
the subobject
[{(x1, . . . xn)|φ}M →]XM1 × · · · ×XMn ,
by induction on the complexity of φ:
• if φ is atomic (i.e. φ is t(xi) = t′(xi)) then the subobject {(x1, . . . xn) |t =
t′}M is the equalizer of the arrows tM and t′M .
• if φ is R(t1, . . . , tk) for some terms ti of sort Yi (each with free variables
among x1, . . . , xn, then {(x1, . . . xn) |R(t1, . . . tk)}M is the pullback of
RM along (tM1 , . . . t
M
k ) as in the diagram:
X1 × · · · ×XMn Y1 × · · · × YMk .
{(x1, . . . xn) |R(t1, . . . tk)}M RM
(t1
M , · · · , tMk )
• {(x1, . . . xn) |>}M and {(x1, . . . xn) |⊥}M are the top and bottom ele-
ments of the Heyting algebra of all subobject of XM1 × · · · ×XMn ;
• Connectives are interpreted using corresponding operation of the Heyt-
ing algebra of subobject;
To encode quantifiers we need to recall some consideration about maps
in toposes. For an arrow α : E′ → E in a topos E the inverse image
α−1 : Sub(E)→ Sub(E′) has left and right adjoints ∃α and ∀α : Sub(E′)→
Sub(E). Thus we can interpret the quantifiers of the language L by these
adjoints:
{(x1, . . . , xn)|∀x ∈ Xφ(x1, . . . , xn, x)}M = ∀pi({(x1, . . . , xn)|φ(x1, . . . , xn, x)}M ),
where pi : XM1 × · · · ×XMn ×XM → XM1 × · · · ×XMn is the projection;
and similarly for the existential quantification.
As in the case of classical models one can define a notion of homomor-
phism H : M →M ′ between two interpretations of a language L in a topos
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E. Such a morphism is given by arrows HX : X
M → XM ′ ∈ E, one for each
sort X, respecting the interpretation of relation and function symbols as well
as that of constants. One can collect all interpretations and all morphisms
in a category that we indicate with StrLE, when L is natural or clear we
shall write StrE.
Definition 4.8. A theory T in the language L is a list of L-formulas.
Definition 4.9. A formula φ is valid in an interpretation M in a topos
if {(x1, . . . xn) |φ}M is the maximal subobject XM1 × · · · ×XMn . When φ
is valid in M we shall write M |= φ.
Definition 4.10. A formula φ is valid for a theory T if it is valid in
any model of T . When φ is valid for T we shall write T |= φ.
Definition 4.11. A model for an L-theory T in a topos E is an L-interpretation
M in E such that any formula in T is valid in M .
For a theory T we can define a subcategory of all interpretation of L in
E which is the category of all T - models
Mod(T, E).
Observation 4.12. Any left exact functor that preserves finite limites F :
E→ F induces a functor
Str(F ) : StrE→ StrF,
as follows: for each sort one establishes
XF (M) = F (XM ).
Now, since F is left exact, take monos into monos and so takes subobjects
into subobjects. Thus one can define
RF (M) = F (RM ),
for any relation. Same procedure works for functions and constants.
One can hope that for a theory T this procedure restricts the functor to
a functor
F : Mod(T, E)→ Mod(T,F),
but this is not going to happen. The is no reason why the validity of the
axioms of T in M should imply the validity in the induced structure F (M).
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4.3 A logical perspective on Geometric Morphisms
In this section we look for a natural way to produce functors between cate-
gories of models for a given theory. In former section we observed that left
exact functors yield functors that preserve structures.
Here we hope that for a given geometric morphism
E
f→ F
the functor f∗ (that is left exact) induces a functor between category of
models.
In studying necessary conditions for this eventuality we discover that in
general geometric functor do not yield a functor between category of models
but we can describe a class of theories for which this happen.
4.3.1 Some preserved formulas
For a geometric morphism f : F→ E and a formula φ(x1, · · · , xn) of the
language L with free variables xi of sorts Xi, there is a subobject in E
{(x1, · · · , xn)|φ}M ⊂ XM1 × · · · ×XMn ;
applying the functor f∗ we obtain a subobject of Xf
∗M
1 × · · · × Xf
∗M
n as
follows:
f∗({(x1, · · · , xn)|φ}M ) ⊂ f∗(XM1 × · · · ×XMn ) (4.13)
∼= f∗(XM1 )× · · · × f∗(XMn ) (4.14)
∼= Xf∗M1 × · · · ×Xf
∗M
1 . (4.15)
We are ready to check that atomic formulas are always preserved by f∗.
Consider a term t(x1, · · · , xn) of sort Y with free variables among the listed
xi of sort Xi. Its interpretation in M is an arrow t
M : XM1 ×· · ·×XMn → YM
in the topos E. Since f∗ preserves products, one can easly prove by induction
on the construction of the term that the following is a commutative square:
Xf
∗M
1 × · · · ×Xf
∗M
n Y f
∗M
f∗(XM1 × · · · ×XMn ) f∗(YM )
tf
∗M
f∗(tM )
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And since f∗ preserves pullback and equalizers, it follows from the defi-
nition that for atomic formulas R(t1, · · · tk) and t = t′ the identities
f∗({(x1, · · · , xn)|R(t1, · · · tk)}M ) = f∗({(x1, · · · , xn)|R(t1, · · · tk)}f∗M )
f∗({(x1, · · · , xn)|t = t′}M ) = f∗({(x1, · · · , xn)|t = t′}f∗M )
hold. Also, since f∗ preserves the smallest and the largest elements of sub-
object lattice Sub(XM1 × · · · ×XMn ), we have
f∗({(x1, · · · , xn)|⊥}M ) = {(x1, · · · , xn)|⊥}f∗M
f∗({(x1, · · · , xn)|>′}M ) = {(x1, · · · , xn)|>}f∗M
This finally proves that atomic formulas are preserved. Till this point proof
is based on the fact that f∗ is left exact and that takes maximal and smallest
subobject into their respective subobject.
If two formulas are preserved then so is their con conjunction, for meet
on subobjects commute with f∗. Same hold for disjunction.
Furthermore, if a formula φ is preserved, then the formula ∃xφ is pre-
served, infact f∗ preserves existential quantification along a map, i.e. for
any map α : E → E′ in E and any subobject A ⊂ E,
f∗(∃αA) = ∃f∗(α)f∗(A).
To prove this assertion one can observe that for a subobject A ⊂ E subobject
∃α(A) of E′ is obtained by factoring the composite A ↪→ E → E′ as an
epi followed by a mono1. Since the inverse image functor f∗ of a geometric
morphism preserves such epi-mono factorization it follows that f∗ commutes
with existential quantification.
Observation 4.16. The class of formulas we introduced and that we will
study in next section are called geometric formulas since they are naturally
preserved by geometric morphisms. This is not the only motivation that
leads to the definition but we will see later other motivations.
4.3.2 Geometric formulas
Definition 4.17. A formula φ of the first order language L is said to be ge-
ometric if it can be obteined from atomic formulas by conjunction, disjunc-
tion and existential quantification. More precisely the collection of geometric
formulas is the smallest collection of formulas such that:
• R(ti), t = t′,⊥,> are geometric formulas;
• if φ and ψ are geometric formulas then so are φ ∧ ψ and φ ∨ ψ;
1A reference might be [SM92]
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• if φ(xi) is a geometric formula then so is the formula ∃x ∈ X φ(xi)2
Last section proved that geometric formulas are naturally preserved by
geometric morphisms, meaning that if a geometric formula is verified by a
model M , so is by f∗(M).
4.4 Geometric Theories
Now consider the formula ∀x1 · · · ∀xn(φ ⇒ ψ) and imagine M |= (φ ⇒ ψ),
that is
{(x1, · · · , xn)|φ}M ≤ {(x1, · · · , xn)|ψ}M .
What does it mean for such a formula to be preserved by f∗? The answer
is easy and it is
{(x1, · · · , xn)|φ}f∗M ≤ {(x1, · · · , xn)|ψ}f∗M .
Now, left exactness of f∗ guarantees that
f∗({(x1, · · · , xn)|φ}M ) ≤ f∗({(x1, · · · , xn)|ψ}M ),
so if one has
f∗({(x1, · · · , xn)|η}M ) = {(x1, · · · , xn)|η}f∗M ,
the truth value of these formulas is going to be preserved by f∗. Indeed if
φ, ψ are geometric formulas one can observe rthat last section proved the
desired equality. So that if ∀x1 · · · ∀xn(φ ⇒ ψ) is valid in M and φ, ψ are
geometric formulas one has that f∗(M) models ∀x1 · · · ∀xn(φ⇒ ψ) too.
This lead us to the definition of geometric theory.
Definition 4.18. A theory T in a language L is said to be a geometric
theory if all axioms are of the form
∀x1 · · · ∀xn(φ(x1, · · · , xn)⇒ ψ(x1, · · · , xn))
where φ and ψ are geometric formulas.
We can rephrase last section in the following lemma.
Lemma 4.4.1. For any geometric theory T , each geometric morphism f :
F→ E induces a functor
f∗ : Mod(T, E)→ Mod(T,F).
Proof.
2We write ∃x ∈ X to specify the sort of x.
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Observation 4.19. When f∗ reflects isomorphisms one gets a stronger
results, that is, for a model M ∈ Mod(T, E)
M |= φ iff f∗(M) |= φ.
Corollary 4.4.2. For a surjective morphism f : F→ E and a model M ∈
Mod(T, E) one gets
M |= φ iff f∗(M) |= φ.
4.5 Syntactic Sites
In the introduction of the chapter we gave a notion of classifying topos for
a theory. We shall restate that definition.
Definition 4.20. A first order theory T has a classifying topos iff there
is an elementary topos BT such that for every topos E,
Mod(T, E) ∼= Geom(E,BT )
naturally in E.
In this section, given a topos E and a geometric theory T in the lan-
guage L we build a site for a topos Twhich classifies all T -models in E so
that the classifying topos BT is infact Sh(T, J) for a suitable Grothendieck
topology. This provide an other important motivation for a geometric the-
ory to deserve this name, in fact models for geometric theories are classified
by Grothendieck toposes.
The definition of T
• An objects inT is the equivalence class of geometric formulas [φ(x1, . . . , xn)]
under the following relation of equivalence: φ ∼ ψ iff their free vari-
ables range among the same list of sorts and for any model of T in any
topos E they define the same subobject. We will denote an object in
T by [φ,X] where φ is the geometric formula and X is the associated
list of sorts.
• Given two objects [φ,X] and [ψ, Y ] in T, suppose that X is disjoint
from Y 3. An arrow from [φ,X] to [ψ, Y ] is the equivalence class
of formulas [σ,X, Y ] under the same equivalence relation and nota-
tion of before. By definition a formula σ(x, y) represents an arrow
[σ,X, Y ] : [φ,X] → [ψ, Y ] when for avery model M the subobject
[{(x, y)|σ} →]XM × YM is contained in subobject {x|φ}M × {x|φ}M
and so represents the graph of an arrow {x|φ} → {y|ψ}.
3One can always replace free variables in a formula in a suitable way to have this
phenomenon.
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We still have to present the identity arrow and the composition of two
arrows.
For an object [φ,X] the identity map is represented by the formula
ρ(x, x′) = φ(x) ∧ φ(x′) ∧ x1 = x′1 ∧ · · · ∧ xn = x′n,
where x′1, . . . , x′n are new variables of the same sorts as the xi. For any
model M of T in a topos E, the object {(x, x′)|ρ(x, x′)}M is the graph of
the identity arrow on {(x, x′)|φ(x)}M . Thus ρ(x, x′) does define an arrow
[φ,X]→ [φ,X ′] = [φ,X].
To define composition first consider two arrows
[σ,X, Y ] : [φ,X]→ [ψ, Y ], [τ,X, Y ] : [ψ′, Y ]→ [χ,Z],
for which [ψ, Y ] = [ψ′, Y ]. Thus, in any model of T the formulas ψ and
ψ′ define the same subobject. After replacing the variables in the sequence
z occurring in τ(y′, z) and χ(z) by different ones, in necessary, all distinct
from the variables in the sequence y, the formula τ(y, z) also define an arrow
[ψ, Y ] = [ψ′, Y ] → [χ,Z]. Thus, in defining the composition of [σ] and τ
we may assume that φ(y) and ψ′(y′) are actually identical. The composite
arrow [φ,X]→ [χ,Z] is the define to be that represented by the formula
∃y(σ(x, y) ∧ τ(y, z)).
Fact 4. T has finite limits
Proof. A proof for this theorem can be found in [SM92].
Topology J(T ) on T For any model M in a topos E there is a natural
functor
FM : T −→ E
[φ,X] 7−→ {x|φ}M .
Fact 5. FM is left exact and continuous.
Proof. A proof for this theorem can be found in [SM92].
These functors yield a Grothendieck topology on T as follows: for an
object [φ,X], a finite family {[ψi, Yi] → [φ,X]} is a cover of [φ,X] iff for
every model M in any topos E one has that the family
FM ({[ψi, Yi]→ [φ,X]}) = {FM ([ψi, Yi])→ FM ([φ,X])}
is jointly epimorphic for FM ([φ,X]).
Fact 6. J(T ) is subcanonical.
Proof. A proof for this theorem can be found in [SM92].
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Observation 4.21. The topology we defined is generated by a basis such
that generating families are finite. Clearly not any Grothendieck topos has
this property, and toposes with this property deserve a definition.
Definition 4.22. A Grothendieck topos presented by a site (C,K) where C
has finite limits and K is given by a basis which consists of finite covering
families is called coherent.
4.6 Classifing topos of a Geometric Theory
This section proves that models of a geometric theory are classified by a
Grothendieck topos. In last section we somehow presented the idea behind
the proof.
For a model M in a topos E one can define a functor FM : T→ E. This
correspondence yields a functor
cE: Mod(T, E) −→ ConLex(T, E)
M 7−→ FM .
Recalling theorem 1.4.2 one has that
ConLex(T, E) ∼= Geom(E, Sh(T, J(T ))).
So if we call Sh(T, J(T )) = BT one gets a functor
Mod(T, E)→ Geom(E,BT ).
If this functor is an equivalence of categories and is natural in E than BT
classifies models of T in the sense specified in the introduction of the chapter.
Theorem 4.6.1. BT is a classifying topos for models of T.
Sketck. For a model M in the topos Ewe exhibited a continuous left exact
functor. Now we provide, for a continuous left exact functor A : T→ E, a
model MA of T in E. For each sort Xi of the language L we use the formula
xi = xi for a variable xi of the sort to define the object
XMAi = A([xi = xi, Xi]
of E. For each relation symbolR ⊂ X1×· · ·×Xn of L there is a corresponding
formula R(x) = R(x1, . . . , xn) and thus an object [R(x), X] in the syntactic
category T; for the corresponding object in E we set
RMA = A([R(x), X]).
For a sequence of variables x = (x1, . . . , xn), the formula x = x is to be
understood as an abbreviation of the conjunction x1 = x1 ∧ . . . xn = xn. If
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as before Xi denotes the sort of the variable xi and X the sequence of sorts
X1, . . . , Xn, then in the syntactic category T the object [x = x,X] is the
product of the various objects [xi = xi, Xi], so that
[x = x,X] = [x1 = x1, X1]× · · · × [xn = xn, Xn].
Therefore, since A is left exact one gets a natural definition for XMA :
XMA ∼= A([x = x,X])
and similarly
RMA ↪→ XMA .
Finally, if f : X1×· · ·Xn → Y is a function symbol of the language L, the in
any model M the graph of the corresponding arrow fM : X1 × · · · ×XMn →
YM is defined by the formula f(x1, . . . , xn) = y, which we abbreviate as
f(x) = y. Thus, in T there is an arrow
[f(x) = y] : ([x1 = x1, X1]× · · · × [xn = xn, Xn] ∼= [x = x,X]→ [y = y, Y ].
We define fMA in E to be the image of this arrow under A:
fMA = A([f(x) = y]).
This definition also includes the case of constants of L, which may be re-
garded as function with no arguments. This completes the definition of the
interpretation MA of the language L in the topos E. To prove that MA is
a model of the theory T few lemmas. For a proof of it we suggest [SM92].
The are accomplished verification to state that this correspondence yields
an equivalence of categories too.
4.7 Universal Models
The previous section proved for an arbitrary geometric theory T that the
topos BT of sheaves on the syntactic category T is a classifying topos for
T -models. Therefore for any cocomplete topos E there is an equivalence of
categories
Mod(T, E) ∼= Geom(E,BT )
between T -models in E and geometric morphisms E → BT . This equiv-
alence, as stated is natural in E. Naturality means precisely that for a
geometric morphism
F
f→ E
the following is a commutative diagram:
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Mod(T,F) Geom(F,BT )
Mod(T, E) Geom(E,BT )
cF
f∗ Hom(f,BT )
cE
So for a model M in Mod(T,F), consider
f = cF(M) : F→ BT
and rewrite the former diagram.
Mod(T,F) Geom(F,BT )
Mod(T,BT ) Geom(BT ,BT )
cF
f∗ Hom(f,BT )
cBT
Now call UT = c
−1
BT
(idBT ) and follow the abstract nonsense:
f∗(UT ) = (c−1F ◦Hom(f,BT ) ◦ cBT )(UT ) = M,
this proves that we found a model UT of T in the classifying topos that is
universal in the sense that any other model can be obtained as f∗(UT ) for
a suitable geometric morphism.
This model knows anything of the theory T in the sense expressed by
following theorem. A proof can be found in [SM92].
Theorem 4.7.1. For any two geometric formulas φ, ψ, the formula ∀x(φ(x)⇒
ψ(x)) holds in the universal model UT iff this formulas holds in every model
M of T in every topos.
Thus the universal model is in this sense a minimal model of the theory
T (remember that T is geometric in this section!). Definitively this theorem
proves that
T |= φ iff UT |= φ
for any geometric sequent φ.
4.8 From Grothendieck toposes to theories
For a coherent Grothendieck topos E one can exhibit a geometric theory TE
such that E classifies TE. Clearly TE must be a theory for a suitable first
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order language. This language is called the Mitchell-Benabou Language of
the topos E.
This section is completely motivational and completes the list of moti-
vation that justify the assertion that geometric theories do have a geometric
content and toposes that are in a certain sense geometric do have some
precise logical properties.
As we anticipated one can slightly change definition of geometric theory
obtaining that Grothendieck toposes are classifying toposes geometric theo-
ries and geometric theories are theories that are classified by a Grotendieck
topos.
Material for this section can be found in many books. Here we suggest
the introduction of the book of O. Caramello, [Car17].
Definition 4.23. For a Grothendieck topos E the Mitchell-Benabou Lan-
guage of the topos LE is the language such that, sorts are the objects in E,
the function symbols are the morphisms in E, and the relation symbols are
the monomorphisms in E.
Clearly this language has a tautological interpretation in E. Now we
come to the definition of a theory TE in the Mitchell-Benabou language that
is classified by E. We will list axioms of the theory below. We can confuse
objects, morphisms and monos with sorts, functions and relation symbols.
Here we report the list of axioms for the theory TE. For a proof one can
check the reference.
• For any object X of E the formula idX(x) = x, where variable x has
sort X, is an axiom;
• For any triple of arrows f, g, h of E such that f is equal to the com-
posite h ◦ g the formula f(x) = h(g(x)) is an axiom, again where x is
a variable of the suitable sort;
• For any object X of E the formula (∃x)>, where x is a variable of the
sort X, is an axiom;
• For any cone A f← C g→ B the formula
(∃z)(f(z) = x ∧ g(z) = y)
is an axiom where z is a variable of sort C, x is a variable of sort A
and y is a variable of sort B;
• For any pair of arrows f, g : A→ B in E the formula
(∃z)(h(z) = x)
where h is the equalizer of the pair and as before z, x are variables of
suitable sort;
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• For each J covering family {fi : Bi → A|i ∈ I} the formula∨
i∈I
(∃yi)(fi(yi) = x)
is an axiom.
Observation 4.24. Notice that this theory is indeed geometric. We are
using the hypothesis of coherence in the last axiom, where coherence ensures
that the disjunction is finite.
4.9 Soundness and completeness
In the case of classical model theory one define a notion of deduction. De-
duction systems allow to say that provable sequences are valid, and such
a result for a deduction system is called soundness, and to say that valid
sequences are provable (completeness). In this section we provide a deduc-
tion system for first order theories that is sound and complete with a special
focus on constructivity of the system. Material of this section comes from
[Joh02].
4.9.1 Deduction systems
For us a deduction system will be a list of sequent calculi. We shall write a
rule in the form
Γ
σ
where Γ is a (possibly empty) list of sequents and σ is a sequent; the
interpretation of the rule being that if we have stablished the validity of all
the sequents in Γ we may infer the validity of σ. In the particular case when
Gamma is empty, we shall say that σ is an axiom, and omit the line above
it. A derivation in the deduction system will then have the form of a tree
such as
σ1 σ2
σ3 σ4
σ5
where each sequent without a line above it is an axiom and each sequent
below a line follows by a rule of inference from those above the line. The
tree may be infinite but there cannot be any infinite ascending chain. A
derivation relative to a theory T is a similar tree, except that the sequents
without lines above are allowed to be axioms of T .
In lists we will use symbol φ `x ψ to intend ∀x(φ(x)⇒ ψ(x)).
We introduce two deductive system (one stronger than the other).
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Coherent logic
The structural rules consist of the identity axiom,
φ `x ψ
the substitution rule
φ `x ψ
φ(s/x) `y ψ(s/x)
and the cut rule
(φ `x ψ)(ψ `x χ)
ψ `x χ
Second group of axiom consists of the equality rules
x = x
((x = y) ∧ φ) `z φ(y/x)
The rules for finite conjunction are the axioms
φ `x >
(φ ∧ ψ) `x φ
(φ ∧ ψ) `x ψ
and the rule
(φ `x ψ)(ψ `x χ)
φ `x (ψ ∧ χ)
The rules for finite disjunction are the duals of those for conjunction.
The rules for the existential quantification consist of the rule
φ `x,y ψ
(∃y)φ `x ψ
Finally the last group of axioms: distributive axiom which links ∧ and
∨:
φ ∧ (ψ ∨ χ) `x (φ ∧ ψ) ∨ (φ ∧ χ)
And the Frobenius formula which links ∧ and ∃.
φ ∧ ((∃y)ψ) `x (∃y)(φ ∧ ψ)
We shall use the notation T `coh σ if one can prove σ in T with this
deduction system.
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First order logic
This system is obtained by the former adding two rules and eliminating the
last group, i.e. distributive axiom and Frobenius formula.
The rules for implication consists of the rule
(φ ∧ ψ) `x χ
ψ `x (φ⇒ χ)
That can be read also from the bottom to the top.
The rules for negation are the special case of this double rule obtained
by setting χ = ⊥.
And finally the rules for universal quantification consist of the rule
φ `x,y ψ
φ `x (∀y)ψ
We shall use the notation T `fo σ if one can prove σ in T with this
deduction system.
4.9.2 Soundness
Soundness result states that provable sequents are true. Proof of this the-
orem is very simple and based on a mere verification that assertion of the
theorem is true. For a proof we recommend [Joh02].
Theorem 4.9.1. Let T be a geometric (respectively first order) theory over
L and let M be a model of T in an elementary topos E. If σ is a geometric
(respectively first order) which is provable in T , then M |= σ.
Observation 4.25. The reader will have observed that our deduction sys-
tem is essentially constructive (or intuitionistic), in that the law of exluded
middle
φ ∨ ¬φ
does not appear as an axiom. If we add it we obtain classical first order
logic.
4.9.3 Completeness
Completeness theorem ensures that if a sequent is true then one can prove
it. Again for a proof of the theorem we suggest [Joh02].
Theorem 4.9.2. Let T be a geometric (respectively first order) theory. If
σ is geometric (respectively first order) sequent which is valid in T then it
is provable.
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4.10 An application of Barr’s Theorem
In this section we see an important application of Barr’s theorem. Much
more important than the theorem itself, will be observation it will have as
corollaries.
Let T be a geometric theory. Through the chapter we proved that its
models are classified by a Grothendieck topos BT . Barr’s theorem provide
a surjective cover
B BT .
So we have a functor
f∗ : Mod(T,BT )→ Mod(T,B).
Consider now the universal model UT in BT. Since f
∗ is surjective we
apply the corollary 4.4.2 to observe that, for any sequent σ
UT |= σ iff f∗(UT ) |= σ.
As we have seen in section about universal model one has that
T |= σ iff UT |= σ
and by completeness this happens precisely when σ is provable in T .
We can rephrase these considerations in the following theorem that in
[Joh02] is called classical completeness for geometric logic.
Theorem 4.10.1. For a geometric theory T and σ a geometric sequent,
if σ is satisfied in all T models in boolean toposes, then it is provable in
T .
Observation 4.26. The term classical is due to the fact that it is not hard
to move from this result to one in which boolean toposes is replaced by Set
but we shall need some corollaries of Barr’s theorem such as Deligne’s the-
orem. If the reader is interested, chapter IX of [SM92] is a perfect reference
for Deligne’s theorem, whilst [Joh02] completes the work to replace boolean
topos with Set.
Observation 4.27. From previous theorem it follows in particular that if
a geometric sequent σ is derivable from the axioms of a geometric theory
using classical geometric logic (i.e. `coh + excluded middle), then there is
also a constructive derivation of σ, not using that law.
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4.10.1 Avoiding choice
In a metatheory that verifies AC, consider the topos Set. If T is a geometric
theory, M is a model in Set of T and σ is a geometric sequent that is provable
in T it may occur that in the proof of σ one uses the axiom of choice.
In the same metatheory one may build a model E of ZF +¬ AC that
indeed is a topos because axiom of choice was not used in first section of
chapter 1. For a model N of T in E, sequent σ may not be true because in
its proof is used the axiom of choice.
Nevertheless, since for any model M in Set M |= σ, for any model P in
any boolean topos, P |= σ. This is a refinement of completeness result we
stated in former section and one can find a prove of it in [Joh02].
Now consider the boolean cover of E
Q E.
σ is true in N iff f∗(N) |= σ for corollary 4.4.2, but f∗(N) is a model in a
boolean topos, so it verifies σ.
T `fo σ iff
for any model M in Set, M |= σ iff
for any model P in a boolean topos, P |= σ then
for any model N in E f∗(N) |= σ iff
for any model N in EN |= σ iff T proves σ choiceless.
So we can find a proof of σ in constructive that avoids the axiom of
choice. In this proof we used almost everywhere that T is geometric and
that σ is geometric, so that this result cannot be easy generalized.
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