Wastewater infrastructure systems deteriorate over time due to a combination of physical and chemical factors. Failure of this significant infrastructure could affect important social, environmental, and economic impacts. Furthermore, recognizing the optimized timeline for inspection of sewer pipelines are challenging tasks for the utility managers and other authorities. Regular examination of sewer networks is not cost-effective due to limited time and high cost of assessment technologies and a large inventory of pipes. To avoid such obstacles, various researchers endeavored to improve infrastructure condition assessment methodologies to maintain sewer pipe systems at the desired condition. Sewer condition prediction models are developed to provide a framework to forecast the future condition of pipes to schedule inspection frequencies.
INTRODUCTION
Water and wastewater systems represent crucial infrastructure for sustaining the economic and social viability in the U.S. and form a significant part of the total U.S. infrastructure (Scott et al., 2012) . Besides, sanitary sewers as a part of wastewater infrastructure systems, are designed to
Sewer Pipe Deterioration
Sewer pipe deterioration is an inevitable process. There are numerous factors affect the condition of sewer pipes. According to previous studies and deterioration models, the mechanisms of sewer pipe deterioration can be categorized into structural, operational and hydraulic capacity failure (Li et al., 2019) . Wastewater pipe failures can be categorized into three categories including hydraulic restrictions (blockages), hydraulic capacity, and structural deterioration. Structural failure is caused by any kind of defects on the pipe wall that reduces the structural integrity of the pipe segment. Similarly, the soil surrounding the pipe has an essential role in the failure time of pipes (Apollonio et al., 2017) . In general, cracks, internal and external corrosion, pipe deflection, misaligned joints, and breaks are the most common type of defects associated with structural failure (Apollonio et al., 2017) . Moreover, several factors impact the structural deterioration of sewer pipes and their failures, including pipe material, pipe size, pipe age, soil type, climate, and cyclic pressures (Davies et al., 2001) .
The aging of sewer pipes as another factor increases the failure rates and can result in social, environmental and economic impacts, such as water quality issues including chemical or biological contamination, which may cause illness and extensive repair costs (Opila et al., 2011) . Opila (2011) studied both water and wastewater and classified failure modes into structural, operations and maintenance, which includes hydraulic capacity, economic and water quality (Opila et al., 2011) . Operational failure is the most common failure in wastewater collection systems and generally occurs by a physical cause and can be resolved during a maintenance procedure and normally does not affect the structural integrity of the pipe (Vladeanu et al., 2019) . Also, some types of defects including debris, infiltration, root intrusion, sediment accumulation, obstruction, and grease build-up fall within the operational failure category (Opila et al., 2011) .
Hydraulic capacity failure occurs when the flow is higher than the pipe capacity. The pipe segment does not have adequate capacity to convey wastewater, without having any structural or operational problem (Sebti et al., 2013) . Hydraulic capacity failure may be the result of infiltration/inflow (I/I), where the groundwater and stormwater enter the sewer system through connections, manholes, cracks, and defects. Hydraulic capacity failure is often a sign of another type of structural defects such as cracks, broken pipe, leaks, and other factors (Al-Ani et al., 2019) .
Sewer Pipe Deterioration Modeling
A variety of approaches have been proposed in recent years for modeling sewer pipe deterioration. Ana and Bauwens (2010) suggested that the best way to predict pipe failure and deterioration time is the development of probability-based condition prediction models based on actual inspection dataset (Ana and Bauwens, 2010) . Linear regression models developed by Wright et al. (2006) considerably under-estimated the length of deficient sewer pipes in a California sewer system (Harvey et al., 2014) . Salman and Salem (2012) employed ordinal regression, multinomial logistic regression, and binary logistic regression to estimate the probability of failure values for sewer sections in Cincinnati, Ohio. They found binary logistic regression models were capable of achieving a correct prediction rate of 46% for structurally unsound sewer pipes and they were more suitable for predicting the probability of failure than the multinomial logistic regression model (Salman, 2010) .
Machine learning and artificial intelligence techniques represent an alternative modeling approach when the inherent bias and sparseness of inspection datasets prevent statistical model development. Khan et al. (2009) investigated the influence of parameters related to sewer pipes deterioration in Pierrefonds, Quebec using artificial neural networks (Khan et al., 2009 ). Mashford et al. (2010) investigated the use of the support vector machine (SVM) models to predict the condition of sewer pipes in Australia (Mashford et al., 2010) . Syachrani et al. (2012) developed a decision tree-based deterioration model for sewer pipes. They employed a complete data preparation process, which includes data cleaning, recoding, clustering, and filtering to create clean datasets for different categories of pipe assets. The performance of the new model was then compared with conventional regression and neural networks-based models using the same datasets. Their results showed that the decision tree outperformed other techniques in terms of accuracy (Syachrani et al., 2012) . Likewise, Harvey and MCBean (2014) , developed an application of the random forest model which effectively extracted information related to pipe deterioration from CCTV inspection surveys in a manner facilitating individual pipe condition prediction. Their results showed the capability of predictive models developed using the random forests algorithm for predicting individual sewer pipe condition (Harvey and MCBean, 2014) . Wu et al. (2015) proposed a new method that first extracted textural information from pipe image and then employed ensemble methods to classify the pipe defects with the features obtained in the first step. Four state-of-art ensemble methods, i.e. Ada-Boost, random forest, rotation forest, and Rot-Boost, were considered in this study. Their results showed the effectiveness of ensemble methods for the application of pipe defect classification (Wu et al., 2015) . Vitorino et al. (2014) developed a Random Forest (RF) classification model of sewer pipes. The RF model was trained with the existing CCTV based condition assessment data. The results of their model showed that the RF model provided an efficient balance between calculation times and the accuracy of the predictions (Vitorino et al., 2014) . Similarly, Laakso et al. (2018) , combined inspection results, pipe attributes, network data, and data on sewer pipe environment to predict pipe condition. They applied the random forest algorithm to model pipe conditions and assess the variable importance. Their results have been used in screening pipes for future inspection provided insight into the dynamics between predictor variables and poor condition (Laakso et al., 2018) . Duchesne et al. (2013) used survival analysis to predict structural conditions at the network-level for cohorts of pipes in a Quebec City sewer network. They employed exponential and Weibull functions for the sewer deterioration model. Their results showed that the Weibull function led to greater uncertainty than the exponential function for the simulated proportion of pipes that are in a deteriorated state (Duchesne et al., 2013) . Balekelayi and Tesfamariam (2019) applied a Bayesian Geoadditive regression model to predict sewer pipe deterioration in the City of Calgary, Canada. Their model considered the effects of physical, maintenance, and environmental data on the structural condition of sewer pipes. Their results highlighted the importance of considering the linear and nonlinear approach which represented the reduction of high uncertainty in dataset (Balekelayi and Tesfamariam, 2019) .
Robles-Velasco et al. (2019) developed a model to predict pipe failures in a Spanish city using logistic regression (LR) and support vector classification (SVC). The results of the model showed that LR had a slightly better performance than SVC. The number of unexpected failures might be significantly reduced. The coefficients derived from logistic regression showed that material seems to be the most influential variable followed by pipe length, age and number of previous failures. It was also determined that pipes with smaller diameters were more prone to breakage (Robles-Velasco et al., 2019) Although some approaches have verified useful for predictions of sewer pipe conditions at the network-level (e.g., cohort survival, Markov, etc.), they have generally been found unable of predicting individual pipe conditions with any reasonable level of confidence. Network-level approaches have worthiness when initiating budgets for future rehabilitative actions but may provide municipalities with only limited information on individual pipe conditions. In this paper, a novel application of the random forests algorithm efficaciously extracts information related to pipe condition from City's sewer dataset in a way of assisting individual pipe condition prediction. Although not previously used for sewer condition prediction, random forests are popular data mining methods that have been used in recent years on a variety of classification tasks, including remote sensing (Belgiu et al., 2016) , ecological prediction (Evans et al., 2009) , and microarraybased cancer classification (Wang et al., 2011) .
Machine Learning Approach to Predict Pipe Failures
Machine Learning (ML) models are one of the most appropriate methods to extract valuable information about the variable interactions (Han et al., 2017) . The main purpose of the ML model is to automatically learn to identify complex patterns in datasets and make intelligent decisions based on the data. ML approach can be classified into main categories including supervised and unsupervised approaches for labeled and unlabeled data, respectively (Muller et al., 2016) . Random forest classification as one of the approaches is appealing for the task of predicting individual sewer pipe conditions. In this research, a random forest classification model as a supervised machine learning approach is used in order to predict the pipe failure based on the labeled data.
Methodology
The developed model is based on the Random Forest classification. Figure 1 illustrates the proposed methodology in four main steps. The three last steps are explained in the following subsections. 
Data Acquisition
The dataset of this study is obtained from the City of Los Angeles, which represents current wastewater information of the mainline sewer pipes. The associated information about the wastewater pipe is represented as attributes and observations. The observations represent data of Sewer pipes with installation year ranging from 1874 to 2019, diameters of 2 to 150 inches, length of 0.2 to 14,171 ft and are made of Vitrified Clay (VC), Asbestos Cement (AC), Polyvinyl Chloride (PVC), Steel (STL), Cast Iron (CI), Ductile Iron (DI), Reinforced Concrete Pipe (RCP), Acrylonitrile Butadiene Styrene (ABS), Concrete Brick Pipe (B/C) and some unknown pipes. The dataset consists of more than 50 variables and 160,370 observations. Meanwhile, for the objective of this study, only 9 variables have been examined. Table 1 represents the selected variables and their description, which used for data mining purposes. Table 2 represents five sample observations from the dataset. The selected observations have been chosen arbitrarily. The last column (STATUS) represents that the sewer pipe needs inspection or not (T for inspection is required, and F not required). 
Pre-processing
Data pre-processing is an important step in predictive models. A large variety of issues in data may impact the success of a machine learning model. This step has a great impact on model performances. Therefore, an initial Exploratory Data Analysis (EDA) is carried out to identify missing data, outlier, the correlation between attributes, and their distributions. Moreover, since there are approximately 2% missing data for some of the variables in the entire dataset, those missing values have been dropped to smooth out noisy data. Also, data reduction has been performed to obtain a reduced representation of the dataset that is much smaller in volume but still can produce the same analytical results. Finally, the categorical variables have been converted into numeric data since Machine Learning models have shown better performance and accuracy with numeric representation (Del Coso et al., 2015) .
A Predictive Model
Decision Tree (DT) is essentially a sequence of true/false (or yes/no) questions that group data into different categories and make a decision about what category the input belongs to (Wen et al., 2018) . Decision trees which are the traditional building blocks of the data mining process have previously been used to obtain information from sewer inspection datasets (Jung et al., 2012; Oliveira et al., 2007; Syachrani et al., 2012) . Another powerful approach to model pipe deterioration is the random forests model as it has proven to have better predictive performance than single trees for a variety of data mining tasks (Kuhn et al. ,2013) . In this study, we used random forest as the decision tree classifier.
Random Forest (RF) is a predictive modeling approach, which consists of growing hundreds of "unpruned decision tree classifiers". The algorithm constructs individual unpruned trees using bootstrap aggregation where n instances are first randomly sampled (with replacement) from the N instances comprising the original training dataset (Mascara et al., 2014) . This bootstrap sample of n instances is used to grow the first tree and each tree in the forest is constructed using a different bootstrap sample obtained from the original dataset. The tree is then grown to its maximum size using an algorithm where for each binary split in the tree, m predictors are specified that will be randomly selected out of all M possible predictors. The best predictor among the available m predictors used to make the split is determined using the so-called Gini index, which is calculated for each potential split point of a predictor in a dataset containing two classes using Equation 1. Gini = p 1 (1 -p 1 ) + p 2 (1 -p 2 ) = 2p 1 p 2 (1)
where p 1 is the relative frequency/probability of Class 1 in the dataset and p 2 is the probability of Class 2 (these two probabilities sum to one). When a two-class dataset is split into two subsets based on a potential split point of an attribute, a contingency table is developed (Harvey et al., 2014) . The Gini index before and after the split are determined using Equations 2 and 3.
Gini (prior to split) = 2(n 1 /n) (n 2 /n)
Gini (after split) = 2[(n 11 /n) (n 12 /n+1) + (n 21 /n) (n 22 /n+2)]
The best input predictor is the one providing the smallest Gini index after the split (Strobl et al., 2007) . A total of K decision trees is grown similarly and the resulting trees make up the random forest. The resulting class prediction for new instances is obtained by having each tree cast a class vote (the mode of all the votes is the resulting prediction of the random forest) (Khun et al., 2013) . Class probabilities for individual instances are determined by counting the number of votes for each class and dividing by the total number of trees in the forest (e.g., if there are 1000 trees and, for a particular instance, 600 trees vote for class 1, then the probability of class 1 for that instance is 600/1000 = 60%). The random forest classification model for this research is developed and tuned in python 3.
The Model Development
A predictive model examines the relationship between a set of input variables and a target class. In this research, input variables are various pipe specified attributes and the target variable is the pipe condition. In general, a classification model would be an approximation of some unknown function as can be seen in Equation 4. Y = f (X 1 , X 2 , ..., X p )
Where, Y is the condition class (target) and pipe-specific attributes (independent variables) are the predictors X 1 , X 2 , ..., X p .
Training and Testing data
Supervised machine learning methods are trained, validated and tested with a single dataset (or a set of datasets). Dividing datasets into training and testing subsets is an important part of the process of developing experimental machine learning models. Hence, the dataset containing 160,370 observations was partitioned into a training set of randomly selected cases (70%), and a testing set of randomly selected cases (30%), which is a typical data splitting approach used in Machine Learning model development (Guo et al.,2018) . The split 70/30 is considered in this study because it provides enough data points for computing performance measures on training and test and datasets.
Hyper-parameters Tuning
Hyper-parameters tuning adjusts the settings of an algorithm to optimize its performance. In random forest classifier, hyper-parameters can be the number of decision trees in the forest and the number of features considered by each tree while splitting each node. The best hyperparameters are usually difficult to define ahead of time, and tuning a model is where machine learning turns from science into trial-and-error based engineering (Probst et al., 2019) .
The technique of cross-validation (CV) uses the most common method, K-Fold CV. In K-Fold CV, the training set has been split into K number of subsets, called folds. Then the model iteratively has been fit K times, each time training the data on K-1 of the folds and evaluating on the K th fold (called the validation data). At the very end of the training, the average performance has been chosen on each of the folds to come up with final validation metrics for the model.
For hyper-parameters tuning, multiple iterations have been made from the entire K-Fold CV process, each time using different model settings. Then all of the models have been examined, the best one selected, trained on the full training set, and then evaluated on the testing set (Probst et al., 2019) . In this study, the following parameters have been adjusted in our classification predictive model to determine the highest accuracy (Table 3) . Moreover, every combination of settings for the hyper-parameters can be explicitly defined by using Grid Search with Cross-Validation. The Grid search exhaustively attempts for optimal parameters, determined by intervals and steps, then picks one combination of parameters (including bootstrap, max-depth, max-features, min-samples-leaf, min-samples-split and nestimators), a grid point, and evaluates the learning performance (Probst et al., 2019) . Consequently, the parameter combinations with the highest performance are discovered and analyzed on the entire training set. These parameters are then applied as settings of the resulting prediction model.
Evaluating Predictive Model Performance
To evaluate the accuracy of classification performance, there are many metrics available in the literature. A classification model is typically evaluated using a confusion matrix (Ting et al., 2017) . The confusion matrix is an m * m matrix whose elements c ij correspond to the number of assets in condition grade o i =j that are predicted to be in condition grade p i =k. Elements on the diagonal of the confusion matrix indicate assets for which the predicted grade matches the observed condition grade (i.e., o i =p i ). Off-diagonal elements count the number of assets for which the predicted grade differs from the observed condition grade, indicating a misclassification.
In a classification problem, the predicted results are evaluated with four values: True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) (Sheng et al., 2015) . True Positive (correctly predicted bad pipe), False Positive (when the model incorrectly predicts good and the actual is bad), True Negative (correctly predicted good pipe), False Negative (when a prediction of good is made when it is bad). Using this confusion matrix, predictive performance on a binary classification task can be assessed using modeling accuracy, true positive rate (sensitivity), and true negative rate (specificity).
Receiver Operating Characteristics (ROC) and Area under the ROC Curve (AUC)
The ROC curve is a technique for determining the true predictive power of a model. It also can be used for evaluating the resulting trade-off between the two types of misclassification caused by data imbalance, which is a plot of the true positive rate as a function of the false-positive rate. A perfect model would have an area under the ROC curve of 1 and would be a line that passes through the upper left corner of the plot. Hosmer et al. (2013) have indicated a model that achieves an area under the ROC above 0.9 is outstanding, between 0.8 and 0.9 is excellent, and between 0.7 and 0.8 is acceptable (Hosmer et al., 2013) .
As previously indicated, the random forest algorithm utilizes a baseline probability cutoff for classification, where for this binary classification task, any pipe with a predicted probability of being in bad condition greater than 50% will be assigned to the bad condition class. The ROC curve can be used to discover alternative probability cutoffs (e.g., any pipe with a predicted probability of being in bad condition greater than 15% is assigned to the bad condition class) that can potentially overcome complications posed by data imbalance. One option is to locate the cutoff on the ROC curve that is closest to the upper left corner of the plot (i.e., closest to the optimal model). The AUC of the prediction model reached up to 0.78 which is a fairly good classification quality.
Results
Applying random forest predictive models has the potential to drastically decrease the time and money to identify a poor condition, uninspected pipes in a sewer network. The results of the random forest classification model have shown that for the developed model, the prediction accuracy of 94% can be obtained for previously unseen data (and overall accuracy of 95% for all data, train, and test). The question arises as to whether the prediction accuracy and misclassification rates are such that the condition grade predictor would be of any value to an asset manager. Unluckily, there is no general value for prediction accuracy such that higher value would be satisfactory and a lesser value would be unacceptable. The situation depends on the particular application under consideration.
The basic features of the sewer pipes such as pipe material and installation year, pipe deterioration rates are likely dependent on a variety of factors that are usually not effortlessly available for data analysis. For instance, original design quality control, local environmental conditions, records of extreme loading functions, operating context, and maintenance records after installation. The lack of this data makes challenges for the characterization of individual pipe conditions. However, Upstream Invert Elevation and Downstream Invert Elevation are the most significant features in our dataset. In other words, the output of the model is more sensitive to the values of those features.
Feature importance gives a score for each feature of the data, the higher the score more important or relevant is the feature towards the output variable. The most significant features of the dataset have been evaluated using extra tree classifier for extracting the top 6 features of the dataset. As can be seen in Figure 3 , Upstream Invert Elevation and Downstream Invert Elevation (UP_INV and DN_INV) are the most significant feature (around 40%) and PIPE_SIZE has the lowest impact (around 4%) in the developed random forest model. The confusion matrix of the random forest model using a training dataset consisting of 156510 observations is presented in Table 4 . Although the developed model obtained a test set overall accuracy of 94%, the confusion matrix indicates the data imbalance has imposed the algorithm to concentrate on correctly classifying pipes in a good condition as the majority class with the consequence that very few bad condition pipes are accurately predicted. The results of the Random Forest classification model have shown in the following tables. The prediction accuracy of 93% can be obtained with previously unseen data (and overall accuracy of 99% for all data, train, and test). An ROC curve is the most commonly used method to visualize the performance of a binary classifier, and AUC is proved as one of the best methods to summarize the performance of a classifier. The following figures illustrate the ROC curve as the performance measurement of the developed model. The area under the ROC curve obtained during the 7-fold cross-validation of the training set was 0.80. During model testing, the following metrics were obtained: true positive rate 11%, true negative rate = 99%. The model achieved an excellent area under the ROC curve of 0.80, suggesting it would be capable of accurately predicting pipe conditions once a new probability cutoff is optimally determined using the ROC curve. The ROC curve presents the true positive and false positive rates achieved when various probability cutoffs are used by the random forest when classifying instances in the evaluation set. 
