The LLL algorithm has received a lot of attention as an effective numerical tool for preconditioning 7 an integer least squares problem. However, the workings of the algorithm are not well understood. In this 8
Introduction

14
The famous algorithm due to Lenstra, Lenstra and Lovasz (LLL [4] ) has many important 15 applications; for example, wireless communication, cryptography, and GPS (see [3] and references 16 therein). In some of these applications, researchers use the LLL algorithm as a preconditioner in 17 the solution of an integer least squares problem. Although the LLL algorithm is often referred to 18 as an integer Gram-Schmidt procedure, no one has fully analyzed its numerical behavior. In this 19 paper, we present a new way to examine the LLL reduction. Our idea leads to a new, generalized 20 LLL technique that uses orthogonal instead of Gauss transformations in the reduction process. 21 Our paper is organized as follows. In Section 2, we describe the problem of integer least squares. 22 We present the idea of a reduced basis and the LLL algorithm in Sections 3 and 4, respectively. 
Integer least squares
where B ∈ R n×n , y ∈ R n , s ∈ Z n , and B is nonsingular. One important application is wireless 
Using LLL as a preconditioner to reduce the condition number of BM in (2) is quite common in 51 many applications; see, e.g., [3] . The preconditioning step is followed by a QR decomposition of 52 BM to solve the least squares problem. In Section 5, we will present a simpler and better approach 53 that combines the two sequential steps into one single step by computing both M and the QR 54 decomposition of BM at the same time.
Reduced basis
56
Let B ∈ R n×n be nonsingular. Consider its QR decomposition:
where 
where 0.25 < ω < 1 is a parameter that controls the rate of convergence. We begin by defining an elementary unimodular transformation. Let i < j, and let e i ∈ Z n and 78 e j ∈ Z n denote unit coordinate vectors in the ith and j th directions, respectively. Define
where γ is an integer. 
It is straightforward to check that the (i, j )th element of the new U satisfies (4).
88
Procedure Decrease(i, j ) Given B and U , calculate M ij and γ using (8) and (9), respectively.
89
Apply M ij to B and to U :
For condition (5), we need to define two numerical transformations. i n. It has the form:
Note that Indeed, here is a quick illustration:
i is a workhorse in the LLL algorithm, and the following relation is key:
In words, Eq. (14) says that the matrix X
restore the triangularity of a permuted triangular 101 matrix. Note that both triangular matrices in (14) have ones on their diagonals.
102
Suppose that (5) is not satisfied for some i: 
We then use the transformation X −1 i of (13) to restore U to triangular form: 
The paper [4] also gives the values of ξ and μ in (11). As is obvious from (14), μ is given by
In addition, ξ is given by Algorithm LLL Given B, transform its columns so that they will form a reduced basis. 
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The matrix B is very ill-conditioned. Consider the matrix equation:
where n 2. The first element of the solution vector x equals (1.5) n−2 /2. Thus, the smallest 132 singular value of B decreases like 2(1.5) −n+2 as n becomes large. 
A new idea
134
We extend the idea of a reduced basis formed by the columns vectors to that of a reduced 135 triangular matrix. Let B ∈ R n×n be nonsingular. Consider its QR decomposition:
where Q ∈ R n×n is orthogonal and R ≡ (r ij ) ∈ R n×n is upper triangular with a positive diagonal: 
where 0.25 < ω < 1 is a parameter that controls the rate of convergence.
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No. of pages: 12, Model 1+ and a unimodular matrix M ∈ Z n×n to transform B into a triangular matrix R : 
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Definition 4. A triangular matrix R is reduced if its elements satisfy conditions (23) and (24
Construct the unimodular matrix M ij with its (i, j )th element equal to −γ . Apply M ij to R:
and accumulate the transformations in M:
It is easy to check that the (i, j )th element of the new R in (28) where 2 i n. It has the form: 
U N C O R R E C T E D P R O O F
and use a plane reflection J i to restore R to triangular form:
We accumulate the transformations in M and in Q: 
Now, we have all the tools to present our new algorithm as a matrix decomposition technique.
177
Algorithm New Given B, compute M, Q, and R, so that BM = QR and R is reduced. i of (13) to U and updates D 2 separately.
194
In this section, we will derive two n × n diagonal matrices D 1 and D 2 such that
Thus, we may view X −1 i as a scaled plane reflection. We will also show that in exact arithmetic, 196 the two algorithms will produce identical numerical results.
197
Representing the effect of transformations (31) and (32) by
we write out the key 2 × 2 transformations as follows: 
Note that (39) is exactly Eq. (14) for the LLL method. Also, we can easily prove that the μ and 
where
Then For well-conditioned test matrices, the two different schemes produce essentially identical results.
230
Hence we show mostly ill-conditioned examples in Table 1 of the resultant matrix small than 1. In Table 1 , we see that 243 d max > 1 for n 45 and r max < 1 for n 100.
Our proposal that our method works better than the original LLL method is also supported by the 244 values of κ(BM). In Table 1 
