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Holographic studies of thermalization and dissipation in
strongly coupled theories
Walter Orlando Tangarife Garćıa, Ph.D.
The University of Texas at Austin, 2014
Supervisor: Willy Fischler
This thesis presents a series of studies of thermalization and dissipation
in a variety of strongly coupled systems. The main tool for these investigations
is the Gauge/Gravity duality, which establishes a correspondence between a
d + 1-dimensional quantum theory of gravity and a d-dimensional quantum
field theory.
We study the decay rates of fluctuations around the thermal equilibrium
in theories in non-commutative geometry. Rapid thermalization of such fluctu-
ations is found and motivates the conjecture that the phenomena at the black
hole horizon is described by non-local physics. In the same type of environ-
ment, we analyze the Langevin dynamics of a heavy quark, which undergoes
Brownian motion. We find that the late-time behavior of the displacement
squared is unaffected by the non-commutativity of the geometry.
In a different scenario, we study the correlation functions in theories
with quantum critical points. We compute the response of these quantum crit-
vii
ical points to a disturbance caused by a massive charged particle and analyze
its late time behavior.
Finally, we analyze systems far-from-equilibrium as they evolve towards
a thermal state. We characterize this evolution for systems with chemical po-
tential by focusing on the “strong subadditivity” property of their entangle-
ment entropy. This is achieved on the gravity side by using time dependent
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At the end of last century, the holographic principle was introduced in
theoretical physics [165, 158]. This states that the description of a volume of
space can be encoded on the boundary to the region. A remarkable develop-
ment in this direction was the AdS/CFT correspondence proposal [121], more
generally known as Gauge/Gravity duality [121, 79, 169]. This idea establishes
the equivalence between two theories: a d+ 1-dimensional quantum theory of
gravity and a d-dimensional quantum field theory.
Over the years, the study of thermal properties in quantum field the-
ories has been of great interest. The gauge/gravity correspondence has pro-
vided tools for the study of a large class of strongly-coupled non-abelian gauge
theories. Aside from pure theoretical motivation, one the the main reasons
for pursuing such studies is the possible connection with the phenomenology
of ultra-relativistic heavy ion collisions and/or strongly correlated condensed
matter systems. An account of these efforts can be found in the reviews
[78, 38, 83, 126] and the references therein. The prescription to compute cor-
relation functions using the gauge/gravity duality was developed in [79, 169]
and was subsequently generalized to the real-time finite-temperature formal-
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ism in [155, 91]. This thesis explores applications of this correspondence to
the study of thermalization, quantum fluctuation and dissipation processes in
various strongly coupled theories. The dynamics in these theories is probed
by using several techniques such as the computation of quasi-normal frequen-
cies of bulk perturbations, calculation of entanglement entropy, introducing a
heavy quark and studying its Langevin dynamics and the calculation of two-
point functions. In the following paragraphs, we present an overview of the
gauge/gravity correspondence.
1.1 The Gauge/Gravity correspondence
The simplest and best-understood example of the gauge/gravity du-
ality relates four-dimensional N = 4 Super-Yang-Mills (SYM) to type-IIB
string theory (or supergravity) in asymptotically AdS5 × S5, hence the name
AdS/CFT. AdSd+1 spacetime is a solution to Einstein equations with nega-
tive cosmological constant and can be seen as a 5-dimensional hyperboloid
embedded in a 6-dimensional spacetime R2,d [2],
−X−1 −X0 +X1 + · · ·+Xd = −R2, (1.1)
which has isometry SO(d, 2). There is useful parametrization of this hyper-
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. (1.3)
In fact, most of the backgrounds studied in this thesis will resemble this
parametrization of AdS.
The AdS/CFT conjecture postulates that the physics of the AdS space-
time (gravity side) bulk can be described by a quantum field theory that lives
on the boundary of this spacetime. The isometry group of AdS, acting on the
boundary, turns out to be the conformal group SO(2, d).
The theory on the boundary, in the simplest example, is N = 4 SU(N)
Super Yang-Mills (SYM) with an N = 4 vector supermultimplet living in d
dimensions. Considering the specific case of d = 3 + 1, this theory arises from
having a large stack of N D3-branes along a 3 + 1 dimensional hyperplane
in the 10-dimensional spacetime. The action that describes the open string
excitations contains the action for this theory plus higher derivative terms.
Additionally, there is an action that corresponds to the massless closed string
excitations and there is an action that mixes the two types of strings. In
the low energy limit, these two sectors are completely decoupled by taking
α′ → 0, i.e. ls → 0, while keeping N and the string coupling gs constant.
Thus, the open string action describes the physics of N = 4 SU(N) SYM on
the 4-dimensional boundary.
On the other hand, this system can be seen from the supergravity point
of view. The D3-branes act as sources for type IIB supergravity fields. In the
3
limit where N is very large, the geometry that is a solution to the equations
of motion is called a black 3-brane and has a horizon and a singularity. When






In the low energy limit, there are two kinds of excitations; one is composed by
free supergravity fields and the other corresponds to the excitations living near









4 ≡ 4πgsα′2N, (1.4)
where r is related to u in 1.3 by r = R2u.
Thus, we have two theories that are the same, N = 4 SU(N) SYM in
d = 3 + 1 spacetime and type IIB supergravity on AdS5 × S5. The validity
of one or the other descriptions depends on the value of the so-called ’t Hooft
coupling,
λ ≡ g2YMN = 4πgsN. (1.5)
When λ 1, the boundary theory is strongly coupled and perturbation theory
cannot be used while the gravitational description can be trusted. Conversely,
when λ  1, the gauge theory is weakly coupled but the gravity side cannot
be trusted anymore.
The “dictionary” that AdS/CFT prescribes works in the following way.
Let us take an excitation in the bulk φ(r, t, ~x) which at the boundary (r → 0)
4
takes the value φ0(t, ~x). This field couples like a source to a boundary gauge
invariant operator O(t, ~x) through the term
∫
d4xφ0(x)O(x) in the boundary
Lagrangian. Thus, the correspondence relates the generating function of cor-
relation functions of the field theory with the minimized supergravity action
in the bulk [79, 169]:
〈e
∫




Then, a straightforward formula gives the n-point correlation function for O,
〈O(x1) · · · O(xn)〉 =
δ
δφ0(x1)
· · · δ
δφ0(xn)
ZBulk[φ0(x)]. (1.7)
The mass m of the bulk field φ and the conformal dimension ∆ of the operator









This correspondence has been generalized to more generic gravitational
backgrounds. In particular, the inclusion of a black hole in the AdS bulk is
known to be dual to a strongly-coupled gauge theory at finite temperature
[170]. Furthermore, the gravitational background dual to a theory with fi-
nite chemical potential is described by an AdS geometry with an electrically
charged black hole, this is known as AdS-Reissner-Nordström background.
This opened the possibility of computing a large variety of observables
in thermal field theories with string coupling. Some examples are given by
the decay rates and time scales for the approach to thermal equilibrium of
5
certain disturbances [93, 24, 108], which in the gravity side are mapped to
the computation of quasinormal frequencies. One interesting result in this
front has been the well-known result of 1/4π for the shear viscosity to entropy
density ratio at strong coupling [139, 109] which in turn led to the holographic
calculation of many other transport coefficients [156, 140]. More recently,
it has been possible to gain further insight in the previously uncharted out-
of-equilibrium regime by considering geometries that evolve in time [94, 14,
15, 31]. In these latter studies, the thermalization process is analyzed by
following the formation of a black hole in the bulk. This dynamics is probed
by computing non-local observables such as Wilson loops and entanglement
entropy.
1.2 Outline
This thesis contains a collection of studies of processes in strongly cou-
pled systems. Such studies are motivated by phenomena that have been ob-
served in condensed matter systems, quark-gluon plasma or environments re-
sembling non-local properties, such as the horizon of black holes. The main
tool for the analysis is the correspondence presented above. In Chapter 2, we
study rapid thermalization in thermal theories in non-commutative geometry.
Specifically, the decay rates of fluctuations around the thermal equilibrium
are calculated by considering the imaginary parts of the frequencies of quasi-
normal modes of fields in the gravitational background. Such analysis is mo-
tivated by the fast thermalization features exhibited black hole horizons. The
6
main result is that, in fact, strongly coupled plasmas in these non-commutative
geometries show fast “scrambling” of perturbations, which supports the idea
that the physics at the black hole horizon is described by non-local physics.
The contents of this work were published in [62].
Following the motivation from Chapter 2, in Chapter 3 the same geome-
try is considered and a study of Brownian motion of a heavy particle is studied.
The holographic realization of Langevin dynamics of this particle, undergoing
random motion in a non-commutative strongly couple plasma, provides a de-
scription of the diffusion processes within the plasma. It is found, however,
that although the non-commutative plasma is less viscous, the late-time be-
havior of the displacement squared is unaffected by the non-commutativity of
the geometry. These results were published in [68].
In Chapter 4, the methods of AdS/CFT are used to explore a different
system. We study the correlation functions in theories with a class of quantum
critical points. We compute the response of these quantum critical points to
a disturbance caused by a massive charged particle. Our results show that, in
these theories, the two-point functions become independent of the mass of the
probe at late times. Such work has been published in [63].
Finally, in Chapter 5, entanglement entropy is used to analyze systems
far-from-equilibrium as they evolve towards a thermal state. We characterize
this evolution especially for systems with chemical potential by focusing on the
“strong subadditivity” property of their entanglement entropy. On the gravity
side, time dependent functions for mass and charge are chosen, in an AdS-
7
Vaidya metric, in order to resemble the desired dual QFT. Our investigations
find that the dual field theory disallows specific choices of the mass and charge
functions for which it is possible to penetrate some critical surface that is
formed in the bulk. This research has been published in [32].
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Chapter 2
Fast thermalization in Non-Commutative
Super Yang Mills Theories
2.1 Preliminaries
It has been known since the days of the “membrane paradigm” [166]
that the event horizon of black holes, or more precisely the stretched horizon,
is endowed with physical properties from the vantage point of some fiducial
observers. This is in contrast with the freely falling observers which do not
experience the horizon. In particular, from the viewpoint of these fiducial
observers, a charge falling into the horizon is seen as having its charge smeared
over the horizon in a time that grows logarithmically with the Schwarzschild
radius of the black hole.
In a remarkable paper, Preskill and Hayden [86] posed a critical chal-
lenge to the resolution of the information paradox. In a nutshell, their obser-
vation lead to the conclusion that the time scale involved in possibly sharing
information between two observes, one hovering outside the black hole hori-
zon and the other falling through the horizon while carrying information, is
dramatically shorter than what was believed possible until then. The fascinat-
ing answer to this challenge, the so-called “fast scrambling” property of the
9
horizon, was conjectured by Sekino and Susskind in [149]. This property is
tantamount to the extremely rapid spreading of the charge as we alluded to
earlier. The time scale involved in scrambling grows only logarithmically with
the entropy. This is a much shorter time scale as a function of the entropy
than the time that a particle subject to Brownian motion would take to travel
through a distance commensurate with the “size” of the system [149]. The time
scale in the latter case grows with a positive power of the entropy. Additional
conjectures related to the fate of information on the horizon of a black hole
have appeared in the last few years. The most relevant one has been described
as the firewall conjecture [7], which states that black hole complementarity,
[160], is not enough to assure the compatibility of quantum mechanics and the
equivalence principle for observers that are falling into a black hole. Instead,
the existence of a “firewall” behind the black hole horizon is proposed in order
to keep a freely falling observer from falling without noticing any drama at
the horizon.
It was argued in [149] that non-locality has to be one of the ingredients
that generate fast scrambling. Local interactions, on the other hand, would
lead to slow diffusion as in Brownian motion. Another possibly necessary
ingredient to generate the fast scrambling property of the stretched horizon
is the presence of strong coupling interactions among the horizon’s degrees of
freedom.
In this chapter, we present the results published in [62], in which we
emulate non-locality and strong coupling by considering a strongly-coupled
10
non-commutative gauge theory at high temperature: four-dimensional non-
commutative (supersymmetric) Yang-Mills theory, to be precise. As the non-
commutative system under consideration is strongly coupled, we use the gauge/-
gravity correspondence, described in the introduction to this thesis, as a tool-
box for analyzing various thermal aspects of the system. We show that the rate
of decay of a disturbance propagating in this thermal medium is parametrically
much larger than in the local setting of conventional field theories. This in-
evitably leads to rapid thermalization1. It is noteworthy that computations at
weak coupling do not exhibit an enhancement of the thermalization rate. This
could then imply that fast thermalization in non-commutative field theories
is a consequence of having both strong coupling and non-commutativity. See
[159, 11, 18, 113] for other works in analyzing the fast scrambling conjecture.
The existence of a connection between the ultraviolet and the infrared
in the non-commutative setting has been well studied over the years [23].
One of its manifestations is the large transverse size of any degree of freedom
moving with a large momentum k, where transversality here is with respect to
the direction of k. The transverse size grows with k when the momentum in
the non-commutative direction is larger than θ−1/2 where θ is the Moyal area.
Indeed, the transverse size scales like θk. This property is at the heart of the
rapid decay of high momenta modes into excitations of the heat bath.
1It should be noted that the rapid thermalization that we observe here is for the boundary
non-commutative thermal bath and does not seem to be directly connected to the properties
of the stretched horizon of the dual black brane background as observed by a fiducial observer
hovering outside the horizon.
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The chapter is organized as follows: in the next section we briefly review
the gravity dual of a strongly coupled large-N non-commutative gauge theory
at finite temperature and then set-up the study of the approach to thermaliza-
tion in this context. In section three, we exhibit the computation of the decay
rates in the non-commutative heat bath and compare it to the results for the
local case of strongly-coupled commutative gauge theories. More specifically,
we compute the decay rates in three cases: once when the non-commutative
thermal bath is perturbed by an operator dual to a minimally-coupled massless
scalar field in the bulk, then with the operator dual to the dilaton fluctuation
of the bulk, and finally with the operator dual to the bulk axion fluctuation.
Furthermore, we compute the decay rates in the regime of parameters where
the temperature of the bath is taken to be larger than θ−1/2 along with the
momentum of the modes in the non-commutative plane being greater than
the temperature (which necessarily implies that the momentum is also greater
than θ−1/2). This is the regime where one expects the deviations from the
results of the commutative setting to be more pronounced2.
2This is due to the fact that at temperatures larger than θ−1/2, the typical momenta in
the heat bath is of the order of temperature and hence the transverse size of the modes of
the heat bath is large and gets larger as the temperature increases. One therefore expects
the non-local effects to be important at those high temperatures.
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2.2 Holographic description of non-commutative theo-
ries
In order to motivate the physics of theories in non-commutative geome-
tries, let us consider a classical pair of particles with opposite electric charge
in the presence of a strong magnetic field B and with an additional harmonic
potential. In the regime where the Coulomb potential can be neglected, the














(~x1 − ~x2)2, (2.1)
where εij = −εji.
This can be rewritten in terms of center of mass and the relative coor-
dinates,










i∆j − 2K∆2. (2.2)
Notice that the center of mass momentum, conjugate to X i, is
Pi = 2Bεij∆
j, (2.3)





Thus, what we have here is a system that behaves as a free particle of mass
B2/K but whose “size” depends on its momentum. That means that the
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system “grows” as the momentum increases. This resembles the UV/IR con-
nection, mentioned in the previous paragraphs, that characterizes the theories
in non-commutative geometries; the physics at low energies (large distances)
are directly connected to the phenomena at high energies (large momentum).
Non-commutative geometries are defined by the commutator between
two coordinates
[xµ, xν ] = iθµν , (2.5)
where θ is a rank-2 antisymmetric tensor. The algebra of functions in this
non-commutative spacetime is defined using the Moyal product,







A quantum field theory in this type of geometry is, then, defined by
the functional action S =
∫
d4xL[φ], with the property that the multiplication
of fields in L is performed using the Moyal product [127, 60]. Specifically, in
perturbative field theory, the quadratic terms are left unchanged respect to
ordinary QFT, but the interaction terms are modified by a phase factor. In
momentum space, this is
λnφ




i<j ki×kj , (2.7)
where ki × kj = kµi kνj θµν .
In string theory, non-commutative theories can be easily realized on the
worldvolume of Dp-branes with a constant Neveu-Schwarz Bµν field provided
that one takes a special limit to decouple the open and closed string modes [59,
14
10, 148]. Basically, one scales the string tension to infinity and the closed string
metric to zero while keeping the background Bµν field fixed. The worldsheet
























where Σ is the string worldsheet and the rank of B is r. The boundary







with ∂n normal to ∂Σ. These can be rewritten for the case where Σ is a disc
that is conformally mapped to the upper half complex plane:




Thus, the propagator results in
〈xi(z)xj(z′)〉 = −α′
[
gijLog|z − z′| − gijLog|z − z̄′| (2.11)
+GijLog|z − z̄′|2 + 1
2πα′
θijLog






















At the boundary, and restricting to real z, this propagator becomes
〈xi(z)xj(z′)〉 = α′GijLog(z − z′)2 + i
2
θijε(z − z′), (2.15)
where ε(z) is 1 or -1 for positive or negative z. In the last expression, Gij
has an interpretation as the open string metric. θij on the other hand, is
interpreted as the Moyal tensor, given that
[xi(τ), xj(τ)] = iθij. (2.16)
Here, τ is interpreted as time and the time ordering is taken as the operator
order.
Furthermore, the product of two tachyon vertex operators produce
eip·x(z) · eiq·x(z) ≈ (z − z′)2α′Gijpiqje−
i
2
θijpiqjei(p+q)·x(z′) + · · · . (2.17)
Notice that this coincides with the Moyal product in the limit in which α′ → 0.
In order to keep G and θ fixed in this limit, a double decoupling limit is taken




gij ∼ ε→ 0, i, j = 1, ..., r. (2.19)





is added to the action 2.8. This is invariant under the gauge transformation
δAi = ∂iλ+ iλ ? Ai − iAi ? λ. (2.21)
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2.2.1 A Gravity Dual For Non-commutative SYM
We now present a gravitational dual to the the strong ’t Hooft coupling
and large N limit of a non-commutative super Yang-Mills theory, in the spirit
of the AdS/CFT correspondence [121]. For much of this chapter, we focus
on the four-dimensional non-commutative Yang-Mills theory at finite temper-
ature. We also take the non-commutativity parameter to be non-zero only in
the (x2, x3)-plane, that is [x2, x3] ∼ iθ.
A proposal for the dual gravity background of such a theory was given
in [85, 123] which, in the string frame, reads
ds2 = L2
[













2a2u4h(u), e2Φ = ĝ2h(u), (2.22)
C01 = L
2a2ĝ−1u4, F0123u = 4L
4ĝ−1u3h(u),










where uh is the horizon radius.
The parameter a which appears in the above expressions is related
to the non-commutativity parameter θ of the boundary theory through a =
λ1/4
√
θ. Here, λ = L4/α′2 is the ’t Hooft coupling of the boundary large-
N non-commutative Yang-Mills theory. For u  a−1, the background (2.22)
goes over to the AdS5×S5 solution. As expected, this observation just reflects
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the fact that the non-commutative boundary theory goes over to the ordinary
commutative Yang-Mills theory at length scales much greater than λ1/4
√
θ.
For u  a−1, on the other hand, the background (2.22) shows significant
deviation form the AdS5 × S5 geometry. In particular, the bulk spacetime is
no longer asymptotically AdS5. The boundary theory interpretation of this
regime just means that the effect of non-commutativity becomes pronounced
for length scales which are at the order of, or smaller than, λ1/4
√
θ 3. To
summarize, the background (2.22) represents a flow in the boundary theory
from a UV fixed point which is non-commutative Yang-Mills at large N and
large λ to an IR fixed point given by the ordinary commutative Yang-Mills
(again, at large N and large λ)4.
Also, the Hawking temperature of the above solution, which is inter-
preted as the temperature of the non-commutative boundary theory, is given
by T = uh/π. Notice that this temperature is the same as the temperature
one obtains for the Schwarzschild AdS5 solution, which is dual to a thermal
state of four-dimensional commutative Yang-Mills theory. Indeed, it is easy
to show that all the thermodynamic quantities obtained from (2.22) are the
same as the ones obtained from the Schwarzschild AdS5 solution [123]. In the
3Since the reliability of the solution (2.22) requires L4/α′
2
= λ to be large, the effect of
non-commutativity in the boundary theory is visible even at large length scales [123]. This
should be compared with the weak-coupling regime of the theory where the threshold length
scale (beyond which the theory becomes effectively commutative) is roughly at the order of√
θ.
4Throughout this work, we use the terms “UV” and “IR” with respect to the boundary
energy. Then, in bulk terms, UV means near the boundary whereas IR means near the
horizon.
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limit of vanishing temperature (uh → 0), we are left with a geometry that is
dual to the vacuum of the NCSYM.
2.3 Approach to Thermalization
In the context of the AdS/CFT correspondence, turning on the fluc-
tuations of the bulk background translates into deforming the boundary field
theory by the operators dual to the bulk fluctuations. In the case where the
background is a large black hole, which describes a thermal state in the bound-
ary field theory [170], the bulk fluctuations correspond to the perturbations
of the thermal bath in the boundary field theory. Due to the existence of the
horizon in the bulk, the fluctuations of the black hole background fall into the
horizon. From the perspective of the boundary field theory, the decay of the
bulk fluctuations into the horizon translates into the decay of the perturba-
tions of the thermal bath and their eventual thermalization, after some time
scale, with the rest of the bath [93]. In other words, the decay of the bulk fluc-
tuations into the horizon holographically describes the approach to thermal
equilibrium in the boundary field theory.
In the linear response theory, the time scale required for a perturbation
to thermalize with the rest of the bath can be read off from the imaginary
part of the poles in the retarded Green’s function of the operator by which the
thermal bath has been perturbed. Indeed, the late-time decay is dominated
by the imaginary part of the lowest of such poles (in the complex frequency
plane). While the computation of the thermalization time scales is relatively
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easy in the perturbation theory [103, 116], it is a formidable task when the
thermal bath is strongly coupled. Fortunately, this is the regime where the
AdS/CFT correspondence is most useful. In fact, the poles in the retarded
Green’s function of the boundary theory operators are mapped, through the
correspondence, to the quasi-normal frequencies of the bulk fluctuations which
are dual to those operators, a connection which was first proposed in [24] and
later sharpened in [155, 108]. See [21] for a relatively recent review on the
quasi-normal modes of various backgrounds (with different asymptotics) from
the perspectives of both general relativity and the AdS/CFT correspondence.
The quasi-normal modes of a perturbation of a gravitational back-
ground are defined as the solutions to the equation of motion of that pertur-
bation which are infalling near the horizon and normalizable at the boundary
(when the background is asymptotically AdS). The quasi-normal frequencies
are then the set of complex frequencies for which such solutions exist. Thus,
for strong-coupling thermal baths, the thermalization time scales can simply
be obtained by computing the quasi-normal modes of the dual black hole back-
grounds. While there are semi-analytic methods for computing special values
of the quasi-normal frequencies, their generic values, however, cannot be com-
puted analytically for most backgrounds. In such cases, one can compute them
numerically with high precision using a variety of techniques developed over
the years in the literature [21].
Our goal is to study the approach to thermalization in a strongly cou-
pled non-commutative thermal bath, which is dual to the non-extremal back-
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ground given in (2.22). In particular, we would like to analyze to what extent
the thermalization properties of a non-commutative thermal bath deviate from
its commutative counterpart. To do so, we will consider three examples of fluc-
tuations of the dual supergravity background: a minimally-coupled scalar field,
fluctuation of the dilaton as well as the fluctuation of the Ramond-Ramond
(axion) scalar field.
2.3.1 Minimally-Coupled Scalar
We start by considering perhaps the simplest possibility. That is, we
perturb the non-extremal background (2.22) with a minimally-coupled mass-
less scalar ϕ, which we assume to be dual to some scalar operator O in the
non-commutative boundary theory. Our goal is to calculate the time scale for
this perturbation to thermalize with the non-commutative bath. As mentioned
above, we need to compute the quasi-normal modes of the minimally-coupled
scalar field fluctuations around the background (2.22). The equation of motion




























We emphasize that the minimally-coupled massless scalar that we are
studying here is not related to the metric fluctuations of the background (2.22)
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such as δgtx1 . As shown in [123], the equation of motion for δg
t
x1 (with no
dependence on S5) satifies the same equation as in (2.24) provided that δgtx1
depends neither on t nor on x1 directions. The analysis in this section should
be regarded as a warm-up exercise. Nevertheless, we believe that the lesson we
learn by analyzing the case of a minimally-coupled massless scalar will prove
useful when we consider, in the subsequent section, some genuine fluctuations
of the background such as the dilaton and axion fluctuations.
To solve the equation (2.25), we go to momentum space by Fourier
transforming ϕ(u, t, ~x):
ϕ(u, t, ~x) ∼ e−iωt+i~k.~xϕ(u;ω,~k). (2.26)
To avoid clutter in the notation, we have denote the Fourier modes of the scalar
field also by ϕ. The distinction should be clear from the arguments of ϕ, or
the context in which it is being used. In order to see any non-trivial effect on
the behavior of the modes ϕ(u;ω,~k) due to the existence of a non-zero Neveu-
Schwarz Bµν field in the bulk, especially in the asymptotic u → ∞ region
where the behavior of ϕ(u → ∞;ω,~k) holographically encodes information
about the source and the condensate of the dual operator O(ω,~k), one should
consider the modes with a non-vanishing momentum in the (x2, x3) plane.
Without loss of generality, we take k2 = 0 and k3 6= 0 and, for simplicity,














ϕ = 0, (2.27)
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where k ≡ k3.
Some comments on the boundary theory operator dual to ϕ(u, t, ~x) are
in order here. Normally, in the AdS/CFT correspondence, one associates a
gauge invariant operator O(t, ~x) in the boundary theory to the bulk fluctua-
tion ϕ(u, t, ~x) in the sense that near the boundary of the spacetime the non-
normalizable mode of ϕ(u → ∞, t, ~x) sources the dual operator O(t, ~x) while
its normalizable mode gives the vacuum expectation value of O(t, ~x). The
situation is less clear when the boundary gauge theory is non-commutative.
This is partly due to the fact that in non-commutative gauge theories, non-
commutativity of the space mixes with the gauge transformations and, as
such, there are no gauge invariant operators in position space. In momentum
space, however, one can construct gauge invariant operators O(kµ) by smear-
ing the gauge covariant operators O(xµ) transforming in the adjoint over an
open Wilson line W (x,C) of definite size according to [98, 74, 54]
O(k) =
∫
d4xO(x) ? W (x,C) ? eik·x, (2.28)
where ? denotes the Moyal product. The expression in (2.28) reduces to the
corresponding ordinary gauge invariant local operators in the IR. In the UV,
on the other hand, this very simple modification, has a drastic consequence
for the behavior of the correlation functions of the gauge invariant operators
O(k).
In the following we assume that the bulk fluctuation ϕ(u;ω,~k) is dual
to a gauge invariant operator O(ω,~k) of the form (2.28) in the sense that in
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the boundary non-commutative gauge theory there exists a coupling of the
following form in the momentum space,∫
dωd3k ϕ0(−ω,−~k)O(ω,~k), (2.29)
where ϕ0(ω,~k) is the source term which is determined from the asymptotic non-
normalizable behavior of ϕ(u, ω,~k) given some suitable boundary condition
near the horizon.
To obtain the retarded Green’s function of the dual operator O(ω, k),
equation (2.27) should then be solved with infalling boundary condition at the
horizon [155]. Close to the horizon, the solution behaves as
ϕ(u) ∼ f(u)±iω/(4πT ), u→ uh, (2.30)
where the + and − signs represent outgoing and infalling waves, respectively.
So, we discard the solution with the + sign. Near the boundary u = Λ →
∞, the equation (2.27) can be conveniently cast into a Mathieu differential
equation. The asymptotic behavior of the solution then takes the form
ϕ(u) ∼ A(ω, k)u−5/2eka2u +B(ω, k)u−5/2e−ka2u. (2.31)
The first term in the above equation blows up as the cutoff Λ → ∞. So, in
the spirit of the AdS/CFT correspondence, the source for the operator dual
to ϕ in the boundary theory should be read off from that term. However,
extracting the source of the dual operator from (2.31) is ambiguous. The
ambiguity arises because, as seen from (2.31), for any cutoff Λ the relation
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between the would-be source A(ω, k) and the asymptotic behavior of ϕ involves
a function of k, namely eka
2Λ. As a result, the normalization of the dual
operator, and hence the normalization of the correlation functions, in the
boundary theory is not fixed5. This feature, which also arises in [2, 128], can
ultimately be attributed to the non-local nature of the boundary theory in
the UV. As advocated in [123] (see also [53]), a reasonable way forward is to
define the source for the dual operator from the asymptotic behavior of the
bulk fluctuation in such a way that the correlation functions of the operator
reproduce the ordinary commutative results in the IR. Nevertheless, regardless
of how the normalization of the boundary theory operator is fixed, the ratios
of the correlation functions are unambiguous [123, 74]. Also, note that the
overall k-dependent normalization should not affect the poles (in the complex
frequency plane) of the retarded Green’s function of the dual operator.
In order to find the poles in the retarded Green’s function of the dual
operator O(ω, k), we numerically solve (2.27) with infalling boundary condition
near the horizon and normalizable boundary condition near the boundary6. In
other words, we compute the quasi-normal frequencies of ϕ in the non-extremal
5This is in contrast to the usual examples in the AdS/CFT correspondence where the
background is asymptotically AdS and the relation between the asymptotic behavior of a
bulk fluctuation and the source of the corresponding dual operator does not depend on k.
Indeed, such a relation is fixed by the conformal symmetry of the boundary theory.
6The normalizable boundary condition near the boundary seems to be a natural choice
given that the potential term in equation (2.27), once written in the form of a Schrödinger
equation, blows up near the boundary, see the equation (A.2) in the appendix. This is
similar to the case where the background is asymptotically AdS where the potential term
in the equation of motion for a minimally-coupled scalar also blows up at the boundary of
the spacetime.
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background (2.22). To proceed, we find it convenient to define a new radial
coordinate z = uh/u. In terms of this new radial coordinate, the horizon is now
at z = 1 while z → 0 is the asymptotic boundary of the spacetime. Using the
relation uh = πT with T being the Hawking temperature of the background,
the equation of motion (2.27), expressed in terms of the new radial coordinate,
takes the form












where the primes denote derivatives with respect to z. Equation (2.32) has
three (real-valued) regular singular points at z = −1, 1,∞ and one irregular
singularity at z = 0, thus we must proceed with some care. To numerically
compute the quasi-normal frequencies, we employ a method first developed in
[115]. That is, we pull out from ϕ its infalling behavior near the horizon as
well as its leading normalizable behavior near the boundary and define a new
function ϕ̃ according to
ϕ(z;ω, k) = f(z)−iω/(4πT )z5/2e−πka
2T/zϕ̃(z;ω, k). (2.33)
The equation for ϕ̃, obtained from (2.32), does not have any singular points in
the interval z ∈ [1, 0]. Hence, we can approximate ϕ̃ in that interval by a series
expansion, with M terms in it, around a point inside the interval, say z0 = 1/2












The equation for ϕ̃ can then be cast in the following form
M∑
m=0
Amn(ω, k)an(ω, k) = 0, (2.35)
which is a matrix equation describing M + 1 linear equations for M + 1 un-
knowns an(ω, k). For any fixed k, the quasi-normal frequencies, denoted by
ωn, are then obtained by solving the following polynomial equation in ω:
detAmn(ω, k) = 0. (2.36)
As we increase the size of the matrix A defined above, the poles are found
to move around in the complex frequency plane slightly. However, depending
on the desired precision, they converge for a large but finite value of M . For
concreteness, we ran all our computations with M = 300, for which we found
a confidence level up to fourteen significant digits for the imaginary part of
the first mode.
Now, since the boundary field theory under consideration is non-commutative,
there is another scale in the problem besides the temperature, namely, the
length scale
√
θ (or rather λ1/4
√
θ for our strong coupling setting). As such,
the poles in the retarded Green’s function of the operator O(ω, k), or equiva-
lently, the quasi-normal frequencies of the dual bulk fluctuation, depend on k,
T and 1/
√
θ and can be conveniently parametrized as








The index n ≥ 0 which is sometime referred to as overtone number denotes the
number of poles. For instance, n = 0 is assigned to the pole with the smallest
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magnitude. Aside from special regions in the parameter space of k/T and
T
√
θ, where one can determine the functions fn semi-analytically, fns should,
in general, be determined numerically. As we alluded to earlier, one expects
the deviations from the commutative results to be more pronounced in the
region of parameter space with T  θ−1/2 and k  T−1 which also implies
k  θ−1/2. As we demonstrate below, this expectation is confirmed in our
numerical computations.
The plots (a), (b) and (c) in Figure 2.1 show, respectively, the location
of the first few quasi-normal frequencies for k = πT/10, k = πT and k = 10πT
for a fixed value of πaT = 1. The red dots show the location of the quasi-
normal frequencies of ϕ on the non-extremal background (2.22) while the black
dots represent the quasi-normal frequencies of ϕ on the AdS5 Schwarzschild
background. Note that even in the presence of a non-zero non-commutativity
parameter, the poles are all located in the lower half of the complex frequency
plane. Indeed, one can easily show that regardless of the range of parameters
no poles will move to the upper half plane, indicating the stability of the
system. See the appendix for a proof.
Focusing on the dominant quasi-normal frequency (the one with the
largest imaginary part), Figure 2.2 shows the imaginary part of ω/T as a
function k/T , with T
√
θ held fixed, for that mode for both non-commutative
and commutative cases. We have also plotted the behavior of its imaginary
part versus temperature for k = 5/100, k = 1 and k = 10 (in units of a−1)
where we have fixed a = λ1/4
√
θ = 1. Those results are shown in Figure 2.3.
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Figure 2.1: Quasi-normal modes of a minimally-coupled massless scalar.
The red and black dots show, respectively, the location in the complex frequency plane of
the first few quasi-normal frequencies of the scalar on the non-extremal background (2.22)
and the AdS5 Schwarzschild background for (a) k = πT/10, (b) k = πT and (c) k = 10πT ,
where we have kept fixed πaT = 1. The plots have been generated with M = 300.
In each plot, the red curve shows the non-commutative result while the black
curve shows the commutative result (θ = 0) for the same value of momentum
k. Fitting those curves with a simple power law Imω0 = −αT γ in the regime
of T
√
θ  1, we obtain the results reported in the Table I.
From our numerical results above one can then conclude that in the
regime of parameters with both T
√
θ  1 and k
√
θ  1, the decay rate of
a mode with momentum k into the non-commutative bath is parametrically
faster compared to the decay of the same mode into an ordinary commutative
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Figure 2.2: Imaginary part of ω/T as a function of k/T .
The behavior of the (negative of the) imaginary part of ω/T as a function of k/T for the
dominant quasi-normal frequency in the commutative case (θ = 0) shown by the back
curve, and in the non-commutative cases with πaT = 1/5 and πaT = 3/5 which are shown
by the red and blue curves, respectively.
Commutative Non-commutative
k α γ α γ
0.05 5.941 1.318 8.629 1.000
1.00 13.398 1.910 8.623 1.000
10.00 103.64 1.986 8.623 1.000
Table 2.1: Fits of the form Imω = −αT γ for the curves shown in Figure 2.3
in the regime of T
√
θ  1.
bath. In the regime of high temperatures (as compared to θ−1/2), the non-local
effects in non-commutative thermal baths are due to the large transverse size
of the typical modes in the bath. These modes provide for a rapid dissipation
of the high energy modes injected into the non-commutative bath. In the case
of a black hole or deSitter space, the event horizon appears to an observer
who is hovering outside the horizon increasingly hotter as the observer gets
closer to the horizon. Our analysis does show that at increasingly higher
temperatures the rate of dissipation increases parametrically much faster in
the non-commutative case. This appears consistent with the fast scrambling
30





































Figure 2.3: Imaginary part of the dominant quasi-normal frequency as a func-
tion of T .
The behavior of the (negative of the) imaginary part of the dominant quasi-normal
frequency as a function of temperature for k = 5/100 (a), k = 1 (b) and k = 10 (c) in units
of 1/
√
θ. The red curves show the behavior for the non-commutative boundary theory
while the black curves show the behavior of the same mode in the commutative theory
(θ = 0).
property of horizons.
2.3.2 Dilaton and Axion Fluctuations
Similar to our analysis in the previous section, we consider in this sec-
tion the fluctuations of the dilaton and the axion in the background (2.22)
and analyze the approach to thermalization of the boundary non-commutaive
bath when it gets perturbed by their dual operators.
To start, consider the bosonic part of the action for type IIB super-
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gravity. In the Einstein frame, ds2E =
√










dΦ ∧ ∗dΦ + e2ΦdC ∧ ∗dC (2.38)
+ ĝe−ΦH3 ∧ ∗H3 + ĝeΦF̃3 ∧ ∗F̃3 +
1
2




F̃3 = F3 − CH3, F3 = dC2,
F̃5 = F5 − C2 ∧H3, F5 = dC4 . (2.39)
The type IIB equations of motion can be deduced from (2.38), supplemented
by the self-duality condition
∗F̃5 = F̃5 . (2.40)
In particular, the background (2.22) is a solution to the equations of motion
obtained from the above action.
We now proceed by considering the fluctuations of the dilaton and axion
around the background (2.22). As we alluded to earlier, whereas there are no
dual gauge invariant local operators in position space, it is possible to write
down the linearized coupling of a supergravity field to the noncommutative
Yang-Mills modes in momentum space as shown in (2.29), with O(k) being a
gauge invariant operator of the type given in (2.28) (see, for example, [118,
119, 55]). For the dilaton and the axion, we can think of these operators
as the non-commutative gauge invariant generalizations of TrF 2 and TrFF̃ ,
respectively.
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The equations of motion that result from the above action for the dila-
ton Φ and the axion C are [147]














where it is understood that the indices µ, ν, . . . run in ten dimensions.
Now, considering small perturbations as defined by Φ = Φ0 + φ and
C = C0+χ, where Φ0 and C0 = 0 are the background values given in (2.22), we
get the following differential equations in momentum space (after linearizing):



























































where, as before, we defined z ≡ uh/u and k ≡ k3.
Close to the horizon, the solutions to both equations behave as
φ, χ ∼ f(z)±iω/(4πT ), (2.44)
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where the + and − signs represent outgoing and ingoing waves, respectively.
Thus, we discard the solutions with the + sign. Near the boundary, and for
non-vanishing momentum, the solutions take the form
φ, χ ∼ A(ω, k) zλekθ π T/z +B(ω, k) zλe−kθ π T/z, (2.45)
where λ = 13/2 for the dilaton and λ = 1/2 for the axion. Notice that their
asymptotic behavior is similar to that of a minimally-coupled scalar field as
given in (2.31), although with a different characteristic exponent for z. The
first term above blows up near the boundary so we take it to be proportional
to the source for the boundary theory dual operator. Equations (2.42) and
(2.43) have also three real-valued regular singular points at z = −1, 1,∞ and
one irregular singularity at z = 07. The quasi-normal frequencies of the dilaton
and axion fluctuations in the background (2.22) can be computed using the
same method we employed in the previous section for the case of a minimally-
coupled massless scalar field.
In Figure 2.4 we plotted the behavior of the imaginary part of the
dominant quasi-normal frequency as a function of the temperature for k =
5/100, k = 1 and k = 10 (in units of a−1) where we fixed a = λ1/4
√
θ = 1. In
each plot, the blue curve shows the result for the dilaton fluctuation while the
purple one corresponds to the axion fluctuation. For comparison purposes, we
also plotted the commutative result (θ = 0) in black which is same result as
7For k = 0 the point z = 0 is regular in both cases. We do not consider this case here.
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for the minimally-coupled massless scalar field in the commutative case8. In
this case, the results for the best fits are given in the Table II.


































Figure 2.4: Imaginary part of the dominant quasi-normal frequency as a func-
tion of T for dilaton and axion.
The behavior of the (negative of the) imaginary part of the dominant quasi-normal
frequency as a function of temperature for k = 5/100 (a), k = 1 (b) and k = 10 (c) in units
of 1/
√
θ. The blue curves show the behavior for the dilaton fluctuation whereas the purple
ones represent the axion fluctuation. For completeness we are also plotting in black the
behavior of the same mode for the commutative case. Each point on the plot has been
generated with M = 300.
These results support the main conclusion found in the previous section:
in the regimes at which non-local effects become important, i.e. T  θ−1/2
and k  θ−1/2, the decay rate of a mode with momentum k into the non-
8This is because when the background is AdS (Schwarzschid black hole), the equations of
motion for the dilaton, the axion and a minimally-coupled massless scalar are all the same.
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Dilaton Axion
k α γ α γ
0.05 19.188 1.1094 6.9056 1.3758
1.00 20.691 1.7903 17.047 1.8442
10.00 114.31 1.9552 109.14 1.9703
Table 2.2: Fits of the form Imω = −αT γ for the blue and purple curves shown
in Figure 2.4 in the regime of T  θ−1/2.
commutative bath is significantly faster in comparison to the decay of the
same mode into an ordinary commutative bath.
It is interesting to note that in the regime where k  θ−1/2 the behavior
of the leading dominant pole (as a function of temperature) is almost the same
for the dilaton, the axion, and the minimally-coupled massless scalar field,
which leads to a “universal” thermalization time in the UV. This behavior
could be attributed to the presence of the open Wilson lines in the definition
of the gauge invariant operators in non-commutative gauge theories which, as
a result, dominate the UV behavior of the two (and higher) point functions of
the gauge invariant operators [74].
2.4 Discussion
In this chapter we showed that strongly coupled non-commutative gauge
theories display at high temperature, a fast dissipation rate not seen in local
field theory. At the core of this result is the UV-IR connection embodied in
the large transverse size of high momenta mode. In order to assess how cru-
cial the strong coupling ingredient is, it is useful to compare the behavior at
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high temperature in the weakly coupled regime. An example suggestive of this
weakly coupled regime can be found in [36]. Although the model studied there
is not a gauge theory, the leading perturbative contributions are similar to the
ones found in gauge theories and therefore can be considered exemplary of the
behavior at weak coupling. In that work, the authors computed the decay rate
of a disturbance of the heat bath and found that the planar contributions to
the thermalization rate are always larger than or equal to the contributions
from the non-planar diagrams9. In Figure (2.5) we show an example of such
behavior for k = 10 in 1/
√
θ units and small frequency ω. It is clear from the
figure that the enhancement of the thermalization rates found here in strongly
coupled non-commutative baths is not present in the corresponding weakly
coupled theories.











Figure 2.5: Comparison of the thermalization rates for the commutative
(black) and noncommutative (red) cases at weak coupling.
It seems, then, that strong coupling is necessary to have faster thermal-
9Planar diagrams are the same as in ordinary field theory. Non-planar diagrams have an
extra factor that depends on the Moyal tensor e−
i
2 pµθ
µνqν . For a review of non-commutative
quantum field theories, see [127, 60].
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ization together with the non-locality inherent of non-commutative theories.
We conclude that this provides an important ingredient for the study of fast
scramblers. Indeed, there have been studies of the fast scrambling conjecture
in the framework of Matrix theory [149, 159, 11], which is known to be related
to non-commutative theories [17, 51]. As a final remark, it would be interest-
ing to investigate the decay rates in other non-local theories such as the theory
dual to the near horizon limit of a stack of NS5-branes [2], the so-called little
string theory, and compare the results with the findings in this work.
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Chapter 3
Holographic Brownian Motion in Magnetic
Environments
3.1 Preliminaries
In the previous chapter, we introduced the description of non-commutative
theories from the point of view of the gravitational background in the context
of the gauge/gravity duality. We reviewed how thermal non-commutative field
theories emerge in string theory, as the worldvolume theory of D-branes with
a constant Neveu-Schwarz B-field provided that one takes a special limit to
decouple the open and closed string sectors [59, 10, 148]. In this chapter we
continue considering this type of backgrounds to study the dynamics a heavy
particle that undergoes Brownian motion.
Various thermal properties of strongly coupled plasmas have been in-
ferred by considering various types of partonic probes and analyzing the way
in which the plasma damps their motion. These studies include quarks [90,
75, 39], mesons [137, 120, 48], baryons [46, 110], gluons [46, 77] k-quarks [46]
and various types of defects [100]. Although all these probes provide different
information regarding the nature of the plasma, here we focus on the dynamics
of heavy quarks and their interactions with the thermal bath.
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In the context of AdS/CFT, a heavy quark on the boundary theory
corresponds to the endpoint of an open string that, at finite temperature,
stretches between the boundary and the black hole horizon. The seminal
works [90, 75] focused on the energy loss of a quark that is either moving with
constant velocity as a result of being pulled by an external force, or is unforced
but moving non-relativistically and about to come to rest. Further analyses
[76, 40, 47] made it clear that this mechanism of energy loss is closely related
with the appearance of a world sheet horizon (not to be confused with the
spacetime horizon).
The study of quark fluctuations due to its interaction with the ther-
mal bath involves going beyond the classical description of the string. As
customary, small perturbations about the average embedding are described
by free scalar fields propagating on the corresponding induced world sheet
geometry. These fields can be excited due to Hawking radiation emitted by
the world sheet horizon, which in turn populates the various modes of oscil-
lation of the string. It was then found that, once these modes are quantized,
the induced motion of the string endpoint is correctly described in terms of
Brownian motion and its associated Langevin equation [26, 157]. This result
was obtained by two different approaches: the authors of [26] reached this
conclusion by assuming (following [114, 69]) that the state of the quantized
fields is the usual Hartle-Hawking vacuum, which describes the black hole in
equilibrium with its own thermal radiation. The authors of [157] followed
a different but equivalent route, employing the relation between the Kruskal
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extension of the Schwarzschild-AdS geometry and the Schwinger-Keldysh for-
malism [122, 91], together with the known connection between the latter and
the generalized Langevin equation. These calculations were later elaborated
on in [71, 37, 13, 30, 61, 36].
In this chapter, we generalize the original computation of [26] to the
case of non-commutative Super-Yang-Mills (NCSYM). Non-commutative the-
ories are known to lead to many qualitatively new phenomena, both classically
and quantum mechanically; in particular, the existence of non-local interac-
tions reminiscent of the UV/IR mixing found in string theory[125].
One of the main motivations to study Brownian motion in the presence
of non-commutativity is the idea that non-local interactions might lead to
significant deviations in the behavior of the thermal properties of the theory
[66, 65]. In Chapter 2 and [62] for instance, it was found that the rate of
decay of a fluctuation propagating in this thermal bath is remarkably larger
than in the case of ordinary SYM, which leads to faster thermalization. Such
a property is possibly linked to the connection between the ultraviolet and
infrared regimes of the theory, which implies in particular that the transverse
size of dipoles grows with their longitudinal momentum [23]. In order to
investigate further properties of this non-commutative system, we study in
this chapter the holographic realization the Brownian motion of a heavy quark.
More specifically, our aim is to formulate a Langevin equation that accounts
for the effects of non-commutativity and to study diffusion processes within
the plasma.
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In section 3.3 of this chapter, we study the case of Brownian motion
in ordinary SYM with a magnetic field, which is achieved by the introduction
of a gauge field in the open string sector1. Apart from being an interesting
problem in its own right2, this exercise helps us to gain some intuition and to
set the grounds of our computations. In section 3.4 we turn to the study of
Brownian motion in NCSYM. We begin by postulating a Langevin equation
for the non-commutative plasma similarly to the one describing the quark in
the presence of a magnetic field. We show that this equation correctly captures
behavior of Brownian particle. This equation is expressed naturally in terms
of matrices and given its structure, it automatically implies that fluctuations
along different directions are correlated. We then compute holographically the
drag coefficient from the response of the Brownian particle to an external force
and, finally, we study the diffusion process of the quark within the plasma,
which turns out to be unaffected by non-commutativity.
3.2 Heavy quarks in a magnetic environment and holo-
graphic Brownian motion
From the gauge theory perspective, the introduction of an open string
sector associated with a stack of Nf D7-branes in the geometry (2.22) is equiv-
1Here, we should emphasize that we do not expect to recover the non-commutative results
in the strong B limit. On one hand, there is a critical magnetic field at which Schwinger
pair production is energetically favored [27]. On the other hand, for large magnetic fields
the backreaction on the geometry is unsuppressed.
2Indeed, many holographic systems present interesting features when a background mag-
netic field is turned on. For a recent review on this topic see [20].
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alent to the addition of Nf hypermultiplets in the fundamental representation
of the gauge group SU(N), and these are the degrees of freedom that we will
refer to as quarks. For Nf  N , we can neglect the backreaction of the D7-
branes on the geometry; in the gauge theory perspective, this corresponds to
working in a “quenched” approximation that ignores quark loops. For sim-
plicity, we will take Nf = 1. The probe brane covers the four gauge theory
directions xµ, and is spread along the radial direction from u→∞ to u = um
where it ends smoothly3.
An isolated quark is dual to an open string that extends radially from
the flavor brane at u = um to the horizon at u = uh
4. The string couples
to both the metric and the B-field so its dynamics follows from the action












− det gab +Bmn∂τXm∂σXn
)
(3.1)
where gab = Gmn∂aX
m∂bX
n is the induced metric on the worldsheet Σ. We
choose to work in the static gauge, where τ = t, σ = u. One can easily verify
that the embedding Xm = (t, 0, 0, 0, u) is a trivial solution and this correspond
to a quark that is is equilibrium in the thermal bath.
Notice that the string is being described in first-quantized language and,
as long as it is sufficiently heavy, we are allowed to treat it semiclassically. In
3At this position the S3 ⊂ S5 that it is wrapped on shrinks down to zero size.
4For a review of quark dynamics in the context of the gauge/gravity correspondence see
[49].
5The string also couples to the dilaton but this coupling is suppressed by a factor of the
string length.
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gauge theory language, we are coupling a first-quantized quark to the SYM
fields, and then carrying out the full path integral over the strongly-coupled
fields, treating the path integral over the quark trajectory in a saddle-point
approximation. The mass of the quark m is related to the position of the flavor











(um − uh) ≈
R2
2π
um, for um  uh.
(3.2)
Now, we want to study fluctuations over the above embedding. In
particular, we are interested in motion on the Moyal plane, so our ansatz for
the perturbations will be Xm = (t, 0, X2(t, u), X3(t, u), u). Using this, the



































where Ẋi ≡ ∂tXi and X ′i ≡ ∂uXi. Up to quadratic order in the perturbations,

























3 − Ẋ3X ′2
)]
.
Note that we dropped the constant term that does not depend on Xi. We
can consider also the situation in which one has a forced motion due to a
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electromagnetic field in the background. This can be easily realized by turning
on a world-volume U(1) gauge field on the flavor brane. Since the endpoint of
the string is charged, this amounts to add the minimal coupling to the action








This will exert the desired force on our heavy quark. However, this coupling
is just a boundary term, so it will not play any role for the string dynamics
in the bulk, other than modify the boundary condition. We shall ignore this
part of the action for now but we will come back to it later on.
Because t is an isometry of the background (2.22), we can set
X(t, u) ∼ e−iωtgω(u) (3.8)
and use the frequency ω to label the basis of solutions to the equations of
motion. Since the action (3.6) is quadratic in the perturbations, we expect
linear differential equations. The solutions are particularly easy to obtain








































Here, the primes denote derivatives with respect to the tortoise coordinate u∗,






Note also that the last term drops out because it is a total derivative. Thus,
the equations of motion are then
(∂2u∗ − ∂
2
t )Xi = 0, (3.11)
which show that in this region Xi behave like massless Klein-Gordon scalars
in flat space. The two independent solutions are
X
(out)
i (u) = e
−iωtg
(out)




i (u) = e
−iωtg
(in)
i (u) ∼ e−iω(t+u∗), (3.13)



















Away from the horizon, these solutions will have a complicate dependence,
but it still holds that g(out) = g(in)∗ (see appendix B.1).
Standard quantization of quantum fields in curved spacetime [25] leads











where the functions uω(x) correspond to a basis with positive-frequency modes.
These modes can be expressed as a linear combination of outgoing and ingoing
waves with arbitrary coefficients, i.e.,





The constant B is fixed through the boundary condition at u = um but one
generally obtains that it is a pure phase B = eiθ (see sections 3.3.3 and 3.3.3).
The outgoing and ingoing modes have, then, the same amplitude and this im-
plies that the black hole, which emit Hawking radiation, can be in thermal
equilibrium [89]. The constant A on the other hand, is obtained by requir-
ing the normalization of the modes through the standard Klein-Gordon inner
product.
For any functions fi(t, u) and gj(t, u) satisfying the equations of motion,
the Klein-Gordon inner product is defined by








j − ∂µfi g∗j ), (3.18)
where σ is a Cauchy surface in the (t, u) part of the metric, g̃ is the induced
metric on σ and nµ is the future-pointing unit normal to σ. It can be shown
that this inner product is independent of the choice of σ [25], but for simplicity
we take it as a constant-t surface.
We want to normalize uω using (3.18). However the main contribution
to the integral comes from the IR region [13], which in terms of the tortoise
coordinate is just








j − ḟi g∗j ). (3.19)
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Of course, there is a contribution to the inner product from regions away from
the horizon, but because the near-horizon region is semi-infinite in the tortoise
coordinate u∗, the normalization of solutions is completely determined by this
region.






so that (uω, uω) = 1, ensuring that the canonical commutation relations are
satisfied:




ω′ ] = 0, [aω, a
†
ω′ ] = 2πδ(ω − ω
′). (3.21)
In the semiclassical approximation, the string modes are thermally ex-
cited by Hawking radiation emitted by the worldsheet horizon. In particular,








Using this and the mode expansion given in (3.16), we can derive a general
formula for the displacement squared of the Brownian particle.
First of all, let us identify the position of the heavy quark as the string
endpoint at the boundary u = um, i.e.,























This has an IR divergence that comes from the zero point energy, which exists
even at zero temperature. To avoid this we simply regularize it by implement-
ing the normal ordering :aωa
†


















∣∣g(out)(um) +B g(in)(um)∣∣2 . (3.25)




















∣∣g(out)(um) +B g(in)(um)∣∣2 ,
where we have replaced the explicit dependence on A. For future reference we
also compute the general form of the momentum correlator,








∣∣g(out)(um) +B g(in)(um)∣∣2 .
6Another way to regularize it is to use the canonical correlator introduced as in [26].
However, this does not change the late-time or low-frequency behavior of the correlator.
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3.3 Brownian Motion in SYM with a Magnetic Field
Non-commutative SYM theory has a dual interpretation in terms or-
dinary SYM with a large and constant magnetic field. We start by studying
the Brownian motion in this second system which, aside from being an inter-
esting problem in its own right, helps us to gain some intuition and to set the
physical grounds of our computations. Although we find that there are some
similarities between these two configurations, our final results show that there
are some features that are qualitatively different.
3.3.1 Langevin dynamics in the presence of a magnetic field
The problem of the Brownian motion of a charged particle in an external
magnetic field was first investigated almost fifty years ago in the seminal papers
[164, 112]. This is an old topic that has originated a lot of interest and it is of
great importance in the description of diffusion and transport of plasmas and
heavy ions. Nowadays, together with the free Brownian motion, it is widely
used as a classic textbook example of how transport properties and correlation
functions should be computed in generic situations governed by the Langevin
equation.
The discussion of this section will be around the field theory description
of Brownian motion in the presence of a magnetic field. Later on, we will show
how to realize this phenomenon at strong-coupling, in terms of a probe string
living in a black hole background.
Let us consider the Langevin equation of a charged particle of mass m
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and unit charge q, in presence of a magnetic field B:
ṗ(t) = −γo p(t) + v(t)×B + R(t), (3.28)
where p(t) = mv(t) is the momentum of the Brownian particle and v(t) = ẋ(t)
its velocity. The terms in the right-hand side of (3.28) correspond to the
friction, lorentz force and random force, respectively, and γo is a constant
called the friction coefficient. One can think of the particle as moving under
the influence of the magnetic field, losing energy to the medium and at the
same time, getting random kicks as modeled by the random force.
As a first approximation, we can assume that the random force is white
noise, with the following averages:
〈Ri(t)〉 = 0, 〈Ri(t)Rj(t′)〉 = κoδijδ(t− t′), (3.29)
and where κo is a constant which, due to the fluctuation-dissipation theorem,





This is due to the fact that the frictional and random forces have the same
origin at the microscopic level, i.e., collisions with the particles of the thermal
bath.
If the magnetic field B = Bx̂ is pointing along the x-direction, we can
write (3.28) in the matrix form




 γo 0 00 γo −ωo
0 ωo γo
 . (3.32)
Here ωo = B/m denotes the Larmor frequency. Since the magnetic field is ori-
ented along the x-direction, it affects the motion in the y and z directions only.
Fluctuations along the x-direction decouple and are unaffected by the presence
of the magnetic field. We thus restrict our attention to the fluctuations in the
transverse plane.
In order to decouple the remaining equations we have to diagonalize the
the above matrix. The normal modes are p± = p2 ± ip3 with corresponding
eigenvalues λ± = γo ∓ iωo. Thus, defining x± = x2 ± ix3 and R± = R2 ± iR3
we get
ṗ±(t) = −λ±p±(t) +R±(t), (3.33)

























Using the above, we can immediately obtain x2(t), x3(t) by taking the
real and imaginary parts of x±(t). p2(t) and p3(t) can also be obtained in
a similar way. In thermal equilibrium, the two-point correlation functions of
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The relevant point here is that, unlike in the case of free Brownian motion, now
the components p2(t) and p3(t) are correlated. But, the autocorrelator 〈pi(t)2〉
of each individual component has the same value ∼ κo/2γo = mT as in the
case of zero magnetic field. This can be easily understood by recognizing that
〈pi(t)2〉 is twice the kinetic energy multiplied by the mass of the particle and
that this quantity does not change by application of a magnetic field. Thus,
the time scale associated to the energy loss due to drag, trelax ∼ 1/γo, is then
independent of the magnetic field.
Another important scale related to the Brownian motion of the quark
is the time associated to diffusion. This can be derived by computing the
two-point correlation function of x2(t) and x3(t), from which one can infer the





∼ 2Dt, for t 1/γo. (3.39)
where D is called the diffusion constant. In the presence of a magnetic field,

















which decreases with increasing magnetic field. Thus, the relevant time scale
for correlations ∼ D is smaller in this case and this implies that the diffusion
process is more efficient.
The Langevin equation, as presented in (3.28), captures the essential
properties of the stochastic processes in Brownian motion, but it fails to give a
physically consistent picture for sufficiently short times t, in which the particle
suffers only a few or no impacts. It is a general feature of any dynamical system
that the dynamical coherence becomes predominant in short time scales, or
at high frequencies. Thus, we are led to a natural extension of the Langevin




dt′ γ(t− t′) p(t′) + v(t)×B + R(t) + E(t), (3.41)
where
〈Ri(t)〉 = 0, 〈Ri(t)Rj(t′)〉 = κij(t− t′). (3.42)
The main difference between the generalized Langevin equation (3.41) and the
usual one (3.28) is that the friction depends now on the past history of the
particle through γ(t), called the memory kernel, and that the random forces
at different times are not independent. Note that we have also included a
fluctuating external force E(t) that can be applied to the system (e.g., an
external electric field).
For a magnetic field pointing in the x-direction B = Bx̂ and focusing




dt′ γ(t− t′)p±(t′)± iωop±(t) +R±(t) + E±(t), (3.43)
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where p± = p2 ± ip3, R± = R2 ± iR3, E± = E2 ± iE3 and ωo = B/m.
In frequency domain, the above equation is simply7
p±(ω) =
R±(ω) + E±(ω)
γ[ω]− iω ∓ iωo
, (3.44)
and taking the statistical average of the same we get
〈p±(ω)〉 = µ±(ω)E±(ω), with µ±(ω) ≡
1
γ[ω]− iω ∓ iωo
. (3.45)
The quantity µ±(ω) is known as the admittance. Thus, we can then determine
the admittance µ±(ω), and thereby γ[ω], by measuring the response 〈p±(ω)〉




then 〈p±(t)〉 is just
〈p±(t)〉 = µ±(ω)e−iωtK± = µ±(ω)E±(t). (3.47)
For late times (or low frequencies) the generalized Langevin equation reduces
to its non-local progenitor, and the timescales associated to the decay of the













two-point function of the momentum as well as the displacement squared are


















dt 〈O(t0)O(t0 + t)〉 eiωt, (3.50)
and it is related to the two-point function through the Wiener-Khintchine
theorem
〈O(ω)O(ω′)〉 = 2πδ(ω + ω′)IO(ω). (3.51)
For stationary systems (3.50) is independent of t0, so one can set t0 = 0 in




γ[ω]− iω ∓ iωo
= µ(ω)R±(ω), (3.52)
and, using (3.51) one gets that
Ip±(ω) = |µ(ω)|
2 IR±(ω). (3.53)
Therefore, the random force correlator appearing in (3.42) can be evaluated
as




This will be important in the next section, to check the validity of the fluctuation-
dissipation theorem.
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3.3.2 Bulk dynamics and the drag coefficient
We now turn to the holographic realization of Brownian motion in the
presence of a magnetic field. Let us begin by considering the action (3.6),





















This action describes the dynamics of a string in Schwarzschild-AdS5 and it
is dual to a quark in ordinary SYM at finite temperature. We then turn on a




(yẑ − zŷ) , (3.56)
thus getting the desired magnetic field ~B = Bx̂. As explained before, this only
appears as a boundary term (4.26), so it will not affect the bulk dynamics of






We now proceed by expanding Xi in modes as in (3.8), i.e.,
Xi(t, u) = e
−iωtgi(u). (3.58)
Then the equations of motion (3.57) can be written as
















and where primes denote now derivatives with respect to y. The wave equation
for the modes (3.59) is independent of the magnetic field and it is exactly the
same as the equation considered in [26] for d = 4.
We need to find the solutions of the equation (3.59). In general, it is
not possible to do this analytically for an arbitrary frequencies ν and hence
we employ a low frequency approximation ν  1 by means of the so-called
matching technique. Here, we only write down the final result, relegating the
details of the computation to appendix B.1. The two solution that correspond














We now consider the forced motion of our Brownian particle due to a
fixed external magnetic field and a fluctuating electric field. As mentioned in
section 3.2, this amounts to the addition of the boundary term (4.26) to the









Here, Fi = −(Fit + FijẊj) is the usual Lorentz force and
Fµν ≡ ∂µAν − ∂νAµ =

0 E1 E2 E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0
 . (3.63)
Then, for a magnetic field pointing in the x-direction, B1 = B, and transverse
electric fields E2 = E2(t) and E3 = E3(t) we find a set of boundary conditions
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where um denotes the position of the flavor brane. Our goal is now to compute
the thermal expectation value (or one-point function) of the momentum, and
then extract the admittance.
The general solution for Xi is the sum of ingoing and outgoing modes






(in), where X(out/in) = e−iωtg(out/in). In
the semiclassical approximation, outgoing modes are always thermally excited
because of Hawking radiation, while the ingoing modes can be arbitrary. How-
ever, because the radiation is random, the phase of A
(out)
i takes random values
and, on average 〈A(out)i 〉 = 0. Then, we can write 〈Xi〉 = 〈A
(in)
i 〉e−iωtg(in)(u),
where g(in)(u) correspond to the normalized solution given by (3.61). For the
remaining part of this section we will denote 〈A(in)i 〉 = Ai and g(in) = g for
simplicity.
In the Brownian motion literature, it is customary to work in a circular
basis when an external magnetic field is included. Thus, we define
X± ≡ X2 ± iX3 = e−iωtg±(u) and E± ≡ E2 ± iE3 = e−iωtK±. (3.65)

















from which we can read the average position of the heavy quark, 〈x±(t)〉 ≡
































λT 2 ± 2iB
, (3.71)










As expected, the friction coefficient is not modified by the presence of the
magnetic field, which is consistent with the fact that the magnetic field does










This temporal scale dominates the late-time decay of the one-point function of
p(t), for a quark that transverses the plasma, in agreement with the previous
works [90, 75]. The late-time8 behavior is dominated by the low frequency
8There should be a smooth crossover with the early-time regime or high frequency limit.
See for example [81].
60
limit of the generalized Langevin equation, case in which (3.41) reduces to its
nonlocal progenitor (3.28). From (3.34) we can thus infer that,
〈p±(t)〉 ∼ e−γote±iωot. (3.74)
This is exactly what is expected for the Brownian motion of a charged particle
in the presence of a magnetic field. To obtain the thermal averages of p2(t)
and p3(t) we can simply take the real and imaginary parts of (3.74).
3.3.3 Diffusion and the fluctuation-dissipation theorem
The purpose of this section is to compute holographically the displace-
ment squared of the heavy quark and to extract from it the diffusion constant
D. The upshot of the computation is summarized in equation (3.26), which
is valid for an arbitrary background. However, the functions f
(±)
ω (u) as well
as the details for the computation of the constant B vary according to each
situation.
Before proceeding with the direct calculation of this quantity, it is use-
ful to understand the boundary conditions we want to impose on the fields.
Although we are interested in the world-sheet theory of the probe string, in
the static gauge the induced metric on the string inherits the geometric char-
acteristics of the spacetime background. This means that the usual rules for
correlators in the gauge/gravity correspondence apply in our case.
First, we need to impose an UV cutoff in order to have a quark with
finite mass. The natural place to impose the cutoff is given by the location
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of the flavor brane um, which can be related to the mass m of the quark
through (4.36). The mass of the quark is chosen to be dominant scale of the
system, so usually one would push the cutoff up to the boundary um → ∞
and choose normalizable boundary conditions for the modes. However, in our
case that would correspond to a infinitely massive quark and there would be
no Brownian motion. A Neumann boundary condition at u = um also does
not work in our case because we would go back to the case of free Brownian
motion. Instead, we use a mixed boundary condition in which the external
magnetic field is on but the fluctuating electric fields are turned off. According













or in terms of the modes X±,
R2
2π




Recall that X± can be expressed as the sum of outgoing modes and ingoing
modes found previously, with arbitrary coefficients. Following the convention
introduced in (3.17), let us write
















≡ eiθ± . (3.78)
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leading order in frequency one finds that
B± =
πR2T 2(y4m − 1)∓ 2iBy4m
πR2T 2(y4m − 1)± 2iBy4m
+O(ν) =
(
πR2T 2 ∓ 2iB





from which one gets∣∣g(out) +B±g(in)∣∣2 = 4π2R4T 4
4B2 + π2R4T 4
+ O(ν). (3.80)
The late-time behavior of the displacement squared can be then inferred from


















4B2 + π2λT 4
t. (3.81)















Finally, in order to give an explicit check of the fluctuation dissipation
theorem (4.33) we compute the random force autocorrelation appearing in
(3.54) to extract the coefficient κo. From (3.27) we can evaluate the two-point

























∣∣g(out)(um) +B± g(in)(um)∣∣2 , (3.84)
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and combining this with (3.70) one finds that
IR±(ω) = π
√
λT 3 + O(ω). (3.85)
This gives us precisely a coefficient κo = π
√
λT 3 which agrees with (4.33), pro-
viding and explicit check of the fluctuation-dissipation theorem in the presence
of a magnetic field.
3.4 Brownian Motion in NCSYM
We now turn our attention to the study of Brownian motion in the non-
commutative setup. The main difference here is that the closed string sector is
modified by the inclusion of an antisymmetric B-field. In this setup, and after
the appropriate decoupling limit, the effective field theory is described by a
gauge theory living in a noncommutative space. It is interesting to study the
similarities and differences with our previous computation when the magnetic
field was introduced in the open string sector.
3.4.1 Langevin dynamics in the non-commutative plasma
To start, let us postulate a generalized Langevin equation of a particle




dt′ Γij(t− t′)pj(t′) +Ri(t) + Ei(t), (3.86)
where
〈Ri(t)〉 = 0, 〈Ri(t)Rj(t′)〉 = κij(t− t′). (3.87)
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In this case, the B-field does not appear explicitly in the Langevin equation,
though its effect should be somehow be present through the coefficients Γ and
κ. We propose that in this case Γ is a matrix that encodes the effects of the
non-commutativity. In particular, for non-commutativity in the (x2, x3)-plane,
we propose to write
Γij(t) =
 γ(t) 0 00 γ(t) −Ω(t)
0 Ω(t) γ(t)
 . (3.88)
In the low frequency limit, the above equation becomes local in time, allowing
us to write
ṗi(t) = −Γijpj(t) +Ri(t) + Ei(t), (3.89)
where γ(t− t′) = γoδ(t− t′), Ω(t− t′) = Ωoδ(t− t′) and κ(t− t′) = κoδ(t− t′).
Note that this has exactly the same structure of (3.31), with γo being the
usual friction coefficient and Ωo playing the role of the Larmor frequency.
Furthermore, if the fluctuation-dissipation theorem applies, we expect that
the relation (4.33) is also true for the present configuration. Solutions (3.34)
and (3.35) hold in the low frequency limit. This means that the two-point
correlators (3.36)-(3.38), as well as the diffusive behavior of the displacement
squared (3.39), act in the exact same way, but now with new coefficients γo,
Ωo and κo which might depend on the noncommutative parameter θ.
The fluctuations along the x1-direction are unaffected by the presence
of the non-commutativity. We thus restrict our attention to the fluctuations
on the Moyal plane. These fluctuations can be decoupled by working in the
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circular basis p± = p2±ip3, R± = R2±iR3 and E± = E2±iE3. The eigenvalues




dt′ λ±(t− t′)p±(t′) +R±(t) + E±(t). (3.90)





and taking the statistical average we obtain




Then, by measuring the response 〈p±(ω)〉 due to an external force we can de-
termine the admittance µ±(ω) and thereby µ±[ω]. In particular, if the external




〈p±(t)〉 = µ±(ω)e−iωtK± = µ±(ω)E±(t). (3.94)
With this at hand, one can take the real and imaginary parts of µ± to obtain








The analysis of the power spectrum and two-point functions is the same as
the one done in section 3.3.1. In particular, the equation (3.54) relating the
random force correlations with the momentum correlations should apply in this
case, which will be useful to check the validity of the fluctuation-dissipation
theorem for the current setup.
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3.4.2 Bulk dynamics and the drag coefficient













































+ 4a2u3fhẊ2 − Ẍ3. (3.99)
These are two coupled partial differential equations. We now proceed by ex-
panding Xi in modes by setting
X2(t, u) = e
−iωtg2(u), and X3(t, u) = e
i(ϕ−ωt)g3(u). (3.100)
We have introduced a phase difference for reasons that will become clear below.

















− 4iωa2u3fhg2e−iϕ + ω2g3. (3.102)
If we choose eiϕ = ±i, or equivalently ϕ = ±π/2, the two equations of motion
turn out to be the same. This motivates to consider the linear combinations









Not surprisingly, this is completely equivalent with the circular basis intro-
duced in section 3.3 for the case of Brownian motion in a magnetic field. In
this basis the equations of motion decouple, and can be rewritten as:
0 = g′′±(y)+
4(1 + b4)y3











where we have defined dimensionless quantities
y ≡ u
uh
, ν ≡ ω
uh
, b ≡ auh, (3.105)
and the primes denote derivatives with respect to y. The normal modes X±
correspond to fluctuations with circular polarization, rotating clockwise or
counterclockwise, respectively.
Explicit solutions to the above equations can be found in appendix






















































We now exert an external fluctuating force ~E(t) on the string endpoint
by turning on an electric field Fti = Ei on the flavor brane. Variation of the
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whole action implies the standard dynamics for all interior points of the string,







where Ei is the external force.

















where um denotes the position of the D7-brane. Our goal is to find the admit-
tance of the system for which we need the one-point function of the momentum.
Again, it is convenient to work in the circular basis, i.e. X± = X2 ± iX3 and
E± = E2 ± iE3. The general solution for X± is the sum of outgoing and in-








± . However, as discussed before, the
phase of A
(out)
± takes random values and on average 〈A
(out)
± 〉 = 0. Then, we
can write 〈X±〉 = 〈A(in)± 〉e−iωtg
(in)
± (u) and E± = e
−iωtK± but, for simplicity, we
will denote 〈A(in)± 〉 = A± and g
(in)
± = g± in the remaining part of this section.
















































In the zero frequency limit and for large mass9 we get,
µ±(0) =






(1∓ ib2) + O(1/y4m). (3.115)
As we can see, the real part coincides with the expected value for the com-
mutative case, but now there is an additional part that is imaginary (and
independent of the temperature, given that b = auh = aπT ). For a quark that
transverses the plasma one can read the following evolution at late times:






2m(1 + π4λθ2T 4)
and Ωo =
π3λθT 4
2m(1 + π4λθ2T 4)
. (3.117)
9In the large mass expansion, we set the non-commutative parameter to a fixed value
and then take the limit ym →∞.
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The friction coefficient is modified by the presence of the non-commutativity,





2m(1 + π4λθ2T 4)√
πλT 2
. (3.118)
This agrees with a previous computation of the drag force in the Maldacena-
Russo background [124, 142] (in the non-relativistic regime) and implies that
the non-commutative plasma is less viscous in comparison to the commutative
one.
3.4.3 Diffusion and the fluctuation-dissipation theorem
Now we turn to the computation of the displacement squared in the
Maldacena-Russo background. First of all, we need to understand the bound-
ary conditions we want to impose on the fields. In this case, the effect of
non-commutativity is already present in the background itself, so the free
Brownian motion is realized by imposing a Neumann boundary condition at






















where again, we defined X± = X2± iX3. The general solution is then written
as a linear combination of outgoing and ingoing modes,






















≡ eiθ± . (3.122)










With this at hand, we can also compute∣∣∣g(out)± +B±g(in)± ∣∣∣2 = ( 4(1 + b4) + O(1/y4m)
)
+ O(ν), (3.124)
and finally, by taking the low-frequency limit of (3.26) we compute the late-




















Note that the factor that depends on b exactly cancels with the h(uh) term
that appears in the normalization constant A. We find that, surprisingly, the
diffusion constant is not affected by non-commutativity, but the relation with














This suggests that the fluctuation-dissipation theorem holds even in the pres-
ence of non-commutativity. In order to explicitly check this, we compute the




















∣∣g(out)(um) +B± g(in)(um)∣∣2 . (3.128)





1 + π4λθ2T 4
. (3.129)
This agrees with (4.33), thus providing an explicit check of the fluctuation-
dissipation theorem for the non-commutative plasma.
3.5 Discussion
In this chapter we carried out an analytical study of the dynamics of
a heavy quark in two strongly-coupled systems at finite temperature: SYM
in the presence of a magnetic field and NCSYM. The former was realized
by studying the fluctuations of a string living in an AdS black hole back-
ground and turning on a gauge field in the open string sector. The latter was
achieved by replacing the background for one that incorporates the effects of
non-commutativity through the introduction of an antisymmetric B-field in
the closed string sector.
For both systems, we found that the Langevin equation that describes
the dynamics of such a quark has matrix coefficients and this fact induces
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correlations along the relevant directions. This is in complete agreement with
the classical theory of Brownian motion in a magnetic field [164, 112]. We then
displayed the basic properties of these equations by computing holographically
the admittance and the random force autocorrelator and we showed that these
two quantities are related through the usual fluctuation-dissipation theorem.
The existence of such theorem is due to the fact that, at the microscopic level,
friction and random forces have the same origin, i.e., interactions with the
degrees of freedom of the thermal bath. Finally, we studied the diffusion of
the quark in both systems and we showed that, although the non-commutative
plasma is less viscous, the late-time behavior of the displacement squared is
unaffected by the non-commutativity.
As explained in the introduction, one of the main motivations that led
to this work was to establish whether the fast thermalization found in [62]
holds for more general situations or not. An important difference between
the approach of this chapter and the previous one is that here we studied the
non-commutative plasma with a local probe. In the previous work, on the
other hand, we considered composite non-local operators that are obtained by
smearing the usual gauge covariant operators over open Wilson lines10. The
fast thermalization and large decay rates of the modes are then possibly related
to the non-local character of the probes11. It would be interesting to further
10In non-commutative field theories, this modification makes the operators gauge-
invariant. In fact, this class of operators are known to couple to the linearized supergravity
fields [55, 119].
11It is well known that the presence of the open Wilson lines dominate the UV behavior
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explore this question by probing the theory with probes of different ‘size’ and
study the associated timescales for the approach to thermal equilibrium. Two
interesting possibilities to consider are Wilson loops and entanglement entropy.
It is important to emphasize that all of our computations were per-
formed in the low frequency limit of the theory, in which case the analytical
computations were under control. Going beyond the hydrodynamical regime
might also offer new insights but it requires a numerical approach. For ex-
ample, in [28] it was shown that a large class of holographic quantum liquids
exhibit novel collective excitations that appear due to the presence of a mag-
netic field. At high frequency, the dominant peak in the spectral function is
associated to sound mode similar to the zero sound mode in the collisionless
regime of a Landau Fermi liquid. The study of Brownian motion within this
regime is beyond the scope of this thesis, but it is also left for future works.
In conclusion, the results obtained in this chapter shed additional light
on the thermal nature of non-commutative gauge theories and suggest future
directions of research. The present study constitutes yet another illustration
of the usefulness of the gauge/gravity correspondence.
of the two (and higher) point functions of the gauge invariant operators [74].
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Chapter 4
Quantum Fluctuations in Holographic
Theories with Hyperscaling Violation
4.1 Preliminaries
Generalizing the notion of holography for gravitational theories in non-
asymptotically AdS backgrounds is of great interest. Such generalizations are
not only interesting in their own right where one might hope to obtain a better
understanding of quantum gravity in spacetimes other than AdS, but also from
a practical point of view in terms of engineering toy models resembling the real-
world non-relativistic condensed matter systems. In the latter approach, the
hope is that holography would shed light on some strongly-correlated features
of these systems which would normally be impossible to understand using the
conventional field theoretical methods.
Indeed, starting from the original works [154, 16, 102], various holo-
graphic setups have already been constructed in the literature where the
boundary theory is scale, but not conformally, invariant. These boundary
theories typically have either Schrödinger or Lifshitz symmetries. A variant of
such setups where the gravity solution is not only characterized by a dynami-
cal exponent z (as in the Lifshitz case) but also by the so-called hyperscaling
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violation exponent θ, has recently gained some attention [73, 135, 96, 150,
58, 52, 105, 34, 4, 29, 146, 145, 57, 5, 22, 8, 106, 33, 138, 56, 152, 104, 132];
some earlier studies include [80, 45, 151, 97]. The interest in these solutions
partly stems from the observation that the entanglement entropy computed
holographically using these gravity solutions exhibits a logarithmic violation
of the area law in the boundary theory for some values of θ [135, 96]. Since
entanglement entropy computed for theories with Fermi surfaces also shows a
logarithmic violation [171, 72, 161, 162, 172], these bulk solutions have been
proposed as potential gravity duals of field theories with Fermi surfaces even
though there are no explicit fermions in the bulk1.
In this chapter, we consider zero-temperature gravity solutions with hy-
perscaling violation parameter and assume that they represent in the bound-
ary a class of quantum critical points characterized by two parameters, z and
θ. Our objective here is to compute the response of these quantum critical
points to a disturbance caused by coupling them to a massive charged par-
ticle (which is represented in the bulk by a long fundamental string). We
give analytical expressions for the two-point functions of the zero-temperature
(quantum) fluctuations of the massive charged probe for arbitrary values of
z and θ. This enables us to show the existence of a crossover in the late-
time behavior of these two-point functions in the two-dimensional parameter
space of z and θ. More concretely, in the range z + 2θ/d > 2, where d de-
1See also [84] for a discussion of the issues which plague identifying the gravity solutions
with hyperscaling violation exponent as gravity duals for field theories with Fermi surfaces.
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notes the spatial dimension of the boundary theory, the two-point functions
become independent of the mass of the probe at late times. We also verify
the fluctuation-dissipation theorem for the quantum fluctuations of the probe.
As a check, we show that our results for θ = 0 reduce to the ones in [167]
for holographic quantum critical points with Lifshitz scaling. Moreover, our
results also apply to the recently constructed holographic theories [104] which
are supposed to represent in the boundary a class of quantum critical points
with hyperscaling violation but with Schrödinger symmetries. In addition, we
study the zero-temperature fluctuations of the charged probe in quantum crit-
ical points dual to the Reissner-Nordström AdS background and verify that
the results agree with the late-time behavior of the two-point functions when
the z →∞ limit is taken.
This chapter is organized as follows. In the next section we briefly
review some facts about the gravity solutions with hyperscaling violation ex-
ponent especially their regime of validity and the allowed values of z and θ
imposed by the null energy condition. In section 4.3 we present analytical
results for the two-point functions of the zero-temperature fluctuation of the
massive probe and analyze their late-time behavior as a function of z and θ,
followed by the verification of the fluctuation-dissipation theorem in section
4.4. In section 4.5 we do the analysis for holographic quantum critical points
with z =∞ by taking the extremal Reissner-Nordström AdS black hole as the
















where d denotes the number of spatial dimensions and z are θ are the dy-
namical critical and the hyperscaling violation exponents, respectively. Such
a metric could be obtained, for example, as a solution (in the IR) to the equa-
tions of motion coming from a system of Einstein-Maxwell-diatonic scalar with











αΦ, V (Φ) = −V 20 eδΦ. (4.3)
with α and δ being some constants determining z and θ. Also, the constants
Z0 and V0 are related to the effective coupling of the gauge field and the
cosmological constant, respectively. The solutions for the gauge field A =
At(r)dt and the dilatonic scalar Φ(r) will not play any significant role in our
following discussions, hence, we will not write them here. The metric (4.1) is
the most general one that is spatially homogeneous and covariant under the
scale transformations
t→ ζzt, ~x→ ζ~x, r → ζ−1r, ds→ ζθ/dds . (4.4)
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Some comments on the allowed values of z and θ are in order. On
the gravity side, the null energy condition implies important consequences for
theories that admit a consistent gravity dual [135, 58]. These conditions can
be summarized as2
(d− θ) [d(z − 1)− θ] ≥ 0 ,
(z − 1)(d+ z − θ) ≥ 0 . (4.5)
In a Lorentz invariant theory, z = 1 and then the first inequality above implies
that θ ≤ 0 or θ ≥ d. On the other hand, for a scale invariant theory, θ = 0
and one recovers the known result z ≥ 1 [102, 107]. Notice that, if θ 6= 0 the
null energy condition can be satisfied for z < 1. In particular, z < 0 together
with θ > d gives a consistent solution to (5.11), as well as 0 < z < 1 along
with θ ≥ d + z. However, as discussed in [58], θ > d leads to instabilities on
the gravity side. Hence, we will not consider the case of θ > d here.
The metric (4.1), together with the solutions for the gauge field and
the dilatonic scalar, is assumed to holographically describe a quantum field
theory at a strongly-coupled quantum critical point with a dynamical critical
exponent z and a hyperscaling violation exponent θ. As is well known in holog-
raphy, the radial direction is mapped into the energy scale in the boundary
field theory. For θ < d, in the coordinates we have chosen in (4.1), r →∞ and
2As we alluded to earlier, theories with some special values of θ, namely for θ = d − 1,
are of interest since they have been argued in [135, 96] to give holographic realizations of
theories with Fermi surfaces. The null energy condition then requires that the dynamical
critical exponent satisfies z ≥ 2− 1/d in order to have a consistent gravity description.
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r → 0 then describe, respectively, the UV and IR of the field theory. However,
it is important to emphasize that the gravity background provides a good de-
scription of the aforementioned quantum critical point only in a certain range
of r as the solution could get significantly modified as the two regions r →∞
and r → 0 are approached. If the dual field theory under consideration flows
from a UV fixed point to a quantum critical point which violates hyperscaling
relation, then the background (4.1) is only valid up to a scale of order r ∼ rF
beyond which it ceases to exist as a valid solution to the equations of motion
coming from the action (4.2) (Figure 4.1 depicts the regime of validity of our
solution). The region r > rF in this case is drastically modified and the scale
rF then appears in the metric as an overall factor ds
2 ∝ L2/r2θ/dF (with L
being the AdS radius) which is indeed responsible for restoring the canonical
dimensions in the presence of hyperscaling violation3. In the deep IR, on the
other hand, the theory may flow to some other fixed points, develop a mass
gap and so forth, resulting in the metric (4.1) not being valid in this regime
either [58]. Relatedly, in the deep IR, the background seems to have a genuine
null singularity [150] for generic values of z and θ allowed by the null energy
condition, which may require stringy effects for it to be resolved. For now, we
will simply ignore these issues while being cognizant of the fact that the results
we present in the following sections may only be valid in a certain range of
energies.
3For example, in models with a Fermi surface, rF is set by the Fermi momentum [135].









Figure 4.1: Schematic picture of the fluctuating string dual to a charged heavy
particle coupled to a quantum critical point. The string stretches in the bulk
between a D-brane at r = rb and the IR region of the geometry at r = rε.
4.3 Quantum fluctuations and the two-point function
A charged heavy particle on the boundary theory can be realized as the
endpoint of an open string that stretches between a D-brane and the IR region,
r = rε → 0, of the geometry. The brane is treated in the probe approximation.
It covers the directions parallel to the boundary and spreads along the radial
direction from r →∞ to r = rb where it ends smoothly. For the validity of our
computations, we will assume that rb < rF, so that the above-mentioned issues
regarding the validity of the gravity solution does not affect our analysis.








− det gab , (4.6)
where gab = Gµν∂aX
µ∂bX
ν denotes the induced metric on the worldsheet. We
choose to work in the static gauge, namely, we set τ = t and σ = r. Our string
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embedding is then given by Xµ(t, r) = {t, r, ~x(t, r)}. One can then easily check
that ~x(t, r) = ~c is a trivial solution with ~c being a constant vector which we
take, without loss of generality, to be zero. This solution is dual to a static
















It is worth mentioning that for z 6= 1, the energy E is not the same as the
inertial mass m of the particle. The precise form of the dependence of E on
m will be given below, after the computation of the response function.
Now, we would like to study the fluctuations over this static embedding
(see Figure 4.1 for a schematic picture of the fluctuating string). Since the
fluctuations along the various directions decouple from each other we restrict
our attention to a single direction and take Xµ(t, r) = {t, r, x(t, r), 0, · · · }. Up











where ẋ ≡ ∂tx and x′ ≡ ∂rx. Note that we dropped a constant term in (4.8)













Now, because t is an isometry of the background (4.1), we Fourier transform
x(t, r):
x(t, r) ∼ e−iωtgω(r). (4.10)
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+ ω2r1−z−2θ/dgω = 0, (4.11)
























Here Aω, and Bω are the two constants of integration and J and Y are Bessel
functions of the first and second kind, respectively.
To fix the first constant we normalize the solution in the following way.
For functions u1(t, r), u2(t, r) satisfying the equation of motion (4.9), we can
define a Klein-Gordon inner product [25]








2 − ∂µu1 u∗2), (4.13)
where Σ is a Cauchy surface in the (t, r) part of the metric, g̃ is the induced
metric on Σ and nµ is the future-pointing unit normal to Σ. This inner product
is independent of the choice of Σ, but for simplicity we take Σ to be a constant-t
surface.
We want a normalized basis of solutions such that for functions uω(t, r) =
e−iωtgω(r), one has (uα, u
∗




β) = δαβ. The reason is
that, if this normalization is satisfied, it can be shown that the usual canonical











with a†(ω), a(ω) being the creation and annihilation operators .
The first normalization condition is satisfied due to the properties of











= δ(ω − ω′). (4.15)






























= δ(ω − ω′), (4.16)
with ν = 1/2 + 1/z − θ/zd. The last integral can be performed using various







Note the particular dependence of Aω on Bω, which itself remains to be fixed
by the UV boundary condition. This is in stark contrast with the finite tem-
perature case, in which case the overall normalization turns out to be sensible
only to the IR part of the geometry [13, 68].
4In particular, one needs to use the following properties∫








To fix the constant Bω, we impose Neumann boundary condition at the


















































with the constant Bω given in (4.18).
To calculate the two-point function, we use canonical commutation
relations for the creation and annihilation operators, [a(ω), a†(ω′)] = δ(ω−ω′),
and define the vacuum state such that a(ω)|0〉 = 0. Then, using equations




































5In order to write the correlators in terms of the boundary theory data, one must specify
the relation between rb and the mass m of the charged particle. This can be obtained
through the computation of the response function and is given at the end of section 4.4.
Additionally, α′ needs to be written in terms of the ’t Hooft coupling λ. However, this last
step depends on the UV completion of the effective gravitational model we are considering
here. We leave our results for the correlators in terms of α′, while keeping in mind that this
relation is implicit.
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The case of z = 1, θ = 0 is the only one for which 〈X(t)X(0)〉 can be computed
from 〈X(ω)X(0)〉 analytically using (4.20). For these special values of the
parameters, the two-point function reads [167]
〈X(t)X(0)〉 = − 1
4π2α′E2
(log |t|+ γE) , (4.22)
where γE is the Euler-Mascheroni constant. For other values of the parameters
an estimate for the behavior of 〈X(t)X(0)〉 at late times can be obtained as





















Assuming that at late times the dominant contribution to the two-point func-






z−2θ/d |t|2− 2z+ 2θzd z + 2θ
d
≤ 2,




Depending on the values of z and θ the two-point function at late times shows
markedly different behaviors. In particular, notice that for z + 2θ/d > 2, the
long-time correlation of the particle is independent of the mass. (Note, in
particular, that theories with θ = d − 1 belong to this category.) A similar
change in behavior of the two-point function was recently shown in [167] for
holographic theories with Lifshitz scaling but without hyperscaling violation.
Indeed, our results for θ = 0 perfectly agree with the analysis presented in
[167]. Sitting exactly at the line z + 2θ/d = 2, one can show that the two-
point function grows linearly with t at late times, which is its maximum rate of
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growth. The minimum, on the other hand, can be realized in various situations:
I) θ = d(1− z), II) θ = d with arbitrary z or III) z =∞ with arbitrary θ, all
of which give a logarithmic behavior in time for the late-time behavior of the
two-point function.
The third situation deserves further attention. For any fixed θ, taking
the z → ∞ limit, the second line in (4.23) implies that at low frequencies
〈X(ω)X(0)〉 ∼ ω−1 regardless of the values of θ and d. Indeed , in section 4.5
we verify this behavior independently by considering the extremal Reissner-
Nordström AdS black hole. Since the near horizon geometry of an extremal
Reissner-Nordström AdS black hole contains an AdS2 factor, the boundary
field theory flows in the IR to a quantum critical point with z =∞ (which is
holographically dual to AdS2).
4.4 Response function and the fluctuation-dissipation
theorem
We now turn to the computation of the response of the system due
to an external force F (t). From the point of view of the field theory, for
F (t) ∼ e−iωtF (ω), the linear response of the particle is
〈x(ω)〉 = χ(ω)F (ω), (4.25)
where χ(ω) is the retarded Green’s function (also known as admittance). This
can be easily realized from the gravity side by turning on a gauge field on the
D-brane. Since the endpoint of the string is charged, this amounts to adding
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This will exert the desired force on the fluctuating particle. However, this
coupling is just a boundary term, so it will not play any role for the dynamics










x′(rb, t) = F (t) , (4.27)
whereas in the IR region we impose ingoing boundary condition which is the
appropriate one for the computation of the retarded Green’s function χ(ω)
[155]. In order to identify the desired combination of J ’s and Y ’s, notice that




′2 − ẋ2) , (4.28)
where we have defined the ‘tortoise’ coordinate r∗ = r
−z/z, such that the (t, r∗)
part of the metric is conformally flat. In (4.28), prime denotes the derivative
with respect to r∗. In this coordinate system, the equation of motion near
the horizon r∗ → ∞ behaves just like the wave equation in flat space, with
solutions given by
x(out)(t, r) ∼ e−iω(t+r∗) ∼ e−iω(t+r−z/z),
x(in)(t, r) ∼ e−iω(t−r∗) ∼ e−iω(t−r−z/z). (4.29)
Thus, from the IR behavior of the Bessel functions, we select the first Hankel
function H(1) = J + iY as the combination that satisfies ingoing boundary
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condition at the horizon. Up to a constant, we then have















Given the boundary condition (4.27) we get
















































It is straightforward to show that the fluctuation-dissipation theorem holds in
the present setup at zero temperature. In particular, this theorem relates the
two-point function to the imaginary part of the admittance,
〈X(ω)X(0)〉 = 2 [nB(ω) + 1] Imχ(ω) (4.33)
where nB(ω) = (e
βω − 1)−1 is the Bose-Einstein distribution. Of course, at
zero temperature (where β →∞) one ends up only with the last term in the
above equation. On the other hand, from (4.32) and using properties of Bessel




























thus providing an explicit check of the fluctuation-dissipation theorem in the
presence of hyperscaling violation in our holographic setup.
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Finally, for low frequencies this response function can be written as
χ(ω) ∼ 1



























The constants m and γ are interpreted as the inertial mass and the the self-
energy of the particle. For z + 2θ/d > 2, the self-energy dominates over the
inertial mass at low frequencies, which is consistent with the change in the
behavior of the two point function found in the previous section. (Recall that
for z + 2θ/d > 2 the two-point function was independent of mass.) More
explicitly, from (4.36) one observes that under the scale transformations given
in (4.4), m transform as
m→ ζz+2θ/d−2m, (4.37)
implying that for z + 2θ/d > 2, m is an irrelevant coupling in the boundary
theory, which should not affect the dynamics at low energies.
4.5 Quantum Fluctuations in Holographic QCPs with
z =∞
Consider a (d+ 2)-dimensional Einstein-Maxwell system with negative













The (d+2)-dimensional Reissner-Nordström AdS black hole background (here-
after denoted by RN-AdSd+2) is a solution [141, 44] to the Einstein-Maxwell
equations of motion coming from the above action with the metric and gauge
field given by






























with r0 being the radius of the horizon given by the largest positive root of










The RN-AdSd+2 background is assumed to holographically describe a (d+ 1)-
dimensional boundary field theory at finite temperature T , given by (4.42), and
finite chemical potential µ which is determined by the asymptotic (r → ∞)
value of the bulk gauge field At(r). The chemical potential is related to the








For the present computation, however, we are interested in the case
where the boundary theory is at zero temperature, i.e. when the RN-AdSd+2
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is extremal. In this case, the near horizon geometry becomes AdS2×Rd. The
holographic interpretation is that the boundary theory flows in the IR to a
dimensional CFT (dual to AdS2) which describes a quantum critical point in
which only the time coordinate scales, namely it is a QCP with z = ∞.
Nonetheless, similar to the theories with hyperscaling violation, the holo-
graphic description is not valid in the deep IR and should only be though
of as an effective description up to some IR scale below which it flows to an-
other fixed point. This could be be traced back to the fact that the black
hole has indeed a finite horizon area at zero temperature, suggesting a large
ground state degeneracy. While keeping in mind the possible limitations of
our results, we will not be concerned with such issues here.





which upon being substituted in (4.41)-(4.43) results in























One can easily check that a static string is again a trivial solution to












, for rb  r0, (4.48)
93
where rb is the radial location of the probe D-brane from which the string
hangs. Now, similar to our discussion in previous sections, we take an ansatz
of the form Xµ = {t, r, x(t, r), 0, · · · } for the fluctuations around the static



























= 0 . (4.50)
We now proceed by expanding x(t, r) in Fourier modes, i.e. x(t, r) ∼ e−iωtgω(r).











gω = 0 , (4.51)








Hereafter, primes will denote derivatives with respect to ρ in our expressions.
Also, we set L = 1.
The next step is to find the solutions of the equation (4.51). For general















Note that C1 and C2 are functions of w. To determine the constants of in-
tegration, C1 and C2, we have to study the behavior of (4.53) in the IR, but
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since we are interested only in the solution at low energies, i.e. w  1, we
perform a series expansion in w and make use of a matching technique which
can be found, for example, in [26, 13, 68]. For simplicity, and to reduce clutter
in our expressions, we now focus on the case where d = 2 (however, we expect
our results to hold for general d, and in the appendix we explicitly verify that
this is indeed the case for d = 3.) Here, we only write down the final results,
relegating the details of the computations to the appendix. For d = 2 the






















where the indices “out” and “in” correspond to outgoing and ingoing modes
respectively.
To compute the two-point function 〈X(ω)X(0)〉, we proceed differently
compared to what we did in the previous sections. Namely, we first compute
the response to an external force
〈X(ω)〉 ≡ 〈x(ω, rb)〉 = χ(ω)F (ω), (4.55)
and then relate it to the two-point function, assuming that the fluctuation-
dissipation theorem holds true
〈X(ω)X(0)〉 = 2 Imχ(ω). (4.56)




where Aω is an arbitrary constant that might have a frequency dependence.
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= F (t), (4.57)

















In the limits ω/r0  1 and rb/r0  1, the imaginary part of the admittance




Notice that this expression does not depend on the mass of the charged particle.
(A similar result holds for the case of d = 3 as shown in the appendix.)





Note that the correct dimensions in the above expression can trivially be re-
stored by including powers of the chemical potential µ. Some comments are in
order here. First note that the low energy scaling of the two-function above,
and the fact that the two-point function is also independent of mass, agrees
with our previous results in the limit z →∞ (for arbitrary θ). Such an agree-
ment is not surprising given that geometries with Lifshitz scaling go over to
AdS2 ×Rd in the limit of z →∞.
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4.6 Final remarks
In this chapter we studied the fluctuations of a heavy charged particle
in a class of strongly-coupled quantum critical points with dynamical exponent
z and hyperscaling violation exponent θ. The late-time behavior of the two-
point function for the zero-temperature fluctuations of the particle exhibits
a crossover in the (z, θ) parameter space. In a specific region, namely for
z + 2θ/d > 2, the two-point function is found to be independent of the mass.
Furthermore, we studied quantum critical points with z = ∞. Even
though we focused on the cases d = 2 and d = 3, we expect that our results
remain valid for arbitrary d. The reason is that the near horizon limit of RN-
AdSd+2 geometries have a universal behavior that goes over to AdS2×Rd. This
implies that at low energies the dual field theory exhibits emergent quantum
critical behavior controlled by a CFT which could be though of representing a
quantum critical point with z =∞. Our results in this case are in agreement
with the z →∞ limit of the behavior of the two-point function for the quantum
fluctuation of a massive charged particle the in theories with hyperscaling
violation, that, at late times, the two-point function grows logarithmically
with time and is independent of the mass.
As a final remark, one might wonder if this markedly different behavior
in the space of z and θ holds true for other kind of operators. In [58], for
instance, the authors considered massive scalars in the bulk and they found
a transition in the two-point function from a universal power law at short
distances (for θ > 0) to a nontrivial exponential behavior at long distances
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(where the WKB approximation is valid). It would be interesting to investigate
this issue further in order identify more precisely the behavior in the full space
of parameters (z, θ) and compare the results with our findings.
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Chapter 5
Strong Subadditivity, Null Energy Condition
and Charged Black Holes
5.1 Introduction
Black holes have become, to a modern day’s theoretical physicist, an
instructive toy to play with: the “harmonic oscillator” à la mode. The very
nature of black hole entropy, which states that the number of degrees of free-
dom in a theory of quantum gravity scales as the area, gave birth to the idea
of holography[158, 17]. As we have said in the introduction, AdS/CFT is
a particular realization of this idea. In this contex, it is possible to realize
ideas that are natural in quantum information theory: one such example is
entanglement entropy. Entanglement entropy, defined as the von-Neumann
entropy with respect to a reduced density matrix, measures the quantum en-
tanglement of a system, and thus becomes an interesting quantity to analyze
specially for systems described by strongly coupled quantum field theories. For
large N gauge theories, whose gravity duals are described by Einstein gravity
(with a negative cosmological constant) in the presence of a suitable mat-
ter field, entanglement entropy can be computed using the Ryu-Takayanagi
(RT) conjectured formula[143] for static backgrounds, and later generalized
in the Hubeny-Rangamani-Takayanagi (HRT) formula[95] for time-dependent
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backgrounds. The conjectured RT formula has passed various non-trivial
checks[88, 87] known in quantum information theory and has also found nu-
merous intriguing applications; see e.g. [163] for a recent review.
One important property satisfied by the entanglement entropy is known
as the strong sub-additivity, henceforth abbreviated as SSA. A quantum sys-
tem can be described by the density matrix, usually denoted by ρ, which
is a self-adjoint, positive semi-definite, trace class operator. The entropy
of the corresponding system can be described by the von-Neumann formula:
S = −tr[ρ log ρ].
Let us imagine a quantum field theory on a Lorentzian manifold and
further imagine a Cauchy surface that divides the entire system in two sub-
systems: A and Ac respectively.1 We can now define a “reduced” density ma-
trix for the sub-system A by tracing over Ac: ρA = trAc [ρ], and subsequently
define a von-Neumann entropy: SA = −tr [ρA log ρA] as the entanglement en-
tropy. We can now imagine partitioning the Hilbert space by more than one
Cauchy surfaces. Specifically, if we have three sub-systems A1, A2 and A3,
then SSA is defined as
SA1∪A2 + SA2∪A3 − SA2 − SA1∪A2∪A3 ≥ 0 , (5.1)
SA1∪A2 + SA2∪A3 − SA1 − SA3 ≥ 0 . (5.2)
This property was originally proved in [9, 117], for a recent expository account
1Note that there can be multiple Cauchy surfaces resulting in the same partitioning of
the Hilbert space. Thus the Hilbert subspace is specified by the (future) Cauchy horizon
rather than the Cauchy surface itself[41].
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see e.g. [133]. This inequality, that stands as a cornerstone of quantum in-
formation theory, can be viewed as a crucial ingredient in characterizing the
von-Neumann entropy[1, 134].
In AdS/CFT correspondence, in a (d+ 1)-dimensional bulk theory the






min [Area (γA)] , (5.3)
where G
(d+1)
N is the bulk Newton’s constant, γA denotes the (d−1)-dimensional
minimal area surface that satisfies ∂γA = ∂A. For backgrounds with time
dependence this proposal is generalized to, via the HRT formula, considering
extremal surfaces rather than a minimal one.2 In [88], a simple geometric
proof was constructed showing that the RT formula obeys the SSA condition,
further substantiating the validity of the RT formula itself.
On the other hand, time-dependent backgrounds do provide a more
non-trivial check of the SSA condition. The prototypical example is the so
called AdS-Vaidya background, which describes the collapse of a null dust and
the formation of a black hole in an asymptotically AdS-space. In the dual
field theory this corresponds to a “global quench” process3 corresponding to
the time evolution from a “low temperature” state to a thermalized state at
a higher temperature. In such a time-dependent background, it was shown in
2In case there are more than one extremal surfaces, one chooses the surface with the
minimum area.
3Strictly speaking we are not really studying a quench process –where a sudden change
in a parameter of the Hamiltonian is followed by a unitary evolution.
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[6, 35] that violation of SSA is strongly tied to the violation of null energy con-
dition (NEC) from the bulk point of view.4 For this example, the background
is characterized by a time-dependent mass function and the NEC imposes a
condition on this function.
Before proceeding further, let us mull over a curious aside. Within
AdS/CFT, the importance of the NEC has been realized elsewhere: in con-
structing a monotonically decreasing central charge function along an RG-
flow[130, 153, 131] for a CFT living in arbitrary dimensions. For a (1 + 1)-dim
CFT, it can be shown that the SSA condition indeed implies the Zamolod-
chikov c-theorem[42]; for more recent developments in higher dimensions see
e.g. [43]. Thus, fundamental “inequalities” in a large N gauge theory, e.g. a
monotonically decreasing central charge along an RG-flow or the SSA condi-
tion, seem to be stemming from the NEC condition in the bulk description.
In this chapter, we intend to sharpen the connection of the SSA condi-
tion with the NEC condition by studying the formation of a charged black hole
in AdS-space. In the dual field theory, this will correspond to a global ther-
malization process in the presence of a chemical potential[31, 70, 3]. The cor-
responding background is a Reissner-Nordström-Vaidya background in AdS-
space, henceforth abbreviated as AdS-RN-Vaidya background. This back-
ground is characterized by time-dependent mass and charge functions and the
4A violation of the NEC violates the bound in (5.1), whereas (5.2) remains satisfied.
Thus, from a holographic perspective, there is a clear distinction between the inequalities
in (5.1) and (5.2).
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corresponding null energy condition has subtle implications. For a given mass
and a given charge function, the null energy condition yields a critical surface,
denoted by zc, that separates the entire spacetime in two regimes: for z < zc,
the NEC is satisfied and for z > zc it is violated.
5 Therefore, a violation of
the NEC depends on whether the regime z > zc is accessible to an asymptotic
observer.
It was argued in [99, 136] that for arbitrary6 mass and charge functions,
time-like and null geodesics cannot penetrate the critical surface and hence
from a gravitational perspective the NEC is protected by having a no-go con-
straint on these geodesics. However, in AdS/CFT correspondence, space-like
geodesics7 are also relevant since they carry the information about non-local
operators in the dual field theory such as a 2-point function, Wilson loop or
entanglement entropy. In this chapter, we will discuss various examples where
space-like geodesics can or cannot penetrate this critical surface depending on
the choices for the mass and the charge functions. In the dual field theory, this
penetration is perceived as a violation of the SSA condition. Thus, we cannot
conspire to have a large N gauge theory with certain choices for the mass and
the charge functions: entanglement entropy knows it all. However, we will
merely discuss generic and instructive examples rather than attempting for a
general characterization of these functions.
5We are working in a coordinate where the boundary of the spacetime is located at z → 0.
6The functions are not completely arbitrary; namely, we need to still impose the same
condition on the mass function that the NEC imposes in the uncharged AdS-Vaidya case.
7Through this work, when we mention geodesics, we actually mean extremal area sur-
faces.
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This chapter is divided in the following parts: We begin with a short
review about the SSA and the NEC condition in the AdS-Vaidya background
in section 2. Then, we discuss in details the AdS-RN-Vaidya background in
section 3. We also discuss generic examples relating the physics of the NEC
condition with the SSA condition based on our numerical explorations. We
provide examples for asymptotically AdS4 and AdS5-backgrounds. Finally, we
conclude in section 4.
5.2 A brief review of known results
We begin by briefly reviewing the results that are already known in the
literature, specially in [6, 35].
5.2.1 Strong subadditivity, concavity and monotone-increasing
Let us begin by demonstrating the relation of concavity and monotone-
increasing with the SSA conditions. We will follow closely the discussion in
[35]. Let us consider three adjacent single intervals A1, A2 and A3, whose
lengths are denoted by a1, a2 and a3. By symmetry of the construction,
S(Ai) = S(ai). Now, let us assume that S is a concave function. By definition
S (yx1 + (1− y)x2) ≥ yS(x1) + (1− y)S(x2) , 0 < y < 1 . (5.4)
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Now, let us choose y = a3/(a1 + a3)
x1 = a2, x2 =
∑
i






x2 = a2, x1 =
∑
i






Adding (5.5) and (5.6) we get (5.1).
On the other hand, the condition of monotone-increasing yields
S(a1 + a2) ≥ S(a1) , S(a2 + a3) ≥ S(a3) , (5.7)
adding which we get (5.2). Thus the SSA conditions are equivalent to concavity
and monotone-increasing conditions on entanglement entropy.
5.2.1.1 AdS-Vaidya background and entanglement entropy





−f(z, v)dv2 − 2dzdv + d~x2
]
, f = 1−m(v)zd , (5.8)
which describes the formation of a black holes as a shell of null dust collapses.
Here, m(v) is a function that interpolates between empty AdS and an AdS-
Schwarzschild background as a function of v. Also, L is the radius of curvature,
~x is a (d− 1)-dimensional vector. We have expressed the above background in
the Eddington-Finkelstein coordinates, where the coordinate v is defined as
dv = dt− dz
f(z, v)
, (5.9)
and t denotes the boundary time. In this coordinate system, the boundary is
located at z → 0.
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The null energy condition imposes the following constraint on m(v):
Tµνn
µnν ≥ 0 =⇒ ∂vm(v) ≥ 0 , (5.11)
where nµ is a null vector.
We now use the HRT formula (5.3) to compute the entanglement en-
tropy for a spatial region A. Let’s assume A to be a (d−1)-dimensional “rect-
angle” in the boundary such that x1 ∈ (−`/2, `/2) and x2, ..., xd−1 ∈ (0, `⊥)
at some fixed boundary time tb. The HRT prescription establishes that SA is
proportional to the area of the extremal surface γA, parametrized by v(x) and
z(x), and whose boundary coincides with the boundary of A at z = 0.









1− [1−m(v)zd](v′)2 − 2v′z′, ′ ≡ d/dx,
(5.12)
where V ≡ `d−2⊥ . We also impose the boundary conditions
v(−`/2) = v(`/2) = tb , z(−`/2) = z(`/2) = 0 . (5.13)
The two equations of motion that follow from (5.12) are
0 = [1−m(v)zd]v′′ + z′′ − ∂vm(v)
2
zd(v′)2 − dm(v)zd−1z′ v′ , (5.14)
0 = z v′′ − d− 2
2
m(v)zd(v′)2 + (d− 1)[(v′)2 + dv′z′ − 1] , (5.15)
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and the momentum conservation corresponding to the cyclic coordinate x re-
sults in the equation




, z∗ ≡ z(0) . (5.16)
It can be shown that only two of the above three equations are inde-
pendent. Thus, we can solve one of the equations of motion together with
the conservation equation by imposing appropriate boundary conditions. It is
more practical to use the infra-red boundary conditions z(0) = z∗, v(0) = v∗
8
to solve the equations and, then, read off the values of tb and l from (5.13).
Once we solve the system, the extremal area can be computed by simplifyng
(5.12) using (5.16):








This area contains the usual divergent pieces and we will focus on the finite
part only.
5.2.1.2 Strong subadditivity and the null energy condition
In order to illustrate the results found in [6, 35] about the relationship
between SSA and NEC, we consider two explicit forms of the function m(v)
8Note that these boundary conditions are guaranteed because of the symmetry of our
construction under x1 → −x1. The smoothness of the surface at z∗ also imposes: z′(0) = 0























which depicted in Fig (5.1). It is, then, easy to realize that the null energy
condition in equation (5.11) is obeyed by (5.18) and violated by (5.19). We
























Figure 5.1: Examples of two functions m(v) where (a) NEC is obeyed, and (b)
NEC is violated.
now specialize in the case d = 3 and solve equations (5.15) and (5.16) for both
functions m(v) using M = 1.0, v0 = 0.01. Then, we plot the entropy function
in equation (5.17) for different values of the boundary time. It is found that
for the case obeying NEC, S(`) is a monotonically increasing function that is
also concave; whereas for the NEC violating function, S(`) is still increasing
monotonically but it is not a concave function. These results are shown in
Figure 5.2. The fact that S(`) is not a concave function leads to conclude that
SSA is violated, which establishes a direct connection between SSA and NEC.
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Figure 5.2: Entropy function for the cases where (a) NEC is obeyed, and (b)
NEC is violated.
The different colors correspond to boundary times tb = 0.3 (red), tb = 1.0 (blue), tb = 1.5
(purple), and tb = 2.0 (black). Notice that the curves in (b) are not concave and, thus,
SSA is violated.
5.3 The AdS-RN-Vaidya background
We will now delve into discussing how this connection of SSA and NEC
manifests itself when there is a non-zero background charge. Here we will flesh
out all details in their full glory.
109
5.3.1 The bulk action and the backgrounds
Our initial goal is to write down a metric which describes the formation
of a charged Reissner-Nordström (RN) black hole in AdS-space. One such
time-dependent background that smoothly interpolates between pure AdS to
AdS-RN background is given by the so called AdS-RN-Vaidya background. In





−f(z, v)dv2 − 2dzdv + d~x2
)
, Av = q(v)z
d−2 , (5.20)
f(z, v) = 1−m(v)zd + (d− 2)q(v)
2
(d− 1)L2
z2(d−1) , Λ = −d(d− 1)
2L2
,(5.21)
where L is the radius of curvature, z is the AdS-radial coordinate, ~x is a (d−1)-
dimensional vector, Av is the gauge field and m(v) and q(v) are the mass and
the charge functions that depend on time. As before, we are working with
the Eddington-Finkelstein coordinates. The mass and the charge functions,
denoted by m(v) and q(v), are hitherto unconstrained.
The background in (5.20) can be obtained as a solution to the Einstein-
Hilbert-Maxwell action with a negative cosmological constant coupled to an
external source




















9We are considering the case d > 2. The case of d = 2 is somewhat special, which we
will briefly comment on later.
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where S0 denotes the Einstein-Hilbert-Maxwell term, Sext denotes the external
source and κ is some coupling.



























where the external energy-momentum tensor T extµν and the external current J
ext
µ
are contained within the action Sext. More precisely, in order for the equations
























−f(z, v)dv2 − 2dvdz + dx2
)
, Av = q(v) log z , (5.28)
f(z, v) = 1−m(v)z2 + q(v)
2
L2
z2 log z , Λ = − 1
L2
. (5.29)























There is a subtlety in the identification of the source and the VEV in this
case and the chemical potential should be identified with the sub-leading term
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rather than the leading term of the gauge field as one approaches the boundary.
For a detailed discussion on this, see [101]. However, we will not discuss this
case.
The energy-momentum tensor presented in equations (5.26) and (5.30)
corresponds to the energy-momentum tensor of a charged null dust. The
easiest way to understand this is to note that
T extµν ∼ kµkν , with k2 = 0 , (5.31)
where we have chosen the vector kµ = δµv, which is a lightlike vector.
Now, NEC — which a reasonable energy-momentum tensor should obey
— is given by the following inequality: T extµν n
µnν ≥ 0, where nµ is lightlike,
i.e. nµnµ = 0. There are two solutions to the null normal equation n
µnµ = 0.












where ~0 denotes the components along the ~x-directions, which we have chosen




















log z ≥ 0 , for d = 2 . (5.34)
Clearly, NEC is obeyed for all z > zc, where zc denotes the radial position
















, for d = 2 . (5.36)
Here ′ ≡ d/dv.
A few comments are in order. Note that for the neutral case, we have
q(v) = 0 = q′(v) identically. In that case, the critical surface does not ex-
ist. In turn, the null energy condition then imposes a condition on the mass
function: m′(v) ≥ 0. In [6, 35], this condition was related to the strong sub-
additivity property of entanglement entropy, which we reviewed in the previous
section. In the absence of charge, however, the null energy condition seems
to be correlated with other simple observations as well. We will discuss these
momentarily.
Before proceeding further, let us introduce the apparent horizon for the
backgrounds in (5.20) and (5.28) following the notations in [64]. The apparent
horizon is given by the null hypersurface which has vanishing expansion of the
outgoing null geodesics. For these backgrounds, the tangent vectors to the
ingoing and the outgoing null geodesics are







such that we satisfy
`− · `− = 0 = `+ · `+ , `− · `+ = −1 . (5.38)
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The codimension 2 spacelike hypersurface, which is orthogonal to the above
null geodesics, has an area: Σ = (L/z)d−1. The expansion parameters associ-
ated with this hypersurface are
θ± = L± log Σ = `
µ
±∂µ (log Σ) , (5.39)
where L± denotes the Lie derivatives along the null directions `±. The location
of the apparent horizon is then obtained by solving Θ = 0, where Θ = θ−θ+.
In this particular case, the equation Θ = 0 implies f(z, v) = 0.
In the absence of any charge, we write down a general treatment in-
cluding the d = 2 case. The equation for determining the apparent horizon
then yields
1−m(v)zd = 0 =⇒ zah = m(v)−1/d . (5.40)
Here zah denotes the apparent horizon. Note that in the future infinity, i.e. v →
∞, the apparent horizon coincides with the actual event-horizon.
Note that, during the time-evolution, a global event-horizon exists in
the background. This is generated by null geodesics in the background and
is the boundary of a causal set. Since the background in (5.20) has (d − 1)
Killing vectors (∂/∂x)a, the location of the event-horizon is given by a curve





f (zeh(v), v) , (5.41)
where zeh denotes the location of the event-horizon. In the limit v → +∞,
we have zah = zeh; however, this is not true in the v → −∞ limit, i.e. the
event-horizon lies above the apparent horizon.
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It was argued in [64] that, during a time-evolution, it is the apparent
horizon rather than the event-horizon that can define a “thermodynamics”.
Based on an analogy, we can define a “temperature function” and an “entropy
function” in terms of the apparent horizon













Here VRd−1 denotes the volume of the ~x-directions. The temperature function
is obtained by computing the surface gravity at the apparent horizon and the
entropy function is obtained as the area of the apparent horizon. Clearly, T (v)
and S(v) have well-defined thermodynamic meaning in the limit v → +∞.







≥ 0 , (5.44)
where we have used the constraint coming from the null energy condition in
(5.11). From the perspective of the boundary theory, if it makes sense to talk
about a “temperature function” or an “entropy function” as defined above, the
null energy condition implies that these must be monotonically increasing. We
already remarked that the null energy condition was demonstrated in [6, 35]
to imply the strong sub-additivity property of entanglement entropy. Thus,
either all the above observations are physically equivalent or we are unable to
separate them for the example we are considering here.
Before proceeding in to the actual computations, let us make some
more observations here. If we introduce a charge in the system, the null en-
115
ergy condition no longer imposes a simple constraint on the mass or the charge
function. Instead, it seems to give rise to a critical surface zc, above which
the energy condition is violated. It was argued in [136] that, for such charged
backgrounds, null geodesics never penetrate the critical surface zc and thus the
apparent pathology is not relevant. Within the context of AdS/CFT corre-
spondence, spacelike geodesics are also relevant since they contain informations
about non-local operators, such as 2-point function or the entanglement en-
tropy itself. Our goal here will be to analyze further what choices of mass
and charge functions actually violate the null energy condition and how this is
perceived from the perspective of the boundary theory as a violation of SSA.
For now, we will discuss the case when m′ ≥ 0, which will smoothly connect
to the known results when the charge vanishes.
5.3.2 Tests of strong subadditivity
We now proceed to study entanglement entropy and the SSA inequality
in holographic theories dual to (d+1)-dimensional AdS-RN-Vaidya spacetimes.
As mentioned before, d = 2 is somehow special so in this section we will restrict
our attention to the cases with d ≥ 3.
Our starting point is the metric given in (5.20)-(5.21). For simplicity,
we consider that the region A in the boundary theory is an infinite “rectangular
strip” with x1 ∈ (−`/2, `/2) and xi ∈ (−∞,∞), ∀ i 6= 1. We will call x1 ≡ x
given that this is the only relevant direction and we will denote the transverse
directions collectively as ~x⊥. According to the covariant prescription for en-
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tanglement entropy, we have to find the surface γA living in a constant-t slice
that extremizes the proper area functional Area(γA). This surface is invariant
under translation in ~x⊥. Thus, without loss of generality, we can parameterize
it with functions z(x), v(x) and boundary conditions
z(±`/2) = 0 and v(±`/2) = t . (5.45)
These boundary conditions impose that the boundary of γA coincides with
the boundary of A along the boundary temporal evolution. The area of this
surface is given by the following functional







1− fv′2 − 2v′z′
)1/2
, (5.46)
where V is the volume that result from integrating over the ~x⊥ directions.
Since there is no explicit x-dependence in the Lagrangian, the corresponding
conservation equation is given by





where z∗ is defined through z(0) = z∗. The two equations of motion obtained
by extremizing the area functional are









= 0 , (5.48)
zv′′ + (d− 1)
(







= 0 . (5.49)
In particular, note that the first equation is independent of the dimensions.
By taking the derivative of the conservation equation (5.47) with respect to
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x and using one of these two equations of motion, one obtains the other one.
Thus, it is sufficient to consider only (5.47) and e.g. (5.48) to find z(x) and
v(x). We, then, solve numerically these two equations subject to the boundary
conditions
z(0) = z∗ , z
′(0) = 0 , v(0) = v∗ , v
′(0) = 0 . (5.50)
In practice, however, we start the integration at some arbitrarily small x = ε
to avoid possible numerical issues. Also, due to the symmetry of the problem,
it is sufficient to integrate only for positive values of x.
So far, z∗ and v∗ are two free parameters that generate the numerical
solutions for z(x) and v(x). The boundary data {`, tb} can be obtained from
these numerical solutions through z(`/2) = z0 and v(`/2) = tb, where z0
is a UV cutoff. This cutoff is needed because, the area functional (5.46) is
divergent and one needs to regularize. The divergence comes from the fact
that the volume of any asymptotically AdS background is infinite and the
spatial surface A we are considering reaches the boundary.
The divergence term can be isolated by studying the same problem in
AdSd+1 in the standard way [144]. Parameterizing with functions x(z) and












Subtracting this divergence, we obtain the finite term of the area which is the
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In order to find numerical solutions to the system (5.47)-(5.48), we
employ a “shooting” method. First, we give initial values z(0) = z∗, v(0) = v∗
and integrate until the the functions hit the boundary. Once we have the
profiles z(x) and v(x), we read the boundary values and extract ` and tb. The
numerical implementation of (5.52) is straightforward.
In the remaining part of this section, we will consider specific functions
for m(v) and q(v) in d = 3, 4. As advertised in the introduction, we will find
that, although there is always a critical surface above which the null energy
condition is violated, for some appropriate choices of mass and charge functions
the extremal surfaces attached to the boundary never cross into that region
and SSA is satisfied.
5.3.3 Thin shells and junction conditions
Before proceeding to specific examples, let us gain some insight into
the properties of the critical surface (5.35). To this effect we consider the
particular case of a thin null shell located at v = 0 which is the boundary of
two static spaces. The conditions to join space-like or time-like hypersurfaces
demand that the two spacetimes induce the same metric on the hypersurface
and relate the surface stress energy tensor Sab to the jump of the normal
extrinsic curvature Kab across the hypersurface. The issue is more subtle
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for null shells since the extrinsic curvature no longer carries any transverse
geometrical information. For null hypersurfaces, the extrinsic curvature is
given by tangential derivatives of the metric and is, thus, necesarily continuos
across the shell and cannot be related to the stress energy tensor of the shell
Sab. A general formalism applicable to null hypersurfaces was developed in
[19].





−f(z, v)dv2 − 2dzdv + d~x2
)
. (5.53)
Consider two static backgrounds M− and M+, with mass and charge param-
eters Mi, Qi and Mf , Qf respectively. Let M
− and M+ be bounded by hyper-
surfaces Σ−and Σ+. We glue the two spaces by identifying Σ− = Σ+ = Σ. In
the present case, we take Σ to be the hypersurface v = 0. We are interested
in the case when M− and M+ are vacuum solutions with,
M(v) = Mi + Θ(v)(Mf −Mi), Q(v) = Qi + Θ(v)(Qf −Qi) ,
(5.54)
f(z, v) = 1−M(v)z3 + 1
2
Q(v)2z4 (5.55)





f −Q2i ))z4 , (5.56)
where Θ(v) is the Heaviside step function. Note that (5.54) allows for the
initial and final backgrounds to be AdS, AdS-Schwarzchild or AdS-RN. The
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Note that (5.57) identically vanishes in M− and M+ and is non-zero only at
v = 0. This discontinuity comes with a sound physical interpretation; it is
associated with the presence of a thin distribution of matter at v = 0. The
only non-zero component of the surface stress energy tensor is T zz,
2κT µνΣ = δ(v)z
2
(




≡ δ(v)σ(z)δµzδνz . (5.59)
Since there is no rest frame for a null shell, we cannot formally identify σ as
the surface density. However, σ can be used to determine the results of mea-
surements by any specified observer. This involves introducing an arbitrary
congruence of timelike geodesics intersecting Σ associated with the different
families of observers making measurements on the shell. An observer with
four-velocity uα = dxα/dτ , will measure an energy density associated with
the shell T µνΣ uµuν = δ(v)σ(z)(k
µuµ)
2. Thus, the arbitrariness of the choice of
congruence is limited to an overall factor and the quantity σ(z) is independent
of this choice. It is in this sense that we interpret σ(z) as the shell’s surface
density.
From (5.35), we see that for this type of backgrounds the critical surface
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is located at v = 0 and
zc =
Mf −Mi





where we have used Θ(0) = 1/2 as is conventional in distribution theory.
Evaluating σ at the critical surface we obtain,
σ(zc) = 0 .
Thus, the critical surface is the locus where the shell’s surface density becomes
zero.
Our main interest is to study extremal spacelike surfaces in the back-
grounds described above. From the point of view of the spacelike surface, there
is a discontinuity in the dz/dv when the surface crosses the shell. This can eas-
ily be seen from the equations of motion. As in the previous section, consider
a rectangular strip in the boundary theory. Extremizing the area functional
(5.46) we obtain the equations of motion (5.48-5.49) which for d = 3 read,




)v′2 = 0 , (5.61)








v′2 = 0 . (5.62)
The z(x) and v(x) coordinates are continuos across the shell while f and df
dz




= z3[(Mf −Mi)− z(Qf −Qi)(Qi + Θ(v)(Qf −Qi))]δ(v)
≡ −f̃(z, v)δ(v) (5.63)
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and z′ has a finite jump. Indeed,











and the jump of dz
dv



















where + and − refer to quantities evaluated in M+ and M− respectively. Using












f̃(zc, 0) = 0 . (5.66)
Intuitively this makes sense; we know that at zc the mass of the shell goes to
zero, the shell has disappeared and there is no reason for a jump in dz
dv
.
5.3.4 Examples in d = 3
Let us begin our discussion for the (3 + 1)-dimensional bulk theory,
where the dual field theory is a (2 + 1)-dimensional conformal field theory
in the presence of a chemical potential. Presumably the corresponding UV-
completion is given by an S7-reduction of 11-dimensional supergravity, which
leads to an SO(8) gauged supergravity in (3 + 1)-dimensions. Therefore,
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the boundary theory should correspond to an ABJM-like, i.e. Chern-Simons-
matter theory in the presence of a chemical potential.10
5.3.4.1 Backgrounds that respect SSA
We will begin with the examples that do not violate SSA. A good
starting point is to use the functions analyzed in [31] that were used to address
scaling properties of the thermalization time with respect to the temperature









and q(v) = 0.9m(v)2/3 . (5.67)
It is clear from Figure 5.3 that there is no change in concavity of the entan-


























Figure 5.3: m(v), q(v) and S(`) functions.
Left panel: m(v) (black) and q(v) (red). Right panel: S(`), for tb = 0.01 (black), 0.5 (blue),
1 (purple), 1.5 (magenta), 2 (green), 3 (orange) and 5 (red).
glement entropy function as ` grows for a given boundary time tb.
10We should note that while this is a very plausible scenario, we are making an assumption
that the Vaidya-type backgrounds can be embedded within gauged supergravity consistently
at least in some well-defined limit.
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According to equation (5.35), there exists a critical surface in the bulk
geometry beyond which NEC is violated. It is thus instructive to analyze
whether the space-like geodesics, which eventually determine the entanglement
entropy, can penetrate this critical surface or not. In Figure 5.4, we show a
representative family (characterized by the length of the entangling region) of
geodesics corresponding to function (5.67). We also display the critical surface
(5.35) and the location of the apparent horizon.





















Figure 5.4: Profiles of a family of geodesics when SSA is obeyed.
The dashed gray line represents the apparent horizon at v = 0 and the red line represents
the critical surface. This family is parametrized by `, the length of the entangling region
at the boundary. Note that right panel shows that the geodesics do not intersect the
critical surface as explained in text.
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Before going further we should note that the critical surface, in the
thin-shell limit, exists within a tiny11 region around v = 0. Also, we note
that the coordinate v evolves along each geodesics independently and at v = 0
these geodesics cross the shell, which in the thin-shell limit coincides with the
apparent horizon. Figure 5.4 therefore compares the location of the critical
surface to the location of the geodesics at v = 0.
There are two key features that stand out from Figure 5.4: First, the
critical surface lies above the apparent horizon12; in other words, it is cloaked
by the apparent horizon. Second, although the space-like surfaces cross the
apparent horizon, they do not probe the forbidden region beyond the criti-
cal surface irrespective of how large ` becomes. At this point we would like
to stress that the above observations seem very robust against a substantial
amount of test cases. One might imagine designing a situation where the crit-
ical surface comes arbitrarily close to the apparent horizon, thus encouraging
the geodesics to cross it. However, we have verified that this does not seem to
happen.



















11The width of this region is characterized by the shell thickness parameter v0.
12i.e. zc > zah.
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Figure 5.5: m(v), q(v) given in (5.68) and S(`).
Left panel: m(v) (black) and q(v) (red) given in (5.68). Right panel: S(`), for tb = 0.01
























The choice functions are given in equations (5.68) and (5.69) and the corre-
sponding figures are shown in Figure 5.5 and 5.6 respectively.
Before concluding this section, let us offer some remarks. In view of
(5.44), it can be verified that the condition dT (v)/dv ≥ 0 is not satisfied for all
v with the choices made in (5.69). Thus the SSA condition is an independent
constraint which is not related to the rate of change of surface gravity at the
apparent horizon in the dynamical geometry. As far as the corresponding
physical processes are concerned, the choices in (5.67) represents a situation
in the dual field theory, where both temperature and chemical potential are
increasing from a “low value” to a higher non-zero value. On physical grounds,
this is perhaps the most “reasonable” process.
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Figure 5.6: m(v), q(v) given in (5.69) and S(`).
Left panel: m(v) (black) and q(v) (red) given in (5.69). Right panel: S(`), for tb = 0.01
(black), 0.5 (blue), 1 (purple), 1.5 (magenta), 2 (green), 3 (orange) and 5 (red).
The choices in (5.68) takes a low temperature, high chemical potential
initial state to a high temperature, low chemical potential final state. Finally,
the choices in (5.69) are rather exotic, which takes a low temperature, vanish-
ing chemical potential initial state to a high temperature vanishing chemical
potential final state; but does not obey dT (v)/dv ≥ 0, ∀v. As far as NEC
or SSA is considered, there is nothing preventing these two choices; however,
whether they are realizable as solutions of gravity with a reasonable matter
field is an issue we will not address here.
5.3.4.2 Backgrounds that violate SSA
Now let us illustrate a few examples where SSA is violated. One such
choice is:



















The corresponding illustration is shown in Figure 5.7. The corresponding
geodesic is shown in Figure 5.8. Once again, the critical surface exists only
around a small neighbourhood of v = 0 and the geodesics reach the shell at
v = 0. Note here that both the features alluded to in the previous subsection
are gone: First, the critical surface lies outside the apparent horizon at v = 0;
second, the minimal area surface brings news from the forbidden region in the
bulk by probing the region beyond the critical surface. This is perceived as the
violation of SSA condition in the boundary theory. At this point we emphasize
that these observations seem rather generic and hence we will not pictorially
illustrate a similar behaviour of the geodesics for other representative cases,
whenever SSA is violated.

























Figure 5.7: m(v), q(v) given in (5.70) and S(`).
Left panel: m(v) (black) and q(v) (red) given in (5.70). Right panel: S(`), for tb = 0.01
(black), 0.5 (blue), 1 (purple), 1.5 (magenta), 2 (green), 3 (orange) and 5 (red).
Let us now take a second example where the violation of SSA is ob-
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Figure 5.8: Profile of geodesic when SSA is violated corresponding to the
choice (5.70).
The dashed line represents the apparent horizon or the position of the shell at v = 0 and
the red line depicts the critical surface at v = 0. Clearly the geodesic probes the region




















In this case also the minimal area surface probes the region beyond the critical
surface. The corresponding plots showing the violation of SSA are presented
in Figure 5.9.
Once again, a few comments are in order. First, it can be checked that
for the choices in (5.71) we will get dT (v)/dv ≥ 0 and dS(v)/dv ≥ 0 and still
a violation of SSA. Thus, the SSA condition is indeed independent of these.
Intuitively, the process in (5.71) is not very meaningful since it seems to allow
for the black hole to accumulate charges keeping it’s mass fixed. On the other
hand, there is no such a priori objection to the process in (5.70), and still
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Figure 5.9: m(v), q(v) given in (5.71) and S(`).
Left panel: m(v) (black) and q(v) (red) given in (5.71). Right panel: S(`), for tb = 0.01
(black), 0.5 (blue), 1 (purple), 1.5 (magenta), 2 (green), 3 (orange) and 5 (red).
SSA is violated. This indicates that SSA is a rather non-trivial condition on
the allowed trajectories a thermalization process might take for a given field
theory.
5.3.5 Examples in d = 4
We will now move up by one dimension and consider a (3+1)-dimensional
conformal field theory. The dual geometry will correspond to the formation of
a charged black hole in five-dimensional AdS-space. In this case, the possible
UV-completion will be given by an S5-reduction (or a reduction on a Sasaki-
Einstein five-manifold) of type IIB supergravity truncated to the N = 2 sector
with an U(1)3 symmetry (or at least one U(1)). Thus the dual field theory is
presumably a cousin of the prototype N = 4 super Yang-Mills (SYM) theory
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in the presence of a chemical potential.13
5.3.5.1 Backgrounds that respect SSA
We will discuss similar processes as in the case for d = 3. The qualita-
tive features are very similar here, and hence we will limit ourselves in terms
of the details. The analogous choices that preserve SSA are pictorially rep-
resented in Figure 5.10 and 5.11. Note that, Figure 5.10 corresponds to the
choices used in [31] to analyze the scaling of the thermalization time with
temperature and chemical potential of the system.


























Figure 5.10: Example 1 of m(v), q(v) and S(`) in d = 4.
Left panel: m(v) (black) and q(v) (red). Right panel: S(`), for tb = 0.01 (black), 0.5 (blue),
1 (purple), 1.5 (magenta), 2 (green), 3 (orange) and 5 (red).
13Once again we note that this claim needs to be rigorously demonstrated, which we will
not attempt here.
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Figure 5.11: Example 2 of m(v), q(v) and S(`) in d = 4.
Left panel: m(v) (black) and q(v) (red). Right panel: S(`), for tb = 0.01 (black), 0.5 (blue),
1 (purple), 1.5 (magenta), 2 (green), 3 (orange) and 5 (red).
5.3.5.2 Backgrounds that violate SSA
Once more, we will keep our discussion very brief and present the exam-
ples that violate SSA. These are shown in Figure 5.13 and Figure 5.14). The
choices are analogous to the ones made in (5.70) and (5.71. In Figure 5.14 the
change in concavity is not as clear from the graph as in the other examples
but it is easy to verify it numerically 14. This physics can also be observed by
studying the geodesics, which penetrate the critical surface whenever there is
a violation of SSA but not otherwise.
14Since the curves are initially concave we just have to verify that after certain value of
l = l0 they become convex. Namely, we verify that if we take any two points x1, x2 > l0
and we will have S(yx1 + (1− y)x2) ≤ yS(x1) + (1− y)S(x2) where 0 < y < 1.
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Figure 5.12: Example 3 of m(v), q(v) and S(`) in d = 4.
Left panel: m(v) (black) and q(v) (red). Right panel: S(`), for tb = 0.01 (black), 0.5 (blue),
1 (purple), 1.5 (magenta), 2 (green), 3 (orange) and 5 (red).
5.4 Discussion and conclusions
In this chapter we have explored and demonstrated an interesting pic-
torial realization of the strong sub-additivity condition in terms of the bulk
gravitational description. In the presence of charge, the dynamical evolution
from a low temperature, low chemical potential pure state to a thermalized
state with a non-zero value of the chemical potential does indeed sharpen the
connection between the bulk null energy condition constraint and the strong
sub-additivity of entanglement entropy in the boundary field theory, which
was alluded to in [6, 35].
Our investigations suggest that the dual field theory disallows specific
choices of the mass and the charge functions for which it is possible to pen-
etrate the critical surface. However, as we have learned now, the nature of
the violation of the NEC depends on the class of examples we choose; such as
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Figure 5.13: Example 1 of violation of SSA in d = 4.
m(v) (black) and q(v) (red). Right panel: S(l) for tb = 0.5 (black), 1.5 (red), 2.0 (blue), 2.5
(magenta) and 3.0 (green).
the details which have qualitatively distinct behaviours for the charged case
and the uncharged one. Generally, the NEC is an algebraic constraint on the
bulk energy-momentum tensor, which — should a general result exist — may
correspond to an algebraic constraint in the boundary theory as well. Strong
sub-additivity depends crucially on the concavity property of the entropy func-
tion and thus it is an intriguing possibility to consider establishing a direct
equivalence between the bulk null energy condition and the concavity property
of the entropy function at the boundary. See [168] for some recent progress
towards a proof; however, it does not necessarily apply for backgrounds where
a black hole eventually forms.
Coming back to our case, it is perhaps surprising how SSA can be
obeyed for some examples, specially since the critical surface always exists for
any generic mass and charge functions. Unlike the time-independent cases,
where no extremal surface can penetrate the black hole event horizon, the
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Figure 5.14: Example 2 of violation of SSA in d = 4.
m(v) (black) and q(v) (red). Right panel: S(l) for tb = 1.0 (black), 1.5 (red), 2.5 (blue),3.0
(magenta) and 3.5 (green). For the blue and magenta curves we have numerically verified
the change in concavity.
Vaidya backgrounds give rise to an apparent horizon that can be penetrated by
a space-like surface. The critical surface may lie above or below this apparent
horizon. If it is below (zc < zah) there is violation of NEC and SSA; If it is
above (zc > zah) NEC and SSA are respected. Let us emphasize that there is
no a priori criterion that prohibits the minimal surface to penetrate the critical
surface when it is cloaked by the apparent horizon. Nevertheless, this is what
we observe. It would be interesting to understand how general this feature is.
We can also ask if the analysis changes if we consider extremal black holes.
If the initial state is the vacuum and the final state is extremal (mass and
charge functions similar to Figure 5.10), the critical surface is cloaked by the
apparent horizon (zc > zah) and NEC and SSA are obeyed, in agreement with
our observations. On the other hand, if the initial state is extremal and the
final state is an arbitrary thermal state we cannot conclude something general.
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However, we do not see new features emerging in the analysis.
Therefore, based on our observations we can venture a náıve characteri-
zation for the choice functions. Let us assume that m′(v) ≥ 0. This is required
by continuity with the results known in q(v) → 0 limit. Given this, we can
characterize a charge function q(v) to be good if zc > zah for all times and bad
if zc < zah for any time. Of course, we also need to impose a constraint on the
maximum magnitude of the mass and the charge functions in order to avoid
the naked. Such a characterization, at present, is only a plausibility.
It is intriguing that the SSA condition seems to constrain the global
time-evolution process but does not say anything about the initial conditions.
In general, it is possible that given an arbitrary but reasonable initial condition
the dual field theory undergoes time-evolution, but never thermalizes or ob-
tains a steady-state phase. Such a process, once obtained by solving Einstein
gravity with a reasonable matter field in the bulk, will surely preserve NEC
and hence SSA. It will thus be interesting to investigate whether the SSA
condition plays a similar role for more conventional systems rather than large





The last two decades have brought lots of interesting ideas to theoretical
physics, particularly as a result of the gauge/gravity correspondence. The
applications of this approach to the study of strongly coupled theories have
branched out to many subfields in high energy theory and condensed matter
and remarkable phenomena have been explored through such formalism.
The studies presented in this thesis are some examples of such program.
We have shown investigations on different techniques to probe the dissipation
and thermalization of perturbations in a variety of systems. These included
systems near and far from thermodynamic equilibrium, dissipation in the pres-
ence of magnetic fields and systems close to a critical point. These studies have
shed some light about different features of strongly coupled theories. such as
fast themalization of fluctuations in non-commutative geometries, universal
properties of two-point functions in theories at a quantum critical point and a
direct correlation between the null energy condition in the bulk and the strong
subadditivity property of entanglement entropy on the boundary.
There are several open issues that are not investigated in this work.
One of such issues is the lack of a complete microscopic description of the
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degrees of freedom at the black hole horizon that could show directly the non-
local character of such system. There are other properties of non-commutative
SYM theories that are not included here; for instance, the calculation of entan-
glement entropy and expectation value of Wilson loops in this system. Those
computations, however, have been presented in [67]. One could also extend the
investigations of Chapter 4 to more general operators in order identify more
precisely the behavior in the full space of parameters (z, θ). And, finally, a
definite proof of the prescription for entanglement entropy in time-dependent
systems is still lacking; a further step in that direction is given in this work
by uncovering the equivalence between the bulk null energy condition and the
concavity of the entropy function at the boundary. It will be interesting to
investigate whether the strong subadditivity condition plays a similar role for





Appendix to Fast Scrambling in NCSYM
In this appendix, we show that the poles in the retarded Green’s func-
tion of the boundary theory operator which is dual to a minimally-coupled
massless scalar field in the bulk, are all in the lower half of the complex fre-
quency plane. This then implies that the non-commutative field theory under
consideration is stable against the small perturbations caused by turning on the
aforementioned operator. Our analysis here follows the argument given in [93]
where it was shown that the quasi-normal frequencies of a minimally-coupled
massless scalar field in the Schwarzschild AdS background are all located in
the lower half of the complex frequency plane.
The equation of motion for a minimally-coupled massless scalar in the








the equation (2.27) can be put in the form of a Schrödinger equation
Ψ′′(u∗) +
[
ω2 − V (u∗)
]
Ψ(u∗) = 0, (A.2)
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where Ψ(u) = u3/2ϕ(u) and













In the above expression, it is understood that u is a function of u∗. Note that
the potential blows up in the asymptotic boundary (u∗ → 0) and vanishes
exponentially at the horizon where u∗ → −∞.
Suppose now that Ψ is a quasi-normal mode with the associated quasi-
normal frequencies ωn. Since, by definition, the quasi-normal mode Ψ is in-
falling near the horizon, we isolate its near horizon behavior and define
Ψ(u∗) ∼ e−iωu∗ψ(u∗). (A.4)
Note that ψ(u∗) vanishes in the asymptotic u∗ → 0 region. Substituting (A.4)





















u2f(u)|ψ′(u)|2 + 2iωnψ̄(u)ψ′(u) + U(u)|ψ(u)|2
]
= 0, (A.7)
where ewe have also performed an integration by parts. Subtracting (A.7)














ψ̄(u)ψ′(u)du = − i
2
ω̄n|ψ(u = 1)|2. (A.9)
Note that, from the above equation, for Reωn 6= 0, one obtains Imωn 6= 0.









|ωn|2 |ψ(u = 1)|2 = 0.
(A.10)
Since the potential U(u), given in (A.6), is positive definite for all (real) values
of k and a in the range u ∈ [1,∞), one deduces from (A.10) that Imωn < 0.
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Appendix B
Appendix to Brownian motion in NCSYM
B.1 Solutions for the string embedding
In this appendix we well derive explicitly the solutions to the equations
of motion considered in sections 3.3.2 and 3.4.2. At low frequencies, the solu-
tions can be obtained by means of the matching technique [26, 13] (see also
[82]). To find these solutions, consider three regimes: (A) the near horizon
solution (y ∼ 1) for arbitrary ν, (B) the solution for arbitrary y but ν  1,
and (C) the asymptotic solution (y →∞) for arbitrary ν. The idea is to find
the approximate solutions for each of the three regimes, and to match these
to leading order in ν.
B.1.1 Solution for the AdS-Schwarzschild black hole
Here we will solve the equation (3.59), by considering the three regimes
alluded above.
(A) In this regime we can focus on the equation as y → 1:







We have dropped the subindex i because the equations of motion are the same
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for both i = 2, 3. The general solution in this regime is
gA(y) = A(out)(y − 1)iν/4 + A(in)(y − 1)−iν/4, (B.2)
where the coefficients A(out) and A(in) correspond to outgoing and and ingo-
ing modes respectively. Normalizing each solution according to (3.15) and
expanding for low frequencies, we obtain
gA(out/in)(y) = (y − 1)±iν/4 ∼ 1± iν
4
log(y − 1) + O(ν2). (B.3)
(B) For the regime of low frequencies we proceed to expand the solution
as a series of the form
gB(y) = g0(y) + νg1(y) + ν
2g2(y) + ... (B.4)
The first function can be obtained analytically by solving the equation




The general solution goes as follows:





where, in order to have a reliable expansion in frequencies, we have to assume
that the constants B1 and B2 are independent of ν. In order to find the
appropriate coefficients B1 and B2 to obtain the ingoing and outgoing modes
we expand around the horizon and match with the first term in (B.3). After
doing so we obtain B
(out/in)
1 = 1 and B
(out/in)
2 = 0, so
g
(out/in)
0 (y) = 1. (B.7)
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The equation for g1(y) turns out to be the same as for g0(y), but now the
matching has to be done with the second term in (B.3). At the end we get
g
(out/in)
1 (y) = ±
1
8








log(y − 1) as y → 1.
Then, up to this order we can write
gB(out/in)(y) = 1±1
8
























(C) The general solution in region C can be found perturbatively, as a




























Thus, the normalized asymptotic solutions for modes corresponding to outgo-














This agrees with the solutions reported in [26]. Note in particular that g(out)(y) =
g(in)(y)∗.
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B.1.2 Solution for the Maldacena-Russo background
Next, we solve (4.9) following a similar procedure as the one used for
the commutative case.
(A) In this regime we can focus on the equation as y → 1:







which is equivalent to (B.1). As expected, the IR is not affected by the non-
commutativity. The general solution in this regime is
gA±(y) = A
(out)
± (y − 1)iν/4 + A
(in)
± (y − 1)−iν/4, (B.15)




± correspond to outgoing and ingoing




± (y) = (y − 1)±iν/4 ∼ 1±
iν
4
log(y − 1) + O(ν2). (B.16)
(B) In this regime we start by expanding the solution as a series in ν:
gB±(y) = g0±(y) + νg1±(y) + ν
2g2±(y) + ... (B.17)




(y4 − 1)(1 + b4y4)
g0±
′(y). (B.18)
The general solution goes as follows:










where, in order to have a reliable expansion in frequencies, we have to assume
that the constants B±1 and B±2 are independent of ν. We then expand near the
horizon and match the above solution with the first term in (B.16) to obtain
the outgoing and ingoing modes. We find that B
(out/in)






0± (y) = 1. (B.20)
Plugging (B.17) into the equation of motion and using (B.20) we can




4 (1 + b4) y3




(y4 − 1) (1 + b4y4)
. (B.21)
The solution to this equation is















and after expanding around the horizon and matching with the second term



























Asymptotically, the solutions g
B(out/in)
± (y) = g
(out/in)
0± (y) + νg
(out/in)












































(C) The general solution in region C can be found as a series expansion












































iν(π − log(4)). (B.29)
Thus, the normalized asymptotic solutions, in the low frequency limit, and for























































It is clear that g
(out)
± (y) = g
(in)
± (y)




Appendix to Quantum Fluctuations in
Theories with Hyperscaling Violation
In this appendix we will derive the solutions to the equation of motion
(4.51) given the boundary conditions to be discussed below. At low frequencies,
the solutions can be obtained by means of a matching technique [26, 13, 68].
To find the solutions, consider three regimes: (I) the near horizon solution
(ρ ∼ 1) for arbitrary w, (II) the solution for arbitrary ρ in the limit w  1,
and (III) the asymptotic ρ→∞ solution for arbitrary w. The idea is to find
the approximate solutions for each of the three regimes and to match them
to leading order in w. We implement the above matching method and write
down the solutions only for the two cases of d = 2 and d = 3.
Before focusing on these two cases, let us make some remarks that are





with the following behavior near the horizon
r∗ ∼
1
d(d+ 1)(r − r0)
+ · · · , (C.2)
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we expect two solutions in the regime (I) of the form
x(out)(t, r) ∼ e−iω(t+r∗) ∼ e−iωte−
iω
d(d+1)(r−r0) , (C.3)
x(in)(t, r) ∼ e−iω(t−r∗) ∼ e−iωte
iω
d(d+1)(r−r0) , (C.4)
corresponding to outgoing and ingoing modes, respectively. The reason being
is that, in this coordinate system, the (t, r∗) part of the metric is conformally
flat and the equation of motion near r → r0 (or r∗ → ∞) behaves similar to








gw(ρ) = 0, (C.5)
whose independent solutions are precisely given by1
g
(out/in)





+ O(w2) . (C.6)






+ w2gw(ρ) = 0, (C.7)
1Note that the dots in (C.2) contain a subleading logarithmic divergence of the form
∼ D log(ρ− 1), for some constant D. This factor enters in the expressions for gw(ρ) as
g
(out/in)






∓ iwD log(ρ− 1) + O(w2) ,
but it does not affect the term of order O(1) in frequency.
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+ O(1/ρ4) , (C.8)
where C1 = A1 + A2 and C2 = A1 − A2.




w (ρ) + w
2g
(2)
w (ρ) + · · · . (C.9)











= 0 , (C.10)
for which we have been able to find analytical solutions only for d = 2, 3.
Therefore, we now turn our attention to these two particular cases.
C.0.3 Solution for d = 2
The general solution of (C.10) for d = 2 reads
g
(0)


















We can allow a frequency dependence for the constants of integration, but in
order to have a reliable expansion as in (C.9), we have to require that both
B1 and B2 are at most linear in w. We now proceed to find these constants
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by expanding (C.11) near the horizon and matching the solution with (C.6).
From (C.9) and (C.11) it follows that













+ O(w2) . (C.12)






















Finally, expanding the general solution in (C.11) for ρ→∞ yields













Comparing equation (C.15) with (C.8) and using (C.13), one obtains the ex-
pressions for C1 and C2 given in (4.54).
C.0.4 Solution for d = 3
The general solution of (C.10) for d = 3 takes the form
g
(0)














Again, to have a consistent expansion in frequencies, B1 and B2 are allowed
to be at most of order O(w). From (C.9) and (C.16), it follows that











































Expanding (C.16) for ρ→∞ results in











+ O(w2) . (C.20)
























Going through the same steps as we did in section 4.5, one easily obtains the
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