This paper considers spatial autoregressive (SAR) binary choice models in the context of panel data with correlated random effects, where the latent dependent variables are spatially correlated and the individual effects are assumed to be stationary. Without imposing any parametric structure of the error terms, this paper proposes a smoothed spatial maximum score (SSpMS) estimator which consistently estimates the model parameters up to scale. The identification of parameters is obtained when the disturbances are time-stationary and the explanatory variables vary enough over time, along with an exogenous and time-invariant spatial weight matrix. Consistency and asymptotic distribution of the proposed estimator are also derived in this paper. Finally, a Monte Carlo study indicates that the SSpMS estimator performs quite well in finite samples. JEL classification: C14 C21 C23 C25 R15
Introduction
This paper considers a spatial autoregressive binary choice panel model of the form y * it,n = λ 0 n j=1 w ij,n y * jt,n + x it,n β 0 + α i,n + it,n , i = 1, . . . , n, t = 1, . . . , T, (1) where y * it,n is the latent dependent variable that links to the observed binary outcome y it,n such that y it,n = 1 if y * it,n > 0 and y it,n = 0 otherwise. x it,n are observed exogenous regressors for the individual i in the t-th period, 1 and W n = (w ij,n ) is an n × n timeinvariant exogenous spatial weight matrix whose elements are all nonnegative. As usual, a proper normalization has w ii,n = 0 for all i. λ 0 is a parameter to capture the spatial effect, α i,n is the individual effect which is unobserved and allowed to be correlated with the regressors in an arbitrary way, and it,n is the idiosyncratic individual error term.
This spatial model is an equilibrium model with endogenous interaction effects among the unobserved dependent variable.
The spatial binary choice model is useful when a researcher allows the outcome of an agent's decision to be determined with that of neighboring agents. It has been increasingly used in spatial econometrics literature, especially for the spatial probit model. The most popular specification is the spatial lag probit model, which is the cross-sectional version of model (1). Many studies have considered this model from a methodological viewpoint: McMillen (1992) , LeSage (2000) , Pace and LeSage (2011) among others, there are also some empirical studies using this model, such as Beron et al. (2003) , and Mukherjee and Singer (2008) . Moreover, Klier and McMillen (2008) replace the probit by the logit specification. Most recently, Qu and Lee (2012) and Elhorst et al. (2013) conduct an important variant of the cross-sectional spatial lag probit model in the following form:
y * i,n = λ 0 n j=1 w ij,n y j,n + x i,n β 0 + i,n , where the latent dependent variable y * i,n depends errors is usually normalized to one, as it cannot be separately identified with the parameter β 0 . This spatial error probit model has been studied by Beron and Vijverberg (2004) , Fleming (2004) , Klier and McMillen (2008) , among others. Moreover, Bolduc et al. (1997) consider the logit specification in their empirical application such that the probability of Pr(y = 1) has an analytical solution.
The main assumption of existing estimation methods for the spatial binary choice models is that distribution of i,n conditional on {x i,n } n i=1 is known up to a finite set of parameters. For example, it is often asssumed that i,n has either a normal or a logistic distribution. However, when the distribution of i,n is misspecified, estimation methods that require specifying the distribution of i,n yield inconsistent estimators. Furthermore, even if the model is correctly specified, likelihood based estimation methods may suffer from the multi-dimensional integration problem as the individual error terms are dependent on each other. Many attempts have been made to solve this problem, see Elhorst et al. (2013) for a careful review.
Moreover, estimation would become much more difficult if a context of panel data with fixed effects or correlated random effects is considered. Even if the distribution of the errors is correctly specified and there is no spatial dependence, consistently estimating parameters in binary choice panel models with fixed effect requires clever estimators, such as conditional logit estimation (Chamberlain, 1984) or maximum score estimator (Manski, 1987; Charlier et al., 1995) . These methods could either generate a conditional likelihood function without fixed effects or eliminate the fixed effects by some relationship based on the expectation of dependent variables. However, to my best knowledge, whether these methods still work or not when there is spatial dependence is still unknown, and so far there have been no formal studies on the asymptotic properties of the estimators of model (1).
In this paper, I consider a correlated random effects spatial autoregressive (SAR) binary choice model (1), where the only assumption imposed on the errors is time stationarity rather than any parametric assumption. Based on this assumption and the exogeneity of a time-invariant spatial weight matrix, a similar condition to Lemma 1 in Manski (1987) is derived in this paper. Therefore, a spatial maximum score estimator is defined, analogous to that of Manski (1987) , which can be smoothed by replacing the sign function with a continuous function, as in Horowitz (1992) . The proposed smoothed spatial maximum score (SSpMS) estimator is currently the only available consistent estimator for model (1) . Although the SSpMS estimator cannot be extended to cross-sectional SAR binary choice models, it is applicable to correlated random effects SAR binary choice models with arbitrarily spatial correlation in the errors-when such spatial correlation is time-invariant and satisfies some "fading memory" property as described in section 3.2. Finally, the SSpMS estimator is a general estimator that includes Charlier et al. (1995) 's smoothed maximum score estimator without spatial correlation as a special case.
The rest of the paper is organized as follows. Section 2 provides the model specification and the suggested SSpMS estimator. Section 3 proves identification, consistency and asymptotic normality of the proposed estimator. Section 4 presents the results of a Monte Carlo investigation of finite-sample properties of the estimators and Section 5 concludes.
All the proofs are provided in the appendices.
At this point, it is convenient to introduce some notation. To write model (1) in matrix notation, we denote Y * nt = (y * 1t,n , . . . , y * nt,n ) , Y nt = (y 1t,n , . . . , y nt,n ) , X nt = (x 1t,n , . . . , x nt,n ) , X = (X n1 , . . . , X nT ), α n = (α 1,n , . . . , α n,n ) , and nt = ( 1t,n , . . . , nt,n ) .
Denote S n (λ) = I n − λW n , and S n = I n − λ 0 W n , where I n is the identity matrix.
Description of the Estimator
To motivate the estimator, we consider the simplest case when there are only two time periods (t = 1, 2). Suppose that the inverse of matrix S n exists, rearrange equation (1) and rewrite it in matrix notation. The equilibrium vector Y * nt is then
Denote˜ nt = S −1 n nt ,˜ nt is an n × 1 vector of linear combinations of the error terms for all individuals. Let e i,n denote an n × 1 vector with the i-th element equal to one and all other elements equal to zero, then˜ it,n = e i,n S −1 n nt is the i-th element of˜ nt . Under the conditional stationarity assumption that n1 and n2 are identically distributed conditional on (α n , X), we know that˜ n1 and˜ n2 also have the same distribution. Therefore, we obtain the following relationship for each individual i, which is similar to Lemma 1 of Manski (1987) 2 E[y i1,n − y i2,n |α n , X] > 0 if and only if e i,n S −1 n X n1 β 0 > e i,n S −1 n X n2 β 0 , E[y i1,n − y i2,n |α n , X] = 0 if and only if e i,n S −1 n X n1 β 0 = e i,n S −1 n X n2 β 0 , E[y i1,n − y i2,n |α n , X] < 0 if and only if e i,n S −1 n X n1 β 0 < e i,n S −1 n X n2 β 0 .
(3)
Similar to Manski (1987) Lemma 3, under Assumption 1-4 (listed in section 3.1), conditions
(3) imply that the true parameter θ 0 = (λ 0 , β 0 ) is the unique maximizer of
where θ = (λ, β ) , ∆y i,n = (y i1,n − y i2,n ), ∆X n = X n1 − X n2 , and sgn(x) = 1 if x ≥ 0 and −1 otherwise. Apparently, θ 0 is also the unique maximizer of the average of G i (θ), that is
A consistent estimator of the parameter θ 0 can be obtained by maximizing the following objective function:
∆y i,n sgn e i,n S −1 n (λ)∆X n β .
Observe that the behavior of G * n (·) is unaffected by removing observations having y i1,n = y i2,n , thus, the estimator maximizing G * n (·) is a conditional maximum score estimator.
However, it is difficult to derive its asymptotic distribution as the score function is a step function. Chamberlain (1986) has shown that there is no n −1/2 -consistent estimator of β 0 under Manski's assumptions. Horowitz (1992) then modifies Manski's maximum score estimator (Manski, 1985) , under somewhat stronger but still very weak assumptions, by smoothing the score function to be continuous and differentiable, and shows that the 2 A similar result as Corollary of Manski (1987) could also be obtained immediately as
Med (yi1,n − yi2,n|X, yi1,n = yi2,n) = sgn{e i,n S −1 n (λ)∆Xnβ},
where Med (yi1,n − yi2,n|X, yi1,n = yi2,n) denotes the median of yi1,n − yi2,n, conditional on X and on the event yi1,n = yi2,n.
convergence rate of the smoothed maximum score estimator is at least as fast as n −2/5 and, depending on how smooth the distribution of i,n and x it,n β 0 are, can be arbitrarily close to n −1/2 . 3 In the context of panel data models with fixed effects, Charlier et al. (1995) investigate the smoothed version of Manski (1987) 's estimator and indicate that maximizing G * n (θ) boils down to maximizing
This objective function can then be smoothed by
where K(·/σ n ) is some smooth function that converges to the indicator function as n → ∞, and σ n is a sequence of strictly positive real numbers satisfying lim n→∞ σ n = 0. Note that K(·/σ n ) could be a cumulative distribution function such as the cumulative standard normal distribution function Φ(·/σ n ), as in Horowitz (1992) , and σ n can be viewed as the bandwidth.
Remark 1. Apparently, when there is no spatial effect (λ 0 = 0), then the SSpMS estimator that maximizes equation (7) degenerates to the standard smoothed maximum score estimator for panel models, as in Charlier et al. (1995) .
Moreover, the identification and estimation strategy described above also works for models with arbitrarily spatially correlated errors, if the spatial correlation is time stationary and satisfies the "fading memory" property as stated in the next section. For example, the mixed spatial lag and spatial error binary choice models with correlated random effects:
Suppose that the inverse of matrices S n1 = (I − λ 0 W n,1 ) and (I − ρ 0 W n,2 ) exist and the spatial weight matrices W n,1 and W n,2 are time-invariant. Rearranging the above equation 3 Recently, Jun et al. (2013) propose a classical Laplace estimator as alternative that provides a unified method of smoothing for a large class of 3 √ n consistent estimators and which can have computational advantages, e.g. in the maximum score case. and rewriting it in matrix notation, we have
As in equation (3), when there are only two time periods, (t = 1, 2) and n1 and n2 are identically distributed conditional on (α n , X), then¯ n1 and¯ n2 also have the same distribution, where¯ it,n = e i,n S −1 n1 (I n − ρ 0 W n,2 ) −1 nt . Therefore, we could also obtain the same relationship for each individual i as in equation (3). The identification and estimation strategy will be exactly the same as I dicussed previously, however, the parameter ρ 0 can not be estimated in this case.
In addition, when β 0 = 0, the model degenerates to a spatial binary choice models without covariates. In this case, the spatial effect λ 0 is not identified without imposing additional assumptions on the error terms. Another point that we should notice is that the identification strategy described in this paper cannot be applied to the cross sectional spatial binary choice models directly.
Finally, when the time periods are more than two, but finite, the SSpMS estimator can be defined analogously to that of Charlier et al. (1995) by
is observed, and zero otherwise.
Therefore, c its = 1 if both {(y it,n , x it,n )} and {(y is,n , x is,n )} are observed and zero otherwise. The inclusion of c its is to make the SSpMS estimator applicable to an unbalanced panel, which is common in applications.
Remark 2. Note that G * n (θ) is equivalent to the absolute loss objective function min θ 1 n n i=1 ∆y i,n − sgn e i,n S −1 n (λ)∆X n β · 1{y i1,n = y i2,n }, and the squared loss objective function min θ 1 n n i=1 ∆y i,n − sgn e i,n S −1 n (λ)∆X n β 2 · 1{y i1,n = y i2,n }.
ing the objective function and observations with {y i1,n = y i2,n } are included to improve efficiency, we can define a spatial nonlinear least square (SpNLLS) probit estimator as
The main advantage of this procedure is that the standard NLLS objective function can be extended to the case with spatial correlation, and the standard software packages, such
as Stata, can be easily adjusted to compute the SpNLLS probit estimator.
3 Identification and Asymptotic Properties
Identification
In this subsection, identification of parameters in model (1) is provided, and the definition of identication is similar as in Manski (1987) .
if there exists a set of ∆X n values having positive F ∆Xn probability such that condition (3) does not hold for some i, when (λ, β ) is substituted for (λ 0 , β 0 ) . Let V i,(λ, β) = ∆X n ∈ R q : sgn(e i,n S −1 n (λ)∆X n β) = sgn(e i,n S −1 n ∆X n β 0 ) ,
then (λ 0 , β 0 ) is identified relative to (λ, β ) if there is some i = 1, . . . , n, such that
Assumption 1. i). F i1 |αn, X = F i2 |αn, X for all i and (α n , X).
ii). The support of F i1 |αn, X is R for all i and (α n , X).
Assumption 2. i). The support of F ∆Xn is not contained in any proper linear subspace of R q .
ii). There exists at least one q ∈ [1, 2, . . . , q] such that β 0,q = 0, and for almost every value of ∆x i,n = ∆x i,1,n , ∆x i,2,n , . . . , ∆x i,q −1,n , ∆x i,q +1,n , . . . , ∆x i,q,n , the scalar random variable ∆x i,q ,n has everywhere positive Lebesgue density conditional on ∆x i,n for all i = 1, 2, . . . , n and conditional on ∆x j,q ,n for all j = i.
Assumption 3. The matrix S n (λ) = I n − λW n is nonsingular for all λ ∈ Λ.
Assumptions 1 and 2 have the same forms as Assumptions 1 and 2 in Manski (1987) , except that we have different conditionings. As in assumption 1 i), it,n is stationary not only conditional on its own characteristics, but also conditional on the characteristics of other individuals. Such conditioning also appears in Assumption 2, and is necessary because there is spatial correlation between individuals, which is obvious if we assume the process {x it,n , α i,n , it,n } is strong mixing as in section 3.2. Assumption 1 ii) guarantees that the event y i1,n = y i2,n occurs with positive probability for all α n . Assumption 2 i) is the familiar full-rank condition that prevents a global failure of identification, and part ii)
is a substantive restriction, which implies that ∆X n β has everywhere positive density for all β such that β q = 0. Assumption 3 guarantees that the system (1) has an equilibrium and matrix S n (λ) is invertible.
Assumption 4. For λ =λ 0 and β =0, it holds that
1 Pr e i,n S −1 n (λ) − e i,n S −1 n ∆X n β = 0 > 0 > 0.
Although for any fixed sample size n, identification only requires that there is at least one i satifying condition (9), identification may fail for some extreme spatial weight matrices when n tends to infinity. For instance, a trivial case is that identification of λ 0 fails if W n = 0. Therefore, failure of identification of λ 0 may occur if the matrix W n becomes sufficiently sparse as n → ∞. A sufficient technical condition to prevent identification failure is Assumption 4, which precludes the case that the fraction of individuals, with e i,n S −1 n (λ) and e i,n S −1 n have the same elements for some λ = λ 0 , decays to zero as n tends to infinity. Note that β = 0 is excluded in Assumption 4, otherwise, λ 0 is not identified as described in remark 1.
Identification of θ 0 requires that there is a positive probability such that e i,n S −1 n (λ)∆X n β has a different sign with e i,n S −1 n ∆X n β 0 . As Assumption 2 imposes no condition on the parameter vector θ 0 except that β 0,q = 0, it is possible for e i,n S −1 n (λ)∆X n β to have bounded support for all θ, given sharper bounds on θ 0 . Therefore, θ 0 is identified, which is stated in the following Lemma. Clearly, the scale of β 0 is not identified. To see this, we can simply set λ = λ 0 , then the identification problem degenerates to that of Manski (1987) . As in estimation, the usual way is to normalize β 0,q = 1 such that the other elements of β 0 are point identified, we only consider the case β q = 0.
where β/||β|| = β 0 /||β 0 || and β q = 0.
Consistency
In this subsection, consistency of estimator that maximizes the objective function (7) is established. The main difficulty to prove the consistency is that the objective function (7) is based on a dependent and heterogeneous process. Therefore, some appropriate "fading memory" property must be guaranteed to support laws of large numbers and uniform laws of large numbers, and the "fading memory" property in this paper is near epoch dependence, which is defined in Definition 1.
To proceed, we need to first define the space and metric (which are not restricted to physical space and distance) for the convenience of analyzing the spatial correlation structure. Following the setting in Prucha (2009, 2012) on the development of statistical theory for spatial mixing and near epoch dependent (NED) processes, we list the following assumption. 4
Assumption 5. Individual units in the economy are located or living in a region D n ⊂ D ⊂ R d , where the cardinality of D n satisfies lim n→∞ |D n | = ∞. The distance d(l i , l j ) between any two different individuals i's location l i and j's location l j is larger than or equal to a specific positive constant, without loss of generality, say, 1.
The assumption of a minimum distance ensures the growth of the sample size as the sample regions D n = {l 1 , . . . , l n } ⊂ D expand, which means the asymptotic method in this paper is increasing domain asymptotic rather than infilled asymptotic.
The models considered in this paper are actually the Cliff and Ord (1981) type model, which is one of the common aproaches to model cross-sectional dependence in the econometrics literature. In the Cliff-Ord type models, the spatial weights w ij,n depend on some measure of distance and decline as the distance increases. Under Assumption 3, model (1) is then y it,n = 1{e i,n S −1 n [X nt β 0 + α n + nt ] > 0}, where e i,n S −1 n could be denoted by a vector (a i1,n , . . . , a in,n ). Although the output process y it,n only depends on a finite number of elements of the input process η it,n = (x it,n , α i,n , it,n ) for fixed n, the mixing property of η it,n may not carry over to y it,n . The reason is that the number of elements composing the spatial lags grows unboundedly with the sample size so that the mixing property can break down in the limit. This is especially important when analyzing the asymptotic properties of Cliff-Ord type processes. Therefore, towards establishing that {y it,n , l i ∈ D n } is NED on {η it,n , l i ∈ D n }, we maintain the following assumptions:
Jenish and Prucha (2012) 5 show that a sufficient condition for (10) is that for some γ > 0,
A similar condition has been used recently by Kelejian and Prucha (2007) , and should be satisfied in a wide range of applications. It is slightly stronger than the typical assumption in the Cliff-Ord literature which imposes that the row and column sums of the absolute elements of the matrix S −1 n are uniformly bounded as in Assumption 7 ii). Now I define the near epoch dependence of random variables y it,n based on a process of random variables η it,n as follows:
Definition 1. Random variables y it,n , i = 1, . . . , n, t = 1, 2 are called near epoch dependent
where d t is a sequence of positive constants, ν(m) ≥ 0 with lim m→∞ ν(m) = 0, and i,n (m) = σ (η jt,n : d(l i , l j ) ≤ m) is the σ field generated by the random variables η jt,n located in the m-neighborhood of location l i .
The idea behind the near epoch dependence condition is that given the m-neighborhood of input variables η it,n , y it,n should be predictable up to arbitrary accuracy. That is, the approximation error declines "sufficiently fast" as the conditioning set of input variables expands. The base process η it,n needs to satisfy a condition such as strong or uniform mixing or independence.
Assumption 6. {η it,n }, i = 1, . . . , n, t = 1, 2, is a strictly stationary strong mixing process with α-mixing coefficient α(m) 6 .
Proposition 1. Under Assumptions 1, 3-6 and conditions (10)-(11), the process {y it,n }, {∆y i,n }, and {sgn(e i,n S −1 n (λ)∆X n β)} are uniformly NED on the process {η it,n }.
Remark 3. Proposition 1 shows that y it,n is a sequence of 0/1 valued random variable that is near epoch dependent on η it,n . Then (y it,n , η it,n ) is strong mixing by Theorem 2 of de Jong and Woutersen (2011) , and the mixing property of (y it,n , η it,n ) will be used in the proofs for consistency and asymptotic normality of the smoothed spatial maximum score estimator. Although {y it,n } is strong mixing, it is not stationary as the inverse spatial weights e i,n S −1 n (λ) are different for each individual i in general. One example for {y it,n } to be stationary is where the spatial correlation only exists within groups of the same size, and equal weights are assigned for individuals in the same group.
ii). The sequence {W n } and {S −1 n } are uniformly bounded in both row and column sums; 7 6 The definition of α-mixing can be found in Definition 1 of Jenish and Prucha (2009) 
The notions of uniform boundedness can be defined in terms of some matrix norms: the maximum column matrix norm || · ||1 of a n × n matrix A = (aij) is defined as ||An||1 = max 1≤j≤n n i=1 |aij|, and the maximum row sum matrix norm || · ||∞ is ||An||∞ = max 1≤i≤n n j=1 |aij| (see Horn and Johnson (1985) , pp.294-295). The uniformly boundedness of {An} in column (resp. row) sums is equivalent to the sequence {||An||1} (resp. {||An||∞}) being bounded.
Lemma A.2 of Lee (2004) shows that, for any weights matrix, ||λ0Wn||1 < 1 and ||λ0Wn||∞ < 1 for all n, are sufficient conditions for S −1 n to be uniformly bounded in both row and column sums. Because a matrix norm ||·|| has the submultiplicative property that ||AnBn|| ≤ ||An||·||Bn||, Assumption 7 guarantees that products of matrices in our analysis such as S −1 n WnS −1 n and S −1 n WnS −1 n WnS −1 n , etc., will be uniformly bounded in row and column sums.
iii). {S −1 n (λ)} are uniformly bounded in either row or column sums, uniformly in λ in a compact parameter space Λ. The true parameter λ 0 is in the interior of Λ.
The uniform boundedness condition of S −1 n in Assumption 7 ii) implies that S −1 n (λ)
are uniformly bounded in both row and column sums uniformly in a neighborhood of λ 0 (Lee, 2004) . Assumption 7 i) and iii) are needed to deal with the nonlinearity of K e i,n S −1 n (λ)∆X n β/σ n as a function of λ and β. The parameter space Λ × B is usually assumed to be a compact convex subset of R q for a nonlinear extremum estimation. This assumption is required for the uniform convergence of the sample average objective function in the proof of consistency (Amemiya, 1985) . However, Wang and Lee (2013) mention that relaxation of this assumption would be an important issue of future research as it does not cover leading specification for the parameter space of λ, which is often taken to be an open set, e.g., (−1, 1).
Under Assumptions 1-7, the following theorem shows the consistency of the smoothed spatial maximum score estimator.
Theorem 1. Let Assumptions 1-7 hold. Let θ n be a solution to
where G n (θ; σ n ) = 1 n n i=1 ∆y i,n K e i,n S −1 n (λ)∆Xnβ σn and θ = (λ, β ) , then θ n → p θ 0 . If in addition the strong mixing coefficients satisfy α(m) ≤ Cm −r for positive constants C and r, then θ n → a.s. θ 0 .
Asymptotic Normality
In this subsection, the asymptotic normality of the smoothed spatial maximum score estimator is establised, and the approach is analogous to that of Horowitz (1992) and de Jong and Woutersen (2011) except that the asymptotic properties are built on a dependent and heterogenous process while the process in Horowitz (1992) is i.i.d and the process in de Jong and Woutersen (2011) is dependent but stationary.
Let Assumptions 1−3 hold, and suppose K(·) is twice differentiable everywhere. Then G n (θ; σ n ) is twice differentiable with respect toθ = (λ,β ) , whereβ = (β 1 , . . . , β q−1 ) .
Assumption 7 ensures thatθ 0 is an interior point ofΘ. Define T n (θ; σ n ) = ∂G n (θ; σ n )/∂θ, and Q n (θ; σ n ) = ∂ 2 G n (θ; σ n )/∂θ∂θ . Let θ n ≡ (θ n , β n,q ) denote a solution to problem (13), then with probability approaching 1 as n → ∞,θ n is an interior point ofΘ, β n,q = β 0,q = ±1 and T n (θ n ; σ n ) = 0. A Taylor series expansion of T n (θ n ; σ n ) yields 8
where θ * n is between θ n and θ 0 . Similar to Horowitz (1992) , if there is a real function ρ(n)
such that ρ(n)T n (θ 0 ; σ n ) converges in distribution as n → ∞, and suppose Q n (θ * n ; σ n )
converges in probability to a nonsingular and nonstochastic matrix Q. Then
Thus, we know thatθ n −θ 0 converges to 0 at the rate of ρ(n) −1 , and ρ(n)(θ n −θ 0 ) is distributed asymptotically as −Q −1 ρ(n)T n (θ 0 ; σ n ).
Let z i,n = e i,n S −1 n ∆X n β 0 = e i,n S −1 n ∆X nβ0 + e i,n S −1 n ∆X n,q , then there is a one-to-one relation between ∆X n , Z n and ∆X n for any fixed θ 0 , where Z n = (z 1,n , . . . , z n,n ) . Denote Z −i,n = (z 1,n , . . . , z i−1,n , z i+1,n , . . . , z n,n ) andZ i = {∆X n , Z −i }. By Assumption 2, the distribution of z i,n conditional onZ i has everywhere positive density with respect to Lebesgue measure for almost everyZ i and i = 1, . . . , n. Let p i (z i,n |Z i ) denote this density. For each positive integer j, define p (j) i (z i,n |Z i ) = ∂ j p i (z i,n |Z i )/∂z j i,n whenever the derivative exists, and define p
i (z i,n |Z i ) = p i (z i,n |Z i ). Let P i denote the cumulative distribution function ofZ i , and let F i (·|z i,n ,Z i ) denote the cumulative distribution 
The Mean-Value Theorem is applied componentwise.
whereB 1,i = e i,n S −1 n W n S −1 n ∆X n β 0 , e i,n S −1 n ∆X n and
Assumption 8 ii) For some sequence m n ≥ 1 and s > 4, when n → ∞,
Assumption 9. For all vectors ξ such that |ξ| = 1, E|ξ B 1,i | s < ∞ for some s > 4 and all i.
These two assumptions are identical to Assumptions 6 and 7 of de Jong and Woutersen (2011) . They strengthen the fading memory conditions of Assumption 6 in order to establish asymptotic normality.
The following assumptions are analogous to Assumptions 7-11 of Horowitz (1992) :
Assumption 10. i) K(·) is twice differentiable everywhere, |K (·)| and |K (·)| are uniformly bounded, and each of the following integrals over (−∞, ∞) is finite:
ii) For some integer h ≥ 2 and each integer k
iii) For any integer k between 0 and h, any γ > 0, and any sequence {σ n } converging to 0,
Assumption 11. For all i and each integer k such that 1 ≤ k ≤ h − 1, all z i,n in a neighborhood of 0, almost everyZ i , and some M < ∞, p
i (z i,n |Z i ) exists and is a continuous function of z i,n satisfying p
all z i,n and almost everyZ i .
Assumption 12. For all i and each integer k such that 1 ≤ k ≤ h, all z i,n in a neighborhood of 0, almost everyZ i , and some M < ∞, F
i (−z i,n |z i,n ,Z i ) exists and is a continuous function of z i,n satisfying F
Assumption 13. The true parameterθ 0 is an interior point ofΘ.
Assumption 14. The matrix Q is negative definite.
In addition to the above assumptions, we still need the following two assumptions that are similar to Assumptions 13 and 14 in de Jong and Woutersen (2011) . The first assumption is needed to ensure proper behavior of covariance terms, and the second assumption on K (·) is needed to formally show a uniform law of large numbers for the second derivative of the objective function.
Assumption 15. The conditional joint density p(z i,n , z j,n |Z i ,Z j ) exists and is continuous at (z i,n , z j,n ) = (0, 0) for all i = j.
Assumption 16. K (·) satisfies, for some µ ∈ (0, 1] and L ∈ [0, ∞) and all x, y ∈ R,
The main results concerning the asymptotic distribution of the smoothed spatial maximum score estimator are given by the following theorem.
Theorem 2. Let Assumptions 1-16 hold for some h ≥ 2, then
n has a finite limit κ as n → ∞, then
In order to make the results of Theorem 2 useful in applications, the next theorem shows how A, D and Q could be consistently estimated from observations of (Y nt , X nt , W n ).
Theorem 3. Let θ n be a consistent smoothed spatial maximum score estimator based on
converges in probability to D; (c) Q n (θ n , σ n ) converges in probability to Q.
Theorem 2 indicates that the asymptotic bias of n h/(2h+1) (θ n −θ 0 ) is −κ h/(2h+1) Q −1 A if σ n ∝ n −1/(2h+1) , and this can be consistently estimated by −κ h/(2h+1) Q n (θ n , σ n ) −1 A n by Theorem 3. Therefore, an asymptotically unbiased estimator ofθ 0 , which is also called the bias-corrected smoothed spatial maximum score estimator, is
Another important issue in applications is choosing the bandwidth σ n , and no completely satisfactory solutions have been found for the well-known problem of bandwidth selection. Horowitz (1992) proposed that a possible choice of the bandwidth for smoothed maximum score estimator is (κ/n) 1/(2h+1) , whereκ is a consistent estimate of κ * . κ * is the asymptotically optimal value of κ that minimizes MSE of the smoothed maximum score estimator, as shown in part (c) of Theorem 2 in Horowitz (1992) , κ * = [trace(Q −1 ΩQ −1 D)]/(2hA Q −1 ΩQ −1 A) for any nonstochastic, positive semidefinite matrix such that A Q −1 ΩQ −1 A = 0. Therefore, the procedure of bandwidth selection is as follows. Given h, first choose any σ n ∝ n −1/(2h+1) to compute the smoothed maximum score estimate θ n , then use θ n and any σ * n ∝ n −δ/(2h+1) , (0 < δ < 1) to compute A n , D n , and Q n (θ n , σ n ). After that, estimate κ * from the formule given above by replacing A, D,
and Q with A n , D n , and Q n (θ n , σ n ). Finally, the bandwidth is given by (κ * /n) 1/(2h+1) .
In finite samples, E A n = A. The bias of A n consists of two components: one component is due to the use of a nonzero bandwidth to estimate A, and the other is due to the use of an estimate of θ 0 in the estimator of A. As suggested in Horowitz (1992) , only the second component of the bias can be removed by a corrected estimator of A, which is given by
Note that, the use of A * n instead of A n also improves the estimate of the asymptotically optimal bandwidth.
Monte Carlo Experiments
To investigate the finite sample properties of our estimator by a Monte Carlo study, the spatial binary choice SAR model is specified as y * it,n = λ 0 n j=1 w ij,n y * jt,n + x it,1,n + x it,2,n β 0 + α i,n + it,n
for t = 1 and 2, where x it,1,n is drawn from the standard normal distribution N (0, 1), and
x it,2,n from the chi-square distribution with one degree of freedom, normalized to have zero mean and unit variance, independent of each other, α i,n = 1 2 (x i1,2,n +x i2,2,n )+γ i,n with γ i,n is from N (0, 1) independent of other variables, and it,n is drawn from N (0, 1), independent of (x it,1,n , x it,2,n ), the observed dependent variable y it,n is generated by y it,n = 1 if y * it,n > 0 and y it,n = 0 otherwise. When the sample size is n = 49, the spatial weights matrix W n corresponds to the weights matrix for the study of crimes across 49 districts in Columbus, Ohio in Anselin (1988) . For large sample sizes of n = 490 and n = 980, the corresponding spatial weights matrices are block diagonal matrices with the preceding 49 × 49 matrix as their diagonal blocks, as in Lee (2007) . These correspond to the pooling, respectively, of ten and twenty separate districts with similar neighboring structures in each district.
Given that the coefficients of x could be estimated only up to scale, we set the coefficient of x it,1,n to one such that the coefficient of x it,2,n is point identified. In different cases of the Monte Carlo study, true parameters are β 0 = 1 and λ 0 = 0.3, 0.7, respectively. As the score function G n (θ, σ n ) can have many local extrema, so it is necessary to use a global optimization method such as tunneling (Levy and Montalvo, 1985) and generalized simulated annealing (Bohachevsky et al., 1986) . However, results reported here are based on grid search, the number of grid is 200, and the parameters are searched in intervals centered at their true values with width 0.9.
Tables 1-3 report results for comparing the performance of estimators discussed in this paper: the maximum score (MS), smoothed maximum score (SMS), spatial maximum score (SpMS), smoothed spatial maximum score (SSpMS), and spatial nonlinear least square (SpNLLS) probit estimators. For SMS, SSpMS and SpNLLS estimators, the bandwidth for each sample is selected as follows. For SSpMS, a cumulative normal distribution function is used and and compared with two bandwidth selection procedures. For SSpMS-1, bandwidth σ n is selected according to the procedure suggested by Horowitz (1992) and discussed in section 3.3. For SSpMS-2, bandwidth is selected by using Silverman's rule of thumb, σ n = 1.06 ·ŝ · n −1/5 , whereŝ is the sample standard deviation of y it,n . Finally, the bandwidth selection for SMS and SpNLLS estimators is also according to Silverman's rule of thumb.
The number of repetitions is 1000 for each case in this Monte Carlo experiment. The regressors are randomly redrawn for each repetition. In each case, we report the mean bias, median bias, root mean square errors (RMSE), and mean absolute deviation (MAD) of the empirical distributions of the estimates. N (0, 1) . In all the cases, the performance of the SpNLLS probit estimator is the worst, this is intuitive given that the SpNLLS probit estimator has a slower convergence rate and the bandwidth selection procedure may not be optimal. Although the spatial effects λ can not be estimated, the MS and SMS estimators for the estimation of β are better (for the case of small spatial correlation λ 0 = 0.3) than those of the SpMS and SSpMS estimators, respectively; nevertheless, the spatial estimators fight back for the case of large spatial correlation λ 0 = 0.7. The performances of SSpMS-1 and SSpMS-2 estimators are almost the same, which suggests that Silverman's rule of thumb is an effective bandwidth selection procedure for the SSpMS estimator. The SpMS estimator outperfoms the SSpMS estimators, especially for a small sample size (n = 49), where the ratios of RMSEs of SpMS estimator to those of the SSpMS estimators are roughly 50-60% and 20-30% for the estimates of λ and β, respectively. However, this ratio increases as the n increases, which is consistent with the findings in Horowitz (1992) for the (smoothed) maximum score estimators without spatial effect. Finally, the RMSEs of SSpMS estimators for the estimation of λ is even around 30% less than those of the SpMS estimator for the modest and large sample sizes.
The estimators are robust under heteroskedasticity and spatial errors. Table 2 reports simulation results under heteroskedasticity, where it,n = 1 + 2z 2 it,n + z 4 it,n u it,n /4, z it,n =
x it,1,n +x it,2,n , and u it,n is logistic with median 0 and variance 1. Table 3 reports simulation results with spatial errors, where nt = ρ 0 W n nt +v nt , v it,n are i.i.d. errors with distribution N (0, 1), ρ 0 = 0.5, and weight matrix W n is the same as in spatial lags. As we can see, the MS, SMS, SpMS and SSpMS estimators appear to perform better in the heteroskedasticity designs while the SpNLLS probit estimator stays the same, and all the estimators are robust under spatial errors.
In summary, the SpNLLS probit estimator performs the worst. Both the SpMS and the SSpMS estimators delivers a robust performance for various spatial autoregressive binary choice models. The SSpMS etimator can improve substantially and outperform the SpMS estimator with large sample sizes for the estimation of λ.
Conclusion
In this paper, new estimation procedures for spatial autoregressive binary choice panel models were proposed. The estimators were based on a modification of the (smoothed) maximum score estimator to the correlated random effects binary choice models without spatial effect. Asymptotic properties of the SSpMS estimator were derived. A simulation study indicates these estimators perform quite well for various spatial models in finite samples.
The work here suggests areas for future research. Although both SpMS and SSpMS es- The SpNLLS probit estimator may be an alternative in applications, although it has a slower rate of convergence, non-Gaussian limiting distribution (Blevins and Khan, 2013) , and relatively worse finite sample performance. Therefore, using bias correction procedures for the SpNLLS probit estimator or deriving other competing estimators may be the direction for future research.
Furthermore, it would be useful to explore a more effective bandwidth selection procedure than that suggested in (Horowitz, 1992) , as the SSpMS, especially for the biascorrected SSpMS, estimators are quite sensitive to the choice of bandwidth in finite samples.
Finally, Horowitz (2002) shows that the differences between the true and nominal levels of tests based on smoothed maximum score estimates can be very large in finite samples when first order asymptotics are used to obtain critical values, and the bootstrap provides asymptotic refinements. Thus, it is natural to ask whether this property carries on for the SSpMS estimator or not.
Appendix A: Notations
As ∂S −1 ∂λ = −S −1 ∂S ∂λ S −1 , we know that ∂e i,n S −1 n (λ) ∂λ = e i,n S −1 n (λ)W n S −1 n (λ).
where z i,n = e i,n S −1 n (λ)∆X n β, then
1{y i1,n = y i2,n } (1 − 2 · 1{y i1,n = 0, y i2,n = 1}) B i , then we have
1{y i1,n = y i2,n } (1 − 2 · 1{y i1,n = 0, y i2,n = 1}) B (1)
1{y i1,n = y i2,n } (1 − 2 · 1{y i1,n = 0, y i2,n = 1}) B (2) i (θ, σ n );
Proof of Lemma 1. Without loss of generality, let q = q and consider the case in which β 0,q > 0 (the case β 0,q < 0 is symmetric). For any (λ, β) ∈ Λ × R q , letβ = (β 1 , . . . , β q−1 ) andβ 0 = (β 0,1 , . . . , β 0,q−1 ). Denote e i,n S −1 n (λ) = (a i1,n (λ), a i2,n (λ), . . . , a in,n (λ)) and e i,n S −1 n = (b i1,n (λ 0 ), b i2,n (λ 0 ), . . . , b in,n (λ 0 )), as the inverse matrices S −1 n (λ) and S −1 n exist, so there exists at least one i such that vectors e i,n S −1 n (λ) and e i,n S −1 n do not have identical elements. For any fixed sample size n, identification only requires that there is at least one i such that R i (λ, β) > 0, for all (λ, β) ∈ Λ × R q with β/||β|| = β 0 /||β 0 || and β q = 0. Assumption 4, which guarantees the fraction of individuals satisfying condition (9) does not decay to zero, prevents the failure of identification when n goes to infinity. Therefore, to show the identification of θ 0 or R i (λ, β) > 0, it is sufficient to show that, either
Pr e i,n S −1 n (λ)∆X n β < 0 < e i,n S −1 n ∆X n β 0 or Pr e i,n S −1 n ∆X n β 0 < 0 < e i,n S −1 n (λ)∆X n β or both.
Given the existence of S −1 n (λ) and S −1 n , again there exists at least one element a ij,n (λ) = 0 and one element b ij ,n (λ 0 ) = 0. Apparently, there are four possible index sets: J, J , K, K , where a ij,n (λ) = 0, b ij,n (λ 0 ) = 0 for all j ∈ J; a ij ,n (λ) = 0, b ij ,n (λ 0 ) = 0 for all j ∈ J ; a ik,n (λ) = 0, b ik,n (λ 0 ) = 0 for all k ∈ K; a ik ,n (λ) = 0, b ik ,n (λ 0 ) = 0 for all k ∈ K ;
It is easy to see that
where A i,j = {a ij,n (λ)∆x j,n β < 0} = {a ij,n (λ)∆x j,nβ + a ij,n (λ)∆x j,q,n β q < 0}, B i,j = {b ij ,n (λ 0 )∆x j ,n β 0 > 0} = {b ij ,n (λ 0 )∆x j ,nβ0 + b ij ,n (λ 0 )∆x j ,q,n β 0,q > 0}, C i,k = {a ik,n (λ)∆x k,nβ + a ik,n (λ)∆x k,q,n β q < 0 < b ik,n (λ 0 )∆x k,nβ0 + b ik,n (λ 0 )∆x k,q,n β 0,q } for all j, j and k. For Pr e i,n S −1 n ∆X n β 0 < 0 < e i,n S −1 n (λ)∆X n β , we have A i,j = {a ij,n (λ)∆x j,n β > 0} = {a ij,n (λ)∆x j,nβ + a ij,n (λ)∆x j,q,n β q > 0}, C i,k = {b ik,n (λ 0 )∆x k,nβ0 + b ik,n (λ 0 )∆x k,q,n β 0,q < 0 < a ik,n (λ)∆x k,nβ + a ik,n (λ)∆x k,q,n β q } Under Assumption 2, the conditional probabilities of A i,j , A i,j , B i,j , and B i,j are always positive, given that β q = 0. For the positive conditional probability of C i,k and/or C i,k , there are four cases to consider, as we need to consider the different signs of a ik,n (λ) and b ik,n (λ 0 ):
(i) Case a ik,n (λ)β q < 0 and b ik,n (λ 0 ) > 0:
(ii) Case a ik,n (λ)β q < 0 and b ik,n (λ 0 ) < 0:
(iii) Case a ik,n (λ)β q > 0 and b ik,n (λ 0 ) > 0:
C i,k = −∆x k,nβ0 /β 0,q < ∆x k,q,n < −∆x k,nβ /β q ;
C i,k = −∆x k,nβ /β q < ∆x k,q,n < −∆x k,nβ0 /β 0,q ;
(iv) Case a ik,n (λ)β q > 0 and b ik,n (λ 0 ) < 0:
Under Assumption 2 and using the same argument as in the proof of Lemma 2 in Manski (1985) , we know that the conditional probabilities of C i,k and C i,k in cases (i) and (iv) are always positive. In cases (ii) and (iii), either the probability of C i,k or the probability of C i,k is positive. Without loss of generality, we assume the probability of C i,k is positive.
Recall that in equation (A.1),
as we just argued that each conditional probability in equation (A.2) is positive under Assumption 2, so we have
Therefore, (λ 0 , β 0 ) is identified relative to (λ, β) except those β that are scalar multiples of β 0 .
For the proof of Theorem 1, we need Proposition 1 and the following Lemmas.
Proof of Proposition 1. To prove the NED of {y it,n }, we first show the NED of y * it,n = e i,n S −1 n (λ) (X nt β + α n + nt ) = n j=1 a ij,n (λ) (x jt,n β + α j,n + jt,n ) .
By Assumption 6 and Theorem 14.1 9 of Davidson (1994) , the process v it,n = x it,n β +α i,n + it,n is strong mixing with α-mixing coefficient α(m). Then, by the Minkowski inequality,
where ν(m) = sup i j,d(l i ,l j )>m |a ij,n (λ)|, and d t = 2 sup j ||v jt,n || 2 . Therefore, {y * it,n } is NED because ν(m) → 0 as m → ∞ by equation (10).
For any > 0, let δ (0) denote the -neighborhood of 0, then we have the following inequality for the indicator function:
where the first inequality is followed by Theorem 10.12 10 of Davidson (1994) , the third line is by definition, the fourth line is by equation (A.4) , the last line is followed by equation (A.3). As these two terms converge to 0 when converges to 0 at a slower rate than ν(m), so the process {y it,n } is near epoch dependent.
The NED of process {∆y i,n } follows from Davidson (1994) Theorem 17.8, which is also applicable under spatial dependence, and the NED of {sgn(e i,n S −1 n (λ)∆X n β)} could be shown similarly as {y it,n }.
Lemma 2. Under Assumptions 1-4, define
E ∆y i,n sgn{e i,n S −1 n (λ)∆X n β} , then G(θ 0 ) > G(θ) for all θ = (λ, β) ∈ Λ × R q and n = 1, . . . , ∞, where β/||β|| = β 0 /||β 0 || and β q = 0.
Proof of Lemma 2. As in Manski (1987) Lemma 3, for all θ ∈ Θ,
E ∆y i,n sgn{e i,n S −1 n ∆X n β 0 } − sgn{e i,n S −1 n (λ)∆X n β} .
Conditions (3) imply that for all ∆X n , sgn{e i,n S −1 n ∆X n β 0 }E(∆y i,n |∆X n ) = |E(∆y i,n |∆X n )|.
Therefore,
Under Assumptions 1-4, E(∆y i,n |∆X n ) = 0 for almost all ∆X n . It now follows from Lemma 1 that G(θ 0 ) > G(θ) whenever β/||β|| = β 0 /||β 0 || and β q = 0. Note that it also holds for n → ∞, as Lemma 1 shows that identification holds in the limit.
Lemma 3. For all c ∈ R if (∆y i,n , ∆x i,n ) is strong mixing, then sup θ∈Θ 1 n n i=1 ∆y i,n 1{e i,n S −1 n (λ)∆X n β ≤ c} − E∆y i,n 1{e i,n S −1 n (λ)∆X n β ≤ c} → p 0.
In addition, if α(m) ≤ Cm −r for positive constants C and r, then convergence is almost surely.
Proof of Lemma 3. The proof is similar to the proof of Lemma 4 in de Jong and Woutersen (2011) , except that {∆y i,n } is a heterogenous rather than stationary strong mixing process.
We also apply the generic uniform law of large numbers of the Theorem of Andrews (1987) .
It requires compactness of the parameter space Θ, which is assumed by Assumptions 3 and 7; the summands (Eq * i (w i , θ) − Eq * i (w i , θ)) = 0.
Here we show the last result, denote q 1 i (w i , θ) = e i,n S −1 n (λ)∆X n β and K = sup i sup θ * ,d(θ, θ * )<ρ
because ∆x i,q,n has a continuous distribution. Moreover, note that q i (w i , θ), q * i (w i , θ) and Proof of Lemma 4. By equation (6), we have G * n (θ) = 1 n n i=1 ∆y i,n sgn e i,n S −1 n (λ)∆X n β = 2 n n i=1 ∆y i,n 1{e i,n S −1 n (λ)∆X n β ≥ 0} − 1 n n i=1 ∆y i,n , both terms satisfy a weak or strong uniform law of large numbers by Lemma 3.
Lemma 5. {G(θ)} ∞ n=1 is continuous at all θ = (λ, β ) such that β q = 0.
Proof of Lemma 5. G(θ) is continuous on θ ∈ Θ, uniformly over n ≥ 1, by the Theorem of Andrews (1987) and Lemma 3.
Lemma 6. Under Assumptions 1-7, |G n (θ; σ n ) − G * n (θ)| → p 0 uniformly over θ ∈ Θ. In addition, if α(m) ≤ Cm −r for positive constants C and r, then convergence is almost surely.
Proof of Lemma 6. As in Charlier et al. (1995) , here we actually adjusted the definition of G * n (θ) such that G * n (θ) = 1 n n i=1 ∆y i,n 1{e i,n S −1 n (λ)∆X n β ≥ 0} as in equation (6).
|G n (θ; σ n ) − G * n (θ)| = 1 n n i=1 ∆y i,n 1{e i,n S −1 n (λ)∆X n β ≥ 0} − K e i,n S −1 n (λ)∆X n β σ n ≤ 1 n n i=1 1{e i,n S −1 n (λ)∆X n β ≥ 0} − K e i,n S −1 n (λ)∆X n β σ n Under the uniform weak or strong law of large numbers for 1 n n i=1 1{|e i,n S −1 n (λ)∆X n β| < c} converging to 1 n n i=1 Pr{|e i,n S −1 n (λ)∆X n β| < c} (implied by Lemma 3), similar to Horowitz (1992 Lemma 4), we can easily show that |G n (θ; σ n ) − G * n (θ)| → 0 almost surely uniformly over θ ∈ Θ as n → ∞.
Proof of Theorem 1. For weak or strong consistency of (θ n → θ 0 ), it is sufficient to verify the following conditions: (i) {G(θ)} ∞ n=1 has a unique maximum at θ 0 ; (ii) The parameter space Θ is compact; (iii) {G(θ)} ∞ n=1 is continuous; (iv) |G n (θ) − G(θ)| → p 0 uniformly over θ ∈ Θ, and strong consistency can be obtained if this is replaced by sup θ∈Θ |G n (θ) − G(θ)| → a.s. 0.
Condition (i) is satisfied by Lemmas 1 and 2, condition (ii) is provided by Assumptions 3 and 7, condition (iii) is proved by Lemma 5, and condition (iv) is obtained by Lemmas 4 and 6.
For the proofs of Theorems 2 and 3, we need the following Lemmas:
Lemma 7. Let Assumptions 1-12 and 15 hold. Then Proof of Lemma 7. As we know that T n (θ 0 , σ n ) = 1 n n i=1 ∆y i,n B
(1) i (θ 0 , σ n ) = 1 n n i=1 1{y i1,n = y i2,n } (1 − 2 · 1{y i1,n = 0, y i2,n = 1}) B (1)
Pr{y i1,n = y i2,n }ˆ 1 − 2F i (−z i,n |z i,n ,Z i ) B
(1) i (θ 0 , σ n )p i (z i,n |Z i )dz i,n dP i (Z i ).
By Assumption 1, condition (3) and the Corollary of Manski (1987) , we can easily derive that Med (y i1,n − y i2,n |∆X n , y i1,n = y i2,n ) = sgn{z i,n }, so Med (∆˜ i,n |∆X n , y i1,n = y i2,n ) = 0 and F i (0|0,Z i ) = 0.5 for almost everyZ i and i = 1, . . . , n.
The proof of part (a) is analogous to that of Lemma 5 in Horowitz (1992) , the only adjustment is that we need the boundedness of matrices S −1 n and S −1 n W n S −1 n to guarantee the boundedness ofB i for applying Lebesgue's dominated convergence theorem. This is immediately from Assumption 7 and footnote 7.
To prove part (b), let first denote t n (θ 0 , σ n ) = 1 n n i=1 1{y i1,n = y i2,n }B (1) i (θ 0 , σ n ), then V n (T ) =V ar (nσ n ) 1/2 T n (θ 0 , σ n ) =nσ n E t n (θ 0 , σ n )t n (θ 0 , σ n ) + o(1)
i (θ 0 , σ n )B
(1) i (θ 0 , σ n ) Pr{y i1,n = y i2,n } + σ n n n i=1 j =i
E B
(1) i (θ 0 , σ n )B
(1) j (θ 0 , σ n ) Pr{y i1,n = y i2,n } Pr{y j1,n = y ij2,n } + o(1) =D n1 + D n2 + o(1). D n1 = 1 nσ n n i=1 E K z i,n σ n 2B 1,iB 1,i Pr{y i1,n = y i2,n } = 1 nσ n n i=1 Pr{y i1,n = y i2,n }ˆ K z i,n σ n 2B 1,iB 1,i p i (z i,n |Z i )dz i,n dP i (Z i ) → D by Lebesgue's dominated convergence theorem and Assumptions 8-11. Lemma 7 of de Jong and Woutersen (2011) shows that D n2 is asymptotically negligible. This finishes the proof of part (b). n → ∞ has a finite limit κ as n → ∞, (nσ n ) 1/2 T n (θ 0 ; σ n ) converges in distribution to M V N (κ 1/2 A, D).
Analogously to Horowitz (1992) and de Jong and Woutersen (2011) , define g i (ζ) = 1{y i1,n = y i2,n } (2 · 1{y i1,n = 1, y i2,n = 0} − 1)B 1,i K z i σ n + ζ B 1,i .
Lemma 9. If (y it,n , x it,n ) is strong mixing with strong mixing sequence α(m), and there exists a sequence m n ≥ 1 such that σ −3(p+q−1) n σ −2 n n 1/s α(m n ) + (log(nm n )) n 1−2/s σ 4 n m −2 n −1 → 0. Lemma 10. Let Assumptions 1-16 hold, and define φ n = (θ n −θ 0 )/σ n , where θ n is a smoothed spatial maximum score estimator. Then plim n→∞ φ n = 0.
Proof of Lemma 10. This follows from Lemma 9 and the reasoning of Lemma 8 in Horowitz (1992) .
