A number of active queue management algorithms for TCP/IP networks such as RED, SRED, DRED and SDRED have been proposed in the past few years. This article presents a comparative study of these algorithms using simulations. The evaluation is done using the OPNET Modeler, which provides a convenient and easy-touse platform for simulating largescale networks. The performance metrics used in the study are queue size, packet drop probability, and packet loss rate. The study shows that, among the four algorithms, SRED and DRED are more effective at stabilizing the queue size and controlling the packet loss rate while maintaining high link utilization. The benefits of stabilized queues in a network are high resource utilization, bounded delays, more certain buffer provisioning, and traffic-load-independent network performance in terms of traffic intensity and number of TCP connections.
INTRODUCTION
Active queue management has been recommended by the Internet Engineering Task Force (IETF) as a way of mitigating the above stated performance limitations of TCP over drop-tail networks. Random Early Detection (RED) is the first active queue management algorithm proposed for deployment in TCP/IP networks. The basic idea behind an active queue management algorithm is to convey congestion notification early to the TCP endpoints so that they can reduce their transmission rates before queue overflow and sustained packet loss occur. It is now widely accepted that a RED controlled queue performs better than a drop-tail queue. However, RED has some parameter tuning issues that need to be carefully addressed for it to give good performance under different network scenarios. As a result several algorithms, like Stabilized RED (SRED) & Dynamic RED (DRED), have been developed as alternatives to RED. Although these algorithms also control congestion by discarding packets with a load dependent probability whenever a queue in the network appears to be congested, they are designed with the objective of maintaining stabilized network queues, thereby minimizing occurrences of queue overflows and underflows, and providing high system utilization. The Stabilized Dynamic RED (SDRED) active queue management algorithm proposed also has similar objectives and is discussed in this article. However, unlike SRED and DRED, this new active queue management algorithm uses a combination of two protocols and control approach to compute the drop probabilities used to discard packets during times of queue congestion. The main objective of this article is to present a comparative analysis of the performance of the RED, SRED, DRED and SDRED algorithms using the OPNET Modeler.
This simulation tool enables us to compare the performance of the algorithms by examining queue sizes, drop probabilities, and packet loss rates. We believe a comparative study of this kind can provide a better understanding of the active queue management algorithms proposed for TCP/IP congestion control.
Random Early Detection (RED)
Random early detection (RED), also known as random early discard or random early drop is an active queue management algorithm. It is also a congestion avoidance algorithm.
In the traditional tail drop algorithm, a router or other network component buffers as many packets as it can, and simply drops the ones it cannot buffer. If buffers are constantly full, the network is congested. Tail drop distributes buffer space unfairly among traffic flows. Tail drop can also lead to TCP global synchronization as all TCP connections "hold back" simultaneously, and then step forward simultaneously. Networks become underutilized and flooded by turns. RED addresses these issues.
It monitors the average queue size and drops (or marks when used in conjunction with ECN) packets based on statistical probabilities. If the buffer is almost empty, all incoming packets are accepted. As the queue grows, the probability for dropping an incoming packet grows too. When the buffer is full, the probability has reached 1 and all incoming packets are dropped.
RED is more fair than tail drop, in the sense that it does not possess a bias against bursty traffic that uses only a small portion of the bandwidth. The more a host transmits, the more likely it is that its packets are dropped. Early detection helps avoid global synchronization.
International Journal of Computer Applications (0975 -8887)
Volume 6-No.11, September 2010 
Stabilized RED (SRED)
The SRED algorithm is designed to stabilize the queue size at a level independent of the number of active connections. In SRED, the packet drop probabilities are computed from estimates of the number of active flows and the instantaneous queue size. The number of active flows in the queue is estimated using a simple form of flow cache (called the zombie list). The zombie list is equivalent to a list of M recently seen flows augmented with a count and timestamp field. Starting with an empty list, for every arriving packet, the packet flow identifier (source address, destination address, source port number, destination port number, etc.) is added to the list, the count of the zombie is set to zero, and its timestamp is set to the arrival time of the packet.
The estimation process works as follows once the list is full. Whenever a packet arrives, it is compared with a randomly selected zombie in the zombie list. A "hit" is declared if the arriving packet's flow matches the zombie. In this case the count of the zombie is increased by one, and the timestamp is reset to the arrival time of the packet in the buffer. A "no hit" is declared if there is no match, and in this case, with probability p the flow identifier of the packet is overwritten over the zombie chosen for comparison.
SRED -Simulation using OPNET
Queue Size in Packets is shown in this simulation 
Dynamic RED (DRED)
The DRED algorithm uses a simple feedback control approach to randomly discard packets in the queue. The objective of the DRED algorithm is to stabilize the actual queue size q(n) at a predetermined target queue size T,
Figure4: Block Diagram of SDRED Algorithm Figure 5 : The Network Topology independent of the network traffic load. The actual queue size is sampled every Dt units of time and used to produce an error signal e(n) = q(n) -T. This error signal is then used to adapt the drop probability Pd, so that e(n) can be kept as small as possible.
The basic strategy in the DRED algorithm controller is to use a first-order low-pass filter with a filter gain b to generate a filtered error signal.
The drop probability pd(n) of DRED is adjusted according to the max-min operation of the filtered error signal, the control gain a, and the buffer size B. In order to keep the resource utilization high, DRED does not drop packets when q(n) is less than a minimum threshold L (i.e., the no-drop threshold), which is set to L = 0.9B in this study.
DRED -Simulation using OPNET
Queue Size in Packets is shown in this simulation Figure 6 . Queue Size is around 550 at start up and then mostly varies around 300 Packets. 
Stabilized Dynamic RED (SDRED)
The SDRED algorithm is a newly proposed algorithm. This algorithm mainy combines the DRED and SRED to form a Stabilized Dynamic RED. The combination of SRED & DRED protocols makes the new protocol take up all the advantages of both the systems. The output of the new system is more efficient. At every instinct the minimum drop probability is calculated based on the feedback system and the threshold system. 
Conclusions
This paper shows that the proposed algorithm of SDRED is better than the existing algorithms and the earlier proposed DRED algorithm. This Algorithm is of vital use in Video Conferencing systems as well as for other real time applications. The usage of this algorithm can be widely implemented even in heavy load scenarios. To explain the benefits of this new system, the following comparison table can be taken into light.
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