Abstract. The label propagation algorithm (LPA) has been proved to be a fast and effective method for detecting communities in large complex networks. However, its performance is subject to the non-stable and trivial solutions of the problem. In this paper, we propose a modified label propagation algorithm LPAf to efficiently detect community structures in networks. Instead of the majority voting rule of the basic LPA, LPAf updates the label of a node by considering the compression of a description of random walks on a network. A multi-step greedy agglomerative strategy is employed to enable LPAf to escape the local optimum. Furthermore, an incomplete update condition is also adopted to speed up the convergence.
Introduction
Real-life complex systems in many research fields such as biology, sociology, economy and computer science, can be studied as networks with nodes representing for individuals and links for interactions or relations between individuals. Many networks exhibit the so-called community structure: nodes tend to organize themselves in groups such that connections are denser within groups while sparser between groups. Community structure is a prominent feature of complex networks, as it often represents functional modules with nodes of common properties and accounts for the functionality of the system. Community detection As one of the fastest algorithms for community detection, the label propagation algorithm (LPA) [22] uses the network structure alone to guide its process and requires neither parameters nor optimization of any object function. It starts by assigning each node a unique label, indicating the community it belongs to. At every label propagation step, each node sequentially updates its label to a new one that most of its neighbors own. If more than one label is the most frequent, the new label is chosen randomly among them. The label propagation step is performed iteratively until each node has a label that is the most frequent among its neighbors'. Through this iterative process, the densely connected groups of nodes form consensus on one label to form communities. Finally, LPA converges when no node changes its label anymore.
Therefore, nodes with the same label are classified into the same community. In addition to its nearly linear time complexity, LPA introduces no parameter and requires no priori information of communities, and thus is suitable to process large-scale networks with millions of nodes and edges.
Due to the frequent tie-breaks and the random order update strategy, LPA usually delivers multiple partitions starting from the same initial condition, with different random seeds. Raghavan et al. [22] proposed to label each node with the set of all labels it has in different partitions to detect possible overlapping communities. However, in a recent paper, Tibely and Kertesz [23] showed that this method was equivalent to finding the local minima in a simple zero-temperature kinetic Potts model. The number of such local minima was found to be much larger than the number of nodes in the underlying network. Aggregating partitions suggested by Raghavan et al. [22] leads to a fragmentation of the resulting partition in small clusters when the number of aggregated partitions is large.
In order to eliminate undesired solutions, Barber and Clark [24] proposed a modularity-specialized LPA (LPAm) to constrain the label propagation process, which is inclined to get stuck in poor local maximum of modularity.
To solve this problem, Liu et al. [25] introduced an advanced modularity-specialized LPA (LPAm+), which is more stable than LPAm. Due to the usage of modularity, the capability of both algorithms will be affected by the resolution limit [26] .
Leung et al. [27] have found that LPA often yields partitions with one giant community together with much smaller ones when applied to online social networks. In order to avoid such a disturbing feature, they proposed a modified method by adding a decreasing score assignment for each label in label propagation process (LPA-δ), which encourages the formation of a stronger local community and deters the occurrence of trivial solutions. Tests of LPA-δ on the LFR benchmark produced good results [28] .
To save the running time of LPA-δ, Leung et al. proposed to avoid label update of those nodes with high neighbor purity [27] . Since the neighbor purity ignores contribution of the small degree nodes to the community detection, the detection precision is not high enough.
In this paper, we propose the LPAf which introduces a new update rule to update the label of a node by taking into account the compression of flow (random walks on a network), and uses an incomplete update condition in label propagation process to speed up the convergence. Like LPAm+, LPAf employs a multi-step greedy agglomerative algorithm (MSG) [29] to simultaneously merge multiple pairs of communities. Although LPAf is also applicable to weighted and directed networks, we currently focus on unweighted and undirected networks. The paper is organized as follows. In Sec. 
Algorithm
To reveal community structures in networks, Rosvall and Bergstrom [30] introduced an information theoretic approach (known as Infomap algorithm). They use the probability flow of random walks on a network as a proxy for information flows in real systems and decompose the network into communities by compressing a description of the probability flow.
For a network partition C of n nodes containing c communities, the average description length of random walks is defined as [30] ,
where
and
in which α = 1, 2, . . . , n and i = 1, 2, . . . , c.
Here q i is the probability of exiting community i, q = c i=1 q i is the probability that the random walker switches to a different community at any given time step, p α is the probability of visiting node α and p i = α∈i p α + q i is the fraction of time the random walker spends in community i plus the probability of exiting that community.
By combining Eqs. (1), (2) and (3), the expanded form of map equation can be written as,
Note that the term n 1 p α log p α is independent of partitioning. Consequently, when we update the label of node α from i to j, it is sufficient to only keep track of changes of q i and q j . They can be easily derived for any update event, and updating them is fast and straightforward (see Appendix A for details).
We extend the LPA by modifying the label update rule so that the average description length L(C) can be minimized. When update the label for α, we pick the one with the smallest ∆L (as illustrated on karate network in Fig. 1 ). Hence, our new update rule can be expressed as,
where l α is the current label for node α, l In our tests, this update rule helps form local subgroups. However, it alone does not provide satisfying performance in dealing with large-scale networks, as it usually gets stuck in poor local minima in L space. In order to escape the local minimum, we adopted a greedy rule for merging communities that minimizes L, i.e., when the LPA with our new update rule gets stuck in a local minimum (no decrease in L can be achieved via further label propagation), we calculate the changes of L for merging pairs of communities, and merge those pairs that decrease L the most. In actual operation, we employ the MSG technique to simultaneously merge multiple pairs of communities (as illustrated in Fig. 2 ). After merging communities, we escape the local minimum. Then we should perform another round of label propagation using the new update rule. This is analogous to downhill into another local minimum. However, it is not guaranteed that the new local minimum reached is good enough. Hence the above process should be repeated indefinitely until L no longer decreases.
To avoid unnecessary updates in each iteration of LPAf, the incomplete update condition proposed in Ref. [31] was adopted. Consequently, we only update the labels of the active nodes which would change their labels if they attempt to update. A list containing all currently active nodes is maintained to allow the algorithm to finish execution when the list is empty (i.e., we only track the nodes that potentially change their labels). The pseudo-code of our algorithm is presented in Algorithm 1.
Algorithm 1 LPAf
1: each node is assigned a unique label 2: perform label propagation using our new update rule 3: while ∃ community pairs with ∆L < 0 do
4:
merge those community pairs using the MSG;
5: perform label propagation using our new update rule;
6: end while
Results
Many metrics have been proposed to quantify the quality of a network partition. When the ground truth is unknown, a common measure for the significance of the identified community structure is modularity Q [5] , which is defined as,
where m is the total number of edges in the network.
A uv = 1 if nodes u and v are connected and 0 other-
is the probability in the null model that an edge exists between nodes u and v, and
is the Kronecker function: two vertices u and v provide a non-zero contribution to the value of Q if and only if they belong to the same community. The concept of modularity is based on the idea that a random graph is not expected to exhibit the community structure.
For a more sufficient assessment of the significance of detected communities, we also adopt the modularity density Q ds [32] and the conductance Φ [33] metrics.
Given an undirected network, the modularity density is defined as
where C is the set of all the communities, c i is any given
|ci||cj| is the pair-wise density between communities c i and c j , |E in ci | is the number of edges between nodes within community c i , |E out ci | is the number of edges from the nodes in community c i to the nodes of other communities, and |E ci,cj | is the number of edges between communities c i and c j . Compared to modularity, the modularity density is an improved measurement for assessing the quality of communities, since it does not suffer from the well-known resolution limit of modularity.
For a community c i , the conductance is defined as
where k u is the degree of node u. Informally, conductance is the fraction of total edge volume that points outside the community c i . Lower values of conductance imply that the communities have more internal connections than external ones, and thus represent more significant communities.
Due to the fact that conductance cannot be easily extended to an entire community structure of a network, results are commonly assessed at different scales separately in the form of network community profile (NCP) [34] plots.
For networks with known community structures, two metrics from the field of information theory [35] are adopted to compare identified communities with the true ones. The first one, normalized mutual information (NMI) [36] , estimates the amount of information correctly extracted by the detection algorithms and has become a de facto standard to quantify the quality of a detected partition with respect to the ground truth. It is defined as,
where X and Y denote two partitions of the network,
is the Shannon entropy of X and H (X|Y ) is the conditional entropy of X given Y . NMI equals 1 if the detected partition is identical to the real one, whereas it has an expected value of 0 if the detected partition is totally independent of the real one.
The second metric is the variation of information(VOI) [37] , which has several desirable properties with respect to NMI. Specifically, it can be regarded as a kind of distance in the space of partitions. VOI of X and Y is defined as
Thus, lower values represent higher similarities between partitions. The value of VOI ranges from 0 to log N , where N is the network size. Therefore, we divide the obtained values by log N for meaningful comparisons.
We have tested our algorithm on both synthetic and real-world networks. For comparisons, five algorithms, the original LPA [22] , the neighbor strength driven LPA (nsdLPA) [31] , the Louvain method [14] , the Infomap algorithm [30] , and the fine-tuned modularity density algorithm (FineTune) [38] , are included in the experiments as references. The nsdLPA enhances the basic LPA by taking into account the positive neighborhood strength, and is generally efficient in practice [31] . The Louvain method is a greedy optimization algorithm that attempts to optimize the modularity of a partition, which usually produces high modularity values and is by far one of the most widely used method for detecting communities in large networks [14] . The Infomap algorithm decomposes a network into communities by compressing a description of information flow on the network as mentioned above [30] . The FineTune algorithm iteratively attempts to improve the mod- ularity density measurement by splitting and merging the given network community structure [38] .
Tests on synthetic networks
We first tested our method on the well-known GN benchmark [39] , We also adopted the LFR benchmark [28] , which is a special case of the planted l−partition model [40] . LFR networks are similar to real-world networks, since all of them are characterized by heterogeneous distributions of node degrees and community sizes. In our experiments, the parameters are fixed as follows: node degrees and community sizes are governed by the power law, with exponents being -2 and -1 respectively; the maximum degree is 50; the ranges of community sizes are [10, 50] and [20, 100] for smaller and bigger communities respectively; the network size N is either 1000 or 5000. The significance of community structure is controlled by a mixing parameter
where smaller values correspond to more obvious community structure. µ is the expected fraction of links of a node connecting to other communities.
Results are assessed in terms of average NMI, shown in Fig. 4 , which shows that, the LPAf outperforms other methods consistently for a wide range of µ. In contrast to the GN benchmark, Louvain method fails to detect the real communities even when µ is small for larger networks with smaller communities. This is due to the well-known resolution limit of modularity, i.e., there exists a size cutoff below which modularity cannot identify communities [26] .
In order to optimize modularity, Louvain method tends to merge natural communities into much larger ones, which leads to rather poor performance. To compare the computational loads of different methods, we plot the average elapsed times in Fig. 6 . Generally, the running times of all methods increase when µ gets larger. This is due to that when µ is small, the communities are well separated and all the methods can easily de- value, L decreases rapidly to a stable value on smaller networks, which corresponds to the trivial partition that the whole network is regarded as a single community. As the trivial partition has a lower value of L than the planted one above a certain value of µ, LPAf cannot detect any nontrivial communities within this range. However in larger networks, LPAf yields larger L than that of the planted partition above a certain value of µ, which implies that
LPAf is trapped in a suboptimal valley in L space.
Tests on real-world networks
We also applied the algorithms to several real-world networks that are commonly used for tests. The details of such networks are listed in Table 1 .
We first compared directly the stability of different Moreover, as shown in Table 3 , the values of pairwise VOI between the partitions revealed by LPAf are lower than those for other methods in most cases. This concludes that
LPAf is significantly more robust than LPA, and performs fairly stable. It splits into two smaller clubs after a dispute between club president John (node 34) and instructor Mr. Hi (node 1).
As can be seen, three communities are discovered in this network by our algorithm. One of the two real communities is divided into two small ones (as shown in Fig. 8 (left panel)). The dolphin social network describes the fre- Table 4 . FineTune is deterministic and thus we only run it once. As one can see, LPAf performs fairly well on the karate and the football networks, although not the best. However it does not work well on the other two networks. The reason could be that the known partitions of these two networks do not have the lowest values of L, which prevents LPAf from detecting the real communities on these networks. In Table 5 , we also reported average modularity Q of the detected partitions for all networks so as to en- (8) those methods which do not directly optimize modularity in most cases.
In Table 6 , we presented average modularity density In Table 7 , we compared different methods in terms Lastly, we further analyzed the two larger networks, Fig. 10 ), which could be that many tie-breaks encountered in the label propagation process contributes to the formation of some large communities with high conductances.
Time complexity
Given a network with n nodes and m edges, let k be the maximum degree of nodes in this network. The time com- 
Label propagation takes time at most O(nk).
For each node, it iterates through at most k neighbors, thus, the upper bound of cost time of this step is O(nk).
Merging communities takes time at most O(m log n).
Merging pairs of communities using MSG requires a time of O(m log n) in the worst case (see Ref. [29] for detailed analysis).
Steps 2 and 3 are repeated, so the time per iteration is O(kn + m log n). Consequently, the time complexity of LPAf is roughly O(kn + m log n).
To evaluate the efficiency of LPAf, we have run LPA, nsdLPA, LPAf, Infomap and Louvain method on LFR networks with different sizes. Due to the high time complexity, FineTune is not considered in the benchmark situation. We repeated each experiment 30 times and reported the average running times. As shown in Fig. 11 , the time 
Conclusion
In this paper, we propose a modified label propagation algorithm (LPAf) to detect community structures in networks. In this algorithm, we introduce a new update rule which updates the label of a node by compressing a description of probability flow. Besides, by employing a multistep greedy agglomerative algorithm, we merge pairs of communities so as to escape local minima in L-space. Furthermore, an incomplete update condition is adopted to accelerate the convergence.
We test the proposed algorithm on both synthetic and In the future work, we intend to test our algorithm on weighted and directed networks. We also plan to extend our approach to overlapping community detection by allowing each node possess multi-labels.
updates its label from i to j is given by, ∆L(α, i, j) = (q + δq ) log (q + δq ) − q log (q ) where m is the total number of edges of the network, V i and V j are the nodes in community i and j respectively, and ∂α is the neighbors of α. Extension to directed and weighted networks is straightforward.
