Abstract. We are interested in the feedback stabilization of a fluid flow over a flat plate, around a stationary solution, in the presence of perturbations. More precisely, we want to stabilize the laminar-to-turbulent transition location of a fluid flow over a flat plate. For that we study the Algebraic Riccati Equation (A.R.E.) of a control problem in which the state equation is a doubly degenerate linear parabolic equation. Because of the degenerate character of the state equation, the classical existence results in the literature of solutions to algebraic Riccati equations do not apply to this class of problems. Here taking advantage of the fact that the semigroup of the state equation is exponentially stable and that the observation operator is a Hilbert-Schmidt operator, we are able to prove the existence and uniqueness of solution to the A.R.E. satisfied by the kernel of the operator which associates the 'optimal adjoint state' with the 'optimal state'. In part 2 [8], we study problems in which the feedback law is determined by the solution to the A.R.E. and another nonhomogeneous term satisfying an evolution equation involving nonhomogeneous perturbations of the state equation, and a nonhomogeneous term in the cost functional.
Introduction
We are interested in the feedback stabilization of a fluid flow over a flat plate, around a stationary solution, in the presence of perturbations. The control variable is a suction velocity through a small slot near the leading edge of the plate.
In the stationary case, the fluid flow in the boundary layer may be described by the Prandtl equations, or similarly by the Crocco equations [18] : see [18] , when (u s , v s ) is the stationary solution of the Prandtl system, and (x, y) ∈ (0, L) × (0, ∞).
Assuming that the regularity and compatibility conditions between w b and v s stated in [18, Theorem 3.3.2] ) are satisfied, the stationary equation (1.1) admits a unique solution w s in the class of functions w satisfying
where K 1 , K 2 , and K 3 are positive constants. This class of solution will be called the class of 'asymptotic type solutions' because they may correspond to an asymptotic profile of some solutions to the Prandtl equations when x tends to infinity (see [8, Section 6] where we give an explicit example of such solutions). Another class of solutions important for applications is the class of 'Blasius type solutions' (the term comes from the fact that some solutions in that class can be obtained by solving the so-called Blasius differential equation) (see [8, Section 6] , [18, p. 129] ). We are interested in stabilizing a flow over a flat plate when the longitudinal incident velocity is of the form:
(
1.4)
Using the Crocco transformation (see (1.2) and [18] ) when the velocity of the external flow U ∞ is positive and only depends on t, the Prandtl system -describing the velocity field in the boundary layer over the flat plate -is transformed into a degenerate parabolic equation stated over Ω = (0, L) × (0, 1), called the Crocco equation [6, System 4.7 p . 85], [18, p. 174] , written down below:
w(ξ, η, 0) = w 0 (ξ, η) in Ω, ν w ∂w ∂η (ξ, 0, t) = (v s + 1 γ u) w(ξ, 0, t) − U ∞ U ∞ (t) for (ξ, t) ∈ (0, L) × (0, T ), lim η→1 w(ξ, η, t) = 0 for (ξ, t) ∈ (0, L) × (0, T ), w(0, η, t) = w 1 (η, t) for (η, t) ∈ (0, 1) × (0, T ), (1.5) where 1 γ is the characteristic function of the slot γ = (x 0 , x 1 ) ⊂ (0, L), u is a control variable and v s is the function appearing in equation (1.1) . Due to the lack of existence result for the instationary Prandtl system when U ∞ (t) is of the form (1.4) (or to the corresponding instationary Crocco equation -see [18] for some results corresponding to particular profiles, and the more recent results in [24] ), we have chosen to describe the velocity field in the boundary layer by solving the Crocco equation linearized about the stationary solution w s . Since the perturbation u ∞ (t) and the control function u are supposed to be small with respect to U s ∞ , the linearized model is an accurate approximation of the nonlinear one. This assertion, which is not proved, is actually confirmed by numerical experiments [6, 8] . The Crocco equation (1.5) linearized about w s with a boundary control u is the degenerate parabolic equation:
z(0, ξ, η) = z 0 (ξ, η) (ξ, η) ∈ Ω, √ a z(t, 0, η) = √ a z b (t, η) (t, η) ∈ (0, ∞) × (0, 1), (bz)(t, ξ, 1) = 0, ∂z ∂η (t, ξ, 0) = (1 γ u + g)(t, ξ) (t, ξ) ∈ (0, ∞) × (0, L), Assumptions on the coefficients a, b, c, d and e are not the same ones if w s belongs to the class of Blasius type solutions or if it belongs to the class of asymptotic type solutions.
In this paper we only consider the class of asymptotic type solutions because we have studied equation (1.6) in [7] when w s belongs to this class.
In the case of Blasius type solutions the so-called laminar-to-turbulent transition location -which is an important criterion in applications -is a nonlinear mapping depending on the state variable w and on U ∞ . Its linearization about (w s , U s ∞ ) -called the linearized transition location -is of the form Ω ψ(ξ, η) z(t, ξ, η) dξdη + c 0 u ∞ (t), where the function ψ belongs to L 2 (Ω) and c 0 belongs to R (they can be determined numerically in a precise manner see [8, Section 6, Test 3] ).
Here, we consider observation operators of the more general form Cz(t, ·) + y d (t, ·) = Ω φ(·, ξ, η) z(t, ξ, η) dξdη + y d (t, ·) ∈ L 2 (Ω), (1.8) where φ ∈ L 2 (Ω × Ω) and y d ∈ L 2 (0, ∞; L 2 (Ω)) are given. Thus C is a Hilbert-Schmidt operator in L 2 (Ω). (For the linearized laminar-to-turbulent transition location the function φ(x, y, ξ, η) = ψ(ξ, η) only depends on (ξ, η) and y d (t, ·) = c 0 u ∞ (t) only depends on t). It is obvious that the identity in L 2 (Ω) is not a Hilbert-Schmidt operator, however the identity operator from L 2 (Ω) into L 2 (Ω) equipped with a norm weaker than the usual one can also be written in the above form (see Proposition 2.1).
Our main objective is to determine a control u, in feedback form, in order that the observation Cz(t) + y d (t) decays to zero when t tends to infinity. For that we use the optimal control theory, and we consider the linear-quadratic control problem (P f,g,z b ,y d ,z0 ) inf J(z, u) | (z, u) ∈ L 2 (0, ∞; Z) × L 2 (0, ∞; U ), (z, u) satisfies (1.6) ,
where Z = L 2 (Ω), U = L 2 (0, L), and
where C ∈ L(Z) is the Hilbert-Schmidt operator of kernel φ defined above.
First of all we would like to explain in which aspects problem (P f,g,z b ,y d ,z0 ) is a classical matter of the optimal control theory, and what are the questions that the existing results in the literature cannot answer.
In section 2 we give a precise definition of solution to equation (1.6), and we prove that it can be rewritten in the form z = Az + B(1 γ u) + F, z(0) = z 0 .
(1.9) Moreover, the solution z to equation (1.9) belongs to C b ([0, ∞); Z) ∩ L 2 (0, ∞; Z), the mapping u → z is continuous from L 2 (0, ∞; U ) into C b ([0, ∞); Z)∩L 2 (0, ∞; Z), and the semigroup (e tA ) t≥0 is exponentially stable on Z. Thus it seems that we are in a very favorable position to characterize the optimal solution of (P f,g,z b ,y d ,z0 ) by means of a feedback law, and our control problem seems to enter into a classical setting.
Even if the analysis of the nonlinear model with the feedback law is not performed, let us explain why the results obtained for the LQ control problem (P f,g,z b ,y d ,z0 ) are quite new and interesting.
In section 3, we are able to prove that (P f,g,z b ,y d ,z0 ) admits a unique solution (z, u), and that this solution is characterized by an optimality system of the form
(1.10)
We want to prove that there exists an operator Π ∈ L(Z) satisfying Π = Π * ≥ 0, and a function r ∈ L 2 (0, ∞; Z) such that p(t) = Πz(t) + r(t). The main objective of the present paper is to obtain an algebraic Riccati equation characterizing Π. The equation satisfied by r, which involves the nonhomogeneous terms f , g, z b , and y d is studied in Part 2 [8] .
To find an equation satisfied by Π, we study problem (P f,g,z b ,y d ,z0 ) in the case when f = 0, g = 0, z b = 0 and y d = 0. Denoting this problem by (P z0 ), we can easily show that
Since A is a degenerate parabolic operator, we explain at the beginning of section 5 why the existing results in the literature are not sufficient to obtain a Riccati equation characterizing Π in the domain of A. To overcome this difficulty we look for Π in the form of a Hilbert-Schmidt operator in L 2 (Ω), and we characterize the equation satisfied by its kernel π. The existence of a weak solution to the algebraic Riccati equation satisfied by π is studied in section 5. In section 6 we show that
for all solution π to the algebraic Riccati equation. (z 0 ⊗ z 0 denotes the function defined in Ω × Ω by (x, y, ξ, η) → z 0 (x, y)z 0 (ξ, η).) Thus π is unique and it is the kernel of Π. The analysis in the nonhomogeneous case, that is when f , z b , g and y d are not necessarily zero, is performed in Part 2 [8] .
Numerical results are also given in [8] , showing the efficiency of the linear feedback law applied to the nonlinear Crocco equation in the presence of perturbations.
Assumptions and preliminary results
As in [7] , we make the following assuptions on the coefficients a, b, and c.
, and b ∈ W 1,∞ (Ω). There exist positive constants C i , i = 1 to 4, such that
The function c belongs to L ∞ (Ω), and we denote by C 0 a positive constant such that
The nonhomogeneous terms f , g, z b and the initial condition z 0 and the function φ satisfy (
). Let us recall some notation introduced in [7] . Let H 1 (0, 1; d) be the closure of C ∞ ([0, 1]) in the norm :
To take the Dirichlet boundary condition bz(ξ, 1, t) = 0 into account, we denote by H 
Let us set
If the vectorfield az, −b belongs to H −1/2 (Γ). We denote this normal trace by
Let us recall the definitions of some trace spaces (see [17] or [10, Chapter 7, Section 2,
We can define T 0 az, −b ∂z ∂η as an element in (H 1/2 00 (Γ 0 )) in the following way
is the trace operator and ψ ∈ H 1 (Ω) is a function such that ψ = 0 on Γ 1 and ψ = ϕ on Γ 0 .
Similarly, if the vectorfield − az, − 
for all ϕ ∈ H 1/2 00 (Γ 1 ), where ψ ∈ H 1 (Ω) is a function such that ψ = 0 on Γ 0 and ψ = ϕ on Γ 1 . The differential operators A and A * are defined by
The unbounded operators in L 2 (Ω) associated with the above differential operators are given by:
We are able to prove estimates for ζ that can be translated in estimates for z. Actually, we have proved in [7, Theorem 6.2] 5) for all t ∈ (0, T ) and all ξ ∈ [0, L]. Formally estimate (2.5) could be obtained by multiplying equation (2.4) by ζ and by making integrations in space and time. In that case we obtain an equality in (2.5) in place of an inequality. Due to the degenarate character of the operator A k only an inequality has been proved in [7] . If we choose k > 0 big enough, due to Lemma 2.1 below, inequality (2.5) can provide estimates for ζ that can be translated in estimates for z. The existence of k, for which we can establish a coercivity condition, is established in [7, Lemma 3.1] . Due to the crucial role of this coercivity condition, we state and we give a complete proof of this lemma below.
Lemma 2.1. There exists k > 0 such that
Proof.
Step 1. With the first inequality in (2.1) we can easily verify that
for all ξ ∈ [0, L], and all z ∈ H 1 (0, 1; d), with α 1 = min(C 1 , 1) and some α 2 > α 1 .
Step 2. We set
Using (2.7) and inequality (2.1), we have
From inequality (2.1), and Young's inequality, it yields
for all ε > 0. Consequently, β k (ξ; ·, ·) satisfies the estimate
Now, we choose ε such that
To establish the lemma, it is enough to prove that, there exists k > 0 such that
C3
ε + 1 + C 0 + 1. This can be shown by arguing by contradiction. We suppose that exists a sequence (
Due to the second condition in (2.8), the sequence (z n ) n (or at least a subsequence) tends to 0 almost everywhere in [0, 1] and strongly in L 2 ( , 1) for all > 0. Since the imbedding from H 1 (0, 1) in L 2 (0, 1) is compact and since ((1−η)z n ) n is bounded in H 1 (0, 1), the sequence ((1 − η)z n ) n tends to 0 in L 2 (0, 1). We know that the sequence (z n ) n converges to 0 in L 2 (1/2, 1), and that the sequence ((1 − η)z n ) n converges to 0 in L 2 (0, 1/2). Thus, the sequence (z n ) n converges to 0 in L 2 (0, 1), which is in contradiction with the first condition in (2.8).
Thanks to this Lemma we can prove the following theorem. 
The exponential stability follows from Datko's Theorem (see e.g. [25, Theorem 3.1(i)]).
In the following we shall denote by ω > 0 an exponent and C(ω) ≥ 1 a constant depending on ω such that
As in [7] , it is useful to introduce a parameter k to obtain estimates of solutions of different equations related to the operator A. Now we show that there is a norm in L 2 (Ω), weaker than the usual one, which is associated with a Hilbert-Schmidt operator. More precisely, we have the following Proposition 2.1. For 1 ≤ i < ∞ and 1 ≤ j < ∞, let us set
and
. Let C α be the Hilbert-Schmidt operator defined by
The mapping
, is a norm in L 2 (Ω) weaker than the usual one.
Proof. The family (ψ i,j ) 1≤i,j≤∞ is a Hilbertian basis of L 2 (Ω), and the family (
Thus it is easy to see that
The end of proof is obvious.
Control system
In this section, we want to prove that equation (1.6) can be rewritten as a control evolution equation of the form
In particular we want to define the operators A and B, and the function F .
Existence and uniqueness results for the state equation
To define solutions to equation (1.6) by the transposition method, we introduce the adjoint system:
Due to Theorem 2.1, and with results in [7] , we can prove the following theorem.
. The system (3.2) admits a unique weak solution p such that
where
is the space of bounded and continuous functions
We define weak solutions to equation (1.6) by the transposition method.
is a weak solution to equation (1.6) if and only if we have
, where p is the solution to equation (3.2) , and Q = Ω × (0, ∞).
In [7, Theorem 6.6] it is shown that if z ∈ L 2 0, ∞; L 2 (Ω) is a weak solution to equation (1.6) , in the sense of semigroup theory, then it is also a solution in the sense of transposition, that is to say in the sense of Definition 3.1. By taking in (3.4) functions ψ of the form ψ(t, ξ, η) = −θ (t)ζ(ξ, η)−θ(t)A * ζ(ξ, η), where ζ ∈ D(A * ) and θ ∈ D(R + ), we recover the weak formulation of the definition in the sense of semigroup theory. The intial condition can also be recovered by choosing a particular sequence of functions ψ.
and the solution obeys:
Proof. Theorem 3.2 is proved in [7, Theorem 6.6] . Its proof relies on inequality (2.5), on Lemma 2.1, and on an approximation procedure (the boundary terms u, g and z b are approximated by a sequence of distributed terms).
Dirichlet and Neumann operators
Let v belong to L 2 (0, L) and z b ∈ L 2 (0, 1). We define the solution to the Neumann problem 6) and to the Dirichlet problem
by the transposition method as follows.
is a weak solution to equation (3.6) if and only if we have
Similarly, a function ζ ∈ L 2 (Ω) is a weak solution to equation (3.7) if and only if we have
Using the method in [7, Proof of Theorem 6.6], we can establish the following theorem.
Proof. We briefly give the proof of (3.10). The second statement can be proved in the same way. The uniqueness of solution to equation (3.6) is obvious. The only difficult point is the existence of a solution and estimate (3.10). We proceed by approximation. We set v n (ξ, η) = nv(ξ)χ n (η), where χ n is the characteristic function of the interval (0, 1 n ). Let w n be the solution to equation
It can be shown that ζ n = e −kξ w n satisfies an inequality similar to (2.5). More precisely, we have for all x ∈ [0, L]. With Lemma 2.1 and classical majorizations we arrive at
where the constant C is independent of n. Therefore, there exists a subsequence, still indexed by n to simplify the notation, such that
. By passing to the limit in the variational formulation satisfied by ζ n , we can show that w is a weak solution to equation 3.6.
Control system
We denote by N and D the operators defined by
where w is the solution to equation (3.6), and ζ is the solution to equation (3.7) .
. Moreover according to Definition 3.2, we have
Thus N * A * p is the trace of −bp on (0, L) × {0}. Using the extrapolation method the semigroup (e tA ) t∈R + can be extended to (D(A * )) . Denoting the corresponding semigroup by (
, and set
Let z be the unique weak solution to equation (1.6), and set Z = z − w − ζ. We can check that Z is the weak solution to the equation
Making integration by parts, we can show that (see e.g. [3] ) equation (1.6) can be rewritten in the form
and we obtain equation (3.1) if, by abuse of notation, we replace A by A.
Optimal control
Let us recall the definition of
, and y d ∈ L 2 (0, ∞; Z) are defined in the introduction. In the above setting · Z and · U denote respectively the norm in Z and in U , and the associated inner products will be denoted by (·, ·) Z and (·, ·) U .
Proof. The proof is classical. We briefly introduce the main ingredients for the convenience of the reader. Let us denote by z(u) the solution to equation (4.2) corresponding to u. Due to Theorem 2.1,
) admits minimizing sequences, and minimizing sequences are bounded in
Thus, by standard arguments, if (u n ) n is a minimizing sequence, converging to u for the weak topology of L 2 (0, ∞; U ), then
). The uniqueness follows from the strict convexity of the mapping u → J(z(u), u).
wherep is the solution to equation (3.2) with
Conversely if a pair
then the pair z, 1 γ bp| γ×{0} is the optimal solution to problem (P f,g,z b ,y d ,z0 ).
Proof. Let (z,ū) be the optimal solution to problem (P f,g,z b ,y d ,z0 ). Set I(u) = J(z(u), u), where z(u) is the solution to equation (4.2) corresponding to u. For every v ∈ L 2 (0, ∞; U ) and λ ∈ R * , we denote by z λ the solution to the equation (1.6) associated withū + λv. We have
The function w = (z λ −z)/λ is the solution of equation
Due to Theorem 3.2, we have
Thus the sequence (
when λ tends to zero. Dividing I(ū + λv) − I(ū) by λ and passing to the limit when λ tends to zero, we obtain
With formula (3.4) in which z is replaced by w and p by the solution of equation (3.2) corresponding to
Since (z,ū) is the solution to the problem (
. From previous calculations, it follows that I (ū) = 0. Due to the convexity of the mapping I we deduce thatū is the solution to problem (P f,g,z b ,y d ,z0 ).
Riccati equation
In this section, we study problem (P f,g,z b ,y d ,z0 ) in the case where f = 0, z b = 0, g = 0 and y d = 0. We denote it by (P z0 ). In the previous section, we have proved that the solution (z, u) of (P z0 ) is characterized
2 is the unique solution of system
Let us denote by Π the operator Π :
(Ω)) (it is sufficient to apply Theorem 3.2 to the adjoint equation).
Failure of existing results
Let us first explain why existing results in the literature do not permit to characterize Π as the weak solution to an algebraic Riccati with tests functions (in the definition of weak solutions) belonging to D(A). Using the dynamic programming principle, as in [14] it can be shown that the family of operators (S(t)) t∈R + , defined by S(t)z 0 = z(t), where (z(t), p(t)) t∈R + is the solution of (5.1), is a strongly continuous semigroup exponentially stable on
− dp
It is clear that
Moreover, from the dynamic programming principle, it follows that p s (s) = p(s). Thus we have extended the identity (5.2) by showing that
Therefore we have proved that the optimal solution of (P z0 ) obeys the feedback law
Moreover, with (5.3) we can show that
We can also show that Π obeys the following integral equation (see [14] ):
However since Π is involved in the definition of the operator A Π , the above equation is not really useful for the computation of the operator Π. Following [1] , it can be shown that Π obeys the following formulation of the A.R.E.
Unfortunately the characterization of D(A Π ) is not obvious because it depends on Π which is precisely unknown, and in general this variational formulation is not satisfied for z ∈ D(A), and it cannot be used to characterize the operator Π (see [21] [22] [23] ).
Here taking advantage of the regularizing properties of the operator C, we look for Π in the form of a Hilbert-Schmidt operator, and we are able to study the partial differential equation satisfied by the kernel of the operator Π. We show that this partial differential equation
(see the definition of these spaces in section 5.2). Showing in section 6 that this unique solution π obeys
we can conclude that Π is a Hilbert-Schmidt operator and that π is the kernel of Π.
Since we want to characterize the operator Π ∈ L(L 2 (Ω)) by a kernel π ∈ L 2 (Ω × Ω), for notational simplicity we write Ω × Ω in the form Ω X × Ω Ξ . The current point (X, Ξ) ∈ Ω X × Ω Ξ corresponds to X = (x, y) ∈ Ω X and Ξ = (ξ, η) ∈ Ω Ξ . With this notation Π and π -if it exists in L 2 (Ω X × Ω Ξ ) -are related by the identity
Similarly, A * X (resp. A * Ξ ) corresponds to the operator A * written in X-variable (resp. in Ξ-variable), that is:
To write the equation satisfied by π, let us introduce some new operators. Let us set
We denote by L 2 s (O) the space of functions π ∈ L 2 (O) satisfying:
We are going to see that
is the domain of the infinitesimal generator of a strongly continuous exponentially stable semigroup on
. In section 6, we show that the operator Π defined by (5.2) may be written in the form (5.6), where π is the unique solution to the algebraic Riccati equation
and Φ ∈ L 2 s (O) is the function defined by
The function φ ∈ L 2 (O) is the one defining the observation operator C (see (1.8) ). Observe that by Cauchy-Schwarz inequality, we have
The existence of at least one solution to equation (5.7) is established in Theorem 5.8. The uniqueness is proved in Theorem 6.2.
To study equation (5.7) we first study the differential Riccati equation
Even if we prove that the solution of (5.7) is the limit when t tends to infinity of the solution to equation (5.9) when π 0 = 0, we need to study equation (5.9) with π 0 = 0 (see the proofs of Theorem 5.8 and Lemma 5.9).
Semigroup generated by
Proof. The result is a direct consequence of the definition of the tensor product.
Proof. The result can be deduced from Lemma 5.1 by using the density of
With Lemma 5.2 we can prove the following result.
The family (S * (t)) t≥0 is a strongly continuous exponentially stable semigroup on L 2 (O).
Proof. We have S
, it is easy to show that S * (t)S * (τ ) = S * (t + τ ). Let us show that the semigroup (S * (t)) t≥0 is weakly continuous on L 2 (O). First we write:
We know that
Moreover, for almost all Ξ ∈ Ω Ξ , we have
Therefore with the dominated convergence theorem we have: 
The proof is complete.
Let us denote by (A
. From the exponential stability of the semigroup (S * (t)) t≥0 , it follows that
We cannot give a more precise characterization of D(A * X,Ξ ). However, setting
we can show that H ⊂ D(A * X,Ξ ). Indeed if ψ ∈ H, we can write
for all z ∈ D(A) and all ζ ∈ D(A). By a density argument we deduce that 
where the parameter k > 0 is the one in Lemma 2.1.
The family of operators (S(t)) t≥0 , where S(t) = e tA X e tAΞ , is the adjoint semigroup of (S * (t)) t≥0 .
(ii) The infinitesimal generator of
, and
(iv) The family of operators (S * k (t)) t≥0 , where S *
Proof. The first, the second and the fourth statements are obvious. The third one can be proved as above, when we have shown that H ⊂ D(A * X,Ξ ). We make the same kind of abuse of notation as above: we shall often write
t(A X +AΞ) in place of e tA X e tAΞ or of e tA X,Ξ , and e 
We are going to prove that the optimal pair (ū,z) obeys the feedback law
where π is solution to the algebraic Riccati equation (5.7).
Lyapunov equation
To prove the existence of a solution to system (5.9), we study the following differential Lyapunov equation:
(5.12) Weak solutions to equation (5.12) are defined as weak solutions for evolution equations.
The first statement follows from Theorem 5.2. Assertions (i) and (ii) follows from Young inequality for convolutions, and from the exponential stability of the semigroup (e
To prove the third assertion, we observe that
The same kind of calculation can be made for the term
Let k > 0 be the constant in Lemma 2.1, then π is a weak solution of equation (5.12) if and only if the functionπ (t, X, Ξ) = e −kx e −kξ π(t, X, Ξ) (5.13) is the solution of equation
, and π 0 = z 0 ⊗ζ 0 , with z 0 ∈ D(A * ) and ζ 0 ∈ D(A * ), then the solutionπ of equation (5.14) belongs to
which gives
). Due to (5.10), we havê
) and the proof is complete.
Theorem 5.4. The weak solution π of system (5.12) satisfies the estimate 15) for all t ∈ [0, ∞) (for some C 6 > 0).
Observe that estimate (5.15) is more precise than estimate (i) in Theorem 5.3. It is needed in the proof of Theorem 5.5.
Proof. Let k > 0 be the parameter in Lemma 2.1. Let π be the solution of system (5.12). First assume that
, and π 0 = z 0 ⊗ ζ 0 , with z 0 ∈ D(A * X ) and ζ 0 ∈ D(A * Ξ ). Let us setπ(t, X, Ξ) = e −kx e −kξ π(t, X, Ξ). It is clear thatπ is the solution of system (5.14). We can apply Lemma 5.4, and we can rewrite equation (5.14) in the form
with Ψ = A * k,Ξπ + e −kx e −kξ ψ. This equation is considered as an evolution equation in L 2 (Ω X ), the variable Ξ being considered as a parameter. Thus applying [7, Theorem 6 .2], we can write:
This explains the last inequality in (5.16). In a similar way, we can prove thatπ satisfies the inequality 
for all t > 0. By a density argument, we can show that this inequality also holds if
, and π 0 = z 0 ⊗ ζ 0 , with z 0 ∈ L 2 (Ω) and ζ 0 ∈ L 2 (Ω). Finally, still with a density argument we can establish inequality (
The theorem clearly follows from (5.19) and (5.13).
Differential Riccati equation
Now, we define weak solutions to equation (5.9).
) is a weak solution to equation (5.9) if it is a weak solution of system (5.12) in (0, T ) with
where Φ is defined in (5.8).
, such that system (5.9) admits a unique weak solution π that belongs to the space
where C I and C γ are the constants appearing in (5.21) and (5.22). Let us set
Equipped with the metric corresponding to the norm:
). Due to Theorem 5.3, the equation 
). Let us show that the mapping Ψ : v → π v is a contraction in E M . The proof is divided into 2 steps.
Step 1. Let us show that Ψ is a mapping from E M into E M . With Theorem 5.4, we can write
for all t ∈ [0,t]. With Hölder's inequality, and due to assumptions on Φ and π 0 , we have
With a trace theorem we have
for all ε > 0. (The constant C γ depends on ε > 0.) Thus we can write
.
With the interpolation identity
we have
Setting ε = ε/(8 − 2ε), from Hölder's inequality it follows that
Thus, we obtain
From the previous inequality, it yields
Collecting together the previous estimates we arrive at
Therefore we have
provided thatt obey the condition:
Thus we have proved that π v belongs to E M .
Step 2. Let π 1 and π 2 be two solutions to system (5.20) respectively associated with v 1 ∈ E M and v 2 ∈ E M . The function (π 1 − π 2 ) is the solution of
With the same estimates as in step 1, we obtain
With Cauchy-Schwarz inequality and with Theorem 5.4, we get
for all t ∈ [0,t]. Thus, we have
By definition oft, we have
therefore, it yields
Thus the mapping Ψ : v → π v is a contraction in the complete metric space E M , and equation ( 
Proof. Let θ ∈ C 2 c ([0, 1)) be such that 0 ≤ θ and 1 0 θ(y)dy = 1. Let us set
For n ≥ 2, we have
, and π be the solution of
, and z be the solution to equation
Then π and z obeys the following identity:
Proof. We first prove the identity when u belongs to
; L 2 (Ω)) defined in Lemma 5.5, and (z 0,n ) n be a sequence in D(A) converging to z 0 in L 2 (Ω). Let us denote by z n the solution to z = Az − bf n , z(0) = z 0,n .
As in Lemma 6.2 we can show that the sequence (z
, and all the sequence (z n ) n converges to the solution z of equation (5.25) for the weak-star topology of L ∞ (τ,t; L 2 (Ω)) and the weak topology of
, we can show that, for every t ∈ (τ,t], (z n (t)) n converges to z(t) for the weak topology of L 2 (Ω). Since bf n belongs to
Let us pass to the limit when n tends to infinity in the above identity. For every t ∈ (τ,t], (z n (t)) n converges z(t) for the weak topology of L 2 (Ω). Thus
for almost all t ∈ (τ,t). Moreover
With the dominated convergence theorem we can write
From Lemma 5.5 it follows that
Therefore identity (5.26) is established when u belongs to
we recover identity (5.26) by a density argument.
Lemma 5.7. Let π be the solution to equation
where z is the solution to equation (5.25).
Proof. Letπ be the solution to equation (5.9) . Setting π(t) =π(t−t), we can verify that π is the solution to equation (5.27) .
. Let π be the solution to
With Lemma 5.6 applied to π , we can write
By passing to the limit when tends to infinity, we obtain:
Thus we have
Let π be the solution of equation (5.27), and consider the evolution equation
Weak solutions to equation (5.30) are defined as weak solutions to equation
Proof. We first show that equation (5.30) admits a unique weak solution in L ∞ (τ,t; L 2 (Ω)), for somê t > τ , by using a fixed point argument. We need an estimate of the solution z of equation (5.31) 
Step 1. Estimate for the solution to equation (5.31) . We use the technique in [7, proof of Theorem 6.6] and an approximation process. Set f n (t, x, y) = n1 (0,
is the characteristic function of (0, 1 n ). Let us denote by z n the solution to
and ζ n = e −kx z n be the solution to
From [7, Inequality 6.4] , it follows that for all t ∈ (τ,t) and all x ∈ [0, L]. We have
for all α > 0 and 0 < ε < 1. With (5.32) and with Lemma 2.1, we obtain
Thus, choosing α suitablely, we prove that there exists a constant C > 0 such that
By passing to the limit when n tends to infinity, we recover the same estimate for ζ, and next for z. Thus we have
for some ε > 0, and where C 7 is independent of τ andt.
Step 2. Existence of solution to equation
, then from calculations in the proof of Theorem 5.5 it follows that
for some constant C 8 depending on φ L 2 (Ω) , but independent of τ andt. We chooset > 0 such that
Let us denote by Ψ the mapping
. With (5.33) and (5.34) we have
, with (5.33) and (5.34) it follows that z belongs to
We can repeat the fixed point argument on (τ, 2t − τ ) in the following way.
where z is the solution of (5.30) in (τ,t).
Step by step, we prove that equation
Proof of Theorem 5.6. Let π be the solution to equation (5.9). Let us show that π ≥ 0. Let us set π(t) = π(t − t). We verify thatπ is the solution to equation (5.27 ). Denote byΠ the operator whose kernel isπ. Let z be the solution to equation (5.30). We can apply Lemma 5.7 to z with u(
dX, and we get
for all τ ∈ [0,t). The proof is complete.
Theorem 5.7. The solution π to equation (5.9) exists over the time interval (0, ∞) and satisfies
Moreover, there exist two constants C 9 and C 10 , independent of T > 0, such that
for all T > 0 and all ε > 0. (C 9 depends on ε > 0.)
Proof. We argue by contradiction, we suppose that there exists a maximal solution which is not a global one. Let [0, T max [ be the maximal interval such that, for allt
Let π be the solution to the Lyapunov equation (5.12) corresponding to
We can verify that π − π is the solution to Lyapunov equation (5.12) corresponding to 1;d) ))) = ∞. Now, as in the proof of Theorem 5.5, we can write
, for all 0 < T < T max . With Young's inequality and with (5.37), we obtain
Thus with (5.37) we obtain
By passing to the limit when T tends to T max , we obtain a contradiction with (5.36). Thus we obtain the existence of solution for all T > 0, and the estimates in the theorem are already proved.
Algebraic Riccati equation
By studying the asymptotic behaviour of the solution to the differential Riccati equation ( Moreover to give a meaning to the nonlinear term in the Riccati equation (5.7), we have to look for solutions π such that the trace of π on γ × {0} × Ω Ξ and on Ω X × γ × {0} are well defined. Thus it is natural to define solutions to equation (5.7) as follows.
. We assume that, for all n, m ≥ n, π 0,n ≤ π 0,m ≤ π 0,∞ and that, for all ζ ∈ L 2 (Ω), ( Ω X π 0,n ζ) n converges to
. Let π n (respectively π ∞ ) be the solution to equation (5.9) corresponding to the initial condition π 0,n (respectively π 0,∞ ). Then, for all T > 0 and all z 0 ∈ L 2 (Ω), the sequence
Let us notice that if (
Proof. Let π be the solution to (5.27) with (τ,t) = (0, T ) and π(T ) = π 0 , and let π n be the solution to (5.27) in (τ,t) = (0, T ) corresponding to the terminal condition π n (T ) = π 0,n . To prove the lemma it is sufficient to establish that
Let us introduce the control problem
and let us consider the family of control problems
Let us denote by ϕ(T, z 0 ) the value function of (Q T 0,z0 ) and by (z, u) its optimal pair. Similarly, we denote by ϕ n (T, z 0 ) the value function of (Q T 0,n,z0 ) and by (z n , u n ) its optimal pair. From Lemma 5.7, it follows that (z, u) and (z n , u n ) obey the feedback formulas
and the value functions satisfy
We are going to show that (u n ) n converges to u in L 2 (0, T ; U ). First, since we have
we notice that the sequence (u n ) n is bounded in L 2 (0, T ; U ) and that, from any subsequence, we can extract another subsequence, still indexed by n to simplify the notation, weakly converging in L 2 (0, T ; U ) to someū. Let us denote byz the solution to (5.40) corresponding toū. We can easily see that (z n ) n converges toz for the weak topology in L 2 (0, T ; Z) and that z n (T ) converges toz(T ) for the weak topology of Z. Thus, by passing to the inferior limit when n tends to infinity, we obtain
where n 0 ∈ N is given fixed (here we have used that π 0,n0 ≤ π 0,n when n 0 ≤ n). Next by passing to the limit when n 0 tends to infinity, we obtain
Theorem 5.8. The algebraic Riccati equation (5.7) admits at least one solution π in the sense of Definition 5.2, and it satisfies:
Step 1. Let π be the solution to equation (5.9) corresponding to π 0 = 0, and π ε be the solution to equation (5.9) corresponding to π ε (0) = π(ε), ε > 0. For all t > 0 and z 0 ∈ L 2 (Ω), let us introduce the control problem
Let us denote by ϕ(t, z 0 ) the value function of (P t 0,z0 ). From Lemma 5.7 it follows that
Thus the mapping t → O π(t) z 0 ⊗ z 0 is nondecreasing. We denote by Π(t) ∈ L(L 2 (Ω)) the operator defined by:
we have sup
, and all ζ ∈ L 2 (Ω). Applying the Banach-Steinhaus Theorem, we deduce that sup
Applying another time the Banach-Steinhaus Theorem, we obtain
is bounded uniformly with respect to t ∈ R + , thus we have
and with (5.44) we deduce
Without loss of generality, we can suppose that (π(n)) n converges to some
By uniqueness of the limit, we have
From (5.45) it follows that lim
Therefore the assumptions of Lemma 5.9 are satisfied by the sequence (π(n)) n and the limit π min .
Step 2. We show that π min is solution to the algebraic Riccati equation (5.7). Letπ be the solution to (5.9) corresponding to π 0 = π min , Letπ be the solution to (5.9) corresponding to π 0 = 0, andπ n the solution to (5.9) corresponding to π 0 =π(n). By using the dynamic programming principle, we havē π n (t) =π(t + n), t > 0.
Due to the first step, we have
for all z ∈ L 2 (Ω). Due to Lemma 5.9, we can write
for all t > 0 and all z ∈ L 2 (Ω). Thus,π is constant and equal to π min . This implies that
, and that
Consequently, π min is a solution to the algebraic Riccati equation (5.7).
Let us prove estimate (5.41). With estimate (5.35) forπ and the fact thatπ is constant with respect to t, we have
Choosing T = 1 and using π min L 2
, the proof is complete.
Feedback control law
The main objective of this section is to prove that the algebraic Riccati equation (5.7) admits a unique solution π and that (z,ū), the optimal solution to (P z0 ), obeys the feedback formulā
To prove this result we first show that if π is a solution to equation (5.7), and if Π is the Hilbert-Schmidt operator of kernel π, then the equation
admits a unique solution (Theorem 6.1). Next we show that if
then we have (see Lemma 6.4):
Combining these results we prove that any solution π to the algebraic Riccati equation (5.7) obeys
The uniqueness follows.
To establish such results we have to justify some integration by parts. We do it by using a regularization argument which is developed in the two following lemmas.
Proof. The proof is similar to that of Lemma 5.5, where C is independent of t.
Remark 6.1. If we identify B(1 γ u) with the functional defined in
) defined in Lemma 6.1, z be the solution to equation
and z n be the solution to equation
Then (z n ) n converges to z for the weak topology of
Proof. Let k > 0 be the parameter defined in Lemma 2.1. We set ζ = e −kx z and ζ n = e −kx z n . To prove the lemma it is sufficient to show that (ζ n ) n converges to ζ for the weak topology of
The functions ζ and ζ n are respectively the solutions to
With [7, Theorem 6 .2], we can write
From Lemma 6.1, it follows that
Combining the two previous inequalities, with Lemma 2.1, we obtain:
for all ε > 0. Thus, we can choose ε > 0 to obtain:
, we can easily prove that (ζ n ) n converges to ζ for the weak topology of
Then z satisfies the following identity:
Proof. We first prove the identity when u belong to
) defined in Lemma 6.1, and (z 0,n ) n be a sequence in D(A) converging to z 0 in L 2 (Ω). Let us denote by z n the solution to
We first pass to the limit when n tends to infinity. As in the proof of Lemma 5.6, we can show that
Due to Lemma 6.2, (z n ) n is bounded in L 2 (0, ∞; L 2 (0, L; H 1 (0, 1; d))), and (z n ) n converges to z weakly in L 2 (0, ∞; L 2 (0, L; H 1 (0, 1; d))). Moreover, with Lemma 6.1, we have Since ΩΞ π(·, Ξ)z n (·, Ξ) L 2 (0,T ;L 2 (0,L;H 1 (0,1;d))) is bounded, passing to the limit when n tends to infinity, we obtain 
The solution z n of equation
converges to z in L 2 (0, ∞; L 2 (0, L; H 1 (0, 1; d))). Thus we can write the identity (6.1) for z n , and we establish (6.1) for z by passing to the limit when n tends to infinity. The proof is complete. Proof. We first show, by using a fixed point argument, that equation (6.4) admits a unique weak solution in L ∞ (0,t; L 2 (Ω)), for some 0 <t ≤ T . In (3.5), it is stated that the weak solution z of equation (6.5) obeys
where C 5 is independent of T . If v belongs to L ∞ (0, T ; L 2 (Ω)), then from Theorem 5.8 it follows that
for some constant C 11 depending on φ L 2 (Ω) , but independent of T . We chooset > 0 such that Since C 5 C 11 |t| 1/2 ≤ 1/2, Ψ is a contraction in L ∞ (0,t; L 2 (Ω)). Thus equation (6.4) admits a unique solution in L ∞ (0,t; L 2 (Ω)). If v ∈ L 2 (0,t; L 2 (Ω)), with (6.6) and (6.7) it follows that z belongs to L 2 (0, T ; L 2 (0, L; H 1 (0, 1; d))). We can repeat the fixed point argument on (t, 2t) in the following way. Let
where z is the solution of (6.4) in (0,t).
Step by step, we prove that for all T > 0 equation (6.4) admits a unique solution in L ∞ (0, T ; L 2 (Ω)) for all T > 0. We are now going to give another characterization of D(A π ). We can pass to the limit when t tends to infinity in the above identity, and we obtain the same one for z.
To prove that Az, calculated in the sense of distributions in Ω, is equal to ψ, we notice that, for all ϕ ∈ D(Ω), we have 
