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Abstract
Let l and p be primes, let F/Qp be a finite extension with absolute Galois group
GF , let F be a finite field of characteristic l, and let
ρ : GF → GLn(F)
be a continuous representation. Let R(ρ) be the universal framed deformation
ring for ρ. If l = p, then the Breuil–Me´zard conjecture (as formulated in [EG14])
relates the mod l reduction of certain cycles in R(ρ) to the mod l reduction of
certain representations of GLn(OF ). We give an analogue of the Breuil–Me´zard
conjecture when l 6= p, and prove it whenever l > 2 using automorphy lifting
theorems. We also give a local proof when n = 2 and l > 2 by explicit calculation,
and also when l is “quasi-banal” for F and ρ is tamely ramified.
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1 Introduction
The aim of this thesis is to state, and prove, an analogue of the Breuil–Me´zard
conjecture, for which see [BM02], [Kis09a], [Pasˇ15], [GK14] and [EG14]. Let l and
p be distinct primes, and let F be a finite extension of Qp with ring of integers OF ,
residue field kF , and absolute Galois group GF . We study the (framed) deformation
rings for two-dimensional mod l representations of GF . More specifically, let E be
a finite extension of Ql, with ring of integers O, uniformiser λ, and residue field F.
Let
ρ : GF → GLn(F)
be a continuous representation. Then there is a universal lifting — or framed
deformation — ring R(ρ) parameterizing lifts of ρ. Our main result, Theorem 4.6,
relates congruences between irreducible components of SpecR(ρ) to congruences
between representations of GLn(OF ), where OF is the ring of integers of F .
It is known that SpecR(ρ) is flat and equidimensional of relative dimension
n2 over SpecO – see Theorem 2.4. Let Z(R(ρ)) be the free abelian group on
the irreducible components1 of SpecR(ρ); similarly we have the group Z(R(ρ))
where R(ρ) = R(ρ)⊗O F. There is a natural homomorphism
red : Z(R(ρ)) −→ Z(R(ρ))
taking an irreducible component of Spec(R(ρ)) to its intersection with the special
fibre.
An inertial type is an isomorphism class of continuous representation τ : IF →
GLn(E) that may be extended to GF . If τ is an inertial type, then there is a
quotient R(ρ, τ) of R(ρ) that (speaking slightly loosely) parameterizes repre-
sentations of type τ ; that is, whose restriction to IF is isomorphic to τ . Either
R(ρ, τ) = 0 or SpecR(ρ, τ) is a union of irreducible components of SpecR(ρ).
Let R(GLn(OF ) (resp. R(GLn(OF ))) be the Grothendieck group of finite di-
mensional smooth representations of GLn(OF ) over E (resp. F), and let
red : R(GLn(OF ))→ R(GLn(OF ))
1We suppose that E is “sufficiently large” and in particular that all of these are geometrically
irreducible.
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be the map given by reducing a representation modulo l; this map is surjective. In
section 4.1 we define a homomorphism
cyc : R(GLn(OF ))→ Z(R(ρ))
by the formula
cyc(θ) =
∑
τ
m(θ∨, τ)Z(R(ρ, τ))
where the sum is over all inertial types, Z(R(ρ, τ)) is the formal sum of the
irreducible components of SpecR(ρ, τ), and m(θ∨, τ) is the multiplicity of θ∨ in
any generic irreducible admissible representation pi such that recl(pi)|IF ∼= τ .
Theorem A. Suppose that l > 2. There is a unique map cyc making the following
diagram commute:
R(GLn(OF )) cyc−−−−→ Z(R(ρ))
red
y redy
R(GLn(OF )) cyc−−−−→ Z(R(ρ)).
(1.1)
This is Theorem 4.6 below. We conjecture (Conjecture 4.5) that it is also true
for l = 2.
Our proof of Theorem A, which occupies the first five sections of chapter 4, is
‘global’, making use of the methods of [GK14] and [EG14]. Roughly speaking, we
use the Taylor–Wiles–Kisin patching method to produce an exact functor
θ 7−→ H∞(θ)
from the category of finitely generated O-modules with a smooth GLn(OF )-action
to the category of finitely generated R(ρ)-modules, such that the support of
H∞(θ) – counted with multiplicity – is cyc(θ). As this functor is compatible with
reduction modulo l, we can deduce Theorem A.
We also give local proofs of Theorem A in some special cases. In chapter 3, we
study the case n = 2 and l > 2; our method is to explicitly calculate both the rings
R(ρ, τ), and the reductions of representations of GL2(OF ). (Strictly speaking,
we only prove a version of Theorem A with R(GL2(OF )) replaced by the subgroup
generated by the “K-types”). The reason this is possible is that, when l 6= p, one
can reduce the study of R(ρ) to the case in which ρ is tamely ramified — in which
case all its lifts are also tamely ramified. If PF is the wild inertia subgroup of GF ,
then GF /PF is topologically generated by two elements φ and σ subject to the
relation
φσφ−1 = σq,
with σ a topological generator of IF /PF . We may therefore realise R
(ρ) as a very
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concrete space of pairs of matrices satisfying a single equation.
In section 4.7 we prove Theorem A (this time with R(GLn(OF )) replaced by a
certain subgroup of R(GLn(kF ))) in the case that ρ is tamely ramified and l is
quasi-banal ; that is, l > n and l|(#kF − 1). The method is to first observe that
there is a scheme X of finite type over SpecO — it is the moduli space of pairs of
invertible matrices Σ and Φ satisfying ΦΣΦ−1 = Σq — such that the Spf R(ρ),
for varying ρ, may all be obtained as the completions of X at closed points. This
allows us to reduce Theorem A to the case in which ρ is “distinguished”; this
is a certain genericity condition. When ρ is distinguished we can compute all of
the R(ρ, τ) by elementary arguments. As we also have a good understanding
of the representation theory of GLn(kF ) in the quasi-banal case, we can deduce
Theorem A. It seems likely that these methods could be pushed further; we have
just dealt with the simplest interesting case for general n.
Our methods in chapter 3 give much more information about the R(ρ) than
that contained in Theorem A — in fact we obtain explicit equations for all of the
rings R(ρ, τ). We observe that the irreducible components of SpecR(ρ) ⊗ E
are always smooth (a fact also proved by Pilloni [Pil08]), and that the reduced
quotients of R(ρ) obtained by fixing the semisimplification of the inertial type
are always Cohen–Macaulay. It is natural to ask whether these properties persist
for n > 2.
Theorem A is an analogue when l 6= p of the Breuil–Me´zard conjecture, in the
geometric formulation of [EG14]. This was first posed, for n = 2 and F = Qp, in
[BM02]; Kisin [Kis09a] proved most cases of this original conjecture, simultaneously
with proving most cases of the Fontaine–Mazur conjecture for GL2/Q. The point
is that the information about the special fibres of local deformation rings provided
by the Breuil–Me´zard conjecture is what is needed to prove automorphy lifting
theorems in general weight, using the Taylor–Wiles method as modified by Kisin
in [Kis09b]. The methods of [GK14], [EG14] and this thesis can be viewed as
implementing this idea “in reverse”, using known automorphy lifting theorems
(or, in the case of [EG14], assuming automorphy lifting theorems) to deduce the
Breuil–Me´zard conjecture. We note, however, that no cases of the Breuil–Me´zard
conjecture are known when l = p and n > 2.
The other motivation behind Theorem A comes from the “Ihara avoidance”
method of [Tay08], which is in the l 6= p setting. Taylor’s idea is to compare the
special fibres of very specific R(ρ, τ), and combine this with the Taylor–Wiles–
Kisin method to prove non-minimal automorphy lifting theorems (i.e. automorphy
lifting theorems incorporating a change of level). The similarity to Kisin’s use of
the Breuil–Me´zard conjecture to prove automorphy lifting theorems with a change
of weight is clear; thus it is natural to try to study local deformation rings when
12
l 6= p from the point of view of the Breuil–Me´zard conjecture. Our proof actually
depends on Taylor’s results, as it makes crucial use of non-minimal automorphy
lifting theorems.
Section 4.6 has a rather different focus; it deals with the ‘representation theory
side’, while most of the rest of the paper is concerned with the ‘Galois side’. Certain
of the representations of GLn(OF ) are more interesting than the others; these are
the K-types. For every inertial type τ there is a corresponding K-type σ(τ),
essentially constructed by Schneider and Zink [SZ99]. These representations have
an interesting ‘Galois theoretic’ interpretation — see Theorem 2.16 below. We
determine the multiplicities m(σ(τ), τ ′) when τ and τ ′ are inertial types; the answer
is given in terms of certain Kostka numbers. We also explain how to determine
the mod l reduction of the representations σ(τ) in terms of the mod l reduction of
representations of certain general linear groups; in order to do this, we must work
with a variant of the construction of [SZ99].
Outline
Chapter 2 is preliminary. In section 2.1 we recall the definition of the local deforma-
tion rings R(ρ). Lemma 2.3 shows how they may always be written as completed
tensor products of deformation rings for tamely ramified representations. Theo-
rem 2.4 is the basic result on the geometry of R(ρ). In section 2.1.4 we recall a
little material on cycles. In section 2.2 we give a classification of the set of inertial
types; we also define the fixed type deformation rings R(ρ, τ) and recall the basic
facts about them from [BLGGT14]. In section 2.3 we recall some material on the
local Langlands correspondence for GLn(F ).
Chapter 3 gives the proof of Theorem A for n = 2. In section 3.1 we give
convenient notation for certain inertial types τ when n = 2, and recall the definition
of the K-types σ(τ) from [Hen02]. We also classify the possible mod l congruences
between inertial types and also between K-types (with the proofs in the latter
case being deferred to section 3.4). In section 3.2 we state our analogue of the
Breuil–Me´zard conjecture, Theorem 3.7, and prove it modulo the calculations of
section 3.3, in which we compute the deformation rings R(ρ, τ). In section 3.4 we
prove some technical results on the reduction modulo l of the σ(τ); most of these
results are superseded by Theorem 4.42 and Corollary 4.49, but the proofs here are
more elementary.
Section 4.1 contains the precise statement of our main result, Theorem 4.6. We
prove it modulo the existence of a functor, H∞, having certain properties. In sec-
tions 4.2–4.5 we construct this functor. Sections 4.2 and 4.3 contain, respectively,
preliminary material on spaces of automorphic forms on definite unitary groups
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and on global Galois representations associated to automorphic representations.
In section 4.4, we follow Appendix A of [EG14] to realise our residual represen-
tation ρ of GF as the local component of an automorphic Galois representation
r : GL → GLn(F) having certain properties, for some imaginary CM field L. We
use a new definition of adequacy due to Thorne [Tho15] that allows us to make no
assumption on l beyond that it be odd. In section 4.5 we carry out the Taylor–
Wiles–Kisin patching construction to construct the functor H∞.
Section 4.6 contains material on the K-types σ(τ), analyzing their reduction
modulo l (Corollary 4.49) and the multiplicities with which they appear in generic
irreducible admissible representations of GLn(F ) (Corollary 4.48).
Section 4.7 contains a local proof of (a version of) Theorem A in the quasi-banal
case — the precise statement is Theorem 4.62. In section 4.7.1 we explain the
relationship between the Breuil–Me´zard conjecture and a similar statement with
R(ρ) replaced by a finite-type O-scheme X. In section 4.7.2 we collect some facts
about the reduction modulo l of certain representations of GLn(kF ) in the quasi-
banal case and about Mackey theory for the symmetric groups. In section 4.7.3, we
determine R(ρ, τ) for ρ of a special form. In section 4.7.4 we combine the results
of sections 4.7.3 and 4.7.2 to deduct Theorem 4.62; the theorem boils down to a
combinatorial identity that we prove using the representation theory of Sn.
Survey of previous work
The original Breuil–Me´zard conjecture was formulated in [BM02]. Our statement
is not in the language of Hilbert–Samuel multiplicities used in [BM02], but rather
in the geometric language of [EG14]. The original conjecture of Breuil–Me´zard
was proved in most cases by Kisin [Kis09a]; further cases were proved by Paskunas
[Pasˇ15] by local methods, and the full conjecture was proved when p > 3 in [HT13].
The conjecture was generalised to n-dimensional representations of GF in [EG14].
The only case known, outside of those just mentioned, is that of two-dimensional
potentially Barsotti–Tate representations (see [GK14]).
Our results suggest how the l = p conjecture should be extended from poten-
tially crystalline representations to general potentially semistable representations,
although we do not discuss this further.
The formulation when l 6= p is new; the proof in chapter 4 follows [EG14] closely
(especially so in section 4.4), and this method originates in [GK14].
The “Ihara avoidance” calculations of [Tay08] are the first example of using
the comparison of special fibres of local deformation rings to prove automorphy
lifting theorems with a change of level/weight, and are a major motivation for
our study of local deformation rings when l 6= p. While we do not make use of
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Taylor’s calculations of deformation rings here, we do make use of his results via
the automorphy lifting theorems of [Tho12].
Some of the calculations of chapter 3 may be found in the literature, but I
know of no uniform reference. The methods were inspired by some calculations in
[Tay09]. Systematic calculations with generic fibres of local deformation rings for
two-dimensional representations can be found in [Pil08] and [Red], and in [Cho09]
in the rank n case, but these methods say little about the special fibres. It is
also likely that the methods of [Sno11] could be used to approach some of our
calculations.
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Notation
This is a non-exhaustive list of notation used in this thesis. Throughout, l and p
will be distinct primes.
If k is any field, let Gk be its absolute Galois group. If k is a local field, let
Ik ⊂ Gk be the inertia subgroup and Pk the wild inertia subgroup.
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If k is a field of characteristic not l, then  : Gk → Z×l is the l-adic cyclotomic
character; if R is a Zl-algebra then denote also by  the composition Gk → Z×l →
R×. If M is a Zl[Gk]-module, then write M(i) for M ⊗Zl Zl(i) where Gk acts on
the second factor by i.
Let F/Qp be a finite extension with ring of integers OF , maximal ideal pF and
residue field kF of order q. We fix a topological generator σ of IF /PF (lifted to an
element of IF ); sometimes we will regard σ as a topological generator of IF /P˜F ,
where IF /P˜F is the maximal pro-l quotient of IF . We choose a lift φ ∈ GF of
arithmetic Frobenius. We have the fundamental relation in GF /PF :
φσφ−1 = σq.
Our coefficient field will be a finite extension E/Ql with ring of integers O and
residue field F. We fix once and for all an algebraic closure E and an isomorphism
ι : E
∼−→ C. Let CO denote the category of artinian local O-algebras with residue
field F, and C∧O the category of complete noetherian local O-algebras with residue
field F. If A is an object of CO or C∧O, let mA be its maximal ideal.
If L is a number field then we write AL for the adeles of L and A∞L for the finite
adeles.
If G is a locally profinite group and R a ring, then a smooth representation
of G over R is a representation of G on an R-module such that the stabiliser of
each vector is open in G. The category of smooth representations of G over R
is RepR(G); Rep
f
R(G) and Rep
fg
R (G) are respectively the category of finite length
and finitely generated smooth R-representations of G. If H is a closed subgroup of
G and ρ is a smooth representation of H then we write IndGH(ρ) (resp. c-Ind
G
H(ρ))
for the smooth (resp. compact) inductions of ρ from H to G. We write H(G,H, ρ)
for the Hecke algebra EndR[G](c-Ind
G
H(ρ)).
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2 Deformation rings and types
2.1 Deformation rings
Let F/Qp be a finite extension with absolute Galois group GF , ring of integers OF ,
and residue field kF of order q. Let E/Ql be a finite extension with ring of integers
O, uniformiser λ and residue field F. Let CO denote the category of artinian local
O-algebras with residue field F, and C∧O the category of complete noetherian local
O-algebras with residue field F. If A is an object of CO or C∧O, let mA be its maximal
ideal.
2.1.1 Definitions Suppose that M is an n-dimensional F-vector space and that
ρ : GF → GL(M) is a continuous representation. Let (ei)ni=1 be a basis for M , so
that ρ gives a map ρ : GF → GLn(F).
Define two functors
D(ρ), D(ρ) : CO → Set
as follows:
• D(ρ)(A) is the set of equivalence classes of (M,ρ, ι) where: M is a free rank n
A-module, ρ : GF → AutA(M) is a continuous homomorphism, and
ι : M ⊗A F ∼−→M
is an isomorphism commuting with the actions of GF ;
• D(ρ)(A) is the set of equivalence classes of (M,ρ, (ei)ni=1) where: M is a
free rank n A-module, ρ : GF → AutA(M) is a continuous homomorphism
and (ei)
n
i=1 is a basis of M as an A-module, such that the isomorphism
ι : M ⊗A F ∼−→ M defined by ι : ei ⊗ 1 7→ ei commutes with the actions of
GF .
In the first case, (M,ρ, ι) and (M ′, ρ′, ι′) are equivalent if there is an isomorphism
α : M → M ′, commuting with the actions of GF , such that ι = ι′ ◦ α; in the
second case, (M,ρ, (ei)i) and (M
′, ρ′, (e′i)i) are isomorphic if the isomorphism of
A-modules M →M ′ defined by ei 7→ e′i commutes with the actions of GF . There is
a natural transformation of functors D(ρ)→ D(ρ) given by forgetting the basis.
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Alternatively, when ρ is regarded as a homomorphism to GLn(F), we have the
equivalent definitions
D(ρ)(A) = {continuous ρ : GF → GLn(A) lifting ρ}
and
D(ρ)(A) = {continuous ρ : GF → GLn(A) lifting ρ}/1 +Mn(mA)
where the action of the group 1 +Mn(mA) is by conjugation.
The functor D(ρ) is not usually pro-representable, but the functor D(ρ) always
is (see, for example, [Kis09b] (2.3.4)):
Definition 2.1. The universal lifting ring (or universal framed deformation ring)
of ρ is the object R(ρ) of C∧O that pro-represents the functor D(ρ). The universal
lift is denoted ρ : GF → GLn(R(ρ)).
2.1.2 Geometry of R(ρ) Recall the following calculation (see, for example,
[BLGGT14] §1.2):
Lemma 2.2. The scheme SpecR(ρ)[1/l] is generically formally smooth of di-
mension n2.
Let IF → IF /P˜F be the maximal pro-l quotient of IF . The next lemma enables
us to reduce to the case where the residual representation is trivial on P˜F . Suppose
that θ is an irreducible F-representation of P˜F . By [CHT08] Lemma 2.4.11 there
is a lift of θ to an O-representation of P˜F , which may be extended to an O-
representation θ˜ of Gθ where Gθ is the open subgroup {g ∈ GF : gθg−1 ∼= θ} of
GF . For each irreducible representation θ of P˜F , we pick such a θ˜ and a finite free
O-module N(θ) on which P˜F acts as θ˜. If M is a finite length O-module with a
continuous action ρ of GF , then define
Mθ = HomP˜F (θ˜,M).
The module Mθ has a natural continuous action ρθ of Gθ given by (gf)(v) =
gf(g−1v); the subgroup P˜F of Gθ acts trivially. Note that the action of Gθ on Mθ
depends on the choice of θ˜.
Lemma 2.3. (Tame reduction)
1. Let M be a finite length O-module with a continuous action ρ of GF . Then
there is a natural isomorphism
M =
⊕
[θ]
IndGFGθ (N(θ)⊗O Mθ) ,
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where [θ] runs over GF -conjugacy classes of irreducible representations of P˜F .
2. The isomorphism of part (1) induces a natural isomorphism of functors:
D(ρ)
∼−→
∏
[θ]
D(ρθ)
where θ runs through a set of representatives for the GF -conjugacy classes of
irreducible representations of P˜F .
3. If R(ρθ) is the universal framed deformation ring for the representation ρθ
of Gθ/P˜F , then
R(ρ) ∼=
(⊗̂
[θ]
R(ρθ)
)
[[X1, . . . , Xn2−∑n2θ ]]
where nθ = dim ρθ. This isomorphism lies above the isomorphism D(ρ)
∼−→∏
[θ]D(ρθ) of part (2).
Proof. The first two parts are in [CHT08]: part (1) is Lemma 2.4.12 and part (2)
is Corollary 2.4.13. Part (3) is the refinement to framed deformations obtained by
keeping track of a basis in the construction of part (1) of the proposition, as in
[Cho09] Proposition 2.0.5.
As [Cho09] is not easily available, we sketch the argument for part (3): let
[θ1], [θ2], . . . be the GF -conjugacy classes of irreducible P˜F -representations. Pick
left coset representatives (gij)j for Gθi in GF . Write Ni for N(θi), and choose an
O-basis (fik)k of Ni.
Let A be an object of CO, M be a free rank n A-module with a continuous action
of GF , and Mθi be as above. Given (for each i) a basis (eil)
nθi
l=1 of Mθi , we can
produce a basis (eijkl)j,k,l of
Mθi = A[GF ]⊗A[Gθ] (Ni ⊗O Mθi)
defined by
eijkl = gij ⊗ fik ⊗ eil.
Then (eijkl)i,j,k,l is a basis of M .
Let F(A) be the set of Y = (Yijkl,i′j′k′l′) which are n × n matrices of elements
of mA such that
Yijkl,i′j′k′l′ = 0 if i = i
′ and j = j′ = k = k′ = 1
(so that n2 − ∑n2θi ‘free’ entries of Y remain). Then F defines a functor on
CO pro-represented by O[[X1, . . . , Xn2−∑n2θ ]] (the variables X being simply an
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enumeration of those Yijkl,i′j′k′l′ which can be non-zero).
We then have a natural transformation of functors
F ×
∏
[θ]
D(ρθ)→ D(ρ)
taking the tuple (Y, (Mθi , ρθi , eil)i) to the tuple(⊕
i
IndGFGθi
(Ni ⊗O Mθi),
⊕
i
IndGFGθi
(θ˜i ⊗O ρθi), (In + Y)(eijkl)i,j,k,l
)
.
Then one can check (and this is what is done in [Cho09] Proposition 2.0.5) that
this is in fact an isomorphism, and so we get the claimed isomorphism of pro-
representing objects.
The next result is due to David Helm, and will appear in a forthcoming paper
of his. I thank him for allowing me to include the proof here.
Theorem 2.4. The scheme SpecR(ρ) is a reduced complete intersection, flat and
equidimensional of relative dimension n2 over SpecO.
Proof. Suppose that R is a ring. Let M(n, q)R be the moduli space (over SpecR)
of pairs of matrices Σ,Φ ∈ GLn,R ×SpecR GLn,R such that
ΦΣΦ−1 = Σq.
It is the closed subscheme of GLn,R ×SpecR GLn,R cut out by the n2 matrix coef-
ficients of the above equation. Denote by piΣ the morphism
piΣ :M(n, q)R −→ GLn,R
(Σ,Φ) 7→ Σ.
Now suppose that R = k is an algebraically closed field of characteristic distinct
from p. Let Σ0 be a closed point in the image of piΣ, let Z0 be the centraliser of Σ0
in GLn,k (a closed subgroup scheme of GLn,k) and let C0 be the conjugacy class of
Σ0 in GLn,k, a locally closed subscheme of GLn,k isomorphic to GLn,k/Z0. Then
pi−1Σ (Σ0) is (by right multiplication on Φ) a Z0-torsor. Thus the preimage pi
−1
Σ (C0)
in M(n, q)k has dimension
dimC0 + dimZ0 = n
2 − dimZ0 + dimZ0 = n2.
Since the eigenvalues of any Σ in the image of piΣ must be (q
n − 1)th roots of
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unity, the number of conjugacy classes C0 of matrices in the image of piΣ is finite.
1
Therefore
dimM(n, q)k = n2.
Now let R = O. We see that M(n, q)O → SpecO is equidimensional of dimen-
sion n2. But the smooth scheme GLn,O×OGLn,O has relative dimension 2n2 over
SpecO andM(n, q)O is a closed subscheme cut out by n2 equations; it follows that
M(n, q)O is a local complete intersection. In particular, it is a Cohen–Macaulay
scheme. As its fibres over the regular local ring SpecO are of the same dimension,
n2, it is flat over SpecO.
Now, by Lemma 2.3, the assertions of the theorem may be reduced to the case in
which ρ is tamely ramified (using Lemma 3.3 of [BLGHT11] to propagate flatness,
reducedness, and dimension from objects of C∧O to their completed tensor products).
In this case, any lift of ρ to an object of CO is also tamely ramified. Our choice
of topological generators φ and σ for GF /PF satisfying the equation φσφ
−1 = σq
provides a closed point of M(n, q)O corresponding to ρ and identifies R(ρ) with
the completion of the local ring ofM(n, q)O at this point (to see this, compare the
A-valued points for A an object of CO). Therefore, by the corresponding facts for
M(n, q)O, we have shown that R(ρ) is a complete intersection and is flat over O.
It is reduced since it is generically reduced (by Lemma 2.2 and the fact that it is
O-flat) and Cohen–Macaulay.
2.1.3 Twisting
Lemma 2.5. Suppose that χ : GF → O× is any character. Then there is a natural
isomorphism
R(ρ) ∼−→ R(ρ⊗ χ).
Moreover, if χ1 and χ2 satisfy χ1 = χ2 then they induce the same maps R
(ρ) ∼−→
R(ρ⊗ χi).
Proof. This follows easily from the isomorphism of functors
D(ρ)→ D(ρ⊗ χ)
given by tensoring with χ (remembering that we are considering O-algebras). For
the last statement, observe that if the functors are restricted to F-algebras then
the isomorphism only depends on χ.
1Here we use that q > 1. It is unknown whether the moduli space of pairs of commuting matrices
over C is Cohen–Macaulay (or even reduced!), although this is conjectured to be the case (see
[Hai99]).
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Since every F-valued character lifts to O (using the Teichmu¨ller lift) this shows
that R(ρ) ∼= R(ρ⊗ χ) for every χ : GF → F×.
We also need the calculation of the universal deformation ring of a character, to
which some of our calculations reduce. This is completely standard, but we include
it as a simple illustration of the method.
Lemma 2.6. Let χ : GF → F× be a continuous character. Write a = vl(q − 1).
Then
R(χ) =
O[[X,Y ]]
((1 +X)la − 1)
has la irreducible components, indexed by the lath roots of unity. They are formally
smooth of relative dimension one over O.
Proof. By Lemma 2.5, we may take χ to be trivial. If χ is any lift of χ to an
object A of CO, then for g ∈ P˜F we must have χ(g)n = 1 for some n coprime
to l, and therefore χ(g) = 1, so that we are reduced to considering characters of
GF /P˜F . We must have that χ(σ)
q = χ(σ) and χ(σ) ≡ 1 mod mA, and therefore
that χ(σ)l
a
= 1. We are then free to choose χ(φ). Writing χ(σ) = 1 + X and
χ(φ) = 1 + Y , we have shown that
D(χ)(A) = HomC∧O
( O[[X,Y ]]
((1 +X)la − 1) , A
)
functorially, and so the universal framed deformation ring is as claimed.
2.1.4 Cycles Suppose that X is a noetherian scheme and that F is a coherent
sheaf on X. Let Y be the scheme-theoretic support of F , and let d ≥ dimY . Let
Zd(X) be the free abelian group on the d-dimensional points of X; elements of
Zd(X) are called d-dimensional cycles. If a ∈ X is a point of dimension d write [a]
for the corresponding element of Zd(X) and define the multiplicity e(F , a) to be
the length of Fa as an OY,a-module (this is zero if a 6∈ Y ).
Definition 2.7. The cycle Zd(F) associated to F is the element∑
a
e(F , a)[a] ∈ Zd(X).
If X = SpecA is affine and F = M˜ is the coherent sheaf associate to a finitely
generated A-module M , then we will write Zd(M) for Zd(F). If X is equidi-
mensional of dimension d, then we will usually drop d from the notation, so that
Z(X) = Zd(X), Z(F) = Zd(F) etc.
If i : X → X ′ is a closed immersion of X in a noetherian scheme X ′, then there
is a natural inclusion i∗ : Zd(X)→ Zd(X ′) for each d. For a coherent sheaf F on
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X whose support has dimension at most d, we then have
i∗(Zd(F)) = Zd(i∗(F)).
We will often use this compatibility without comment.
If X is a noetherian scheme of dimension d and X → SpecO is a flat morphism
then let
j : X ×SpecO SpecF→ X
be the closed immersion induced by O  F and denote by red the reduction map
red : Z(X)→ Z(X ×SpecO SpecF)
which takes a d-dimensional point a with closure Y to the cycle Zd−1(j∗OY ). The
following is a special case of [EG14] Proposition 2.2.13:
Lemma 2.8. In the above situation, if F is a coherent sheaf on X such that
multiplication by λ is injective on F , then
red(Zd(F)) = Zd(j∗(F)).
If f : X → Y is a flat morphism of noetherian schemes, with X and Y equidi-
mensional of dimensions d and e respectively, then we define a map
f∗ : Ze(Y )→ Zd(X)
by taking a point a ∈ Y with closure Z of dimension e to the cycle
Zd(f∗OZ) ∈ Zd(X).
Lemma 2.9. In the above situation, if F is a coherent sheaf on Y then
f∗(Zd(F)) = Zd(f∗(F)).
Proof. We may suppose that X = SpecS and Y = SpecR for noetherian rings
R and S, so that f induces a flat map f∗ : R → S, and F = M˜ for a finitely
generated R-module M . If b is a minimal prime of S and a = b ∩ R, then a is a
minimal prime of R (by the going down property of flat morphisms) and we must
show:
lengthRa(Ma) lengthSb((R/a⊗R S)b) = lengthSb((M ⊗R S)b).
Replacing R by Ra, S by Sb, and M by Ma, we may assume that R,S are local
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and artinian and that f is a local map of local rings, in which case we must show
that
lengthS(M ⊗R S) = lengthR(M) lengthS(R/a⊗R S),
which is true as S is flat over R and M has a finite composition series whose factors
are all isomorphic to R/a.
2.2 Types
In this section, unless otherwise stated all representations will be over the fixed
algebraic closure E of E.
2.2.1 Inertial types A Weil–Deligne representation of the Weil group WF is a
pair (r,N) where
• r : WF → GL(V ) is a smooth representation on a finite-dimensional vector
space V ;
• N ∈ End(V ) satisfies
r(g)Nr(g)−1 = ‖g‖N
where ‖·‖ : WF WF /IF  qZ takes a geometric Frobenius element to q−1.
If ρ : WF → GL(V ) is a continuous representation of WF (or GF ) on a finite-
dimensional vector space V , then there is an associated Weil–Deligne representation
(see for example [Tat79]) that we denote WD(ρ).
If ρ : WF → GL(V ) is a smooth irreducible representation of WF on a finite
dimensional vector space V and k ≥ 1 is an integer, then define a Weil–Deligne
representation Sp(ρ, k) by
Sp(ρ, k) = (V ⊕ V (1)⊕ . . .⊕ V (k − 1), N)
where for 0 ≤ i ≤ k − 2, N : V (i) ∼−→ V (i+ 1) is the isomorphism of vector spaces
induced by a choice of basis for E(1), and N(V (k − 1)) = 0.
Every Frobenius-semisimple Weil–Deligne representation (r,N) is isomorphic to
one of the form
j⊕
i=1
Sp(ρi, ki)
for smooth irreducible representations ρi : WF → GL(Vi) and integers j ≥ 0 and
ki ≥ 1 for i = 1, . . . , j. Up to obvious reorderings, the integers j and ki are unique,
and the representations ρi are unique up to isomorphism.
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Definition 2.10. An inertial type is an isomorphism class of finite dimensional
continuous representations τ of IF such that there exists a continuous representa-
tion ρ of WF with ρ|IF ∼= τ .
2.2.2 The classification of (Frobenius-semisimple) Weil–Deligne representations
yields a classification of inertial types, which we now describe.
Definition 2.11. The set I0 of basic inertial types is the set of inertial types τ0
that extend to a continuous irreducible representation of GF .
Note that the τ0 do not need to be irreducible representations of IF .
Lemma 2.12. Suppose that t, t′ are positive integers, ρ1, . . . , ρt, ρ′1, . . . , ρ
′
t′ are
irreducible representations of WF , and k1, . . . , kt, k
′
1, . . . , k
′
t are positive integers.
Then the representations of WF associated to
t⊕
i=1
Sp(ρi, ki)
and
t′⊕
i=1
Sp(ρ′i, k
′
i)
have isomorphic restrictions to IF if and only if t = t
′ and there is an ordering
j1, . . . , jt of 1, . . . , t such that ki = k
′
ji
and ρi|IF ∼= ρ′ji |IF for each 1 ≤ i ≤ t.
Proof. The “if” direction is clear. We show the “only if” direction. If ρ is a continu-
ous representation of WF with WD(ρ) = (r,N), then r|IF and the r|IF -equivariant
endomorphism N are determined up to isomorphism by ρ|IF (this follows from the
construction of WD(ρ), see [Tat79] Corollary 4.2.2). So we may assume that ρ = r,
so that all the ki are zero. Now use the fact (proved by an exercise in Clifford
theory) that, if ρ is an irreducible representation of WF , then
ρ|IF ∼= µ1 ⊕ . . .⊕ µs
for some integer s and pairwise non-isomorphic irreducible representations µi of IF
which are in a single orbit for the action of GF /IF on irreducible representations
of IF ; the representation µ1 determines ρ|IF . Therefore, if
t⊕
i=1
ρi|IF ∼=
t′⊕
i=1
ρ′i|IF
then ρ1|IF has an irreducible component in common with some ρ′j1 |IF , and so
ρ1|IF ∼= ρ′j1 |IF . The lemma follows by induction.
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Let Part be the set of integer sequences P = (P (1), P (2), . . .) which are de-
creasing and eventually zero. We regard P ∈ Part as a partition of the integer
deg(P ) =
∑∞
i=1 P (i). For each τ0 ∈ I0, choose an extension ρτ0 of τ0 to WF .
Definition 2.13. Let I be the set of functions P : I0 → Part with finite support.
For P ∈ I we can form the Weil–Deligne representation
⊕
τ0∈I0
∞⊕
i=0
Sp(ρτ0 ,P(τ0)(i)).
We define τP to be the restriction to IF of the associated representation of WF ; it
is an inertial type.
By Lemma 2.12, the isomorphism class of τP is independent of the choices of
the ρτ0 . The map P 7→ τP is a bijection between I and the set of inertial types
(that it is a surjection is clear; the injectivity follows from Lemma 2.12). To P ∈ I
we associate the function scs(P) : I0 → Z≥0 given by scs(P)(τ0) = degP(τ0). If
τ = τP we write scs(τ) = scs(P).
Let  be the dominance order on Part; that is, the partial order defined by
P1  P2 if and only if degP1 = degP2 and, for all k ≥ 1,
k∑
i=1
P1(i) ≥
k∑
i=1
P2(i).
Then  induces a partial order on I for which P  P ′ if and only if P(τ0)  P ′(τ0)
for all τ0 ∈ I0; we also sometimes regard  as a partial order on the set of inertial
types.
2.2.3 Fixed type deformation rings Let ρ : GF → GLn(F) be a continuous
representation and let τ be an inertial type. Suppose moreover that τ is defined
over E ⊂ E. We say that a morphism x : SpecE → SpecR(ρ) has type τ if the
corresponding Galois representation ρx : GF → GLn(E) does. Since τ is defined
over E this only depends on the image of x.
Definition 2.14. If τ and ρ are as above, then R(ρ, τ) is the reduced quotient of
R(ρ) such that SpecR(ρ, τ) is the Zariski closure in SpecR(ρ) of the E-points
of type τ .
If x is an E-point of SpecR(ρ, τ), say that x is non-degenerate if the as-
sociated Galois representation ρx satisfies WD(ρx) = recl(pi) for an irreducible
admissible representation pi of GLn(F ) that is generic (see section 2.3 below for
the defininitions of recl and generic).
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Proposition 2.15. For each inertial type τ defined over E, SpecR(ρ, τ) is a
union of irreducible components of SpecR(ρ). Moreover:
1. if x is a non-degenerate E-point of SpecR(ρ), then x lies on a unique irre-
ducible component of SpecR(ρ) and R(ρ)[1/l] is formally smooth at x;
2. the non-degenerate points are Zariski dense in SpecR(ρ);
3. if x is a non-degenerate point of SpecR(ρ, τ), then ρx has type τ .
Proof. This follows from [BLGGT14] Lemmas 1.3.2 and 1.3.4.
2.3 The local Langlands correspondence
Recall the local Langlands correspondence recF of [HT01] Theorem A, which is de-
fined over the complex numbers. If pi is an irreducible admissible Ql-representation
of GLn(F ) and ι : Ql
∼−→ C is our choice of isomorphism, let
recl(pi) = ι
−1 ◦ recF (ι ◦ (pi ⊗ | det |
1−n
2 )).
Then recl(pi) is an n-dimensional Frobenius-semisimple Weil–Deligne representa-
tion of WF over Ql and is independent of the choice of ι (see [Hen01] §7.4). Note
that this is not the same as the map recl of [HT01], which does not have the twist
and so depends (only) on ι−1(q1/2).
2.3.1 The Bernstein–Zelevinsky classification We follow [Rod82]. For defi-
niteness, fix a choice of square root of q in E. Then if P ⊂ GLn(F ) is a standard
parabolic subgroup with Levi factor M =
∏k
i=1Mi and unipotent radical U , and
if ρi are smooth representations of Mi, we can regard ⊗iρi as a representation of
P by allowing U to act trivially and then form the normalised parabolic induction
of ⊗iρi from P to GLn(F ); call this representation
ρ1 × . . .× ρk.
If pi is an irreducible supercuspidal representation of GLm(F ) and k ≥ 1 is an
integer, let
∆(pi, k) = {pi, pi ⊗ | det |, . . . , pi ⊗ | det |k−1}.
A set of this form is called a segment. Two segments ∆1 and ∆2 are called linked
if ∆1 6⊂ ∆2, ∆2 6⊂ ∆1 and ∆1∪∆2 is a segment, and we say that ∆(pi, k) precedes
∆(pi′, k′) if they are linked and pi′ = pi ⊗ |det |s for some s ≥ 1. If ∆ = ∆(pi, k) is
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a segment, let L(∆) be the unique irreducible quotient of
pi × (pi ⊗ | det |)× . . .× (pi ⊗ | det |k−1);
it is an irreducible admissible representation of GLkm(F ). If ∆1, . . . ,∆t are seg-
ments then we may reorder them so that, for i < j, ∆i does not precede ∆j .
Then
L(∆1)× . . .× L(∆t)
is a representation of GLn(F ) for suitable n, with a unique irreducible quotient
L(∆1, . . . ,∆t), which is independent of the ordering chosen (so long as the ‘prece-
dence’ condition is satisfied). Every irreducible admissible representation ofGLn(F )
is of this form, uniquely up to reordering the ∆i. The representation
L(∆1)× . . .× L(∆t)
is irreducible if and only if no two of the ∆i are linked. In this case L(∆1, . . . ,∆t) =
L(∆1)× . . .× L(∆t) is generic, and moreover every irreducible generic represen-
tation is of this form (see [Zel80] Theorem 9.7).
The compatibility with the above classification of Frobenius-semisimple Weil–
Deligne representations is as follows. If d1, . . . , dt are positive integers with
∑
di =
n, pi1, . . . , pit are supercuspidal representations of GLdi(F ), and k1, . . . , kt are pos-
itive integers, then for
∆i = ∆(pii ⊗ | det |
1−di
2 , ki)
we have:
t⊕
i=1
Sp(recl(pii), ki) = recl(|det |
n−1
2 ⊗ L(∆1, . . . ,∆t)). (2.1)
2.3.2 If S : I0 → Z≥0 is a function with finite support such that∑
τ0∈I0
dim τ0S(τ0) = n,
then we can consider the full subcategory ΩS of RepE(GLn(F )) all of whose irre-
ducible subquotients pi satisfy
scs(recl(pi)|IF ) = S.
The category RepE(GLn(F )) is then the direct product of the ΩS ; these are the
Bernstein components of RepE(GLn(F )). See, for example, [BK98] §1.
The next two paragraphs are only required in section 4.6. A supercuspidal pair
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is a pair (M,pi) where M is a Levi subgroup of some GLn(F ) and pi is a supercusp-
idal representation of M . We say that supercuspidal pairs (M,pi) and (M ′, pi′) are
inertially equivalent if there is an element g ∈ G and an unramified character α
of M ′ such that M ′ = gMg−1 and pi′ = α ⊗ pig. We write [M,pi] for the inertial
equivalence class of (M,pi). If Ω is a Bernstein component of RepE(GLn(F )), then
there is a unique inertial equivalence class of supercuspidal pair [M,pi] such that
every irreducible object of Ω is a subquotient of a representation parabolically in-
duced from a supercuspidal pair (M,pi) in that inertial equivalence class (for some
choice of parabolic subgroup).
The essentially discrete series representations2 of GLn(F ) are precisely those
of the form L(∆) for some segment ∆. Define a discrete pair to be a pair (M,pi)
where M is a Levi subgroup of some GLn(F ) and pi is an essentially discrete se-
ries representation of M ; say that discrete pairs (M,pi) and (M ′, pi′) are inertially
equivalent if there is an element g ∈ G and an unramified character α of M ′ such
that M ′ = gMg−1 and pi′ = α ⊗ pig, and write [M,pi] for the inertial equivalence
class of (M,pi). If pi is supercuspidal this agrees with the notion of inertial equiva-
lence for supercuspidal pairs. If P ∈ I then we can associate an inertial equivalence
class [M,pi] of discrete pairs to P as follows: for every τ0 ∈ I0 pick a supercuspidal
representation piτ0 of GLdim(τ0)(F ) with recl(piτ0)|IF ∼= τ0. Then ∏
τ0∈I0,i∈N
GLP(τ0)(i) dim(τ0)(F ),
⊗
τ0∈I0,i∈N
L(∆(piτ0 ,P(τ0)(i)))

is the required class of discrete pairs. If (M,pi) = (
∏r
i=1Mi,
⊗r
i=1 L(∆i)) is a
discrete pair, then we can define L(M,pi) to be L(∆1, . . . ,∆r). From equation (2.1)
we see that, if P ∈ I has degree n, and [M,pi] is the associated inertial equivalence
class of discrete pair, then the irreducible admissible representations pi of GLn(F )
such that recl(pi) has type τP are precisely the L(M,pi) for (M,pi) in the inertial
equivalence class [M,pi].
2.3.3 K-types It is one of the main results of the theory of Bushnell and Kutzko
developed in [BK93] and [BK99] that, for each Bernstein component Ω of
RepC(GLn(F )),
there is a compact open subgroup J ⊂ GLn(F ) and a representation λ of J with
the following property: if pi ∈ RepC(GLn(F )) is generated by its λ-isotypic vectors,
then pi is in Ω. We call (J, λ) a ‘type’ for the Bernstein component Ω. If K ⊃ J
is a maximal compact subgroup of GLn(F ) and Ω is supercuspidal, then Ind
K
J λ is
2That is, the unramified twists of discrete series representations
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irreducible and is a K-type for Ω.
In [SZ99], Schneider and Zink refine this by providing K-types for a certain
‘stratification’ of RepC(GLn(F )). We use their results in the following Galois–
theoretic form (c.f. [BC09] Proposition 6.3.3):
Theorem 2.16. Let τ be an inertial type of dimension n. Then there is a smooth
irreducible E-representation σ(τ) of GLn(OF ) such that, for each irreducible ad-
missible E-representation pi of GLn(F ), we have:
1. if pi|GLn(OF ) contains σ(τ), then recl(pi)|IF  τ ;
2. if recl(pi)|IF ∼= τ , then pi|GLn(OF ) contains σ(τ) with multiplicity one;
3. if recl(pi)|IF  τ and pi is generic, then pi|GLn(OF ) contains σ(τ).
Proof. This is [BC09] Proposition 6.3.3, except that we have replaced the hypoth-
esis ‘tempered’ with ‘generic’. That we can do this follows from the proof of [SZ99]
Proposition 5.10 — the only property of tempered representations that is used is
that they occur as the irreducible parabolic induction of a discrete series representa-
tion, and this continues to hold for generic representations. See also Corollary 4.47
below.
Example 2.17. Let P0,P1 ∈ I be the maps that take the trivial representation
to (respectively) (1, 1, 0, 0, . . .) and (2, 0, 0, . . .), and everything else to zero. Let
τ0 and τ1 be the corresponding inertial types; they are respectively the trivial
two-dimensional representation and the non-trivial unipotent two-dimensional rep-
resentation of IF . We have P0 ≺ P1 and they are not comparable to any other
elements of I.
The representation σ(τ0) is the trivial representation of GL2(OF ), while σ(τ1) is
inflated from the Steinberg representation of GL2(kF ).
Then pi contains σ(τ0) if and only if pi is unramified, and so if and only if
recl(pi)|IF = τ0. On the other hand, pi containing σ(τ1) implies that recl(pi)|IF
is unipotent — that is to say, that recl(pi)|IF  τ1 — but the converse is false for
pi an unramified character (these are non-generic).
Remark 2.18. In fact we give a slightly different construction of the σ(τ), more
amenable to reduction modulo l — this is the purpose of section 4.6, and see Corol-
lary 4.47 for a proof that the representations we construct have the desired proper-
ties (modulo the translation into Galois theoretic language, which is straightforward
and exactly as in [BC09]). It seems likely that the two constructions coincide, but
we do not need this and have not checked it.
30
3 Rank 2
Throughout this chapter, l is assumed to be an odd prime.
3.1 Types for GL2
3.1.1 Inertial types Recall that GF /P˜F is generated by elements φ and σ sub-
ject to the relation φσφ−1 = σq. Write a = vl(q − 1) and b = vl(q + 1); as l > 2,
at most one of a and b is non-zero. The inertial types τ with τ |P˜F trivial are
determined by the conjugacy class of τ(σ). When n = 2, they are precisely the
following:
• τζ,s with τζ,s(σ) =
(
ζ 0
0 ζ
)
, where ζ is an lath root of unity (s is for ‘split’);
• τζ,ns with τζ,ns(σ) =
(
ζ 1
0 ζ
)
, where ζ is an lath root of unity (ns is for
‘non-split’);
• τζ1,ζ2 with τζ1,ζ2(σ) =
(
ζ1 0
0 ζ2
)
, where ζ1 and ζ2 are distinct l
ath roots of
unity;
• τξ with τξ(σ) =
(
ξ 0
0 ξ−1
)
, where ξ is a non-trivial lbth root of unity.
To see that τξ is a type, note that if L/F is the unramified quadratic extension,
then there is a character of GL/P˜F mapping σ to ξ, which when induced to GF
gives a representation of type τξ. That this list is complete follows from the fact
that the eigenvalues of τ(σ) are l-power roots of unity that are either fixed or
swapped by the map x 7→ xq.
3.1.2 K-types Let us describe explicitly what the σ(τ) of Theorem 2.16 are when
n = 2. Let G = GL2(F ), K = GL2(OF ), and for N ≥ 1 let K(N) = 1 + M2(pNF )
and K0(N) =
{(
a b
c d
)
: c ∈ pNF
}
. Let U0 = O×F and for N ≥ 1 let UN = 1+pNF .
The exponent of a character χ of O×F is the smallest N ≥ 0 such that χ is trivial
on UN .
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For each two-dimensional inertial type τ , we define an irreducible representation
σ(τ) by the following recipe:
• If τ = τ1,s, then σ(τ) is the trivial representation of K.
• If τ = τ1,ns, then σ(τ) is the inflation to K of the Steinberg representation
St of GL2(kF ).
• If τ = 1⊕ recl()|IF for a non-trivial character  of F× of exponent N , then
σ(τ) = IndKK0(N) ,
where 
((
a b
c d
))
= (a).
• If τ = recl(pi)|IF for a cuspidal representation pi of GL2(F ), then by [BH06]
15.5 Theorem, there is a certain subgroup J˜ ⊂ G, containing and compact
modulo the center of G, and a representation Λ of J˜ such that
pi = c-IndG
J˜
Λ.
By conjugating, we may suppose that the maximal compact subgroup J of J˜
is contained in K. We then have
σ(τ) = IndKJ (Λ|J).
• If τ = τ ′ ⊗ recl(χ)|IF , then σ(τ) = σ(τ ′)⊗ (χ|U0 ◦ det).
This is a slightly modified version of the construction in [Hen02] — the construc-
tion there only depends on τss, and agrees with ours whenever τss is not scalar.
The following is an easy consequence of [Hen02]:
Proposition 3.1. If σ(τ) is contained in an irreducible admissible representation
pi of GL2(F ) and recl(pi) then recl(pi)|IF  τ .
If pi is infinite-dimensional, then the converse is true.
One can check that these agree with the σ(τ) of Theorem 2.16 (i.e. those defined
in [SZ99]), although we will not need this.
3.1.3 Reduction of types Suppose that r : IF → GL2(F) is such that r extends
to a continuous representation of GF .
Definition 3.2. The set L(r) is the set of types τ such that there exists a repre-
sentation ρ : GF → GL2(OE) of type τ satisfying
ρ|IF ∼= r.
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Lemma 3.3. Suppose that r : IF → GL2(F) is trivial on P˜F . Then each element
of L(r|I˜F ) is one of the types τζ,s, τζ,ns, τζ1,ζ2 , τξ defined in section 3.1.1.
Proof. Indeed, any lift of r must be trivial on P˜F , and hence (if it extends to a
representation of GF ) must be one of the types listed.
Lemma 3.4. 1. Suppose that r|P˜F is irreducible. There is a lift r of r to
GL2(OE), which we fix. Then L(r) = {r ⊗ χ}χ as χ runs over the set of
characters χ : IF → E× which extend to GF and reduce to the trivial char-
acter.
2. Suppose that r|P˜F ∼= (r1 ⊕ r2)|P˜F where r1 and r2 are distinct characters
of GF . There are lifts r1 and r2 of r1 and r2 to O×E , which we fix. Then
L(r) = {(r1|IF ⊗ χ1) ⊕ (r2|IF ⊗ χ2)}χ1,χ2 where χ1, χ2 run over all pairs of
characters IF → E× which extend to GF and reduce to the trivial character.
3. Suppose that r|P˜F ∼= (r1⊕rc1)|P˜F where r1 and rc1 are distinct characters of GL
which are conjugate by an element of GF (recall that L/F is the unramified
quadratic extension). There is a lift r1 of r1 to O×E . Then L(r) = {(r1|IF ⊗
χ)⊕ (rc1|IF ⊗ χc)}χ as χ runs over all characters IF → E
×
which extend to
GL and reduce to the trivial character.
Proof. This follows from Proposition 3.14 below; the ingredients in the proof of that
proposition are Lemma 2.3 (reduction to the tame case) and Lemma 2.5 (lifting
ring of a character).
Lemma 3.5. If τ is an inertial type with τ |P˜F non-scalar, then σ(τ) is irreducible.
If τ ′ is any other inertial type, then σ(τ ′) contains σ(τ) if and only if τ ′ ∈ L(τ)
(in which case σ(τ) ∼= σ(τ ′)). Note that L(τ) is unambiguous in this case, as any
lattice in τ gives rise to a semisimple reduction.
Proof. These are the results of Propositions 3.25 and 3.26.
If τ |P˜F is scalar, then σ(τ) need not be irreducible. We give the (well-known)
analysis of these σ(τ) in section 3.4.1. For now, we just give names to the following
representations of GL2(kF ) (and hence, by inflation, of K) over F:
• the trivial representation, 1;
• the Steinberg representation, St (irreducible if q 6≡ −1 mod l);
• if q ≡ −1 mod l, the cuspidal (but not supercuspidal) subrepresentation pi1
of St.
Let ρ : GF → GL2(F) be a continuous representation, and suppose that E is
sufficiently large that:
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• every subrepresentation of ρ⊗ F is already defined over F;
• E contains all of the (q2 − 1)th roots of unity;
• for every τ ∈ L(ρ|IF ), σ(τ) is defined over E.
3.2 The ‘Breuil–Me´zard conjecture’
We state our analogue of the Breuil–Me´zard conjecture when l 6= p. By Lemma 2.2
and Proposition 2.15, we have dimR(ρ, τ) ≤ 4 (this includes the possibility that
R(ρ, τ) = 0).
Definition 3.6. We associate to each type τ a cycle C(ρ, τ) ∈ Z(R(ρ)) as follows:
• if τ is semisimple, set
C(ρ, τ) = Z(R(ρ, τ));
• if τ is not semisimple (in which case τss must be scalar) set
C(ρ, τ) = Z(R(ρ, τ)) + Z(R(ρ, τss)).
Then we have
Theorem 3.7. For each irreducible F-representation θ of GL2(OF ), there is an
effective cycle C(ρ, θ) ∈ Z(R(ρ)) such that, for any inertial type τ , we have an
equality of cycles
C(ρ, τ) =
∑
θ
m(θ, σ(τ))C(ρ, θ) (3.1)
where m(θ, σ(τ)) is the multiplicity of θ as a Jordan–Ho¨lder factor of σ(τ) and the
sum runs over all θ.
Remark 3.8. In the notation of section 4.1 below, we have C(ρ, τ) = red(cyc(σ(τ))),
and C(ρ, θ) = cyc(θ); equation (3.1) is then exactly the requirement that
red ◦ cyc = cyc ◦ red
on representations of the form σ(τ). We apologise for the discrepancy in notation,
which is to maintain consistency with [Sho13].
Remark 3.9. We conjecture that the theorem remains true when l = 2.
Proof. We proceed case by case, using the results of section 3.4 and of sections 3.3
and 3.4.1 below.
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Suppose that ρ|P˜F is non-scalar. Then by Lemma 3.5, the representations σ(τ)
for τ ∈ L(ρ|IF ) are all irreducible and isomorphic to a common irreducible repre-
sentation, which we call θ0. By Corollary 3.15, R
(ρ) has a unique minimal prime,
denoted a, which has dimension 4. So we have
Z(Spec(R(ρ))) = Z · [a].
Define C(ρ, θ0) = [a], and C(ρ, θ) = 0 for θ 6= θ0. By Corollary 3.15,
C(ρ, τ) = [a] = C(ρ, θ0)
if τ ∈ L(ρ|P˜F ) and
C(ρ, τ) = 0
otherwise. In other words, for all τ we have
C(ρ, τ) =
∑
θ
m(θ, σ(τ))C(ρ, θ)
as required.
If ρ|P˜F is scalar, then we may twist ρ by a character of GF and apply Lemma 2.5
and so suppose for the rest of the proof that ρ|P˜F is trivial.
If q 6= ±1 mod l, then L(ρ|IF ) ⊂ {τ1,s, τ1,ns}. By the discussion of section 3.4.1,
we have that
σ(τ1,s) = 1
and
σ(τ1,ns) = St
are irreducible and non-isomorphic, and that neither is a Jordan–Ho¨lder factor of
any other σ(τ). So the fact that we can define the C(ρ, θ) so as to satisfy equation
(3.1) is a triviality, as there are no relations amongst the σ(τ) for different τ . We
work out what the C(ρ, θ) are explicitly: for θ 6= 1 or St we define C(ρ, θ) = 0.
Otherwise, there are four cases to consider:
• if ρ(φ) has eigenvalues with ratio not in {1,±q} then by Proposition 3.16
there is a unique minimal prime anr of R
(ρ). In this case, define
C(ρ,1) = [anr]
C(ρ,St) = [anr];
• if ρ is an extension of the trivial character by itself then by Proposition 3.18
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part 1 there is a unique minimal prime anr of R
(ρ). In this case, define
C(ρ,1) = [anr]
C(ρ,St) = [anr];
• if ρ is a non-split extension of the trivial character by the cyclotomic character
then by Proposition 3.18 part 2 there is a unique minimal prime aN of R
(ρ).
In this case, define
C(ρ,1) = 0
C(ρ,St) = [aN ];
• if ρ is the direct sum of the trivial character and the cyclotomic character then
by Proposition 3.18 part 2 there are two minimal primes of R(ρ), denoted
there by anr and aN . In this case, define
C(ρ,1) = [anr]
C(ρ,St) = [anr] + [aN ].
It is then easy to verify that equation (3.1) holds; we just do the last case. We see
from Proposition 3.18 part 2 that
C(ρ, τ1,s) = [anr] = C(ρ,1)
C(ρ, τ1,ns) = [anr] + [aN ]= C(ρ, St)
and C(ρ, τ) = 0 for all other τ , exactly as required by equation (3.1).
If q = −1 mod l, then L(ρ|IF ) ⊂
⋃
ξ{τ1,s, τ1,ns, τ1,ξ} for ξ a non-trivial lbth root
of unity. By the discussion of section 3.4.1, we have that
σ(τ1,s) = 1,
σ(τξ) = pi1,
and
σ(τ1,ns)
ss = 1⊕ pi1
where 1 and pi1 are irreducible and non-isomorphic, and are not Jordan–Ho¨lder
factors of any other σ(τ). For θ 6= 1 or pi1 we define C(ρ, θ) = 0. Otherwise, there
are four cases to consider:
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• if ρ(φ) has eigenvalues with ratio not in {±1} then by Proposition 3.16 there
is a unique minimal prime anr of R
(ρ). In this case, define
C(ρ,1) = [anr]
C(ρ, pi1) = 0;
• if ρ is an extension of the trivial character by itself then by Proposition 3.19
part 1 there is a unique minimal prime anr of R
(ρ). In this case, define
C(ρ,1) = [anr]
C(ρ, pi1) = 0;
• if ρ is a non-split extension of the trivial character by the cyclotomic character
then by Proposition 3.19 part 2a there is a unique minimal prime, denoted aN
in that Proposition, of R(ρ, τ1,ns), which we regard as a prime of R(ρ).
In this case, define
C(ρ,1) = 0
C(ρ, pi1) = [aN ];
• if ρ is the direct sum of the trivial character by the cyclotomic character
then in Proposition 3.19 part 2b three four-dimensional primes of R(ρ) are
defined, denoted there anr, aN and aN ′ . In this case, define
C(ρ,1) = [anr]
C(ρ, pi1) = [aN ] + [aN ′ ].
It is then easy to verify that equation (3.1) holds using Proposition 3.16 in the
first case and Proposition 3.19 parts 1, 2a, and 2b in the second, third, and fourth
cases; again we just do the fourth case, which is the most complicated. Equation
(3.1) is equivalent to the equations:
C(ρ, τ1,s) = C(ρ,1) =[anr]
C(ρ, τ1,ns) = C(ρ,1) + C(ρ, pi1)=[anr] + [aN ] + [aN ′ ]
C(ρ, τξ) = C(ρ, pi1) =[aN ] + [aN ′ ]
and
C(ρ, τ) = 0
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if τ 6∈ ⋃ξ{τ1,s, τ1,ns, τξ}. But by Proposition 3.19 part 2b we have:
C(ρ, τ1,s) = Z(R(ρ, τ1,s)) =[anr]
C(ρ, τ1,ns) = Z(R(ρ, τ1,s)) + Z(R(ρ, τ1,ns))=[anr] + [aN ] + [aN ′ ]
C(ρ, τξ) = Z(R(ρ, τξ)) =[aN ] + [aN ′ ]
and
C(ρ, τ) = 0
if τ 6∈ ⋃ξ{τ1,s, τ1,ns, τξ}, as required.
If q = 1 mod l, then L(ρ|IF ) ⊂
⋃
ζ,ζ1,ζ2
{τζ,s, τζ,ns, τζ1,ζ2} for ζ, ζ1 and ζ2 (possibly
trivial) lath roots of unity with ζ1 6= ζ2. By the discussion of section 3.4.1, we have
that
σ(τζ,s) = 1,
σ(τζ,ns) = St,
and
σ(τζ1,ζ2) = 1⊕ St
where 1 and St are irreducible and non-isomorphic, and are not Jordan–Ho¨lder
factors of any other σ(τ). For θ 6= 1 or St we define C(ρ, θ) = 0. Otherwise, there
are four cases to consider:
• if ρ(φ) has eigenvalues with ratio not in {±1} then by Proposition 3.16 there
is a unique minimal prime anr of R
(ρ). In this case, define
C(ρ,1) = [anr]
C(ρ,St) = [anr];
• if ρ is a ramified extension of the trivial character by itself then by Proposition
3.21 part 1 there is a unique minimal prime aN of R
(ρ, τ1,ns) which we
regard as a four-dimensional prime of R(ρ). In this case, define
C(ρ,1) = 0
C(ρ,St) = [aN ];
• if ρ is a unramified extension of the trivial character by itself then by Propo-
sition 3.21 parts 2 and 3 there are four-dimensional primes of R(ρ) which
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are denoted there by [anr] and [aN ]. In this case, define
C(ρ,1) = [anr]
C(ρ,St) = [anr] + [aN ].
It is then easy to verify that equation (3.1) holds using Proposition 3.16 in the first
case, Proposition 3.21 part 1 in the second case, and Proposition 3.21 parts 2 and
3 in the third case (according as ρ is split or not); again we just do the third case,
which is the most complicated. Equation (3.1) is equivalent to the equations:
C(ρ, τζ,s) = C(ρ,1) =[anr]
C(ρ, τζ,ns) = C(ρ,St) =[anr] + [aN ]
C(ρ, τζ1,ζ2) = C(ρ,1) + C(ρ,St)=[anr] + [anr] + [aN ]
and
C(ρ, τ) = 0
if τ 6∈ ⋃ζ,ζ1,ζ2{τζ,s, τζ,ns, τζ1,ζ2}. But by Proposition 3.21 parts 2 and 3 we have:
C(ρ, τζ,s) = Z(R(ρ, τζ,s)) =[anr]
C(ρ, τζ,ns) = Z(R(ρ, τζ,s)) + Z(R(ρ, τ1,ns))=[anr] + [aN ]
C(ρ, τζ1,ζ2) = Z(R(ρ, τζ1,ζ2)) =2[anr] + [aN ]
and
C(ρ, τ) = 0
if τ 6∈ ⋃ζ,ζ1,ζ2{τζ,s, τζ,ns, τζ1,ζ2}, as required.
3.3 Calculations
Let ρ : GF → GL2(F) be a continuous representation. The aims of this section
are: to give explicit presentations for the rings R(ρ, τ) and compute the cycles
Z(R(ρ, τ)) ∈ Z(SpecR(ρ)).
3.3.1 Preliminaries The definition of R(ρ, τ) as a Zariski closure is not very
amenable to computation (and in the study of deformation rings when l = p this
is a serious issue). We define a more ‘concrete’ ring R(ρ, τ)◦ as follows: Let
R(ρ, τ)◦ be the maximal quotient of R(ρ) on which:
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• if τss is not scalar then, for all g ∈ IF , the characteristic polynomial of ρ(g)
agrees with that of τ(g);
• if τ is scalar then, for all g ∈ IF , ρ(g) = τ(g) is scalar;
• if τss is scalar but τ is not then, for all g ∈ IF , the characteristic polynomial
of ρ(g) agrees with that of τ(g). Moreover, we have
q(tr ρ(φ))2 = (q + 1)2 det(ρ(φ)). (3.2)
It is clear that these quotients exist and that the conditions imposed are defor-
mation problems for ρ.
Lemma 3.10. The ring R(ρ, τ) is a reduced l-torsion–free quotient of R(ρ, τ)◦.
If τ is semisimple, then we have that R(ρ, τ) is equal to the maximal reduced
l-torsion free quotient of R(ρ, τ)◦.
Proof. The first part is clear unless τss is scalar but τ is not. In this case, we
must show that any representation ρ : GF → GL2(E) of type τ satisfies equation
(3.2). The Weil–Deligne representation (r,N) corresponding to such a ρ satisfies
r|IF = τss and N 6= 0. Then r(φ)N = qNr(φ) implies that r(φ) preserves the line
kerN and the quotient E
2
/ kerN . If it acts as α on the former and β on the latter
then we must have α = qβ; as α and β are the eigenvalues of ρ(φ) the equation
(3.2) is easily verified.
The final claim follows from the simple observation that any E-point of R(ρ, τ)◦
has associated Galois representation of type τ , except perhaps if τss is scalar but
τ is not.
Remark 3.11. If R is a reduced, l-torsion free quotient of R such that R(ρ, τ)
is a quotient of R, then R = R(ρ, τ) if and only if the closed points of type τ are
Zariski dense in SpecR[1/l]. In our calculations, when this is true it will always be
clear by inspection.
3.3.2 A determinantal ring. For a, b and c natural numbers, if I is the ideal
generated by the a × a minors of a b × c matrix with independent indeterminant
entries Xij over a Cohen–Macaulay ring A, then A[{Xij}]/I is always Cohen–
Macaulay (see [Eis95] Theorem 18.18). We include a simple proof in the very
special case that we need below.
Proposition 3.12. Let k ≥ 2 be an integer and let A be either a field or a dis-
crete valuation ring. Let R = A[X1, . . . , Xk, Y1, . . . , Yk] and let I C R be the ideal
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generated by the 2× 2 minors of:(
X1 X2 . . . Xk
Y1 Y2 . . . Yk
)
.
Let S = R/I. Then S is a Cohen–Macaulay domain and is flat over A. It is
Gorenstein if and only if k = 2.
The same is true if we replace S by its completion S∧ at the ‘irrelevant’ ideal
(X1, . . . , Xk, Y1, . . . , Yk).
Proof. Note that R and S are naturally graded A-algebras.
Suppose that A is a field. It is easy to see that Proj(S) is a smooth irreducible
projective variety over A of dimension k + 1 — it is covered by the open sets
{Xi 6= 0} and {Yi 6= 0}, each of which is isomorphic to (A1A \ {0}) × AkA. Thus S
is a domain. We may extend A so that its cardinality is at least k + 1, and choose
pairwise distinct α1, . . . , αk ∈ A×.
I claim that (X1−α1Y1, . . . , Xk−αkYk, Y1 + . . .+Yk) is a regular sequence in S.
To see this, observe that Proj (S/(X1 − α1Y1, . . . , Xi − αiYi)) is reduced (we may
check this on the affine pieces) and that its irreducible components are all of the
form
Proj
(
R
(Xj − αi0Yj)1≤j≤k + (Xj , Yj)1≤j≤i,j 6=i0
)
for 1 ≤ i0 ≤ i or of the form
Proj(S/(X1, . . . , Xi, Y1, . . . , Yi)).
Now it is easy to check that Xi+1 − αi+1Yi+1 (if i < k) or Y1 + . . .+ Yk (if i = k)
is a non-zerodivisor on each of these components, and so is a non-zerodivisor on
S/(X1 − α1Y1, . . . , Xi − αiYi) as required.
Now
S/((Xi − αiYi)i, Y1 + . . .+ Yk) ∼= A[Y2, . . . , Yk]/(Y2, . . . , Yk)2
is Gorenstein if and only if k = 2, as required.
If A is a DVR then the following easy lemma (a specialisation of [Sno11] Propo-
sition 2.2.1) gives the result.
Lemma 3.13. If A is a DVR and S is a finitely generated A-algebra such that
S ⊗A/mA and S ⊗ FracA are domains of the same dimension, then S is flat over
A (that is, a uniformiser of A is a regular parameter in S).
The final statement of the proposition follows from the facts that both localisa-
tion and completion preserve the properties of being Gorenstein, Cohen–Macaulay,
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or A-flat; S∧ is a domain because its associated graded ring is S, which is a do-
main.
3.3.3 Simple cases. When ρ|P˜F is not scalar, then Lemma 2.3 allows us to
determine the universal framed deformation rings. Recall that if r : IF → GL2(F)
is a representation that extends to GF then we have defined the set L(r) of types
that lift r.
Proposition 3.14. If ρ|P˜F is irreducible, then
R(ρ) ∼= O[[X,Y, Z1, Z2, Z3]]/((1 +X)la − 1).
The la irreducible components of SpecR(ρ) are precisely the SpecR(ρ, τ) for
τ ∈ L(ρ|IF ).
If ρ|P˜F is a sum of distinct characters which extend to GF , then
R(ρ) ∼= O[[X1, X2, Y1, Y2, Z1, Z2]]/((1 +X1)la − 1, (1 +X2)la − 1).
The l2a irreducible components of SpecR(ρ) are precisely the SpecR(ρ, τ) for
τ ∈ L(ρ|IF ).
If ρ|P˜F is a sum of distinct characters which are conjugate by the non-trivial
element of GL \GF , then
R(ρ) ∼= O[[X,Y, Z1, Z2, Z3]]/((1 +X)lb − 1).
The lb irreducible components of SpecR(ρ) are precisely the SpecR(ρ, τ) for
τ ∈ L(ρ|IF ).
Proof. This follows straightforwardly from Lemma 2.3. Suppose first that ρ|P˜F is
irreducible. Then there is a unique irreducible representation θ of P˜F such that
ρθ (in the notation of Lemma 2.3) is non-zero. For that θ, ρθ is an unramified
one-dimensional representation of GF . So by Lemmas 2.3 and 2.6:
R(ρ) ∼= R(ρθ)[[Z1, Z2, Z3]] ∼= O[[X,Y, Z1, Z2, Z3]]/((1 +X)l
a − 1).
We have ρ ∼= θ˜ ⊗ χ where χ is the universal character GF → R(ρθ)×.
Suppose now that ρ|P˜F = θ1⊕ θ2 for distinct characters θ1 and θ2. Suppose first
that the θi are not GF -conjugate. As in Lemma 2.3, we pick O-characters θ˜1 and
θ˜2 of GF lifting and extending θ1 and θ2. Then (in the notation of Lemma 2.3) ρθ1
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and ρθ2 are both unramified characters. By Lemmas 2.3 and 2.6:
R(ρ) ∼=
(
R(ρθ1)⊗ˆR(ρθ2)
)
[[Z1, Z2]]
∼= O[[X1, X2, Y1, Y1, Z1, Z2]]/((1 +X1)la − 1, (1 +X2)la − 1).
We have
ρ ∼= θ˜1 ⊗ χ1 ⊕ θ˜2 ⊗ χ2
where each χi is the universal character over R
(ρθi).
Suppose finally that θ1 and θ2 are GF -conjugate. We take θ = θ1; then Gθ = GL
where L is a quadratic extension of F . In fact, since P˜F ⊂ GL and l is odd, we
must have that GL is the unramified quadratic extension of F . As in Lemma 2.3,
pick an O-character θ˜ of GL lifting and extending θ. Then (in the notation of
Lemma 2.3) ρθ is an unramified character of GL. By Lemmas 2.3 and 2.6:
R(ρ) ∼= R(ρθ)[[Z1, Z2, Z3]]
∼= O[[X,Y, Z1, Z2]]/((1 +X)lb − 1),
since vl(q
2 − 1) = lb. We have
ρ ∼= IndGFGL
(
θ˜ ⊗ χ
)
where χ is the universal character over R(ρθ).
We show that f : Spec(R(ρ, τ)) 7→ τ is a bijection from the set of irreducible
components of Spec(R(ρ)) to L(ρ|IF ). It is easy to see that f is an injection
(from our explicit expressions for ρ). The type of the E-points of Spec(R(ρ, τ))
is constant on irreducible components, so to show that a particular τ is in the
image of f it suffices to produce a lift of ρ to E of type τ . Each τ ∈ L(ρ|IF ) is, by
definition, the type of a lift of some ρ′ with ρ′|IF ∼= ρ|IF . But it is clear from the
calculations above that the image of f only depends on ρ|IF , and so f is surjective
as required.
Corollary 3.15. If ρ|P˜F is not scalar, then R(ρ) has a unique minimal prime a,
which has dimension 4. For τ an inertial type we have that
Z(R(ρ, τ)) = [a]
if τ ∈ L(ρ|P˜F ) and Z(R(ρ, τ)) = 0 otherwise.
3.3.4 We may now assume that ρ|P˜F is scalar; after a twist (invoking [CHT08]
Lemma 2.4.11 to extend the character occurring in ρ|P˜F to the whole Galois group),
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we may assume that ρ|P˜F is trivial, so that any lift of ρ|P˜F is also trivial. In this case,
then, ρ|IF is inflated from a representation of the (procyclic) pro-l group IF /P˜F
over a field of characteristic l. Any irreducible representation in characteristic l of
an l-group is trivial, and so ρ|IF must be an extension of the trivial representation
by the trivial representation. Now, because φσφ−1 = σq, ρ(φ) maps the subspace
of fixed vectors of ρ(σ) to itself; therefore ρ must be an extension of unramified
characters. That is, there is a short exact sequence
0→ χ1 → ρ→ χ2 → 0
for unramified characters χ1 and χ2. Such an extension corresponds to an ele-
ment of H1(GF , χ1χ
−1
2 ); by a simple calculation with the local Euler characteristic
formula and local Tate duality, this cohomology group is non-zero if and only if
χ1 = χ2 or χ1 = χ2. So we can easily deal with the case where neither of these
two possibilities can occur.
Proposition 3.16. Suppose that ρ|P˜F is trivial and that ρ(φ) has eigenvalues
α, β ∈ F with α/β 6∈ {1, q, q−1}. Then
R(ρ) ∼= O[[A,B, P,Q,X, Y ]]
((1 + P )la − 1, (1 +Q)la − 1) ,
and ρ(σ) is diagonalizable with eigenvalues 1 + P and 1 +Q.
For ζ an lath root of unity (possibly equal to 1), we have that
R(ρ, τζ,s) = O[[A,B, P,Q,X, Y ]]/(1 + P − ζ, 1 +Q− ζ)
∼= O[[A,B,X, Y ]]
is formally smooth of relative dimension 4 over O, and R(ρ, τζ,ns) = 0. If q = 1
mod l and ζ1, ζ2 are distinct l
ath roots of unity, then
R(ρ, ψ, τζ1,ζ2) =
O[[A,B, P,Q,X, Y ]]
(2 + P +Q− ζ1 − ζ2, PQ− (ζ1 − 1)(ζ2 − 1))
∼= O[[A,B, P,X, Y ]]/(1 + P − ζ1)(1 + P − ζ2).
For all other τ , R(ρ, ψ, τ) = 0.
The ideal anr defining R
(ρ, τ1,s) is the unique minimal prime of R(ρ). We
have:
Z(R(ρ, τ)) =

[anr] if τ = τζ,s
2[anr] if τ = τζ1,ζ2
0 if τ = τζ,ns.
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Proof. First note that, by the above cohomology calculation, ρ(σ) must be trivial.
Let α and β be lifts of α and β to O. Suppose that A is an object of CO and
that M is a free A-module of rank 2 with a continuous action of GF given by
ρ : GF → AutA(M), reducing to ρ modulo mA. Suppose that the characteristic
polynomial of ρ(φ) is (X − α − A)(X − β − B), where A,B ∈ mA – note that by
Hensel’s lemma the characteristic polynomial does have roots in A reducing to α
and β. Then there is a decomposition
M = (ρ(φ)− α−A)M ⊕ (ρ(φ)− β −B)M.
Here it is crucial that α + A, β + B and α − β + A − B are all invertible in A.
If vα, vβ is a basis of eigenvectors of ρ(φ) in M ⊗ F and vα, vβ is a basis of M
lifting vα, vβ then there are unique X,Y ∈ mA such that vα + Xvβ , vβ + Y vα are
eigenvectors of ρ(φ). Moreover, replacing (vα, vβ) by (µvα, µvβ) for µ ∈ 1 + mA
does not change X and Y .
Therefore we may assume that ρ(φ) =
(
α 0
0 β
)
and that
ρ(φ) =
(
1 X
Y 1
)−1(
α+A 0
0 β +B
)(
1 X
Y 1
)
ρ(σ) =
(
1 X
Y 1
)−1(
1 + P R
S 1 +Q
)(
1 X
Y 1
)
where X,Y, P,R, S,Q ∈ mA are uniquely determined by ρ. The equation φσφ−1 =
σq implies that(
α+A 0
0 β +B
)(
1 + P R
S 1 +Q
)(
α+A 0
0 β +B
)−1
=
(
1 + P R
S 1 +Q
)q
.
Looking at the top right and bottom left entries gives that R = S = 0. Then
looking at the diagonal entries gives that (1 + P )q−1 = (1 + Q)q−1 = 1, which is
equivalent to (1 + P )l
a
= (1 +Q)l
a
= 1. Thus
R(ρ) ∼= O[[A,B, P,Q,X, Y ]]
((1 + P )la − 1, (1 +Q)la − 1) .
The possible inertial types are τζ,s and τζ1,ζ2 (τζ,ns cannot occur since all lifts are
diagonalisable). Clearly R(ρ, τζ,s) is defined by the equations 1 + P = 1 + Q =
ζ. The ring R(ρ, τζ1,ζ2)
◦ is cut out by the equations 2 + P + Q = ζ1 + ζ2,
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(1 +P )(1 +Q) = ζ1ζ2 and the redundant equations (1 +P )
la = (1 +Q)l
a
= 1. But
R(ρ, τζ1,ζ2)
◦ ∼= O[[A,B, P,X, Y ]]/((1 + P − ζ1)(1 + P − ζ2))
is reduced and λ-torsion free and so is equal to R(ρ, τζ1,ζ2).
For the reduction modulo λ, simply note that:
R(ρ) = F[[A,B, P,Q,X, Y ]]/(P l
a
, Ql
a
)
R(ρ, τζ,s) = F[[A,B, P,Q,X, Y ]]/(P,Q)
and
R(ρ, τζ1,ζ2) = F[[A,B, P,Q,X, Y ]]/(P 2, Q2, P −Q).
So anr = (P,Q) is the unique minimal prime of R
(ρ) and the multiplicities are
as claimed.
We extract one part of the proof of this proposition for future use:
Lemma 3.17. If ρ(φ) has distinct eigenvalues, we may assume that it is diagonal.
In that case, there exists a unique matrix
(
1 X
Y 1
)
∈ GL2(R(ρ)), reducing to
the identity modulo the maximal ideal, such that
ρ(φ) =
(
1 X
Y 1
)−1
Φ
(
1 X
Y 1
)
for a diagonal matrix Φ.
Proof. This is simply the first half of the proof of the previous proposition.
3.3.5 q 6= ±1 mod l Suppose that q 6= ±1 mod l. By Lemma 3.16, we have
already dealt with the cases in which the eigenvalues of ρ(φ) are not in the ratio 1 or
q±1. All other cases are dealt with by the following (after twisting and conjugating
ρ). Note that, by Lemma 3.3, the only possible types when ρ|P˜F is trivial are τ1,s
and τ1,ns.
Proposition 3.18. Suppose that q 6= ±1 mod l, and that ρ|P˜F is trivial. Then
1. Suppose that ρ(σ) is trivial, and that ρ(φ) =
(
1 y
0 1
)
for y ∈ F. Then
R(ρ, τ1,s) = R(ρ) is formally smooth of relative dimension 4 over O, while
R(ρ, τ1,ns) = 0.
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2. Suppose that ρ(σ) =
(
1 x
0 1
)
and ρ(φ) =
(
q 0
0 1
)
.
If x 6= 0, then R(ρ, τ1,ns) = R(ρ) is formally smooth of relative dimension
4 over O, while R(ρ, τ1,s) = 0.
If x = 0 then
R(ρ) ∼= O[[X1, . . . , X5]]/(X1X2).
The quotients by the two minimal primes are R(ρ, τ1,s) and R(ρ, τ1,ns),
so that both are formally smooth of relative dimension 4 over O. The min-
imal primes anr and aN of R
(ρ) which respectively define R(ρ, τ1,s) and
R(ρ, τ1,ns) are distinct.
Proof. For the first part, write
ρ(σ) =
(
1 +A B
C 1 +D
)
ρ(φ) =
(
1 + P y +R
S 1 +Q
)
where y is a lift of y (taken to be zero if y = 0) and A,B,C,D, P,Q,R, S ∈ m.
Let I = (A,B,C,D). Considering the equation ρ(φ)ρ(σ) = ρ(σ)qρ(φ)
modulo the ideal Im gives equations Cy ≡ (q− 1)A, B+Dy ≡ qAy+ qB, C ≡ qC
and (q − 1)D + qCy ≡ 0, all modulo Im. As q 6= 1 mod l we find that I = Im.
Therefore, by Nakayama’s lemma, I = 0 and ρ is unramified. So R(ρ) =
R(ρ, τ1,s) ∼= O[[P,Q,R, S]] as claimed. Note that this proof is still valid if q = −1
mod l.
The proof of the second part is similar. By Lemma 3.17, we may write
ρ(σ) =
(
1 X
Y 1
)−1(
1 +A x+B
C 1 +D
)(
1 X
Y 1
)
ρ(φ) =
(
1 X
Y 1
)−1(
q(1 + P ) 0
0 1 +Q
)(
1 X
Y 1
)
with x a lift of x (taken to be zero if x = 0) and A,B,C,D,X, Y, P,Q ∈ m.
Let I = (A,C,D). Considering the relation φσφ−1 = σq modulo Im and applying
Nakayama’s lemma as before now yields A = C = D = 0 (using that q2 6= 1
mod l). The relation (not modulo any ideal) gives that (x+B)(P −Q) = 0, and it
is easy to see if this equality holds then the given formulae for ρ do indeed define
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a representation so that
R(ρ) =
O[[B,P,Q,X, Y ]]
((x+B)(P −Q)) .
If x 6= 0 then this implies that P = Q. Then R(ρ) = O[[B,P,X, Y ]]. It is clear
that R(ρ) = R(ρ, τ1,ns), and the proposition follows.
If x = 0 then, writing U = P −Q, we have R(ρ) = O[[B,P,U,X, Y ]]/(BU). In
these coordinates, it is clear from the description of ρ that
R(ρ, τ1,s) = R(ρ)/(B)
and
R(ρ, τ1,ns) = R(ρ)/(U).
The proposition follows.
3.3.6 q = −1 mod l Suppose that q = −1 mod l. By Proposition 3.16, we have
already dealt with the cases in which the eigenvalues of ρ(φ) are not in the ratio 1 or
−1. All other cases are dealt with by the following (after twisting and conjugating
ρ). By Lemma 3.3, the only possible types when ρ|P˜F is trivial are τ1,s, τ1,ns and
τξ for ξ a non-trivial l
bth root of unity.
Proposition 3.19. Suppose that q = −1 mod l and that ρ|P˜F is trivial.
1. Suppose that ρ(σ) =
(
1 0
0 1
)
and ρ(φ) =
(
1 y
0 1
)
for y ∈ F. Then
R(ρ, τ1,s) = R(ρ)
is formally smooth of relative dimension 4 over O, while
R(ρ, τ1,ns) = R(ρ, τξ) = 0.
If anr is the unique minimal prime of R
(ρ), then we have
Z(R(ρ, τ)) =

[anr] if τ = τ1,s
0 if τ = τ1,ns
0 if τ = τξ.
2. Suppose that ρ(σ) =
(
1 x
0 1
)
and ρ(φ) =
(
q 0
0 1
)
for x ∈ F.
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a) If x 6= 0, then R(ρ, τ1,ns) and R(ρ, τξ) are formally smooth of relative
dimension 4 over O, while R(ρ, τ1,s) = 0. If aN is the prime ideal of
R(ρ) cutting out R(ρ, τ1,ns) then we have
Z(R(ρ, τ)) =

0 if τ = τ1,s
[aN ] if τ = τ1,ns
[aN ] if τ = τξ.
(3.3)
b) If x = 0, then R(ρ, τ1,s) is formally smooth of relative dimension 4
over O and
R(ρ, τ1,ns) ∼= O[[X1, . . . , X6]]
((X1, X3) ∩ (X2, X3 − (q + 1)))
is a non-Cohen–Macaulay ring of relative dimension 4 over O. Its spec-
trum is the scheme theoretic union of two formally smooth components
that do not intersect in the generic fibre. Lastly,
R(ρ, τξ) ∼= O[[X1, . . . , X5]]
(X1X2 − (ξ − ξ−1)2)
is a complete intersection domain of relative dimension 4 over O with
formally smooth generic fibre. If anr is the prime of R
(ρ) correspond-
ing to R(ρ, τ1,s) and aN , a′N are the prime ideals of R
(ρ) correspond-
ing to the two minimal primes of R(ρ, τ1,ns), then we have
Z(R(ρ, τ)) =

[anr] if τ = τ1,s
[aN ] + [aN ′ ] if τ = τ1,ns
[aN ] + [aN ′ ] if τ = τξ.
(3.4)
Proof. The proof of the first part is identical to that of Proposition 3.18, part 1.
For the second part, by Lemma 3.17 we may write
ρ(σ) =
(
1 X
Y 1
)(
1 +A x+B
C 1 +D
)(
1 X
Y 1
)
ρ(φ) =
(
1 X
Y 1
)(
−(1 + P ) 0
0 1 +Q
)(
1 X
Y 1
)
with x a lift of x (taken to be zero if x = 0) and A,B,C,D,X, Y, P,Q ∈ m.
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Firstly, it is clear that R(ρ, τ1,s) = 0 if x 6= 0 and
R(ρ, τ1,s) ∼= O[[P,Q,X, Y ]]
if x = 0.
Next we deal with τ1,ns. On R
(ρ, τ1,ns) we have the equations
tr(ρ(σ)) = 2
det(ρ(σ)) = 1
q tr(ρ(φ))2 = (q + 1)2 det(ρ(φ))
and
ρ(φ)ρ(σ)ρ(φ) = ρ(σ)q.
The first two of these may be rewritten as
A = −D
and
A2 + (x+B)(C) = 0
and the third can be written as
(q + 1 + P + qQ)(q + 1 +Q+ qP ) = 0.
By the Cayley–Hamilton theorem, (ρ(σ)− 1)2 = 0 on R(ρ, τ1,ns)◦; it follows
that ρ(σ)q − 1 = q(ρ(σ) − 1) on R(ρ, τ1,ns)◦ and so the relation φσφ−1 = σq
together with D = −A yields the equation:(
A −(x+B) 1+P1+Q
−C 1+Q1+P −A
)
=
(
qA q(x+B)
qC −qA
)
.
Equating coefficients and using that 2 and q − 1 are invertible we obtain that
A = D = 0 and that
(x+B)(q + 1 + qQ+ P ) = 0 (3.5)
C(q + 1 +Q+ qP ) = 0 (3.6)
(x+B)C = 0 (3.7)
(q + 1 +Q+ qP )(q + 1 + qQ+ P ) = 0 (3.8)
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is a complete set of equations cutting out R(ρ, τ1,ns)◦ (the last two equations
being, respectively, the conditions on det(ρ(σ)) and on ρ(φ)).
If x 6= 0 then these equations are equivalent to q + 1 + qQ + P = 0 and C = 0
and so we see that
R(ρ, τ1,ns) ∼= O[[B,P,X, Y ]].
If x = 0 then the left hand sides of the four equations given generate the ideal
I = (B, q + 1 +Q+ qP ) ∩ (C, q + 1 + qQ+ P )
in O[[B,C, P,Q,X, Y ]]. Since O[[B,C, P,Q,X, Y ]]/I is reduced and λ-torsion free
and a Zariski dense set of its E-points have type τ1,ns, it is equal to R
(ρ, τ1,ns). Af-
ter the change of variablesX3 =
q(q+1+Q+qP )
(q−1)(1+P ) , (X1, X2, X4, X5, X6) = (B,C, P,X, Y )
we get the presentation given in the proposition.
Let
S = O[[X1, X2, X3]]
(X1, X3) ∩ (X2, X3 − (q + 1)) .
Then S has dimension two. We show that S is not Cohen–Macaulay; the same is
then true for R(ρ, τ1,ns). Now, λ is a non-zerodivisor in S, and
S/λ = F[[X1, X2, X3]]
(X1X2, X1X3, X2X3, X23 )
.
The maximal ideal of S/λ is annihilated by X3, and X3 6= 0 in S/λ. So S/λ, and
hence S, is not Cohen–Macaulay. The remaining statements about R(ρ, τ1,ns) are
clear.
Now suppose that τ = τξ. On R
(ρ, τξ) we have
tr(ρ(σ)) = ξ + ξ−1
det(ρ(σ)) = 1
and
ρ(φ)ρ(σ)ρ(φ)−1 = ρ(σ)q.
The first two of these may be rewritten as
A+D = ξ + ξ−1 − 2
and
AD − (x+B)C = 2− ξ − ξ−1.
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By the Cayley–Hamilton theorem, (ρ(σ)− ξ)(ρ(σ)− ξ−1) = 0. As
T q ≡ ξ + ξ−1 − T mod (T − ξ)(T − ξ−1)
in Z[T ], the relation φσφ−1 = σq yields(
1 +A −(x+B) 1+P1+Q
−C 1+Q1+P 1 +D
)
=
(
ξ + ξ−1 − 1−A −(x+B)
−C ξ + ξ−1 − 1−D
)
.
Equating coefficients and combining with the equation det(ρ(σ)) = 1 we get:
A = D =
ξ + ξ−1
2
− 1 (3.9)
(x+B)(P −Q) = 0 (3.10)
C(P −Q) = 0 (3.11)
4(x+B)C = (ξ − ξ−1)2. (3.12)
If x 6= 0 then these equations are equivalent to P = Q and C = AD+ξ+ξ−1−24(x+B) , so
that
R(ρ, τξ) ∼= O[[X,Y,B, P ]].
If x = 0, then the equations imply that
0 = BC(P −Q) =
(
ξ − ξ−1
2
)2
(P −Q)
and hence that P = Q, as R(ρ, τξ) is λ-torsion free by definition. Thus
R(ρ, τξ) ∼= O[[X,Y,B,C, P ]]
(4BC − (ξ − ξ−1)2) .
The remaining statements about R(ρ, τξ) are clear.
Now we calculate the various Z(R(ρ, τ)). For part 1, this is trivial. For part 2,
we have computed each R(ρ, τ) as a quotient of the ring F[[A,B,C,D, P,Q,X, Y ]]
by an ideal which we call I(τ). We see that if x 6= 0 then I(τ1,ns) = I(τξ), and
R(ρ, τ1,s) = 0, from which equation 3.3 follows. If x = 0 then
I(τ1,s) = (A,B,C,D)
I(τ1,ns) = (A,D,BC,B(Q− P ), C(Q− P ), (Q− P )2)
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and
I(τξ) = (A,D,BC,Q− P ).
The minimal primes above these I(τ) in F[[A, . . . , Y ]] are anr = (A,B,C,D),
aN = (A,C,D,Q − P ) and aN ′ = (A,B,D,Q − P ); the multiplicities in equation
3.4 are then easily verified.
Remark 3.20. When ρ is unramified and ρ(φ) =
(
q 0
0 1
)
, the ring R(ρ, τ1,ns)
is not Cohen–Macaulay. However the ring R(ρ,unip), defined to be the maximal
reduced quotient of R(ρ) on which ρ(σ) is unipotent (so that SpecR(ρ,unip)
is the scheme-theoretic union
SpecR(ρ, τ1,s) ∪ SpecR(ρ, τ1,ns)
in SpecR(ρ)), is Cohen–Macaulay. Indeed it is easy to see from the above proof
that
R(ρ,unip) ∼= O[[X1, . . . , X6]]
(X1X2, X1(X3 − (q + 1)), X2X3)
which is Cohen–Macaulay ((λ,X1 +X2 +X3, X4, X5, X6) is a regular sequence).
3.3.7 q = 1 mod l Suppose that q = 1 mod l. By Proposition 3.16, we have
already dealt with the cases in which the eigenvalues of ρ(φ) are distinct. All other
cases are dealt with by the following (after twisting and conjugating ρ). Note that
by Lemma 3.3, the only possible types when ρ|P˜F is trivial are τζ,s, τζ,ns and τζ1,ζ2
for ζ any lath root of unity and ζ1, ζ2 any distinct l
ath roots of unity.
Proposition 3.21. Suppose that q = 1 mod l and that ρ|P˜F is trivial. Suppose
that ρ(σ) =
(
1 x
0 1
)
and ρ(φ) =
(
1 y
0 1
)
for x, y ∈ F.
1. If x 6= 0 then R(ρ, τζ,s) = 0, while R(ρ, τζ,ns) and R(ρ, τζ1,ζ2) are for-
mally smooth over O of relative dimension 4.
If aN is the four-dimensional prime of R
(ρ) corresponding to R(ρ, τ1,ns)
then we have:
Z(R(ρ, τ)) =

0 if τ = τζ,s
[aN ] if τ = τζ,ns
[aN ] if τ = τζ1,ζ2 .
(3.13)
2. If x = 0 and y 6= 0, then R(ρ, τζ,s) and R(ρ, τζ,ns) are formally smooth
53
over O of relative dimension 4 while
R(ρ, τζ1,ζ2) ∼= O[[X1, . . . , X5]]/(X21X2 − (ζ1 − ζ2)2)
is a complete intersection domain of relative dimension 4 over O.
If anr and aN are the prime ideals of R
(ρ) corresponding to R(ρ, τ1,s) and
R(ρ, τ1,ns) respectively, then
Z(R(ρ, τ)) =

[anr] if τ = τζ,s
[aN ] if τ = τζ,ns
2[anr] + [aN ] if τ = τζ1,ζ2 .
(3.14)
3. If x = y = 0, then R(ρ, τζ,s) is formally smooth over O of relative dimension
4, R(ρ, τζ,ns) is a non-Gorenstein Cohen–Macaulay domain of relative di-
mension 4 over O, while R(ρ, τζ1,ζ2) is a non-Gorenstein Cohen–Macaulay
domain of relative dimension 4 over O.
Both R(ρ, τζ,s) and R(ρ, τζ,ns) are domains; let the corresponding primes
of R(ρ) be anr and aN respectively. Then
Z(R(ρ, τ)) =

[anr] if τ = τζ,s
[aN ] if τ = τζ,ns
2[anr] + [aN ] if τ = τζ1,ζ2 .
(3.15)
Proof. Write
ρ(σ) =
(
1 +A x+B
C 1 +D
)
ρ(φ) =
(
1 + P y +R
S 1 +Q
)
with A,B,C,D, P,Q,R, S ∈ m and x, y lifts of x, y (taken to be zero if x or y = 0).
First, we have that R(ρ, τζ,s) = 0 if x 6= 0 and
R(ρ, τζ,s) ∼= O[[P,Q,R, S]]
otherwise.
Next, we look at R(ρ, τζ1,ζ2) for ζ1 and ζ2 distinct l
ath roots of unity. The
condition that ρ(σ) has characteristic polynomial (t− ζ1)(t− ζ2) is equivalent to
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the equations
A+D = ζ1 + ζ2 − 2
and
AD − (x+B)C = (ζ1 − 1)(ζ2 − 1).
Since (t− ζ1)(t− ζ2) | tq−1 − 1, by the Cayley–Hamilton theorem we have
ρ(σ)q = ρ(σ)
on R(ρ, τζ1,ζ2)
◦. So the relation φσφ−1 = σq yields:(
1 +A x+B
C 1 +D
)(
1 + P y +R
S 1 +Q
)
=
(
1 + P y +R
S 1 +Q
)(
1 +A x+B
C 1 +D
)
.
Equating coefficients, eliminating D and writing U = P −Q and
F = A−D = 2A− (ζ1 + ζ2 − 2)
we see that R(ρ, τζ1,ζ2) is the reduced, l-torsion–free quotient of
O[[B,C, F, P,R, S, U ]]
by the relations:
(x+B)S = (y +R)C (3.16)
F (y +R) = U(x+B) (3.17)
FS = UC (3.18)
(ζ1 − ζ2)2 = F 2 + 4(x+B)C. (3.19)
If x 6= 0 then these equations are equivalent to U = F (y + R)(x + B)−1, C =
1
4
(
(ζ1 − ζ2)2 − F 2
)
(x+B)−1 and S = C(y +R)(x+B)−1, so that
R(ρ, τζ1,ζ2) ∼= O[[B,F, P,R]].
If x = 0 and y 6= 0, then F = BU(y + R)−1 and C = BS(y + R)−1 will be a
solution to the equations (3.16) to (3.19) provided that
(ζ1 − ζ2)2 =
(
B
y +R
)2
(U2 + 4(y +R)S);
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writing (X1, . . . , X5) = (B(y +R)
−1, U2 + 4(y +R)S, P,R,U) we get
R(ρ, τζ1,ζ2) ∼=
O[[X1, . . . , X5]]
X21X2 − (ζ1 − ζ2)2
as claimed. The other statements about R(ρ, τζ1,ζ2) follow easily.
If x = y = 0, then let A = O[[B,C, F, P,R, S, U ]] and I CA be the ideal:
I =
(
(ζ1 − ζ2)2 − F 2 − 4BC,BS − CR,FR−BU,FS − CU
)
.
Note that the ideal
J = (BS − CR,FR−BU,FS − CU)
is generated by the 2 × 2 minors of
(
B C F
R S U
)
. So, by Proposition 3.12, A/J
is a Cohen–Macaulay, non-Gorenstein domain. Since F 2 − 4BC is not zero in the
domain A/J ⊗F, (λ, F 2−4BC) is a regular sequence in A/J . Hence (F 2−4BC−
(ζ1 − ζ2)2, λ) is a regular sequence in A/J , and therefore A/I is O-flat, Cohen–
Macaulay and non–Gorenstein. It is reduced because it is Cohen–Macaulay and,
as we shall show in the next paragraph, generically reduced.
To show that A/I is irreducible, it suffices to show that X = Spec(A/I ⊗ E) is
irreducible. This follows if we can show that X is formally smooth and connected.
As F 2−4BC 6= 0 on X , it is covered by the affine open subsets UB = {B 6= 0} and
UF = {F 6= 0}. By the argument used in the x 6= 0 case, UB is formally smooth.
A similar argument works for UF : the projection map
p : X → Spec
( O[[F,B,C, U, P ]]
(F 2 + 4BC − (ζ1 − ζ2)2) ⊗ E
)
is an isomorphism from UF onto an open subscheme; but the right hand side is
easily seen to be formally smooth. Hence X is formally smooth. Note that the map
p is a continuous map with connected fibres and connected image, which admits
a continuous section (obtained by taking R = S = U = 0); it follows that X is
connected, as required. Since X is formally smooth it is certainly reduced; therefore
A/I is generically reduced (as it is O-flat), just as we claimed above.
Now we turn to R(ρ, τζ,ns). By Lemma 2.5 we may assume that ζ = 1. The
condition that the characteristic polynomial of ρ(σ) be (t − 1)2 is equivalent to
the equations:
A+D = 0
AD − (x+B)C = 0.
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Writing T = P +Q and U = P −Q, the condition that
q tr(ρ(φ))2 = (q + 1)2 det(ρ(φ))
becomes
(q − 1)2(T + 2)2 = (q + 1)2(U2 + 4(y +R)S).
Since tq − 1 ≡ q(t− 1) mod (t− 1)2, the Cayley–Hamilton theorem shows that
ρ(σ)q − 1 = q(ρ(σ)− 1)
on R(ρ, τ1,ns). From φσφ−1 = σq we therefore get the equation
(φ− 1)(σ − 1)− (σ − 1)(φ− 1) = (q − 1)(σ − 1)φ
on R(ρ, τ1,ns). Equating coefficients and substituting D = −A we get the equa-
tions
A2 + (x+B)C = 0 (3.20)
(q − 1)2(T + 2)2 = (q + 1)2(U2 + 4(y +R)S) (3.21)
C(y +R)− S(x+B) = (q − 1)(A(1 + P ) + (x+B)S) (3.22)
U(x+B)− 2A(y +R) = (q − 1)(A(y +R) + (x+B)(1 +Q)) (3.23)
2AS − CU = (q − 1)(C(1 + P )−AS) (3.24)
S(x+B)− C(y +R) = (q − 1)(C(y +R)−A(1 +Q)). (3.25)
After replacing P with T+U2 and Q with
T−U
2 , this is a complete set of equations
for R(ρ, τ1,ns) in O[[A,B,C,R, S, T, U ]].
We replace equations (3.22) and (3.25) by their sum and difference:
(q − 1)(AU + (x+B)S + C(y +R)) = 0 (3.26)
(q + 1)(C(y +R)− (x+B)S) = (q − 1)A(2 + T ). (3.27)
As R(ρ, τ1,ns) is λ-torsion free, equation (3.26) implies that
AU + (x+B)S + C(y +R) = 0. (3.28)
We could also write this equation as tr((σ − 1)φ) = 0.
Putting α(T ) = (q−1)(2+T )q+1 , we find that equations (3.20), (3.21), (3.23),(3.24)
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and [(3.27) and (3.28)] may respectively be rewritten:
A2 + (x+B)C = 0
4(y +R)S + (U − α(T ))(U + α(T )) = 0
2A(y +R)− (x+B)(U − α(T )) = 0
2AS − C(U + α(T )) = 0
2C(y +R) +A(U − α(T )) = 0
2(x+B)S +A(U + α(T )) = 0.
Let I be the ideal of O[[A,B,C,R, S, T, U ]] generated by these equations and
let R′ = O[[A,B,C,R, S, T, U ]]/I, so that R(ρ, τ1,ns) is the maximal reduced
l-torsion free quotient of R′.
If x 6= 0 then C, U and S are uniquely determined by A, B, R and T so that
R(ρ, τ1,ns) ∼= O[[A,B,R, T ]].
If y 6= 0, then S, C and A are uniquely determined by B, R, T and U so that
R(ρ, τ1,ns) ∼= O[[B,R, T, U ]].
If x = y = 0, so that x = y = 0, observe that
R′ ∼= B
J0 + J1
where
B = O[[X1, . . . , X4, Y1, . . . , Y4, T ]],
the ideal J0 is generated by the 2× 2 minors of(
X1 X2 X3 X4
Y1 Y2 Y3 Y4
)
and J1 = (X1 +Y2, X3−Y4 + 2 q−1q+1 ). (The change of variables is X1 = A, X2 = B,
Y1 = C, Y2 = −A, X3 = −2R/(2+T ), Y4 = 2S(2+T ), Y3 = (U−α(T ))/(2+T ), and
X4 = (U +α(T ))/(2 + T ).) Then by Proposition 3.12, B/J0 is a Cohen–Macaulay,
non-Gorenstein domain. Moreover, (λ,X1 + Y2, X3 − Y4) may be checked to be a
regular sequence on B/J0. Therefore (X1 + Y2, X3 + Y4 + 2 q−1q+1 , λ) is also regular,
and so B/(J0 + J1) is Cohen–Macaulay, O-flat and not Gorenstein. The same is
then true for R′.
We show that R′ ⊗ F is a domain, which implies that R′ is a domain. Let I be
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the image of I in F[[A,B,C,R, S, T, U ]]. Then I is homogeneous so gr(R′ ⊗ F) =
F[A,B,C,R, S, T, U ]/I and it suffices to check that this is a domain (by [Eis95]
Corollary 5.5). It is therefore sufficient to check that Proj(gr(R′ ⊗ F)) is reduced
and irreducible. But it is easy to check this on the usual seven affine pieces. This
argument is from [Tay09].
Next we show that R(ρ, τ1,ns) is reduced. In fact, we show that
Y = Spec(R(ρ, τ1,ns)⊗ E)
is formally smooth, which implies that R(ρ, τ1,ns) is reduced because it is Cohen–
Macaulay and O-flat. For ? = B, C, R, S, U − α(T ) or U + α(T ) let U? = {? 6=
0} ⊂ Y be the corresponding affine open subscheme. Then the U? are an affine
open cover of Y. For ? = B, C, R or S we see that U? is formally smooth by
the same argument as for the cases x 6= 0 and y 6= 0 above. For UU±α(T ), the
projection morphism
p : UU−α(T ) → Spec
( O[[C,R, S, T ]]
4RS − (U + α(T ))(U − α(T )) ⊗ E
)
is an isomorphism onto an open subscheme. But the right hand scheme is easily
seen to be formally smooth as required.
Finally we calculate the Z(R(ρ, τ)). We do this when x = y = 0, as the other
cases are similar but easier. We have written each R(ρ, τ) as the quotient of
F[[A,B,C,R, S, T, U ]] by an ideal which we call I(τ). Let us recall the presenta-
tions:
I(τζ,s) = (A,B,C)
I(τζ,ns) = (A
2 +BC, 4RS + U2, 2CR+AU, 2BS +AU, 2AR−BU, 2AS − CU)
I(τζ1,ζ2) = (A
2 +BC,BS − CR, 2AR−BU, 2AS − CU)
(using that A + D = 0 in R(ρ, τ) for each τ , we have eliminated D and written
F = A−D = 2A). We have already shown that I(τζ,s) and I(τζ,ns) are prime —
they are the ideals denoted anr and aN in the statement of the theorem. It is clear
that
Z(R(ρ, τζ,s)) = [anr]
and
Z(R(ρ, τζ,ns)) = [aN ].
Suppose that p is a prime ideal of F[[A,B,C,R, S, T, U ]] containing I(τζ1,ζ2). We
show that p contains anr or aN . If B,C ∈ p then A ∈ p as A2 + BC ∈ I(τζ1,ζ2),
and we have anr ⊂ p. Otherwise, suppose that B 6∈ p. As A2 +BC ∈ p, either both
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A and C are in p or neither is. If A,C ∈ p then from 2AR − BU ∈ p we deduce
that U ∈ p, while from BS − CR ∈ p we deduce that S ∈ p. It is then easy to see
that aN ⊂ p. If A,B,C 6∈ p then because B(2CR+AU) and C(2BS +AU) are in
I(τζ1,ζ2) we see that 2CR+AU, 2BS+AU ∈ p. This implies that A(4RS+U2) ∈ p,
and so 4RS + U2 ∈ p and hence aN ∈ p as required.
To finish, it is easy to check that
e(R(ρ, τζ1,ζ2), anr) = 2
and that
e(R(ρ, τζ1,ζ2), aN ) = 1,
and so we get equation 3.15.
3.3.8 Cohen–Macaulayness If τ0 is a semisimple representation of IF over E,
let R(ρ, τ0)
′ be the maximal reduced and l-torsion–free quotient of R(ρ) all of whose
E-points give rise to representations ρ of GF with ρ|ssIF ∼= τ0. Then I claim that
R(ρ, τ0)
′ is always Cohen–Macaulay. Indeed, if τ0 is non-scalar then we have proved
this above. If τ0 is scalar and q 6= −1 mod l, then we can deduce the claim from
the above calculations together with exercise 18.13 of [Eis95], which says that if
R/I and R/J are d-dimensional Cohen–Macaulay quotients of a noetherian local
ring R, and dimR/(I + J) = d − 1, then R/(I ∩ J) is Cohen–Macaulay. When
q = −1 mod l the claim follows from the above calculations unless ρ is the direct
sum of the trivial and cyclotomic characters, in which case we use remark 3.20.
For n-dimensional representations the unrestricted framed deformation ringR(ρ)
is always Cohen–Macaulay (in fact, a complete intersection; this is due to David
Helm, building on work of Choi [Cho09]). It is natural to wonder whether the
rings obtained by fixing the semisimplified restriction to inertia are always Cohen–
Macaulay. Note that they are not always Gorenstein.
For a discussion of how the Cohen–Macaulay property of local deformation rings
can be used to show that certain global Galois deformation rings are flat over O,
see section 5 of [Sno11].
3.4 Reduction of types – proofs.
The aim of this section is to analyse the reduction modulo l of the K-types σ(τ)
defined in section 3.1.2, and in particular to prove Lemma 3.5.
3.4.1 The essentially tame case. Suppose that τ is tamely ramified inertial
type. Then σ(τ) is inflated from a representation of GL2(kF ). We will always use
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the same notation for a representation of GL2(kF ) and its inflaton to GL2(OF ).
For this subsection let G = GL2(kF ), let B be the subgroup of upper-triangular
matrices, let U be the subgroup of unipotent elements of B, let Z be the center of
G and fix an embedding α : k×L ↪→ G. Fix a non-trivial additive character ψ of U .
Then we have (see e.g. [BH06] chapter 6):
• If τ is a non-split extenstion of recl(χ˜) by itself, where χ˜|O×F is inflated from
a character χ of k×F , then
σ(τ) = (χ ◦ det)⊗ St,
where St is the Steinberg representation of G;
• If τ = (recl(χ˜)⊕ recl(χ˜))|IF , where χ˜|O×F is inflated from a character χ of k
×
F ,
then σ(τ) = χ ◦ det;
• If τ = (recl(χ˜1) ⊕ recl(χ˜2))|IF , where χ˜1|O×F and χ˜2|O×F are inflated from
distinct characters χ1 and χ2 of k
×
F , then
σ(τ) = µ(χ1, χ2)
where µ(χ1, χ2) = Ind
G
B(χ1 ⊗ χ2);
• If τ = (IndGFGL recl(θ˜))|IF where θ˜|O×L is inflated from a character θ of k
×
L
which is not equal to its Gal(kL/kF ) conjugate θ
c, then
σ(τ) = piθ
where piθ = Ind
G
ZU (θ|Zψ)−IndGα(k×L ) θ (this virtual representation is a genuine
irreducible representation that is independent of the choice of ψ).
The only isomorphisms between these representations are of the form µ(χ1, χ2) ∼=
µ(χ2, χ1) and piθ ∼= piθc .
We want to understand the reductions of these representations modulo l, and
for this see [Hel10]. We will use analagous notation for representations of G in
characteristic zero and in characteristic l; hopefully this will not cause confusion.
If q 6= ±1 mod l, then reduction modulo l is a bijection between irreducible
Fl-representations of G and irreducible E-representations of G, as G has order
q(q + 1)(q − 1)2 which is coprime to l.
If q = 1 mod l, then the distinct irreducible representations of GL2(kF ) over F
are χ◦det and St⊗(χ◦det) for χ : k×F → F
×
, µ(χ1, χ2) for χ1, χ2 : k
×
F → F
×
a pair
of distinct characters, and piθ for θ : k
×
L → F
×
character which is not isomorphic
to its conjugate. The notation is all entirely analagous to the characteristic zero
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case. Once again, the only isomorphisms are µ(χ1, χ2) ∼= µ(χ2, χ1) and piθ ∼= piθc .
The reductions of the characteristic zero representations are:
• χ ◦ det = χ ◦ det;
• St⊗χ ◦ det = St⊗(χ ◦ det);
• µ(χ1, χ2) = µ(χ1, χ2) if χ1 6= χ2;
• µ(χ1, χ2) = (χ ◦ det)⊕ St⊗(χ ◦ det) if χ1 = χ2 = χ;
• piθ = piθ.
For the last of these, we must observe that θ/θc is a character of k×L /k
×
F , a group
which has order q + 1 and so coprime to l (as l > 2). Therefore if θ 6= θc then
θ 6= θc.
If q ≡ −1 mod l, then the distinct irreducible representations are: χ ◦ det for
χ : k×F → F
×
, µ(χ1, χ2) for χ1, χ2 : k
×
F → F
×
unordered pair of distinct characters,
piθ for θ : k
×
L → F
×
a character which is not isomorphic to its conjugate, and
(χ◦det)⊗pi1 for χ : k×F → F
×
a character. This last needs some explanation: pi1 is
the reduction modulo l of piθ for any character θ : k
×
L /k
×
F → E which is not equal
to θc but whose reduction modulo l is trivial. Once again, the only isomorphisms
are µ(χ1, χ2) ∼= µ(χ2, χ1) and piθ ∼= piθc . The reductions of the characteristic 0
representations are:
• χ ◦ det = χ ◦ det;
• µ(χ1, χ2) = µ(χ1, χ2);
• piθ = piθ if θ 6= θ
c
;
• piθ = pi1 ⊗ (θ|k×F ◦ det) if θ = θ
c
;
• St⊗(χ ◦ det) has pi1 ⊗ (χ ◦ det) as a submodule with quotient χ ◦ det.
In particular, comparing this analysis with Lemma 3.4 shows that:
Lemma 3.22. If τ and τ ′ are scalar on PF but not on P˜F , then σ(τ) and σ(τ ′)
are irreducible and are isomorphic if and only if τ ≡ τ ′ mod l.
3.4.2 The wild case. If all twists of τ are wildly ramified (we say that τ is
‘essentially wildly ramified’), then the following lemma will allow us to show that
σ(τ) is irreducible. If ρ is a Zl-representation of a group H, we write ρ for ρ⊗ Fl.
Lemma 3.23. Suppose that H C J ⊂ K are profinite groups such that H is open
in K, H has pro-order coprime to l, and J/H is an abelian l-group. Suppose that λ
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is a Zl-representation of J , and write η for the restriction of λ to H. Suppose that
η (and hence λ) is irreducible. Suppose that if g ∈ K intertwines η, then g ∈ J .
Then
1. The representations of J extending η are precisely λi = λ ⊗ νi as νi run
through the characters of J/H. There is an isomorphism IndJH η⊗E ∼=
⊕
i λi.
The unique Fl-representation extending η is λ, and all of the Jordan–Ho¨lder
factors of IndJH η are isomorphic to λ.
2. An Fl-representation ρ of J contains λ as a subrepresentation if and only if
it contains λ as a quotient.
3. The representations IndKJ λi and Ind
K
J λ are irreducible.
Proof. 1. In characteristic 0 we argue as follows. First note that the repre-
sentations λi are distinct, otherwise λ|H would have a non-scalar endomor-
phism, contradicting Schur’s lemma. By Frobenius reciprocity, the λi are
distinct irreducible constituents of IndJH η. Since the sum of their dimensions
is dim IndJH η, they are the only irreducible constituents. By Frobenius reci-
procity, any representation extending η must occur in IndJH η and so must be
one of the λi, as required. In characteristic l, first note that η (and hence λ)
is irreducible since the pro-order of H is coprime to l. It follows from this and
the fact that νi is trivial for all i that the Jordan–Ho¨lder factors of Ind
J
H η
are isomorphic to λ. Frobenius reciprocity then implies that λ is the unique
irreducible representation of J extending H.
2. It follows from part 1 that HomJ(λ, ρ) 6= 0 if and only if HomJ(IndJH η, ρ) 6= 0.
By Frobenius reciprocity, this is equivalent to HomH(η, ρ) 6= 0. But by the
assumption on the pro-order of H, Fl-representations of H are semisimple,
and so this is equivalent to HomH(ρ, η) 6= 0, which by the same argument is
equivalent to HomJ(ρ, Ind
J
H η) 6= 0.
3. First, note that dim HomK(Ind
K
J λ, Ind
K
J λ) = 1, by Mackey’s decomposition
formula and the assumption that elements of K \J do not intertwine η. Now
suppose that ρ is an irreducible subrepresentation of IndKJ λ. By Frobenius
reciprocity and part 2 we may deduce that ρ is also an irreducible quotient
of IndKJ λ. The composition
IndKJ λ ρ ↪→ IndKJ λ
is then a non-zero element of HomK(Ind
K
J λ, Ind
K
J λ), and is therefore scalar.
But this is only possible if ρ = IndKJ λ, as required. The statement about
IndKJ λi follows.
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Proposition 3.24. Let τ be an essentially wildly ramified inertial type. Then there
exists a subgroup J ⊂ K, an irreducible representation λ of J , and a subgroup
J˜ C J , such that (J˜ , J,K, λ) satisfy the hypotheses on (H,J,K, λ) in Lemma 3.23
and such that σ(τ) = IndKJ λ.
In particular, σ(τ) is irreducible.
Proof. Suppose first that τ is the restriction to IF of a reducible representation of
GF . Then σ(τ) = Ind
K
K0(N) ⊗ (χ ◦det) for a character  of O×F of exponent N ≥ 2
and a character χ of O×F . Let J = K0(N), and let
J˜ =
{(
a b
c d
)
∈ J : a has order coprime to l modulo pF
}
.
Then J˜ , J and  satisfy all the required hypotheses — the only one to check is
that |J˜ is not intertwined by any element of K \ J . We deduce this (in somewhat
circular fashion) from the irreducibility of IndKJ (), since this is shorter than a
direct proof. If g ∈ K intertwines |J˜ , then HomJ˜∩gJ˜g−1(, g) 6= 0. By Mackey’s
formula,
dim HomJ˜(, Ind
K
J˜
) =
∑
g∈J˜\K/J˜
dim HomJ˜∩gJ˜g−1(, 
g).
The left hand side is in turn equal to dim HomK(Ind
K
J˜
, IndK
J˜
). But IndK
J˜
 =⊕
i Ind
K
J i where i are the characters of J extending |J˜ , and by the appendix to
[BM02], these IndKJ i are irreducible and distinct. Therefore the left hand side is
equal to (J : J˜). The right hand side has a contribution of 1 from each g ∈ J/J˜ ,
and therefore from no other g, as required.
Now suppose that τ is the restriction to IF of an irreducible representation
of GF . Then σ(τ) = Ind
K
J λ for an irreducible representation λ of J extending
an irreducible representation η of a pro-p normal subgroup J1 of J (see [BH06],
sections 15.5, 15.6 and 15.7 — note that our J is the maximal compact subgroup
of their Jα, but our J
1 agrees with their J1α). We have J/J
1 = k×, where k is the
residue field of a quadratic extension of F , and so J has a normal subgroup J˜ of
pro-order coprime to l such that J/J˜ is an l-group. Then (J˜ , J,K, λ) satisfy all
the required hypotheses — the intertwining statement follows from [BH06], 15.6
Proposition 2.
Proposition 3.25. Let τ and τ ′ be inertial types that are not scalar on P˜F . If
τ ≡ τ ′ mod l, then σ(τ) and σ(τ ′) are isomorphic.
Proof. If either of τ and τ ′ is (after to a twist) tamely ramified, then so is the other
and this is contained in Lemma 3.22. Otherwise, by Lemma 3.4, we are in one of
the following cases:
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1. τ = (χ1⊕χ2)|IF for characters χ1 and χ2 of GF that are distinct on PF , and
τ ′ = (χ′1 ⊕ χ′2)|IF for characters χ′1 and χ′2 of GF with χi ≡ χ′i for i = 1, 2.
2. τ = (IndGFGL ξ)IF and τ
′ = (IndGFGL ξ
′)IF for wildly ramified characters ξ and
ξ′ of GL such that ξ ≡ ξ′, and such that ξ|P˜F does not extend to GF .
3. τ |P˜F is irreducible and τ ′ = τ ⊗χ for a character χ of IF that extends to GF
and such that χ ≡ 1 mod l.
In the first case, we may write χi = recl(i) and χ
′
i = recl(
′
i) with i and 
′
i
characters of F× such that i ≡ ′i mod l and such that  = 1/2 has exponent
N ≥ 1. Since ′ = ′1/′2 also has exponent N , we have
σ(τ) = 2 ⊗ IndKK0(N) 
≡ ′2 ⊗ IndKK0(N) ′ mod l
= σ(τ ′).
In the second case, by twisting we may reduce to the case where (L/F, rec−1(ξ))
is an unramified minimal admissible pair ([BH06] paragraph 19.6). Then, following
through the explicit construction of [BH06] paragraphs 19.3 and 19.4, we see that
there are:
1. a simple stratum (A, n, α) with associated compact open subgroups J1 ⊂ J ⊂
K, with J1 pro-p and J/J1 ∼= k×L ;
2. a representation η of J1 and extensions λ and λ′ of η to J such that IndKJ (λ) =
σ(τ) and IndKJ (λ
′) = σ(τ ′).
Indeed, up to conjugacy (A, n, α), J1 and η are determined by rec
−1(ξ)|U1L =
rec−1(ξ′)|U1L . The representations λ and λ′ are defined in terms of rec−1(ξ) and
rec−1(ξ′) by the formulae of [BH06] 19.3.1 and Corollary 19.4 (together with the
correction factor of paragraph 34.4, an unramified twist ∆ξ, that makes no dif-
ference to the argument). It is clear from these that if ξ ≡ ξ′ then λ ≡ λ′ as
required.
In the final case, τ ′ = τ ⊗ χ for a character χ of IF that extends to GF . Then,
by compatibility of τ 7→ σ(τ) with twisting,
σ(τ ′) = σ(τ)⊗ rec−1(χ) ◦ det
≡ σ(τ) mod l
as required.
Proposition 3.26. Let τ and τ ′ be inertial types that are not scalar on P˜F . If
σ(τ) and σ(τ ′) are isomorphic, then τ ≡ τ ′ mod l.
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Proof. If one of τ and τ ′ has a twist which is trivial on PF , then so does the other
and in this case the proposition follows from 3.22.
Otherwise we may, by twisting, assume that σ(τ) and σ(τ ′) satisfy l(σ) ≤ l(σ⊗χ)
for all characters χ of O×F (the definition of l(σ) is as in [BH06] paragraph 12.6). In
this case σ(τ) and σ(τ ′) contain the same, non-empty, sets of fundamental strata
(because this only depends on the restriction to pro-p subgroups).
If one of σ(τ) and σ(τ ′) contains a split fundamental stratum ([BH06] 13.2) then
so does the other. In this case, [BH06] Corollary 13.3 implies that they cannot be
cuspidal types and so we must have σ(τ) = IndKK0(N)() and σ(τ
′) = IndKK0(N ′)(
′)
for some  and ′ of exponents N and N ′. It is easy to see that in fact we must
have N = N ′. From Lemma 3.23 we deduce that  ≡ ′ mod l, and so τ ≡ τ ′
mod l as required.
Otherwise, σ(τ) = IndKJ λ and σ(τ
′) = IndKJ λ
′ for a simple stratum (A, n, α)
with associated groups J1 ⊂ J and representations λ and λ′ extending the repre-
sentation η of J . From Lemma 3.23 we deduce that λ′ = λ⊗ η for a character η of
J/J1 with η ≡ 1 mod l.
If A is unramified, then by the reverse of the argument in the second case of the
previous proposition we see that τ = (IndGFGL ξ)|IF and τ ′ = (IndGFGL ξ′)|IF for ξ and
ξ′ characters of GL with ξ|IL ≡ ξ′|IL , whence the result.
If A is ramified, then η can be regarded as a character of J/J1 ∼= k×M = k×F with
η ≡ 1 mod l for some ramified quadratic extension M/F . I claim that there is a
character χ of O×F with η = χ◦det and χ ≡ 1 mod l. Indeed, as l > 2 we can take
the inflation to O×F of the character χ of k×F satisfying χ ≡ 1 mod l and χ2 = η.
Then σ(τ) = σ(τ ′)⊗ (χ ◦ det) and so
τ = τ ′ ⊗ recl(χ)
≡ τ ′ mod l
as required.
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4 Rank n
4.1 Breuil–Me´zard for l 6= p
4.1.1 Let ρ : GF → GLn(F) be a continuous representation, and suppose that E is
large enough that, for every inertial type τ that is the type of some lift of ρ, both τ
and σ(τ) are defined over E. Let R(GLn(OF )) be the Grothendieck group of finite-
dimensional smooth representations of GLn(OF ) over E, and let R(GLn(OF )) be
the Grothendieck group of finite-dimensional smooth representations of GLn(OF )
over F. Then the operation of choosing a GLn(OF )-invariant lattice and reducing
modulo λ defines a group homomorphism:
red : R(GLn(OF )) −→ R(GLn(OF )).
4.1.2 Cycle map
Lemma 4.1. If pi and pi′ are generic irreducible admissible representations of
GLn(F ) such that recl(pi)|IF ∼= recl(pi′)|IF , then
pi|GLn(OF ) ∼= pi′|GLn(OF ).
Proof. Let P ∈ I be such that recl(pi)|IF ∼= recl(pi′)|IF ∼= τP and let τ1, . . . , τr
be the elements of I0 with degP(τi) = di 6= 0. Pick supercuspidal representa-
tions pii of GLdim τi(F ) such that recl(pii)|IF ∼= τi and let ∆i,j be the segment
∆(pii,P(τi)(j)) for each j such that P(τi)(j) 6= 0. Then every generic irreducible
admissible representation pi of GLn(F ) such that recl(pi)|IF ∼= τ is of the form
(α1,1 ◦ det)L(∆1,1)× . . .× (αi,j ◦ det)L(∆i,j)× . . .
for unramified characters αi,j of F
×. The lemma follows from the following con-
sequence of the Iwasawa decomposition: for any parabolic subgroup P ⊂ GLn(F )
and representation ρ of P ,
(IndGP ρ)|GLn(OF ) = IndGLn(OF )P∩GLn(OF )(ρ|P∩GLn(OF )).
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Definition 4.2. If θ is a finite-length representation of GLn(OF ) and τ ′ is an
inertial type, then m(θ, τ ′) is defined to be the non-negative integer
dim HomE[GLn(OF )](θ, pi|GLn(OF ))
for any generic irreducible admissible representation pi of GLn(F ) such that
recl(pi)|IF ∼= τ ′.
Remark 4.3. Suppose that P,P ′ ∈ I. Then Corollary 4.48 below gives the value
of m(σ(τP), τP′); the result is that
m(σ(τP , τP′)) =
∏
τ0∈I0
m(P(τ0),P ′(τ0))
where m(P(τ0),P ′(τ0)) is the Kostka number (Definition 4.28) for the pair of par-
titions P(τ0),P ′(τ0) (and is in particular zero if degP(τ0) 6= degP ′(τ0) for some
τ0).
Definition 4.4. Define a homomorphism
cyc : R(GLn(OF )) −→ Z(R(ρ))
given (on irreducible E-representations σ of GLn(OF )) by:
cyc(σ) =
∑
P∈I
m(σ∨, τP)Z(R(ρ, τP)).
This sum makes sense since m(σ∨, τP) is non-zero for only finitely many τP .
4.1.3 Recall that there is a cycle-theoretic reduction map
red : Z(R(ρ))→ Z(R(ρ)).
Conjecture 4.5. There exists a unique homomorphism
cyc : R(GLn(OF )) −→ Z(R(ρ))
making the following diagram commute:
R(GLn(OF )) cyc−−−−→ Z(R(ρ))
red
y redy
R(GLn(OF )) cyc−−−−→ Z(R(ρ)).
(4.1)
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Certainly there is at most one map cyc making diagram ((4.1) commute. This
is because the map red : R(GLn(OF ))→ R(GLn(OF )) is surjective, which follows
from the corresponding fact for finite groups (see [Ser77] Theorem 33).
The main result of this chapter is:
Theorem 4.6. If l > 2 then Conjecture 4.5 is true.
Proof. Let RepfgO (GLn(OF )) be the category of finitely generated O-modules with
a smooth representation of GLn(OF ). In the next four sections, we will show
(using the Taylor–Wiles–Kisin patching method) that there are positive integers c
and d, a complete noetherian local domain A over O, and an exact functor H∞
from RepfgO (GLn(OF )×d) to the category of finitely generated modules over
R(ρ)⊗d⊗ˆA
with the following properties:
• for all σ ∈ RepfgO (GLn(OF )×d),
H∞(σ ⊗O F) = H∞(σ)⊗O F;
• if σ ∈ RepfgO is λ-torsion free, then so is H∞(σ);
• if σ = ⊗di=1 σi ∈ RepfgO (GLn(OF )×d) is finite free as an O-module, then
Z(H∞(σ)) = c ·
d⊗
i=1
(∑
P∈I
m(σ∨i , τP)Z(R
(ρ, τP))
)
= c · cyc⊗d(σ)
where we identify Z(R(ρ)⊗d⊗ˆA)) with ⊗di=1Z(R(ρ)), using that A is a
domain.
Now, Z(·) is additive on short exact sequences (see [EG14] Lemma 2.2.7) and, using
Lemma 2.8, we find that the following diagram commutes (the horizontal maps are
well defined since H∞(·) is exact):
R(GLn(OF ))⊗d Z(H∞(·))−−−−−−→ Z(R(ρ))⊗d
red⊗d
y red⊗dy
R(GLn(OF ))⊗d Z(H∞(·))−−−−−−→ Z(R(ρ))⊗d.
Moreover, the topmost map is just c · cyc⊗d by the second listed property of H∞.
We deduce that ker(red) ⊂ ker(red ◦ cyc); if not, then we may pick α ∈ ker(red)
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with β = red(cyc(α)) 6= 0. But then
c · red⊗d(cyc⊗d(α⊗ . . .⊗ α)) = c(β ⊗ . . .⊗ β) 6= 0
and also
c · red⊗d(cyc⊗d(α⊗ . . .⊗ α)) = Z(H∞(red(α)⊗ . . .⊗ red(α))) = 0,
a contradiction. From ker(red) ⊂ ker(red ◦ cyc) we immediately obtain the exis-
tence of the map cyc.
Remark 4.7. Let T be the subgroup of R(GLn(OF )) generated by the σ(τ) for
inertial types τ , and let T be the subgroup of R(GLn(OF )) generated by those
irreducible representations appearing as a constituent of some red(σ(τ)). Then
red : T → T is surjective, by Theorem 4.49 below. It follows that the version of
Theorem 4.6 in which R(GLn(OF )) (resp. R(GLn(OF ))) is replaced by T (resp.
T ) is also true — the only possible issue being the uniqueness of cyc. It is this
version of Theorem 4.6 that is proved in chapter 3, and a similarly modified version
that we prove, in certain cases, in section 4.7 below.
4.2 Automorphic forms
We define the spaces of automorphic forms on definite unitary groups that we will
patch using the Taylor–Wiles–Kisin method. See also [CHT08], [EG14], [Ger10],
[Tho12]. Our reason for reproducing this now standard material here is that we
need to allow more general level at places v - l than is considered in those references;
hopefully it will be clear that there is no essential difference.
4.2.1 Let L be an imaginary CM field with maximal totally real subfield L+
satisfying the following hypotheses:
1. [L+ : Q] is divisible by 4;
2. L/L+ is unramified at all finite places;
3. every place v | l of L+ splits in L.
Let c be the non-trivial element of Gal(L+/L). Then as in [Tho12] section 6
(see also [CHT08] section 3.3), we may choose a group scheme G over OL+ and an
L+-linear involution ∗ on Mn(L) such that:
• (xy)∗ = y∗x∗ for all x, y ∈Mn(L) and x∗ = xc for x ∈ Z(Mn(L)) ∼= L;
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• for any L+-algebra R,
G(R) = {g ∈Mn(L)⊗L+ R : g∗g = 1};
• for every finite place v of L+, G×L+ L+v is quasi-split;
• for every infinite place v of L+, G(L+v ) ∼= Un(R), the compact unitary group;
• there is a maximal order A ⊂Mn(L) with A∗ = A and G(OL+) = G(L+)∩A;
• for v a finite place of L+ split as wwc in L there is an isomorphism
ιw : G(L
+
v )→ GLn(Lw)
such that ιw(G(OL+v )) = GLn(OLw) and ιwc(x) = (tιw(x)c)−1.
Let S be a set of finite places of L+ split in L, and let Sl be the set of places of
L+ above l (we may or may not have S ∩Sl = ∅). Write T = S ∪Sl. Suppose that
U is a subgroup of G(A∞L+), and write Uv for the image of the projection of U to
G(L+v ). Call U good if it is compact and if:
• for v ∈ T , Uv ⊂ G(OL+v );
• for some v ∈ S, the only element of Uv of finite order is the identity element
(Uv is ‘sufficiently small’ in the language of [CHT08]).
4.2.2 For v ∈ S, let Mv be an O-module with an O-linear action of G(OL+v ) which
is continuous for the discrete topology on Mv.
Suppose that E contains the images of all embeddings L ↪→ E. Let Il =
Hom(L+, E), so that Il surjects onto Sl with θ mapping to a place v(θ) of L
+
above l. For each v ∈ Sl pick a place v˜ of L above v, let S˜l = {v˜ : v ∈ Sl} and
let I˜l be the set of embeddings L ↪→ E inducing a place of S˜l. Restriction to L+
defines a bijection I˜l
∼−→ Il. Now let
Zn+ = {(λ1, . . . λn) ∈ Zn : λ1 ≥ . . . ≥ λn}.
As in [Ger10], we associate to each λ ∈ Zn+ a representation ξλ (defined over O) of
GLn/O, and let Mλ = ξλ(O) and Vλ = ξλ(E).
Now suppose that λ = (λθ)θ ∈ (Zn+)I˜l . Then we define
Mλ = ⊗θMλθ
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and regard this as a representation of
∏
v∈Sl G(OL+v ) via the product of the com-
posites of the maps
G(OL+
v(θ)
)
ιv˜(θ)−−−→ GLn(OLv˜(θ)) θ−→ GLn(O)
ξλθ−−→ GL(Mλθ ).
Finally let M =
⊗
v∈SMv, a representation of
∏
v∈S G(OL+v ) and hence (by
projection) of any good subgroup U ; we also consider the representation M ⊗Mλ
of
∏
v∈T G(OL+v ) and hence of U .
Definition 4.8. Suppose that U is a good open subgroup. Then Sλ(U,M) is the
space of functions
f : G(L+)\G(A∞L+)→M ⊗Mλ
such that f(gu) = u−1f(g) for all u ∈ U .
If V is a good subgroup of G(AL+)∞ then define
Sλ(V,M) = lim→ Sλ(U,M)
where the limit runs over all good open subgroups U containing V .
If M is a finitely generated O-module then Sλ(U,M) is a finitely generated O-
module, because G(L+)\G(A∞L+)/U is a finite set.
Lemma 4.9. Let U be a good open subgroup.
1. The functor
(Mv)v∈T 7−→ Sλ(U,
⊗
v
Mv ⊗Mλ)
is exact.
2. If V ⊂ U is a normal, good, open subgroup, then there are isomorphisms of
O-modules
Sλ(V,M) −→ Sλ(U,M)⊗O O[U/V ]
and
Sλ(V,M)U/V
trU/V−−−−→ Sλ(U,M)
where Sλ(V,M)U/V denotes the U/V -coinvariants in Sλ(V,M).
Proof. This may be proved by the argument of [CHT08] Lemma 3.3.1, using that
U is sufficiently small.
4.2.3 Hecke operators Now suppose that U = USU
S where US ⊂
∏
v∈S G(OL+v )
and US =
∏
v Uv where Uv ⊂ G(L+v ) for each v 6∈ S. Suppose also that S ∩ Sl = ∅
and that for finite places v 6∈ T of L+ split in L we have Uv = G(OL+v ) We define
Hecke operators, following [Ger10], section 2.3.
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Definition 4.10. 1. Let v 6∈ T be a place of L+ splitting as wwc in L. Then for
1 ≤ j ≤ n define the operator T (j)w on Sλ(U,M) as the double coset operator:
T (j)w =
[
Uι−1w
(
$w1j 0
0 1n−j
)
U
]
for some (any) choice of uniformiser $w of OLw .
2. For v ∈ Sl, w a place of L above v, and $w ∈ OLw a uniformiser, define:
T
(j)
λ,$w
=
(
(w0λ)
(
$w1j 0
0 1n−j
))−1 [
Uι−1w
(
$w1j 0
0 1n−j
)
U
]
where w0λ is the conjugate of λ by the longest element w0 of the Weyl group.
Let TT be the polynomial ring over O generated by all the T (j)w and (T (n))−1. Let
TTλ (U,M) be image of TT in End(Sλ(U,M)), and let T˜Tλ (U,M) be theO-subalgebra
of End(Sλ(U,M)) generated by TTλ (U,M) and by all T
(j)
λ,$w
for w ∈ Sl.
Say that a maximal ideal m of T˜Tlλ (U,M) is ordinary if each T
(j)
λ,$w
has non-zero
image in T˜Tλ (U,M)/m. Say that a maximal ideal m of TTλ (U,M) is ordinary if
m = m′ ∩ TTλ (U,M) for an ordinary maximal ideal m′ of T˜Tλ (U,M).
4.2.4 Base change Keep the assumptions of the previous section, and suppose
also that Uv is a hyperspecial maximal compact subgroup of G(L
+
v ) for each place
v of L+ inert in L and that M is a finite free O-module. Suppose that A is the
space of (complex-valued) automorphic forms on G(AL+) and that pi =
⊗′
v piv is an
irreducible constituent of A with weight λ∞ ∈ (Zn+)Hom(L
+,C) such that (recalling
the fixed isomorphism ι : E
∼−→ C):
• for θ ∈ Hom(L+,C), (λ∞)θ = λθ◦ι;
• for v 6∈ S a place of L+, piUvv 6= 0;
• for v 6∈ S a place of L+ split as wwc in L, T (j)w acts as a scalar ι(a(j)w ) for
some a
(j)
w ∈ E.
Let fpi : TT → E be the homomorphism taking T (j)w to a(j)w .
Lemma 4.11. Suppose that pi, U , λ and M satisfy the above hypotheses. Then we
have the formula:
dim
(
Sλ(U,M)⊗TT ,fpi E
)
= dim HomUS
(
(M ⊗O E)∨,
⊗
v∈S
piv ⊗C,ι−1 E
)
.
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Proof. (sketch) As in [CHT08] Proposition 3.3.2, we have:
Sλ(U,M)⊗O,ι C ∼= HomUS×G(L+∞)
(
(M ⊗O,ι C)∨ ⊗ V ∨∞,AU
S
)
where V∞ is an algebraic representation of G(L+∞) constructed from λ∞. It suffices
to show that any other irreducible pi′ ⊂ A satisfying the above three conditions
(for the same values of a
(j)
w ) is actually equal to pi. By [Lab11] corollaire 5.3, such
pi and pi′ have base changes Π and Π′ to GLn(AL) such that for each place w of L
above a place v of L+, Πw is the local base change of piw. By strong multiplicity
one for GLn(AL), Πw = Π′w for each place w of L. Since each place of S is split
in L and pi and pi′ are assumed Uv-spherical at places v 6∈ S, we deduce that
pi ∼= pi′ as representations of G(AL+). But by [Lab11] The´ore`me 5.4, pi appears
with multiplicity one in A, so that pi = pi′.
In a similar vein, suppose that Π is a regular algebraic conjugate self-dual cusp-
idal automorphic representation of GLn(AL) which is unramified outside of places
dividing S, and let US be as above. The following is also a consequence of [Lab11]
The´ore`me 5.4, Corolllaire 5.3, and strong multiplicity one:
Lemma 4.12. There is an automorphic representation pi of G(AL+) such that, at
each finite place v 6∈ S, piUvv 6= 0 and Πv is the spherical base change of piv (relative
to our chosen hyperspecial maximal compact Uv, if v is inert).
4.3 Galois representations
4.3.1 Groups We first recall some notation from [BLGGT14] section 1.1. Let Gn
be the algebraic group (GLn×GL1)o{1, j} where j(g, µ)j−1 = (µtg−1, µ), G0n the
connected component GLn×GL1 of Gn, and ν : Gn → GL1 defined by ν(g, µ) = µ,
ν(j) = −1. If Γ is a group, ∆ is an index 2 subgroup, and ρ : Γ → Gn(A) is
a representation (for some ring A) such that ρ−1(G0n(A)) = ∆, then let ρ˘ be the
composition of ρ|∆ with the projection G0n(A)→ GLn(A).
4.3.2 Ordinary deformations Now suppose that l > 2. Suppose that k/Ql is
a finite extension and that E contains the images of all embeddings k ↪→ E. If
λ ∈ (Zn+)Hom(k,E), and rl : Gk → GLn(F) is a continuous representation, denote
by Rλ,cr-ord(rl) the ring called R
4λ,cr in [Ger10].
Proposition 4.13. The scheme SpecRλ,cr-ord(rl) is reduced, O-flat and equidi-
mensional of relative dimension [k : Ql]n(n−1)2 +n
2 over O (if it is non-zero). The
E-points of SpecRλ,cr-ord(rl)[1/l] are those E-points x of SpecR
(rl)[1/l] such
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that the associated Galois representation rl,x is ordinary of weight λ (in the sense
of [Ger10] Definition 3.3.1) and crystalline.
Proof. This can all be found in [Ger10] section 3.3.
Lemma 4.14. If k = Ql, rl is trivial and λ = ((l−2)(n−1), (l−2)(n−2), . . . , (l−
2), 0), then Rλ,cr-ord(rl) is irreducible and non-zero.
Proof. The representation V =
⊕n
i=1O(−(i − 1)(l − 1)) is a lift of rl such that
V ⊗E is crystalline and ordinary of weight λ. The irreducibility is given by [Ger10]
Lemma 3.4.3.
4.3.3 Global deformations Again suppose that l > 2.
Suppose that l′ is a prime, Lv/Ql′ is a finite extension, rv : GLv → GLn(F)
is a continuous representation and Cv is a finite set of irreducible components of
SpecR(rv) (if l′ 6= l) or of Rλ,cr-ord(rv) for some λ (if l′ = l). Then by [BLGGT14]
Lemma 1.2.2, Cv determines a local deformation problem for rv.
We recall some notation for global deformation problems from [CHT08], section
2.3. Suppose that:
• L is an imaginary CM field with maximal totally real subfield L+;
• T is a finite set of places of L+ which split in L containing all places above l;
• T˜ is a finite set of places of L consisting of exactly one place v˜ above each
v ∈ T ;
• ρ : GL+ → Gn(F) is a continuous representation, unramified outside T , with
ρ−1(G0n(F)) = GL;
• µ : GL+ → O× is a continuous lift of ν ◦ ρ;
• for each v ∈ T , Cv is a non-empty set of components of R(ρ˘|GLv˜ ) (if v - l)
or of some Rλv,cr-ord(ρ˘|GLv˜ ) (if v | l).
Then the data
S = (L/L+, T, T˜ ,O, ρ, µ, {Cv}v∈T )
determines a deformation problem for ρ; if ρ˘ is absolutely irreducible, then there
is a universal deformation ring RunivS and universal deformation
runivS : GL+ → Gn(RunivS )
of type S, defined in [CHT08] section 2.3.
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Proposition 4.15. If µ(cv) = −1 for all v | ∞ (where cv is complex conjugation
associated to v) then
dimRunivS ≥ 1.
Proof. This follows from [CHT08] Corollary 2.3.5 and the dimension formulae for
the Cv; see [BLGGT14] Proposition 1.5.1.
Define also the T -framed deformation ring RTS as in [CHT08] Proposition 2.2.9;
it is an algebra over
⊗̂
v∈TR

Cv where R

Cv is the quotient of R
(ρ˘|GLv˜ ) correspond-
ing to Cv.
4.3.4 Now let L, λ, T , U and M be as in section 4.2.3, and suppose that M
is finitely generated as an O-module. Let m be an ordinary maximal ideal of
TTλ (U,M).
Proposition 4.16. There is a unique continuous homomorphism
rm : GL+,T → Gn(TTλ (U,M)m)
such that
1. r−1m (G0n(TTλ (U,M)m)) = GL,T ;
2. ν ◦ rm = 1−nδnL/L+ ;
3. if v 6∈ T splits as wwc in L, then rm(Frobw) has characteristic polynomial
n∑
j=0
(−1)j Nm(w)j(j−1)/2T (j)w Xn−j ;
4. for each v ∈ Sl, rm|GLv factors through Rλ,cr-ord(rm|GLv˜ ).
Proof. Suppose first that M is finite free as an O-module. Then the construction
of rm is standard (see [CHT08] Proposition 3.4.4.). The first three properties
are deduced as in that reference, and the final property is proved as in [Ger10]
Lemma 3.3.4.
For general M , if we can show that M admits a surjection from an O[U ]-module
P that is finite free as an O-module, then we are done by the previous case. But
the action of U on M factors through a finite quotient U of U , and we may take
P to be the projective envelope of M as an O[U ]-representation.
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4.4 Realising local representations globally
Recall that we have a representation ρ : GF → GLn(F). The aim of this section is
to globalise ρ, as in Proposition 4.19 below. We follow [EG14] Appendix A closely,
and the reader wishing to follow the arguments will need to have that paper to
hand. Note that the roles of l and p in [EG14] are the reverse of their roles here.
4.4.1 Adequacy The Taylor–Wiles automorphy lifting method always requires
conditions on the image of the representation r whose automorphy is to be lifted.
The first such condition (for GLn) was ‘bigness’ (Definition 2.5.1 in [CHT08]).
This was improved in [Tho12], Definition 2.3, to a condition called ‘adequacy’.
The definition there is never satisfied when l | n. Subsequently Thorne (in [Tho15]
Definition 2.20) has modified the definition to allow some cases where l | n — the
definitions coincide if l - n. Let us repeat the new definition here:
Definition 4.17. Let V be a finite-dimensional vector space over F. A subgroup
H ⊂ GL(V ) is adequate if it acts irreducibly on V and if:
1. H1(H,F) = 0;
2. H1(H,End(V )/F) = 0 where H acts on End(V ) by conjugation and F is the
subspace of scalar endomorphisms;
3. For each simple F[H]-submodule W ⊂ End(V ), there is a semisimple element
σ ∈ H with an eigenvalue α ∈ F such that tr eσ,αW 6= 0, where eσ,α is the
projection onto the α-eigenspace of σ.
With this definition, the main theorems of [Tho12] (Theorems 7.1, 9.1, 10.1 and
10.2) continue to hold, by [Tho15] Corollary 7.3.
Lemma 4.18. Let GLn.2 be the smallest algebraic subgroup of GL2n contain-
ing the block diagonal matrices of the form (g, tg−1) and a matrix J such that
J(g, tg−1)J−1 = (tg−1, g). Then for m sufficiently large, both
(GLn.2)(Flm) ⊂ GL2n(Fl)
and
GLn(Flm) ⊂ GLn(Fl)
are adequate. In other words, Lemma A.1 of [EG14] continues to hold with the
revised definition of adequate.
Proof. This is a consequence of [GHT14] Theorem 11.5, remembering our running
assumption that l > 2.
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4.4.2 The main result of this section is:
Proposition 4.19. There is an imaginary CM field L with maximal totally real
subfield L+, and there are continuous representations
r : GL+ → Gn(F)
and
r : GL+ → Gn(E)
satisfying the following hypotheses:
1. r is a lift of r;
2. r−1(G0n(F)) = GL;
3. r˘ is of the form rl,ι(pi, χ) for a regular algebraic, cuspidal, polarized automor-
phic representation (pi, χ) (see [BLGGT14], Theorem 2.1.1 for the notation
rl,ι);
4. r˘(GL(ζl)) = GLn(Flm) for m large enough that the conclusion of Lemma 4.18
holds (in particular, r˘(GL+(ζl)) is adequate);
5. ν ◦ r = 1−nδnL/L+ and similarly for r;
6. Every place v of L+ dividing lp splits completely in L;
7. For each place v of L+ dividing p, there is an isomorphism L+v
∼= F and a
place v˜ of L dividing v such that r˘|GLv˜ ∼= ρ;
8. For each place v of L+ dividing l, we have that L+v = Ql and there is a place
v˜ of L dividing v such that r˘|GLv˜ is trivial and r˘|GLv˜ is ordinary of weight λ
for λ as in Lemma 4.14;
9. L
ker r
does not contain L(ζl);
10. if v is a place of L+ not dividing lp, then r and r are unramified at v;
11. [L+ : Q] is divisible by 4, and L/L+ is unramified at all finite places.
The first step is to realise r as the local component of some (not yet automorphic)
representation r, using [Cal12] Proposition 3.2.
Lemma 4.20. There exist a CM field L1 with maximal totally real subfield L
+
1
and a continuous representation r : GL+1
→ G(F) satisfying properties 2 and 4-12
of Proposition 4.19 (at least as they pertain to r).
Proof. This is a straightforward modification of the proof of [EG14] Proposition A.2
to include conditions on L1 and r at places dividing p.
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4.4.3 Now we show that r is potentially automorphic over some CM extension
L/L1. This basically follows the proof of Proposition 3.3.1 of [BLGGT14], making
modifications to control the splitting in L of places of L1 above l and p (as in
[EG14]). The first step is to show that this r lifts to a characteristic zero represen-
tation with good properties.
Lemma 4.21. Let r be as in Lemma 4.20. Then there is a continuous representa-
tion r : GL+1
→ Gn(Ql) lifting r satisfying all of the properties of Proposition 4.19
except possibly automorphy (property 3).
Proof. This is proved in [BLGGT14], Proposition 3.2.1, under the hypothesis that
l ≥ 2n + 1. We examine the proof of that proposition and show that in our
case we may remove the hypothesis on l. The only way in which this hypothesis
is used is to verify, using Proposition 2.1.2 of that paper, the adequacy of the
image of the induction of r˘ from GL1(ζl) to GL+1 (ζl)
. However, by property 4 of
Proposition 4.19 we can use Lemma 4.18 instead of [BLGGT14] Proposition 2.1.2.
(Note that Theorems 9.1 and 10.2 of [Tho12] remain true with this definition,
and so in [BLGGT14], Theorems 2.4.1 and 2.4.2, and hence also Proposition 3.2.1
remain true.)
Lemma 4.22. There is a CM extension L/L1, linearly disjoint from L1
ker r
(ζl)
over L1, such that every place of L1 dividing lp splits completely in L and such that
L and r˘|GL satisfy all the properties required in Proposition 4.19. In particular,
Proposition 4.19 is true.
Proof. The proof of [EG14] Proposition A.6 goes through with the following modifi-
cations – we temporarily adopt the notation of their proof to indicate what must be
changed. The field (L′)+ must be chosen so that, for each place v | p of (L′)+(ζN )+,
there is a point Pv ∈ T˜ ((L′)+(ζN )+). The field extension F+/L+ can then be cho-
sen so that all the places of L+ above p split completely (as well as all those above
l). Finally, instead of using Theorem 4.2.1 of [BLGGT14] we use Theorem 2.4.1 of
that paper, which applies by our assumption that r is ordinary.
4.5 Patching
4.5.1 Now let r : GL+ → Gn(F) be the representation provided by Proposi-
tion 4.19, and (enlarging E if necessary) assume that r is valued in Gn(F). Thus r
is the reduction modulo λ of the Galois representation rl,ι(pi, χ) associated to some
regular algebraic polarized cuspidal automorphic representation (pi, χ) of GLn(AL)
with χ = δnL/L+ . Choose a place v1 of L
+ that splits as v˜1v˜
c
1 in L so that every lift
of r|GLv˜1 is unramified (and so R
(r˘|GLv˜1 ) is equal to the unramified deformation
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ring, and is in particular formally smooth). Take S to be the set of places of L+
dividing p together with the place v1, and recall that T = S ∪ Sl and T˜ is a choice
of a place v˜ of L above each v ∈ T . Let λ ∈ (Z+n )I˜l have all components equal to
the weight in Lemma 4.14. Let U =
∏
v Uv where:
• for v a place of L+ split in L, Uv = G(OL+v );
• for v a place of L+ inert in L, Uv ⊂ GLn(L+v ) is a hyperspecial maximal
compact subgroup;
• for v = v1, Uv1 is the preimage under ιv˜1 of the Iwahori subgroup ofGLn(OL+v ).
For v ∈ T a place of L+ dividing v˜ ∈ T˜ , let Rv˜ be:
• Rv˜ = R(r˘|GLv˜ ) if v ∈ S;
• Rv˜ = Rλ,cr-ord(r˘|GLv˜ ) if v ∈ Sl.
Then for v ∈ Sl or v = v1, Rv˜ is a domain (by Lemma 4.14 in the former case).
Let Rloc =
⊗̂
v∈TRv˜. Define a global deformation problem:
S = (L/L+, T, T˜ ,O, r, 1−nδnL/L+ , {Rv˜}v∈T )
with universal deformation runivS : GL+,T → Gn(RunivS ). Finally, let fpi : TT → O
be the homomorphism such that ι ◦ fpi(T (j)w ) gives the eigenvalue of T (j)w acting on
piw via ιw, and let m be the kernel of the composite (O  F) ◦ fpi.
4.5.2 Let Up =
∏
v|pG(OL+v ) and US =
∏
v∈S Uv = UpUv1 . Let R be the category
of smooth representations of Up on finitely generated O-modules and let Rf be the
category of smooth representations of Up on artinian O-modules. If σ ∈ R then let
Mσ be the underlying module of σ regarded as a representation of US by letting
Up act through σ and Uv1 act trivially. We define an R
univ
S -algebra T(σ) and a
T(σ)-module H(σ) by:
• T(σ) = Tλ(U,Mσ)m with the RunivS -algebra structure provided by Proposi-
tion 4.16;
• H(σ) = Sλ(U,Mσ)m.
4.5.3 By Lemma 4.18 and property (4) of Proposition 4.19, r˘|GL(ζl) is adequate.
Using Proposition 4.4 of [Tho12] and following the proof of his Theorem 6.8, we
obtain an integer r ≥ [L+ : Q]n(n−1)2 and, for each N ≥ 1, a set QN , disjoint
from T , of r finite places of L+ split in L and a set Q˜N of choices of places of L
above those of QN . For each N and each σ we produce rings R
univ
N and R
T
N , an
RunivN -algebra TN (σ) and a finitely generated TN (σ)-module HN (σ) enjoying the
following properties:
80
• There is an isomorphism RunivN ⊗ˆO[[y1, . . . , yn2#T ]] ∼= RTN .
• For each v ∈ QN , Nm v ≡ 1 mod lN . Let ∆N be the maximal l-power-order
quotient of κ(v˜)×, and let aN be the augmentation ideal in the group ring
O[∆N ].
• There are natural homomorphismsO[∆N ]→ RunivN andO[∆N ]→ End(HN (σ))
such that the composite RunivN → TN (σ)→ End(HN (σ)) is an O[∆N ]-algebra
homomorphism.
• With the above O[∆N ]-algebra structures, there are natural isomorphisms
RunivN /aN
∼−→ RunivS , TN (σ)/aN ∼−→ T(σ), and HN (σ)/aN ∼−→ H(σ) (this
relies on Lemma 4.9).
• The map O[∆N ] → RunivN → TN (σ) makes HN (σ) into a finite free O[∆N ]-
module.
• We may and do choose a surjective O-algebra homomorphism
Rloc[[z1, . . . , zg]] RTN
where g = r − [L+ : Q]n(n−1)2 .
• The functor σ 7→ HN (σ) is a covariant exact functor from R to the category
of finitely generated RunivN -modules.
Remark 4.23. Strictly speaking, the proof in [Tho12] that
RunivN → End(HN (σ))
is an O[∆]-algebra homomorphism, and the construction of the isomorphism
HN (σ)/aN → H(σ),
require that σ be finite free as an O-module (to apply Propositions 5.9 and 5.12
in that paper). However, we can remove this constraint by writing σ as a quo-
tient of a Up-representation that is finite free as an O-module, as in the proof of
Proposition 4.16.
Write HTN (σ) = HN (σ)⊗RunivN R
T
N . We pick isomorphisms
RTN
∼−→ RunivN ⊗ˆO[[y1, . . . , yn2#T ]]
and
RTS
∼−→ RunivS ⊗ˆO[[y1, . . . , yn2#T ]]
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compatible with reduction modulo aN . Let
R∞ = Rloc[[z1, . . . , zg]]
and
S∞ = (lim←−O[∆N ])⊗ˆO[[y1, . . . , yn2#T ]]
∼= O[[x1, . . . , xr, y1, . . . , yn2#T ]]
and note that (by Theorem 2.4 and Proposition 4.13) we have
dimR∞ = 1 + n2#T + [L+ : Q]
n(n− 1)
2
+ r − [L+ : Q]n(n− 1)
2
= dimS∞.
Write a for the kernel of the map S∞ → O taking xi and yi to zero. Thus RTN /a ∼−→
RunivS and H
T
N (σ)/a
∼−→ H(σ).
4.5.4 We patch the modules HTN (σ) following the proof of the sublemma in
[BLGG11], Theorem 3.6.1. Pick representations σ1, σ2, . . . such that each of the
countably many isomorphism classes in Rf is represented by exactly one σi. For
h ∈ N, let Rf≤h be the full subcategory of Rf whose objects are σ1, . . . , σh.
Choose a strictly increasing sequence (h(N))N of positive integers. Let cN =
ker(S∞ → O[∆N ]⊗ˆO[[y1, . . . , yn2#T ]]) and choose a sequence b1 ⊃ b2 ⊃ . . . of open
ideals of S∞ such that bN ⊃ cN for all N and
⋂
N bN = (0). Choose also open
ideals d1 ⊃ d2 ⊃ . . . of RunivS with bNRunivS + ker(RunivS → T(σ)) ⊃ dN ⊃ bNRunivS
for all σ ∈ Rf≤h(N) and
⋂
N dN = (0).
Define a patching datum of level N to be:
• a surjective O-algebra homomorphism
φ : R∞  RunivS /dN ;
• a covariant, exact functor MN from Rf≤h(N) to the category of R∞⊗ˆS∞-
modules that are finite free over S∞/bN ;
• for σ ∈ Rf≤h(N), functorial isomorphisms of R∞-modules
MN (σ)/a ∼−→ H(σ)/bN
(the right hand side being an R∞-module via φ).
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Since S∞/bN , RunivS /dN , H(σ)/dN are finite sets and the sets of objects and
morphisms in Rf≤h(N) are finite, there are only finitely many patching data of level
N . Note that if N ′ ≥ N then from any patching datum of level N ′ we can get one
of level N by reducing modulo bN and dN and restricting MN ′ to Rfh(N).
4.5.5 For each pair of integers M ≥ N ≥ 1 define a patching datum D(M,N) of
level N by taking:
• φ : R∞  RTN  R/dN where the first map is our chosen presentation of
RTN over R
loc and the second is induced by RTN /a
∼−→ RunivS ;
• MN (σ) = HTM (σ)/bN , which is finite free over S∞/bN and is an R∞-module
via R∞  RTM  T
T
M (clearly MN is a functor);
• the isomorphism ψ : MN/a ∼−→ H(σ)/bN coming from the natural isomor-
phism HTM (σ)/a
∼−→ H(σ)/bN .
Since there are only finitely many isomorphism classes of patching datum of each
level N , we may choose an infinite sequence of pairs (Mj , Nj)j≥1 with Mj ≥ Nj ,
Mj+1 > Mj and Nj+1 > Nj such that D(Mj+1, Nj+1) reduces to D(Mj , Nj)
for each j. We may therefore define a functor H∞ from Rf to the category of
R∞⊗ˆS∞-modules by the formula:
H∞(σ) = lim←−
j
HTMj (σ)/bNj
(and extending to the whole of Rf by picking an isomorphism from each object to
one of the σi). Note that the terms in the limit are defined for j sufficiently large.
Extend H∞ to R by setting H∞(lim←−σi) = lim←−H∞(σi).
4.5.6 The functor H∞ is exact and covariant, and for all σ we have
H∞(σ ⊗O F) = H∞(σ)⊗ F
(these statements all follow from the corresponding statements at finite level).
Lemma 4.24. For each σ, the support suppR∞(H∞(σ)) is a union of irreducible
components of SpecR∞.
Proof. We may factor the map S∞ → EndR∞(H∞(σ)) through a map S∞ → R∞
(since we may do this at finite level by definition of the action of S∞). So we have
a map S∞ → R∞ and a finitely generated R∞-module H∞(σ) that is finite free
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over the regular local ring S∞. Thus we have:
depthR∞(H∞(σ)) ≥ depthS∞(H∞(σ))
= dimS∞
= dimR∞
≥ depthR∞(H∞(σ)).
Therefore by [Tay08], Lemma 2.3, suppR∞(H∞(σ)) is a union of irreducible com-
ponents of SpecR∞.
The argument of the next lemma goes back to [Dia97]:
Lemma 4.25. Let q be a prime ideal of R∞ such that (R∞)q is regular. Then
H∞(σ)q is finite free over (R∞)q.
Proof. We may suppose that q ∈ suppR∞ H∞. Since (R∞)q is regular, it is a
domain. By the previous lemma, (R∞)q acts faithfully on (H∞(σ))q. Thus (R∞)q
is finite over (S∞)S∞∩q. The argument of the previous lemma now shows that
depth(R∞)q(H∞(σ)q) = depth(R∞)q.
The moduleH∞(σ)q has finite projective dimension over (R∞)q and the Auslander–
Buchsbaum formula holds:
depth(R∞)q(H∞(σ)q) + pd(R∞)q(H∞(σ)q) = depth(R∞)q.
Therefore H∞(σ)q is a finitely generated projective (R∞)q-module as required.
4.5.7 Note that R∞ is a completed tensor product of the ring
⊗̂
v|p
R(r˘|GL)
with a complete local noetherian domain, and therefore giving a minimal prime p
of R∞ is the same as giving a minimal prime pv of each
R(r˘|GLv ) ∼= R(ρ).
Proposition 4.26. Let σ ∈ R be finite free as an O-module and of the form ⊗v|pσv
for representations σv of Uv ∼= GLn(OF ). For each place v of L+v above p let τv be
an inertial type and pick a minimal prime pv of R
(ρ, τv). Let p be the minimal
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prime of R∞ determined by the pv. Then H∞(τ)/p is generically free of rank
n!
∏
v|p
m((σv ⊗ E)∨, τv)
over R∞/p.
Proof. Let S ′ be the deformation problem
(L/L+, T, T˜ ,O, r, 1−nδnL/L+ , {R′v˜}v∈T )
where R′v˜ = Rv˜ unless v|p, in which case R′v˜ = Rv˜/pv. Then RunivS′ is a quotient of
RunivS .
By Proposition 4.15,
dimRunivS′ ≥ 1.
By [Tho12], Theorem 10.2, RunivS′ is a finite O-module; it therefore admits an
O-algebra homomorphism
x : RunivS′ → O′
for a finite extension O′/O; enlarging E, we may assume that O′ = O. There is a
corresponding representation r′ : GL+ → Gn(O). By [Tho12], Theorem 9.1, r′ is the
representation attached to some regular algebraic polarized cuspidal automorphic
representation (pi′, δnL/L+) of GLn(AL) with pi = ⊗vpiv. By Lemmas 4.11 and 4.12
we see that the fibre of H(σ) at x (for any σ =
⊗
v|p σv) has dimension:
dim HomUS
(
(σ ⊗ E)∨,
⊗
v∈S
piv ⊗C,ι−1 E
)
= dimpiUvv˜1
∏
v|p
dim HomUv
(
(σv ⊗ E)∨, piv˜ ⊗C,ι−1 E
)
= n!
∏
v|p
m((σv ⊗ E)∨, τv).
The last equality results from the fact that, by local–global compatibility, for v | p
each piv˜ ⊗C,ι−1 E is a tempered (and hence generic) representation of type τv (see
[BLGGT14] Theorem 2.1.1, for example). The n! term is the contribution from the
Iwahori invariants in the unramified principal series representation piv˜1 .
Now choose an O-point x˜ of SpecR∞ above x. As x˜ is (in the terminology of
Proposition 2.15) a non-degenerate point of each factor Rv of R∞, we see that
SpecR∞ is formally smooth at x˜. By Lemma 4.25, we see that H∞(σ)x˜ is free over
(R∞)x˜. To determine the rank, note that H∞(σ)x˜/a = H(σ)x, and applying the
above calculation we get the proposition.
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We have therefore shown that H∞ has all the properties needed for the proof of
Theorem 4.6. To be specific, in the notation of that proof we take d equal to the
number of places v of L+ dividing p, c = n!, and A =
⊗̂
v∈T,v-pRv˜[[z1, . . . , zg]].
4.6 K-types
We give a modification of the construction in [SZ99] of the representations σ(τ) that
allows us to analyze the reduction modulo l, and prove the formula for m(σ(τ), τ ′)
alluded to in Remark 4.3.
4.6.1 Symmetric groups If P ∈ Part with degP = n, for each i ∈ N let TP,i be
the subset 1 +
i−1∑
j=1
P (j), . . . ,
i∑
j=1
P (j)

of {1, . . . , n}. Let SP be the subgroup of Sn stabilising each TP,i, so that SP =∏
i SP (i). Let
pi◦P = Ind
Sn
SP
(sgn)
where sgn is the sign representation.
Definition 4.27. Let σ◦P be the unique irreducible representation of Sn that ap-
pears in pi◦P and that appears in no pi
◦
P ′ for P
′  P .
Every irreducible representation is of the form σ◦P for a unique P . Note that this
is not the standard association of representations of Sn to partitions, but rather
its twist by the sign representation.
Definition 4.28. The Kostka number m(P, P ′) is the multiplicity with which
σ◦P appears in pi
◦
P ′ .
We adopt the conventions that if degP 6= degP ′ then m(P, P ′) = 0, while if
degP = degP ′ = 0 then m(P, P ′) = 1. Thus m(P, P ′) > 0 if and only if P  P ′,
and if P = P ′ then m(P, P ′) = 1. This does coincide with the standard definition
of Kostka numbers.
Remark 4.29. There is a well-known combinatorial description of the m(P, P ′).
The Young diagram associated to P is the diagram consisting of a finite number
of rows of equal–sized boxes, such that the leftmost boxes in each row are lined
up in a column, and such that the ith row from the top has P (i) boxes in. A
semistandard Young tableau of shape P and weight P ′ is obtained by writing
a positive integer in each box of the Young diagram of P such that:
• the integer i occurs P ′(i) times in total;
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• the integers in each row are non-decreasing;
• the integers in each column are strictly increasing.
Then m(P, P ′) is equal to the number of semistandard Young tableaux of shape P
and weight P ′.
4.6.2 PSH-algebras For our calculations of multiplicities we will require the
notion of a PSH-algebra, due to Zelevinsky [Zel81]; see also chapter 3 of [GR14]
and the proof of the Proposition in [SZ99] section 4.
Definition 4.30. A positive self-adjoint Hopf (or PSH-) algebra is a graded
connected Hopf algebra
R =
⊕
n≥0
Rn
over Z, with multiplication m : R ⊗ R → R and comultiplication µ : R → R ⊗ R,
together with a Z-basis Σ of homogeneous elements with the following property:
let 〈·, ·〉 be the Z-bilinear form on R making Σ an orthonormal basis. Then for all
σ1, σ2, σ3 ∈ Σ we have
〈m(σ1 ⊗ σ2), σ3〉 = 〈σ1 ⊗ σ2, µ(σ3)〉 > 0.
Suppose that R is a PSH-algebra, with notation as in the definition. An element
σ ∈ R is primitive if µ(σ) = σ ⊗ 1 + 1 ⊗ σ. Say that R is indecomposable if
there is a unique primitive element in Σ. The basic structure theorem is then:
Theorem 4.31. (Zelevinsky) Let R be a PSH-algebra and Σ its distinguished basis.
For each primitive σ ∈ Σ there is an indecomposable sub–PSH-algebra R(σ) of R
such that ⊗
σ
R(σ)
∼−→ R
is an isomorphism of PSH-algebras.1
If R and R′ are indecomposable PSH-algebras then, after rescaling the gradings
so that each has a primitive element of degree one, there are precisely two isomor-
phisms of PSH-algebras between R and R′.
We can obtain an indecomposable PSH-algebra RS from the representation the-
ory of the symmetric group as follows: let RSn be the Grothendieck group of repre-
sentations of Sn, and take Σ to be the subset of isomorphism classes of irreducible
1If there are infinitely many primitive elements of Σ, this should be interpreted as the direct
limit of the tensor products over finite subsets of the primitive elements in Σ.
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representations. The multiplication is given by induction: if σ1 and σ2 are irre-
ducible representations of degrees Sn1 and Sn2 then
m(σ1 ⊗ σ2) = IndSn1+n2Sn1×Sn2 (σ1 ⊗ σ2)
regarded as an element of the Grothendieck group. Similarly the comultiplication
is given by restriction: if σ is a representation of Sn then
µ(σ) =
∑
a+b=n
ResSnSa×Sb σ
where we have identified the Grothendieck group of representations of Sa × Sb
with the tensor product of those of Sa and Sb. That this (with the obvious unit
and counit) is a Hopf algebra is an exercise using Mackey’s theorem (see [GR14]
Corollary 4.26), and the self-adjointness property is a consequence of Frobenius
reciprocity. The unique primitive element is the trivial representation of the trivial
group. The non-identity isomorphism RS → RS takes the trivial representation of
any Sn to the sign representation.
4.6.3 Finite general linear groups Let k be a finite field, n ≥ 1 be an integer,
and G = GLn(k).
Definition 4.32. Let I0 be the union over all d of the set of isomorphism classes
of cuspidal representations of GLd(k). Let I be the set of functions P : I0 → Part
with finite support.
The degree degP of an element of I is defined to be the sum∑
σ∈I0
deg(P(σ)) dimσ.
Every irreducible representation of G has a cuspidal support, a function S : I0 →
N≥0 with
∑
σ∈I0 S(σ) dimσ = n. For each such S, let ΩS be the full subcategory
of RepE(G) whose objects are representations all of whose irreducible constituents
have cuspidal support S.
If σ is a cuspidal representation of GLd(k) and t is a positive integer, then define
the generalised Steinberg representation St(σ, t) to be the unique non-degenerate
irreducible representation of GLdt(k) whose cuspidal support is t copies of σ (for all
unsupported assertions in this subsection see [SZ99] §4). If P ∈ I with degP = n,
define a Levi subgroup MP of G by
MP =
∏
σ∈I0,i∈N
GP(i) dimσ.
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Definition 4.33. Let St(P) be the irreducible representation of MP whose tensor
factors are the St(σ,P(σ)(i)) for each (σ, i).
Choose a parabolic subgroup Q with Levi factor MP and let
piP = Ind
G
Q
St(P).
Definition 4.34. Let σP be the unique irreducible representation contained in piP
that is not contained in piP ′ for any P ′  P.
Every irreducible representation of G is of the form σP for a unique P.
Let RGL be the PSH-algebra defined by taking the dth graded piece RGLd to
be the Grothendieck group of representations of GLd(k), defining multiplication
via parabolic induction, comultiplication via Jacquet restriction, and taking Σ to
be the set of isomorphism classes of irreducible representation (see [GR14] §4 for
details). The primitive elements in Σ are the cuspidal representations; for each
cuspidal representation σ of some GLd(k) let R(σ) be the PSH-subalgebra of R
GL
spanned by those elements of Σ having cuspidal support some number of copies of
σ. Then we have (see the proof of the Proposition in [SZ99] section 4):
Proposition 4.35. The PSH-algebras R(σ) are indecomposable and there is an
isomorphism of PSH-algebras
RGL =
⊗
σ∈I0
R(σ).
For each cuspidal representation σ there is (after rescaling the gradings) a unique
isomorphism of PSH-algebras R(σ)
∼−→ RS that takes St(σ, t) to the sign represen-
tation of St for all t.
Corollary 4.36. If P,P ′ ∈ I both have degree n, then the multiplicity
m(P,P ′) := dim HomG(σP , piP ′)
is equal to the product of Kostka numbers∏
σ∈I0
m(P(σ),P ′(σ)).
Proof. First, observe that the bilinear form on RGL is given (on homogeneous
elements of the same degree n in the N-span of Σ) by dim HomG(−,−). Thus we can
read off m(P,P ′) from the PSH-algebra structure on RGL. By Proposition 4.35,
we can reduce to the case where P and P ′ are both supported on the same cuspidal
representation σ; let P and P ′ be P(σ) and P ′(σ) respectively. Then it is easy to
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see that, under the isomorphism R(σ)
∼−→ RS of Proposition 4.35, σP is taken to
σ◦P and piP ′ is taken to pi
◦
P ′ . The formula follows.
4.6.4 Simple characters We recall a little of the theory of Bushnell and Kutzko
(for which see [BK93], [BK98], [BK99]). Let C be an algebraically closed field
of characteristic distinct from p (for the case when C has positive characteristic
we refer to the works of Vigne´ras [Vig96], [Vig98] and Mı´nguez–Se´cherre–Stevens
[MS14], [SS15]; we will not require much from the positive characteristic theory).
Let V be a vector space over F , let G = AutF (V ), and let A = EndF (V ). An
OF -lattice chain in V is a sequence L = (Λi)i∈Z of OF -lattices in V such that
Λi ⊃ Λi+1 for all i ∈ Z, and such that there exists an integer e ≥ 1 (the period of
Λ) with Λi+e = pFΛi for all i ∈ Z. The hereditary OF -orders in A are those orders
A that arise as the stabiliser of someOF -lattice chain (which is uniquely determined
up to shift by the order). The order A is maximal if and only if it stabilises a lattice
chain of period e = 1. A hereditary order A ⊂ A has a unique two-sided maximal
ideal P; if A stabilises Λ then P is the set {x ∈ A : xΛi ⊂ Λi+1 for all i ∈ Z}. We
write U(A) for the group of units in A and U1(A) = 1 +P.
In [BK93] §1.5, the notions of stratum, pure stratum, and simple stratum in A
are defined. We will only require simple strata in A of the form [A,m, 0, β]; this
means that
• A is a hereditary OF -order in A;
• m > 0 is an integer;
• β ∈ Pm \P1−m is such that E = F [β] is a field2 and E× is contained in the
normaliser of U(A);
• k0(β,A(E)) < 0 where k0(β,A(E)) is the integer defined in [BK93] §1.4.
If [A,m, 0, β] is a simple stratum then we may regard V as an E-vector space and
write B = EndE(V ). Any lattice chain defining A is then an OE-lattice chain and
B := A ∩ B ⊂ B is its stabiliser; we define the groups U(B) and U1(B) as for A.
To a simple stratum [A,m, 0, β] we may associate, as in [BK93] §3.1, compact open
subgroups J = J(β,A), J1 = J1(β,A) and H = H1(β,A) of U(A) such that
• J1 is a normal pro-p subgroup of J ;
• H1 is a normal subgroup of J1;
2We apologise for the use of the letter E for an extension of F and for the coefficient field; we
hope that this will not cause confusion.
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• U(B) ⊂ J and U1(B) ⊂ J1, and the induced map
U(B)/U1(B)→ J/J1
is an isomorphism.
There is a set C(A, 0, β) of simple characters of H1(β,A) (see [BK93] §3.2). If
θ ∈ C(A, 0, β) is a simple character, then there is a unique irreducible representation
η of J1(β,A) whose restriction to H1(β,A) contains θ, and in fact this restriction
is a multiple of θ. There is then a distinguished class (the “β-extensions”) of
extensions κ of η to J(β,A) (see [BK93] §5.2 for charC = 0; [Vig96] §4.18 for the
general case).
4.6.5 Types Suppose that charC = 0 and Ω is a Bernstein component of RepC(G).
A type for Ω is a pair (J, λ) where J ⊂ G is a compact open subgroup and λ is
an irreducible representation of J with the property that Ω is equivalent to the
category of smooth C-representations of G generated by their λ-isotypic vectors.
Recall that, for H a unimodular locally profinite group, K ⊂ H a compact
open subgroup, and ρ a smooth C-representation of K, then the Hecke algebra
H(H,K, ρ) is defined to be the C-algebra
EndC[H](c-Ind
H
K(ρ)).
If (J, λ) is a type for Ω, then HomJ(λ,−) is an equivalence of categories between
Ω and the category H(G, J, λ) -Mod of left H(G, J, λ)-modules (see [BK98]).
It is the main result of [BK99] that every Bernstein component of RepC(G) has
a type, and there is an explicit construction of these types.
Suppose that Ω is a supercuspidal Bernstein component of RepC(G) (that is,
every irreducible object of Ω is supercuspidal). Then, by [BK93] §6 and Theo-
rem 8.4.1, we may construct a type (J, λ) for Ω such that: J = J(β,A) for a
simple stratum [A,m, 0, β] in A in which B is a maximal OE-order, and λ is of
the form κ ⊗ ν where κ is a β-extension of an irreducible representation η con-
taining a simple character θ ∈ C(A, 0, β) and ν is a cuspidal representation of
J/J1 ∼= GLn/[E:F ](kE). The integer m is unique and the pair (J, λ) and order A
are unique up to conjugation in G. A type (J, λ) arising in this way is called a
maximal type.
4.6.6 Recall the notions of ps-character and endo-equivalence from [BK99] §4. In
the situation of the previous paragraph, the character θ determines a ps-character
(Θ, 0, β) attached to the simple pair (0, β) — this is a function Θ on the set of
simple strata [A,m, 0, β] taking such a stratum to an element Θ(A) ∈ C(A, 0, β).
91
By [BK99] §4.5, the endo-class of this ps-character is determined by Ω. For each
endo-class of ps-character we fix a representative (Θ, 0, β). We may and do assume
that θ and β in the previous paragraph come from this chosen representative of the
endo-class associated to Ω.
We will need to impose a certain compatibility on our choices of β-extensions.
Suppose that (Θ, 0, β) is a ps-character attached to the simple pair (0, β) and
write E = F [β]. Suppose that E is embedded in A = EndF (V ) so that V is
an E-vector space, and let V1, . . . , Vt be finite-dimensional E-vector spaces such
that V =
⊕t
i=1 Vi. Let M be the corresponding Levi subgroup of G, let Q be
the parabolic subgroup with Levi M that stabilises the flag (of F -vector spaces)
0 ⊂ V1 ⊂ V1 ⊕ V2 ⊂ . . . ⊂ V , and let U be the unipotent radical of Q. For
each i let Ai = EndF (Vi) and Bi = EndE(Vi) and let B = EndE(V ). Suppose
that, for each i, there is an OE-lattice Λi ⊂ Vi whose stabiliser is Bi, a maximal
hereditary OE-order in Bi. Let Ai be the corresponding hereditary OF -order in
Ai, with associated groups Ji ⊃ J1i ⊃ H1i . Let θi = Θ(Ai) and let ηi be the unique
irreducible representation of J1i containing θi. Let L be the OE-lattice chain in V
whose elements are the lattices
paEΛ1 ⊕ . . .⊕ paEΛb ⊕ pa+1E Λb+1 ⊕ . . .⊕ pa+1E Λt
for a ∈ Z and 1 ≤ b ≤ t (cf [BK99] §7). Let B˜ (resp. A˜) be the OE-order (resp.
OF -order) associated to L and let B (resp. A) be the stabiliser in B (resp. A) of a
single lattice in L. Let J˜ ⊃ J˜1 ⊃ H˜1 be the groups associated to A˜, let θ˜ = Θ(A˜),
and let η˜ be the irreducible representation of J˜1 containing θ˜. Similarly define
J ⊃ J1 ⊃ H1, θ and η to be the objects associated to A (and Θ). By [BK93]
Theorem 5.2.3, the choice of a β-extension κ of η determines a β-extension κ˜ of η˜
such that
Ind
U(A˜)
J˜
(κ˜) ∼= IndU(A˜)
U(B˜)J1
(κ|U(B˜)J1).
If κ˜U is the representation of J˜ ∩M =
∏t
i=1 Ji on the J˜ ∩ U -invariants of κ˜, then
κ˜U = κ1 ⊗ . . . ⊗ κt for β-extensions κi of each ηi. When κ1, . . . , κt arise from a
single κ in this way, we say that they are compatible.
4.6.7 Covers Types for a general Bernstein component of G are constructed
using the formalism of covers. Suppose that M ⊂ G is a Levi subgroup, that J ⊂ G
is a compact open subgroup, and that ρ is an irreducible smooth representation of
J . Write JM = J ∩M and suppose that ρM = ρ|JM is irreducible. The notion of
(J, ρ) being a G-cover of (JM , ρM ) is defined in [BK98] Definition 8.1.
By [BK98] Theorem 7.2, if (J, ρ) is a G-cover of (JM , ρM ), then for each parabolic
subgroup Q of G with Levi factor M , there is an injective Hecke algebra homo-
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morphism
jQ : H(M,JM , ρM )→ H(G, J, ρ).
Moreover, if every element of G intertwining ρ lies in M , then jQ is an isomorphism,
by Theorem 7.2 and the remark following Corollary 7.7 of [BK98].
If [M,pi] is an inertial equivalence class of supercuspidal pair corresponding to a
Bernstein component Ω of RepC(G), then let (JM , λM ) be a maximal type for the
supercuspidal Bernstein component ΩM of RepC(M) containing pi. By the results
of [BK99], there is a G-cover (J, λ) of (JM , λM ). The pair (J, λ) is then a type for
Ω. For every parabolic subgroup Q ⊂ G with Levi subgroup M , the diagram
ΩM
IndGQ(−)−−−−−−→ Ω
HomJM (λM ,−)
y yHomJ (λ,−)
H(M,JM , λM ) -Mod jQ−−−−→ H(G, J, λ) -Mod
(4.2)
commutes (by [BK98] Corollary 8.4).
4.6.8 SZ-data We return to the case of arbitrary C with characteristic distinct
from p.
Definition 4.37. An SZ-datum over C is a set
{(Ei, βi, Vi,Bi, λi)}ri=1
where r is a positive integer and, for each i = 1, . . . , r, we have:
• Ei/F is a finite extension generated by an element βi ∈ Ei;
• Vi is an Ei-vector space of finite dimension Ni;
• Bi ⊂ EndEi(Vi) is a maximal hereditary OEi-order and Ai is the associated
OF -order in Ai := EndF (Vi);
• if mi = −vEi(βi), then [Ai,mi, 0, βi] is a simple stratum and λi is a C-
representation of Ji = J(βi,Ai) of the form κi⊗ νi. Here κi is a βi-extension
of the representation ηi of J
1
i = J
1(βi,Ai) containing some simple character
θi ∈ C(Ai, 0, βi) of H1i = H1(βi,Ai), and νi is an irreducible representation
of U(Bi)/U
1(Bi) ∼= GLNi(kEi) over C;
• no two of the θi are endo-equivalent.
Suppose that S = {(Ei, βi, Vi,Bi, λi)}ri=1 is an SZ-datum, and adopt all of the
above notation (including the implied choices of βi-extensions κi).
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Proposition 4.38. The representations λi are irreducible.
Proof. Suppose that some λi is reducible. Since (κi ⊗ νi)|H1i is a multiple of θi,
we must have that any irreducible subrepresentation ρ of λi = κi ⊗ νi contains θi
when restricted to H1i . Therefore, by [Vig96], 4.22 Lemme, ρ must also be of the
form κi⊗ν′i for an irreducible representation ν′i of Ji/J1i . But now by [Vig96], 4.22
“Entrelacement”, we have
HomJi(κi ⊗ ν′i, κi ⊗ νi) = HomJi/J1i (ν′i, νi)
and so we must have ν′i = νi, as νi is irreducible. Therefore ρ = κi ⊗ νi = λi as
required.
Let V =
⊕r
i=1 Vi (an F -vector space), A = EndF (V ) and G = AutF (V ). The
Levi subgroup M =
∏r
i=1 AutF (Ai) ⊂ G has compact open subgroups J1M C JM ,
where J1M =
∏r
i=1 J
1
i and similarly for J . Let ηM =
⊗r
i=1 ηi (a representation of
J1M ) and similarly define the representations κM and λM of JM . Then ηM and κM
are clearly irreducible, and λM is irreducible by the above proposition.
Since no two of the θi are endo-equivalent, the constructions of [BK99] §8 (see also
[MS14] §§2.9-10) yield compact open subgroups J and J1 of G and representations
η of J1, κ of J and λ of J such that (J1, η) (resp. (J, κ), resp. (J, λ)) is a G-
cover of (J1M , ηM ) (resp. (JM , κ), resp. (JM , λM )), and J/J
1 = JM/J
1
M with
λ = κ⊗ (⊗ri=1 νi) under this identification.
Remark 4.39. To see that these are G-covers, we must modify the proof of [BK99]
Corollary 6.6 as explained in the proof of [MS14] Proposition 2.28; at any rate, we
will not need the notion of G-cover when charC 6= 0.
Let K be a maximal compact subgroup of G such that JM ⊂ K ∩M (and so
K ∩∏ri=1Bi = ∏ri=1 U(Bi)).
Proposition 4.40. Every element of K that intertwines η lies in J .
Proof. By [MS14] Proposition 2.31, the G-intertwining of η is J(
∏r
i=1B
×
i )J , and
so the K-intertwining of η is
J
(
r∏
i=1
B×i
)
J ∩K = J.
Definition 4.41. Let S be an SZ-datum over C and let J,K and λ be as above.
Then:
σ(S) = IndKJ (λ).
Theorem 4.42. The representation σ(S) is irreducible.
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Proof. We first show that
dim HomJ1(η, Ind
K
J λ) = dim(ν).
By Proposition 4.40, for g 6∈ J we have HomJ1∩Jg (η, λg) = 0. Therefore by
Mackey’s formula,
dim HomJ1(η, Ind
K
J λ) = dim HomJ1(η, λ)
= dim(ν)
Now suppose that IndKJ λ is reducible, with
0  W  IndKJ λ
a K-submodule and W ′ the quotient. We may write ResKJ1 Ind
K
J λ = W ⊕W ′, since
J1 is pro-p. Now, by Frobenius reciprocity we have that
dim HomJ(W,λ) ≥ 1.
Since λ is irreducible and λ|J1 = dim(ν) · η this shows that
dim HomJ1(η,W ) = dim HomJ1(W, η) ≥ dim(ν).
But the same argument applies to W ′, so that
dim HomJ1(η, Ind
K
J (λ)) ≥ 2 dim ν > dim ν,
a contradiction!
4.6.9 K-types Now take C = E. Let P ∈ I, let scs(P) = S : I0 → Z≥0 (see sec-
tion 2.2), and let Ω = ΩS be the associated Bernstein component of RepC(G). Let
n =
∑
τ0∈I0 dim τ0S(τ0) and let G = AutF (V ) for an n-dimensional F -vector space
V . Let (M0, pi) be a supercuspidal pair in the inertial equivalence class associated
to Ω. Write M0 =
∏t
i=1M
0
i with each M
0
i the stabiliser of some ni-dimensional
subspace V 0i of V , write pi =
⊗t
i=1 pii, and let Ωi be the supercuspidal Bernstein
component of RepC(M
0
i ) containing pii. For each Ωi there is an associated endo-
class of ps-character, for which we have chosen a representative Θ0i = (Θ
0
i , 0, β
0
i ).
Construct a Levi subgroup M =
∏r
i=1Mi with M
0 ⊂ M ⊂ G by requiring that
M0j and M
0
k are both contained in some Mi if and only if Θ
0
j = Θ
0
k; in this case we
write
(Θi, 0, βi) = (Θ
0
j , 0, β
0
j ) = (Θ
0
k, 0, β
0
k)
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for the common value. Let V =
⊕r
i=1 Vi =
⊕t
i=1 V
0
i be the decompositions of V
corresponding to M and M0 respectively, so that the second is strictly finer than
the first.
Suppose first that r = 1 (the homogeneous case). Then write (Θ, 0, β) for the
common value of (Θ0i , 0, β
0
i ), and E = F [β]. For 0 ≤ i ≤ t, there is a maximal sim-
ple type (J0i , λ
0
i ) for Ωi such that J
0
i = J(β,A
0
i ) for a simple stratum [A
0
i ,m, 0, β],
and λ0i contains θ
0
i := Θ(A
0
i , 0, β). We are in the situation of section 4.6.6, and
adopt the notation there (adorning it with a superscript ‘0’ where appropriate). In
particular we have compact open subgroups J1 ⊂ J of G and a representation η
of J1 containing the simple character Θ(A, 0, β), where A is a hereditary OF -order
in A and A ∩ B = B is a maximal hereditary OE-order. We choose compatible
β-extensions κ0i of η
0
i coming from a β-extension κ of η, and decompose each λ
0
i as
κ0i ⊗ν0i , where ν0i is a cuspidal representation of J0i /J1,0i = U(B0i )/U1(B0i ). Choos-
ing an OE-basis of each B0i , we identify U(B0i )/U1(B0i ) with GLn0i /[E:F ](kE) for
an integer n0i and J/J
1 = U(B)/U1(B) with GLn/[E:F ](kE). So we may view each
ν0i as an element of I0, and define an element P ∈ I by P(ν0i ) = P(τi), where
τi ∈ I0 corresponds to Ωi. Then write ν = piP , a representation of GLn/[E:F ](kE),
and regard it as a representation of J/J1.
Definition 4.43. In this homogeneous case, we define an SZ-datum SP by
SP = {(E, β, V,B, κ⊗ ν)}.
In the general case, for 1 ≤ i ≤ r let
{(Ei, βi, Vi,Bi, κi ⊗ νi)}
be the SZ-datum for Mi given by the construction in the homogeneous case, and
set
SP = {(Ei, βi, Vi,Bi, κi ⊗ νi)}ri=1.
If τ = τP , we write σ(τ) = σ(SP).
4.6.10 We show that the representations σ(τ) satisfy the conclusion of Theo-
rem 2.16. Continue with the notation of section 4.6.9, and suppose that r = 1. Let
M2 ⊃M0 be a Levi subgroup of a parabolic subgroup Q2 ⊂ G, let B2 = B∩M2,
and let J1,2 ⊂ J2, η2 and κ2 be the subgroups of M2 and their representations
obtained from Θ. We require that κ2 is compatible with κ.
Write G = J/J1 = U(B)/U1(B), M 2 = (M2 ∩ U(B))J1/J1, and Q 2 = (Q2 ∩
U(B))J1/J1. Then Q 2 is a parabolic subgroup of G with Levi M 2.
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Proposition 4.44. The following diagram commutes:
RepC(M
2)
IndG
Q2
(−)
−−−−−−−→ RepC(G)
HomJ1,2 (κ
2,−)
y yHomJ1 (κ,−)
RepC(M
2) −−−−−−−→
IndG
Q 2
(−)
RepC(G).
(4.3)
Proof. This may be proved in the same way as [SZ99] Proposition 7; we omit the
details. See also [SS15] Proposition 5.6.
Corollary 4.45. Suppose that M2 is as above and further suppose that (M2, pi2)
is a discrete pair in the inertial equivalence class associated to some P ′ ∈ I; let
P ′ : I0 → Part correspond to P ′. Then
HomJ1(κ, Ind
G
Q2(pi
2)) = piP ′
as representations of G.
Proof. By Proposition 4.44,
HomJ1(κ, Ind
G
Q2(pi
2)) = IndG
Q 2
(HomJ1,2(κ
2, pi2)).
By [SZ99] Proposition 5.6,
HomJ1,2(κ
2, pi2) = St(P ′).
Therefore:
IndG
Q 2
(HomJ1,2(κ
2, pi2)) = IndG
Q 2
(St(P ′))
= piP ′ .
Now suppose that r > 1, so that M ⊂ G is a proper Levi subgroup. Let
JM =
∏r
i=1 Ji, J
1
M =
∏r
i=1 J
1
i , and ηM =
⊗r
i=1 η. Then as in section 4.6.8 there is
a G-cover (J1, η) of (J1M , ηM ). We have a canonical isomorphism JM/J
1
M = J/J
1
induced by the inclusion JM ↪→ J . For each parabolic subgroup Q of G with Levi
M , there is an isomorphism
jQ : H(M,J1M , ηM ) ∼−→ H(G, J1, η)
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such that the diagram
RepC(M)
IndGQ(−)−−−−−−→ RepC(G)
Hom
J1
M
(ηM ,−)
y yHomJ1 (η,−)
jQ : H(M,JM , ηM ) -Mod ∼−−−−→ H(G, J, η) -Mod
(4.4)
commutes, by the discussion of section 4.6.7 and the intertwining bound of [MS14]
Proposition 2.31. Then, writing KM = K ∩M , jQ induces an isomorphism
H(KM , J1M , ηM ) ∼−→ H(K,J1, η).
But, by Proposition 4.40, we have
H(KM , J1M , ηM ) = H(JM , J1M , ηM )
and choosing κM identifies this with C[JM/J
1
M ]. Similarly, choosing κ identifies
H(K,J1, η) with C[J/J1]. As jQ is support-preserving, if we choose κ such that
κ|JM = κM then the isomorphism jQ agrees with the identification C[JM/J1M ] =
C[J/J1]. Therefore, when ν is a representation of J/J1 = JM/J
1
M , the isomor-
phism jQ takes Ind
KM
JM
(κM ⊗ ν) to IndKJ (κ⊗ ν). So we have shown that, for every
smooth representation piM of M , we have:
HomK(Ind
G
J (κ⊗ ν), IndGQ(piM )) = HomKM (IndKMJM (κM ⊗ νM ), piM ). (4.5)
Theorem 4.46. Let P ′ ∈ I with degP ′ = n, let (M ′, pi′) be any discrete pair
in the inertial equivalence class associated to P ′, and let Q′ ⊂ G be any parabolic
subgroup with Levi subgroup M ′. Then
dim Hom(σ(SP), IndGQ′(pi
′)) =
∏
τ0∈I0
m(P(τ0),P ′(τ0)).
Proof. We can assume that scs(P ′) = S = scs(P); otherwise both sides are zero
— the left hand side because σ(SP) contains a type for the Bernstein component
Ω corresponding to S. Therefore we can assume that M0 ⊂ M ′ ⊂ M . Using the
commutative diagram (4.4), we may reduce to the case in which P and P ′ are
homogeneous. But now the result follows from Corollary 4.45 and Corollary 4.36.
Corollary 4.47. Let P ′ ∈ I and let (M ′, pi′) be a discrete pair in the inertial
equivalence class associated to P ′. Let pi = L(M ′, pi′) be the irreducible admissible
representation defined in section 2.3.2, so that recl(pi)|IF ∼= τP′ . Then:
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1. if pi|K contains σ(SP), then P ′  P;
2. if P ′ = P, then pi|K contains σ(SP) with multiplicity one;
3. if P ′  P and pi is generic, then pi|K contains σ(SP) with multiplicity one.
Proof. This is proved in the same way as [SZ99] Proposition 5.10. By Theorem 4.46,
if Q′ ⊂ G is a parabolic subgroup with Levi M ′, then σ(SP) is contained in
IndGQ′(pi
′) if and only if P ′  P. Therefore if L(M ′, pi′) contains σ(SP), then
P ′  P, proving part 1. If L(M ′, pi′) is generic, then it is equal to IndGQ′(pi′) for
any Q′, proving part 3. Finally, suppose P ′ = P. By the theorem, σ(SP) oc-
curs in IndGQ′(pi
′) with multiplicity one; in other words, exactly one constituent of
IndGQ′(pi
′) contains σ(SP), and it does so with multiplicity one. But every con-
stituent of IndGQ′(pi
′) other than L(M ′, pi′) is equal to L(M ′′, pi′′) for some discrete
pair (M ′′, pi′′) in the inertial equivalence class associated to P ′′ for some P ′′  P
(see [SZ99] §2 Lemma), and so by part 1 does not contain σ(P). Hence σ(P) is
contained in L(M ′, pi′) with multiplicity one, as required.
Corollary 4.48. Let P and P ′ be elements of I. Then
m(σ(τP), τP′) =
∏
τ0∈I0
m(P(τ0),P ′(τ0)).
Proof. This follows from Theorem 4.46 together with that fact that any generic
irreducible admissible representation pi of GLn(F ) is the irreducible induction of a
discrete series representation of a Levi subgroup.
4.6.11 Reduction modulo l. Let S = {(Ei, βi, Vi,Bi, λi)}ri=1 be an SZ-datum
over E. Decompose each λi as κi ⊗ νi for irreducible representations νi of Ji/J1i .
Suppose that
νi
ss =
⊕
j∈Si
µijνij
where Si is some finite indexing set, νij are distinct irreducible representations of
Ji/J
1
i over F and µij ∈ N. Note that each ηi, and hence κi, is irreducible. For
j = (j1, . . . , jr) ∈ S1 × . . .× Sr, define an SZ-datum Sj over F by
Sj = {(Ei, βi, Vi,Bi, κi ⊗ νij}ri=1
and an integer µj =
∏r
i=1 µiji . Then we have:
Corollary 4.49. (of Theorem 4.42) The semisimplified mod l reduction of σ(S)
is ⊕
j∈S1×...×Sr
µjσ(Sj).
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4.7 Towards a local proof
In this section, we give a proof of Conjecture 4.5 in the case that q ≡ 1 mod l
and l > n (we say that l is quasi-banal), ρ|P˜F is trivial, and R(GLn(OF )) and
R(GLn(OF )) are replaced by subgroups generated by certain representations in-
flated from GLn(kF ). The strategy of proof is to first show that it suffices to prove
conjecture 4.5 for a single ρ on each irreducible component ofM(n, q)F such that ρ
is on no other irreducible components. But for good choices of ρ, we may explicitly
determine the rings R(ρ, τ) for all inertial types τ . As we also have a very good
understanding of the mod l representation theory of GLn(kF ) under our assump-
tions on l, proving Conjecture 4.5 reduces to a combinatorial identity, which we
verify.
4.7.1 Reduction to finite type Let X be the affine schemeM(n, q)O from sec-
tion 2.1. We suppose that O contains all of the (qn! − 1)th roots of unity, so that
every irreducible component of XF or XE is geometrically irreducible. Once we
have fixed generators σ and φ for GF /PF as usual, then there is a natural bijection
between X(F) and the set of continuous homomorphisms ρ : GF → GLn(F) with
kernel containing PF . If x is a closed point of X corresponding to such a homo-
morphism ρx, and we suppose that the residue field of X at x is F, then there is a
natural isomorphism
O∧X,x = R(ρx).
From the map
i : SpecR(ρx)→ X
we get a pullback
i∗ : Z(X)→ Z(R(ρx))
as in section 2.1.4. Similarly, writing X = X×SpecO SpecF, we have a map
i∗ : Z(X)→ Z(R(ρx)⊗O F),
and the diagram
Z(X) i
∗
−−−−→ Z(R(ρx))
red
y redy
Z(X) i
∗
−−−−→ Z(R(ρx))
commutes, by Lemma 2.9.
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There is a unique map
cycft : R(GLn(OF ))→ Z(X)
such that for each x ∈ X(F) the map cyc : R(GLn(OF )) → Z(R(ρx)), which to
avoid ambiguity we will call cycx, is equal to the composition i
∗ ◦ cycft.
Let BMft be the statement that there exists a map cycft (necessarily unique)
making the diagram
R(GLn(OF )) cycft−−−−→ Z(X)
red
y redy
R(GLn(OF )) cycft−−−−→ Z(X).
(4.6)
commute, and for x ∈ X(F) let BMx be the statement that Conjecture 4.5 holds
for ρ = ρx. Then we have:
Proposition 4.50. 1. If BMft is true, so is BMx for all x ∈ X(F).
2. Suppose that S ⊂ X(F) has the property that, for every irreducible component
Z of X, there is an x ∈ S such that x lies on Z and on no other irreducible
component of X. If BMx is true for all x ∈ S, then BMft is true.
Proof. The first part is easy – given the existence of a map cycft, we define cycx
to be the composition of cycft with i
∗.
For the second part we simply need to observe that, under the given assumptions
on S, the map
i∗ : Z(X)→
∏
x∈S
Z(R(ρx))
is injective.
We will require a generalisation of Lemma 3.17. Let (M,ρ, (ei)i) be a representa-
tion (M,ρ) of GF with a basis (ei)i. Let M = M1⊕ . . .⊕Mr for the decomposition
of M into generalised eigenspaces for ρ(φ), with M i having generalised eigenvalue
αi ∈ F and dimension ni.
Definition 4.51. Say that (M,ρ, (ei)i) is standard if each ei lies in some M j .
Let A be an object of CO and let (M,ρ, (ei)i) be a lift of (M,ρ, (ei)i). Say that
(M,ρ, (ei)i) is standard if we may write M = M1 ⊕ . . .⊕Mr with each Mi being
a ρ(φ)-stable lift of M i and, whenever ei ∈M j for some i, j, we have ei ∈Mj .
The property of being standard only depends on the equivalence class (in the
sense of section 2.1.1) of (M,ρ, (ei)i), and so we can talk of homomorphisms ρ :
GF → GLn(A) being standard.
Let Rstd(ρ) be the maximal quotient of R(ρ) on which ρ is standard.
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Thus we are requiring that ρ(φ) is block diagonal with each block having a single
eigenvalue and different blocks having different eigenvalues, and that ρ(φ) is block
diagonal with blocks lifting those of ρ(φ). It is clear that, given (M,ρ), we may
choose a basis ei such that (M,ρ, (ei)) is standard.
Lemma 4.52. Let (M,ρ, (ei)i) be standard. Then there is an injective morphism
Rstd(ρ)→ R(ρ)
in C∧O making R(ρ) formally smooth over Rstd(ρ).
Proof. Adopt the notation of Definition 4.51. Let P i(X) = (X − αi)ni for i =
1, . . . , r, so that the characteristic polynomial of ρ(φ) is
P (X) =
r∏
i=1
P i(X).
If (M,ρ, (ei)i) is a lift of (M,ρ, (ei)i) to A ∈ CO, we will functorially produce a
new basis (fi)i such that (M,ρ, (fi)i) is standard. Let P (X) be the characteristic
polynomial of ρ(φ). By Hensel’s lemma, there is a factorisation
P (X) =
r∏
i=1
Pi(X)
with Pi(X) ∈ A[X] such that the image of Pi(X) in F[X] is P i(X) for each i. Let
Qi(X) =
P (X)
Pi(X)
=
∏
j 6=i
Pj(X)
for 1 ≤ i ≤ r. Writing Mi = Qi(ρ(φ))M , we have
M =
r⊕
i=1
Mi.
Then the isomorphism M ⊗ F ∼−→ M takes Mi to ker(P i) = M i and each Mi is a
ρ(φ)-stable submodule of M .
Now, each ei may be written uniquely as e
(1)
i + . . .+ e
(r)
i with e
(j)
i ∈Mj for each
j; we take fi = e
(i)
i . Then (M,ρ, (fi)i) is a standard lift of (M,ρ, (ei)i).
We have therefore defined a map Rstd(ρ) → R(ρ) which is easily seen to be
injective and formally smooth.
4.7.2 Representation theory From now until the end of section 4.7, we suppose
that l is quasi-banal — that is, that l > n and q ≡ 1 mod l. Let a = vl(q−1) and let
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µla be the group of l
ath roots of unity in O. Let T ⊂ B ⊂ GLn(kF ) be the standard
maximal torus and Borel subgroup, let U be the unipotent radical of B, and let B1
be the maximal subgroup of B of order coprime to l, so that B/B1 ∼= (Z/laZ)n. Let
R1(GLn(kF )) ⊂ R(GLn(kF )) and R1(GLn(kF )) ⊂ R(GLn(kF )) be the subgroups
generated by those irreducible representations having a B1-fixed vector.
Recall the notation I, I0, piP , σP from section 4.6.3. If χ is a character of k×F
with values in µla , then χ is an element of I0 of degree one. Let I1 be the set of
functions I0 → Part supported on the set of χ of this form. If P is a partition of
n then define σ1P to be the representation σP of GLn(kF ) where P : I0 → Part
takes the trivial representation to P and everything else to zero. If 1 is the trivial
representation of GL1(kF ) then, under the isomorphism of PSH-algebras R(1)
∼−→
RS of Proposition 4.35, σ1P corresponds to σ
◦
P .
Lemma 4.53. 1. Every irreducible representation of GLn(kF ) having a B1-
fixed vector is of the form σP for some P ∈ I1.
2. If P is a partition of n, then red(σ1P ) is irreducible.
3. If P ∈ I1 sends each χ to a partition Pχ of degree nχ, then let P be the
partition of n whose parts are the nχ, let M be the corresponding standard
Levi subgroup of G = GLn(kF ), and let Q be a parabolic subgroup with Levi
M . Then
red(σP) = red(Ind
G
Q
(
⊗
χ
σ1Pχ)).
Proof. If σ is an irreducible representation of GLn(kF ) having a B1-fixed vector,
then it has non-trivial U -invariants, on some subrepresentation of which T = B/U
acts as χ =
⊗n
i=1 χi with χi having values in µla . So σ is a subquotient of Ind
G
B χ
and is therefore of the required form, proving part 1.
Part 2 follows from the discussion in section 3 of [Jam90].
Part 3 is immediate from the definition of σP and the observation that if χ takes
values in µla then its mod λ reduction is trivial.
The representation IndG
Q
(
⊗
σ1Pχ) appearing in part 3 of the lemma decomposes
as a direct sum of irreducible representations of the form σP ′ for partitions P
′
of n. More specifically, from the isomorphism of PSH-algebras R(1)
∼−→ RS of
Proposition 4.35 we obtain:
dim HomG(σP ′ , Ind
G
Q
(
⊗
χ
σ1Pχ)) = dim HomSn(σ
◦
P ′ , Ind
Sn
SP
(
⊗
σ◦Pχ)). (4.7)
Here SP , σ
◦
P ′ and σ
◦
Pχ
are as in section 4.6.1.
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We will need to compute the Mackey decomposition
ResSnSP Ind
Sn
SQ
sgn
for pairs of partitions P and Q of degree n, and for this we introduce some notation:
Definition 4.54. Let P,Q ∈ Part of degree n. A (P,Q)-bipartition is a matrix
A = (a(i, j))i,j of non-negative integers (with i, j ∈ N) such that:
• all but finitely many a(i, j) are zero;
• for each i, the sum ∑j a(i, j) of the entries of the ith row is P (i);
• for each j, the sum ∑i a(i, j) of the entries of the jth column is Q(j).
The ith row of A determines a partition Pi of P (i). We define the weight of A to
be the sequence of partitions (P1, P2, . . .).
If (Pi)i is a finite sequence of partitions and P is the partition formed by
their degrees, then define Bip ((Pi)i, Q) to be the number of (P,Q)-bipartitions
of weight (Pi)i.
If P is a partition of n, then let TP,i be the set1 +
i−1∑
j=1
P (j), 2 +
i−1∑
j=1
P (j), . . . ,
i∑
j=1
P (j)

(with the convention that this is empty if the first term is greater than the last), so
that {1, . . . , n} is the disjoint union of the TP,i; write TP for the sequence (TP,i)i.
In the left action of Sn on the set of partitions of {1, . . . , n} into disjoint subsets,
SP is the stabiliser of TP .
Lemma 4.55. Let P and Q be partitions of n. There is a bijection between the
double coset set SP \Sn/SQ and the set of all (P,Q)-bipartitions.
Proof. This is standard; let us just recall the construction. If g ∈ Sn, define a
matrix Ag = (Ag(i, j)) by
Ag(i, j) = #(TP,i ∩ gTQ,j).
Then Ag is a (P,Q)-bipartition that only depends on the double coset SP gSQ, and
the map SP gSQ 7→ Ag gives the required bijection.
Proposition 4.56. Let P and Q be partitions of n. Then we have:
ResSnSP (pi
◦
Q)
∼=
⊕
(Pi)i
(
Bip ((Pi)i, Q) ·
⊗
i
pi◦Pi
)
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where the sum runs over all sequences of partitions (P1, P2, . . .) with degPi = P (i)
and, for an integer a and representation ρ, a · ρ denotes the direct sum of a copies
of ρ.
Proof. By definition, pi◦Q = Ind
Sn
SQ
(sgn) and pi◦Pi = Ind
SP (i)
SPi
(sgn) for each i. The
formula follows from Mackey’s theorem upon observing that, if SP gSQ is the dou-
ble coset corresponding to a (P,Q)-bipartition of weight (Pi)i, then SP ∩ SgQ is
conjugate (in SP ) to the subgroup
∏
i SPi ⊂
∏
i SP (i) = SP .
4.7.3 Geometry at distinguished points Let (M,ρ) be a representation of
GF over F such that P˜F acts trivially, and that (ei)i is a basis for M .
Definition 4.57. Say that (M,ρ, (ei)i) is distinguished if:
• it is standard, with generalized eigenspace decomposition M = M1⊕. . .⊕Mr
for ρ(φ) (we thus adopt the notation of Definition 4.51);
• for each i, M i is stable under ρ(σ);
• for each i, the minimal polynomial of ρ(σ) acting on M i is (X − 1)ni .
Lemma 4.58. Suppose that (M,ρ, (ei)i) is distinguished and that (M,ρ, (ei)i) is
a standard lift to some A ∈ CO. Let M = M1 ⊕ . . . ⊕Mr be the decomposition of
Definition 4.51. Then ρ(σ) preserves each Mi.
Proof. Let Σ = ρ(σ) ∈ End(M) and let Φ = ρ(φ) ∈ End(M). Let Φi be the image
of Φ in End(Mi); then by assumption Φ =
⊕r
i=1 Φi. Let Σij be the image of Σ in
Hom(Mi,Mj); we must show that Σij = 0 for i 6= j.
Let I be the ideal of A generated by the matrix entries of Σij (with respect to
the basis (ei)) for i 6= j. We will show that I = mAI and hence, by Nakayama,
that I = 0, as required. Write
Σq = (1 + (Σ− 1))q
= 1 + q(Σ− 1) +
∑
s≥2
(
q
s
)
(Σ− 1)s.
As q − 1 ∈ mA,
(
q
s
) ∈ mA for 2 ≤ s ≤ n (using that l is quasi-banal), and
(Σ− 1)n ≡ 0 mod mA, we see that
(Σq)ij ≡ Σij mod mAI
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for i 6= j. From the equation ΦΣ = ΣqΦ we deduce:
ΦiΣij = (Σ
q)ijΦj
≡ ΣijΦj mod mAI.
If Pi is the characteristic polynomial of Φi, then Pi(Φj) is invertible for i 6= j (as
the reductions mod mA of Pi and Pj are coprime). But we have
0 = Pi(Φi)Σij ≡ ΣijPi(Φj) mod mAI
and so Σij ≡ 0 mod mAI as claimed.
If χ is a representation of k×F with image in µla , then we regard χ as an element
of I0 via the canonical surjection IF  k×F . Let I1 ⊂ I be the set of P : I → Part
supported on such χ; note that I1 can be identified with the set I1 from the last
section. For convenience, we pick an enumeration χ1, . . . , χla of the characters
k×F → µla ; thus an element of I1 can be regarded as a sequence (P1, . . . , Pla) of
partitions.
To compute R(ρ, τP) for a distinguished ρ and for P ∈ I1, first note that
Lemma 4.52 allows us to reduce to the case in which there is a single M i. We then
have:
Proposition 4.59. Suppose that ρ(σ) has minimal polynomial (X − 1)n. Let
P ∈ I. If P 6∈ I1 then R(ρ, τP) = 0. If P ∈ I1 corresponds to a sequence
(P1, . . . , Pla) of partitions, then:
• R(ρ, τP) = 0 if any Pi has more than one part (i.e. if Pi(2) > 0 for some
i);
• R(ρ, τP) is formally smooth of relative dimension n2 over O if each Pi has
only one part.
The special fibre R(ρ)⊗ F has a single minimal prime.
Proof. If ρ : GF → GLn(O′) has reduction isomorphic to ρ, with O′ the ring of
integers in a finite extension E′/E, then the minimal polynomial f(X) of ρ(σ) is
congruent to (X − 1)n modulo the maximal ideal of O′. Moreover, its roots are
(qd − 1)th roots of unity for some d ≤ n. As l is quasi-banal, it follows that the
roots are lath roots of unity. We deduce that R(ρ, τP) = 0 if P 6∈ I1.
Suppose that P ∈ I1 corresponds to (P1, . . . ,Pla). If some Pi has more than one
part, then the minimal polynomial of a lift of ρ of type τP would have degree < n.
Therefore there are no such lifts and R(ρ, τP) = 0 in this case.
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Suppose now that each Pi has exactly one part, Pi(1) = ni. Let R be the quotient
of R(ρ) obtained by demanding that the characteristic polynomial of ρ(σ) is
fP(X) =
∏
i
(X − χi(σ))ni .
Then R(ρ, τP) is the maximal reduced, l-torsion free quotient of R and in fact we
will show that R is formally smooth over O, so that R = R(ρ, τP).
Let (ζ1, . . . , ζn) be a tuple of elements ofO× in which each χi(σ) appears precisely
ni times, so that fP(X) =
∏n
i=1(X − ζi).
Choose a basis e1, . . . , en for M with respect to which the action of GF is given
by ρ. Conjugating ρ if necessary, we may assume that
ei = (ρ(σ)− 1)i−1e1
for 1 ≤ i ≤ n.
Let (M,ρ, (ei)i) be a lift of (M,ρ, (ei)i) to some A ∈ CO and suppose that the
characteristic polynomial of ρ(σ) is fP(X) (regarded as an element of A[X] via the
structure map O → A). Write Σ = ρ(σ) ∈ End(M). Define f1, . . . , fn ∈M by
f1 = e1
f2 = (Σ− ζ1)e1
f3 = (Σ− ζ1)(Σ− ζ2)e1
...
fn = (Σ− ζ1)(Σ− ζ2) . . . (Σ− ζn−1)e1.
Then f1, . . . , fn is a basis of M in which the matrix of Σ is:
ζ1 0 0 0 . . .
1 ζ2 0 0 . . .
0 1 ζ3 0 . . .
...
. . .
. . .
...
0 0 . . . 1 ζn

.
Let S be the maximal quotient of R on which Σ has this form. Since the formation
of the fi from the ei is functorial, we have a morphism S → R in C∧O that is easily
seen to be formally smooth. To see that S is formally smooth over O, I claim
that for every m ∈ M there is a unique Φ ∈ End(M) such that Φ(f1) = m and
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ΦΣ = ΣqΦ. Indeed, for each i we must have
Φ(fi) = Φ(Σ− ζ1) . . . (Σ− ζi−1)f1
= (Σq − ζ1) . . . (Σq − ζi−1)Φ(f1)
= (Σq − ζ1) . . . (Σq − ζi−1)m,
and the endomorphism Φ defined by this formula works. Therefore lifting ρ(φ) to
an automorphism ρ(φ) of M such that ρ(φ)Σρ(φ)−1 = Σq is the same as giving a
single element of M lifting ρ(f1), and we see that S is formally smooth of dimension
n over O. Thus R, and hence also R(ρ, τP), is formally smooth over O as required.
For the statement about the special fibre, simply note that R⊗ F, as a quotient
of R(ρ)⊗ F, is independent of the choice of P.
Corollary 4.60. Suppose that ρ is distinguished and that the generalised eigenspaces
of ρ(φ) have dimensions n1 ≥ n2 ≥ . . . ≥ nr. Let Q be the partition of n with
Q(i) = ni for 1 ≤ i ≤ r. Let P ∈ I. If P 6∈ I1 then R(ρ, τP) = 0. Otherwise,
suppose that P corresponds to the sequence of partitions (Pi)i, and suppose (with-
out loss of generality) that degP1 ≥ degP2 ≥ . . .. Let P be the partition of n with
P (i) = degPi. Then R
(ρ)⊗ F has a unique minimal prime p and
Z(R(ρ, τP)⊗ F) = Bip ((Pi)i, Q) · [p].
Proof. We combine Lemmas 4.52, 4.58 and Proposition 4.59. Let M j (1 ≤ j ≤ r)
be the generalised eigenspaces of ρ(φ) on M and let ρj be the representation of GF
on M j for each j. Then we have that R
(ρ) is formally smooth over
⊗̂
jR
(ρj),
by Lemma 4.52. That R(τP) is zero if P 6∈ I1 is now clear.
If P ∈ I1 corresponds to the sequence (Pi)i, then the irreducible components of
SpecR(ρ, τP) are all formally smooth with the same special fibre. The number
of such irreducible components is the number of sequences (P1,P2, . . . ,Pr) where:
• for j = 1, . . . , r, Pj ∈ I1 has degree nj ;
• each Pj(χi) consists of a single part (that is, Pj(χi)(1) = dij for some non-
negative integer dij , and Pj(χi)(2) = 0);
• for each i, the sequence (di1, di2, . . . , dir) is a reordering of Pi(1), . . . , Pi(r).
Indeed, such a sequence gives rise to the irreducible component
Spec
⊗̂
j
R(ρj , τPj )
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of
Spec
⊗̂
j
R(ρj),
and hence of SpecR(ρ), that has type τP , and all irreducible components have
this form.
But now (dij)i,j is a (P,Q)-bipartition of type (Pi)i and we see that the number
of irreducible components of R(ρ, τP) is the number of (P,Q)-bipartitions of type
(Pi)i. Since all the irreducible components are formally smooth with the same
special fibre, we get the claimed formula.
Let X1 be the closed subscheme of X on which Σ is unipotent. Let X1 be the
connected component of X containing X.
Lemma 4.61. Every irreducible component of X1 contains a point x ∈ X(F) such
that ρx is distinguished (possibly after enlarging F). If x ∈ X(F) is such that ρx is
distinguished, then x lies on a unique irreducible component of X.
Proof. The irreducible components of X are precisely the closures of the preimages
under piΣ of conjugacy classes of Σ in GLn(F).3 If Σ is unipotent, then (using that
l is quasi-banal and so
(
q
i
)
= 0 mod l for 2 ≤ i ≤ n):
Σq = (1 + (Σ− 1))q
= 1 + q(Σ− 1) +
n∑
i=2
(
q
i
)
(Σ− 1)i
= 1 + (Σ− 1) = Σ.
Thus (for unipotent Σ) the equation ΦΣΦ−1 = Σq is equivalent to Φ commuting
with Σ. But then for each unipotent Σ ∈ GLn(F) it is straightforward (using
Jordan normal form) to choose a Φ ∈ GLn(F) commuting with Σ such that the
representation ρx attached to the point x = (Φ,Σ) of X is distinguished; possibly
enlarging F, we can assume that Φ ∈ GLn(F).
The second assertion follows from the last part of Proposition 4.59.
4.7.4 Comparison of multiplicities Continue to assume that l is quasi-banal.
Recall that (given a choice of generator σ of tame inertia) we have defined cycft :
R1(GLn(kF ))→ Z(X).
Theorem 4.62. There is a unique map cycft : R1(GLn(kF )) → Z(X) such that
3See the proof of Theorem 2.4.
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the diagram
R1(GLn(kF ))
cycft−−−−→ Z(X)
red
y redy
R1(GLn(kF ))
cycft−−−−→ Z(X)
(4.8)
commutes.
Proof. As explained in section 4.7.1, this implies a similar statement with X re-
placed by SpecR(ρ) for any continuous ρ : GF → GLn(kF ) such that ρ|P˜F is
trivial. Moreover, by Proposition 4.50 and Lemma 4.61, it suffices to prove that,
for ρ distinguished, there is a map cyc : R1(GLn(kF ))→ Z(R(ρ)) such that
R1(GLn(kF ))
cyc−−−−→ Z(R(ρ))
red
y redy
R1(GLn(kF ))
cyc−−−−→ Z(R(ρ))
(4.9)
commutes. (Although we work with the whole R(GLn(OF )) in section 4.7.1, the
arguments apply just as well with R1(GLn(kF )), using that red : R1(GLn(kF ))→
R1(GLn(kF )) is surjective in the quasi-banal case.)
So suppose that ρ is distinguished, and that the generalized eigenspaces of ρ(φ)
have dimensions n1 ≥ n2 ≥ . . . ≥ nr, giving a partition Q = (n1, n2, . . . , nr) of n.
First we make the definition of the cycle map explicit. If P ∈ I1, then we have
(identifying an element P ′ ∈ I1 with an element P ′ of I1):
cyc : σP 7→
∑
P′∈I1
dim Hom(σP , piP ′)Z(R
(ρ, τ∨P′)).
Note that R(ρ, τP′) = 0 for P ′ 6∈ I1, and that we have (for convenience) re-
arranged the position of the dual occurring in Definition 4.4. If p is the unique
minimal prime of R(ρ)⊗ F, then we find (by Corollary 4.60) that
red ◦ cyc : σP 7→ [p] ·
∑
P′
dim Hom(σP , piP ′)Bip ((P ′(χi))i, Q) .
Now, if P takes χ1 (the trivial representation) to the partition P of n, then we see
that
red ◦ cyc : σP 7→ [p] · dim Hom(σ◦P , pi◦Q)
and so we must have
cyc(red(σP)) = [p] · dim Hom(σ◦P , pi◦Q).
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By Lemma 4.53, the red(σP) for P supported on the trivial representation are all
irreducible, and are a basis for R1(GLn(kF )); there is therefore a unique map cyc
defined by the above equation, and we must show that it makes diagram (4.9)
commute. Using Lemma 4.53 and the subsequent equation (4.7), we see that it
suffices to show the following. If P ∈ I1 has P(χi) = Pi, and P is the partition
corresponding to (degP1,degP2, . . .), then∑
P ′
dim HomSn(σ
◦
P ′ , pi
◦
Q) dim HomSn
(
σ◦P ′ , Ind
Sn
SP
(⊗
σ◦Pi
))
is equal to ∑
P′
dim Hom(σP , piP ′)Bip ((P ′(χi))i, Q) ,
where the first sum is over partitions P ′ of n and the second is over P ′ ∈ I1.
Indeed, the first displayed equation is the value of cyc(red(σP)), and the second is
the value of red(cyc(σP)).
But ∑
P ′
dim Hom(σ◦P ′ , pi
◦
Q) dim Hom
(
σ◦P ′ , Ind
Sn
SP
(⊗
σ◦Pi
))
= dim Hom
(
pi◦Q, Ind
Sn
SP
(⊗
σ◦Pi
))
=
∑
(P ′i )i
Bip ((P ′i )i, Q) dim HomSP
(⊗
pi◦P ′i ,
⊗
σ◦Pi
)
=
∑
P′
Bip ((P ′(χi))i, Q) dim Hom(σP , piP ′)
as required. The sum on the third line is over sequences of partitions (P ′i )i with
degP ′i = degPi, and to go from the second to the third line we have used Proposi-
tion 4.56. The sum on the fourth line is over P ′ ∈ I1 and to go from the third to
the fourth line we have used Corollary 4.36.
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