Selection hyper-heuristics are randomised search methodologies which choose and execute heuristics from a set of low-level heuristics. Recent time complexity analyses for the L O benchmark function have shown that the standard simple random, permutation, random gradient, greedy and reinforcement learning selection mechanisms show no e ects of learning. e idea behind the learning mechanisms is to continue to exploit the currently selected heuristic as long as it is successful. However, the probability that a promising heuristic is successful in the next step is relatively low when perturbing a reasonable solution to a combinatorial optimisation problem. In this paper we generalise the classical selection-perturbation mechanisms so success can be measured over some xed period of length τ , rather than in a single iteration. We present a benchmark function where it is necessary to learn to exploit a particular low-level heuristic, rigorously proving that it makes the di erence between an e cient and an ine cient algorithm. For L O we prove that the generalised random gradient mechanism approaches optimal performance while generalised greedy, although not as fast, still outperforms random local search. An experimental analysis shows that combining the two generalised mechanisms leads to even be er performance.
INTRODUCTION
Many successful applications of randomised search heuristics to real-world optimisation problems have been reported. Despite these Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). successes, it is still di cult to decide which particular search heuristic is a good choice for the problem at hand, and what parameter se ings should be used. In particular, while it is well understood that each heuristic will be e cient on some classes of problems and ine cient on others [21] , very li le guidance is available explaining how to choose an algorithm for a given problem. e high level idea behind the eld of hyper-heuristics is to overcome this diculty by evolving the search heuristic for the problem rather than choosing one in advance (or applying several arbitrary ones until a satisfactory solution is found). e overall goal is to automate the design and the tuning of the algorithm for the optimisation problem, and hence achieve a more generally applicable system.
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Hyper-heuristics are usually classi ed into two categories: selection hyper-heuristics and generation hyper-heuristics [5] . e former repeatedly select from a set of low-level heuristics to create new solutions for the problem, while the la er generate new heuristics from components of existing heuristics. e low-level heuristics can be further classi ed as either construction heuristics, which build a solution incrementally, or perturbation heuristics, which start with a complete solution and try to iteratively improve the current solution.
Despite the numerous successes for NP-hard optimisation problems, including scheduling [6, 7, 10] , timetabling [19] , vehicle routing [3] , cu ing and packing [15] , the theoretical understanding of hyper-heuristics is very limited. Some insights into the behaviour of selection heuristics have been achieved via landscape analyses [16] [17] [18] . Concerning their performance, Lehre andÖzcan presented the rst runtime analysis of selection-perturbation hyper-heuristics.
ey considered a simple random hyper-heuristic [6] that at each step randomly chooses between low-level heuristics and presented an example benchmark function class, called G P , where it is necessary to use more than one low-level heuristic to optimise the problem [14] . Similar results have also been presented by [11] .
A comparative time complexity analysis of selection hyperheuristics has recently been presented by Alanazi and Lehre [1] .
ey considered several common selection mechanisms, namely simple random, permutation, random gradient and greedy [6, 7] and analysed their performance on the standard L O benchmark function when using a low-level heuristic set consisting of a 1-bit ip and a 2-bit ip operator (i.e., the same set previously considered in [14] ). e runtime analysis results show that the four selection methods have the same asymptotic runtime, while experimental trials indicate that the runtimes are practically equivalent. Recently, additive reinforcement learning selection was also shown to o en have roughly equivalent performance to simple random selection, including for the same problem se ing (i.e., L O selecting between 1-bit and 2-bit mutation operators) [2] .
In particular, the results indicate that selection mechanisms such as reinforcement learning and random gradient do not learn to exploit the more successful low-level heuristics and end up having the same performance as simple random selection. e main idea behind the learning mechanisms considered above is to continue to exploit the currently selected heuristic as long as it is successful. Unlike construction heuristics, where iterating a greedy move on a currently successful heuristic may work for several consecutive construction steps, the probability that a promising heuristic is successful in the next step is relatively low when perturbing a reasonable solution to a combinatorial optimisation problem. In this paper we generalise the classical selectionperturbation learning mechanisms analysed in [1] so success can be measured over some xed period of length τ , rather than in a single iteration. Since simple random and permutation do not use any feedback from the optimisation process (i.e., do not a empt to learn), we generalise the greedy and the random gradient learning mechanisms.
e rest of the paper is structured as follows. In the next section, we formally introduce the simple hyper-heuristic framework together with the classical selection mechanisms and the generalised ones. In Section 3, we prove that the generalised mechanisms are e cient on the G P function which was introduced in [14] to show that selection hyper-heuristics are necessary. We then introduce a generalised version of this function where one operator is useful more o en than the other, and add trap points, which can only be avoided if the hyper-heuristic has learned to prefer 2-bit mutations over 1-bit mutations.
is provides an example function class where the generalised mechanisms are e cient with overwhelming probability (w.o.p), while the classical mechanisms require in nite optimisation time (w.o.p).
In Section 4 we analyse the runtime of the generalised mechanisms on the L O function, for which the classical mechanisms were analysed in [1] . e aim is to show that hyper-heuristics may outperform the single heuristics also on problems where the individual heuristics are e cient. We rst provide a more precise analysis for the classical mechanisms, proving rigorously that they have equivalent expected runtimes up to lower order terms. In particular, they are less e cient than using the 1-bit mutation operator alone (i.e., Randomised Local Search (RLS)). A erwards, we calculate the best possible runtime that may be achieved by a mixed strategy algorithm using the two operators and prove that the generalised random gradient algorithm achieves similar leading constants in its expected runtime. Concerning the generalised greedy algorithm, our theoretical results prove that it outperforms RLS, but is not as fast as generalised random gradient. In Section 5 we present experiments that con rm our theoretical results for realistic problem sizes and show that a selection mechanism that combines characteristics of both the greedy and the random gradient mechanisms has even be er performance.
Due to space constraints, we omit some straightforward proofs, as well as some proofs for the Generalised Greedy mechanism, which use similar ideas to those used for Generalised Random Gradient. Choose h ∈ H according to the learning mechanism 4: s ← h(s)
s ← s
PRELIMINARIES
Let S be a nite search space, H a set of low-level heuristics and f : S → R a cost function. Algorithm 1 shows the pseudocode representation for a simple selection hyper-heuristic as used in previous theoretical analyses [1] .
e following learning mechanisms have been commonly used in the literature to solve combinatorial optimisation problems [6, 7] :
Simple Random, which selects a low-level heuristic independently with probability p h in each iteration (usually p h = 1/|H |, i.e., uniformly at random); Permutation, which generates a random ordering of low-level heuristics and returns them in that sequence when called by the hyper-heuristic; Greedy, which applies all available low-level heuristics in parallel and returns the best found solution; Random Gradient, which randomly selects a low-level heuristic, and keeps using it as long as it obtains improvements.
Alanazi and Lehre [1] analysed the runtime of these four classical mechanisms 1 for the L O benchmark function, choosing between ipping either one, or two, randomly chosen bits of the bit string (1B F and 2B F respectively). We derive the exact runtimes in Section 4. It was shown experimentally in [1] that all mechanisms have the same performance as just choosing low-level heuristics at random. By making a heuristic selection decision in every iteration without taking past performance into account, the classical mechanisms do not have enough time to learn which operator is preferable at the current optimisation stage.
In this paper we generalise the classical mechanisms to allow a longer time period to decide whether a low-level heuristic is currently successful or not, aiming to maintain the intrinsic ideas of the classical learning mechanisms while generalising su ciently to allow learning to take place. In particular, we consider:
Generalised Greedy (GG): all low-level heuristics are tested on the current candidate solution until an improvement is found (Decision Stage). e improvement (chosen uniformly at random if there are multiple) is then accepted, and the corresponding operator is run for a xed period of length τ (Exploitation Stage).
Generalised Random Gradient (GRG): a low-level heuristic is chosen uniformly at random and run for a period of xed length τ . When an improvement is found, a new period of length τ is immediately initialised. If the chosen operator fails to provide an improvement in τ iterations, a new operator is chosen at random.
LEARNING IS NECESSARY
In this section we consider the G P function (GP) previously introduced by Lehre andÖzcan as an example to show that applying multiple low-level heuristics may be necessary [14] . We prove that the generalised mechanisms are also e cient on the problem. We then generalise the GP function to make one operator useful more o en than the other, and add trap points, which make the classical mechanisms fail (w.o.p), while the generalised mechanisms can nd the global optimum e ciently (w.o.p). e GP function is de ned as such [14] :
, and R (x ) := i if x = 1 i 0 n−i , and 0 otherwise. e function consists of a short path which corresponds to all search points of the form 1 i 0 n−i . e path contains gaps where the function values are inferior to the rest of the path. Such gaps consist of all path points where i ≡ 1 (mod 3). As a result of these gaps, an algorithm that only uses either the 1B F or the 2B F operator will have in nite expected runtime, since it is necessary to alternate the operators in order to make progress on the path. e authors of [14] prove that the runtime of the simple random hyper-heuristic, initialised on the 0 n bit string and using only the 1B F and 2B F operators with probability p and 1 − p respectively, is n 3 −3n 2 6(1−p ) + n 2 3(1−p )p for any probability p ∈ (0, 1). In the following two theorems we show that the generalised mechanisms are also e cient on G P when choosing between the same two operators. Furthermore, our bounds suggest that GG is faster than GRG, which is con rmed experimentally for small values of n. T 3.1. e expected runtime of the Generalised Greedy algorithm, when initialised on the 0 n bit string, for G P is n 3 /3 + 2n 2 /3 + 2τn/3 − τ .
P . e GP function is optimised by requiring multiple repetitions of 1-bit and 2-bit consecutive improvements. ere is only one possible successful move at each point on the path and only the use of the correct operator will lead to an improvement.
If a 1-bit improvement is necessary, the success probability of the 1B F operator is 1/n, implying n expected 1-bit mutations before an improvement is found (by standard waiting time arguments). During this time, n 2-bit mutations will be performed in parallel, as Generalised Greedy mechanism applies both operators during the Decision Stage.
When a 2-bit improvement is necessary, the success probability of the 2B F operator is 1/n · 1/n · 2 (since two speci c bits must be ipped, but can be chosen in either order) implying n 2 /2 expected 2-bit mutations before an improvement is found. e same number of 1-bit mutations will be evaluated in parallel.
A er an operator has succeeded, the Generalised Greedy mechanism will deterministically apply the successful operator (on its own) for another τ iterations (the Exploitation Stage), during which no improvement can occur (due to the nature of the GP function), before starting the next Decision Stage.
Initially, a 2-bit improvement is required. e expected number of tness function evaluations needed to reach the rst point on the path 110 n−2 from the 0 n bit string is 2 · n 2 /2 = n 2 , which will be followed by τ non-improving steps. e next improvement will then occur by the 1B F operator a er an expected 2n steps, followed by τ unsuccessful 1-bit ips. Hence, the expected time to optimise the rst three bits is n 2 + τ + 2n + τ = n 2 + 2n + 2τ . is three bit pa ern occurs a total of n/3 times before the optimum is reached, and as the global optimum is reached just before the nal exploitation stage starts, the total expected runtime is
2. e expected runtime of the Generalised Random Gradient hyper-heuristic, when initialised on the 0 n bit string, for G P is at most n 3 /3 + 2n 2 /3 + 4τn/3 − τ .
P .
e Generalised Random Gradient mechanism chooses a mutation operator uniformly at random, and applies it for a period of τ iterations. If an improvement is produced, a new period of τ iterations using the same operator is started immediately.
Let T 1 and T 2 respectively be the number of iterations before a 1-bit or a 2-bit improvement is constructed when it is possible to do so. If the appropriate operator i is chosen (i.e. with probability 1/2), it may succeed with probability p i in each iteration, or it may fail during all τ iterations with probability (1 − p i ) τ in which case the random choice is repeated. If the other operator is chosen, τ iterations are wasted before the random choice is repeated. Combined, using q i := 1 − p i for brevity:
A simple rearrangement yields (1), and applying it recursively to the q jτ i E (T i + jτ ) terms yields (2) . As the inner sums are contiguous, a rearrangement in (3) simpli es the expression to an expectation of a geometrically-distributed variable and a sum of an in nite geometric series. As the expected number of periods of length τ where the correct operator is applied but does not produce an improvement is
is a lower bound on the number of iterations where a correct operator is applied before a success (i.e. 
A er an improvement is constructed, the successful operator will run for an additional τ iterations while not being able to construct the next improvement. To reach the optimum from 0 n , improvements must be constructed by alternating 2-bit and 1-bit mutations n/3 times, while the nal τ -iteration exploitation phase is unnecessary. e total expected optimisation time is therefore:
Generalising the G P Function
Having shown that the generalised mechanisms are e cient on GP, we now introduce a function class on which it is necessary to learn. We will prove that the proposed generalised hyper-heuristics signi cantly outperform the standard mechanisms on these functions. Let n be of the form n = d (2k + 1) for some d, k ∈ N.
and ZM(x ) and R (x ) are de ned as in Section 3. is function is similar to the G P function, but requires k ≥ 3 consecutive 2-bit successes a er the 1-bit improvement is successfully executed at search points of the form 1 (c−1)(2k+1) 0 n−((c−1)(2k+1)) for 0 ≤ c ≤ d. Hence learning to use 2-bit ips will lead to improved performance.
We modify the GGP k function by increasing the tness of a random non-GGP k R point within each group of k 2-bit ips, except for the rst and last such points within each group. ese "trap" points can be reached by a 1-bit mutation, while the next path point remains reachable only by a 2-bit mutation, and are local optima for the two mutation operators. If a trap point is ever constructed, the algorithm will not be able to reach the global optimum. We consider the success probabilities for the classical and generalised mechanisms on this modi ed function (denoted GGPT k ). Since there is a nite probability for any mechanism to construct a trap point, the expected runtimes will all be in nite by the law of total expectation. T 3.3. Starting at 0 n , all of the classical selection mechanisms will fail to nd the global optimum on GGPT k in nite time with probability at least 1 − n −Ω(n) .
P . We will show that when each mechanism is at a point from which a trap point is accessible, it will construct the trap point before the next path point with probability 1 − O (1/n). As there are at least n/(2k +1) = Ω(n) points from which a trap is accessible, the classical mechanisms construct a trap before reaching the global optimum with probability
e Greedy mechanism applies both mutation operators in one iteration. e probability that a trap is constructed via a 1-bit mutation is 1/n, while the probability that the next path point is constructed is 2/n 2 . If both are constructed, the mechanism accepts the trap point as it has higher tness. e probability that a trap point is constructed before the next path point is therefore at least
. e Permutation mechanism, following a two-bit success leading to a point from which a trap is accessible, will perform 1-bit and 2-bit mutations in this order. e probability that a trap point is constructed over two iterations is thus 1/n, while the probability that the next path point is constructed over two iterations is (1 − 1/n) · 2/n 2 . e probability that a trap point is constructed before the next path point is therefore
e Simple Random mechanism constructs a trap point with probability 1/(2n), and the next path point with probability 1/n 2 . e probability that a trap point is constructed before the next path point is therefore at least
. e Random Gradient mechanism behaves equivalently to the Simple Random mechanism, unless it manages to construct an improvement by a two-bit mutation immediately following another two-bit improvement. e probability that an individual trap point is skipped in this manner is 1 − 2/n 2 = O (1/n), and thus the probability that the Random Gradient constructs the trap point before the next path point is
On the other hand, with su ciently large τ , the generalised mechanisms can avoid the traps (w.o.p). T 3.4. Starting at 0 n for τ = Ω(n 3 ), the Generalised Random Gradient mechanism will nd the global optimum of GGPT k (with constant k) in at most 4τ n 2k +1 + kn 3 2(2k +1) + O (n 2 ) steps with probability at least 1 − 2 −Ω(n) . However, for τ = O (n 2 ), the Generalised Random Gradient mechanism will fail to reach the global optimum of GGPT k in nite time with probability at least 1 − 2 −Ω(n) .
P
. e Generalised Random Gradient mechanism avoids making a decision inside the two-bit region if it is able to construct k − 1 two-bit improvements within τ iterations each. e probability of success for a 2-bit mutation is 2/n 2 ; the probability of no successes in τ steps is (1 − 2/n 2 ) τ and the probability of (at least) one success in a period of τ steps is this value subtracted from 1.
us, the probability that all k − 1 two-bit improvements are found in time is 1
, where c is a constant, the probability of the required
, and so the probability of failing to do so is at least constant. If another random decision phase is performed inside the region of two-bit improvements, a trap is accessible via a 1-bit mutation from the point at which the decision occurs with probability at least 1/(k −1) = Ω(1) (as traps are placed uniformly at random inside these regions), and is found by the Random Gradient mechanism with probability at least 1/2 · (1 − 1/n) cn 2 ≥ 1/4. us, the probability that the no trap point is constructed in a single region of k two-bit improvements is at most a constant smaller than one, which means that over the n/(2k + 1) such regions, the probability that a trap point is constructed is at least 1 − 2 −Ω(n) . For τ = cn 3 , where c is a constant, the probability that all T = (k − 1) · n/(2k + 1) = Θ(n) two-bit successes are constructed within τ iterations is at least 1 − 1 − 2/n 2 cn 3 T = (1 − e −2cn ) T ≥ 1 − T e −2cn = 1 − e −Ω(n) by applying a union bound. us, with overwhelming probability, the algorithm is not trapped, and the conditional expected optimisation time is
with the 2τ terms corresponding to using the wrong operator for, in expectation, one period of τ iterations at the start of the phase, and using the successful operator for τ iterations while the next improvement can only be constructed by the other operator.
e following theorem can be proven using a similar approach. T 3.5. Starting at 0 n for τ = Ω(n 3 ), the Generalised Greedy mechanism will nd the global optimum of GGPT k (with constant k) in at most 2τ n 2k+1 + n 3 2k +1 + O (n 2 ) steps with probability at least 1 − 2 −Ω(n) . However, for τ = O (n 2 ), the Generalised Greedy mechanism will fail to reach the global optimum of GGPT k in nite time with probability at least 1 − 2 −Ω(n) .
We point out that if the function values were inverted such that the trap points had optimal tness, and the 1 n bit string did not, then the generalised mechanisms would fail to nd any of the global optima (w.o.p), while the classical selection mechanisms would succeed (w.o.p). It is not surprising that learning mechanisms fail on a function especially designed to deceive them.
HYPER-HEURISTICS ARE FASTER
In this section we show that the generalised mechanisms can outperform low-level heuristics, even when the la er are e cient for the problem at hand. We consider the L O function, LO(x ) := n i=1 i j−1 x j , which counts the number of consecutive one-bits in a bit string before the rst zero-bit.
It is well known that the standard (1+1) EA and RLS algorithms on L O have expected runtimes of e−1 2 n 2 − o(n 2 ) and 0.5n 2 tness function evaluations respectively [4] . In the following we show that the generalised mechanisms are more e cient.
We rst introduce a lower bound on the runtime of all algorithms which use only the 1B F and 2B F operators. Since the 1B F operator has a success probability of 1 n while the 2B F operator of 1 n · n−i−1 n · 2 = (2n − 2i − 2)/n 2 where i = LO(x ), it is easy to see that 2B F is more e ective for the rst n/2 leading ones, while 1B F is preferable a erwards. Hence, the expected runtime of an algorithm that uses these operators in such a way gives a trivial lower bound on all stochastic unbiased algorithms using the same operators.
is expected runtime can easily be proved following the approach used for the (1+1) EA in [4] . T 4.1. e best possible expected runtime on L O for a stochastic, unbiased algorithm using only the 1B F and 2B F operators is
Standard Mechanisms
In this section we show that the standard classical selection mechanisms all have the same runtime on L O . 
. If p = 0 the expected runtime is in nite. If p = 1, the expected runtime is 0.5n 2 .
P
. If p = 0, only the 2B F operator is used. ere is a nite probability of reaching the point 1 n−1 0, which cannot be improved by use of the 2B F operator. Hence, by the law of total expectation, the expected runtime is in nite.
If p = 1, only the 1B F operator is used, resulting in exactly RLS, which has expected runtime 0.5n 2 .
For p ∈ (0, 1), we can apply [4, eorem 2] (since this mechanism leads to a stochastic, unbiased, Markovian, elitist algorithm) to bound E (T p ) = 1 2 n i=1 A n−i , where A n−i is the expected time needed to nd an improvement given a solution with tness i, and the algorithm is initialised with a search point chosen uniformly at random. In each iteration, the 1B F operator is chosen with probability p; the 2B F operator is chosen with probability 1 −p.
, and
where in the equality before the last we used that n k =1 When p = 0.5, the Simple Random mechanism has expected runtime ln (3) 2 n 2 + o(n 2 ). e runtime improves with increasing p, hence the optimal choice is p = 1. 2 n 2 + o(n 2 ).
. For the Greedy and Permutation mechanisms, let p i = 1/n + (1 − 1/n)(2n − 2i − 2)/n 2 be the probability that at least one improvement is constructed in respectively one or two iterations. To upper bound the optimisation time, we note that the di erence between 2/p i (i.e. the waiting time for an improvement to be constructed in terms of tness evaluations) and the A n−i waiting times used to prove eorem 4.2 is at most constant, and thus the difference between these mechanisms and Simple Random expected times is limited to lower-order terms. We note that with probability at most 2/n 2 , both mutations considered are improvements; in such a case, we can consider an improvement step to be made in 0 iterations. As this occurs at most a constant number of times in expectation, and the maximum waiting time for any improving step is O (n), the lower-bound di ers from the upper bound by at most an O (n) term. us, the expected runtime of these mechanisms is also ln(3)/2 · n 2 + o(n 2 ).
For the Random Gradient mechanism, we note that the probability that an operator, when repeated following a success, is successful again is at most 2/n. Since there are at most n improvements to be made throughout the search space, the expected number of repetitions which produce an improvement is at most 2. When not repeating a successful operator, the Random Gradient mechanism behaves identically to the Simple Random mechanism. Its expected runtime is therefore at least the runtime of the Simple Random mechanism less an O (n) term, and at most the runtime of the Simple Random mechanism plus n (as there are at most n iterations where the mechanisms di er in operator selection). us, its expected runtime is also ln(3)/2 · n 2 + o(n 2 ).
Generalised Mechanisms
We present a rigorous theoretical analysis of the generalised mechanisms on L O . T
e expected runtime of the Generalised Random
Gradient algorithm on L O with τ = cn, where c > 0 is an appropriately chosen constant, is at most
where M (x ) := min(c, x ), for any w ∈ o(n).
We note that this bound decreases as w and c increase. For τ = 10n (i.e. c = 10), the bound is ≈ 0.48820n 2 when w = 5, and ≈ 0.429529n 2 when w = 100. Hence, the Generalised Random Gradient outperforms the classical selection mechanisms, as well as the well-known RLS and (1+1) EA on L O . As w and c increase further, the resulting bounds on the leading constant are close to 1+ln (2) 4 n 2 ≈ 0.423288n 2 , the optimal value derived in eorem 4.1; for example, with w = c = 1000, the bound is ≈ 0.4232997n 2 . P T 4.4. For the purpose of this proof, we partition the optimisation process into w stages based on the value of the L O tness function: during stage j, the LO value of the current solution is at least (j − 1)n/w and less than j · n/w. A er all w stages have been completed, the global optimum, with a LO value of n, has been found.
We upper-bound the expectation of the runtime T of the Generalised Random Gradient algorithm on LO by the sum of the expected values of T j , the runtimes on each stage of the optimisation process. As our analysis of E (T j ) requires the stage to start with a random choice of mutation operator, we bound E (T ) ≤ w j=1 E (T j ) + E (S j+1 ) where S j+1 is a random variable denoting the expected number of iterations between the rst solution in stage j + 1 being constructed and the following random operator choice. We will later show that with proper parameter choices, the contribution of S j+1 terms can be bounded by o(n 2 ), and therefore does not a ect the leading constant in the overall bound.
Let us now consider T j , the number of iterations the algorithm spends in stage j. Recall that a mutation operator is selected uniformly at random, and is allowed to run until it fails to produce an improvement for τ sequential iterations. Let N j be a random variable denoting the number of random operator choices the algorithm performs during stage j, and X j,1 , . . . , X j, N j be the number of iterations the algorithm runs each chosen operator for. en,
X j,k , and by applying Wald's equation [9, 20] , using E (X j ) to denote an upper bound on all E (X j,k ) in stage j:
To bound E (N j ), the expected number of times the random operator selection is performed during stage j, we lower-bound the expected number of improvements found following operator selection, and apply the Additive Dri eorem [12] to nd the expected number of random operator selections occurring before a su cient number of improvements have been found to enter the next stage.
Let F 1 and F 2 denote the events that the 1B F and 2B F operators fail to nd an improvement during τ = cn iterations. For the 1B F operator, this event occurs with probability P (F 1 ) = (1−1/n) cn throughout the process, which is within [e −c −1/n, e −c ]. For the 2B F operator, recall that during stage j, the ancestor individual has at most jn/w − 1, and at least (j − 1)n/w, one bits, and thus:
We note that a geometric distribution with parameter p = P (F 1 ) can be used to model the number of improvements that the 1B F operator nds prior to failing to nd an improvement for τ iterations; the expectation of this distribution is (1 − p)/p = 1/p − 1. Combined over both operators, the expected number of improvements D j produced following a single random operator selection during stage j, E (D j ), is greater than:
by inserting the upper bounds on P (F 1 ) and P (F 2 ). We use this expectation as the dri in the Additive Dri eorem to upperbound E (N j ). Recall that each stage consists of advancing through at most n/w tness values; as bits beyond the leading ones pre x and the rst zero bit remain uniformly distributed, at most n/(2w ) improvements by mutation are required in expectation. If each step of a random process in expectation contributes E (D j ) improvements by mutation, the expected number of steps required to complete stage j is at most:
by the Additive Dri eorem. To bound E (X j ), the expected number of iterations before a selected mutation operator fails to produce an improvement for τ iterations, we apply Wald's equation: let S be the number of improvements found by the operator before it fails, and W 1 , . . . ,W S be the number of iterations it took to nd each of those improvements.
en, once selected, the 1B F operator runs for:
where τ accounts for the iterations immediately before failure, and the sum for the iterations preceding each constructed improvement.
Recall that E (S ) = 1/P (F 1 ) − 1 by the properties of the geometric distribution, and observe that
. Using a waiting time argument for E (W 1 ) = 1/P (F 1 ), we get (with a similar argument for the two-bit mutation operator):
Combining these conditional expectations with lower bounds on P (F 1 ) and P (F 2 ) yields
which for τ = cn can be simpli ed to:
, where a, b, and c are constants with respect to n, to limit the contributions of the −1/n terms in denominators to lower-order terms. Finally, we return to bounding the overall runtime of the algorithm. Recall that S j denoted the number of iterations the algorithm spends in stage j while using the random operator chosen during stage j − 1, and as
. Substituting the bounds (5) and (6) into (4) yields the theorem statement:
2c + e c min(c, 1) + e 2c (1−(j−1)/w ) min c, 0.5
e following theorem can be proved using similar techniques and calculations, and applying the Variable Dri eorem [13] instead of the Additive Dri eorem. T 4.5. e expected runtime of the Generalised Greedy algorithm on L O with τ = cn, where c > 0 is an appropriately chosen constant, is at most (up to o(n 2 ) terms),
is bound decreases for larger w, although our proof method imposes w = o(n) as a requirement. For w = 1, the upper bound is ≈ 0.72474n 2 when τ = n and ≈ 0.52169n 2 when τ = 10n. For w = 100, this improves to ≈ 0.51645n 2 for τ = n, and ≈ 0.48521n 2 for τ = 10n. at is, for a relatively low, linear, generalisation period of τ = n, the Generalised Greedy mechanism improves upon the classical mechanisms. Increasing the generalisation period up to τ = 10n shows a signi cant improvement, even beating the single operator mechanism RLS. Interestingly, we note that as c → ∞ (while remaining constant), the result from eorem 4. Gen. Greedy Gen. Random Gradient Gen. Greedy Gradient Figure 1 : Average number of iterations required to nd the LeadingOnes optimum for n = 10,000 (solid), n = 50,000 (dashed) and n = 100,000 (dotted), as τ increases.
EXPERIMENTAL RESULTS
In this section we discuss some experimental results for the Generalised Greedy (GG) and Generalised Random Gradient (GRG) mechanisms. We also consider a new mechanism called Generalised Greedy Gradient (GGG), which combines the decision stage of the GG mechanism and applies this operator choice to the descent stage of the GRG mechanism.
e idea is to combine the learning aspects of both mechanisms with the aim of improving their runtime. All parameter combinations have been simulated 10,000 times. Figure 1 shows the runtimes for the three mechanisms with n = 10,000, 50,000 and 100,000, illustrating the e ect τ has on the runtime. We note that while the GG mechanism seems to be improving for increased τ consistently (seemingly converging towards 0.47797n 2 ), the τ value for which the GRG and GGG mechanisms seem to reach their best performance increases with n. We see that for GRG and GG as n increases, the best τ value increases. At best, both mechanisms beat the experimental runtime observed in [8] for the recently presented k-bit mutation algorithm with self-adjusting k. is algorithm has an average experimental runtime of 0.450n 2 for the given parameter choices in [8] , with n = 10,000. We did not perform an experimental comparison with this algorithm as it is unclear how to set the various parameters for a fair comparison. Figure 2 shows the e ects of increasing the bit string length n for a xed τ value (5n and 10n respectively). While the GG mechanism seems to converge quite quickly at around n = 10 5 in both instances, the problem size required for the GRG and GGG mechanisms to converge increases with τ . As n increases, the experimental runtimes are below the bounds provided by eorems 4.4 and 4.5. We postulate that larger τ values would see further improvements toward the optimum of eorem 4.1 as n increases.
CONCLUSION
e theoretical analysis of hyper-heuristics is a growing eld. Previous results have shown that the learning mechanisms applied in combinatorial optimisation applications show no signs of learning on L O and perform similarly to choosing operators at random. We generalised the existing learning mechanisms to allow success to be measured over a longer period rather than in a single iteration, and proved that these generalised mechanisms are faster than all standard evolutionary and local search algorithms on L O . To apply the generalised algorithms, a value for the learning period τ is required. Although our results indicate that τ is a fairly robust parameter (i.e., for n = 10,000 all generalised mechanisms achieved faster experimental runtimes than that of the (1+1) EA for all tested values of τ between 1 and 1,000,000), se ing it appropriately will lead to optimal performance. Concerning the Generalised Random Gradient mechanism, clearly τ must be large enough to have at least a constant expected number of successes within τ steps, if the algorithm has to learn about the operator performance. Obviously, se ing large values of τ may lead to large runtimes, since switching operators requires Ω(τ ) steps. Similar considerations may also be made for the Generalised Greedy mechanism that experiments indicate is even more robust to the choice of τ . Concerning the negative e ects that may occur for too large values of τ , the G P function can be considered as a worst-case scenario for the generalised mechanisms, because the operator has to change a er every success. Nevertheless, we have proved that the algorithms are asymptotically just as e cient as the classical mechanisms for values of τ as large as O (n 2 ).
e Generalised Greedy Gradient algorithm, which combines Generalised Greedy's decision stage with Generalised Random Gradient's repetition of successful exploitation phases, can achieve even be er performance than either algorithm.
In future work we will analyse the mechanisms on a broader class of problems, including classical ones from combinatorial optimisation, and generalise the hyper-heuristics further by allowing the algorithms to automatically learn how to adapt τ .
