Abstract. In 2006, a novel Group Search Optimizer (GSO) inspired by animal behavioral ecology was proposed. On unconstrained optimization problems, GSO has shown its superior performance. In this paper, the performance of it in coping with constrained problems is investigated. Several experiments are performed on 13 well known and widely used benchmark problems. The obtained results are presented and compared with the best known solution obtained so far. The experimental results show that GSO can find the exact or close to global optimal solutions on most problems. GSO has an ability of solving constrained problem and is an alternative bio-inspired optimization algorithm.
Introduction
Over the past few decades, bio-inspired algorithms have attracted more and more attention, and many algorithms have been proposed. Compared with traditional optimization method, bio-inspired algorithm utilizes stochastic search and direct "fitness" information instead of function derivatives or other related knowledge. Now, bio-inspired optimization algorithms have been successfully applied to a wide range of research and applications. Recently, a novel optimization algorithm, which was inspired by the social behavior of animals, called group search optimizer (GSO) algorithm has been proposed [1] . It adopts the scrounging strategies of house sparrows and employs especially animal scanning mechanism. S. He and Q. H. Wu test it on 23 unconstrained benchmark functions. In low and high dimensions benchmark problem, respectively, the GSO algorithm has a markedly superior performance to other EAs in terms of accuracy and convergence speed, especially on high-dimensional multi-modal problems.
GSO as a new state-of-the-art algorithm has gained some attention. GSO with early stopping scheme was applied to train artificial neural network (ANN) on two benchmark functions: Wisconsin breast cancer data set and Pima Indian diabetes data set [2] . S. K. Zeng presented two improved group search optimization algorithms: Quick GSO and Quick GSO with Passive Congregation [3] . They were applied to shape optimization design of truss structures with discrete variables. G.Qin successfully applied QGSO to optimal design of a large double layer grid shell structure [4] . H. Shen proposed an improved Group Search Optimizer (iGSO) for solving two mechanical design optimization problems [5] .
Constrained optimization problem is a widespread but difficult in solving practical engineering problems, and therefore the research has very important theoretical and practical significance. In this field, one of the most difficult parts encountered is constraints handling. For solving it, many various methods were proposed [6] . In this paper, the performance of standard GSO is deeply investigated in solving constrained optimization problems. The results of experiments performed on well known 13 test problems are reported and discussed in comparison with best known solution obtained so far.
The Group Search Optimizer
The GSO algorithm was also inspired by animal searching behavior and is based on the Producer-Scrounger model [7] , and also employs "rangers" role. There are three kinds of member in the group: (1)one producer, search for food; (2) scrounger, perform area copying behavior in order to keep searching for opportunities to join the resources found by the producer; (3) ranger, employ searching strategies of random walks for randomly distributed resources perform random walk motion. At each iteration, the member located the most promising resource is producer, a number of members except producer in the group are selected as scroungers, and the remaining members are rangers. In GSO, if a member is outside the search space, it will turn back to its previous position inside the search space.
Scanning is an important component of search orientation and it can be accomplished through physical contact. In GSO, vision as the basic scanning strategies introduced by white crappie is employed [8] . Every member has its current position
which can be calculated from k i ϕ via a Polar to Cartesian coordinate's transformation:
(1) For producer: The producer scans at zero degree and then scans laterally by randomly sampling three points in the scanning field: one point at zero degree, one point in the right hand side hypercube and one point in the left hand side hypercube ) (
Where r 1 ∈R 1 is a normally distributed random number with mean 0 and standard deviation 1 and r 2 ∈R n-1 is a random sequence in the range (0,1). If the producer finds the best point with the best resource from above three points than its current position, it will fly to this point, otherwise it will stay in its current position and turn its head to a new angle:
where, a max is the maximum turning angle. If the producer cannot find a better area after a iterations, it will turn its head back to zero degree:
(2) For scroungers: The area copying behavior of scroungers can be modeled as a random walk towards the producer:
where, r 3 ∈R n is a uniform random sequence in the range (0, 1). 
Experimental and Results
In the following experiments, 13 benchmark test problems have been used to test GSO algorithm performance [9] . These functions were tested widely in evolutionary computation domain to show the performance of optimization algorithm. For each problem, Table 1 shows some parameters: n is the number of variables; f is the type of objective function; ρ is the ratio between the feasible region and the whole search space; LI is the number of linear inequalities; NI is the number of nonlinear inequalities; NE is the number of nonlinear equations; a is the number of active constraints at the optimum. This paper adopts penalty function method to deal with constraint. There are problems with different features.
In GSO, each experiment was repeated 30 times. In every run, the max iterations T max =3000. For all problems a population of 50 individuals is used. The initial population of GSO is generated uniformly at random in the search space. The initial head angle of each individual is set to be π/4. The constant a is given by
. The parameter needed to be tuned is the percentage of rangers. The maximum pursuit angle Ө max and maximum turning angle a is π/a 2 and π/2a 2 , respectively. The L i and U i are the lower and upper bounds for the ith dimension, and then the maximum pursuit distance l max is calculated by
In Table 2 , the best results obtained in 30 independent runs are presented. It is very clear the problem where GSO was competitive was g08 and g11, which were located the exact optimum by GSO. GSO performed also well in highly constrained problems, which can be with various types of dimensionality, not only the low dimensionality problem g06 but also the moderated dimensionality problem g09, and the high dimensionality problems g01, g02, g03 and g07. In these highly constrained problems, GSO can find approximately global optimal solution. Furthermore, GSO is able to deal with large search spaces with a very small feasible region (g10). However, in functions g12, no feasible solutions were found in any single run. That due to the fact that g12 has even disjointed feasible regions. For problem g04 with moderately constraint, and g05 and g13, GSO can find the feasible solution of them, but which is far away from the global optimal solution.
In fact, the optimal solutions or feasible solutions of some problems were very difficulties to find. For example, the global optimum in some problems (g01, g02, g04, g06, g07, and g09) is lies on the boundaries of the feasible region. Problems g05 and g13 only have very small feasible regions. On those problems, the approximately optimal solution or feasible solution can been found by GSO. That's approved GSO has the powerful ability of handle constrained optimization problem, despite using the simply handling constraint method. The Fig.1 is the convergence curve on function g01 and g09, respectively. The values of each point in curves are the mean best values in 30 independent runs. From this figure, we can see that the convergence speed of GSO is fast and stable. For problem g01, along with the iteration, the feasible solution is also gradually close to the optimal solution. Especially for problem g09, GSO can find the optimal solution within in a short number of iterations. 
Conclusions and Future Work
The capability of the GSO method to address constraint optimization problems was investigated through testing on 13 well-known and widely used benchmark problems. The results obtained imply that GSO is a good alternative for tackling this type of problems, particularly for highly constrained problems. In most cases GSO detected exact or approximately optimal solutions, in spite of using the default parameters of GSO. Moreover, GSO handles the constraints problem only using the simple penalty function method. That make the program is easily implementation on computer. The future research effort will focus on investigation of the GSO's performance in practical engineering problems, and improved the standard GSO though either on tuning parameters or development specialized operators for the aim of seeking better solutions. Also more experiments are required to determine why GSO fails on few problems and how to solve it.
