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1. Introduction
The purpose of this paper is twofold. The first one is to solve an old problem posed
by Strominger in constructing smooth models of superstring theory with flux. These are
given by non-Ka¨hler manifolds with torsion. To achieve this, we solve a nonlinear Monge-
Ampe`re equation which is more complicated than the equation in the Calabi conjecture. The
estimate of the volume form gives extra complication, for example. The second one is to
point out the connection of the newly constructed geometry based on Strominger’s equations
in realizing the proposal of M. Reid [20] on connecting one Calabi-Yau manifold to another
one with different topology. In Reid’s proposal, the construction of Clemens-Friedman (see
[10]) is needed where a Calabi-Yau manifold is deformed to complex manifolds diffeomorphic
to connected sums of S3 × S3. These are non-Ka¨hler manifolds.
There is a rich class of non-Ka¨hler complex manifolds for dimension greater than two. It
is therefore important to construct canonical geometry on such manifolds. Since for non-
Ka¨hler geometry, the complex structure is not quite compatible with the Riemannian metric,
it has been difficult to find a reasonable class of Hermitian metric that exhibit rich geometry.
We believe that metrics motivated by theoretic physics should have good properties. This is
especially true for those metrics which admit parallel spinors. The work of Strominger did
provide such a candidate. In this paper, we provide a smooth solution to the Strominger
system. This is an important open problem in the past twenty years. Our method is based
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on a priori estimates which can be generalized to elliptic fibration over general Calabi-Yau
manifolds. However, in this paper, for the sake of importance in string theory, we shall
restrict ourselves to complex three-dimensional manifolds. The structure of the equations
for higher-dimensional Calabi-Yau manifolds are little bit different. They are also more
relevant to algebraic geometry and hence will be treated in a later occasion.
The physical context of the solutions is discussed in a companion paper [4] written jointly
with K. Becker, M. Becker and L.-S. Tseng.
Acknowledgement. The authors would like to thank K. Becker, M. Becker and L.-S.
Tseng for useful discussions. J.-X. Fu would also like to thank J. Li and X.-P. Zhu for useful
discussions. J.-X. Fu is supported in part by NSFC grant 10471026. S.-T. Yau is supported
in part by NSF grants DMS-0244462, DMS-0354737 and DMS-0306600.
2. Motivation from string theory
In the original proposal for compactification of superstring [6], Candelas, Horowitz, Stro-
minger andWitten constructed the metric product of a maximal symmetric four-dimensional
spacetime M with a six-dimensional Calabi-Yau vacuum X as the ten-dimensional space-
time; they identified the Yang-Mills connection with the SU(3) connection of the Calabi-Yau
metric and set the dilaton to be a constant. Adapting the second author’s suggestion of us-
ing Uhlenbeck-Yau’s theorem on constructing Hermitian-Yang-Mills connections over stable
bundles [23], Witten [25] and later Horava-Witten [14] proposed to use higher rank bundles
for strong coupled heterotic string theory so that the gauge groups can be SU(4) or SU(5).
At around the same time, Strominger [21] analyzed heterotic superstring background
with spacetime supersymmetry and non-zero torsion by allowing a scalar “warp factor” for
the spacetime metric. He considered a ten-dimensional spacetime that is a warped product
of a maximal symmetric four-dimensional spacetime M and an internal space X ; the metric
on M ×X takes the form
g0 = e2D(y)
(
gµν(x) 0
0 gij(y)
)
, x ∈M, y ∈ X ;
the connection on an auxiliary bundle is Hermitian-Yang-Mills connection over X :
F ∧ ω2 = 0, F 2,0 = F 0,2 = 0.
Here ω is the Hermitian form ω =
√−1
2 gij¯dz
i ∧ dz¯j defined on the internal space X . In this
system, the physical relevant quantities are
h = −√−1(∂¯ − ∂)ω,
φ = −1
2
log ‖Ω‖+ φ0,
and
g0ij = e
2φ0‖Ω‖−1gij ,
for a constant φ0.
In order for the ansatz to provide a supersymmetric configuration, one introduces a
Majorana-Weyl spinor ǫ so that
δψM = ▽M ǫ− 1
8
hMNP γ
NP ǫ = 0,
δλ = γM∂Mφǫ − 1
12
hMNP γ
MNP ǫ = 0,
δχ = γMNFMN ǫ = 0,
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where ψM is the gravitino, λ is the dilatino, χ is the gluino, φ is the dilaton and h is the
Kalb-Ramond field strength obeying
dh =
α′
2
(trF ∧ F − trR ∧R).
Strominger [21] showed that in order to achieve spacetime supersymmetry, the internal six
manifold X must be a complex manifold with a non-vanishing holomorphic three-form Ω;
and the anomaly cancellation demands that the Hermitian form ω obey1
√−1∂∂¯ω = α
′
4
(trR ∧R− trF ∧ F )
and supersymmetry requires2
d∗ω =
√−1(∂¯ − ∂) log ‖Ω‖ω.
Accordingly, he proposed the system
(2.1) FH ∧ ω2 = 0;
(2.2) F 2,0H = F
0,2
H = 0;
(2.3)
√−1∂∂¯ω = α
′
4
(trR ∧R− trFH ∧ FH);
(2.4) d∗ω =
√−1(∂¯ − ∂) ln ‖Ω‖ω.
This system gives a solution of a superstring theory with flux that allows non-trivial dilaton
field and Yang-Mills field. (It turns out D(y) = φ and is the dilaton field.) Here ω is the
Hermitian form and R is the curvature tensor of the Hermitian metric ω; H is the Hermitian
metric and F is its curvature of a vector bundle E; tr is the trace of the endomorphism
bundle of either E or TX .
In [18], Li and Yau observed the following:
Lemma 1. Equation (2.4) is equivalent to
(2.5) d(‖ Ω ‖ω ω2) = 0.
In fact, Li and Yau gave the first irreducible non-singular solution of the supersymmetric
system of Strominger for U(4) and U(5) principle bundle. They obtained their solutions
by perturbing around the Calabi-Yau vacuum coupled with the sum of tangent bundle and
trivial line bundles. In this paper, we consider the solution on complex manifolds which do
not admit Ka¨hler structures. Study of non-Ka¨hler manifold should be useful to understand
the speculation of M. Reid that all Calabi-Yau manifolds can be deformed to each other
through conifold transition.
An example of non-Ka¨hler manifolds X is given by T 2-bundles over Calabi-Yau varieties
[3, 5, 11, 13, 15]. Since we demand that the internal six manifold X is a complex manifold
with a non-vanishing holomorphic three form Ω, we consider the T 2−bundle (X,ω,Ω) over
a complex surface (S, ωS ,ΩS) with a non-vanishing holomorphic 2-form ΩS . According to
the classification of complex surfaces by Enriques and Kodaira, such complex surfaces must
1The curvature F of the vector bundle E in ref.[21] is real, i.e., c1(E) =
F
2pi
. But we are used to taking
the curvature F such that c1(E) =
√
−1
2pi
F . So this equation corrects eq. (2.18) of ref. [21] by a minus sign.
2See eq. (56) of ref.[22], which corrects eq. (2.30) of ref.[21] by a minus sign.
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be finite quotients of K3 surface, complex torus (Ka¨hler) and Kodaira surface (non-Ka¨hler).
If (X,ω,Ω) satisfies Strominger’s equation (2.4), Lemma 1 shows that d(‖ Ω ‖ω ω2) = 0.
Let ω′ =‖ Ω ‖ 12ω ω. Then dω′2 = 0, i.e., ω′ is a balanced metric [19]. The balanced metric
was studied extensively by Michelsohn. She proved that the balanced condition is preserved
under proper holomorphic submersions. Note that Alessandrini and Bassanelli [1] proved
that this condition is also preserved under modifications of complex manifolds. Hence if a
holomorphic submersion π from a balanced manifold X to a complex surface S is proper,
S is also balanced (actually π∗ω′2 is the balanced metric on S, see proposition 1.9 in [19]).
When the dimension of complex manifold is two, the conditions of being balanced and
Ka¨hler coincide. Hence there is no solution to Strominger’s equation (1.4) on T 2 bundles
over Kodaira surface and we consider T 2-bundles over K3 surface and complex torus only.
On the other hand, duality from M -theory suggests that there is no supersymmetric
solution when the base manifold is a complex torus (see [4]). This class of three manifolds
includes the Iwasawa manifold. But the solution to Strominger’s system should exist when
the base is K3 surface. In this paper we do prove the existence of solutions to Strominger’s
system on such torus bundles over K3 surfaces.
3. Statement of main result
Let (S, ωS ,ΩS) be a K3 surface or a complex torus with a Ka¨hler form ωS and a non-
vanishing holomorphic (2,0)-form ΩS . Let ω1 and ω2 be anti-self-dual (1,1)-forms such that
ω1
2π and
ω2
2π represent integral cohomology classes. Using these two forms, Goldstein and
Prokushkin [11] constructed a non-Ka¨hler manifold X such that π : X → S is a holomorphic
T 2-fibration over S with a Hermitian form ω0 = π
∗ωS +
√−1
2 θ ∧ θ¯ and a holomorphic (3,0)-
form Ω = ΩS ∧ θ (for the definition of θ, see section 3). Note that (ω0,Ω) satisfies equation
(2.5).
Let u be any smooth function on S and let
ωu = π
∗(euωS) +
√−1
2
θ ∧ θ¯.
Then (ωu,Ω) also satisfies equation (2.5) (see [11] or Lemma 12), i.e., ωu is conformal
balanced. The stability concept can be defined on a vector bundle over a complex manifold
using the Gauduchon metric [17], and hence for complex manifolds with balanced metrics.
Note that the stability concept of the vector bundle depends only on the conformal class of
metric. Let V → X be a stable bundle over X with degree zero with respect to the metric
ωu. (Such bundles can be obtained by pulling back stable bundles over a K3 surface or a
complex torus, see Lemma 16.) According to Li-Yau’s theorem [17], there is a Hermitian-
Yang-Mills metric H on V , which is unique up to positive constants. The curvature FH
of the Hermitian metric H satisfies equation (2.1) and (2.2). So (V, FH , X, ωu) satisfies
Strominger’s equations (2.1), (2.2) and (2.4). Therefore we only need to consider equation
(2.3). As ω1 and ω2 are harmonic, ∂¯ω1 = ∂¯ω2 = 0. According to ∂¯-Poincare´ Lemma, we
can write ω1 and ω2 locally as
ω1 = ∂¯ξ = ∂¯(ξ1dz1 + ξ2dz2)
and
ω2 = ∂¯ζ = ∂¯(ζ1dz1 + ζ2dz2),
where (z1, z2) is a local coordinate on S. Let
B =
(
ξ1 +
√−1ζ1
ξ2 +
√−1ζ2
)
.
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We can use B to compute trR0 ∧R0 of the metric ω0 (see Proposition 8) and trRu ∧Ru of
the metric ωu (see Lemma 14). Then We reduce equation (2.3) to
(3.1)
√−1∂∂¯eu ∧ ωS − α
′
2
∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α
′
2
∂∂¯u ∧ ∂∂¯u
=
α′
4
trRS ∧RS − α
′
4
trFH ∧ FH − 1
2
(‖ ω1 ‖2ωS + ‖ ω2 ‖2ωS)
ω2S
2!
,
where g = (gij¯) is the Ricci-flat metric on S associated to the Ka¨hler form ωS and g
−1 is the
inverse matrix of g; RS is the curvature of g. Taking wedge product with ωu and integrating
both sides of the above equation over X , we obtain
(3.2) α′
∫
X
{trRS ∧RS − trFH ∧ FH} ∧ ωu − 2
∫
X
(‖ ω1 ‖2ωS + ‖ ω2 ‖2ωS )
ω2S
2!
∧ ωu = 0.
When S = T 4, RS = 0. We obtain immediately
Proposition 2. There is no solution of Strominger’s system on the torus bundle X over
T 4 if the metric has the form euωS +
√−1
2 θ ∧ θ¯.
This situation is different if the base is a K3 surface. If E is a stable bundle over S with
degree 0 with respect to the metric ωS , then V = π
∗E is also a stable bundle with degree 0
over X with respect to the Hermitian metric ωu. In this case, equation (3.1) on X can be
considered as an equation on S. Integrating equation (3.1) over S,
(3.3) α′
∫
S
{trRS ∧RS − trFH ∧ FH} = 2
∫
S
(‖ ω1 ‖2ωS + ‖ ω2 ‖2ωS)
ω2S
2!
.
As
∫
S trRS ∧RS = 8π2c2(V ) = 8π2 × 24, and
∫
S trFH ∧ FH = 8π2 × (c2(E)− 12c21(E)) ≥ 0,
we can rewrite equation (3.3) as
(3.4) α′(24− (c2(E)− 1
2
c21(E))) =
∫
S
(‖ ω1
2π
‖2ωS + ‖
ω2
2π
‖2ωS )
ω2S
2!
.
For a compact, oriented, simply connected four-manifold S, the Poincare´ duality gives rise
to a pairing
Q : H2(S;Z)×H2(S;Z)→ Z
defined by
Q(β, γ) =
∫
S
β ∧ γ.
We shall denote Q(β, β) by Q(β). Then for an integral anti-self-dual (1,1)-form ω12π , the
intersection number Q(ω12π ) can be expressed as −
∫
S
‖ ω12π ‖2 ω
2
S
2! . On the other hand, the
intersection form on K3 surface is given by [8]
3
(
0 1
1 0
)
⊕ 2(−E8),
where
E8 =


2 0 −1
0 2 0 −1
−1 0 2 −1
−1 −1 2 −1
−1 2 −1
−1 2 −1
−1 2 −1
−1 2


.
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Hence Q(ω12π ) ∈ {−2,−4,−6, · · · }.
We shall use the following convention for vector bundles over a compact oriented four-
manifold:
κ(E) = c2(E) for SU(r) bundle E,
= c2(E)− 1
2
c21(E) for U(r) bundle E,
= −1
2
p1(E) for SO(r) bundle E.
Then (3.4) implies
(3.5) α′(24− κ(E)) +
(
Q
(ω1
2π
)
+Q
(ω2
2π
))
= 0,
which means that there is a smooth function µ such that
(3.6)
α′
4
trRS ∧RS − α
′
4
trFH ∧ FH − 1
2
(‖ ω1 ‖2 + ‖ ω2 ‖2)ω
2
S
2!
= −µω
2
S
2!
and
∫
S
µω
2
2! = 0. Inserting (3.6) into (3.1), we obtain the following equation:
(3.7)
√−1∂∂¯eu ∧ ωS − α
′
2
∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α
′
2
∂∂¯u ∧ ∂∂¯u+ µω
2
S
2!
= 0,
where tr(∂¯B ∧ ∂B∗ · g−1) is a smooth well-defined (1, 1)-form on S. In particular, when
ω2 = nω1, n ∈ Z,
tr(∂¯B ∧ ∂B∗ · g−1) = √−11 + n
2
4
‖ ω1 ‖2ωS ωS
(see Proposition 11). Hence if we set f = 1+n
2
4 ‖ ω1 ‖2ωS , we can rewrite equation (3.7) as
the standard complex Monge-Ampe`re equation:
(3.8) ∆(eu − α
′
2
fe−u) + 4α′
detuij¯
det gij¯
+ µ = 0,
where uij¯ denotes
∂2u
∂zi∂z¯j
and△ = 2gij¯ ∂2∂zi∂z¯j . We shall solve equation (3.7) by the continuity
method [26]. Our main theorem is
Theorem 3. The equation (3.7) has a smooth solution u such that
ω′ = euωS − α
′
2
√−1e−utr(∂¯B ∧ ∂B∗ · g−1) + α′√−1∂∂¯u
defines a Hermitian metric on S.
Our solution u satisfies
(∫
S
e−4u
) 1
4 = A << 1. Actually we can prove that inf u ≥
− ln(C1A) (see Proposition 20) where A must be very small (see Proposition 21) and our
solution u must be very big.
Theorem 4. Let S be a K3 surface with a Ricci-flat metric ωS. Let ω1 and ω2 be anti-
self-dual (1, 1)-forms on S such that ω12π ,
ω2
2π ∈ H2(S,Z). Let X be a T 2-bundle over S
constructed by ω1 and ω2. Let E be a stable bundle over S with degree 0. Suppose ω1,
ω2 and κ(E) satisfy condition (3.5). Then there exist a smooth function u on S and a
Hermitian-Yang-Mills metric H on E such that (V = π∗E, π∗FH , X, ωu) is a solution of
Strominger’s system.
Since it is easy to find (ω1, ω2, κ(E)) which satisfies condition (3.5), this theorem provides
first examples of solutions to Strominger’s system on non-Ka¨hler manifold.
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4. Geometric model
In this section, we take the geometric model of Goldstein and Prokushkin for complex
non-Ka¨hler manifolds with an SU(3) structure [11]. We summarize their results as follows:
Theorem 5. [11] Let (S, ωS ,ΩS) be a Calabi-Yau 2-fold with a non-vanishing holomorphic
(2, 0)−form ΩS. Let ω1 and ω2 be anti-self-dual (1, 1)-forms on S such that ω12π ∈ H2(S,Z)
and ω22π ∈ H2(S,Z). Then there is a Hermitian 3-fold X such that π : X → S is a holomor-
phic T 2-fibration over S and the following holds:
1. For any real 1-forms α1 and α2 defined on some open subset of S that satisfy dα1 = ω1
and dα2 = ω2, there are local coordinates x and y on X such that dx+ idy is a holomorphic
form on T 2-fibers and a metric on X has the following form:
(4.1) g0 = π
∗g + (dx+ π∗α1)2 + (dy + π∗α2)2,
where g is a Calabi-Yau metric on S corresponding to the Ka¨hler form ωS.
2. X admits a nowhere vanishing holomorphic (3, 0)-form with unit length:
Ω = ((dx + π∗α1) + i(dy + π∗α2)) ∧ π∗ΩS .
3. If either ω1 or ω2 represents a non-trivial cohomological class then X admits no Ka¨hler
metric.
4. X is a balanced manifold. The Hermitian form
(4.2) ω0 = π
∗ωS + (dx+ π∗α1) ∧ (dy + π∗α2)
corresponding to the metric (4.1) is balanced, i.e., dω20 = 0.
5. Furthermore, for any smooth function u on S, the Hermitian metric
ωu = π
∗(euωS) + (dx + π∗α1) ∧ (dy + π∗α2)
is conformal balanced. Actually (ωu,Ω) satisfies equation (2.5).
Goldstein and Prokushkin also studied the cohomology of this non-Ka¨hler manifold X :
h1,0(X) = h1,0(S),
h0,1(X) = h0,1(S) + 1;
In particular
h0,1(X) = h1,0(X) + 1.
Moreover,
b1(X) = b1(S) + 1, when ω2 = nω1,
b1(X) = b1(S), when ω2 6= nω1;
b2(X) = b2(S)− 1, when ω2 = nω1,
b2(X) = b2(S)− 2, when ω2 6= nω1
and
χ(X) = 0.
The above topological results can be explained as follows. Let L1 be a holomorphic line
bundle over S with the first Chern class c1(L1) = [−ω12π ]. Then we can choose a Hermitian
metric h1 on L1 such that its curvature is
√−1ω1. Let S1 = {v ∈ L1 | h1(v, v) = 1} which
is a circle bundle over S. Locally we write ω1 = dα1U for some real 1-form α1U on some
open subset U on S. Such α1U define a connection on S1, i.e., there is a section ξU on S1
such that
▽ξU =
√−1α1U ⊗ ξU .
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The section ξU defines a local coordinate xU on fibers of S1 |U , i.e., we can describe the
circle S1 by e
√−1xU ξU . If we write ω1 = dα1V on another open set V of S, then there is
another section ξV such that
(4.3) ▽ξV =
√−1α1V ⊗ ξV
and this section ξV defines another coordinate xV on fiber of S1 |V . On U∩V , d(α1U−α1V ) =
0 and there is a function fUV such that
(4.4) dfUV = α1U − α1V .
On the other hand, on U∩V , there is also a function gUV on U∩V such that ξV = e
√−1gUV ξU .
We compute
▽ξV =▽ (e
√−1gUV ξU )
=(
√−1dgUV +
√−1α1U )⊗ (e
√−1gUV ξU )
=(
√−1dgUV +
√−1α1U )⊗ ξV .
Comparing the above equality with (4.3), we get
(4.5) −dgUV = α1U − α1V .
So combining (4.4). we find
(4.6) gUV = fUV + cUV ,
where cUV is some constant on U ∩ V . On U ∩ V , from
eixU ξU = e
ixV ξV = e
√−1xV e
√−1gUV ξU ,
we obtain
(4.7) xU = xV + gUV + 2kπ = xV + fUV + cUV + 2kπ.
(4.4) and (4.7) imply
(4.8) dxU − dxV = dfUV = −α1U + α1V .
So dxU + α1U is a globally defined 1-form on X . We denote it by dx+ α1.
We construct another line bundle L2 with the first Chern class [−ω22π ]. Similarly, we write
locally ω2 = dα2, and define a coordinate y on fibers such that dy + α2 is a well-defined
1-form on the circle bundle S1 of L2. On X , ω1 = d(dx + α1) and ω2 = d(dy + α2), and
so [ω1] = [ω2] = 0 ∈ H2(X,R). When ω2 = nω1, d(n(dx + α1) − (dy + α2)) = 0. So
[n(dx+ α1)− (dy + α2)] ∈ H1(X,R). Finally we define
θ = dx+ α1 +
√−1(dy + α2).
Then θ is a (1, 0)-form on X , see [11] or the next section. Because dθ¯ = ω1 −
√−1ω2 is a
(1, 1)-form on X , its (0, 2)-component ∂¯θ¯ = 0. So [θ¯] ∈ H0,1
∂¯
(X) ∼= H1(X,O).
5. The calculation of trR ∧R
In order to calculate the curvature R and trR∧R, we express the Hermitian metric (4.1)
in terms of a basis of holomorphic (1,0) vector fields. Hence we need to write down the
complex structure on X . Let {U, zj = xj +
√−1yj, j = 1, 2} be a local coordinate in S.
The horizontal lifts of vector fields ∂∂xj and
∂
∂yj
, which are in the kernel of dx + π∗α1 and
dy + π∗α2, are
Xj =
∂
∂xj
− α1
(
∂
∂xj
)
∂
∂x
− α2
(
∂
∂xj
)
∂
∂y
for j = 1, 2,
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Yj =
∂
∂yj
− α1
(
∂
∂yj
)
∂
∂x
− α2
(
∂
∂yj
)
∂
∂y
for j = 1, 2.
The complex structure I˜ on X is defined as
I˜Xj = Yj , I˜Yj = −Xj, for j = 1, 2,
I˜
∂
∂x
=
∂
∂y
, I˜
∂
∂y
= − ∂
∂x
.
Let
Uj = Xj −
√−1I˜Xj = Xj −
√−1Yj ,
U0 =
∂
∂x
−√−1I˜ ∂
∂x
=
∂
∂x
−√−1 ∂
∂y
.
Then {Uj, U0} is the basis of the (1, 0) vector fields on X . The metric (4.1) takes the
following Hermitian form:
(5.1)
(
(gij¯) 0
0 1
)
as U1 and U2 are in the kernel of dx+ π
∗α1 and dy + π∗α2. Let
(5.2) θ = dx+
√−1dy + π∗(α1 +
√−1α2).
It’s easy to check that {π∗dzj , θ} annihilates the {Uj, U0} and is the basis of (0, 1)-forms
on X . So {π∗dzj, θ} are (1, 0)-forms on X . Certainly π∗dzj are holomorphic (1, 0)-forms
and θ is not. We need to construct another holomorphic (1, 0)-form on X . Because ω1 and
ω2 are harmonic forms on S, ∂ω1 = ∂ω2 = 0. By ∂¯-Poincare´ Lemma, locally we can find
(1, 0)-forms ξ = ξ1dz1 + ξ2dz2 and ζ = ζ1dz1 + ζ2dz2 on S , where ξi and ζj are smooth
complex functions on some open set of S, such that ω1 = ∂ξ and ω2 = ∂ζ. Let
θ0 = θ − π∗(ξ +
√−1ζ)
= (dx+
√−1dy) + π∗(α1 +
√−1α2)− π∗(ξ +
√−1ζ).
We claim that θ0 is a holomorphic (1, 0)-form. By our construction, θ0 is the (1, 0)-form.
But dθ = d(dx+
√−1dy + π∗(α1 +
√−1α2)) = π∗(ω1 +
√−1ω2) is a (1, 1)-form on X . So
(5.3) ∂θ = 0 and ∂θ = dθ = π∗(ω1 + iω2).
Thus
∂θ0 = ∂θ − ∂π∗(ξ +
√−1ζ)
= π∗(ω1 +
√−1ω2)− π∗(ω1 +
√−1ω2) = 0.
So θ0 is a holomorphic (1, 0)-form and {π∗dzj , θ0} forms a basis of holomorphic (1, 0)-forms
on X . Let
ϕj = ξj +
√−1ζj for j = 1, 2
and
U˜j = Uj + ϕjU0 for j = 1, 2.
Then {U˜j , U0} is dual to {π∗dzj , θ0} because Uj is in the kernel of θ. It’s the basis of
holomorphic (1, 0)-vector fields. The metric g0 then becomes the following Hermitian matrix:
HX =

 g11¯+ | ϕ1 |2 g12¯ + ϕ1ϕ2 ϕ1g21¯ + ϕ2ϕ1 g22¯+ | ϕ2 |2 ϕ2
ϕ1 ϕ2 1

 = ( g +B · B∗ B
B∗ 1
)
,(5.4)
where g is the Calabi-Yau metric on S and B = (ϕ1, ϕ2)
t.
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According to Strominger’s explanation in [21], when the manifold is not Ka¨hler, we should
take the curvature of Hermitian connection on the holomorphic tangent bundle T ′X . Using
the metric (5.4), we compute the curvature to be
R = ∂(∂HX ·H−1X ) =
(
R11¯ R12¯
R21¯ R22¯
)
,
where
R11¯ = RS + ∂B ∧ (∂B∗ · g−1) +B · ∂(∂B∗ · g−1),
R12¯ = −RSB + (∂g · g−1) ∧ ∂B − ∂B ∧ (∂B∗ · g−1)B,
−B∂(∂B∗ · g−1)B +B(∂B∗ · g−1) ∧ ∂B + ∂∂B,
R21¯ = ∂(∂B
∗ · g−1),
R22¯ = −∂(∂B∗ · g−1)B + (∂B∗ · g−1) ∧ ∂B,
and RS is the curvature of Calabi-Yau metric g on S. It is easy to check that tr(∂B∧ (∂B∗ ·
g−1) +B · ∂(∂B∗ · g−1))− ∂(∂B∗ · g−1)B + (∂B∗ · g−1) ∧ ∂B = 0. So trR = π∗trRS .
Proposition 6. [12] The Ricci forms of the Hermitian connections on X and S have the
relation trR = π∗trRS.
Remark 7. In the above calculation, we don’t use the condition that the metric g on S is
Calabi-Yau.
Proposition 8.
(5.5) trR ∧R = π∗(trRS ∧RS + 2tr∂∂(∂B ∧ ∂B∗ · g−1)).
Proof. Fix any point p ∈ S, we pick B such that B(p) = 0. Otherwise, B(p) 6= 0 and we
simply replace B by B−B(p). Hence in the calculation of trR∧R at p, all terms containing
the factor B will vanish. Thus
trR ∧R
= trRS ∧RS + 2trRS ∧ ∂B ∧ (∂B∗ · g−1)
+2tr∂g · g−1 ∧ ∂B ∧ ∂¯(∂B∗ · g−1) + 2tr∂∂B ∧ ∂(∂B∗ · g−1)
+tr∂B ∧ ((∂B∗ · g−1) ∧ ∂B ∧ (∂B∗ · g−1))
+((∂B∗ · g−1) ∧ ∂B ∧ (∂B∗ · g−1)) ∧ ∂B
= trRS ∧RS + 2trRS ∧ ∂B ∧ (∂B∗ · g−1)
+2tr∂g · g−1 ∧ ∂B ∧ ∂¯(∂B∗ · g−1) + 2tr∂∂B ∧ ∂(∂B∗ · g−1).
Proposition 8 follows from the next two lemmas. 
Lemma 9.
tr∂∂(∂B ∧ ∂B∗ · g−1) = trRS ∧ ∂B ∧ (∂B∗ · g−1)
+tr∂g · g−1 ∧ ∂B ∧ ∂¯(∂B∗ · g−1)
+tr∂∂B ∧ ∂(∂B∗ · g−1).
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Proof.
tr∂∂(∂B ∧ ∂B∗ · g−1)
= −tr∂(∂B ∧ ∂(∂B∗ · g−1))
= tr∂∂B ∧ ∂(∂B∗ · g−1) + tr∂B ∧ ∂∂(∂B∗ · g−1)
= tr∂∂B ∧ ∂(∂B∗ · g−1) + tr∂B ∧ ∂(∂B∗ ∧ ∂g−1)
= tr∂∂B ∧ ∂(∂B∗ · g−1)− tr∂B ∧ ∂(∂B∗ · g−1 ∧ ∂g · g−1)
= tr∂∂B ∧ ∂(∂B∗ · g−1)− tr∂B ∧ ∂(∂B∗ · g−1) ∧ ∂g · g−1
+tr∂B ∧ (∂B∗ · g−1) ∧ ∂¯(∂g · g−1)
= tr∂∂B ∧ ∂(∂B∗ · g−1)− tr∂B ∧ ∂(∂B∗ · g−1) ∧ ∂g · g−1
+tr∂B ∧ (∂B∗ · g−1) ∧RS
= tr(∂∂B ∧ ∂(∂B∗ · g−1)) + tr(RS ∧ ∂B ∧ ∂B∗ · g−1)
+tr(∂g · g−1 ∧ ∂B ∧ ∂(∂B∗ · g−1).

Lemma 10. tr(∂¯B ∧ ∂B∗ · g−1) is a well-defined (1,1)-form on S.
Proof. We take local coordinates (U, zi) and (W,wj) on S such that U ∩ W 6= ∅. Let
J = (∂wi∂zj ) and
(ω1 +
√−1ω2) |U= ∂(ϕ1dz1 + ϕ2dz2) = ∂ϕ1 ∧ dz1 + ∂¯ϕ2 ∧ dz2,
(ω1 +
√−1ω2) |W= ∂(γ1dw1 + γ2dw2) = ∂γ1 ∧ dw1 + ∂¯γ2 ∧ dw2.
Then on U ∩W ,(
∂¯γ1 ∂¯γ2
) ∧ ( dw1
dw2
)
=
(
∂¯ϕ1 ∂¯ϕ2
) ∧ ( dz1
dz2
)
.
So (
∂¯ϕ1 ∂¯ϕ2
)
=
(
∂¯γ1 ∂¯γ2
)
J.(5.6)
On the other hand, we have
(5.7) g(z) = J tg(w)J,
where g(z) = (gij¯(z)) and g(w) = (gij¯(w)). Then on U ∩W , using (5.6), (5.7), we have
tr
(
∂¯γ1
∂¯γ2
)
∧ ( ∂γ¯1 ∂γ¯2 ) · g−1(w)
= tr
(
∂¯γ1
∂¯γ2
)
∧
(
∂γ1 ∂γ2
)
· g−1(w)
= tr(J t)−1
(
∂¯ϕ1
∂¯ϕ2
)
∧
(
∂ϕ1 ∂ϕ2
)
J¯−1 · J¯ · g−1(z) · J t
= trJ t · (J t)−1
(
∂¯ϕ1
∂¯ϕ2
)
∧
(
∂ϕ1 ∂ϕ2
)
· g−1(z)
= tr
(
∂¯ϕ1
∂¯ϕ2
)
∧ ( ∂ϕ¯1 ∂ϕ¯2 ) · g−1(z),
which proves that tr(∂¯B ∧ ∂B∗ · g−1) is a well-defined (1, 1)-form on S. 
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Although tr(∂¯B ∧ ∂B∗ · g−1) is a well-defined (1,1)-form on S, we can not express it by
ω1 and ω2. But in some particular case, we can.
Proposition 11. When ω2 = nω1, n ∈ Z,
(5.8) tr(∂¯B ∧ ∂B∗ · g−1) =
√−1
4
(1 + n2) ‖ ω1 ‖2ωS ωS ,
where g is the given Calabi-Yau metric on S and ωS is the corresponding Ka¨hler form.
Proof. We recall that locally,
ω1 = ∂¯ξ, ξ = ξ1dz1 + ξ2dz2,
ω2 = ∂¯ζ, ζ = ζ1dz1 + ζ2dz2,
ϕj = ξj +
√−1ζj , for j = 1, 2,
B =
(
ϕ1
ϕ2
)
, B∗ =
(
ϕ¯1 ϕ¯2
)
.
When ω2 = nω1,we take ζ = nξ. Then ∂¯ζj = n∂¯ξj ,
∂¯B =
(
∂¯ϕ1
∂¯ϕ2
)
= (1 + n
√−1)
(
∂¯ξ1
∂¯ξ2
)
and
∂B∗ =
(
∂ϕ¯1 ∂ϕ¯2
)
= (1− n√−1) ( ∂ξ¯1 ∂ξ¯2 ) .
Using above equalities, we find
(5.9)
tr(∂¯B ∧ ∂B∗ · g−1)
=(1 + n2)tr
(
∂¯ξ1
∂¯ξ2
)
∧ ( ∂ξ¯1 ∂ξ¯2 ) · g−1
=
1 + n2
det g
tr
(
∂ξ1
∂z¯i
dz¯i
∂ξ2
∂z¯i
dz¯i
)
∧
(
∂ξ1
∂z¯j
dzj
∂ξ2
∂z¯j
dzj
)
·
(
g22¯ −g12¯
−g21¯ g11¯
)
=
1 + n2
det g
tr
(
∂ξ1
∂z¯i
∂ξ2
∂z¯i
)
∧
(
∂ξ1
∂z¯j
∂ξ2
∂z¯j
)
·
(
g22¯ −g12¯
−g21¯ g11¯
)
dz¯i ∧ dzj .
In order to get the global formula, we need to calculate ω1. As ω1 is real,
(5.10)
∂ξi
∂z¯j
= −∂ξj
∂z¯i
for i, j = 1, 2.
Since ω1 is anti-self-dual, i.e., ω1 ∧ ωS = 0, we have
(5.11) g11¯
∂ξ2
∂z¯2
+ g22¯
∂ξ1
∂z¯1
− g12¯
∂ξ2
∂z¯1
− g21¯
∂ξ1
∂z¯2
= 0.
Because
(5.12) ω1 ∧ ω1 = −ω1 ∧ ∗ω1 = −ω1 ∗ ω¯1 = − ‖ ω1 ‖2ωS
ω2S
2!
,
locally we also have
(5.13)
1
det(g)
(
∂ξ1
∂z¯1
∂ξ2
∂z¯2
− ∂ξ1
∂z¯2
∂ξ2
∂z¯1
)
=
1
8
‖ ω1 ‖2ωS .
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Now using above (5.10), (5.11) and (5.13), we calculate the component of dz¯1 ∧ dz1 in (5.9)
to be
(5.14)
1 + n2
det(g)
(
g22¯
∂ξ1
∂z¯1
∂ξ1
∂z¯1
− g21¯
∂ξ1
∂z¯1
∂ξ2
∂z¯1
− g12¯
∂ξ2
∂z¯1
∂ξ1
∂z¯1
− g11¯
∂ξ2
∂z¯1
∂ξ2
∂z¯1
)
=
1 + n2
det(g)
(
g21¯
∂ξ1
∂z¯1
∂ξ1
∂z¯2
+ g12¯
∂ξ2
∂z¯1
∂ξ1
∂z¯1
− g22¯
(
∂ξ1
∂z¯1
)2
− g11¯
∂ξ2
∂z¯1
∂ξ1
∂z¯2
)
=
1 + n2
det(g)
(
∂ξ1
∂z¯1
(
g21¯
∂ξ1
∂z¯2
+ g12¯
∂ξ2
∂z¯1
)
− g22¯
(
∂ξ1
∂z¯1
)2
− g11¯
∂ξ2
∂z¯1
∂ξ1
∂z¯2
)
=
1 + n2
det(g)
(
∂ξ1
∂z¯1
(
g11¯
∂ξ2
∂z¯2
+ g22¯
∂ξ1
∂z¯1
)
− g22¯
(
∂ξ1
∂z¯1
)2
− g11¯
∂ξ2
∂z¯1
∂ξ1
∂z¯2
)
=
1 + n2
det(g)
g11¯
(
∂ξ1
∂z¯1
∂ξ2
∂z¯2
− ∂ξ2
∂z¯1
∂ξ1
∂z¯2
)
=
1 + n2
8
‖ ω1 ‖2ωS g11¯.
Similarly, the components of dz¯2∧dz1, dz¯1∧dz2 and dz¯2∧dz2 in (5.9) are 1+n28 ‖ ω1 ‖2ωS g12¯,
1+n2
8 ‖ ω1 ‖2ωS g21¯ and 1+n
2
8 ‖ ω1 ‖2ωS g22¯ respectively. So we obtain
tr(∂¯A ∧ ∂A∗ · g−1)
=
1 + n2
8
‖ ω1 ‖2ωS (g11¯dz¯1 ∧ dz1 + g12¯dz¯2 ∧ dz1 + g21¯dz¯1 ∧ dz2 + g22¯dz¯2 ∧ dz2)
=
√−11 + n
2
4
‖ ω1 ‖2ωS ωS .

6. Reduction of the Strominger’s system
Consider a 3-dimensional Hermitian manifold (X,ω0,Ω) as described in the section 2.
Let ωS be the Calabi-Yau metric on S. Let
θ = dx+ α1 +
√−1(dy + α2),
then the Hermitian form ω0 in (4.2) is
ω0 = π
∗ωS +
√−1
2
θ ∧ θ¯.
Because ‖ Ω ‖= 1, and ω1 and ω2 are anti-self-dual,we use (5.3) to compute
(6.1)
d(‖ Ω ‖ω0 ω20)
= dω20 = d(π
∗ω2S +
√−1π∗ωS ∧ θ ∧ θ¯)
=
√−1π∗ωS ∧ dθ ∧ θ¯ −
√−1π∗ωS ∧ θ ∧ dθ¯
=
√−1π∗ωS ∧ (ω1 +
√−1ω2) ∧ θ¯ −
√−1π∗ωS ∧ (ω1 −
√−1ω2) ∧ θ
= 0.
According to Lemma 1, (ω0,Ω) is the solution of equation (2.4). Let u be any smooth
function on S and let
(6.2) ωu = π
∗(euωS) +
√−1
2
θ ∧ θ¯.
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Then
‖ Ω ‖2ωu=
ω30
ω3u
=
1
e2u
and
‖ Ω ‖ωu ω2u = e−u(e2uω2S +
√−1euωS ∧ θ ∧ θ¯)
= ω20 + (e
u − 1)ω2S .
Using (6.1), we obtain
d(‖ Ω ‖ωu ω2u) = dω20 + d(eu − 1) ∧ ω2S = 0
because eu is a function on S. Hence we have proven the following
Lemma 12. [11] The metric (6.2) defined on X satisfies equation (2.5) and so satisfies
equation (2.4).
Let V be a stable vector bundle over X with degree 0 with respective to the metric ωu.
According to Li-Yau’s theorem [17], there is a Hermitian-Yang-Mills metric H on V , which
is unique up to constant. Then (V,H,X, ωu) satisfies equation (2.1), (2.2) and (2.4) of the
Strominge’s system. Hence to look for a solution to Strominger’s system, we need only to
consider equation (2.3):
(6.3)
√−1∂∂¯ωu = α
′
4
(trRu ∧Ru − trFH ∧ FH),
where Ru is the curvature of Hermitian connection of metric ωu on the holomorphic tangent
bundle T ′X . Define the Laplacian operator △ with respective to the metric ωS as
△ψω
2
S
2!
=
√−1∂∂¯ψ ∧ ωS .
Lemma 13.
√−1∂∂¯ωu = △eu · ω
2
S
2! +
1
2 (‖ ω1 ‖2ωS + ‖ ω2 ‖2ωS)ω
2
S
2! .
Proof. Using (5.3) and (5.12), we compute
√−1∂∂ωu =
√−1∂∂(euωS +
√−1
2
θ ∧ θ)
=
√−1∂∂¯eu ∧ ωS − 1
2
∂¯θ ∧ ∂θ¯
= △eu · ω
2
S
2!
− 1
2
(ω1 +
√−1ω2) ∧ (ω1 −
√−1ω2)
= △eu · ω
2
S
2!
− 1
2
(ω1 ∧ ω1 + ω2 ∧ ω2)
= △eu · ω
2
S
2!
+
1
2
(‖ ω1 ‖2ωS + ‖ ω2 ‖2ωS )
ω2S
2!
.

Lemma 14. trRu∧Ru = π∗trRS ∧RS+2π∗(∂∂¯u∧∂∂¯u)+2π∗(∂∂¯(e−utr(∂¯B∧∂B∗ ·g−1))).
Proof. In the proof of the Proposition 8 we don’t use the condition that ωS is Ka¨hler. So if
we replace metric g by eug, we can still obtain:
(6.4)
trRu ∧Ru =π∗(trRuS ∧RuS + 2tr∂∂¯(∂¯B ∧ ∂B∗ · (eug)−1))
=π∗(trRuS ∧RuS + 2∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))),
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here RuS denotes the curvature of Hermitian connection of the metric e
ug on holomorphic
tangent bundle T ′S. So
RuS = ∂¯(∂(e
ug) · (eug)−1)
= ∂¯(∂u · I + ∂g · g−1)
= ∂¯∂u · I +RS
and
(6.5)
trRuS ∧RuS =trRS ∧RS + 2∂∂¯u ∧ ∂∂¯u+ 2∂∂¯u ∧ trRS
=trRS ∧RS + 2∂∂¯u ∧ ∂∂¯u,
here we use the fact that trRS = 0 because the Hermitian metric g is the Calabi-Yau metric
on S. Inserting (6.5) into (6.4), we have proven the lemma. 
From Lemma 13 and 14, we can rewrite equation (6.3) as
(6.6)
√−1∂∂¯eu ∧ ωS − α
′
2
∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α
′
2
∂∂¯u ∧ ∂∂¯u
=
α′
4
trRS ∧RS − α
′
4
trFH ∧ FH − 1/2(‖ ω1 ‖2 + ‖ ω2 ‖2ωS)ω2S/2!.
Proposition 15. There is no solution of Strominger’s system on the torus bundle X over
T 4 if the metric is euωS +
√−1
2 θ ∧ θ¯.
Proof. Wedging left-hand side of equation (6.6) by ωu and integrating over X , we get
(6.7)
∫
X
{√−1∂∂¯eu ∧ ωS − α
′
2
∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α
′
2
∂∂¯u ∧ ∂∂¯u} ∧ ω′u
=
∫
X
{√−1∂¯eu ∧ ωS − α
′
2
∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α
′
2
∂¯u ∧ ∂∂¯u} ∧ ∂ω′u = 0
because ∂ωu = ∂(e
u) ∧ ωS + 2θ ∧ (ω1 −
√−1ω2). When S = T 4, RT 4 = 0. Integrating both
sides of (6.6) and applying (6.7), we get
(6.8) α′
∫
X
trFH ∧ FH ∧ ωu + 1
2
∫
X
(‖ ω1 ‖2ωS + ‖ ω2 ‖2ωS)
ω2
2!
∧ ωu = 0.
Certainly
(6.9) 2
∫
X
(‖ ω1 ‖2ωS + ‖ ω2 ‖2ωS )
ω2S
2!
∧ ωu = 2
∫
X
e−2u(‖ ω1 ‖2ωS + ‖ ω2 ‖2ωS )
ω3u
3!
> 0.
On the other hand, it is well-known that
trF 2H
8π2
=
1
2
c21(V )− c2(V ) =
1
2r
c21(V )−
1
2r
(2rc2(V )− (r − 1)c21(V )),
where r is a rank of the bundle V and that
(2r(c2(V )− (r − 1)c21(V )) ∧ ωu =
r
4π2
| F0 |2 ω
3
u
3!
,
where F0 = FH − 1r trFH · idV . So
trF 2H ∧ ωu =
8π2
2r
c21(V )− | F0 |2
ω3u
3!
.
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Now according to equation (2.2), FH ∧ ω2u = 0 and so c1(V ) ∧ ω2u = 0. Therefore c1(V ) is
an anti-self-dual (1, 1)-form on X . Thus
c21(V ) ∧ ωu = − | c1(V ) |2
ω3u
3!
and
(6.10)
∫
X
trF 2H ∧ ωu = −
4π2
r
∫
X
| c1(V ) |2 ω
3
u
3!
−
∫
X
| F0 |2 ω
3
u
3!
≤ 0.
Inserting (6.9) and (6.10) into (6.8), we get a contradiction. 
This situation is different if the base is K3 surface. At first we observe
Lemma 16. Let E be a stable vector bundle over S with degree 0 with respective to the
Calabi-Yau metric ωS. Then V = π
∗E is also a stable vector bundle over X with degree 0
with respective to Hermitian metric ωu for any smooth function u on S.
Proof. According to the Donaldson-Uhlenbeck-Yau theorem, there is an unique Hermitian-
Yang-Mills metric H on E up to constant. Since we assume that the degree of E is zero,
the curvature FH of H satisfies the equation
FH ∧ ωS = 0.
For the metric π∗H on V = π∗E, the curvature π∗(FH) satisfies
π∗FH ∧ ω2u = π∗(FH ∧ ωS) ∧ (π∗(e2uωS) + π∗(eu)θ ∧ θ¯) = 0.
So π∗H is also the Hermitian-Yang-Mills metric on V = π∗E with degree 0. Thus V is
a stable vector bundle over X with respective to the Hermitian metric ωu for any smooth
function u. 
When we restrict ourselves to consider such a vector bundle (V = π∗E, π∗FH) over X , we
see that equation (6.6) on X can be considered as an equation on S. Integrating equation
(6.6) over S, we get
(6.11) α′
∫
S
{trRS ∧RS − trFH ∧ FH} = 2
∫
S
(‖ ω1 ‖2ωS + ‖ ω2 ‖2ωS)
ω2S
2!
.
As
∫
S
trRS ∧RS = 8π2c2(V ) = 8π2 × 24, and
∫
S
trFH ∧ FH = 8π2 × (c2(E)− 12c21(E)) ≥ 0,
we can rewrite equation (6.11) as
(6.12) α′(24− (c2(E)− 1
2
c21(E))) =
∫
S
(‖ ω1
2π
‖2ωS + ‖
ω2
2π
‖2ωS )
ω2S
2!
.
Using notations of section 1, above equation implies:
(6.13) α′(24− κ(E)) +
(
Q
(ω1
2π
)
+Q
(ω2
2π
))
= 0.
This equation implies that there is a smooth function µ such that
(6.14)
α′
4
trRS ∧RS − α′trFH ∧ FH − 1
2
(‖ ω1 ‖2 + ‖ ω2 ‖2ωS)
ω2S
2!
= −µω
2
S
2!
and
∫
S
µ
ω2S
2! = 0. Inserting (6.14) into (6.6), we obtain the following equation:
(6.15)
√−1∂∂¯eu ∧ ωS − α
′
2
∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α
′
2
∂∂¯u ∧ ∂∂¯u+ µω
2
S
2!
= 0
where µ is a smooth function satisfying the integrable condition
∫
S
µ = 0 and tr(∂¯B ∧
∂B∗ · g−1) is a smooth well-defined real (1, 1)-form on S. In the next section we will use
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the continuity method to solve equation (6.15). We will prove that equation (6.15) has a
smooth solution u.
Theorem 17. Let S be a K3 surface with a Calabi-Yau metric ωS. Let ω1 and ω2 be
anti-self-dual (1, 1)-forms on S such that ω12π ∈ H2(S,Z) and ω22π ∈ H2(S,Z). Let X be a
T 2-bundle over S constructed by ω1 and ω2. Let E be a stable bundle over S with degree 0.
Suppose that ω1, ω2 and κ(E) satisfy the condition (6.13). Then there exist a smooth func-
tion u on S and a Hermitian-Yang-Mills metric H on E such that (V = π∗E, π∗FH , X, ωu)
is a solution of Strominger’s system.
Proof. Because we assume that E is a stable bundle over S with degree 0 with respective
to the Calabi-Yau metric ωS , according to the Donaldson-Uhlenbeck-Yau theorem, there is
an unique Hermitian-Yang-Mills metric H on E up to constant such that the curvature FH
of metric H satisfies
F 2,0H = F
0,2
H = 0, FH ∧ ωS = 0.
So we have π∗F 2,0H = π
∗F 0,2H = 0 and according to Lemma 16, we also have π
∗FH ∧ ω2u =
0. Now according to our assumption, (ω1, ω2, E) satisfies the condition (6.13), and hence
there is a function µ satisfying equation (6.14). Then we solve equation (6.15). According
to Theorem 18 in the next section, there exists a smooth solution u of equation (6.15).
Combining equation (6.15) with (6.14), we know that u is the solution of equation (6.6).
So (π∗FH , ωu) satisfies equation (2.3). On the other hand, according to Lemma 12, the
metric ωu = e
uωS +
√−1
2 θ ∧ θ¯ on X satisfies equation (2.4). Thus we have proven that
(V = π∗E, π∗FH , X, ωu) satisfy all equations of Strominger’s system. 
7. Solving the equation
In this section, we want to prove
Theorem 18. The equation
(7.1)
√−1∂∂¯eu ∧ ωS − α
′
2
∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α
′
2
∂∂¯u ∧ ∂∂¯u+ µω
2
S
2!
= 0
has a smooth solution u such that ω′ = euωS −
√−1
2 tα
′e−utr(∂¯B ∧ ∂B∗ · g−1) + α′√−1∂∂¯u
defines a Hermitian metric on S.
Proof. We solve equation (7.1) by the continuity method. More precisely we introduce a
parameter t ∈ [0, 1] and consider the following equation
(7.2)
√−1∂∂¯eu ∧ ωS − tα∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α∂∂¯u ∧ ∂∂¯u+ tµω2S/2! = 0,
where we have replace α
′
2 by α. Let
ρ = −√−1tr(∂¯B ∧ ∂B∗ · g−1),
then according to Lemma 10, ρ is a well-defined real (1, 1)-form on S. We can rewrite the
equation as
(7.3)
√−1∂∂¯eu ∧ ωS − tα
√−1∂∂¯(e−uρ)− α∂∂¯u ∧ ∂∂¯u+ tµω
2
S
2!
= 0.
We shall impose the following:
(7.4) Elliptic condition : ω′ = euωS + tαe−uρ+ 2α
√−1∂∂¯u > 0
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and
(7.5) Normalization :
(∫
S
e−4u
ω2S
2!
) 1
4
= A,
∫
S
1
ω2S
2!
= 1.
Let Ck,α0(S) be the space of functions whose k-derivatives are Ho¨lder continuous with
exponent 0 < α0 < 1. We consider the solution in the following space
(7.6) BA = {u ∈ C2,α0(S) | u satisfies the normalization (7.5)}
and
(7.7) BA,t = {u ∈ BA | u also satisfies the elliptic condition (7.4)}.
Let
(7.8) T = {s ∈ [0, 1] | for t ∈ [0, s] equation (7.3) admits a solution in BA,t}.
Obviously 0 ∈ T with a solution u = − lnA. Hence we need only to show that T is both
closed and open in [0, 1]. This will imply that 1 ∈ T and that our original equation has
a solution in C2,α0 . To see that the set T is open, we use the standard implicity function
theorem.
Let t0 ∈ T and ut0 be a solution of equation (7.3). Let B[0,1] = {(t, u) ∈ [0, 1]×BA | u ∈
BA,t}. Then B[0,1] is an open set of [0, 1]× BA. Let C0,α00 (S) = {ψ ∈ C0,α0 |
∫
S
ψ
ω2S
2! = 0}.
We have a map: L˜ : B[0,1] → C0,α00 (S),
(7.9) L˜(t, u) = ∗ωS(
√−1∂∂¯eu ∧ ωS −
√−1tα∂∂¯(e−uρ)− α∂∂¯u ∧ ∂∂¯u+ tµω2S/2!).
According to the definition of t0, L˜(t0, ut0) = 0. The differential dL˜ of L˜ at ut0 evaluated
at ϕ is L(ϕ), where the linear operator L from C2,α0(S) to C0,α0(S) is defined as:
(7.10) L(ϕ) = ∗ωS (
√−1∂∂¯(eut0ϕ) ∧ ωS +
√−1t0α∂∂¯(e−ut0ϕρ)− 2α∂∂¯ut0 ∧ ∂∂¯ϕ).
So dL˜ = L |Tut0BA , where Tut0BA = {ϕ ∈ C
2,α0(S) | ∫ e−4ut0ϕ = 0} is the tangent space of
BA at ut0 . The principle part of the operator ∗ωSL is
(7.11)
√−1∂∂¯ϕ ∧ (eut0ωS + t0αe−ut0ρ+ 2α
√−1∂∂¯ut0).
From the elliptic condition (7.4), we get:
(7.12) ω′t0 = e
ut0ω + t0αe
−ut0ρ+ 2α
√−1∂∂¯ut0 > 0.
ω′t0 can be taken as a Hermitian (not Ka¨hler !) metric on S. Let
(7.13) P =
√−1Λω′t0∂∂¯.
Then P is an elliptic operator on S. Because ut0 is a solution in C
2,α0 and our µ and ρ are
smooth, according to Schauder theory, ut0 is smooth. So the operator P is smooth and can
be defined by
(7.14)
√−1∂∂¯ψ ∧ ω′t0 = P (ψ)ω′2t0/2!
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for any C2(S) function ψ on S. For any φ, ψ ∈ C2,α0(S,R), we compute∫
L∗(ψ)ϕ
ω2S
2!
=
∫
ψ · L(ϕ)ω
2
S
2!
=
∫
ψ · {√−1∂∂¯(eut0ϕ) ∧ ωS +
√−1t0α∂∂¯(e−ut0ϕρ)− 2α∂∂¯ut0 ∧ ∂∂¯ϕ}
=
∫
ϕ
√−1∂¯∂ψ ∧ (eut0ωS + t0αe−ut0 ρ+ 2α
√−1∂∂¯ut0)
=
√−1
∫
ϕ∂∂¯ψ ∧ ω′t0
=
∫
ϕ · P (ψ)ω
′2
t0
2!
=
∫
P ∗(ϕ)ψ
ω′2t0
2!
.
Thus using the Corollary in page 227 of [16], we obtain
kerL∗ = kerP = R
and
kerL = kerP ∗ = {Rϕ0 | ϕ0 is a nonzero function that has constant sign}.
Now we are ready to prove dL˜ is invertible. Because dL˜ = L |Tut0BA , we only need to
prove L |Tut0BA : Tut0BA → C
0,α0
0 (S) is invertible. It is clearly that kerL ∩ Tut0BA = 0.
So dL˜ = L |Tut0BA is injective. Next we prove that dL˜ = L |Tut0BA is surjective. For any
ψ ∈ C0,α00 (S), we have ψ ⊥ kerL∗. It is well known that there is a weak solution ϕ1 of
linear elliptic equation L(ϕ1) = ψ. The Schauder theory shows that ϕ ∈ C2,α0(S) when
ψ ∈ C0,α0(S). Take c0 = −
∫
e
−4ut0 ϕ1∫
e
−4ut0 ϕ0
, then ϕ1 + c0ϕ0 ∈ Tut0BA and L(ϕ1 + c0ϕ0) = ψ.
So dL˜ = L |Tut0BA is surjective. Hence dL˜ of L˜ at ut0 is invertible and L˜ maps an open
neighborhood of (t0, ut0) in B[0,1] to an open neighborhood of L˜(t0, ut0) in C
0,α0
0 (S). This
proves the set T is open.
It remains to prove that T is closed. Let ρ =
√−1
2 ρij¯dzi ∧ dz¯j , then we can write g′ij¯ as
g′ij¯ = e
ugij¯ + tαe
−uρij¯ + 4αuij¯ .
By directly computation, we get
(7.15)
det g′
ij¯
det gij¯
=e2u + 2αeu △ u+ tαgij¯ρij¯ + 2tα2e−u(
√−1∂∂¯u ∧ ρ, ω
2
S
2!
)
+ t2α2e−2u
det ρij¯
det gij¯
+ 16α2
detuij¯
det gij¯
.
We can rewrite equation (7.3) as
(7.16)
8α
detuij¯
det gij¯
=− eu △ u− 2eu | ▽u |2 −tµ− tαe−u(√−1∂∂¯u ∧ ρ, ω
2
S
2!
)
+ tαe−u(
√−1∂u ∧ ∂¯u ∧ ρ, ω
2
S
2!
)− tαe−u(√−1∂u ∧ ∂¯ρ, ω
2
S
2!
)
+ tαe−u(
√−1∂¯u ∧ ∂ρ, ω
2
S
2!
) + tαe−u(
√−1∂∂¯ρ, ω
2
2
2!
).
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Then inserting (7.16) into (7.15), we find the Monge-Ampe`re-type equation:
(7.17)
det(eugij¯ + tαe
−uρij¯ + 4αuij¯)
det gij¯
= Ft,ut
where
Ft,ut =e
2u + tαgij¯ρij¯ + t
2α2e−2u
det ρij¯
det gij¯
− 2eu | ▽u |2
+ 2tα2e−u(
√−1∂u ∧ ∂¯u ∧ ρ, ω
2
S
2!
)− 2tα2e−u(√−1∂u ∧ ∂¯ρ, ω
2
S
2!
)
+ 2tα2e−u(
√−1∂¯u ∧ ∂ρ, ω
2
S
2!
) + 2tα2e−u(
√−1∂∂¯ρ, ω
2
2
2!
)− 2tαµ.
In particular, when ω2 = nω1,
Ft,ut =(e
u + tαfe−u)2 − 2α(eu − tαfe−u) | ▽u |2
− 4tα2e−u▽ u · ▽f + 2tα2e−u△ f − 2tαµ.
If tq is a sequence in T, then we have a sequence uq ∈ C2,α0(S) such that
(7.18)
det(euqgij¯ + tqαe
−uqρij¯ + 4α
∂2uq
∂zi∂z¯j
)
det gij¯
= Ftq ,utq .
Differentiating equation (7.18), we have
(7.19)
4α det
(
euqgij¯ + tqαe
−uqρij¯ + 4α
∂2uq
∂zi∂z¯j
)
·
∑
ij¯
g′ij¯q
∂2
∂zi∂z¯j
(
∂uq
∂zk
)
=− det
(
euqgij¯ + tqαe
−uqρij¯ + 4α
∂2uq
∂zi∂z¯j
)
·
∑
ij¯
g′ij¯q
∂
∂zk
(euqgij¯ + tqαe
−uqρij¯)
+
∂
∂zk
{det gij¯ · Ftq ,utq }.
Proposition 24 ( and Proposition 20-22 for a special case ω2 = nω1) shows that the operator
on the left-hand side of (7.19) is uniformly elliptic. Proposition 25 (and Proposition 23
for the special case) shows that the coefficients are Ho¨lder continuous with exponent α for
any 0 ≤ α0 ≤ 1. The Schauder estimate then gives an estimate for the C2,α0 -estimates
of ∂uq/∂zk. Similarly we can find C
2,α0 -norm of ∂uq/∂z¯k. Therefore the sequence {uq}
converges in the C2,α0 -norm to a solution of the equation
det(eugij¯ + t0αe
−uρij¯ + 4α
∂2u
∂zi∂z¯j
)
det gij¯
= Ft0 ,
where t0 = limq→∞ tq. Thus we find a C2,α0(S) solution u of equation (7.17). But equation
(7.17) is equivalent to equation (5.3). Hence T is closed. So there is a solution u of equation
(7.1) in C2,α0(S). Because our function µ and (1, 1)-form−√−1tr(∂¯B∧∂B∗ ·g−1) is smooth,
again by the Schauder theory, we get the smooth solution of equation (7.1). 
20
8. Zeroth order estimate
From this section to the section 11, we do a priori estimates of u up to the third order.
We deal with the simpler case ω2 = nω1, where ω1 is an anti-self-dual (1, 1)-form on S. We
let f = 1+n
2
4 ‖ ω1 ‖2ωS . Then the equation is
△(eu − tαfe−u) + 8αdetuij¯
det gij¯
+ tµ = 0,
where f and µ are smooth functions on S such that f ≥ 0 and ∫
S
µ
ω2S
2! = 0. According to
our assumption, u ∈ C2,α0(S). So by the Schauder theory, the solution u is smooth. We
denote partial derivatives by uij¯ = ∂ij¯u =
∂2u
∂zi∂j¯
. If we replace tαf by f and tµ by µ, then
the equation can be written as
(8.1) △(eu − fe−u) + 8αdetuij¯
det gij¯
+ µ = 0.
We impose the elliptic condition
ω′ = (eu + fe−u)ωS + 2α
√−1∂∂¯u > 0
and the normalization condition
(8.2)
(∫
S
e−4u
ω2S
2!
) 1
4
= A,
∫
S
1
ω2S
2!
= 1.
In this section we prove that if A is small enough, then the solution u has an upper bound
and a lower bound depending only on α, f , µ, Sobolev constant of metric ωS and A. In the
next section, we shall prove that if A is small enough, then the determinant of ω′ has a lower
bound greater than 0 and the metric ω′ is uniformly positive. Let g′ =
√−1
2 g
′
ij¯
dzi ∧ dzj¯ ,
where
g′ij¯ = (e
u + fe−u)gij¯ + 4αuij¯ .
We note that
ω′2
2!
=
det g′
ij¯
det gij¯
ω2S
2!
.
The matrix (g′ij¯) satisfies the equation∑
g′ij¯gij¯ = δ
j¯
k¯
.
So
g′11¯ =
g′22¯
det g′
ij¯
, g′12¯ = − g
′
21¯
det g′
ij¯
, g′21¯ = − g
′
12¯
det g′
ij¯
, g′22¯ =
g′11¯
det g′
ij¯
.
Hence from the definition (7.14) of the operator P , we have P (ϕ) = 2g′ij¯ϕij¯ . We apply
equation (8.1) to compute
(8.3)
P (u)
det g′
ij¯
det gij¯
= (2g′ij¯uij¯)
det g′
ij¯
det gij¯
=2(g′22¯∂11¯u+ g
′
11¯∂22¯u− g′12¯∂21¯u− g′21¯∂12¯u) · (det gij¯)−1
=(eu + fe−u)△ u+ 16αdetuij¯
det gij¯
=(eu + fe−u)△ u− 2△ (eu − fe−u)− 2µ.
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In the following, the volume form will be
ω2S
2! unless it is clear from the context. We can use
(8.3) to compute
(8.4)
∫
P (e−ku)
ω′2
2!
= 2
∫
g′ij¯∂ij¯(e
−ku)
ω′2
2!
= k2
∫
e−ku(2g′ij¯∂iu∂j¯u)
ω′2
2!
− k
∫
e−ku(2g′ij¯∂ij¯u)
ω′2
2!
≥ −k
∫
e−kuP (u)
ω′2
2!
= −k
∫
e−kuP (u)
det g′
ij¯
det gij¯
ω2
2!
= −k
∫
e−ku(eu + fe−u)△ u+ 2k
∫
e−ku △ (eu − fe−u) + 2k
∫
e−kuµ.
On the other hand, we can also use (7.14) to compute
(8.5)
∫
P (e−ku)
ω′2
2!
=
√−1
∫
∂∂¯(e−ku) ∧ ω′
=
√−1
∫
∂∂¯(e−ku) ∧ ((eu + fe−u)ωS + 2α
√−1∂∂¯u)
=
∫
(eu + fe−u)△ (e−ku)
=− k
∫
e−ku(eu + fe−u)△ u+ k2
∫
e−ku(eu + fe−u) | ▽u |2,
where | ▽u |2= 2gij¯uiuj¯ . Combing (8.4) and (8.5),
(8.6)
k
∫
(eu + fe−u)e−ku | ▽u |2
≥2
∫
e−ku △ (eu − fe−u) + 2
∫
e−kuµ
=2
∫
e−ku(eu + fe−u)△ u+ 2
∫
e−ku(eu − fe−u) | ▽u |2
− 2
∫
e−(k+1)u △ f + 4
∫
e−(k+1)u ▽ u · ▽f + 2
∫
e−kuµ,
where ▽u · ▽f = gij¯(uifj¯ + uj¯fi). When k ≥ 2, we integrate by part and obtain
(8.7)
2
∫
e−ku(eu + fe−u)△ u
=2(k − 1)
∫
e−(k−1)u | ▽u |2 +2(k + 1)
∫
fe−(k+1)u | ▽u |2
+
2
k + 1
∫
e−(k+1)u △ f ω
2
S
2!
− 4
∫
e−(k+1)u ▽ u · ▽f.
Inserting (8.7) into (8.6),
k
∫
e−(k−1)u | ▽u |2 +k
∫
fe−(k+1)u | ▽u |2
≤2(1− 1
k + 1
)
∫
e−(k+1)u △ f − 2
∫
e−kuµ.
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Because f ≥ 0, above inequality implies
(8.8) k
∫
e−(k−1)u | ▽u |2≤ C0
∫
e−(k+1)u + C0
∫
e−ku,
where C0 depends only on f (so also depends on α) and µ. In the following, C0 may depend
on α, f , µ and the Sobolev constant of S about the metric ωS. We use the constant C0
in the generic sense. So C0 may mean different constants in different equations. Now from
above inequality, if we replace k − 1 by k, then when k ≥ 1,
(8.9)
∫
| ▽(e−u) k2 |2≤ C0k
∫
e−(k+2)u + C0k
∫
e−(k+1)u.
We apply the Sobolev inequality
‖ e− k2 u ‖Lr≤ C0(‖ e− k2 u ‖Lp + ‖ ▽e− k2 u ‖Lp
with r = 4p4−p = 4. In the case p = 2, we have(∫
(e−u)2k
) 1
2
≤ C0
∫
(e−u)k + C0
∫
| ▽(e−u) k2 |2 .
Inserting (8.9) into above inequality, we get(∫
(e−u)2k
) 1
2
≤ C0
∫
(e−u)k + C0k
∫
(e−u)k+2 + C0k
∫
(e−u)k+1.
Because we have normalized the metric ωS such that
∫
S 1
ω2S
2! = 1, we apply the Ho¨lder
inequality to above inequality to get
(8.10)
(∫
(e−u)2k
) 1
2
≤ C0
(∫
(e−u)k+2
) k
k+2
+ C0k
(∫
(e−u)k+2
) k+1
k+2
+ C0k
∫
(e−u)k+2.
Note that when k = 2, above inequality has no use. This explains why we need the normal-
ization (8.2). In the following we assume that
(8.11)
(∫
(e−u)4
) 1
4
= A < 1,
∫
S
1
ω2S
2!
= 1.
There are two cases:
Case (1): For any k ≥ 4, ∫ (e−u)k ≤ 1. Then (8.10) implies
(8.12)
(∫
(e−u)2k
) 1
2
≤ C0k
(∫
(e−u)k+2
) k
k+2
.
Applying the Ho¨lder inequality,
(8.13)
∫
(e−u)k+2 =
∫
(e−u)k−2(e−u)4
≤
(∫
((e−u)k−2)
k
k−2
) k−2
k
(∫
((e−u)4)
k
2
) 2
k
=
(∫
(e−u)k
) k−2
k
(∫
(e−u)2k
) 2
k
.
Inserting above inequality into (8.12), we see
(8.14)
∫
(e−u)2k ≤ C0k2
k+2
k−2
(∫
(e−u)k
)2
≤ C0k2
(∫
(e−u)k
)2
.
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Take k = 2β for β ≥ 2. Then β ≥ 2 and rewrite (8.14) as∫
(e−u)2
β+1 ≤ C022β
(∫
(e−u)2
β
)2
.
Iterating above inequality, we get
(8.15)
(∫
(e−u)2
β+1
) 1
2β+1 ≤ C0
(∫
(e−u)4
) 1
4
.
We fix the constant C0 and denote it by C1, which depends only on f , µ, α and the Sobolev
constant of S with respective to the metric ωS. Letting β →∞, we find
(8.16) exp(− inf u) =‖ e−u ‖∞≤ C1A.
Case(2). There is an integer k such that
∫
(e−u)k > 1. Let k0 be the first such an integer.
According to the assumption (8.11), k0 > 4. Then for any k ≥ k0, by the Ho¨lder inequality,
we have
∫
(e−u)k > 1. For any k ≥ k0 > 4, inequality (8.10) and (8.13) imply(∫
(e−u)2k
) 1
2
≤ C0k
∫
(e−u)k+2
≤C0k
(∫
(e−u)k
) k−2
k
(∫
(e−u)2k
) 2
k
.
We can see from above inequality:∫
(e−u)2k ≤ C0k2
(∫
(e−u)k
)2 k−2
k−4
for k ≥ k0 > 4.
Using above inequality for k ≥ k0 and the inequality (8.14) for k < k0, we can still get the
estimate (8.16) of inf u, because Aa < A when A < 1 and a > 1.
Next we estimate supS u. Similar to the way we estimate inf u, we compute
∫
S P (e
pu)ω
′2
2!
by two methods and get
(8.17) p
∫
(eu + fe−u)epu | ▽u |2≥ −2
∫
epu△ (eu − fe−u)− 2
∫
epuµ.
Integrating by part, when p ≥ 2,
(8.18)
∫
epu △ (eu − fe−u)
=− p
∫
e(p+1)u | ▽u |2 −p
∫
e(p−1)uf | ▽u |2 −
(
1 +
1
p− 1
)∫
e(p−1)u △ f
and when p = 1,
(8.19)
∫
eu△ (eu − fe−u) = −
∫
e2u | ▽u |2 −
∫
f | ▽u |2 −
∫
u△ f.
Inserting (8.18) or (8.19) into (8.17), because f > 0, we get
(8.20) p
∫
e(p+1)u | ▽u |2≤ C0
∫
epu + C0
∫
e(p−1)u for p ≥ 2.
When p = 1,
(8.21)
∫
e2u | ▽u |2≤ 2
∫
euµ− 2
∫
u△ f ≤ C0
∫
eu + C0
∫
| u | .
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Remark 19. When t = 0, f and µ (actually actually tαf and tµ) are equal to zero. From
above inequality we have ∫
e2u | ▽u |2≤ 2
∫
euµ− 2
∫
u△ f = 0,
which implies | ▽u |2≡ 0. So when t = 0, there is an unique constant solution under the
normalization and the elliptic condition.
We choose A small enough such that
(8.22) A < C−11 .
Then from e− inf u ≤ C1A < 1, u > 0. (8.21) implies
(8.23)
∫
| ▽eu |2≤ C0
∫
eu
and (8.20) implies
(8.24)
∫
| ▽e p2 u |2≤ C0p
∫
epu when p ≥ 3.
Applying the Sobolov inequality and using (8.23), (8.24), we obtain(∫
(eu)2p
) 1
2
≤ C0p
∫
epu, for p ≥ 2.
Take p = 2β for β ≥ 1. Then∫
(eu)2
β+1 ≤ C022β
(∫
(eu)2
β
)2
.
Iterating above inequality and take the limit β →∞, we get
(8.25) exp(supu) ≤ C0
(∫
e2u
) 1
2
.
Let
∫
eu =Mu, then
∫
(eu −Mu) = 0. The Poincare´ inequality and (8.23) imply
(8.26)
∫
(eu)2 −
(∫
eu
)2
=
∫
(eu −Mu)2
≤C0
∫
| ▽(eu −Mu) |2≤ C0
∫
| ▽eu |2≤ C0
∫
eu.
Let U1 = {x ∈ S | e−u(x) ≥ A2 } and U2 = {x ∈ S | e−u(x) < A2 }. Then
A4 =
∫
S
e−4u =
∫
U1
e−4u +
∫
U2
e−4u
≤
∫
U1
e−4 inf u +
∫
U2
(A/2)4
= e−4 inf uVol(U1) + (A/2)
4
Vol(U2)
=
[
(e− inf u)4 − (A/2)4]Vol(U1) + (A/2)4 .
So
Vol(U1) ≥ A
4 − (A/2)4
(e− inf u)4 − (A/2)4 ≥
A4 − (A/2)4
(C1A)4 − (A/2)4 =
24 − 1
(2C1)4 − 1 = m0 > 0.
Thus
Vol(U2) = 1−Vol(U1) ≤ 1−m0 < 1.
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Applying the Young inequality, the Ho¨lder inequality, and then using (8.26), we find
(8.27)
(∫
eu
)2
=
(∫
U1
eu +
∫
U2
eu
)2
≤
(
1 +
1
ǫ 0
)(∫
U1
eu
)2
+ (1 + ǫ0)
(∫
U2
eu
)2
≤
(
1 +
1
ǫ 0
)(∫
U1
e2u
)
Vol(U1) + (1 + ǫ0)Vol(U2)
∫
U2
e2u
≤
(
1 +
1
ǫ 0
)(
2
A
)2
+ (1 + ǫ0)Vol(U2)
∫
S
e2u
≤
(
1 +
1
ǫ0
)(
2
A
)2
+ (1 + ǫ0)(1 −m0)
((∫
eu
)2
+ C0
∫
eu
)
.
Take ǫ0 small enough such that
(1 + ǫ0)(1 −m0) < 1.
Then from (8.27),
(8.28)
(∫
S
eu
)2
− (1 + ǫ0)(1 −m0)C0
1− (1 + ǫ0)(1−m0)
∫
eu +
(
1 + 1ǫ0
) (
2
A
)2
1− (1 + ǫ0)(1 −m0) ≤ 0,
which implies an upper bound of
∫
eu. Now the estimate of
∫
e2u follows from (8.26) and the
estimate of supu then follows from (8.25). We summarize above discussion in the following
Proposition 20. Let t ∈ T and u is a solution of equation (8.1) under the elliptic condition
ω′ = (eu+tαfe−u)ωS+2α
√−1∂∂¯u > 0 and and normalization (∫ e−4u) 14 = A and ∫ 1ω2S2! =
1. If A < 1, then there is a constant C1 which depends on α, f , µ and the Sobolev constant
of ωS such that
inf
S
u ≥ − ln(C1A).
Moreover, if A is small enough such that A < (C1)
−1, then there is an upper bound of supS u
which depends on α, f , µ, the Sobolev constant of ωS and A.
9. An estimate of the determinant
In this section, we want to obtain a lower bound of the determinant, which is equal to
(9.1)
F =
det g′
ij¯
det gij¯
=(eu + tαfe−u)2 + 2α(eu + tαfe−u)△ u+ 16α2 detuij¯
det gij¯
=(eu + tαfe−u)2 + 2α(eu + tαfe−u)△ u− 2α(△(eu − tαfe−u) + tµ)
=(eu + tαfe−u)2 − 2α(eu − tαfe−u) | ▽u |2
− 4tα2e−u ▽ u · ▽f + 2tα2e−u△ f − 2tαµ.
From (9.1), we see
(9.2) e−2uF = 1− 2αe−u | ▽u |2 +e−2uO(1),
where
(9.3) O(1) = 2tαf+t2α2f2e−2u+2tα2fe−u | ▽u |2 −4tα2e−u▽u·▽f+2tα2e−u△f−2tαµ.
26
Our elliptic condition is ω′ > 0, which is equivalent to F > 0. The first step is to derive an
upper bound of | ▽u |2. In the above section we have proven that e− inf u ≤ C1A and have
assumed that C1A < 1. Applying this assumption, we estimate
(9.4)
e−2uF = 1− 2αe−u | ▽u |2 +e−2uO(1)
≤1− 2αe−u | ▽u |2 +(2tα2fe−3u + 2tα2e−3u) | ▽u |2
+ e−2u{2tαf + t2α2f2e−2u + 2tα2e−u | ▽f |2 +2tα2e−u △ f − 2tαµ}
≤1− 2α{1− tα(1 + sup f)e−2 inf u}e−u | ▽u |2
+ e−2 inf u{2α sup f + α2(sup f)2 + 2α2 sup | ▽f |2 +2α2 sup | △f | +2α sup | µ |}
≤1− 2α{1− α(1 + sup f)(C1A)2}e−u | ▽u |2 +C2(C1A)2,
where
(9.5) C2 = 2α sup f + α
2(sup f)2 + 2α2 sup | ▽f |2 +2α2 sup | △f | +2α sup | µ | .
Applying F > 0 to (9.4), we get
(9.6) 1− 2α{1− α(1 + sup f)(C1A)2}e−u | ▽u |2 +C2(C1A)2 > 0.
If we take
A ≤ {2α(1 + sup f)}− 12C−11 ,
then
(9.7) 1− α(1 + sup f)(C1A)2 ≥ 1
2
> 0.
Then from (9.6) and (9.7), we can get
(9.8) | ▽u |2≤ 1 + C2(C1A)
2
2α · 12
eu ≤ 1 + C2
α
eu.
So | ▽u |2 has an upper bound. In the following we want to prove that for any given
constant κ satisfying 0 < κ < 1, we can choose A small enough (depending on κ) so that
e−2uF (t, ·) > κ. In the above section, we have seen that when t = 0, the equation has an
unique solution u = − lnA. So e−2uF (0, ·) ≡ 1. By the continuity assumption (7.8), we
only need to prove that there is not t = t0 ∈ T such that inf(e−2uF (t0, ·)) = κ. If not, there
is a t0 ∈ T and q1 such that F (t0, q1) = inf(e−2uF (t0, ·)) = κ. We fix this t0 and will get
the contradiction if we choose A small enough. So when t = t0, we assume
(9.9) inf(e−2uF ) = κ.
Applying (9.9) to (9.4), we get
(9.10) 1− 2α{1− α(1 + sup f)(C1A)2}e−u | ▽u |2 +C2(C1A)2 ≥ κ.
Then (9.7) and (9.10) imply
(9.11)
e−u | ▽u |2≤ 1− κ+ C2(C1A)
2
2α{1− α(1 + sup f)(C1A)2}
=
1− κ
2α
+
C2(C1A)
2 + (1− κ)α(1 + sup f)(C1A)2
2α{1− α(1 + sup f)(C1A)2}
≤1− κ
2α
+
(
C2
α
+ 1 + sup f
)
(C1A)
2.
We apply the maximum principle to the function
(9.12) G = 1− 2αe−u | ▽u |2 +2αe−ǫu − 2αe−ε inf u,
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where ε is some constant satisfying 0 < ε < 1 which will be determined later. Comparing
G (9.12) to e−2uF (9.2), we get
(9.13) e−2uF −G = e−2uO(1)− 2αe−εu + 2αe−ε inf u
and from inf(e−2uF ) = κ, we see
(9.14) κ− sup(e−2u | O(1) |)− 2αe−ε inf u ≤ inf G ≤ κ+ sup(e−2u | O(1) |) + 2αe−ε inf u.
We can use (9.5) and (9.8) to estimate
sup | O(1) |≤2α sup f + α2(sup f)2(C1A)2 + 2α sup f {(1 + C2)}
+ 2α {(1 + C2)}+ 2α2(C1A) sup | ▽f |2
+ 2α2(C1A) sup | △f | +2α sup | µ |
≤2α sup f + α2(sup f)2 + 2α(1 + sup f) (1 + C2)
+ 2α2 sup | ▽f |2 +2α2 sup | △f | +2α sup | µ |
≤C2 + 2α(1 + sup f)(1 + C2).
So
(9.15)
sup(e−2u | O(1) |) + 2αe−ε inf u
≤(C1A)2{C2 + 2α(1 + sup f)(1 + C2)}+ 2α(C1A)ε
≤2{C2 + 2α(1 + sup f)}(C1A)ε
=C′2(C1A)
ε,
where
C′2 = 2{C2 + 2α(1 + sup f)}
depends only on α, f and µ. Combining (9.14) and (9.15), we get
(9.16) κ− C′2(C1A)ε ≤ inf G ≤ κ+ C′2(C1A)ε.
Let G achieve the minimum at the point q2 ∈ S. At the point q2, we apply (9.15) and (9.16)
to (9.13) to estimate
(9.17)
e−2u(q2)F (q2) =G(q2) + e−2u(q2)O(1)(q2)− 2αe−εu(q2) + 2α−ε inf u
≤ inf G+ sup(e−2u | O(1) |) + 2αe−ε inf u
≤κ+ 2C′2(C1A)ε.
We apply (9.16) to (9.12) to estimate
(9.18)
e−u(q2) | ▽u |2 (q2) =(2α)−1{1−G(q2) + 2αe−εu(q2) − 2αe−ε inf u}
≥(2α)−1{1− inf G− 2αe−ε inf u}
≥(2α)−1{1− κ− C′2(C1A)ε − 2α(C1A)ε}
=(1− κ)/(2α)− (1 + (2α)−1C′2)(C1A)ε.
Take
C3 = max{α−1C2 + 1 + sup f, 2C′2, 1 + (2α)−1C′2}.
Then (9.9) and (9.17) imply
(9.19) κ ≤ e−2u(q2)F (q2) ≤ κ+ C3(C1A)ε;
(9.11) and (9.18) imply
(9.20) (1− κ)/(2α)− C3(C1A)ε ≤ e−u(q2) | ▽u |2 (q2) ≤ (1 − κ)/(2α) + C3(C1A)ε.
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We now compute P (G)F at the point q2. In the following we replace tαf by f and tµ by
µ. At the point q2, from ▽G(q2) = 0, we have
(9.21) ▽(| ▽u |2) = (| ▽u |2 −εe(1−ε)u)▽ u.
Because ωS is Ka¨hler, we can choose the normal coordinate (z1, z2) at the point q2, i.e.,
gij¯ = δij and dgij¯ = 0. At the same time , we can assume
∂u
∂z1
6= 0 and ∂u∂z2 = 0. Because u
is real, we can further assume that ∂u∂x1 ≥ 0 and ∂u∂y1 = 0. So at the point q2, u1 = u1¯ and
(9.22) 2u1u1 = 2u1u1¯ = 2u1¯u1¯ =| ▽u |2 .
If we assume
A <
(
1− κ
2αC3
) 1
ε
C−11 ,
then
1− κ
2α
− C3(C1A)ε > 0.
Hence (9.20) implies | ▽u |2> 0 and (9.21) implies
(9.23)
u11 + u11¯ = u11¯ + u1¯1¯ = (| ▽u |2 −ε(1−ε)u)/2
u12 + u1¯2 = u12¯ + u1¯2¯ = 0.
From (8.3) and (9.1), we can see
(9.24)
P (u)F =(eu + fe−u)△ u+ 16αdetuij¯
det gij¯
=
1
α
{
(eu + fe−u)2 + 2α(eu + fe−u)△ u+ 16α2 detuij¯
det gij¯
}
− α−1(eu + fe−u)2 − (eu + fe−u)△ u
=α−1F − α−1(eu + fe−u)(eu + fe−u + α△ u).
We then compute
(9.25)
P (2αe−εu)F =− 2αεe−εuP (u)F + 2αε2e−εu · (2g′ij¯uiuj¯) · F
=− 2αεe−εuP (u)F + 2αε2e−εu · g′11¯ | ▽u |2 ·F
=− 2εe−εuF + 2εe−εu(eu + fe−u)(eu + fe−u + α△ u)
+ 2αε2e−εu | ▽u |2 (eu + fe−u + 4αu22¯).
Using (9.21), we derive
(9.26)
P (−2αe−u | ▽u |2)F
=2αe−u | ▽u |2 P (u)F − 2αe−uP (| ▽u |2)F
− 2αe−u | ▽u |2 ·2g′ij¯uiuj¯F
+ 2αe−u · 2g′ij¯{∂iu∂j¯(| ▽u |2) + ∂j¯u∂i(| ▽u |2)} · F
=2e−u | ▽u |2 F − 2e−u(eu + fe−u) | ▽u |2 (eu + fe−u + α△ u)
+ {2αe−u | ▽u |4 −4αεe−εu | ▽u |2}(eu + fe−u + 4αu22¯)
− 2αe−uP (| ▽u |2)F.
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Combining (9.25) and (9.26), we get
(9.27)
P (G)F =P (1− 2αe−u | ▽u |2 +2αe−εu − 2αe−ε inf u)F
={2e−u | ▽u |2 −2εe−εu}F
− {2e−u(eu + fe−u) | ▽u |2 −2εe−εu(eu + fe−u)}(eu + fe−u + α△ u)
+ {2αe−u | ▽u |4 +(2αε2 − 4αε)e−εu | ▽u |2}(eu + fe−u + 4αu22¯)
− 2αe−uP (| ▽u |2)F.
We now compute the term
(9.28)
αP (| ▽u |2)F =4αg′ij¯(gkl¯ukul¯)ij¯F
=4αg′ij¯{uij¯kuk¯ + uij¯k¯uk}F
+ 4αg′ij¯{uik¯ukj¯ + uikuk¯j¯ + ∂i∂j¯(g11¯)u1u1¯}F
≥4αg′ij¯{uij¯kuk¯ + uij¯k¯uk}F + 4αg′ij¯{uik¯ukj¯}F
+ 4αgij¯{ui1u1¯j¯}F + 4αg′ij¯{∂i∂j¯(g11¯)u1u1¯}F.
We deal with the first term in (9.28) by applying the definition of g′
ij¯
,
4αg′ij¯{uij¯kuk¯ + uij¯k¯uk}F
=4α{g′11¯u22¯k + g′22¯u11¯k − g′12¯u21¯k − g′21¯u12¯k}uk¯(det gij¯)−1
+ 4α{g′11¯u22¯k¯ + g′22¯u11¯k¯ − g′12¯u21¯k¯ − g′21¯u12¯k¯}uk(det gij¯)−1
=4α(eu + fe−u){gij¯uij¯kuk¯ + gij¯uij¯k¯uk}
+ 16α2{u11¯u22¯k + u22¯u11¯k − u12¯u21¯k − u21¯u12¯k}uk¯(det gij¯)−1
+ 16α2{u11¯u22¯k¯ + u22¯u11¯k¯ − u12¯u21¯k¯ − u21¯u12¯k¯}uk det gij¯)−1
=2α(eu + fe−u)▽△u · ▽u+ 16α2▽
(
detuij¯
det gij¯
)
· ▽u.
Using the equation to the last term of above equality, we find
4αg′ij¯{uij¯kuk¯ + uij¯k¯uk}F
=2α(eu + fe−u)▽△u · ▽u− 2α▽△(eu − fe−u) · ▽u− 2α▽ µ · ▽u
=− 2α(eu − fe−u) | ▽u |2 △u− 2α(eu + fe−u) | ▽u |4
− 2α(eu − fe−u)▽ | ▽u |2 · ▽ u− 4αe−u▽ (▽u · ▽f) · ▽u
+ 6αe−u | ▽u |2 ▽u · ▽f − 2αe−u | ▽u |2 △f
+ 2αe−u▽△f · ▽u− 2α▽ µ · ▽u− 2αe−u(▽u · ▽f)△ u.
From (9.8), we see e−u | ▽u |2< C4, where C4 only depends on α, f and µ and does not
depend on A. In the following we use C4 in the generic sense. We have gotten | ▽u |2≤ C4eu.
Our assumptions of A implies eu > 1, | ▽u |≤ C4eu. In the following we will deal with such
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small terms. So we have
(9.29)
4αg′ij¯{uij¯kuk¯ + uij¯k¯uk}F
≥− 2α(eu − fe−u) | ▽u |2 △u− 2α(eu + fe−u) | ▽u |4
− 2α(eu − fe−u)▽ | ▽u |2 · ▽ u− 4αe−u▽ (▽u · ▽f) · ▽u
− C4eu − C4(eu + fe−u + α△ u)
Applying (9.23), we find
(9.30)
− 4αe−u▽ (▽u · ▽f) · ▽u
=− 4αe−u{(uifi¯ + ui¯fi)kuk¯ + (uifi¯ + ui¯fi)k¯uk}
=− 4αe−u{uikfi¯uk¯ + ui¯kfiuk¯ + uik¯fi¯uk + ui¯k¯fiuk}
− 4αe−u{uifi¯kuk¯ + ui¯fikuk¯ + uifi¯k¯uk + ui¯fik¯uk}
=− 4αe−u{ui1fi¯ + ui¯1¯fi + ui¯1fi + ui1¯fi¯}u1
− 2αe−u{f11¯ + f11 + f1¯1¯ + f11¯} | ▽u |2
≥− 4αe−u{(ui1 + ui1¯)fi¯ + (ui¯1 + ui¯1¯)fi}u1 − C4
=− 4αe−u
{
1
2
(| ▽u |2 −e(1−ε)u)f1¯ +
1
2
(| ▽u |2 −e(1ε)u)f1
}
u1 − C4
≥− C4eu.
Inserting (9.30) into (9.29) and applying (9.21), we find
(9.31)
4αg′ij¯{uij¯kuk¯ + uij¯k¯uk}F
≥ − 2α(eu − fe−u) | ▽u |2 △u− 2α(eu + fe−u) | ▽u |4
− 2α(eu − fe−u) | ▽u |4 +2αε(eu − fe−u)e(1−ε)u | ▽u |2
− C4eu − C4(eu + fe−u + α△ u)
≥ − 2(eu − fe−u) | ▽u |2 (eu + fe−u + α△ u) + 2(eu − fe−u)(eu + fe−u) | ▽u |2
− 4αeu | ▽u |4 +2αε(eu − fe−u)e(1−ε)u | ▽u |2
− C4eu − C4(eu + fe−u + α△ u)
= − 2(eu − fe−u) | ▽u |2 (eu + fe−u + α△ u) + 2 | ▽u |2 (F −O(1))
− 2f2e−2u | ▽u |2 +2αε(eu − fe−u)e(1−ε)u | ▽u |2
− C4eu − C4(eu + fe−u + α△ u)
≥2 | ▽u |2 F − 2(eu − fe−u) | ▽u |2 (eu + fe−u + α△ u)
+ 2αεe(2−ε)u | ▽u |2 −C4eu − C4(eu + fe−u + α△ u).
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Next we deal with the second term in (9.28). We compute
(9.32)
4αg′ij¯(uik¯ukj¯)F
=4α(eu + fe−u)(uik¯uki¯)
+ 16α2{u11¯u2k¯uk2¯ + u22¯u1k¯uk1¯ − u12¯u2k¯uk1¯ − u21¯u1k¯uk2¯}
=4α(eu + fe−u)(u11¯ + u22¯)
2 − 8α(eu + fe−u)(u11¯u22¯ − u12¯u21¯)
+ 16α2(u11¯ + u22¯)(u11¯u22¯ − u12¯u21¯)
=α(eu + fe−u)(△u)2 − 8α(eu + fe−u)
(
detuij¯
det gij¯
)
+ 8α2 △ u
(
detuij¯
det gij¯
)
.
Using the equation, we have
(9.33)
8α2 △ u
(
detuij¯
det gij¯
)
=− α△ u△ (eu − fe−u)− αµ△ u
=− α(eu + fe−u)(△u)2 − α(eu − fe−u) | ▽u |2 △u
− α{2e−u▽ u · ▽f − e−u △ f + αµ} △ u
≥− α(eu + fe−u)(△u)2 − α(eu − fe−u) | ▽u |2 △u
− C4eu − C4(eu + fe−u + α△ u),
and
(9.34)
− 8α(eu + fe−u)det uij¯
det gij¯
=(eu + fe−u)△ (eu − fe−u) + µ(eu + fe−u)
=(eu + fe−u)2 △ u+ (eu + fe−u)(eu − fe−u) | ▽u |2
+ (eu + fe−u){2e−u▽ u · ▽f − e−u△ f + µ}
≥(eu + fe−u)2 △ u+ (eu + fe−u)(eu − fe−u) | ▽u |2 −C4eu.
Inserting (9.33) and (9.34) into (9.32), we get the following estimate of the second term:
(9.35)
4αg′ij¯(uik¯ukj¯)F
≥− α(eu − fe−u) | ▽u |2 △u+ (eu + fe−u)2 △ u
+ (eu + fe−u)(eu − fe−u) | ▽u |2 −C4eu − C4(eu + fe−u + α△ u)
≥{α−1(eu + fe−u)2 − (eu − fe−u) | ▽u |2}(eu + fe−u + α△ u)
− α−1(eu + fe−u)3 + 2(eu + fe−u)(eu − fe−u) | ▽u |2
− C4eu − C4(eu + fe−u + α△ u)
≥{α−1(eu + fe−u)2 − (eu − fe−u) | ▽u |2}(eu + fe−u + α△ u)
− α−1(eu + fe−u)F − C4eu − C4(eu + fe−u + α△ u).
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Then we compute the third term in (9.28). By denoting a = 12 (| ▽u |2 −εe(1−ε)u), we can
use (9.23) to prove
(9.36)
4αg′ij¯(ui1u1¯j¯)F
=4α(eu + fe−u + 4αu22¯)u11u1¯1¯ − 16α2u12¯u21u1¯1¯
− 16α2u21¯u11u1¯2¯ + 4α(eu + fe−u + 4αu11¯)u21u1¯2¯
=4α(eu + fe−u + 4αu22¯)(a− u11¯)2 + 16α2u12¯u21¯(a− u11¯)× 2
+ 4α(eu + fe−u + 4αu11¯)u12¯u2¯1
=4α(eu + fe−u)a2 − 8αa(eu + feu)u11¯ + 4α(eu + fe−u)u211¯ + 16α2a2u22¯
+ 4α(eu + fe−u)u12¯u21¯ + 16α
2u11¯
detuij¯
det gij¯
− 32α2adetuij¯
det gij¯
.
Using the equation again, we have
(9.37)
16α2u11¯
detuij¯
det gij¯
=− 2αu11¯{△(eu − fe−u) + µ}
=− 2αu11¯(eu + fe−u)△ u− 2α(eu − fe−u) | ▽u |2 u11¯
− 2α{2e−u▽ u · ▽f − e−u△ f + µ}u11¯
≥− 4α(eu + fe−u)u211¯ − 4α(eu + fe−u)u11¯u22¯
− α(eu − fe−u) | ▽u |2 △u+ 2α(eu − fe−u) | ▽u |2 u22¯
− C4eu − C4(eu + fe−u + 4αu11¯)
and
(9.38)
−32α2adetuij¯
det gij¯
=4αa{△(eu − fe−u) + µ}
=4αa(eu + fe−u)△ u+ 4αa(eu − fe−u) | ▽u |2
+ 4αa{2e−u▽ u · ▽f − e−u △ f + µ}
≥8αa(eu + fe−u)u11¯ + 8αa(eu + fe−u)u22¯
+ 4αa(eu − fe−u) | ▽u |2 −C4eu
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Inserting (9.37) and (9.38) into (9.36) and simplifying, we get
4αg′ij¯ui1u1¯j¯F
≥− α(eu − fe−u) | ▽u |2 △u
+ {16α2a2 + 8αa(eu + fe−u) + 2α(eu − fe−u) | ▽u |2}u22¯
+ 4αa2(eu + fe−u) + 4αa(eu − fe−u) | ▽u |2
− 4α(eu + fe−u)det uij¯
det gij¯
− C4eu − C4(eu + fe−u + α△ u)
≥1
2
(eu + fe−u)2 △ u− α(eu − fe−u) | ▽u |2 △u
+ {16α2a2 + 8αa(eu + fe−u) + 2α(eu − fe−u) | ▽u |2}u22¯
+ 4αa2(eu + fe−u) + 4αa(eu − fe−u) | ▽u |2
+
1
2
(eu + fe−u)(eu − fe−u) | ▽u |2 −C4eu − C4(eu + fe−u + α△ u)
≥ 1
2α
F (eu + fe−u + α△ u)− 1
2α
(eu + fe−u)F − 2aF
+ {4αa2 + 2a(eu + fe−u) + 1
2
(eu − fe−u) | ▽u |2}(eu + fe−u + 4αu22¯)
− C4eu − C4(eu + fe−u + α△ u)
Now putting a = 12 (| ▽u |2 −εe(1−ε)u) into above inequality and simplifying, we conclude
an estimate of the third term:
(9.39)
4αg′ij¯ui1u1¯j¯F
≥ 1
2α
F (eu + fe−u + α△ u)
+ {εe(1−ε)u − 1
2α
(eu + fe−u)− | ▽u |2}F
+ {3
2
eu | ▽u |2 +α | ▽u |4 −2αεe(1−ε)u | ▽u |2 −εe(2−ε)u}(eu + fe−u + 4αu22¯)
− C4eu − C4(eu + fe−u + α△ u).
The last term of (9.28) is
(9.40) 4αg′ij¯∂ij¯(g
11¯)u1u1¯F ≥ −C4 | ▽u |2 (eu + fe−u + α△ u)
where C4 also depends on the curvature bound of the given metric ωS . Inserting (9.31, 9.35,
9.39, 9.40) into (9.28) and simplifying, we get
(9.41)
αP (| ▽u |2)F
≥{| ▽u |2 − 3
2α
eu + εe(1−ε)u}F + 2αεe(2−ε)u | ▽u |2
+ { 1
2α
F +
1
α
(eu + fe−u)2 − 3(eu − fe−u) | ▽u |2}(eu + fe−u + α△ u)
+ {3
2
eu | ▽u |2 +α | ▽u |4 −2αεe(1−ε)u | ▽u |2 −εe(2−ε)u}(eu + fe−u + 4αu22¯)
− C4eu − C4eu(eu + fe−u + α△ u).
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In order to get above inequality, we have used e−uF ≤ C4eu. Then inserting (9.41) into
(9.27), we find finally
(9.42)
P (G)F ≤ { 3
α
− 4εe−εu}F − 4αεe(1−ε)u | ▽u |2 +C4
− { 3
α
e−uF − 2εe(1−ε)u − C4}(eu + fe−u + α△ u)
− {3 | ▽u |2 −2εe(1−ε)u − 2αε2e−εu | ▽u |2}(eu + fe−u + 4αu22¯)
≤ 3
α
F − 2εe−εuF − 2εe(2−ε)u + C4
− { 3
α
e−uF − 2εe(1−ε)u − C4}e
u + fe−u + 4αu11¯
2
− { 3
α
e−uF − 6εe(1−ε)u + 6 | ▽u |2 −4αε2e−εu | ▽u |2 −C4}e
u + fe−u + 4αu22¯
2
.
Let
(9.43)
a1 =
3
α
F − 2εe−εuF − 2εe(2−ε)u + C4
a2 =
3
α
e−uF − 2εe(1−ε)u − C4
a3 =
3
α
e−uF − 6εe(1−ε)u + 6 | ▽u |2 −4αε2e−εu | ▽u |2 −C4.
Because at the point q2, P (G)F ≥ 0. Then (9.42) implies
(9.44) a1 ≥ a2 e
u + fe−u + 4αu11¯
2
+ a3
eu + fe−u + 4αu22¯
2
.
We fix κ such that 0 < κ < 1. We choose ε > 0 satisfying
(9.45) ε < min
{
1, α−1/2, (2α)−1κ
}
Then
3− 2αε2 > 0
and
3
α
κ− 6ε > 0.
We assume
(9.46) A <
3
ακ− 6ε
C4
C−11 .
Then κ, ε and A satisfy
3
α
κ− 6ε− C4C1A > 0.
We find
a2 ≥eu{ 3
α
e−2uF − 2εe−εu − C4e−u}
≥eu{ 3
α
κ− 2ε(C1A)ε − C4C1A}
≥eu{ 3
α
κ− 6ε− C4C1A} > 0
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and
a3 ≥eu{ 3
α
κ− 6ε(C1A)ε − C4C1A}+ 2 | ▽u |2 (3 − 2αε2(C1A)ε)
≥eu{ 3
α
κ− 6ε− C4C1A}+ 2 | ▽u |2 (3− 2αε2) > 0.
Applying arithmetic-geometric inequality to (9.44), we find
a21 ≥
(
a2
eu + fe−u + 4u11¯
2
+ a3
eu + fe−u + 4αu22¯
2
)2
≥a2a3(eu + fe−u + 4u11¯)(eu + fe−u + 4αu22¯)
≥a2a3F.
(9.47)
Using (9.2), we can write a3 as
(9.48)
a3 =
3
α
e−uF + 6 | ▽u |2 −6εe(1−ε)u − 4αε2e−εu | ▽u |2 −C4
=
3
α
eu − 6εe(1−ε)u − 4αε2e−εu | ▽u |2 −e−uO(1) − C4.
Inserting (9.43) and (9.48) into (9.47) and simplifying , we can get
(9.49)
4ε2e−2εuF 2 + 4ε2e2(2−ε)u + 12ε2e−(1+ε)u | ▽u |2 F 2 + C′4e2u
≥ 6
α
εe(2−ε)uF − 6
α
εe−εuF 2 + 4ε2e2(1−ε)uF
≥ 6
α
εe−εuF (e2u − F )
=
6
α
εe−εuF (2αeu | ▽u |2 −O(1))
≥12εe(1−ε)u | ▽u |2 F − C′4e2u,
where C′4 may be bigger than C4 and we shall denote it by C4. Dividing (9.51) by
4εe−εue2uF , we get
(9.50)
εe−εu(e−2uF ) + ε
e−εu
e−2uF
+ 3ε(e−u | ▽u |2)(e−2uF ) + C4 e
−(2−ε)u
εe−2uF
≥ 3(e−u | ▽u |2).
Using the inequalities (9.19) and (9.20) to two sides of above inequality, we obtain
(9.51)
εe−εu(e−2uF ) + ε
e−εu
e−2uF
+ 3ε(e−u | ▽u |2)(e−2uF ) + C4 e
−(2−ε)u
εe−2uF
≤ε(C1A)ε(κ+ C3(C1A)ε) + ε (C1A)
ε
κ
+ 3ε(κ+ C3(C1A)
ε)
(
1− κ
2α
+ C3(C1A)
ε
)
+ C4
(C1A)
2−ε
εκ
≤
{
κε+ εC3 +
ε
κ
+ 3εκC3 + 3ε
1− κ
2α
C3 + 3εC
2
3 +
C4
εκ
}
(C1A)
ε +
3εκ
2α
(1− κ)
≤
{
1 +
ε
κ
+ ε
(
1 + 3κ+
3
2α
+ 3C3
)
C3 +
C4
εκ
}
(C1A)
ε +
3εκ
2α
(1− κ)
and
(9.52) 3(e−u | ▽u |2) ≥ 3
2α
(1 − κ)− 3C3(C1A)ε.
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Applying (9.51) and (9.52) to (9.50), we see{
1 +
ε
κ
+ 3C3 + ε
(
1 + 3κ+
3
2α
+ 3C3
)
C3 +
C4
εκ
}
(C1A)
ε ≥ 3
2α
(1− κ)(1− εκ).
So at last we get at the point (t0, q2),
(9.53) A ≥
(
3
2α (1− κ)(1 − εκ){
1 + εκ + 3C3 + ε
(
1 + 3κ+ 32α + 3C3
)
C3 +
C4
εκ
}
(C1A)ε
) 1
ε
C−11 .
Now it is easy to prove the following
Proposition 21. Let t ∈ T and u is a solution of equation (8.1) under the elliptic condition
(eu + tαfe−u)ωS + 2α
√−1∂∂¯u > 0 and the normalization (∫ e−4u) 14 = A and ∫ 1ω2S2! = 1.
Given any constant κ ∈ (0, 1), we fix some positive constant ε satisfying
(9.54) ε < min{1, α− 12 , (2α)−1κ}.
Suppose that A satisfies
(9.55) A < min
{
1, C−11 , {2α(1 + sup f)}−
1
2C−11 ,
(
1− κ
2αC3
) 1
ε
C−11 ,
3
α − 6ε
C4
C−11
}
and
(9.56) A <
(
3
2α (1− κ)(1 − εκ){
1 + εκ + 3C3 + ε
(
1 + 3κ+ 32α + 3C3
)
C3 +
C4
εκ
}
(C1A)ε
) 1
ε
C−11 ,
where C1 is determined in above section and depends on α, f and µ, and also depends on
the Sobolev constant; C3 and C4 are determined in above discussion and depend on α, f , µ,
and C4 also depends the curvature bound of ωS. Then F > κe
2u ≥ κ(C1A)−2.
Proof. When t = 0, the equation has an unique solution u = − lnA and so e−2uF (0, ·) ≡ 1.
According to our continuity assumption, we claim that for any t ∈ T, e−2uF (t, ·) > κ.
Otherwise if there is a t0 ∈ T such that the equation has a solution u and inf(e−2uF ) = κ.
Fix this t0 and apply the maximum principle to the function G = 1 − 2αe−u | ▽u |2
+2αe−εu − 2αe−ε inf u. Let G achieve the minimum at the point q2. Then at point q2,
P (G)F > 0. From above discussion, we have gotten the inequality (9.53) at point q2 under
assumptions (9.54) and (9.55), which contradicts to the assumption (9.56). So e−2uF > κ
and then F > κe2u > κ(C1A)
−2. 
10. Second order estimate
We now consider the second order a priori estimate of u. Since we have proved F >
κ(C1A)
−2 > 0, eu+ fe−u+α△u ≥ F 12 > κ 12 (C1A)−1 > 0. It is sufficient to have an upper
estimate of eu+ fe−u+α△u. We fix some point and choose the normal coordinate (z1, z2)
at this point for the given metric gij¯ , i.e., at this point, gij¯ = δij and dgij¯ = 0. We replace
tαf by f and tµ by µ. We can rewrite the equation as
(10.1)
det g′
ij¯
det gij¯
= F,
where
F = (eu + fe−u)2 − 2α(eu − fe−u) | ▽u |2 −4αe−u▽ u · ▽f + 2αe−u△ f − 2αµ.
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Differentiating (10.1), we have
(10.2) g′ij¯
∂g′
ij¯
∂zk
= gij¯
∂gij¯
∂zk
+
1
F
∂F
∂zk
.
We differentiate (10.2) again to obtain
− g′iq¯g′pj¯ ∂g
′
pq¯
∂z¯l
∂g′
ij¯
∂zk
+ g′ij¯
∂2g′
ij¯
∂zk∂z¯l
=− giq¯gpj¯ ∂gpq¯
∂z¯l
∂gij¯
∂zk
+ gij¯
∂2gij¯
∂zk∂z¯l
+
1
F
∂2F
∂zk∂z¯l
− 1
F 2
∂F
∂zk
∂F
∂z¯l
,
or
(10.3)
4αg′ij¯
∂4u
∂zi∂z¯j∂zk∂z¯l
= g′iq¯g′pj¯
∂g′pq¯
∂z¯l
∂g′
ij¯
∂zk
− g′ij¯ ∂
2[(eu + fe−u)gij¯ ]
∂zk∂z¯l
− giq¯gpj¯ ∂gpq¯
∂z¯l
∂gij¯
∂zk
+ gij¯
∂2gij¯
∂zk∂z¯l
+
1
F
∂2F
∂zk∂z¯l
− 1
F 2
∂F
∂zk
∂F
∂z¯l
.
Contracting (10.3) with gkl¯ and using the fact that the metric ωS is Ricci-flat and the
coordinate is normal, we have
4αg′ij¯
∂2
∂zi∂z¯j
(
gkl¯
∂2u
∂zk∂z¯l
)
=gkl¯g′iq¯g′pj¯
∂g′pq¯
∂z¯l
∂g′
ij¯
∂zk
− gkl¯g′ij¯ ∂
2(eu + fe−u)
∂zk∂z¯l
gij¯
+ gkl¯
1
F
∂2F
∂zk∂z¯l
− gkl¯ 1
F 2
∂F
∂zk
∂F
∂z¯l
+ 4αg′ij¯
∂2gkl¯
∂zi∂z¯j
∂2u
∂zk∂z¯l
.
Timing F to above equation, we see
(10.4)
αP (△u)F =− 2−1△ (eu + fe−u)
∑
g′i¯i · F + 4αg′ij¯(gkl¯)ij¯ · ukl¯ · F
+ 2−1△ F − (2F )−1 | ▽F |2 +gkl¯g′iq¯g′pj¯g′ij¯kg′pq¯l¯ · F
=− (eu + fe−u + α△ u)△ (eu + fe−u) + 4αg′ij¯(gkl¯)ij¯ · ukl¯ · F
+ 2−1△ F − (2F )−1 | ▽F |2 +gkl¯g′iq¯g′pj¯g′ij¯kg′pq¯l¯ · F.
We shall apply the maximum principle to the function
e−λ1u+λ2|▽u|
2 · (eu + fe−u + α△ u),
where λ1 and λ2 are some positive constants which will be determined later. By computa-
tion,
(10.5)
P (e−λ1u+λ2|▽u|
2 · (eu + fe−u + α△ u)) · e−(−λ1u+λ2|▽u|2)
=(eu + fe−u + α△ u) · (−λ1P (u) + λ2P (| ▽u |2))
+ P (eu + fe−u + α△ u)
+ (eu + fe−u + α△ u)· | ▽′(−λ1u+ λ2 | ▽u |2) |2g′
+ 2▽′ (−λ1u+ λ2 | ▽u |2) ·g′ ▽′(eu + fe−u + α△ u),
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where we denote 2g′ij¯ψiψj¯ by | ▽′ψ |2g′ and g′ij¯(ψiϕj¯ +ψj¯ϕi) by ▽′ψ ·g′ ▽′ϕ. Applying the
Schwarz’ inequality to the last term of (10.5), we have
(10.6)
2▽′ (−λ1u+ λ2 | ▽u |2) ·g′ ▽′(eu + fe−u + α△ u)
≥− 2 | ▽′(−λ1u+ λ2 | ▽u |2) |g′ · | ▽′(eu + fe−u + α△ u) |g′
≥− (eu + fe−u + α△ u) | ▽′(−λ1u+ λ2 | ▽u |2) |2g′
− (eu + fe−u + α△ u)−1 | ▽′(eu + fe−u + α△ u) |2g′ .
Inserting (10.6) into (10.5), we have
(10.7)
P (e−λ1u+λ2|▽u|
2 · (eu + fe−u + α△ u)) · e−(−λ1u+λ2|▽u|2)
≥(eu + fe−u + α△ u) · (−λ1P (u) + λ2P (| ▽u |2))
+ P (eu + fe−u + α△ u)
− (eu + fe−u + α△ u)−1 | ▽′(eu + fe−u + α△ u) |2g′ .
In computing the last term of (10.7), we assume that gij¯ = δij and uij¯ = ui¯iδij at a point.
Then using the method of [26], we find
(10.8)
(eu + fe−u + α△ u)−1 | ▽′(eu + fe−u + α△ u) |2g′
= (eu + fe−u + α△ u)−1 · 2g′ij¯(eu + fe−u + α△ u)i(eu + fe−u + α△ u)j¯
=
1
2
(eu + fe−u + α△ u)−1
∑
i
g′i¯i
(∑
k
gkk¯i
)(∑
l
gll¯¯i
)
=
1
2
(eu + fe−u + α△ u)−1
∑
i
g′i¯i
∑
k

g′kk¯i
g
′ 1
2
kk¯
· g′ 12
kk¯

∑
l

 g′ll¯¯i
g
′ 1
2
ll¯
· g′ 12
ll¯


≤ 1
2
(eu + fe−u + α△ u)−1
∑
i
g′i¯i
∑
k
(g′kk¯ig
′
kk¯i¯g
′kk¯)
∑
l
g′ll¯
=
∑
ik
g′i¯ig′kk¯g′kk¯ig
′
kk¯i¯.
Note that when i 6= k,
(10.9) g′kk¯i = g
′
ik¯k + (e
u + fe−u)i − [(eu + fe−u)gik¯]k = g′ik¯k + (eu + fe−u)i
and
(10.10) g′kk¯i¯ = g
′
ki¯k¯ + (e
u + fe−u)¯i − [(eu + fe−u)gki¯]k¯ = g′ki¯k¯ + (eu + fe−u)¯i.
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Inserting (10.9) and (10.10) into (10.8), we see
(eu + fe−u + α△ u)−1 | ▽′(eu + fe−u + α△ u) |2g′
≤g′i¯ig′kk¯g′ik¯kg′ki¯k¯
+ g′11¯g′22¯(g′12¯2(e
u + fe−u)1¯ + g
′
21¯2¯(e
u + fe−u)1)
+ g′11¯g′22¯(g′21¯1(e
u + fe−u)2¯ + g
′
12¯1¯(e
u + fe−u)2)
+ g′11¯g′22¯{(eu + fe−u)1(eu + fe−u)1¯ + (eu + fe−u)2(eu + fe−u)2¯)
≤g′i¯ig′kk¯g′ik¯kg′ki¯k¯
+ g′11¯g′22¯(g′22¯1(e
u + fe−u)1¯ + g
′
22¯1¯(e
u + fe−u)1)
+ g′11¯g′22¯(g′11¯2(e
u + fe−u)2¯ + g
′
11¯2¯(e
u + fe−u)2)
− g′11¯g′22¯{(eu + fe−u)1(eu + fe−u)1¯ + (eu + fe−u)2(eu + fe−u)2¯)
≤g′i¯ig′kk¯g′ik¯kg′ki¯k¯
+ (g′22¯g′22¯1)(g
′11¯(eu + fe−u)1¯) + (g
′22¯g′22¯1¯)(g
′11¯(eu + fe−u)1)
+ (g′11¯g′11¯2)(g
′22¯(eu + fe−u)2¯) + (g
′11¯g′11¯2¯)(g
′22¯(eu + fe−u)2).
By the Schwarz inequality, we can estimate
(10.11)
(eu + fe−u + α△ u)−1 | ▽′(eu + fe−u + α△ u) |2g′
≤g′i¯ig′kk¯g′ik¯kg′ki¯k¯ + g′22¯g′22¯g′22¯1g′22¯1¯ + g′11¯g′11¯g′11¯2g′11¯2¯
+ g′11¯g′11¯(eu + fe−u)1(eu + fe−u)1¯ + g
′22¯g′22¯(eu + fe−u)2(eu + fe−u)2¯
≤g′i¯ig′kk¯g′ik¯jg′ki¯j¯ + C5(g′11¯g′11¯ + g′22¯g′22¯)
≤g′i¯ig′kk¯g′ik¯jg′ki¯j¯ + C5
g′211¯ + g
′2
22¯
g′2
11¯
g′2
22¯
≤g′i¯ig′kk¯g′ik¯jg′ki¯j¯ + C5F−2(g′11¯ + g′22¯)2
≤g′i¯ig′kk¯g′ik¯jg′ki¯j¯ + C5(eu + fe−u + α△ u)2,
where C5 is some constant. In this section we will use the constant C5 in the generic
sense which depends on f , α, µ, the curvature bound of the metric ωS , and u up to first
order derivation. It can also depend on the lower bound of F as we have proven that
F ≥ κe2u ≥ κ(C1A)−2. Note when we assume that gij¯ = δij and uij¯ = ui¯iδij , the last term
of (10.4) is g′i¯ig′kk¯g′
ik¯j
g′
ki¯j¯
. Multiplying (10.7) by F and then inserting (10.4) and (10.11)
into it, we obtain
(10.12)
P (e−λ1u+λ2|▽u|
2 · (eu + fe−u + α△ u)) · e−(−λ1u+λ2|▽u|2) · F
≥− λ1(eu + fe−u + α△ u)P (u) · F
+ λ2(e
u + fe−u + α△ u)P (| ▽u |2) · F
− (eu + fe−u + α△ u)△ (eu + fe−u) + 4αg′ij¯(gkl¯)ij¯ukl¯ · F
+ 2−1△ F − (2F )−1 | ▽F |2 +P (eu + fe−u) · F
− C5(eu + fe−u + α△ u)2.
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We assume that e−λ1u+λ2|▽u|
2
(eu + fe−u + α△ u) achieve the maximum at the point q3.
Taking the normal coordinate (z1, z2) at the point q3 with respect to the given metric ωS, we
estimate every term in (10.12). At the point q3, ▽{e(−λ1u+λ2|▽u|2) ·(eu+fe−u+α△u)} = 0.
We can get
(10.13) ▽△ u = α−1(eu + fe−u + α△ u)(λ1 ▽ u− λ2▽ | ▽u |2)− α−1 ▽ (eu + fe−u).
At first we derive some inequalities which will be used to estimate terms in (10.12). Using
the equation we compute
(10.14)
4α2gij¯gkl¯uil¯ukj¯ = 4α
2
∑
i,j
| uij¯ |2
=4α2(u211¯ + u
2
22¯ + 2u12¯u21¯)
=4α2(u11¯ + u22¯)
2 − 8α2 detuij¯
=α2(△u)2 + α△ (eu − fe−u) + αµ
≤(eu + fe−u + α△ u)2 − 2α(eu + fe−u)△ u
− (eu + fe−u)2 + α(eu + fe−u)△ u+ C5
=(eu + fe−u + α△ u)2 − (eu + fe−u)(eu + fe−u + α△ u) + C5
≤(eu + fe−u + α△ u)2 + C5.
Let
Γ = 4gij¯gkl¯u,iku,j¯l¯
where indices preceded by a comma, e.g., u,ik indicate covariant differentiation with respect
to the given metric ωS . At the point q3, we use the normal coordinate. Therefore at q3,
u,ik = uik and u,j¯l¯ = uj¯l¯ (see p.345 of [26] paper or the next section). Hence Γ = 4uikui¯k¯ =
4
∑
ik | uik |2. We use the inequality (10.14) to estimate
(10.15)
| ▽ | ▽u |2|2=2gpq¯(| ▽u |2)p(| ▽u |2)q¯
=2gpq¯(2gij¯uiuj¯)p(2g
kl¯ukul¯)q¯
=8(uipui¯ + uiui¯p)(ukp¯uk¯ + ukuk¯p¯)
=8(uipukp¯ui¯uk¯ + uipuk¯p¯ui¯uk + ui¯pukp¯uiuk¯ + ui¯puk¯p¯uiuk).
As was done in above section, we take the normal coordinate at the point q3 such that
u1 = u1¯ and u2 = u2¯ = 0. Then applying the Schwarz inequality and (10.14) to (10.15), we
get
(10.16)
| ▽ | ▽u |2|2=4(u1pu1p¯ + u1¯p¯u1¯p + u1pu1¯p¯ + u1¯pu1p¯) | ▽u |2
≤4(| u1p |2 + | u1p¯ |2 + | u1p |2 + | u1p¯ |2) | ▽u |2
=8(| u1p |2 + | u1p¯ |2) | ▽u |2
≤2 | ▽u |2 {Γ + α−2(eu + fe−u + α△ u)2}+ C5.
So,
(10.17) | ▽ | ▽u |2|≤
√
2 | ▽u |
{
Γ
1
2 + α−1(eu + fe−u + α△ u)
}
+ C5.
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We also need to estimate
| ▽(▽u · ▽f) |2=2gpq¯(▽u · ▽f)p(▽u · ▽f)q¯
=2gpq¯(gij¯(uifj¯ + uj¯fi))p · (gkl¯(ukfl¯ + ul¯fk)q¯
=2(uipfi¯ + uifi¯p + ui¯pfi + ui¯fip)(ukp¯fk¯ + ukfk¯p¯ + uk¯p¯fk + uk¯fkp¯)
=2(uipukp¯fi¯fk¯ + ui¯puk¯p¯fifk + uipuk¯p¯fi¯fk + ui¯pukp¯fifk¯)
+ 2(uipfi¯ukfk¯p¯ + uk¯p¯fkui¯fip + uipfi¯uk¯fkp¯ + uk¯p¯fkuifi¯p)
+ 2(ui¯pfiukfk¯p¯ + ukp¯fk¯ui¯fip + ui¯pfiuk¯fkp¯ + ukp¯fk¯uifi¯p)
+ 2(uiukfi¯pfk¯p¯ + uiuk¯fi¯pfkp¯ + ui¯ukfipfk¯p¯ + ui¯uk¯fipfkp¯).
Changing the indices i and k in some terms and then applying the Schwarz inequality, we
can get
(10.18)
| ▽(▽u · ▽f) |2=2(uipukp¯fi¯fk¯ + uk¯pui¯p¯fifk)
+ (uipuk¯p¯fi¯fk + ukpui¯p¯fk¯fi) + (ui¯pukp¯fifk¯ + uip¯uk¯pfkfi¯)
+ 2(uipukfi¯fk¯p¯ + ui¯p¯uk¯fkpfi + uipuk¯fkp¯fi¯ + ui¯p¯ukfk¯pfi)
+ 2(ui¯pukfk¯p¯fi + uip¯uk¯fkpfi¯ + ui¯p¯uk¯fkp¯fi + uip¯ukfk¯pfi¯) + C5
≤C5(2 | uip || ukp¯ | + | uip || uk¯p¯ | + | ui¯p || ukp¯ |)
+ C5(| uip | + | uip¯ |) + C5
≤C5(| uip |2 + | ukp¯ |2) + C5
≤C5Γ + C5(eu + fe−u + α△ u)2 + C5.
Then,
(10.19) | ▽(| ▽u · ▽f) |≤ C5Γ 12 + C5(eu + fe−u + α△ u) + C5.
Applying (10.14), (10.13) and (10.17), we can estimate
(10.20)
△ | ▽u |2=2gij¯(2gkl¯ukul¯)ij¯
=4gij¯gkl¯(uij¯kul¯ + ukuij¯l¯ + uikuj¯l¯ + uil¯ukj¯) + 4g
ij¯(gkl¯)ij¯ukul¯
=2gkl¯{(2gij¯uij¯)kul¯ + (2gij¯uij¯)l¯uk}+ 4gij¯gkl¯uil¯ukj¯ + 4gij¯gkl¯uikuj¯l¯
≤2▽△u · ▽u+ Γ+ α−2(eu + fe−u + α△ u)2 + C5
=2α−1(eu + fe−u + α△ u)(λ1 | ▽u |2 −λ2▽ | ▽u |2 · ▽ u)
− 2α−1 ▽ (eu + fe−u) · ▽u+ Γ + α−2(eu + fe−u + α△ u)2 + C5
≤2α−1 | ▽u |2 λ1(eu + fe−u + α△ u)
+ 2α−1λ2(eu + fe−u + α△ u) | ▽ | ▽u |2| · | ▽u |
+ Γ+ α−2(eu + fe−u + α△ u)2 + C5
≤
{
α−2 + 2
√
2α−2 | ▽u |2 λ2
}
(eu + fe−u + α△ u)2
+ 2
√
2α−1 | ▽u |2 λ2(eu + fe−u + α△ u)Γ 12 + Γ
+ C5λ1(e
u + fe−u + α△ u) + C5
≤(C5λ22 + C5λ2 + C5)(eu + fe−u + α△ u)2 + 2Γ
+ C5λ1(e
u + fe−u + α△ u) + C5.
42
For the same reason we can also estimate
(10.21)
△(▽u · ▽f) =2(uifi¯ + ui¯fi)kk¯ + 2(gij¯)kk¯(uifj¯ + uj¯fi)
≤2(ukk¯ifi¯ + ukk¯i¯fi) + 2(uikfi¯k¯ + ui¯k¯fik)
+ 2(uik¯fi¯k + ui¯kfik¯) + C5
≤▽△u · ▽f + 2 | uik |2 +2 | uik¯ |2 +C5
≤α−1(eu + fe−u + α△ u)(λ1 ▽ u · ▽f − λ2▽ | ▽u |2 · ▽ f)
+ 2−1Γ + (2α2)−1(eu + fe−u + α△ u)2 + C5
≤Γ + (C5λ22 + C5λ2 + C5)(eu + fe−u + α△ u)2
+ C5λ1(e
u + fe−u + α△ u) + C5.
We now deal with every term in (10.12). For the first term, we use (9.14) to obtain
(10.22)
− λ1(eu + fe−u + α△ u)P (u)F
=− λ1(eu + fe−u + α△ u)(α−1F − α−1(eu + fe−u)(eu + fe−u + α△ u))
≥α−1λ1(eu + fe−u)(eu + fe−u + α△ u)2 − C5λ1(eu + fe−u + α△ u)
≥(αC1A)−1λ1(eu + fe−u + α△ u)2 − C5λ1(eu + fe−u + α△ u).
Next we deal with the second term λ2(e
u + fe−u + α△ u)P (| ▽u |2)F :
(10.23)
P (| ▽u |2)F =4g′ij¯(uij¯kuk¯ + uij¯k¯uk + uik¯ukj¯ + uikuk¯j¯)F + 4g′ij¯(gkl¯)ij¯ukul¯F
≥4g′ij¯(uij¯kuk¯ + uij¯k¯uk)F + 4g′ij¯uikuk¯j¯F − C5(eu + fe−u + α△ u).
From (9.29), we know
(10.24)
4g′ij¯(uij¯kuk¯ + uij¯k¯uk)F
≥− 2(eu − fe−u)▽ | ▽u |2 · ▽ u− 4e−u▽ (▽u · ▽f) · ▽u
− C5(eu + fe−u + α△ u)− C5
≥− C5 | ▽ | ▽u |2| · | ▽u | −C5 | ▽(▽u · ▽f) | · | ▽u |
− C5(eu + fe−u + α△ u)− C5.
Applying (10.17) and (10.19), we get
(10.25) 4g′ij¯(uij¯kuk¯ + uij¯k¯uk)F ≥ −C5Γ
1
2 − C5(eu + fe−u + α△ u)− C5.
Inserting (10.24) into (10.23), we obtain
(10.26)
λ2(e
u + fe−u + α△ u)P (| ▽u |2)F
≥λ2(eu + fe−u + α△ u)(4g′ij¯uikuk¯j¯)F
− C5λ2(eu + fe−u + α△ u)Γ 12 − C5λ2(eu + fe−u + α△ u)2
− C5λ2(eu + fe−u + α△ u)
≥λ2(eu + fe−u + α△ u)(4g′ij¯uikuk¯j¯)F
− Γ− C5(λ22 + λ2)(eu + fe−u + α△ u)2
− C5λ2(eu + fe−u + α△ u).
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We assume that gij¯ = δij and uij¯ = ui¯iδij at the point q3. Then
(10.27)
λ2(e
u + fe−u + α△ u)(4g′ij¯uikuk¯j¯)F
=4λ2F · g′i¯i(eu + fe−u + α△ u)(uikui¯k¯)
=4λ2F
1
g′
i¯i
(
g′11¯ + g
′
22¯
2
)
uikuk¯i¯
=2λ2F
{(
1 +
g′22¯
g′
11¯
)
u1kuk¯1¯ +
(
1 +
g′11¯
g′
22¯
)
u2kuk¯2¯
}
≥2λ2Fuikuk¯i¯ ≥
1
2
λ2FΓ
≥1
2
(C1A)
−2κλ2Γ.
Inserting (10.27) into (10.26), we find an estimate of the second term in (10.12)
(10.28)
λ2(e
u + fe−u + α△ u)P (| ▽u |2)F
≥ (2−1(C1A)−2κλ2 − 1)Γ− C5(λ22 + λ2)(eu + fe−u + α△ u)2
− C5λ2(eu + fe−u + α△ u).
The third term is
(10.29)
− (eu + fe−u + α△ u)△ (eu + fe−u)
≥− (eu + fe−u + α△ u){(eu − fe−u)△ u+ C5}
≥ − α−1(eu − fe−u)(eu + fe−u + α△ u)2 − C5(eu + fe−u + α△ u)
≥− C5(eu + fe−u + α△ u)2 − C5(eu + fe−u + α△ u)
and the forth term is
(10.30)
4αg′ij¯(gkl¯)ij¯ukl¯F
=4α
(
g′11¯(g
kl¯)22¯ + g
′
22¯(g
kl¯)11¯ − g′12¯(gkl¯)21¯ − g′21¯(gkl¯)12¯
)
ukl¯
=4α(eu + fe−u)gij¯(gkl¯)ij¯ukl¯
+ 16α2
(
u11¯(g
kl¯)22¯ + u22¯(g
kl¯)11¯ − u12¯(gkl¯)21¯ − u21¯(gkl¯)12¯
)
ukl¯
≥− 64α2max | Rij¯kl¯ |
∑
| uij¯ |2
≥− C5(eu + fe−u + α△ u)2 − C5,
where C5 depends the curvature of ωS. Next we deal with the fifth term. From the definition
of F , we have
(10.31)
2−1△ F =2−1△ {(eu + fe−u)2 − 2α[(eu − fe−u) | ▽u |2 −2αe−u▽ u · ▽f + αe−u △ f − µ]}
=− α(eu − fe−u)△ | ▽u |2 +2α−u△ (▽u · ▽f)
− α▽ (eu − fe−u) · ▽ | ▽u |2 −2α−u▽ u · ▽(▽u · ▽f)
− C5(eu + fe−u + α△ u)− C5
=− C5 | △ | ▽u |2| −C5 | △(▽u · ▽f) | −C5 | ▽ | ▽u |2| −C5 | ▽(▽u · ▽f) |
− C5(eu + fe−u + α△ u)− C5.
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We note that the inequalities (10.20) and (10.21) are also true for | △ | ▽u |2| and |
△(▽u · ▽f) |. Applying (10.20), (10.21), (10.17) and (10.19), we get
(10.32)
2−1△ F ≥− C5Γ− (C5λ22 + C5λ2 + C5)(eu + fe−u + α△ u)2
− (C5λ1 + C5)(eu + fe−u + α△ u)− C5.
We also observe that
▽F = −C5▽ | ▽u |2 −C5 ▽ (▽u · ▽f)− C5 ▽ u− C5.
Then applying the Schwarz inequality,
−(2F )−1 | ▽F |2≥− C5 | ▽ | ▽u |2|2 −C5 | ▽ | ▽u |2| · | ▽(▽u · ▽f) |
− C5 | ▽(▽u · ▽f) |2 −C5 | ▽ | ▽u |2|
− C5 | ▽(▽u · ▽f) | −C5.
Then applying (10.16)-(10.19), we can get
(10.33) −(2F )−1 | ▽F |2≥ −C5Γ−C5(eu+ fe−u+α△u)2−C5(eu+ fe−u+α△u)−C5.
The last term is
(10.34)
P (eu + fe−u)F =(eu − fe−u)P (u)F + (eu + fe−u) · 2g′ij¯uiuj¯F
− e−u · 2g′ij¯(uifj¯ + uj¯fi)F + e−uP (f)F
≥− C5(eu + fe−u + α△ u)− C5.
Inserting (10.22), (10.28), (10.29), (10.30),(10.32), (10.33) and (10.34) into (10.12), at last
we get
(10.35)
P (e−λ1u+λ2|▽u|
2 · (eu + fe−u + α△ u))F · e−(−λ1u+λ2|▽u|2)
≥{(αC1A)−1λ1 − C5(λ22 + λ2 + 1)} (eu + fe−u + α△ u)2
− {C5λ1 + C5λ2 + C5}(eu + fe−u + α△ u)
+ (2−1(C1A)−2κλ2 − C5)Γ− C5Γ 12 − C5.
Fix the constant C5. Take λ2 big enough such that
2−1(C1A)−2κλ2 − C5 > 0
and then take λ1 big enough such that
(αC1A)
−1λ1 − C5(λ22 + λ2 + 1) > 0.
Fix λ1 and λ2. Then we can now estimate e
−λ1u+λ2|▽u|2(eu + fe−u + α△ u). In fact, it
must achieve its maximum at some point q3 so the right-hand side of (10.35) is non-positive.
At this point,
0 ≥{(αC1A−1λ1 − C5(λ22 + λ2 + 1)} (eu + fe−u + α△ u)2
− {C5λ1 + C5λ2 + C5}(eu + fe−u + α△ u)
+ (2−1(C1A)−2κλ2 − C5)Γ− C5Γ 12 − C5
≥{(αC1A)−1λ1 − C5(λ22 + λ2 + 1)} (eu + fe−u + α△ u)2
− C5(λ1 + λ2 + 1)(eu + fe−u + α△ u)
− C5
4(2−1(C1A)−2κλ2 − C5) − C5.
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Hence (eu+ fe−u+α△ u)(q3) has an upper bound C′5 depending on α, f , µ, the curvature
bound of metric ωS , A. Since e
−λ1u+λ2|▽u|2(eu + fe−u + α△ u) achieves its maximum at
the point q3, we get the estimate
(eu + fe−u + α△ u) ≤ C′5
sup(e−λ1u+λ2|▽u|
2
)
inf(e−λ1u+λ2|▽u|2)
≤ C′5
e−λ1 inf u+λ2 sup|▽u|
2
e−λ1 supu
.
As | ▽u |2 has the upper bound (7.8), we get an upper bound of eu + fe−u + α△ u. In
conclusion, we have proved the following
Proposition 22. Let S be a K3 surface with Calabi-Yau metric ωS such that
∫
S
1
ω2S
2! = 1.
Let u ∈ C4(S) be the solution of the equation △(eu − tαfe−u) + 8αdet g
′
ij¯
det gij¯
+ tµ = 0 which
satisfies the condition (eu + tαfe−u)ωS + 2α
√−1∂∂¯u > 0 and (∫
S
e−4u
) 1
4 = A << 1 (see
(9.55) and (9.56)). Then eu + tαfe−u + α△ u has an upper bound depending only on α,
f , µ, ωS and A. Moreover, combing with the Proposition 21, e
u + tαfe−u + 4αui¯i, for
i = 1, 2, have the positive lower and upper bounds depending only on α, f , µ, ωS (both
Sobolev constant and curvature bound) and A.
11. Third order estimate
In this section we use indices to denote partial derivatives, e.g., ui = ∂iu =
∂u
∂zi
, uij¯ =
∂ij¯u =
∂2u
∂zi∂z¯j
. Indices preceded by a comma, e.g., u,ik indicate covariant differentiation
with respect to the given metric ωS . Let
Γ = gij¯gkl¯u,iku,j¯l¯
Θ = g′ir¯g′sj¯g′kt¯u,ij¯ku,r¯st¯
Ξ = g′ij¯g′kl¯g′pq¯u,ikpu,j¯l¯q¯
Φ = g′ij¯g′kl¯g′pq¯g′rs¯u,il¯pru,j¯kq¯s¯
Ψ = g′ij¯g′kl¯g′pq¯g′rs¯u,il¯ps¯u,j¯kq¯r.
We shall apply the maximum principle to the function
(11.1) (λ3 + α△ u)Θ + λ4(m+ α△ u)Γ + λ5 | ▽u |2 Γ + λ6Γ,
where all λi for i = 3, 4, 5, 6 are positive constants and will be determined later; m is a
fixed constant such that m + α △ u > 0. At first we assume that λ3 + α △ u > 1. We
shall use C6 as a constant in generic sense which depends only on α, f , µ, ωS and u up
to the second order derivations. Let the function (11.1) achieve the maximum at a point
q4 ∈ S. Before computing P ((11.1)) at q4, we need to derive some relations between partial
derivatives and covariant differentiations. Pick a normal coordinate at q4 such that gij¯ = δij ,
∂gij¯/∂zk = ∂gij¯/∂z¯k = 0. Then at q4, we have
u,ij¯ = uij¯ , u,ij = uij , u,¯ij¯ = ui¯j¯ ,
u,ij¯k = uij¯k, u,¯ijk¯ = ui¯jk¯, u,ij¯k¯ = uij¯k¯, u,¯ij¯k = ui¯j¯k
∂k¯l(u,ij) = u,ijk¯l, . . . . . .
We also have
u,ikγ¯ = u,iγ¯k + usR
s
ikγ¯ , u,j¯l¯δ = u,j¯δl¯ + us¯R
s¯
j¯l¯δ.
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Now we compute every term in P ((11.1)).
(11.2)
P (| ▽u |2) = 4g′δγ¯∂δ∂γ¯(gij¯uiuj¯)
≥ 4g′δγ¯gij¯(uiγ¯δuj¯ + uiuj¯δγ¯ + uiγ¯uj¯δ + uiδuj¯γ¯)− C6
≥ 4g′δγ¯gij¯{u,iδu,j¯γ¯ + u,iγ¯δuj¯ + uiu,j¯δγ¯} − C6
≥ m1Γ− C6
∑
| u,iγ¯δ || uj¯ | −C6
≥ m1Γ− C6Θ 12 − C6.
Since Proposition 22 shows that the metric ω′ is uniformly equivalent to ωS , we see that
such an m1 > 0 exists. Next we estimate P (α△ u). From (10.4) we know
(11.3) αP (△u) ≥ gij¯g′δp¯g′qγ¯g′δγ¯ig′p¯qj¯ + (2F )−1 △ F − (2F 2)−1 | ▽F |2 −C6.
We compute
(11.4)
gij¯g′δp¯g′qγ¯g′δγ¯ig
′
p¯qj¯
≥gij¯g′δp¯g′qγ¯(4αuδγ¯i)(4αup¯qj¯)
+ g′δp¯g′qγ¯gij¯{((eu + fe−u)gqp¯)j¯(4αuδγ¯i) + (4αuqp¯j¯((eu + fe−u)gδγ¯)i)}
≥16α2gij¯g′δp¯g′qγ¯u,δγ¯iu,p¯qj¯ − C6
∑
| (eu + fe−u)j¯ || uδγ¯i |
≥m2Θ− C6Θ 12 .
From (10.31),
(11.5) △F ≥ −C6
∑
| u,kl¯i || uj¯ | −C6Γ− C6 ≥ −C6Θ
1
2 − C6Γ− C6.
Inserting (11.4), (11.5) and (10.33) into (11.3), we get
(11.6) P (α△ u) ≥ m2Θ− C6Θ 12 − C6Γ− C6 ≥ m2Θ− C6Γ− C6,
where we have used m2 in the generic sense. We also calculate:
(11.7)
P (Γ) = 2g′δγ¯∂δ∂γ¯Γ
≥ 2g′δγ¯gij¯gkl¯{(u,ik)γ¯δu,j¯l¯ + u,ik(u,j¯l¯)δγ¯}
+ 2g′δγ¯gij¯gkl¯{(u,ik)δ(u,j¯l¯)γ¯ + (u,ik)γ¯(u,j¯l¯)δ} − C6Γ
= 2g′δγ¯gij¯gkl¯{u,ikγ¯δu,j¯l¯ + u,iku,j¯l¯δγ¯ + u,ikδu,j¯l¯γ¯ + u,ikγ¯u,j¯l¯δ} − C6Γ
= 2g′δγ¯gij¯gkl¯{u,ikδu,j¯l¯γ¯ + u,ikγ¯δu,j¯l¯ + u,iku,j¯l¯δγ¯}
+ 2g′δγ¯gij¯gkl¯(u,iγ¯k + usRsikγ¯)(u,j¯δl¯ + us¯R
s¯
j¯l¯δ)− C6Γ
≥ 2g′δγ¯gij¯gkl¯(u,ikδu,j¯l¯γ¯ + uiγ¯kuj¯δl¯)
− C6
∑
(| u,ikγ¯δ || u,j¯l¯ | + | u,iγ¯k || usRsikγ¯ |)− C6Γ
≥ m3Ξ +m3Θ− C6Φ 12Γ 12 − C6Γ
≥ m3Ξ +m3Θ− ǫ1λ−16 Φ− C6λ6ǫ−11 Γ.
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Combining (11.2) and (11.7), we find
(11.8)
P (| ▽u |2 Γ)
= P (| ▽u |2)Γ+ | ▽u |2 P (Γ)
+ 2g′δγ¯(∂δ(| ▽u |2)∂γ¯Γ + ∂γ¯(| ▽u |2)∂δΓ)
≥ m1Γ2 − C6Θ 12Γ− C6Γ+ | ▽u |2 (m3Ξ +m3Θ− C6Φ 12Γ 12 − C6Γ)
− C6(Γ 12 + 1)(Θ 12Γ 12 + Ξ 12Γ 12 + Γ 12 )
≥ m1Γ2 − ǫ1λ−15 Φ− C6λ5ǫ−11 Γ− C6Ξ− C6Θ− C6.
Combining (11.6) and (11.7), we get
(11.9)
P ((m+ α△ u)Γ)
= P (α△ u)Γ + (m+ α△ u)P (Γ) + 2αg′δγ¯{∂δ(△u)∂γ¯Γ + ∂γ¯(△u)∂δΓ}
≥ (m2Θ− C6Γ− C6)Γ + (m+ α△ u)(m3Ξ +m3Θ− C6Φ 12Γ 12 − C6Γ)
− C6Θ 12 (Θ 12 + Ξ 12 + 1)Γ 12
≥ m2ΘΓ− C6Γ2 − ǫ1λ−14 Φ− C6λ4ǫ−11 Γ− C6Ξ− C6Θ.
Now we deal with
(11.10)
P ((λ3 + α△ u)Θ) = P (λ3 + α△ u)Θ + (λ3 + α△ u)P (Θ)
+ 2αg′δγ¯{∂δ(△u)∂γ¯Θ+ ∂γ¯(△u)∂δΘ}.
Applying (11.6), we get
(11.11) P (λ3 + α△ u)Θ ≥ m2Θ2 − C6ΓΘ− C6Θ.
Let (λ3 + α△ u)Θ + λ4(m + α△ u)Γ + λ5 | ▽u |2 Γ + λ6Γ achieve the maximum at the
point q4. Then at the point q4, we have,
∂γ¯Θ = − 1
λ3 + α△ u{Θ∂γ¯(α△ u) + λ4∂γ¯((m+ α△ u)Γ) + λ5∂γ¯(| ▽u |
2 Γ) + λ6∂γ¯Γ}
and
(11.12)
2αg′δγ¯{∂δ(λ3 + α△ u)∂γ¯Θ+ ∂γ¯(λ3 + α△ u)∂δΘ}
= − 4α
2
λ3 + α△ uRe g
′δγ¯(△u)δ{α(△u)γ¯Θ+ αλ4(△u)γ¯Γ + λ5(| ▽u |2)γ¯Γ
+ [λ4(m+ α△ u) + λ5 | ▽u |2 +λ6]Γγ¯}
≥ −C6
λ3 + α△ uΘ
1
2 × {Θ 32 + λ4Θ 12Γ + λ5Γ 32
+ (λ4 + λ5 + λ6)(Θ
1
2 + Ξ
1
2 + Γ
1
2 )Γ
1
2 }
≥ −C6
λ3 + α△ u{Θ
2 + (λ4 + λ5 + λ6)(ΘΓ + Θ+ Γ+ Ξ) + λ5Γ
2} − C6.
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Inserting (11.11) and (11.12) into (11.10), and then combing (11.7)-(11.10), we obtain
(11.13)
P ((λ3 + α△ u)Θ + λ4(m+ α△ u)Γ + λ5 | ▽u |2 Γ + λ6Γ)
≥(λ3 + α△ u)P (Θ) +
{
m2 − C6
λ3 + α△ u
}
Θ2
+
{
λ4m2 − C6 − C6
λ3 + α△ u(λ4 + λ5 + λ6)
}
ΘΓ
+
{
λ5m1 − C6λ5
λ3 + α△ u − C6λ4
}
Γ2
+
{
λ6m3 − C6(λ4 + λ5)− C6(λ4 + λ5 + λ6)
λ3 + α△ u
}
Ξ
− 3ǫ1Φ− C7Θ− C7Γ− C7,
where C7 depends also on λi and ǫ1 at point q4. At last we can estimate P (Θ). We follow
paper [26] to obtain:
(11.14)
P (Θ) =2g′δγ¯∂δ∂γ¯(g′ir¯g′sj¯g′kt¯u,ij¯ku,r¯st¯)
=2g′δγ¯ [ 2g′ia¯g′bp¯g′qr¯g′sj¯g′kt¯ + 2g′ip¯g′qa¯g′br¯g′sj¯g′kt¯
+ 2g′ip¯g′qr¯g′sa¯g′bj¯g′kt¯ + 2g′ip¯g′qr¯g′sj¯g′ka¯g′bt¯
+ g′ia¯g′br¯g′sp¯g′qj¯g′kt¯ + g′ir¯g′sa¯g′bp¯g′qj¯g′kt¯
+ g′ir¯g′sp¯g′qa¯g′bj¯g′kt¯ + g′ir¯g′sp¯g′qj¯g′ka¯g′bt¯]
× ∂δg′ba¯∂γ¯g′p¯qu,ij¯ku,r¯st¯ (first class)
− 2g′δγ¯ [2g′ip¯g′qr¯g′sj¯g′kt¯ + g′ir¯g′sp¯g′qj¯g′kt¯]
× [∂γ¯g′p¯qu,ij¯kδu,r¯st¯ + ∂δg′qp¯u,r¯st¯γ¯u,ij¯k] (second class)
− 2g′δγ¯ [2g′ip¯g′qr¯g′sj¯g′kt¯ + g′ir¯g′sp¯g′qj¯g′kt¯]
× [∂γ¯g′p¯qu,ij¯ku,r¯st¯δ + ∂δg′qp¯u,ij¯kγ¯u,r¯st¯] (third class)
− 2g′δγ¯ [2g′ip¯g′qr¯g′sj¯g′kt¯ + g′ir¯g′sp¯g′qj¯g′kt¯]× ∂δ∂γ¯g′p¯qu,ij¯ku,r¯st¯ (forth class)
+ 2g′δγ¯g′ir¯g′sj¯g′kt¯ × [u,ij¯kγ¯δu,r¯st¯ + u,ij¯ku,r¯st¯δγ¯ ] (fifth class)
+ 2g′δγ¯g′ir¯g′sj¯g′kt¯ × [u,ij¯kγ¯u,r¯st¯δ + u,ij¯kδu,r¯st¯γ¯ ] (sixth class)
− C6Θ,
where when we use normal coordinate so that at this point we have ∂β¯u,ij¯k = u,ij¯kβ¯ and
∂α∂β¯u,ij¯k = u,ij¯kβ¯α + u,is¯kR
s¯
j¯β¯α
. Comparing with (A.8) in [26], we should deal with first
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five classes in (11.14). The first class is:
(11.15)
2g′δγ¯g′ia¯g′bp¯g′qr¯g′sj¯g′kt¯∂δg′ba¯∂γ¯g
′
p¯qu,ij¯ku,r¯st¯
= 2g′δγ¯g′ia¯g′bp¯g′qr¯g′sj¯g′kt¯(4αuba¯δ)(4αup¯qγ¯)u,ij¯ku,r¯st¯
+ 4Re{g′δγ¯g′ia¯g′ap¯g′qr¯g′sj¯g′kt¯((eu + fe−u)δ · (4αup¯qγ¯)u,ij¯ku,r¯st¯)}
+ 2g′δγ¯g′ia¯g′ap¯g′pr¯g′sj¯g′kt¯((eu + fe−u)δ(eu + fe−u)γ¯u,ij¯ku,r¯st¯)
≥ 2g′δγ¯g′ia¯g′bp¯g′qr¯g′sj¯g′kt¯(4αu,ba¯δ)(4αu,p¯qγ¯)u,ij¯ku,r¯st¯
+ 4Re{g′δγ¯g′ia¯g′ap¯g′qr¯g′sj¯g′kt¯((eu + fe−u)δ · (4αu,p¯qγ¯)u,ij¯ku,r¯st¯)}
≥ 2g′δγ¯g′ia¯g′bp¯g′qr¯g′sj¯g′kt¯(4αu,ba¯δ)(4αu,p¯qγ¯)u,ij¯ku,r¯st¯
− ǫ2/12(λ3 + α△ u)−1Θ2 − C6ǫ−12 (λ3 + α△ u)Θ.
The second class is:
(11.16)
− 2g′δγ¯g′ip¯g′qr¯g′sj¯g′kt¯{∂γ¯g′p¯qu,ij¯kδu,r¯st¯ + ∂δg′qp¯u,r¯st¯γ¯u,ij¯k}
= −4Re{g′δγ¯g′ip¯g′qr¯g′sj¯g′kt¯∂γ¯((eu + fe−u)gp¯q + 4αup¯q)u,ij¯kδur¯st¯}
≥ −2g′δγ¯g′ip¯g′qr¯g′sj¯g′kt¯{(4αu,p¯qγ¯)u,ij¯kδu,r¯st¯ + (4αu,qp¯δ)ur¯st¯γ¯u,ij¯k}
− ǫ1/3(λ3 + α△ u)−1Φ− C6(λ3 + α△ u)ǫ−11 Θ.
The third class is:
(11.17)
− 2g′δγ¯g′ip¯g′qr¯g′sj¯g′kt¯{∂δg′qp¯u,ij¯kγ¯u,r¯st¯ + ∂γ¯g′qp¯u,ij¯ku,r¯st¯δ}
≥ −2g′δγ¯g′ip¯g′qr¯g′sj¯g′kt¯{(4αu,qp¯δ)u,ij¯kγ¯u,r¯st¯ + (4αu,p¯qγ¯)u,ij¯ku,r¯st¯δ}
− ǫ1/3(λ3 + α△ u)−1Ψ− C6(λ3 + α△ u)ǫ−11 Θ.
Next we deal with the forth class. By (10.3),
(11.18)
− 2g′δγ¯g′ip¯g′qr¯g′sj¯g′kt¯∂δ∂γ¯g′p¯qu,ij¯ku,r¯st¯
≥− 2g′δγ¯g′ip¯g′qr¯g′sj¯g′kt¯(4αuγ¯δp¯q)u,ij¯ku,r¯st¯ − C6Θ
≥− 2g′δa¯g′bγ¯g′ip¯g′qr¯g′sj¯g′kt¯∂p¯g′a¯b∂qg′δγ¯u,ij¯ku,r¯st¯ − C6Θ
− 2g′ip¯g′qr¯g′sj¯g′kt¯ {F−1Fqp¯ − F−2FqFp¯}u,ij¯ku,r¯st¯.
Then from (11.4), (11.5) and (10.35), we can see
(11.19)
− 2g′δγ¯g′ip¯g′qr¯g′sj¯g′kt¯∂δ∂γ¯g′p¯qu,ij¯ku,r¯st¯
≥ − 2g′ip¯g′qr¯g′sj¯g′kt¯g′δa¯g′bγ¯(4αua¯bp¯)(4αu,δγ¯q)u,ij¯ku,r¯st¯
− C6Θ 32 − C6ΘΓ 12 − C6ΓΘ− C6Θ
≥ − 2g′ip¯g′qr¯g′sj¯g′kt¯g′δa¯g′bγ¯(4αu,a¯bp¯)(4αu,δγ¯q)u,ij¯ku,r¯st¯
− C6ΘΓ−m2/24(λ3 + α△ u)−1Θ2 − C6(λ3 + α△ u)Θ− C6Γ.
Now we deal with the fifth term. By direct calculation, we have
u,ij¯kγ¯δ = uij¯kγ¯δ + u,pj¯δR
p
ikγ¯ + u,ip¯kR
p¯
j¯γ¯δ
− upj¯∂δ∂γ¯(gps¯∂kgis¯)− upj¯γ¯∂δ(gps¯∂kgis¯).
So the fifth class can be expressed
(11.20)
g′δγ¯g′ir¯g′sj¯g′kt¯{u,ij¯kγ¯δu,r¯st¯ + u,ij¯ku,r¯st¯δγ¯}
≥g′γδ¯g′ir¯g′sj¯g′kt¯{uij¯kγ¯δu,r¯st¯ + u,ij¯kur¯st¯δγ¯} − C6Θ.
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Differentiating (10.3), we can get
(11.21)
4αg′δγ¯uδγ¯ij¯k =4αg
′δp¯g′qγ¯g′qp¯kuδγ¯ij¯ + (g
′δp¯g′qγ¯g′pq¯j¯g
′
δγ¯i)k
+ g′δp¯gqγ¯g′qp¯k((e
u + fe−u)gδγ¯)ij¯ − g′δγ¯((eu + fe−u)gδγ¯)ij¯k
+ F−1Fij¯k − F−2(FkFij¯ + FiFj¯k + Fj¯Fik) + 2F−3FiFj¯Fk.
Inserting (11.21) into (11.20), we get
(11.22)
g′δγ¯g′ir¯g′sj¯g′kt¯{u,ij¯kγ¯δu,r¯st¯ + u,ij¯ku,r¯st¯δγ¯}
≥g′ir¯g′sj¯g′kt¯g′δp¯g′qγ¯{g′qp¯kuδγ¯ij¯u,r¯st¯ + g′q¯pt¯uγ¯δr¯su,ij¯k} − C6Θ
+ (4α)−1g′ir¯g′sj¯g′kt¯{(g′δp¯g′qγ¯g′p¯qj¯g′δγ¯i)kur¯st¯ + (g′δp¯g′qγ¯g′p¯qs¯g′δγ¯r)t¯uij¯k}
+ 2(4α)−1Re{g′ir¯g′sj¯g′kt¯(F−1Fij¯k − F−2(Fij¯Fk + FiFj¯k + Fj¯Fik) + 2F−3FiFj¯Fk)u,r¯st¯}.
We observe
(11.23)
g′ir¯g′sj¯g′kt¯g′δp¯g′qγ¯{g′qp¯kuδγ¯ij¯u,r¯st¯ + g′q¯pt¯uγ¯δr¯su,ij¯k}
≥g′ir¯g′sj¯g′kt¯g′δp¯g′qγ¯{(4αu,qp¯k)u,δγ¯ij¯u,r¯st¯ + (4αu,p¯qt¯)u,γ¯δr¯su,ij¯k}
− C6
∑
| u,δγ¯ij¯ || u,r¯st¯ | −C6
∑
| u,qp¯k || u,r¯st¯ | −C6
∑
| u,r¯st¯ |
≥g′ir¯g′sj¯g′kt¯g′δp¯g′qγ¯{(4δu,qp¯k)u,δγ¯ij¯u,r¯st¯ + (4αu,p¯qt¯)u,γ¯δr¯su,ij¯k}
− C6Ψ 12Θ 12 − C6Θ,
and
(11.24)
(4α)−1g′ir¯g′sj¯g′kt¯{(g′δp¯g′qγ¯g′p¯qj¯g′δγ¯i)kur¯st¯ + (g′δp¯g′qγ¯g′p¯qs¯g′δγ¯r)t¯uij¯k}
≥(4α)−1g′ir¯g′sj¯g′kt¯g′δp¯g′qγ¯{(g′p¯qj¯kg′δγ¯i + g′p¯qj¯g′δγ¯ik)u,r¯st¯
+ (g′p¯qs¯t¯g
′
δγ¯r + g
′
p¯qs¯g
′
δγ¯rt¯)u,ij¯k}
− (4α)−1g′ir¯g′sj¯g′kt¯(g′δa¯g′bp¯g′qγ¯ + g′δp¯g′qa¯g′bγ¯)
· (g′ba¯kg′p¯qj¯g′δγ¯iu,r¯st¯ + g′a¯bt¯g′p¯qs¯g′δγ¯ru,ij¯k)
≥g′ir¯g′sj¯g′kt¯g′δp¯g′qγ¯{[u,p¯qj¯k(4αu,δγ¯i) + (4αu,p¯qj¯)u,δγ¯ik]u,r¯st¯
+ [(u,p¯qs¯t¯(4αu,δγ¯r) + (4αu,p¯qs¯)u,δγ¯rt¯]u,ij¯k}
− g′ir¯g′sj¯g′kt¯{g′δa¯g′bp¯g′qγ¯ + g′δp¯g′qa¯g′bγ¯}
· {(4αu,ba¯k)(4αu,p¯qj¯)u,δγ¯iu,r¯st¯ + (4αu,a¯bt¯)(4αu,δγ¯r)u,p¯qs¯u,ij¯k}
− C6Θ 32 − C6Ψ 12Θ 12 − C6Φ 12Θ 12 − C6Θ− C6.
Then we estimate
(11.25)
(4α)−1Re{g′ir¯g′sj¯g′kt¯(F−1Fij¯k − F−2(Fij¯Fk + FiFj¯k + Fj¯Fik) + 2F−3FiFj¯Fk)u,r¯st¯}
≥ − C6Φ 12Θ 12 − C6Ψ 12Θ 12 − C6Γ 12Θ− C6Γ 32Θ 12 − C6Θ− C6.
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Inserting (11.23)-(11.25) into (11.22), we get
(11.26)
g′δγ¯g′ir¯g′sj¯g′kt¯{u,ij¯kγ¯δu,r¯st¯ + u,ij¯ku,r¯st¯δγ¯}
≥g′ir¯g′sj¯g′kt¯g′δp¯g′qγ¯{(4αu,qp¯k)u,δγ¯ij¯u,r¯st¯ + (4αu,p¯qt¯)u,γ¯δr¯su,ij¯k}
+ g′ir¯g′sj¯g′kt¯g′δp¯g′qγ¯{[u,p¯qj¯k(4αu,δγ¯i) + (4αu,p¯qj¯)u,δγ¯ik]u,r¯st¯
+ [u,p¯qs¯t¯(4αu,δγ¯r) + (4αu,p¯qs¯)u,δγ¯rt¯]u,ij¯k}
− g′ir¯g′sj¯g′kt¯{g′δa¯g′bp¯g′qγ¯ + g′δp¯g′qa¯g′bγ¯}
· {(4αu,ba¯k)(4αu,p¯qj¯)u,δγ¯iu,r¯st¯ + (4αu,a¯bt¯)(4αu,δγ¯r)u,p¯qs¯u,ij¯k}
− ǫ1/2(λ3 + α△ u)−1(Φ + Ψ)− C6ǫ−11 (λ3 + α△ u)Θ
−m2/16(λ3 + α△ u)−1Θ2 − C6(λ3 + α△ u)Θ− C6ΘΓ− C6Γ2.
Inserting (11.15)-(11.17), (11.19) and (11.26) into (11.14), diagonalizing and simplifying,
then comparing to (A.8) and (A.9) in [26], we obtain
(11.27)
P (Θ) ≥
∑
g′i¯ig′jj¯g′kk¯g′δδ¯× | uij¯kδ¯ − 4α
∑
p
uip¯kuj¯pδ¯g
′pp¯ |2
+
∑
g′i¯ig′jj¯g′kk¯g′δδ¯× | uij¯kδ − 4α
∑
p
(uip¯δupj¯k + uip¯kupj¯δ)g
′pp¯ |2
− 1
λ3 + α△ u
{
2ǫ1Φ + 2ǫ1Ψ+ (ǫ2 +
m2
4
)Θ2
}
− C6ΘΓ− C7Θ− C7Γ
=
∑
g′i¯ig′jj¯g′kk¯g′δδ¯× |
√
1− 2ǫ1(λ3 + α△ u)−1uij¯kδ¯
− 4α
(√
1− 2ǫ1(λ3 + α△ u)−1
)−1∑
p
uip¯kuj¯pδ¯g
′pp¯ |2
+
∑
g′i¯ig′jj¯g′kk¯g′δδ¯× |
√
1− 5ǫ1(λ3 + α△ u)−1uij¯kδ
− 4α
(√
1− 5ǫ1(λ3 + α△ u)−1
)−1∑
p
(uip¯δupj¯k + uip¯kupj¯δ)g
′pp¯ |2
+
3ǫ1
λ3 + α△ uΦ− C6ΘΓ− C6Γ
2 −
(
m2/4 + ǫ2
λ3 + α△ u +
C6ǫ1
λ3 + α△ u− 5ǫ1
)
Θ2 − C7(θ + Γ)
≥ 3ǫ1
λ3 + α△ uΦ− C6ΘΓ− C6Γ
2 −
(
m2/4 + ǫ2
λ3 + α△ u +
C6ǫ1
λ3 + α△ u− 5ǫ1
)
Θ2 − C7(Θ + Γ).
Inserting (11.27) into (11.13), at last we obtain
(11.28)
P ((λ3 + α△ u)Θ + λ4(m+ α△ u)Γ + λ5 | ▽u |2 Γ + λ6Γ)
≥
{
m2 − m2
4
− ǫ2 − C6
λ3 + α△ u − C6ǫ1
λ3 + α△ u
λ3 + α△ u− 5ǫ1
}
Θ2
+
{
λ4m2 − C6 − C6
λ3 + α△ u (λ4 + λ5 + λ6)− C6(λ3 + α△ u)
}
ΘΓ
+
{
λ5m1 − C6λ5
λ3 + α△ u − C6λ4 − C6(λ3 + α△ u)
}
Γ2
+
{
λ6m3 − C6(λ4 + λ5)− C6(λ4 + λ5 + λ6)
λ3 + α△ u
}
Ξ− C7Θ− C7Γ− C7.
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Note the generic constant C6 does not depend on ǫi and λi. So we can fix it, because we
can take the biggest one. Fix ǫ1 and ǫ2 such that ǫ2 + 2C6ǫ1 <
m2
4 . Take λ3 big enough
such that C6λ3+α△u <
m2
4 and
λ3+α△u
λ3+α△u−5ǫ1 < 2, then
(11.29)
{
m2 − m2
4
− ǫ2 − C6
λ3 + α△ u − C6ǫ1
λ3 + α△ u
λ3 + α△ u− 5ǫ1
}
Θ2 >
m2
4
Θ2.
Let
λ˜i =
λi
λ3 + α△ u for i = 4, 5, 6.
We choose λ˜4, λ˜5 and λ˜6 such that
λ˜4 >
C6
m2
+ 1
λ˜5 >
C6
m1
λ˜4 +
C6
m1
+ 1
and
λ˜6 > C6
λ˜4 + λ˜5
m3
+ 1.
Then if we take λ3 big enough such that
mi(λ3 + α△ u)− C6(λ˜4 + λ˜5 + λ˜6)− C6 > mi, for i = 1, 2, 3,
we can estimate
(11.30)
{
λ4m2 − C6 − C6
λ3 + α△ u (λ4 + λ5 + λ6)− C6(λ3 + α△ u)
}
ΘΓ
≥{m2(λ3 + α△ u)− C6(λ˜4 + λ˜5 + λ˜6)− C6}ΘΓ > m2ΘΓ;
(11.31)
{
λ5m1 − C6λ5
λ3 + α△ u − C6λ4 − C6(λ3 + α△ u)
}
Γ2
> {m1(λ3 + α△ u)− C6λ˜5}Γ2 > m1Γ2
and
(11.32)
{
m3λ6 − C6
λ3 + α△ u(λ4 + λ5 + λ6)− C6(λ4 + λ5)
}
Ξ
> {m3(λ3 + α△ u)− C6(λ˜4 + λ˜5 + λ˜6)}Ξ > m3Ξ.
Inserting (11.29), (11.30)-(11.32) into (9.28), we see that
0 ≥ P ((λ3 + α△ u)Θ + λ4(m+ α△ u)Γ + λ5 | ▽u |2 Γ + λ6Γ)
≥ m2
4
Θ2 +m2ΘΓ+m1Γ
2 +m3Ξ− C7Θ− C7Γ− C7.
Above inequality gives an estimate of the the quantity supS Θ and supS Γ. This in turn
gives the estimates of uij¯k and uij for all i, j, k.
Proposition 23. Let ωS be a given Calabi-Yau metric on a K3 surface with
∫
S 1
ω2S
2! = 1.
Let t ∈ T and u ∈ C5(S) is a solution of the equation △(eu − tαfe−u) + 8αdetuij¯det gij¯ + tµ = 0
under the elliptic condition ω′ = (eu + tαfe−u)ωS + 2α
√−1∂∂¯u > 0 and the normalization(∫
S
e−4u
) 1
4 = A << 1 (see (9.55) and (9.56)). Then there is an estimate of the derivatives
uij¯k in terms of α, f , µ, ωS and A.
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12. Estimates for the general case
In general case, the equation is
√−1∂∂¯eu ∧ ωS − tα∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α∂∂¯u ∧ ∂∂¯u+ tµω
2
S
2!
= 0.
Let
ρ = −√−1tr(∂¯B ∧ ∂B∗ · g−1),
then ρ is a well-defined real (1, 1)-form on S. We replace tαρ by ρ and tµ by µ. Then we
can rewrite the equation as
√−1∂∂¯eu ∧ ωS −
√−1∂∂¯(e−uρ)− α∂∂¯u ∧ ∂∂¯u+ µω
2
S
2!
= 0.
The elliptic condition is
ω′ = euωS + e−uρ+ 2α
√−1∂∂¯u > 0.
If we let ρ =
√−1
2 ρij¯dzi ∧ dz¯j , then g′ij¯ = eugij¯ + e−uρij¯ + 4αuij¯. Using the definition of P
and the equation, we compute
∫
S
P (e−ku)
ω′2
2!
≥ −k
∫
S
e−kuP (u)
ω′2
2!
=−√−1k
∫
S
e−ku∂∂¯u ∧ (euωS + e−uρ+ 2α
√−1∂∂¯u)
=− k
∫
S
e−(k−1)u △ u−√−1k
∫
S
e−(k+1)∂∂¯u ∧ ρ+ 2k
∫
S
e−ku △ eu
− 2k√−1
∫
S
e−ku∂∂¯(e−uρ) + 2k
∫
S
e−kuµ
=k
∫
S
e−(k−1)u △ u+ 2k
∫
S
e−(k−1)u | ▽u |2 +√−1k
∫
S
e−(k+1)u∂∂¯u ∧ ρ
− 2√−1k
∫
S
e−(k+1)u∂u ∧ ∂¯u ∧ ρ+ 2√−1k
∫
S
e−(k+1)u∂u ∧ ∂¯ρ
− 2√−1k
∫
S
e−(k+1)u∂¯u ∧ ∂ρ− 2√−1k
∫
S
e−(k+1)u∂∂¯ρ+ 2k
∫
S
e−kuµ.
On the other hand, we can also compute
∫
S
P (e−ku)
ω′2
2!
=
√−1
∫
S
∂∂¯e−ku ∧ ω′
=
√−1
∫
S
∂∂¯e−ku ∧ (euωS + e−uρ+ 2
√−1α∂∂¯u)
=− k
∫
S
e−(k−1)u △ u+ k2
∫
S
e−(k−1)u | ▽u |2
−√−1k
∫
S
e−(k+1)u∂∂¯u ∧ ρ+√−1k2
∫
S
e−(k+1)u∂u ∧ ∂¯u ∧ ρ.
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Combing above two inequalities, we get
k
∫
S
e−(k−1)u | ▽u |2 +√−1k
∫
S
e−(k+1)u∂u ∧ ∂¯u ∧ ρ
≥2
∫
S
e−(k−1)u △ u+ 2
∫
S
e−(k−1)u | ▽u |2 +2√−1
∫
S
e−(k+1)u∂∂¯u ∧ ρ
− 2√−1
∫
S
e−(k+1)u∂u ∧ ∂¯u ∧ ρ+ 2√−1
∫
S
e−(k+1)u∂u ∧ ∂¯ρ
− 2√−1
∫
S
e−(k+1)u∂¯u ∧ ∂ρ− 2√−1
∫
S
e−(k+1)u∂∂¯ρ+ 2
∫
S
e−kuµ.
Integrating by part and then simplifying it, when k ≥ 2, we get
(12.1)
k
∫
S
e−(k−1)u | ▽u |2 +√−1k
∫
S
e−(k+1)u∂u ∧ ∂¯u ∧ ρ
≤2√−1(1− 1
1 + k
)
∫
S
e−(k+1)u∂∂¯ρ+ 2k
∫
S
e−kuµ.
Using the notation in section 3, we have
ρ =−√−1tr(∂¯B ∧ ∂B∗ · g−1)
=−√−1tr
(
∂¯f1
∂¯f2
)
∧ (∂f¯1 ∂f¯2) ·
(
g11¯ g21¯
g12¯ g22¯
)
=
√−1gij¯ ∂fi
∂z¯l
· ∂fj
∂z¯k
dzk ∧ dz¯l
and √−1∂u ∧ ∂¯u ∧ ρ
=
4
det gij¯
gij¯
{
u1u1¯
∂fi
∂z¯1
∂fj
∂z¯1
− u1u2¯
∂fi
∂z¯1
∂fj
∂z¯2
− u2u1¯
∂fi
∂z¯2
∂fj
∂z¯1
+ u2u2¯
∂fi
∂z¯2
∂fj
∂z¯2
}
ω2S
2!
=4( u1 u2 ) ·
(
∂f1
∂z¯1
∂f2
∂z¯1
∂f1
∂z¯2
∂f2
∂z¯2
)
· g ·
(
∂f1
∂z¯1
∂f2
∂z¯1
∂f1
∂z¯2
∂f2
∂z¯2
)∗
·
(
u1¯
u2¯
)
ω2S
2!
.
So √−1k
∫
S
e−(k+1)u∂u ∧ ∂¯u ∧ ρ ≥ 0.
Then (12.1) implies the inequality (8.8) in section 6:
k
∫
S
e−(k−1)u | ▽u |2≤2√−1(1− 1
1 + k
)
∫
S
e−(k+1)u∂∂¯ρ+ 2
∫
S
e−kuµ
≤C0
∫
S
e−(k+1)u + C0
∫
S
e−ku.
We follow the discussion in section 6 to get the estimate inf u ≥ − ln(C1A). If A is small
enough, we can get inf u big enough. Then we can check all other estimates can be derived
using the same method because the term eu can always control terms such as e−u | tr(∂¯B ∧
∂B∗ · g) |. Thus we get
Proposition 24. Proposition 20, 21, 22 are also true for the equation of general case:
(12.2)
√−1∂∂¯eu ∧ ωS − tα∂∂¯(e−utr(∂¯B ∧ ∂B∗ · g−1))− α∂∂¯u ∧ ∂∂¯u+ tµω
2
S
2!
= 0
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if we replace f by −√−1tr(∂¯B ∧ ∂B∗ · g−1).
Proposition 25. Proposition 23 is also true for the equation (12.2).
13. Further remark–generalization
Let X be a (n+1)-dimensional complex manifold with Hermitian metric ω and a nowhere
vanishing holomorphic (n+1, 0)-form Ω. As we state in the introduction, the string theorists
consider the following Strominger’s system:
(13.1) FH ∧ ωn = 0; F 2,0H = F 0,2H = 0;
(13.2)
√−1∂∂¯ω = α
′
4
(trR ∧R− trFH ∧ FH);
(13.3) d∗ω =
√−1(∂¯ − ∂) ln ‖Ω‖ω.
The third equation is equivalent to
(13.4) d(‖ Ω ‖ω ωn) = 0.
Let n ≥ 2. Motivated by the constructions in section 2 nd 4, we propose to study the
following system
(13.5) FH ∧ ωn = 0; F 2,0H = F 0,2H = 0;
(13.6)
{√−1∂∂¯ω − α′
4
(trR ∧R − trFH ∧ FH)
}
∧ ωn−2 = 0;
(13.7) d(‖ Ω ‖2
n−1
n
ω ω
n) = 0.
Then we can generalize our construction to complex manifolds with dim ≥ 3. Let K be a
Calabi-Yau n-fold with a Ricci-flat metric ωK and a nowhere vanishing holomorphic (n, 0)-
form ΩK . Let ω1, ω2 be a primitive harmonic (1, 1)-forms such that
ω1
2π ,
ω2
2π ∈ H1,1(K,Z).
Using these two forms, we can construct an (n+ 1)−dimensional complex manifold X :
1. π : X → K is a T 2-fibration over K. If we write locally ω1 = dα1 and ω2 = dα2 for real
1-forms α1 and α2, then there is a coordinate that x and y of fiber T
2 such that dx+
√−1dy
is a holomorphic 1-form on T 2-fibers and dx+ α1 and dy + α2 are globally defined 1-forms
on X .
2. Let
θ = (dx + α1) +
√−1(dy + α2)
and let
Ω = ΩK ∧ θ.
Then Ω defines a nowhere vanishing holomorphic (n+ 1, 0)-form on X .
3. Let u ∈ C2(K) function on K and
(13.8) ωu = e
uωK +
√−1
2
θ ∧ θ¯.
Then (Ω, ωu) satisfies equation (13.7).
As in section 4, we have
‖ Ω ‖2ωu=
‖ Ω ‖2ωu
‖ Ω ‖2ω0
=
ωn0
ωnu
= e−nu,
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and
ωnu = e
nuωnK +
√−1ne(n−1)uωn−1K ∧ θ ∧ θ¯.
Then
d(‖ Ω ‖2n−1n ωn) = d(euωnK) +
√−1nd(ωn−1K ∧ θ ∧ θ¯)
=
√−1nω(n−1)K (∧(ω1 +
√−1ω2) ∧ θ¯ + θ ∧ (ω1 −
√−1ω2)) = 0,
as ω1, ω2 are primitive (1, 1)-forms on K. So (Ω, ωu) satisfies equation (13.7).
As ω1, ω2 are harmonic, we can find (1, 0)-forms ξ1 =
∑n
i=1 ξ1idzi and ξ2 =
∑n
i=1 ξ2idzi,
locally where ξ1i and ξ2i are smooth complex function on some open set of K, such that
ω1 = ∂¯ξ1 and ω2 = ∂¯ξ2. Let
φi = ξ1i + ξ2i, for j = 1, 2, · · ·n,
and let
B = (φ1, φ2, · · · , φn).
Let Ru be the curvature of Hermitian connection of metric ωu of the holomorphic tangent
bundle T ′X and RK be the curvature of metric ωK . Then in section 3, we have
trRu ∧Ru = trRK ∧RK + 2∂∂¯(e−u∂¯B ∧ ∂B∗ · g−1) + n∂∂¯u ∧ ∂∂¯u,
where g is the Calabi-Yau metric associated to Ka¨hler form ωK . Let E be the stable vector
bundle over (K,ωK) with degree zero. According to the Uhlenbeck-Yau theorem, there is a
unique Hermitian-Yang-Mills metric H up to constants. Hence
(π∗E, π∗H,X, ωu)
satisfies the equation (13.5) and (13.7). So we only need to consider equation (13.6), which
can be decomposed to the following two equations
(13.9)
(n− 2)!
2
∫
K
(‖ ω1 ‖2ωK + ‖ ω2 ‖2ωK )
ωnK
n!
+
α′
4
∫
K
tr(FH ∧FH −RK ∧RK)∧ωn−2K = 0
and
(13.10)
√−1∂∂¯u∧ωn−1K − 2∂∂¯(e−utr∂¯B ∧∂B∗)∧Kn−2−n∂∂¯u∧∂∂¯u∧Kn−2+µ
ωnK
n!
= 0,
where µ is a smooth function on K and
∫
K
µ
ωnK
n! = 0. In the next paper, we will continue
to consider this problem.
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