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PROCESOS MARKOVIANOS DE DECISIO´N EN EL
MODELAMIENTO DE AGENTES RACIONALES
YOFRE H. GARCI´A G. (*)
Resumen. Se presenta una s´ıntesis teo´rica de los Procesos Markovianos
de Decisio´n con horizonte infinito, junto con el me´todo de iteracio´n de
valores. Se mencionan conceptos de Inteligencia Artificial (AI), como el
concepto de agente, u´tiles en la formulacio´n del problema de la rejilla.
Abstract. A theoretical synthesis of the Markov Decision Processes
with infinite horizon, the value iteration method and some concepts of
Artificial Intelligence (AI), that describe the simple reflex agent, useful
in the modelling of the grid world problem, are presnted.
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1. Introduccio´n
La toma secuencial de decisiones bajo condiciones de incertidumbre en el campo
de la Inteligencia Artiﬁcial (AI), es un problema que ocupa parte importante
de las investigaciones recientes que se desarrollan a partir de una visio´n ma´s
uniﬁcada de esta a´rea, obtenida del enfoque basado en agentes [12]. El estudio
y construccio´n de agentes capaces de actuar racionalmente con informacio´n
incierta, se basa en herramientas de otras a´reas como la Teor´ıa de las Decisiones.
(*) Yofre H. Garc´ıa G., Departamento de Matema´ticas, Universidad Nacional de Colom-
bia. e-mail: ygarcia @matematicas.unal.edu.co
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Aqu´ı se presentan los procesos Markovianos de decisio´n (MDP´s), como una
alternativa para resolver problemas de decisio´n totalmente observables en IA,
como el problema de la rejilla [12], [9], [14] y [10].
1.1 Notacio´n. Si (X, τ) es un espacio me´trico, B(X) representa la menor
σ−a´lgebra sobre X que contiene todos los abiertos que conforman a τ [3],
decimos que X , junto con la coleccio´n B(X), es un espacio de Borel. Un
elemento B ∈ B(X) se llama conjunto de Borel.
B(X) es el espacio de Banach de todas las funciones medibles y acotadas a
valor real sobre X (el espacio de estados), bajo la me´trica del supremo.
Para una pol´ıtica δ ∈ ∆, P δx representa la medida de probabilidad sobre X
concentrada en {x} [3], cuando se adopta la pol´ıtica δ. El valor esperado con
respecto a la medida P δx , lo denotamos por Eδx.
La expresio´n A(xi) representa el conjunto de acciones admisibles sobre un
feno´meno aleatorio o´ sistema estoca´stico [6], que se encuentra en el estado xi.
2. Procesos Markovianos de Decisio´n (MDP´s)
Los MDP´s propuestos por Bellman [1] en 1957, con base en las ideas de
Shapley [13], se han utilizado comu´nmente en teor´ıa de la decisio´n para el
modelamiento de problemas de decisio´n secuencial sobre feno´menos aleatorios.
Decisio´n secuencial en un feno´meno aleatorio es la eleccio´n de una accio´n en
cada instante del tiempo.
En la formulacio´n de un problema de decisio´n secuencial, se supone que un
sistema o feno´meno cambia aleatoriamente de estado cuando se ejecutan sobre
e´l acciones a trave´s del tiempo, mientras el sistema proporciona recompen-
sas. El problema de decisio´n secuencial consiste en determinar la sucesio´n de
acciones que acumule la mayor cantidad de recompensas del sistema.
Una interpretacio´n econo´mica de las recompensas (como ganancias o costos),
corresponde a la formulacio´n cla´sica de estos problemas, donde la estructura
probabil´ıstica se modela por medio de las cadenas de Markov estacionarias con
para´metro de tiempo discreto, como se expone en [2]. Sin embargo, una mejor
descripcio´n de las probabilidades de transicio´n en estos problemas se logra bajo
la deﬁnicio´n de nu´cleo estoca´stico:
Definicio´n 1. Sean X y Y espacios de Borel. Un nu´cleo estoca´stico sobre X
dado Y , es una funcio´n q(x | y) tal que, para cada y ∈ Y , q(· | y) es una medida
de probabilidad sobre X, y para cada conjunto de Borel B ∈ B(X), q(B | ·) es
una funcio´n medible de Y hacia [0, 1].
Con esta deﬁnicio´n, la interaccio´n en un problema de decisio´n secuencial
esta´ dada de la siguiente forma: Si el sistema esta´ en el estado xi, por medio
de la funcio´n de decisio´n fn−1 : X → A(xi) del instante n − 1, se elige la
mejor accio´n ai = fn−1(xi) del conjunto de acciones admisibles A(xi). Esta
decisio´n determina las probabilidades de transicio´n [2], del sistema Πij = q(xj |
PROCESOS MARKOVIANOS DE DECISIO´N ... 33
xi, fn−1(xi)), descritas bajo el nu´cleo estoca´stico de X dado X ×A(xi). Πij es
la probabilidad de que el sistema pase al estado xj dado que se encuentra en
el estado xi y se ha elegido por medio de la funcio´n de decisio´n fn−1 la accio´n
fn−1(xi) ∈ A(xi). Adema´s, por medio de la funcio´n r : X ×A→ R, el sistema
proporciona la recompensa r(xi, fn−1(xi)), es decir, la recompensa obtenida
cuando el estado del sistema es xi y se adopta la accio´n fn−1(xi) ∈ A(xi).
Gra´ﬁcamente, esto corresponde al esquema de la ﬁgura 1.1.
xi ✲ xj∏
ij := q(xj|xi, fn−1(xi))
ACCIO´N: fn−1(xi) ∈ A(xi)
RECOMPENSA: r(xi, aj)
Figura 1.1
Para el modelamiento de estos problemas se usan los procesos Markovianos de
decisio´n (MDP´s) estacionarios, deﬁnidos como sigue:
Definicio´n 2. Un Proceso Markoviano de decisio´n estacionario (MDP) [5] es
una coleccio´n de objetos (X,A, q, r) donde,
• X es un espacio de Borel que denota el conjunto de posibles estados del
sistema.
• A es tambie´n un espacio de Borel, pero que denota el conjunto de acciones
del sistema.
• q es un nu´cleo estoca´stico sobre X dado X ×A.
• r es una funcio´n real medible sobre X ×A, conocida como la funcio´n de
recompensas.
Este modelo genera la sucesio´n de estados y acciones (xt, at)t∈T del proble-
ma de decisio´n secuencial. Un MDP estacionario es de horizonte inﬁnito si T es
un conjunto inﬁnito numerable. Comu´nmente el conjunto T son los nu´meros
naturales. La sucesio´n (xn)n∈N que se deriva de un MDP es una cadena de
Markov estacionaria de para´metro de tiempo discreto. A la sucesio´n de funcio-
nes de decisio´n (fn)n∈N que deﬁnen a la sucesio´n de acciones (an)n∈N se llama
una pol´ıtica. Cuando la funcio´n de decisio´n que se aplica en cada instante del
tiempo es la misma, decimos que (fn)n∈N es una pol´ıtica estacionaria, denotada
por δ o simplemente por f . Al conjunto de pol´ıticas estacionarias lo denotamos
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por ∆. As´ı, la eleccio´n de acciones en un proceso de decisio´n secuencial co-
rresponde a escoger la pol´ıtica estacionaria ma´s adecuada para que el sistema
proporcione recompensas bajo algu´n criterio de optimizacio´n.
Un problema de decisio´n secuencial puede convertirse en un problema de
optimizacio´n, conocido como problema de decisio´n de Markov, al deﬁnir un
MDP estacionario y un criterio de optimizacio´n.
Un criterio de optimizacio´n resulta a partir de una funcio´n medible a valor
real v : ∆×X → R, que depende del estado inicial del sistema y de la pol´ıtica
estacionaria. Los criterios de optimizacio´n cla´sicos en teor´ıa de la decisio´n para
un MDP son: el criterio de recompensa total esperada con factor de descuento
β, deﬁnido como
v(δ, x) = Eδx
[ ∞∑
t=o
βtr(xt, at)
]
, β ∈ (0, 1),
y el criterio de recompensa esperada promedio
J(δ, x) = lim inf
n→∞ E
δ
x
[
n−1∑
t=o
r(xt, at)
]
n
, β ∈ (0, 1),
siempre y cuando r sea una funcio´n acotada.
En el criterio de recompensa total esperada con descuento, el valor β ∈ (0, 1)
representa el descuento secuencial de la recompensa obtenida del sistema, es
decir, se especiﬁca β de tal forma que el valor de una unidad de la recompensa
en el tiempo n = t se convierta para el tiempo n = t + k en βk. Con estos
elementos en juego, si V deﬁne un criterio de optimizacio´n, el problema de
elegir la mejor accio´n sobre el sistema en cada instante del tiempo, se traduce
en encontrar la pol´ıtica estacionaria δ∗ ∈ ∆ tal que
v(δ∗, x) = sup
δ∈∆
V (δ, x), para todo x ∈ X.
La pol´ıtica estacionaria δ∗ que cumpla esta condicio´n se llama pol´ıtica o´ptima.
A la funcio´n v∗(x) = sup
δ∈∆
V (δ, x), para todo x ∈ X se le llama funcio´n o´ptima
de recompensa.
Definicio´n 3. Una funcio´n D : X → K(A), donde K(A) denota los subcon-
juntos compactos de A, es semicontinua por arriba si para cada subconjunto
abierto A′ de A, el conjunto {x : D(x) ⊆ A′} es un abierto en X.
Las condiciones ba´sicas que garantizan la existencia y unicidad de la pol´ıtica
o´ptima, y de la funcio´n o´ptima de recompensa, independientemente del criterio
de optimizacio´n utilizado son las siguientes:
Condiciones ba´sicas de optimizacio´n:
1. Para cada estado x, el conjunto de acciones admisibles A(x), es un sub-
conjunto compacto no vac´ıo de A.
PROCESOS MARKOVIANOS DE DECISIO´N ... 35
2. Para alguna constante R, |r(x, a)| ≤ R para todo (x, a) ∈ X × A(x), y
adema´s para cada x ∈ X , r(x, ·) es una funcio´n semicontinua por arriba.
3.
∫
v(y)q(dy | x, ·) es una funcio´n semicontinua por arriba para cada x ∈ X
y para cada funcio´n v ∈ B(X).
La existencia de la pol´ıtica estacionaria se garantiza por el siguiente teorema
[7]:
Teorema 1. Sea D : X → K(A) una funcio´n Borel medible, y v(x, a) una
funcio´n real medible sobre el grafo de D, que es semicontinua por arriba en la
variable a ∈ D(x), para cada x ∈ X. Entonces:
1. Existe una funcio´n de decisio´n f : X → A a trave´s de la funcio´n D, tal
que
v(x, f(x)) = max
a∈D(x)
V (x, a) para todo x ∈ X,
y adema´s, la funcio´n v∗(x) = max
a∈D(x)
v(x, a), es Borel medible.
2. Si D y v son semicontinuas por arriba y acotadas, entonces v∗ es semi-
continua por arriba y acotada.
La existencia y unicidad de la pol´ıtica o´ptima y la funcio´n de recompensa
cuando se usa el criterio de recompensa total esperada con factor de descuento,
se garantiza por el siguiente teorema [6]:
Teorema 2. Bajo las condiciones ba´sicas de optimizacio´n se tiene que:
1. La funcio´n o´ptima de recompensa v∗ es la u´nica solucio´n en B(X), de la
ecuacio´n
v∗(x) = max
a∈A(x)
{
r(x, a) + β
∫
X
v∗(y)q(dy | x, a)
}
, para todo x ∈ X.(1)
2. Una pol´ıtica estacionaria , δ∗ ∈ ∆, es o´ptima s´ı y so´lo si δ∗(x) maximiza la
parte derecha de la ecuacio´n anterior, es decir
v∗(x) =
{
r(x, δ∗(x)) + β
∫
X
v∗(y)q(dy | x, δ∗(x))
}
, para todo x ∈ X.
Para demostrar este teorema se construye el operador T : B(X)→ B(X),
T (v(x)) = max
a∈A(x)
{
r(x, a) + β
∫
X
v(y)q(dy | x, a)
}
.
Este es un operador de contraccio´n con mo´dulo β, es decir
‖Tu− Tv‖ ≤ β ‖u− v‖ ,
para todo u, v ∈ B(X), cuando ‖·‖ es la norma del supremo entre funciones.
Por el teorema de punto ﬁjo de Banach [8], se garantiza que este operador
tiene un punto ﬁjo, es decir, Tv∗ = v∗, para alguna v∗ ∈ B(X). De otro lado,
la existencia y unicidad de la pol´ıtica o´ptima y de la funcio´n de recompensa,
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cuando se adopta el criterio de recompensa esperada promedio es el siguiente
[6]:
Teorema 3. Supo´ngase que se tienen las condiciones de optimizacio´n, y que
existe adema´s una constante j∗ y una funcio´n v∗ ∈ B(X), tal que:
j∗ + v∗ = max
a∈A(x)
{
r(x, a) + β
∫
X
v∗(y)q(dy | x, a)
}
, para todo x ∈ X.(2)
Entonces,
1. sup
δ
J(δ, x) ≤ j∗, para todo x ∈ X.
2. Si f∗ es la pol´ıtica estacionaria tal que f∗(x) ∈ A(x) maximiza la parte
derecha de la ecuacio´n
j∗ + v∗ = r(x, f∗(x)) + β
∫
X
v∗(y)q(dy | x, f∗(x)), para todo x ∈ X,
entonces f∗ es la pol´ıtica o´ptima y J(x, f∗(x)) = j∗ para todo x ∈ X.
3. Para cualquier pol´ıtica δ y cualquier x ∈ X,
lim
n→∞n
−1
n−1∑
i=0
r(xi, ai) = j∗, P δx − casi siempre,
si y so´lo si
lim
n→∞n
−1
n−1∑
i=0
φ(xi, ai) = j∗, P δx − casi siempre,(3)
donde φ(x, a) es una funcio´n sobre X ×A definida por
φ(x, a) := r(x, a) + β
∫
X
v∗(y)q(dy | x, a)− j∗ − v∗(x).
4. Si δ satisface (3), para todo x ∈ X, entonces δ es
o´ptima.
Con base en estos resultados, se han construido me´todos para calcular la
pol´ıtica o´ptima cuando los estados y las acciones forman conjuntos ﬁnitos. En
este caso, las ecuaciones (1) y (2) toman la siguiente forma:
v∗(x) = max
a∈A(x)

r(x, a) + β
∑
y∈X
v∗(y)q(dy | x, a)

 , para todo x ∈ X ,(4)
y
j∗ + v∗ = max
a∈A(x)

r(x, a) + β
∑
y∈X
v∗(y)q(dy | x, a)

 , para todo x ∈ X .(5)
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El me´todo de iteracio´n de valores o de aproximacio´n sucesiva cuando se
considera el criterio de recompensa total esperada con descuento, consiste en
aplicar la funcio´n recursiva:
vn+1(x) = max
a∈A(x)

r(x, a) + β
∑
y∈X
vn(y)q(dy | x, a)

 , para todo x ∈ X ,
hasta
‖vn(x) − vn+1(x)‖ ≤ ε(1− β)
β
, para todo x ∈ X .
La fraccio´n ε(1−β)β , se conoce como el error de Bellman. Cuando la diferencia
entre las aproximaciones de la funcio´n de recompensa satisface esta cota, dada
en funcio´n del descuento aplicado y del error admisible, puede probarse que se
obtiene una pol´ıtica aproximadamente o´ptima [5].
Para usar este mismo me´todo cuando se aplica el criterio de recompensa
promedio, es necesario garantizar que las probabilidades de transicio´n entre los
estados se estabilizara´n a lo largo del tiempo, independientemente de la accio´n
que se escoja. Para describir esto, recordemos que en un MDP, al ﬁjar una regla
de decisio´n f , el proceso se convierte en una cadena de Markov estacionaria
con para´metro de tiempo discreto. Esto nos permite aplicar algunos resultados
sobre cadenas de Markov que describen el comportamiento asinto´tico de las
probabilidades de transicio´n. Denotaremos por Qf a la matriz de transicio´n
entre los estados del proceso, cuando se aplica la regla de decisio´n f . Si Qf
representa una cadena de Markov estacionaria irreducible y no perio´dica [2],
entonces, puede probarse que {Qf}t → Q∗f , donde Q∗f es la matriz estoca´stica
de las probabilidades de transicio´n cuando han transcurrido un nu´mero inﬁnito
de periodos de tiempo. Con esta matriz y teniendo en cuenta que X es ﬁnito,
podemos denotar la recompensa esperada promedio para todos los estados del
MDP por medio del vector g := Q∗f∗ ·rf∗ , donde rf∗ es la funcio´n de recompensa
cuando se ﬁja la pol´ıtica estacionaria f∗.
Definicio´n 4. A la expresio´n HQf = (I − (Qf −Q∗f ))−1(I −Qf), se le conoce
como Bias de la matriz Qf .
A partir de los anteriores elementos, la forma vectorial de la funcio´n recursiva
que se aplica en este caso es vn = HQf ·rf+n(Q∗frf )+Q∗fv0. Cuando en unMDP,
las matrices Qf provienen de una cadena de Markov estacionaria irreducible y
no perio´dica para todas las pol´ıticas estacionarias f , se garantiza que a partir
de la anterior expresio´n, se encuentra una aproximacio´n a la recompensa total
esperada promedio como un valor constante de la diferencia entre las iteraciones
[11], es decir, j∗ = vn − vn−1, siempre y cuando∣∣∣∣maxx∈X {vn(x) − vn−1(x)} −minx∈X {vn(x)− vn−1(x)}
∣∣∣∣ ≤ ε.
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3. Una aplicacio´n de los MDP´s en Inteligencia Artificial (AI)
A partir del enfoque de la Inteligencia Artiﬁcial basado en agentes, se ha logrado
dar una visio´n ma´s uniﬁcada de esta a´rea y formular con mayor generalidad
muchos problemas cla´sicos que all´ı se han propuesto.
El objetivo principal de la AI bajo este enfoque es el disen˜o de agentes
inteligentes.
Definicio´n 5. Un agente es todo aquello que puede considerarse que percibe su
ambiente mediante sensores y que responde o actu´a en tal ambiente mediante
efectores [12].
Figura 3.1. Esquema general de agente.
Un ejemplo de la interaccio´n agente-ambiente se obtiene entre un virus in-
forma´tico y un sistema operativo. Los sensores y efectores de un virus in-
forma´tico son algoritmos que le permiten al virus identiﬁcar el tipo de sistema
operativo, para luego ejecutar el algoritmo adecuado que pueda causar alguna
alteracio´n. Las percepciones y acciones de este agente son bits codiﬁcados. En
el disen˜o de agentes inteligentes, es necesario dar una deﬁnicio´n satisfactoria
de lo que entendera´ por una accio´n inteligente. Este concepto puede darse en
funcio´n de las capacidades del ser humano o con base en un concepto ideal de
inteligencia denominado racionalidad.
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Definicio´n 6. Un agente es racional si hace lo correcto, donde lo correcto
es aquello que contribuye a la ejecucio´n de acciones que le permiten al agente
obtener el ma´ximo desempen˜o esperado en todos los casos posibles de secuencias
de percepciones, basa´ndose siempre en la informacio´n que recopila del ambiente
y en todo su conocimiento incorporado.
A diferencia del concepto de inteligencia en funcio´n de las capacidades hu-
manas, por medio de la deﬁnicio´n de agente racional, se facilita la intervencio´n
de otras a´reas del conocimiento como la matema´tica y la ingenier´ıa, en la cons-
truccio´n y disen˜o de agentes en (AI). Esta es una gran ganancia dentro de las
metodolog´ıas de investigacio´n en el campo de la AI, ya que en la actualidad, es
ma´s comu´n que se propongan me´todos y teor´ıas sobre elementos de otras a´reas
con mayores bases so´lidas y rigurosas, que lanzar nuevas hipo´tesis fruto de la
intuicio´n.
Adema´s, este enfoque es mucho ma´s general que el enfoque cla´sico de la AI
basado en las “leyes del pensamiento” [12], que se centra en construir inferencias
lo´gicamente correctas, utilizando elementos de la lo´gica de primer orden como
herramienta esencial para representar el conocimiento y razonar con base en e´l.
Sin embargo, en ambientes donde la informacio´n que percibe el agente no tiene
el ciento por ciento de certeza, no hay garant´ıa de que las acciones escogidas
bajo razonamiento puramente lo´gico contribuyan al alcance de las metas y al
buen desempen˜o del agente.
Para tratar de garantizar que un agente actu´e racionalmente en ambientes
con condiciones de incertidumbre, es necesario que el conocimiento incierto
se represente con herramientas de la teor´ıa de la probabilidad, y para que
la seleccio´n de acciones inﬂuya directamente en la medida del desempen˜o del
agente, se requiere adicionalmente de la lo´gica, junto con algunos elementos de
la teor´ıa de la utilidad.
La utilizacio´n de algunos to´picos de las a´reas antes mencionadas, ha permiti-
do el desarrollo de me´todos de planiﬁcacio´n para resolver problemas en AI bajo
condiciones de incertidumbre y hacen parte de lo que actualmente se conoce
como “decision theoretic planning” (DTP) [4].
Una de las principales herramientas de la DTP, que combina elementos de las
teor´ıas de la probabilidad y utilidad, son los procesos Markovianos de decisio´n.
La aplicacio´n de los MDP´s bajo esta nueva interpretacio´n se ha extendido
notablemente en (AI), a tal punto que las investigaciones actuales se dedican
a explorar modelos avanzados de MDP´s, como los procesos Markovianos de
decisio´n parcialmente observables (POMDP), y no observables (NOMDP) [4].
Los procesos Markovianos de decisio´n que se presentan aqu´ı, se utilizan en
este contexto para describir problemas de planiﬁcacio´n bajo condiciones de
incertidumbre totalmente observables, esto es cuando el agente conoce todos
los estados del ambiente, una extensio´n de los procesos de decisio´n secuencial.
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Los MDP´s utilizados para modelar este tipo de problemas, se llaman dentro de
la DTP procesos Markovianos de decisio´n totalmente observables (FOMDP).
4. FOMDP en la construccio´n del agente de reflejo simple
En un problema de planiﬁcacio´n bajo condiciones de incertidumbre en AI, la
racionalidad de un agente dependera´ de que en cada instante del tiempo, tome
la mejor accio´n en el ambiente, de tal forma que contribuya a la acumulacio´n
del ma´ximo desempen˜o esperado. Esta condicio´n es la versio´n del principio
de ma´xima utilidad esperada que se utiliza en teor´ıa de la decisio´n y es el
fundamento ma´s ba´sico para la construccio´n de los criterios de optimizacio´n
[1]. El lugar que ocupan cada uno de los elementos que conforman un MDP en
estos problemas es el siguiente:
El conjunto de estados del proceso esta´ formado por todos los estados del
ambiente. El conjunto de acciones se compone de todas las posibles acciones
que puede emprender el agente a trave´s de sus efectores. Las probabilida-
des condicionales que proporciona el nu´cleo estoca´stico se interpretan en este
contexto como las probabilidades de transicio´n entre los estados del ambiente
cuando el agente racional elige una accio´n. La funcio´n de recompensas se inter-
preta casi siempre como los costos que produce el agente, de tal forma que el
ma´ximo desempen˜o esperado se obtiene de la minimizacio´n de la funcio´n total
de recompensa . Esta medida del desempen˜o es desde luego el mecanismo para
determinar si las acciones que elige el agente son en verdad racionales. Por
lo tanto, la deﬁnicio´n de esta funcio´n y su ca´lculo los efectu´a un observador
externo al problema de planiﬁcacio´n. La caracter´ıstica especial de un proble-
ma de planiﬁcacio´n bajo condiciones de incertidumbre totalmente observable,
es que las percepciones del agente permiten identiﬁcar completamente el esta-
do actual del ambiente para ejecutar sin problema la pol´ıtica o´ptima. As´ı, el
agente racional construido a partir de un MDP debe estar dotado de sensores
que le permitan reconocer el estado del ambiente, y efectores suﬁcientes para
la ejecucio´n de la pol´ıtica estacionaria que forma su estructura interna y su
u´nico conocimiento del ambiente. Un agente con estas cualidades es el agente
de reﬂejo simple, cuya estructura general es la que se muestra en la ﬁgura 4.1.
Las reglas de condicio´n-accio´n del Agente de Reﬂejo Simple corresponden a la
pol´ıtica o´ptima. Las dema´s caracter´ısticas que dan paso a la formulacio´n de un
FOMDP para resolver estos problemas, las posee el ambiente. Un ambiente con
limitadas percepciones y acciones claramente distinguibles, donde la experien-
cia y actuacio´n del agente se divide en episodios, corresponde a un ambiente
discreto y episo´dico. Si el agente puede con sus sensores identiﬁcar el estado
total del ambiente y no existe la posibilidad de que se modiﬁque mientras el
agente se encuentra deliberando en la eleccio´n de la accio´n, el ambiente es ase-
quible y dina´mico con relacio´n al agente. Adema´s, si las acciones emprendidas
por el agente no determinan completamente el siguiente estado del ambiente, se
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Figura 4.1. Estructura general del agente de reﬂejo simple.
dice que el ambiente es estoca´stico. Todas las anteriores cualidades de los am-
bientes deben estar presentes en la formulacio´n de un FOMDP para construir
las reglas de condicio´n-accio´n que al ser ejecutadas por el agente de reﬂejo sim-
ple, garantizara´n su ma´ximo desempen˜o esperado en la solucio´n de problemas
de planiﬁcacio´n totalmente observables bajo condiciones de incertidumbre.
5. El problema de la rejilla
Este problema cla´sico de incertidumbre en AI [9], [10] y [12], aparece de la
siguiente situacio´n: supongamos que dentro de un cuarto se observa el despla-
zamiento de un agente dotado de un sensor que le permite identiﬁcar claramente
la posicio´n que ocupa dentro del cuarto. Para facilitar los ca´lculos, suponga-
mos que este cuarto esta´ dividido en 12 posiciones tal como se representa en la
ﬁgura 5.1, una de ellas ocupada por un objeto. Una vez que el agente inicia su
desplazamiento genera una recompensa de -0.04 (costo de desplazamiento) por
cada nueva posicio´n que ocupa, y se detendra´ so´lo en las posiciones marcadas
por “terminal”, en las que incurre en recompensas de 1 o´ -1.
El inconveniente de elegir una de las cuatro posibles direcciones (Norte, Sur,
Este y Oeste), es que los desplazamientos del agente no son conﬁables. Es decir,
si el agente opta por una direccio´n espec´ıﬁca, su desplazamiento puede darse
en esta direccio´n con probabilidad 0.8, o en dos direcciones adicionales, cada
una con probabilidad 0.1. Si la direccio´n escogida es Norte, el desplazamiento
puede efectuase tambie´n en direccio´n Oeste o en direccio´n Este. Si toma el
Este, puede eventualmente desplazarse adema´s hacia el Norte o el Sur. Si elige
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Figura 5.1. Problema de la rejilla 3x2.
la direccio´n Sur, posiblemente se dirija tambie´n en direccio´n Oeste o Este. Si
elige el Oeste puede ir tambie´n en direccio´n Norte o Sur.
Por ejemplo, si el agente estuviese ubicado en la posicio´n (3,2), y decidiera
moverse en direccio´n Norte, llegara´ a la posicio´n (3,3) con probabilidad 0.8, o
permanecera´ en la misma posicio´n con probabilidad 0.1 (ya que en direccio´n
Oeste esta´ el objeto y choca contra e´l), o se movera´ a la posicio´n (4,2) con
probabilidad 0.1, tal como se representa en la parte (A) de la ﬁgura 5.2. Si
por el contrario, el agente decide moverse en direccio´n Este (una eleccio´n ex-
tremadamente costosa), llegara´ a la posicio´n (4,2) con probabilidad 0.8, o a la
posicio´n (3,3) con probabilidad 0.1 o a la posicio´n (3,1) con probabilidad 0.1,
tal como se muestra es la parte (B) de la ﬁgura 5.2.
El problema consiste entonces en encontrar la secuencia de direcciones que
debe emprender el agente dentro del cuarto que minimicen los costos de su
desplazamiento, cuando inicia en la posicio´n (1,1).
El FOMDP asociado a este problema es como sigue:
El conjunto de estados esta´ formado por las 11 posibles posiciones que puede
ocupar el agente, es decir
X = {(1, 1), (1, 2), (1, 3), (2, 1), (2, 3), (3, 1), (3, 2), (3, 3), (4, 1), (4, 2), (4, 3)} .
El conjunto de acciones esta´ formado por las cuatro direcciones en que puede
moverse el agente,
A = {Norte, Sur,Este,Oeste} .
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Figura 5.2. Ejemplo de desplazamiento en el problema de la rejilla.
El nu´cleo estoca´stico se obtiene al calcular las probabilidades condicionales
cuando se ﬁja cada una de las direcciones de desplazamiento.
La funcio´n de recompensa esta´ deﬁnida como
r(x, a) =


1 si x = (4, 3)
−1 si x = (4, 2)
−0.4 si x = (4, 2) y x = (4, 3),
para todo a ∈ A.
El FOMDP o´ problema de decisio´n de Markov se completa al deﬁnir como
criterio de optimizacio´n, la recompensa total esperada con descuento β = 1.
Utilizando la funcio´n recursiva del me´todo de iteracio´n de valores comproba-
mos que para n = 20 y con un error ε = 10−3, se obtiene la pol´ıtica o´ptima, tal
como se muestra en la tabla 5.1. La solucio´n gra´ﬁca del problema se representa
en la ﬁgura 5.3.
6. Conclusiones
El uso de los procesos estoca´sticos y las herramientas de la programacio´n
dina´mica estoca´stica facilitan el estudio teo´rico de los MDP´s, ya que los re-
sultados de estos to´picos garantizan la existencia de pol´ıticas o´ptimas y se
convierten en una herramienta de gran utilidad en la solucio´n de problemas
bajo condiciones de incertidumbre en AI.
Los MDP´s presentados aqu´ı, estudiados ampliamente en teor´ıa de las de-
cisiones, no responden a todas las necesidades de la Inteligencia Artiﬁcial para
resolver problemas de decisio´n secuencial. Su aplicacio´n en este campo ha mo-
tivado numerosas investigaciones recientes, que se alejan del marco teo´rico de
la teor´ıa de la decisio´n y concentran sus esfuerzos en el desarrollo de algoritmos
que disminuyan los costos computacionales.
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Tabla 5.1. Resultados en el problema de la rejilla 3x2.
Figura 5.3. Pol´ıtica o`ptima en el problema de la rejilla 3x2.
La utilizacio´n de MDP´s para modelar problemas de planiﬁcacio´n bajo con-
diciones de incertidumbre en el campo de la Inteligencia Artiﬁcial, es una al-
ternativa que exige gran cantidad de recursos omputacionales. Para el ejemplo
sencillo que hemos presentado, fueron necesarias 20 iteraciones de la funcio´n
recursiva del me´todo.
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El concepto de agente proporciona una mayor claridad en la comprensio´n
de problemas de decisio´n secuencial en AI y es una herramienta importante en
la actualidad para el estudio generalizado de problemas de decisio´n bajo con-
diciones de incertidumbre en todas las a´reas. La inclusio´n de teor´ıas rigurosas
como la teor´ıa de la decisio´n y la programacio´n dina´mica en la AI, es una de
las ganancias ma´s importantes del enfoque basado en agentes.
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