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Abst rac t - -Th is  paper proposes anew method to solve general constrained optimization problem. 
The problem of finding the local optimal points of a nonlinear programming problem with equality 
and inequality constraints i  considered by solving the ODE (i.e., ordinary differential equation) with 
an appropriate numerical procedure. Moreover, the rate of convergence to optimal points is quadratic. 
Some numerical result is given to show the efficiency of the proposed method. 
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1.  INTRODUCTION 
In this paper, a new method is presented for dealing with general constrained optimization 
problem by solving ordinary differential equation with an appropriate numerical procedure. In 
this section, the constrained optimization problem is changed into solving singular solutions of an 
autonomous system. In Section 2, a decline line differential equation is introduced. It is proved 
that not only the right trajectory of the solutions of the system about part variables is a decline 
line of object function at initial points, but also the limit point of the trajectory is a Kuhn-Tucker 
point of the original problem. Section 3 presents a numerical procedure for the method. The 
concluding remark is given in Section 4. 
The general constrained optimization problem is considered 
minf (x ) ,  
x e ~ = {x e R ~ I h(~) = O, g(~) < 0}, (1) 
where 
f (z )  e c 2, h(~) = (h l (x ) , . . . ,hm(~))  T, g(~) = (gl(z) . . . .  ,gr(x)) T 
After introducing a new slack variable Z, we obtain the equality constrained optimization prob- 
lem [1]: 
min F(y) -- f(x), 
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Let I = {i [ gi(x) = 0, i = 1, 2, 3 . . . .  , r} be the take effect constrained index system of (1). Then, 
we have 
0 ) 
A = Vn(y)  = ~,VgT(x) ZEr ' 
.4= V/~(x) = (VhT(x)  0 00) 
VgS(x) ZIE ' 
where ZEr = diag(Z1,.. . ,  Zr), ZIE = diag(zi). 
We assume that the vectors (Vhi(x), Vgj(x), i = 1, 2, . . . ,  m; j = 1, 2, . . . ,  r) are linearly inde- 
pendent. To solve the above problem, we introduce the following system of ordinary differential 
equation (ODE): 
[BnJ(. ] ( Vh(X)Am + Vg(X)Ar'~ 
BrX J  +\  ZErAr ) = ( -V fo (X)  ) ' 
Vg s (X))[" + ZErZ  J 
STATEMENT 1. (See [2].) If 
B= Br ' 
is of full rank, then AB-1A T and 
(A  AT)  
D= 0 ' 
are nonsingular, where A = VH(y). 
The proof of the above statement can be easily shown. We can solve (3) for y and A uniquely 
and obtain 
= @(y) = -pB- lVF  - PH, (4) 
A=-(AB- iAT) - IAB-1VF+(AB-1AT) - IH ,  where (5) 
P = E - B - iA  T (AB-1A T)- I  A, 
P = B-1A T (AB-1AT) - i  " 
DEFINITION 1. A point )~ E S is called a critical point of (1), if there exist (unique) real numbers 
A~,/2j, i E I(~), j = 1, 2, . . . ,  m satisfying 
+ + = 0, 
iEl($) (6) 
= 0. 
The numbers Ai,/2j are called Lagrange parameters. A critical point ~ is a Kuhn-Tucker point 
if A~ > 0 for all i E I(~'). 
THEOREM 1. 
(i) If y* = (x*, z*) T satis/ies (I)(y*) = 0, then y* is a critical point of problem (2). 
(ii) If y* is a critical point of problem (2), then x* is a critical point of problem (1). 
(iii) / fx* is a critical point of problem (1), then y* = (x*, ~ ) T  satisfies @(y*) = 0. 
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The above theorem shows that we can obtain a Kuhn-Tucker point if At _> 0 in (3). In the 
sequel we discuss the second-order sufficient condition for local optimality. Let 
M(y) = {u I Au =0,u  = (v,w) • R n+t} 
be the tangent plane of feasible sets at y, and 
~I(y) = {u [ Au = O,u = (V, Wl,W2) • Rn+t},  
where v • R n, Wl • R [I], w2 E R r-[I], and [I] is the number of elements in the index set I. Then, 
M(x)  = {u I hT(z)  u = O, gT(x)u = O,u • R n} 
is the tangent plane of feasible set S at x, and 
MO(y)={u iAu=O,u=(v ,O)  T•R ~+1}. 
This leads to the next corollary. 
COROLLARY 1. 
(i) u = (v, w) T • /Q(y)  =~ v • M(x),  
Oi) u = (v,w) T • M(y)  ~ v • M(x) ,  
(iii) u = (v,w) T •/~/0(y) =~ v • M(z) .  
Now, let L(y) = HT(y)A + F(y) and l(x) = f (x)  + hT(x)Am + gT(x)At. Then, we see that 
This provides the following theorem. 
THEOREM 2. Let y* = (x*,z*) T satisfy O(y*) = 0, and At >_ 0 in (5), If~72L(y) is positive 
(negative) de/inite on the tangent plane .~/(y*), then x* is a strict local minima/(maximal) point 
of (1). 
2. DECL INE L INE  D IFFERENTIAL  EQUATIONS 
We denote the solution of the system (3) with initial condition y = ~, at t = 0 by y(0) = ~, and 
the whole trajectory C(~) = {y(t, ~; 0), t E T}. Then T(~) -- (a(~), b(~)) is denoted as a maximal 
interval of existence of the solution. 
DEFINITION 2. Let K be a subset of R ~, if C(~) C K for any ~ • K, then the set K is called an 
invariant set. 
According to Definition 2, we can obtain the following results [3]. 
COROLLARY 2. The set S of (2) is invariant. 
COROLLARY 3. I f y  = (x,z) T • S, then x e S, and y = (x, ~ ) T  • S. 
COROLLARY 4. S is invariant. 
From the above corollaries, we can easily prove the following deduction. 
DEDUCTION 1. If y(t,~;0) and x(t,~;0) have positive limit set F+(~) and F+(~) ,  respectively, 
then 
F+(~) C S and F+(~x) C S. 
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According to the results of [4], we have the following definition. 
DEFINITION 3. Let curve y(t) be defined on the interval (c~,/~), c~ < 0 </~, where c~ 2 + f12 # 0, 
and y(t) belong to definition region of F(y); if F(y(t)) is strictly decreasing with respect o the 
variables x(t) on (c~,/~), then y(t) is called for the decline line of F(y) with respect o variables 
x(t) at x(0) = x °. If 
lim x(t), 
t~/~ 
exists and equals the minimal point of F(y) with respect o the x variables, then x(t) is called 
the regular decline line of F(y) at x(0) = x °. 
Now, we consider the following initial problem: 
f/= ~(y) = -pB-1VF  - PH, 
y(o) = yo = (x o, to) T . (7) 
Denote T(y °) = (c~(y°),/~(y0)) the maximal interval where the solution of problem (7) exist, 
with c~(y °) < 0,/3(y °) > 0. 
THEOREM 3. If B(y) is positive definite on the l~l(y) for any y • S, and VF(y  °) # 0, then the 
solution y(t) of (7) is the decline line of f (x)  at x(0) = x °. 
PROOF. Since S is invariant, from the the assumption of the theorem, we have 
dF(y) = _~/-r B9. 
dt 
Since 9 = (I)(y) ~t 0, we see 
VF(y)  # 0, 
and 
dF(y) _ dr(x) < 0, t • T (y0). (8) 
dt dt 
For any t • T(y°), we have VF(y) # 0. If there exist t • T(y °) and ~j = y(t-) satisfying VF(~) -- 0, 
then the solution y(t) of the initial problem 
d~ = ¢(y), y (t-) = ~, (9) 
dt 
exists. 
But y = ~j is another constant solution of the problem. Therefore, neither VF(y  °) ~t 0, nor 
VF(~) = 0 occur, and we can deduct hat 
y0 #~. 
This contradicts the uniqueness of the solution. It follows that (8) is true, i.e., F(y(t)) along (9) 
is strictly decreasing on T(y°). | 
The following theorem will guarantee partly the stability of our algorithms presented in Sec- 
tion 3 in a neighborhood of the solution. 
THEOREM 4. For the initial point yO • S, let B(y) be positive definite. If the set 
g( f ,x  °) = {x Ix•  S, f (x)  ~ f (x °)}, 
is a bounded osed set, and ~T f (x  °) # O, then the right trajectory of problem (7) is the decline 
line at x(O) = x °. Furthermore, its limit point is a critical point of (1). 
DEDUCTION 2. Under the assumption of Theorem 4, if Z is a limit point of the right trajectory 
of problem (7), and Ar >_ 0 in (5) at x = 2, then • is a Kuhn-Tucker point of problem (1). 
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3. A NUMERICAL  PROCEDURE 
Based on the above discussion, we propose a numerical procedure to solve a constrained non- 
linear programming by ODE as follows. 
P rocedure  1 
STEP l. For any given problem, determine an initial point y0 and B(y). The form of B(y) can 
be [51: 
B(y) -= V2L(y) = V2F(y) + AoTV2H(y), (10) 
where A0 = ( -AAT) - IAVFr (y )  is the first-order estimate of the Lagrange multiplier A. 
STEP 2. Once initial point y0 and B(y) are determined, find local optimal point of problem (1) 
by solving the critical point of the following initial problem 
dy 
d--~ = ¢(y) = -pB-1VFT  - PH, (11) 
y(To) = yo. 
There are many numerical integration methods to solve (11). We use the fourth-order Runge- 
Kutta method to integrate the trajectory of the following example for finding numerically its 
initial point. Then, the Euler method is used to accelerate convergence to the critical point. The 
convergence rate of this method is second-order. For suitable initial points, the convergence rate 
of this algorithm is more rapid than that of general optimization method. 
The trajectory is supposed to converge to a critical point if the conditions 
II (y)ll < 
IIg(y)ll < c, 
are satisfied. 
Now, we show the following example where ¢ = 0.001, to illustrate the procedure. 
EXAMPLE. We consider the following constrained nonlinear programming problem: 
min f (x l ,  x2) = (Xl -- 2) 2 + (X2 -- 1) 2, 
h(xl, x2) = Xl - 2x2 = 0, 
g(xl,x2) = Xl - 1 < 0, xl ,x2 _> 0. 
Using the above procedure, we solve the problem and obtain three-level extreme points as the 
solutions in Table 1. 
Table 1. 
x(o) x(D x(2) 
x (i) 1.0000000 1.0332840 0.9971844 
x (i) 0.4500000 .4835770 0.5014097 
f (x~,), x(i)) 1.1125000 1.2014590 1.2542332 
4. CONCLUDING REMARKS 
We described a new numerical method for solving general constrained optimization problems. 
According to this method, we first transform agiven problem into an ordinary differential equation 
(ODE) problem. Then, a numerical procedure is applied to solve the ODE problem. Finally, the 
Kuhn-Tucker point of the original problem is identified as the limit point of the trajectory of an 
ODE problem. This method has great possibilities in solving large-scale optimization problems 
in engineering or business decision making. 
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