Structural motifs, mixing, and segregation effects in 38-atom binary clusters J. Chem. Phys. 128, 134517 (2008) Abstract. Clustered binary responses are very common in many practical applications, as binary data are naturally grouped by sampling techniques or some property of the sampling units. Clusters may be balanced, which means they have an equal number of observations, or they may be unbalanced. Mixed effects models are appropriate in practice since, the random effects account for the variation across clusters. When using mixed effects models for clustered data with binary outcomes, a preferred model is the Hierarchical Generalized Linear Model (HGLM). This article compares the performance of Restricted Pseudo Likelihood estimation (RPL) of the mixed effects clustered binary data models with equal and unequal cluster sizes. This was evaluated in terms of Type I error rate, power, and standard error through computer simulation. The simulation is performed by using different numbers of clusters and different cluster sizes. The results show that the performance of the mixed effects clustered binary data model is similar, regardless of inequality in cluster size.
INTRODUCTION
Models for clustered binary data are important in many areas, such as medical, educational, financial, and many other research areas where the outcomes have only two possible values. Clustered data are an experimental design in which the data have an implicit hierarchy. The clusters may be balanced or unbalanced, i.e., the number of observations in a cluster (the size of the cluster) is equal or unequal. Equal cluster size with binary outcomes means each cluster consists of the same number of subjects with two possible outcomes. Sample size formulas for cluster randomized trials were based on the assumption of equal cluster sizes, but in practice, this assumption would rarely be met. An unequal cluster size with a binary outcome is common in many areas; there were many research studies for unequal cluster size with continuous outcomes, but few studies applied to binary outcomes. Unbalanced clustered data for continuous response had been addressed by El-Saeiti [5] .
For unbalanced clustered binary response; Heo and Leon [7] and Neuhaus and Lesperance [6] studied the performance of a mixed effects logistic regression model for binary outcomes with unequal cluster size. Heo and Leon [7] compared the performance of the mixed effects logistic regression model for binary outcomes with unequal cluster size. They used maximum likelihood estimation because they assumed normality of the random effect. Their simulation study compared the performance of maximum likelihood estimation in a mixed effects logistic regression model for equal and unequal cluster size. Neuhaus and Lesperance [6] investigated the efficiency of conditional likelihood, which eliminates the random intercept terms and likelihood generated from the marginal distribution of the data where the random intercepts are integrated out. By using simulation and example data, they showed that the asymptotic relative efficiency of conditional likelihood estimators relative to parametric estimators was a decreasing function of within-cluster covariate correlation.
For mixed effects clustered data with binary outcomes, a preferred model is Hierarchical Generalized Linear Model (HGLM), see Lee and Nelder [10] . Who estimates the parameters for mixed effects clustered binary data using one of the methods in HGLM. In this article, the author discusses the performance of RPLE method when cluster size has an equal and unequal number of observations regardless of the dispersion. For a more in-depth discussion and review of the history of RPLE dispersion, see El-Saeiti [4] .
Restricted pseudo likelihood estimation is used in this paper because maximum likelihood estimation which has been used by Heo and Leon [7] and Neuhaus and Lesperance [6] , estimated fixed effect of the mean model. To estimate both effects fixed and random in HGLM; the author use RPL. The dispersion supposed equals one, which the dispersions across clusters are not different, and that variance for the random effect is constant Fitzmaurice and Ware [2] . Wolfinger and O'Connell [8] defined Restricted Pseudo Likelihood estimation. The response and random components in the HGLM could have been written
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where E[y|u] = μ, V R is unknown. The method of Wolfinger and O'Connell [8] applied a linearization, and their method assumed the normality of pseudo response to estimate the parameters. For more details regarding RPLE equations, review Lalonde [9] . Restricted pseudo likelihood estimation was shown to be a very useful estimating method alternative for maximum likelihood estimation in clustered data with non-continuous response, Geys et al [3] . Thus, RPL is useful to examine the equal and unequal cluster size in clustered binary outcomes. Moreover, in the clustered binary response, because the assumption of independence among observations within clusters will likely be violated, a mixed effects clustered binary data model is a useful strategy to account for within-cluster correlations in statistical inference, Hedeker and Gibbons [1] . The objective of this manuscript is to compare the performance of the mixed effects clustered binary data model with equal and unequal cluster size. Here, researcher examine Type I error, statistical power, and standard error (SE) through computer simulation.
SIMULATION
For generating data, the researcher generating two data sets, the first data set for equal cluster size, and the second data set for unequal cluster size. Then defined the values for parameters and generated the values, random effect variable, and calculated the probability p of the dependent variable Y . For an unequal cluster size generated an unequal number of subjects n i per cluster from the Poisson distribution. The mean from the Poisson distribution was the mean for the number of observations for each cluster. By choosing different varying mean cluster sizes ( n = 10, 25, 50,100), the researcher showed the difference in statistical performance for various sample sizes. The next step was to generate a normally distributed continuous variable . Thus, the researcher generated a beta distributed random variable u i with a parameter =2 and = 3 for each cluster i ; ). 3 , 2 (
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For equal cluster size, the same steps were taken, but the number of observations is equal in each cluster. Finally, Y ij was generated for each data unit randomly from a Bernoulli distribution with a success probability , p ij where , 1 For each combination of K and n, 1, 000 data sets were generated for each case "equal and unequal" to calculate the power, Type I error, and standard errors. To calculate the power, Type I error rate, and standard error, data were generated according to the model with the systematic component , where 0 was the intercept, 1 was the treatment effect, x1 was generated from normal distribution, 2 was an extra parameter, and x2 was the second treatment effect generated from the Poisson distribution with mean = 3, ) 3 (
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. Power was estimated as proportion of correct detection of significance for 1 , while Type I error rate was estimated as proportion of incorrect detection of significance for 2 . In REPL HGLM was described in last paragraph, the systematic component applied for generating data was Table 1 and Table 2 for the REPL method for equal and unequal clusters sizes summarized the averages of 1 and 2 , power of the hypothesis test for 1 , Type I error rate of the hypothesis test for 2 , and standard error for 1 . From Table 1 and Table 2 is noticed that REPL was a good estimate method, because the average of 1,000 replications gave estimates that were very close to actual value, which was 0.2 for ˆ1 , and ˆ2 was close to zero.
The power of the hypothesis test for 1 was high since the sample size was large for each of the combinations, and the Type I error rate for the hypothesis test for 2 had a good result which was close to 0.05. The average of SE was computed as the average of 1,000 SE of the estimates of 1 . The smaller average of SE represented smaller estimated variability, or greater precision, of the parameter estimates, Heo and Leon [8] . The standard error for î ndicated whether or not the efficiency improved, the standard error for 1 was small and fits in the range from 0.0070 to 0.084 for equal and unequal cluster size. The statistical power showed a high power since the sample size was large for each simulation. From Figure (1) above, even the Type I error showed the oscillating values, it is an acceptable estimate value for equal and unequal cluster size because the value is close to 0.05.
From Figure ( 2) below, standard error was a small value which is a good and fits in the range from 0.0070 to 0.084. For equal and unequal cluster size the values were very close. 
CONCLUSION
Restricted pseudo likelihood was an effective method for mixed effects for clustered binary data model regardless of inequality in cluster size, because the average of 1,000 replications gave estimates that were close to actual values. The power of the hypothesis test for regression parameters was close to one and the Type I error rate for the hypothesis test for regression parameters was acceptable. The standard error for regression parameters was small. In this paper, the author proves that REPL is a good estimation for equal and unequal clusters binary response, which was the same for Geys et al. [3] , who showed the restricted pseudo likelihood estimation, was a very useful estimation in clustered data with non-continuous response. The results from the simulation demonstrated the capability of restricted pseudo likelihood estimation method with equal and unequal cluster size.
