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I. Kutatási előzmények és a téma indoklása 
 
 
Az elmúlt évtizedben tovább folytatódott a számítástechnikai kapacitások ugrásszerű 
növekedése. Ez az egymással versenyző, tömegtermelésre berendezkedett 
nagyvállalatok piacán egyrészt azt jelentette, hogy a cégek az üzleti folyamataikat 
leíró adatokat ma már elsősorban nem papíralapon, hanem elektronikus formában 
ún. adattárházakban tárolják. Másrészt lehetővé vált az így felhalmozódott 
adattömeg üzleti célú felhasználása elemzési, adatbányászati technikák segítségével 
a jobb üzleti döntések érdekében. Az adattömegben rejlő információk kinyerésére a 
software-fejlesztők különféle statisztikai/adatbányászati programcsomagokat 
fejlesztettek ki, melyek ma már széles körben elterjedtek. 
Az adatok ilyen célú felhasználásában a pénzügyi szektor szereplői az élen járnak. 
Az élesedő verseny a szektor szereplőit rákényszerítette arra, hogy a 
rendelkezésükre álló erőforrásokat minél hatékonyabban használják fel. Jellemző 
példa erre a bankok esetében a lakossági (retail) hitelezési folyamatok 
automatizálása, melyek segítségével gyorsabban és lényegesen olcsóbban 
történhetnek a hitelezéssel kapcsolatos döntések. Az automatizált döntési rendszerek 
alkalmazásával lehetőség nyílt a hitelportfolió növelésére a hitelezési kockázat1 
kontrollja mellett. Ez a gyakorlatban azt jelenti, hogy a hitelező bankok minél több 
és jobb minőségű adatot próbálnak az ügyfelekről gyűjteni annak érdekében, hogy 
ezekből különböző adatbányászati módszerek segítségével minél több 
információhoz jussanak az ügyfelek fizetési képességével és hajlandóságával 
kapcsolatban. Ezt a célt szolgálja az automatizált adósminősítési eszköz az ún. credit 
scoring, mely statisztikai módszerek segítségével képes megbecsülni az egyes 
adósok nemfizetési kockázatát. A módszer elterjedésének, az üzleti 
megfontolásokon túlmenően, a másik hajtóereje a Bázel II. tőkemegfeleléssel 
kapcsolatos szabályozói direktiva, mely előírja az alkalmazó bankok számára, hogy 
az egyes adósok esetében a bank képes legyen az ügyfél várható nemfizetési 
                                                 
1 A hitelezési kockázat annak a veszélyét fejezi ki, hogy a kölcsön adott tőkét és/vagy kamatait a hitelfelvevő 
részben vagy egészében nem fizeti vissza, és emiatt a bankot veszteség éri. 
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valószínűségét éves időhorizonton előrejelezni. A credit scoring modellek erre a 
problémára is megoldást kínálnak. 
 
A credit scoring módszerek széleskörű alkalmazásának ellenére még mindig vannak 
a módszertannak olyan aspektusai, amelyek nem kaptak elegendő figyelmet sem a 
szakirodalomban, sem a gyakorlatban. A modellépítési minta reprezentativitásának 
kérdése például ilyen terület. Az adósminősítési modellek általában nem véletlen 
mintán épülnek, hiszen itt tipikusan csak azoknál az ügyfeleknél rendelkezünk teljes 
adatállománnyal, akik átestek egy hitelbírálati folyamaton és elfogadták őket.  A 
kérelmek elfogadására/ elutasítására használt credit scoring modell idővel elveszti 
aktualitását, pontosságát, ezért újra kell építeni. Ha nem frissítik a modellt, akkor 
nem követi a populációban és a magyarázó változók hatásában bekövetkező 
változásokat, és az eredeti modell elveszíti prediktív erejét. Másrészt viszont, ha 
csak a befogadott ügyfelek adatait használják a modell frissítéséhez, akkor 
megkérdőjelezhető lesz az új modell érvényessége, hiszen a befogadottak és az 
elutasítottak eloszlása valószínűleg különbözik a szisztematikus elbírálási folyamat 
eredményeként, így a befogadottak nem reprezentálják a teljes sokaságot jelentő 
összes kérelmezőt. Ezt a jelenséget nevezzük elutasítási torzításnak (reject bias), 
vagy általánosabban szelekciós torzításnak. 
A dilemmára az elutasítottak jellemzőinek felhasználásával történő modellépítés 
(reject inference) jelenthet választ. Ez tulajdonképpen annak becslése, hogy hogyan 
viselkedett volna az elutasított kérelmező, ha megkapta volna a hitelt. 
Egy gyakran idézett példa a büntetett előélet. A büntetett előéletű kérelmezőket 
majdnem mindig elutasítják. Ha mindet elutasítanák, akkor reject inference nélkül a 
végső modellben nem jelenne meg ez az ismérv. Az a tény, hogy a többséget 
elutasítják, gyakran azt jelenti, hogy a kisebbség, akit elfogadnak, nagyon speciális 
tulajdonságokkal rendelkezik, és egyáltalán nem reprezentálja a büntetett 
előéletűeket általában. Így, ha csak az elfogadottak teljesítését modellezzük, akkor a 
végső modellünk túlzottan optimista lesz. 
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A dolgozatban a credit scoring modelleknél fellépő szelekciós torzítás csökkentésére 
használható módszerekkel foglalkoztam. A jelenség vizsgálata a magyarnyelvű 
szakirodalomból szinte teljesen hiányzik, csak említés szintjén találkozhattunk vele. 
A témaválasztást elméleti érdekességén túl gyakorlati jelentőssége is indokolta. 
Hiszen ha csak egy kicsit is sikerül javítani a modellek teljesítményén, az óriási 
profitnövekedést, és/vagy kockázatcsökkenést eredményezhet a bankok számára, 
mivel nagy volumenű kihelyezésekről van szó. A kockázatok pontosabb értékelése 
ugyanakkor az ügyfelek számára is előnyös, mert a jó adósok számára a kockázati 
felár csökkentését teszi lehetővé, vagy megfelelő kockázati felárral olyanok is 
kaphatnak hitelt, akiket eddig elutasítottak. 
 
A témához kapcsolódó korábbi kutatások alapján elmondható, hogy az elutasítottak 
alkalmazása a modellépítés során csak akkor lehet értelmes és hasznos megoldás, ha 
bizonyos feltételek teljesülnek az elfogadott és az elutasított sokaságra. A 
gyakorlatban működhetnek ezek a megoldások, mert a feltételezések sokszor 
indokoltak, vagy legalábbis jó irányba mutatnak. Például ésszerű feltételezés, hogy a 
rosszak aránya nagyobb az elutasítottakon belül, mint az elfogadottakon belül 
(azonos score mellett is), még akkor is, ha nem tudjuk korrekten számszerűsíteni, 
hogy mennyivel nagyobb.  
Az elutasítottak tényleges és imputált adatainak alkalmazásának haszna függ az 
elutasítási aránytól, a mintabeli és sokasági eloszlásoktól és az alkalmazott 
statisztikai feltételek teljesülésétől. Van néhány portfolió, ahol nagyon alacsony az 
elutasítottak aránya (ilyen például a jelzáloghitelek piaca). Ilyen esetekben 
felesleges lehet az elutasítottakkal foglalkozni, hiszen elhanyagolható az arányuk a 
populáción belül, így az általuk okozott torzítás sem igényel korrekciót. Másrészt a 
nagyobb kockázatú portfoliók esetén, például a kis - és kezdő vállalkozások 
hitelezésénél, az elutasítási arány igen nagy lehet, így a szelekciós torzítást már nem 
lehet figyelmen kívül hagyni. 
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II. A felhasznált módszerek 
 
A dolgozatban többféle módszer alkalmazhatóságát vizsgáltam, ezekből 
választottam aztán a konkrét kutatási adatbázis esetében használható, legjobbnak 
tűnő módszereket. 
 
Az adósminősítési modelleknél fellépő szelekciós torzítás adathiányból eredő 
probléma, hiszen a korábban elutasított banki ügyfelek esetén a hitelkockázatot 
(hitelvisszafizetést) leíró változó értéke hiányzik (nem megfigyelhető), ezért először 
a hiányzó adatok típusait és kezelésük lehetséges módjait mutattam be. 
  
A következő részben röviden áttekintettem a credit scoring feladatát és a 
leggyakrabban alkalmazott módszereket, valamint az ezek értékeléséhez használható 
mérőszámokat. A gyakorlatban az adósminősítési modellek esetében a logisztikus 
regresszió alkalmazása a legelterjedtebb, ezért az empirikus kutatás során én is  
logit modellt használtam az ügyfelek nemfizetési valószínűségének becslésére. 
 
A III. részben ismertettem a szakirodalomban fellelhető módszereket, amelyek a 
scoring modelleknél fellépő szelekciós torzítás csökkentését szolgálják. Mindegyik 
módszer valamilyen módon felhasználja az elutasítottakról meglévő információkat.  
Az elutasítottak tényleges visszafizetési adatát nem ismerjük, ezért – mivel a 
semmiből nem keletkezhet új információ-, ha fel akarjuk használni őket a 
modellépítéshez, akkor vagy feltételezésekkel kell élnünk, vagy pótlólagosan 
információt kell szerezni a visszafizetési viselkedésükről. 
Bemutattam ezen (reject inference) technikák elméleti hátterét, kiemelve az 
alkalmazott feltételezéseket vagy a pótlólagos információ szerzésének és 
felhasználásának módját és összegeztem az eddigi gyakorlati tapasztalatokat.  
 
Az alkalmazott feltételek teljesülése azonban általánosságban nem tesztelhető, így - 
a szakirodalom áttanulmányozása után - arra a következtetésre jutottam, hogy a 
torzítás kiküszöbölésének egyetlen robusztus és megbízható módja, ha az 
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elutasítottak egy részét ténylegesen meghitelezik és így figyelik meg viselkedésüket 
és esetleges bedőlésüket.  
 
Pótlólagos információk felhasználásával minden szempontból javítani tudunk a 
modellen, hiszen ekkor valóban több információra támaszkodunk a modellépítés 
során. Ezt az utat azonban nem mindig lehet megvalósítani, a megoldás pénz- és 
időigényes volta miatt. Az eljárás költségei csökkentésének egy lehetséges módja az 
általam résnyire nyitott kapu-nak nevezett módszer alkalmazása egyfajta 
költségoptimális mintaelosztással.   
Ez azt jelenti, hogy minden egyébként elutasítandó ügyfélnek van esélye a mintába 
kerülésre, de nem egyforma valószínűséggel. Kis valószínűséggel kaphatnak hitelt 
azok akiknél nagyobb a várható veszteség és nagyobb valószínűséggel azok akiknél 
ez a várható veszteség kisebb. Így egy rétegzett mintát kapunk egyfajta 
költségoptimális mintaelosztással. Végül átsúlyozással kaphatunk egy a sokaságot 
valóban reprezentáló mintát anélkül, hogy vállalni kellett volna a mindenki 
beengedésével járó hatalmas költségeket. 
 
Az empirikus kutatás keretében egy valós banki adatbázison (lakossági hitelkártya 
adatokon) vizsgáltam egy logisztikus regresszióval épített scoring modellen a 




III. Az értekezés eredményei 
 
A dolgozattal ráirányítottam a figyelmet a szelekciós torzítás figyelembe vételének 
fontosságára, és a különböző torzítás csökkentő módszerek esetében a gyakorlati 
alkalmazás lehetőségeire. 
 
A nemzetközi szakirodalom feldolgozásakor az adósminősítési modelleknél fellépő 
szelekciós torzítás csökkentésére alkalmazható módszereket az adathiány 
mechanizmusoknak megfelelően kategorizálva mutattam be. 
 
Az empirikus kutatás keretében egy valós banki adatbázison (lakossági hitelkártya 
adatokon) vizsgáltam a résnyire nyitott kapu módszerrel elérhető javulást, annak 
költségeit és várható hasznait. Az elvégzett vizsgálat és modellszámítások 
eredményeként a gyakorlati szakemberek számára hasznosítható ajánlásokat 
fogalmaztam meg.  
Fontos megállapítások: 
• Az empirikus kutatás során azt tapasztaltuk, hogy magas elutasítási arány 
(erőteljes és nem teljesen véletlenszerű szelekció) esetén gyengébb 
teljesítményű modellek építhetők, mint kisebb arányú elutasítás esetén. Ennek 
egyik oka, hogy ekkor kevés rossz ügyfél kerül a portfolióba, ami 
megnehezíti a modellek számára a rosszak karakterisztikáinak megismerését. 
Másik oka, hogy a szelekció hatására egyébként szignifikáns magyarázó 
változók bizonyos értékei nem kerülnek a mintába, aminek következtében a 
magyarázó változó már nem lesz szignifikáns. 
 
• Ilyen esetekben segíthet a pótlólagos információ szerzés egyik módja, ha 
belső forrásból, a résnyire nyitott kapu alkalmazásával nyerünk új 
megfigyeléseket. Azt láttuk, hogy a nyitott kapu módszerrel javult a modellek 
teljesítménye, és ennek következtében a terméken elérhető profit is nőtt. 
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• Azt tapasztaltuk, hogy ha a profitmaximalizálás a cél, akkor jobb, ha az 
elméleti úton meghatározott cutoff értéket használjuk, szemben a 
gyakorlatban elterjedt empirikus meghatározási móddal. 
 
• Eredményeink szerint a modelljavulás és a profitnövekedés mértéke az első 
lépcsőben volt a legnagyobb. Tehát leginkább az egyébként befogadandókhoz 
közel álló, azoktól csak kicsit rosszabbnak tűnő ügyfelekből érdemes résnyire 
nyitott kapuval beengedni még ügyfeleket. 
Ez az elsőlépcsős nagymértékű modelljavulás és profitnövekedés valószínű 
csak az adatbázis sajátossága, de egyéb, általános érvényű megfontolások is 
ezt a stratégiát sugallják. Az elfogadási tartományhoz közeli esetekre még 
jobbak a becsléseink. Ide még valószínűleg jól tudjuk becsülni a rosszak 
arányát, ezáltal a plusz minta költségei tervezhetőbbek, és kisebbek is, mintha 
egy távoli tartományból vennénk mintát.   
 
Végezetül elmondható, hogy a dolgozatban ismertetett technikák és elméleti -, 
gyakorlati megfontolások nem csak a banki adósminősítés területén hasznosak és 
alkalmazhatók, hanem sok más olyan adatbányászati probléma esetén is, amelyek 
hasonló mintaszelekciós mechanizmust tartalmaznak.  
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