We study the permutation complexity of finite-state stationary stochastic processes based on a duality between values and orderings between values. First, we establish a duality between the set of all words of a fixed length and the set of all permutations of the same length. Second, on this basis, we give an elementary alternative proof of the equality between the permutation entropy rate and the entropy rate for a finite-state stationary stochastic processes first proved in [Amigó, J.M., Kennel, M. B., Kocarev, L., 2005. Physica D 210, 77-95]. Third, we show that further information on the relationship between the structure of values and the structure of orderings for finite-state stationary stochastic processes beyond the entropy rate can be obtained from the established duality. In particular, we prove that the permutation excess entropy is equal to the excess entropy, which is a measure of global correlation present in a stationary stochastic process, for finite-state stationary ergodic Markov processes.
Introduction
One of the most intriguing recent findings in the science of complexity is that much of the information contained in stationary time series can be captured by orderings between values [1] . Bandt and Pompe [2] first introduced the notion of permutation entropy which quantifies the average uncertainty of orderings between values per time unit, in contrast to the entropy rate for stationary stochastic processes or the Kolmogorov-Sinai entropy for dynamical systems, both of which quantify the average uncertainty of values per time unit. Bandt et al. [3] proved that the permutation entropy is equal to the Kolmogorov-Sinai entropy for piecewise monotone maps on one-dimensional intervals. Amigó et al. [4] showed that the permutation entropy rate is equal to the entropy rate for any finite-state stationary stochastic process 1 . They also generalized the results of [3] to ergodic maps on intervals of arbitrary dimensions by considering the limits of finite-state stationary stochastic processes. Keller and Sinn [5] took a different approach from that of [4] to generalize the results of [3] . The topological permutation entropy was also studied by Bandt et al. [3] , Misiurewicz [6] and Amigó and Kennel [7] .
In this paper, we study the permutation complexity of finite-state stationary stochastic processes based on a duality between values and orderings between values. Orderings between values induce a coarse-graining of the set of all words of a fixed length. Namely, two words are mapped to the same ordering (permutation) if order-relationships between values in both words are the same. In the case of shift maps on the unit interval, Elizalde [8] performed enumerations associated with such a coarse-graining. In our case, the enumeration is similar, but much simpler than that of [8] . However, we emphasize a dual structure existing between the set of all words of a fixed length and the set of all permutations of the same length. Indeed, we show that there is a kind of minimal realization map from the latter to the former. We can make the pair of the coarse-graining map and the minimal realization map form a Galois connection [9] , which is a categorical adjunction [10] between partially ordered sets, by introducing suitable partial orders on the sets at both sides. We present an elementary alternative proof for the equality between the permutation entropy rate and the entropy rate based on the duality between values and orderings.
We can study the further relationship between the structure of values and the structure of orderings for finite-state stationary stochastic processes beyond the entropy rate equality if we make use of the duality between values and orderings in more depth. Here, we consider the excess entropy which is a measure of global correlation present in finite-state stationary stochastic processes. The excess entropy has an old history in complex systems study [11, 12, 13] . However, it is still of recent research interest. For example, Feldman et al. [14] proposed the entropy-complexity diagrams based on the entropy rate and the excess entropy to analyze various types of natural information processing. We define the permutation excess entropy and show that the permutation excess entropy is equal to the excess entropy for finitestate stationary ergodic Markov processes. We also present a simple nonergodic counter-example with a strict inequality.
Let us give a rough sketch of our proof strategy for the main results. Let φ be the coarse-graining map sending each word of length L(≥ 1) from a finite alphabet to its associated permutation of length L. Given a finitestate stationary stochastic process, only permutations π such that the size of φ −1 (π) is greater than 1 may contribute to the difference between the entropy rate and the permutation entropy rate of the process. If we denote the probability that those permutations occur by q L , then we can show that the difference (≥ 0) before the normalization (division by L) and taking the limit of L → ∞ is bounded from above by the probability q L multiplied by a function of L whose growth rate is log L by using the fact that the size of φ −1 (π) is given by a binomial coefficient depending on L for any permutation π of length L (Lemma 10). The equality between the entropy rate and the permutation entropy rate is immediate from this bound (Theorem 11). Furthermore, if the process is ergodic Markov, then we can show that q L diminishes exponentially fast as L → ∞ by using a characterization of words s L 1 such that φ −1 (π) = {s L 1 } for some π and the irreducibility of the associated transition matrix. This leads to the equality between the excess entropy and the permutation excess entropy (Theorem 14). We note that those words s L 1 such that φ −1 (π) = {s L 1 } for some π can be seen as a special type of "stable objects" under the duality between the coarse-graining map φ and the minimal realization map (Theorem 9 (iii)). This paper is organized as follows. In Section 2, we establish the duality between values and orderings. In Section 3, we give a proof of the equality between the permutation entropy rate and the entropy rate for finite-state stationary stochastic processes based on the duality. In Section 4, we prove the equality between the permutation excess entropy and the excess entropy for finite-state stationary ergodic Markov processes and give a non-ergodic counter-example with a strict inequality.
Duality between Values and Orderings
In this section we establish the duality between values and orderings.
Permutations and Rank Sequences
Let A be an alphabet. We consider the case that the cardinality |A| of A is finite or countably infinite. If |A| = n (n = 1, 2, · · · ), then we write A = A n = {1, 2, · · · , n}. If n = ∞, then A = A ∞ is identified with the set of all natural numbers N = {1, 2, 3, · · · }. We consider A n (n = 1, 2, · · · , ∞) is not just a set, but a totally ordered set ordered by the 'less-than-or-equal-to' relationship ≤ between natural numbers. In the following discussion, if we write just A, then A can be either
Each word s L 1 ∈ A L has a unique permutation type π ∈ S L . Hence, the correspondence s L 1 → π defines a many-to-one (in general) map φ : A L → S L , which coarse-grains the set A L of words of length L by their permutation types.
We make use of the notion of rank sequence introduced in [4] . In some situations, discussions might become facilitated if we use rank sequences instead of permutations. However, as far as the authors are aware, their compatibility with the map φ sending words to associated permutations has not been presented explicitly so far. Hence, it may not be worthless to study them here.
Each word s L 1 ∈ A L gives rise to a rank sequence r L 1 ∈ R L in the following 4 way:
where δ(X) = 1 if the proposition X is true, otherwise δ(X) = 0. Namely, r i is the number of indices
In the following discussion, we will show that there is a bijection ι : R L → S L such that ι • ϕ = φ, namely, the following diagram commutes:
is well-defined because we have r 1 = 1. Second, we define π(2) = max{i|r
L is a rank sequence defined by
otherwise.
In general, we define
is a rank sequence defined by
otherwise, and r (0) i = r i . By construction, this procedure defines a unique permutation
For example, consider r 5 1 = 11342 ∈ R 5 . π = ι(11342) ∈ S 5 is obtained by the following calculations:
Proof. It is sufficient to show that r
However, 1 ≤ r j ≤ j and r (k−1) j ≥ 1 by construction. Hence, r j = j and we obtain r
by the following procedure: first, we add 1 to
, and do nothing otherwise. The obtained sequence r
, and do nothing otherwise, and add 1 to r
, and do nothing otherwise. If we call the obtained sequence r
. In general, if we define
. In particular, we obtain r
. By the definition of φ and ι, π(1) is the index i of the minimum-leftmost s i and π(1) is the maximum index i such that r i = 1. We have
by the definition of rank sequences. Hence, s j > sπ (1) 
On the other hand, we have sπ (1) ≤ s j for j =π(1), · · · , L. Indeed, if there exists j >π(1) such that sπ (1) > s j , then r j > 1 must hold becauseπ(1) is the maximum index i such that r i = 1. Hence, there exists j 1 < j such that
So, we haveπ(1) < j 1 < j. Since sπ (1) > s j ≥ s j 1 , the same argument can be applied to j 1 instead of j. Thus, we obtain a strictly decreasing infinite sequence of indices j 1 j 2 · · · such thatπ(1) < · · · < j 2 < j 1 < j. However, this is impossible because the number of indices betweenπ(1) and j is finite. Therefore, sπ (1) is the minimum-leftmost value in s L 1 , which implies that
We would like to show thatπ(k + 1) = π(k + 1). By the definition of φ and ι, π(k + 1) is the index i of the minimum-leftmost s i except for
, where we haveπ(1) = π(1), · · · ,π(k) = π(k) by the assumption of the mathematical induction. For an appropriate permutation
is m by the definition of rπ (k+1) . On the other hand, we have
by the definition of π. Hence, the equality
, which contradicts the assumption that s π(k+1) takes the minimum value except for
by the definition of π. Hence, we have
, the following statements are equivalent:
Hence, (ii) holds. For the reverse direction, assume that (ii) holds. Then, we have
The Coarse-Graining Map φ
Now, we are ready to study properties of the coarse-graining map φ :
n−i , where n ≥ i and the domain of φ is set to A L n .
Proof. (i): First, we prove the uniqueness. If i = 1, then we have nothing to do. So, we assume that
by the same reason in the proof of the uniqueness, which violates the assumption that there is no
Suppose that i ≥ 2 and c π(j+1) < c π(j) for some j. Then, we have
This implies that
We only need to show that π(j) < π(j + 1) when u π(j) = u π(j+1) . However, by (1), if s π(j) = s π(j+1) − 1, then we have t π(j) = t π(j+1) , which implies that π(j) < π(j + 1).
(ii): The number of sequences
by (i). On the other hand, given a sequence
, then we say that π appears for the first time at i. We denote the number of permutations π ∈ S L that appear for the first time at i by ν(i, L). By Lemma 5, we have ν(1, L) = 1 and
for n ≥ 2.
The following Proposition 6 and the subsequent paragraph in this subsection are only for the record. They will not be used in later sections. So, readers who are interested in only the main results of this paper can skip them.
Proposition 6 A closed-form expression for ν(n, L) is given by the following formula:
Proof. We prove the formula by mathematical induction on n. if n = 1, then we have ν(1, L) = 1. Assume that the formula holds for natural numbers 1, 2, · · · , n. Then, we have
It is enough to show that
If we put l = n − j, then this is equivalent to showing that
for l = 0, 1, · · · , n − 1. Consider the equality
which holds for |x| < 1. The left-hand side of (5) can be written as
If we compare the coefficient of x l+1 for l = 0, 1, · · · in both sides of the equality (5), then we obtain
After a few algebras, we can derive the desired equality (4).
Note that (3) is identical to a closed-form expression for the Eulerian number (2) is equivalent to the so-called Worpitzky's identity:
Indeed, one can obtain the Worpitzky's identity (6) from (2) by a few algebras using the symmetry law
The Minimal Realization Map µ
For any π ∈ S L , we can construct a word s L 1 ∈ N L such that φ(s L 1 ) = π in the following procedure: first, we decompose the sequence
Thus, π appears for the first time at most k. We denote the word s L 1 by µ(π). µ defines a map µ :
For example, if π ∈ S 5 is given by π(1)π(2)π(3)π(4)π(5) = 24315, then its decomposition into maximal ascending sequences is 24, 3, 15. If we put s 2 s 4 s 3 s 1 s 5 = 11233, then we obtain µ(π) = s 1 s 2 s 3 s 4 s 5 = 31213.
Let π ∈ S L appear for the first time at n. By Lemma 5, there exists a unique word s L 1 ∈ A L n such that φ(s L 1 ) = π. We say that s L 1 is a minimal realization of π. In the following, we shall show that µ(π) is a minimal realization of π.
Proposition 7
The following statements are equivalent:
n is a minimal realization of some permutation π ∈ S L that appears for the first time at n.
Proof. When n = 1, the equivalence is trivial. So, we assume that n ≥ 2 in the following discussion.
n be a minimal realization of π ∈ S L that appears for the first time at n. Suppose that statement (ii) does not hold. Then, there exists 1 ≤ i ≤ n − 1 such that, for any 1 ≤ j, k ≤ n, if s k = i and s j = i + 1, then k < j. Let us define a word t L 1 by
We claim that φ(t L 1 ) = π. By Corollary 4, it is sufficient to show that
On the other hand, if s j = i + 1, then we have t j = s j . Thus, we obtain t k ≤ s k ≤ s j = t j . To show the reverse direction, let us assume that t k ≤ t j . If s j = i + 1, then t j = s j − 1 = i. If we also have s k = i + 1, then s k = s j . Otherwise, we have s k = i + 1, then t k = s k so that s k = t k ≤ t j = i < s j . On the other hand, if s j = i + 1, then we have t j = s j . If we also have s k = i + 1, then s k = t k ≤ t j = s j . Otherwise, we have s k = i + 1, then t k = s k − 1. Suppose that s k > s j . Then, s j < s k = i + 1 and i = s k − 1 = t k ≤ t j = s j . Hence, s j = i. Since we have assumed that (ii) does not hold, we obtain j < k. However, this contradicts our other assumption that k ≤ j. Hence, we have s k ≤ s j .
Suppose that there exists j such that s j = i + 1. Then, we have t L 1 = s L 1 . This contradicts the uniqueness of minimal realization of π because both s L 1 and t L 1 are contained in A L n . Suppose that there exists no j such that s j = i + 1. Since π appears for the first time at n and s L 1 is its minimal realization, we have s π(L) = n. Hence, i + 1 < n should hold. Let us take the least j such that i + 1 < s π(j) and put it as j 0 . If we define a word t L 1 by
. We shall show that i = 0. By Lemma 5, we have
Suppose there exists j such that 1 ≤ c π(j) . Take the least j such that 1 ≤ c π(j) and put it j 0 . Now, consider the least k such that s π(k) = s π(j 0 ) and the largest k ′ such that s π(k ′ ) = s π(j 0 ) and put them as k 0 and k 1 , respectively. Then, we have t π(k 0 ) = t π(k 1 ) . Indeed,
To show this, we should care for only k = k 0 −1, k 0 and k = k 1 , k 1 + 1. First, let us consider the former. By the definition of u L 1 and k 0 , we have
Now, if we put s π(j 0 ) = a(≥ 2), then there exist j 1 < j 2 such that s j 1 = a and s j 2 = a − 1 by (ii). By the construction of u L 1 , we have
, which is a contradiction.
is a minimal realization of π.
The Duality
We can make the pair of maps
form a Galois connection [9] in the following way: we consider the set S L as an ordered set with the discrete order, namely, we define an order relation
If we restrict the domain of the map φ to A L n , we obtain the following form of the duality stated in Theorem 9 (iv) bellow. Theorem 9 summarizes the main results of this section.
Theorem 9
Let us set the domain of the coarse-graining map φ to A L n .
(i) For π ∈ S L , if φ −1 (π) = ∅, then the value of |φ −1 (π)| takes a binomial coefficient
(ii) For π ∈ S L , the following two statements are equivalent:
(b) π appears for the first time at n.
(iii) For s L 1 ∈ A L n , the following three statements are equivalent:
(iv) If we restrict φ on the subset of A L n consisting of words satisfying one of the three equivalent conditions in (iii), then φ gives a one-toone correspondence between these words and permutations of length L satisfying one of the two equivalent conditions in (ii) with its inverse µ. 
is a minimal realization of some π ∈ S L that appears for the first time at n by Proposition 7. Hence, we have φ −1 (π) = {s L 1 } by the uniqueness of minimal realization.
(e)⇒(c):
It is also a right inverse because φ • µ is an identity on S L .
Permutation Entropy Rate Revisited
Let S = {S 1 , S 2 , · · · } be a finite-state stationary stochastic process, where stochastic variables S i take their values in A n . Stationarity means that
In the following discussion, we set the domain of the map φ introduced in Section 2 to A L n . The entropy rate h(S) of a finite-state stationary stochastic process S = {S 1 , S 2 , · · · } is defined by
where
. Here, we take the base of the logarithm as 2. It is well-known that the limit exists for any finite-state stationary stochastic process [16] .
The permutation entropy rate h * (S) of a finite-state stationary stochastic process S = {S 1 , S 2 , · · · } is defined by
π ∈ S L . Amigó et al. proved that the limit exists for all finite-state stationary stochastic processes and is equal to h(S) [1, 4] . They first showed the equality with the assumption of the ergodicity. Then, they proceeded to the general case by appealing to the ergodic decomposition theorem of the entropy rate.
If we make use of rank variables [4] , then the permutation entropy rate has the following alternative expression by Proposition 2 and Proposition 3:
Intuitively, the entropy rate quantifies the uncertainty of values per unit symbol on the one hand, while the permutation entropy rate quantifies the uncertainty of orderings between values per unit symbol on the other hand.
In the following discussion, we give an elementary alternative proof of h(S) = h * (S) for a finite-state stationary stochastic process S = {S 1 , S 2 , · · · } based on the duality between values and orderings established in Section 2.
Proof.
for π ∈ S L such that φ −1 (π) = ∅ and p(π) > 0 because the value of |φ −1 (π)| takes a binomial coefficient
for some 1 ≤ i ≤ n by Theorem 9 (i). Note that if i = n, then |φ −1 (π)| = 1, which implies
Theorem 11 For any finite-state stationary stochastic process
Proof. Since we have
we obtain
by Lemma 10.
Permutation Excess Entropy
The excess entropy [17] E(S) of a finite-state stationary stochastic process S = {S 1 , S 2 , · · · } is defined by
if the limit on the right-hand side exists. The excess entropy E(S) is a measure of global correlation present in a finite-state stationary stochastic process S = {S 1 , S 2 , · · · }. If E(S) exists, then we can write [17] 
where H(Y |X) is the conditional entropy of Y given X and I(X; Y ) is the mutual information between X and Y for stochastic variables X and Y . The permutation excess entropy E * (S) of a finite-state stationary stochastic process S = {S 1 , S 2 , · · · } is defined by
if the limit on the right-hand side exists. It is straightforward to obtain a similar alternative expression for the permutation excess entropy E * (S) to that for the excess entropy (11) , when E * (S) exists:
Note that we also have the equality
) which is an analog to the alternative expression for the entropy rate
) because the right-hand side expression in (13) converges. We can prove that the permutation excess entropy E * (S) also admits a mutual information expression if the process S is ergodic Markov, which will be presented elsewhere [18] .
We would like to know whether E(S) = E * (S) holds or not for a given finite-state stationary stochastic process S. In the rest of the paper, we give a partial answer to this problem. In particular, we will show that E(S) = E * (S) for any finite-state stationary ergodic Markov process.
Note that we always have E * (S) ≤ E(S) if the limits on both sides exist because H * (S L 1 ) ≤ H(S L 1 ) and h * (S) = h(S) by Lemma 10 and Theorem 11, respectively. To show E * (S) = E(S), it is sufficient to show that
Lemma 12 Let ǫ be a positive real number and L be a positive integer. Assume that for any s ∈ A n , Pr{s ⌊L/2⌋ 1 |s j = s for any 1 ≤ j ≤ ⌊L/2⌋} ≤ ǫ holds, where ⌊x⌋ is the largest integer not greater than x. Then, we have q L ≤ 2nǫ.
Proof. We shall prove
Let us consider a word s L 1 ∈ A L n satisfying the following two conditions:
at least once.
(ii) Each symbol s ∈ A n appears in s L ⌊L/2⌋+1 at least once. By the assumption of the lemma, we have It is clear that a word s L 1 ∈ A L n satisfying both (i) and (ii) fulfills condition (d) in Theorem 9 (iii). Hence, by Theorem 9 (iv), we obtain
where * is the sum over all words s L 1 satisfying the condition (d) in Theorem 9 (iii).
As a first simple application of Lemma 12, let us consider a stochastic process S = {S 1 , S 2 , · · · } such that the stochastic variables S i are independent and identically distributed, namely, each symbol s ∈ A n appears at a probability p(s) > 0 independently. If we put 0 < α := min s∈An {p(s)} < 1, then we have
Thus, by Lemma 12, we have
However, in this case, E * (S) = E(S) is obvious from E * (S) ≤ E(S) because E(S) = 0. Let S = {S 1 , S 2 , · · · } be a finite-state stationary ergodic Markov process with a set of states A n and a transition matrix P = (p ij ), where p ij ≥ 0 for all 1 ≤ i, j ≤ n and n j=1 p ij = 1 for all 1 ≤ i ≤ n. It is known that a finite-state stationary Markov process is ergodic if and only if its transition matrix P is irreducible [19] : a matrix P is irreducible if for all 1 ≤ i, j ≤ n there exists l > 0 such that p (l) ij > 0, where p (l) ij is the (i, j)-th element of P l . By the Perron-Frobenius theorem for irreducible non-negative matrices, there exists a unique
The entropy rate h(S) and the excess entropy E(S) of a finite-state stationary Markov process S = {S 1 , S 2 , · · · } are given by h(S) = − n i,j=1 p i p ij log p ij and E(S) = − n i=1 p i log p i + n i,j=1 p i p ij log p ij , respectively.
Let L be a positive integer. Let us put N := ⌊L/2⌋. Given a symbol s ∈ A n , we would like to evaluate β s := Pr{s If n = 1 then β 1 = 0. So, this case is trivial. Hence, we assume n ≥ 2 in the following discussion. If we introduce a matrix P s whose (i, j)-th elements are defined by (P s ) ij = 0 if i = s p ij otherwise, then we can write
where a vector u s = (u 1 , · · · , u n ) is defined by u i = 0 if i = s otherwise u i = 1 and · · · , · · · is the usual inner product in the n-dimensional Euclidean space.
Since P s is a non-negative matrix, the following statements hold by the Perron-Frobenius theorem for non-negative matrices: (i) There exists a non-negative eigenvalue λ such that any other eigenvalue of P s has absolute value not greater than λ.
(ii) λ ≤ max i { n j=1 (P s ) ij } = 1.
(iii) There exists a non-negative right eigenvector v corresponding to the eigenvalue λ.
Lemma 13 λ < 1.
Proof. Suppose that λ = 1. Then, we have P s v = v. For any positive integer l, we have
since P s ≤ P . Thus, we obtain P l − P l s v, p = 0, which implies that P l − P l s v = 0 because p is a positive vector and P l − P l s v is a nonnegative vector. Now, let us fix any 1 ≤ j ≤ n. There exists l such that sk ≥ 0 and v k ≥ 0 for all 1 ≤ k ≤ n. Since 1 ≤ j ≤ n is arbitrary, v = 0 must hold. However, this contradicts v = 0 because v is an eigenvector. Now, let P s = S + T be a Jordan-Chevalley decomposition of the matrix P s , where S is a diagonalizable matrix and T is a nilpotent matrix. Let A be an invertible matrix such that A −1 SA = D, where D is a diagonal matrix. Since T is nilpotent, there exists a positive integer k such that T k is a zero matrix. We also have ST = T S. If we put E := A −1 T A then E k is a zero matrix and DE = ED. Thus, for sufficiently large N ,
where the big-O notation O(N k−1 ) for a matrix means that each element of the matrix is O(N k−1 ). Hence, we obtain β s = λ N −k O(N k−1 ). Since 0 ≤ λ < 1 by Lemma 13, we get the following theorem by combining Lemma 10 and Lemma 12:
Theorem 14 Let S = {S 1 , S 2 , · · · } is a finite-state stationary ergodic Markov process. Then, the permutation excess entropy E * (S) exists and E * (S) = E(S).
We can construct a finite-state stationary non-ergodic Markov process such that E(S) = E * (S) immediately. For example, let n = 2 and P = 1 0 0 1 .
We choose a stationary distribution p = (p 1 , p 2 ) = ( 
