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Introduction ge´ne´rale et organisation
de la the`se
Contexte
Le concept et le formalisme mathe´matiques de la de´rivation non entie`re ont e´te´
e´tablis au de´but du XIXe`me sie`cle par des mathe´maticiens ce´le`bres parmi lesquels Laplace,
Liouville, Abel, Riemann et Cauchy. Cet ope´rateur constitue l’outil mathe´matique par
excellence pour mode´liser les syste`mes physiques a` me´moire longue, tels que les syste`mes
diﬀusifs, a` partir d’un mode`le compact avec un nombre de parame`tres re´duits. Sa synthe`se
et son application, dans les sciences physiques et les sciences pour l’inge´nieur, remontent
a` la seconde moitie´ du vingtie`me sie`cle.
Cet outil a trouve´ des applications dans de nombreux domaines des sciences pour
l’inge´nieur tels que :
– l’automatique a` travers l’identification par mode`le non entier et la commande
CRONE (Commande Robuste d’Ordre Non Entier) ;
– la me´canique dans le cas de la relaxation de l’eau sur une digue poreuse ou` le de´bit
est proportionnel a` la de´rive´e non entie`re de la pression dynamique a` l’interface
eau-digue [Oustaloup, 1991] ;
– l’isolation vibratoire a` travers la suspension CRONE qui augmente la robustesse
du degre´ de stabilite´ vis-a`-vis de la charge transporte´e tout en assurant une
meilleure isolation vibratoire de l’habitacle par une re´duction des acce´le´rations
verticales [Moreau, 1995] ;
– le traitement du signal ou` la de´rivation non entie`re est utilise´e dans la synthe`se
d’un bruit fractal [Mandelbrot et Van Ness, 1968] ;
– le traitement de l’image ou` la de´rivation non entie`re permet la caracte´risation
des courbes en reconnaissance des formes et ou` le de´tecteur CRONE permet une
meilleure extraction des contours [Oustaloup, 1991, 1995] ;
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– l’acoustique ou` dans un instrument a` vent, la de´rive´e non entie`re est utilise´e pour
mode´liser les pertes visco-thermiques [Matignon et al., 1993] ;
– la robotique par la mode´lisation d’environnement [Orsoni, 2002] et la planification
de trajectoire par potentiel ge´ne´ralise´ [Poty, 2006].
Objectifs de la the`se
A partir des trajectoires de´finies a priori d’un syste`me, il est ne´cessaire de connaˆıtre les
commandes a` appliquer pour suivre ces trajectoires de re´fe´rence. La planification de tra-
jectoire et la poursuite robuste de trajectoire ayant fait l’objet de nombreux travaux en
automatique, l’un des moyens d’y parvenir est d’utiliser les principes de la platitude. La
platitude apporte de nombreux avantages tels que la de´termination des actions anticipa-
tives (“feedforward” en anglais) ou la commande pre´dictive. Il est ne´anmoins ne´cessaire
de bien connaˆıtre le mode`le du syste`me afin de de´terminer les commandes de re´fe´rence.
Peu de de´veloppements ont e´te´ e´labore´s jusqu’alors pour l’identification de syste`me par
mode`le non entier en pre´sence de bruit de sortie additif colore´ et pour la planification de
trajectoire de ces syste`mes. La connaissance d’un mode`le e´tant ne´cessaire au pre´alable,
les principaux travaux de cette the`se concernent d’une part, l’identification de syste`me
par mode`le non entier et d’autre part, la ge´ne´ration et la poursuite robuste de trajectoire.
Les outils de´veloppe´s sont totalement inde´pendants de la fac¸on dont l’ope´rateur
non entier est simule´, laissant a` l’utilisateur la liberte´ de ce choix. Les objectifs de cette
the`se sont, dans un premier temps, de poursuivre les travaux entame´s en identification de
syste`me par mode`le non entier en de´veloppant une me´thode d’identification par la variable
instrumentale optimale a` temps continu pour des mode`les line´aires non entiers dans un
contexte de bruit de sortie additif aussi bien blanc que colore´ (mode`le de Box-Jenkins). A
partir de la connaissance de ces mode`les non entiers, l’objectif est d’e´tendre les principes
de la platitude au cas des syste`mes non entiers. Enfin, afin d’assurer la robustesse du
suivi de trajectoire, l’approche par platitude est associe´e a` une commande CRONE de
troisie`me ge´ne´ration.
Contributions spe´cifiques et organisation de la the`se
Les principales contributions de cette the`se sont les suivantes. D’un point de vue
the´orique, en identification par mode`le non entier, des algorithmes d’estimation parame´-
trique a` variance minimale ont e´te´ de´veloppe´s en pre´sence de bruit de sortie blanc et en
12
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pre´sence de bruit de sortie colore´. Lorsque la connaissance a priori permet de fixer les
ordres de de´rivation, ces algorithmes issus de la variable instrumentale permettent d’esti-
mer les coeﬃcients du mode`le du syste`me et du mode`le de bruit. Lorsque la connaissance a
priori ne permet pas de fixer les ordres de de´rivation, les algorithmes d’identification, issus
de la variable instrumentale et de techniques de programmation non line´aire, permettent
d’estimer a` la fois les coeﬃcients et les ordres de de´rivation.
En planification de trajectoire par platitude, une alge`bre des polynoˆmes en Xν 1,
ainsi qu’une alge`bre des matrices polynoˆmiales en Xν ont e´te´ introduites. Ces alge`bres ont
permis l’extension des principes de la platitude aux syste`mes non entiers a` la fois mono-
variable et multi-variable, en utilisant deux modes de repre´sentation des syste`mes non
entiers, a` savoir les fonctions de transfert et les pseudo-repre´sentations d’e´tat. Les syste`mes
line´aires non entiers abstraits ont e´galement e´te´ introduits pour e´tendre les principes
de la platitude inde´pendamment d’un mode de repre´sentation. Enfin, une poursuite de
trajectoire est obtenue par association d’une commande CRONE de troisie`me ge´ne´ration
et de l’approche par platitude, ce qui permet d’assurer la robustesse du degre´ de stabilite´
de la commande vis-a`-vis des perturbations et des variations parame´triques.
D’un point de vue applicatif, ces re´sultats the´oriques en identification et en com-
mande ont e´te´ valide´s sur un syste`me thermique re´el : un barreau d’aluminium. Le trans-
fert tempe´rature/flux est d’abord identifie´ par un mode`le non entier puis une poursuite
robuste de trajectoire est re´alise´e.
La progression de cette the`se est organise´e selon quatre chapitres.
Le chapitre 1 rappelle tout d’abord les notions mathe´matiques autour de la de´riva-
tion non entie`re. Les diﬀe´rentes de´finitions de l’ope´rateur non entier sont aborde´es, pour
ensuite rappeler les diverses me´thodes de repre´sentation d’un syste`me non entier. La sta-
bilite´ des syste`mes non entiers commensurables est rappele´e par le the´ore`me de Matignon.
Une des premie`res contributions de ce me´moire est l’introduction d’une alge`bre des po-
lynoˆmes en Xν , ainsi qu’une alge`bre des matrices polynoˆmiales en Xν .
Le chapitre 2 est consacre´e a` l’identification par mode`le non entier. Apre`s un e´tat
de l’art succinct sur les me´thodes d’identification par mode`le non entier existantes, les
contributions en identification line´aire a` temps continu sont pre´sente´es dans un contexte
1. Un polynoˆme en Xν de´signe une structure polynoˆmiale ou` l’inde´termine´e X est e´leve´e a` des
puissances non entie`res multiples de ν.
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de bruit additif blanc puis colore´. Dans le premier contexte, la structure du mode`le et
les ordres de de´rivation sont d’abord fixe´s, puis un estimateur optimal, nomme´ srivcf 2,
est de´veloppe´. Ensuite, seule la structure du mode`le est fixe´e et un algorithme nomme´
oosrivcf 3, fonde´ sur la srivcf et des techniques de programmation non line´aire, permet
d’optimiser a` la fois les coeﬃcients et les ordres de de´rivation.
Dans un contexte de bruit additif colore´, une structure du mode`le de type Box-
Jenkins hybride (mode`le de syste`me a` temps continu et mode`le de bruit a` temps discret)
est fixe´e. Les ordres de de´rivation sont d’abord fixe´s, et un estimateur optimal, nomme´
rivcf 4, est e´labore´. Ensuite un algorithme nomme´ oorivcf 5, fonde´ sur la rivcf et des
techniques de programmation non line´aire, permet d’optimiser a` la fois les coeﬃcients et
les ordres de de´rivation. Pour chaque me´thode, des simulations de Monte Carlo montrent
que les estimateurs introduits sont asymptotiquement sans biais et a` variance minimale.
Le chapitre 3 permet d’e´tendre les principes de la platitude aux syste`mes non en-
tiers et propose des contributions majeures sur la commande des syste`mes non entiers.
Apre`s un rappel succinct de la platitude des syste`mes line´aires rationnels, le chapitre
3 aborde les avancements the´oriques sur la platitude des syste`mes non entiers line´aires
base´es sur les deux me´thodes de repre´sentation d’un syste`me non entier : les fonctions de
transfert et les pseudo-repre´sentations d’e´tat par matrices polynoˆmiales. La robustesse du
suivi de trajectoire est e´galement traite´e a` l’aide de la commande CRONE. Des exemples
de simulations au travers de la diﬀusion thermique sur un barreau me´tallique illustrent
les de´veloppements the´oriques de la platitude.
Enfin, le chapitre 4 permet de mettre en application les diﬀe´rentes contributions
de ce me´moire sur un syste`me physique re´el : un barreau me´tallique soumis a` un flux
de chaleur a` l’une de ces extre´mite´s et dont la tempe´rature est commande´e. Apre`s une
description du banc d’essai, les diﬀe´rentes me´thodes d’identification, de´veloppe´es dans ce
me´moire, sont applique´es pour e´tablir le mode`le le plus ade´quat. A partir de ce mode`le,
les principes de la platitude par approche de matrices polynoˆmiales sont mis en œuvre
pour commander le syste`me selon une trajectoire de re´fe´rence donne´e. Enfin, la robustesse
du suivi de trajectoire est e´tudie´e par une commande CRONE de troisie`me ge´ne´ration.
2. srivcf : Simplified rivcf .
3. oosrivcf : Order Optimization combined with srivcf .
4. rivcf : Refined Instrumental Variable for Continuous-time Fractional models.
5. oorivcf : Order Optimization combined with rivcf .
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Notations
N ensemble des nombres entiers positifs
Nn ensemble des nombres entiers positifs de [0, n]
Z ensemble des nombres relatifs
Z− ensemble des nombres relatifs ne´gatifs
Q ensemble des nombres rationnels
R ensemble des nombres re´els
R∗− ensemble des nombres re´els ne´gatifs prive´ de 0
R∗+ ensemble des nombres re´els positifs prive´ de 0
C ensemble des nombres complexes
C+ demi-plan droit ouvert des nombres complexes s ∈ C tels que Re (s) > 0
K anneau muni des lois + et ·
K [Xν ] ensemble des polynoˆmes a` coeﬃcients dans K et d’inde´termine´e Xν
H2 (C+) ensemble de fonctions F analytiques sur C + et continues sur C
+
et tel que
∥F∥22 = 12π
∫∞
−∞ |F (x+ jy)|2dy <∞
∥f∥p norme p, p ∈ [1,+∞[ : ∥f∥p =
(∫∞
0 |f(t)|pdt
) 1
p
∥f∥∞ norme infini ou norme sup : ∥f∥∞ = supt∈[0,∞] |f(t)|
⌈ν⌉ le plus petit entier majorant ν (ceil(ν))
⌊ν⌋ le plus grand entier minorant ν (floor(ν))
δ (t) impulsion de Dirac
U (t) e´chelon unitaire ou fonction de Heaviside
∗ produit de convolution
yˆ estime´e de y
AT transpose´e d’un vecteur ou d’une matrice A
u(k) de´rive´e d’ordre k de u
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/ tel que (symbole mathe´matique)
A\B A prive´ de B (symbole mathe´matique)
P |Q P divise Q (symbole mathe´matique)
γ ordre de de´rivation quelconque
ν ordre commensurable
ξ bruit colore´
σ e´cart-type
σ2 variance
ω pulsation
BCR borne de Crame´r-Rao
BIBO entre´e borne´e sortie borne´e (Bounded Input Bounded Output)
CRONE Commande Robuste d’Ordre Non Entier
CSD conception d’une strate´gie de commande (Control System Design)
deg degre´ d’un polynoˆme
e bruit blanc
EE Erreur d’Equation
E(.) espe´rance mathe´matique
fve Filtre de Variable d’Etat
I ope´rateur d’inte´gration
Iγ ope´rateur d’inte´gration d’ordre γ ∈ R+
Im(a) partie imaginaire de a
L transforme´e de Laplace
L −1 transforme´e inverse de Laplace
Lp[a, b[ espace vectoriel des fonctions de´finies et mesurables sur [a, b[ et muni de la
norme ∥ · ∥p, p = 1, 2, . . .
L∞[a, b[ espace vectoriel des fonctions de´finies et mesurables sur [a, b[ et muni de la
norme ∥ · ∥∞
LTI line´aire et invariant dans le temps (Linear Time-Invariant)
mc Moindres Carre´s
MEP Minimisation de l’Erreur de Pre´diction
MIMO multi-variable (Multiple Input Multiple Output)
ML maximum de vraisemblance (Maximum Likelihood)
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NMSE Niveau Moyens des Seuils des issues sur l’Exte´rieur (Normalized Mean
Square Error)
OE erreur de sortie (Output Error)
oosrivcf estimateur des ordres de de´rivation et des coeﬃcients par la srivcf en
contexte de bruit blanc
oorivcf estimateur des ordres de de´rivation et des mode`les du syste`me et du bruit
par la rivcf en contexte de bruit colore´
p ope´rateur de de´rivation ddt
pγ de´rive´e d’ordre γ ∈ R+
PGCD Plus Grand Commun Diviseur
plim limite en probabilite´
PNL Programmation Non Line´aire
q ope´rateur discret tel que q−ly(tk) = y(tk−l)
Re(a) partie re´elle de a
resp. respectivement
rivcf estimateur optimal pour bruit colore´ (Refined Instrumental Variable for
Continuous-time and Fractional models)
RSB Rapport Signal-sur-Bruit
s variable de Laplace
sγ de´rivateur d’ordre γ dans le domaine de Laplace
s−γ inte´grateur d’ordre γ dans le domaine de Laplace
s−γ[ωA,ωB ] inte´grateur d’ordre γ dans le domaine de Laplace borne´ en fre´quence sur
[ωA,ωB]
SBPA Signal Binaire Pseudo Ale´atoire
sig(ν) fonction signe de´finie par sig(ν) = ν|ν| et sig(0) = 1
SISO mono-entre´e mono-sortie (Single Input Single Output)
srivcf estimateur optimal pour bruit blanc (Simplified Refined Instrumental Va-
riable for Continuous-time and Fractional models)
ssi si et seulement si
span(S) le span(S) correspond a` toutes les combinaisons line´aires possibles des
e´le´ments de S
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sup borne supe´rieure
TC Temps Continu
TD Temps Discret
vi Variable Instrumentale
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1.1 – Introduction
Bien que l’apparition de la notion de de´rivation a` des ordres non entiers remonte a`
Leibniz, dont les correspondances avec Wallis (1695) et L’Hoˆpital (1697) sont recueillies
dans [Leibniz, 1853], c’est au de´but du XIXe`me sie`cle que des mathe´maticiens tels que
Euler [1738], Fourier [1822], Lacroix [1820], Laplace [1812], Letnikov [1868] et surtout
Abel [1823], Riemann [1876] et Liouville [1832] ont re´ve´le´ le concept et de´veloppe´ le
formalisme de la de´rivation non entie`re (voir [Miller et Ross, 1993, Oldham et Spanier,
1974, Samko et al., 1993] pour des re´fe´rences plus re´centes). Une description de´taille´e
des correspondances est disponible dans la the`se de Dugowson [1994] consacre´e a` l’his-
toire de la de´rivation non entie`re. Les appellations “de´rivation non entie`re”, “de´rivation
fractionnaire” ou “ de´rivation ge´ne´ralise´e” de´signent toutes les meˆmes notions. Ainsi, la
de´finition mathe´matique d’un tel concept s’ave´rant incontestable, sa de´nomination n’en
reste pas moins confuse. Les nombres “non entiers” peuvent aussi bien eˆtre entiers, re´els
ou complexes. Dans un soucis de clarte´, l’appellation ge´ne´rique de de´rivation non entie`re
est retenue et les qualificatifs de “re´elle” et “complexe” la comple´teront.
La synthe`se de l’ope´rateur non entier et les applications qui en de´coulent datent
principalement de la deuxie`me moitie´ du sie`cle dernier [Miller et Ross, 1993, Oustaloup,
1983, 1995, Podlubny, 1999a, Samko et al., 1993]. La de´rivation non entie`re constitue
l’outil mathe´matique par excellence pour mode´liser une large gamme de phe´nome`nes
physiques, tels que les phe´nome`nes :
– de diﬀusion e´lectrochimique ou` la diﬀusion des charges dans les batteries en acide
est re´gie par des mode`les de Randles [Rodrigues et al., 2000, Sabatier et al.,
2006] utilisant un ordre d’inte´gration de 0.5 ;
– de diﬀusion thermique ou` la solution exacte de l’e´quation de la chaleur dans un
milieu semi-infini lie le flux thermique a` la tempe´rature de surface par une de´rive´e
d’ordre 0.5 [Battaglia et al., 2001, Cois, 2002] ;
– biologiques ou` la mode´lisation du muscle de grenouille [Sommacal et al., 2005,
2006] et de salamandre [Sommacal et al., 2007] est re´gie par des mode`les non
entiers.
La de´rivation non entie`re a e´tendu les possibilite´s de l’identification temporelle et
fre´quentielle, en s’aﬀranchissant de la limitation de l’ordre de de´rivation au cas entier,
permettant ainsi de mode´liser des syste`mes complexes ou a` dimension infinie par des
mode`les compacts la` ou` des mode`les rationnels auraient e´te´ d’ordre e´leve´.
La premie`re partie de ce chapitre introduit l’ope´rateur non entier. Les diverses
23
Chapitre 1 – Introduction aux ope´rateurs et syste`mes non entiers
repre´sentations d’un syste`me non entier sont ensuite e´nonce´es. Puis, la me´thode de synthe`se
du de´rivateur non entier borne´ en fre´quences d’Oustaloup [1995] est rappele´e avec la
discre´tisation de Gru¨nwald [1867] de l’ope´rateur non entier [Samko et al., 1993]. Enfin,
l’alge`bre des polynoˆmes en Xν est introduite permettant l’extension des principes de la
platitude aux syste`mes non entiers au chapitre 3.
1.2 – De´rivation non entie`re
1.2.1 – De´finitions
A partir de la formule de Cauchy, en prenant une fonction monovariable f continue
par morceaux sur ]c,∞[ et inte´grable sur tout sous-intervalle fini de [c,∞[, la de´finition
de Riemann de l’inte´grale d’ordre γ ∈ C\Z− d’une fonction f est donne´e par [Miller et
Ross, 1993] :
Iγcf (t)
∆
=
1
Γ (γ)
∫ t
c
f (τ)
(t− τ )1−γ dτ avec
{
t > c, c ∈ R
Re (γ) > 0
, (1.1)
ou` c repre´sente l’instant de de´but d’inte´gration tel que t > c et Γ est la fonction Gamma
d’Euler de´finie pour les nombres complexes a` partie re´elle positive, γ ∈ C+, par
Γ (γ) =
∫ ∞
0
e−xxγ−1dx, (1.2)
et prolonge´e analytiquement sur l’ensemble des nombres complexes excepte´ les entiers
ne´gatifs, γ ∈ C\Z−.
L’ope´rateur de de´rivation non entie`re a souﬀert pendant longtemps de la diﬃculte´
a` lui attribuer un sens physique surtout lorsque l’ordre de de´rivation est complexe. Ce-
pendant, si l’inte´gration a` l’ordre 1 permet d’associer le concept ge´ome´trique de “l’aire
sous la courbe” en attribuant a` toute valeur de f le meˆme poids, l’ordre d’inte´gration
γ ∈ R\Z− introduit la fonction de ponde´ration Oγ = 1Γ(γ)(t−τ)1−γ . En eﬀet, la valeur de
l’inte´grale d’ordre γ ∈]0, 1[, en un point t est plus influence´e par les points de son voisinage
que par des points plus e´loigne´s comme le montre la Fig. 1.1. De ce fait, la fonction de
ponde´ration Oγ est e´galement appele´e facteur d’oubli [Oustaloup, 1995]. Cette prise en
compte du passe´ de´montre l’aptitude naturelle de l’ope´rateur de de´rivation non entie`re a`
de´crire des phe´nome`nes a` me´moire longue tels que les phe´nome`nes de diﬀusion.
Pour des valeurs particulie`res de la re´fe´rence c, l’inte´grale non entie`re de Riemann
(1.1) devient
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Figure 1.1 – Facteur d’oubli : Oγ(t− τ) = 1Γ(γ)(t−τ)1−γ pour 0 < γ < 1
• l’inte´grale de Liouville si c = −∞ :
Iγ−∞f (t)
∆
=
1
Γ (γ)
∫ t
−∞
f (τ)
(t− τ)1−γ dτ , (1.3)
• ou l’inte´grale de Riemann-Liouville si c = 0 :
Iγ0f (t)
∆
=
1
Γ (γ)
∫ t
0
f (τ)
(t− τ )1−γ dτ . (1.4)
La de´rive´e d’ordre non entier γ ∈ C de Riemann d’une fonction monovariable f
continue par morceaux sur ]c,∞[, inte´grable sur tout sous-intervalle fini de [c,∞[ et suﬃ-
samment de´rivable est quant a` elle de´finie comme e´tant une de´rive´e entie`re d’une inte´grale
non entie`re [Miller et Ross, 1993] :
pγc f (t) = p
m+1Im+1−γc f(t) (1.5)
=
1
Γ (m+ 1− γ)p
m+1
∫ t
c
f (τ)
(t− τ)γ−mdτ avec
⎧⎪⎪⎨
⎪⎪⎩
m = ⌊Re (γ)⌋
t > c, c ∈ R
γ ∈ C
. (1.6)
Comme dans le cas de l’inte´grale non entie`re, la de´rive´e non entie`re de Riemann
(1.5) correspond a` :
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• la de´rive´e de Liouville lorsque c = −∞,
• la de´rive´e de Riemann-Liouville lorsque c = 0.
Dans la mesure ou` les re´ponses impulsionnelles de syste`mes causaux sont de´finies a`
partir de t = 0, la de´finition de Riemann-Liouville se trouve naturellement la plus utilise´e
en automatique.
1.2.2 – Proprie´te´s de la de´rivation non entie`re
La de´rive´e non entie`re (1.6) devient un objet non local et posse`de des proprie´te´s tre`s
inte´ressantes. Par exemple, la de´rive´e d’une constante n’est pas nulle :
pγc1 =
(t− c)−γ
Γ(1 − γ) ,
soit pour c = 0 :
pγ01 =
t−γ
Γ(1− γ) .
De meˆme, la de´rive´e d’ordre γ d’une puissance de t s’e´crit, pour c = 0 :
pγ0t
p =
Γ(p+ 1)
Γ(p− γ + 1)t
p−γ, p > −1.
1.2.2.1 – De´rivabilite´
A partir de la de´finition (1.6), la de´rive´e non entie`re d’ordre γ existe si f est de´finie
sur un ensemble convenable [c, b[ (c, b ∈ R/c ̸= b et t ∈]c, b[) avec m = ⌊Re (γ)⌋. Par un
changement de variable (ζ = t− τ), cette expression devient
pγcf(t)
∆
=
1
Γ (m+ 1− γ)p
m+1
⎡
⎣ t−c∫
0
f (t− ζ) ζm−γdζ
⎤
⎦ .
En de´composant la de´rivation entie`re une premie`re fois selon
pγcf(t) =
1
Γ (m+ 1− γ)p
m
⎡
⎣p
⎡
⎣ t−c∫
0
f (t− ζ) ζm−γdζ
⎤
⎦
⎤
⎦ ,
on obtient :
1
Γ (m+ 1− γ)p
m
⎡
⎣ t−c∫
0
(
pf(t)|t=t−ζ
)
ζm−γdζ + f(c) (t− c)m−γ
⎤
⎦ .
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En de´composant la de´rivation entie`re une deuxie`me fois selon
1
Γ (m+ 1− γ)p
m−1
⎡
⎣p
⎡
⎣ t−c∫
0
(
pf(t)|t=t−ζ
)
dζ + f(c) (t− c)m−γ
⎤
⎦
⎤
⎦ ,
on obtient alors :
1
Γ (m+ 1− γ)p
m−1
⎡
⎣ t−c∫
0
(
p2f(t)
∣∣
t=t−ζ
)
ζm−γdζ + f(c)p
[
(t− c)m−γ]+ f (1)(c) (t− c)m−γ
⎤
⎦ ,
Par ite´ration, il en vient
pγc f(t) =
1
Γ (m+ 1− γ)
⎛
⎝ t−c∫
0
pm+1 (f (t− ζ)) ζm−γdζ +
m∑
k=0
f (k)(c)pm−k
[
(t− c)m−γ]
⎞
⎠ ,
ou encore, en introduisant la notation f (k) pour la de´rive´e temporelle d’ordre k de f , k
e´tant re´el aussi bien entier que non entier 1 :
pγc f(t) = I
γ−m+1
c
[
pm+1f(t)
]
+
m∑
k=0
f (k)(c)
(t− c)k−γ
Γ (k + 1− γ) .
Par conse´quent, cette de´finition existe si la de´rive´e d’ordre m de f existe en c avec
Re(γ) > 0 et si la fonction x ,→ pm+1 (f(t− x)) xγ−1 est L1[c, b[.
1.2.2.2 – Inte´grabilite´
Proprie´te´ 1.2.1. Si γ ∈ [0, 1[ (donc m = 0), alors la de´rive´e non entie`re de Riemann-
Liouville existe si f ∈ L∞[c, b[.
De´monstration. A partir de
pγcf(t) =
1
Γ (γ)
t∫
c
f (τ) dτ
(t− τ )γ , (1.7)
et de l’ine´galite´ de Ho¨lder,∣∣∣∣
∫ t
c
f (τ) g (τ) dτ
∣∣∣∣ ≤
(∫ t
c
|f (τ)|p dτ
) 1
p
(∫ t
c
|g (τ)|q dτ
) 1
q
avec 1p +
1
q = 1 et g(x) = (t− x)−γ , g est L1[c, b[. En eﬀet, pour t ≥ c,∫ t
c
∥g(τ)∥dτ =
∫ t
c
∥ (t− τ)−γ ∥dτ.
1. Si f est un vecteur, alors chaque composante de f est de´rive´e a` l’ordre k
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Or, pour x ∈ [c, t], t− τ ≥ 0. Donc∫ t
c
∥g(τ)∥dτ =
∫ t
c
(t− τ)−γ dτ.
On proce`de au changement de variable ζ = t− τ (dζ = −dτ) :∫ t
c
∥g(τ)∥dτ =
∫ t−c
0
ζ−γdζ =
(t− c)1−γ
1− γ <∞,
car 1− γ > 0.
Pour l’existence de l’ine´galite´ de Ho¨lder, f doit eˆtre L∞[c, b[. Aussi, pγc f(t) ∈ L1[c, b[.
1.2.2.3 – Commutativite´
Soit p, q > 0 deux nombres re´els, ou` p = n + ν et q = m + µ avec les re´els ν et
µ de´finis dans [0, 1[ et les entiers n et m. Dans le cas ge´ne´ral, les ope´rateurs de de´rive´es
non entie`res de Riemann-Liouville ppc et p
q
c ne commutent pas. Il existe ne´anmoins des
conditions pour qu’il y ait commutativite´ des ope´rateurs ppc et p
q
c :
ppc (p
q
cf(t)) = p
q
c (p
p
cf(t)) = p
p+q
c (f(t)) , (1.8)
comme dans le cas trivial p = q ou lorsque{
f (j)(c) = 0, j = 0, . . . , r − 1 pour r = max(n,m)
t ,→ (x− t)−νf(t) est L1[c, b[.
(1.9)
1.2.3 – Transforme´e de Laplace de la de´rive´e non entie`re d’une
fonction temporelle
Dans ce paragraphe, la fonction f est suppose´e eˆtre dans C∞. La de´finition (1.1)
de l’inte´grale non entie`re d’ordre γ ∈ C de f peut eˆtre conside´re´ comme un produit de
convolution. Ainsi, avec Re (γ) > 0 et en posant F (s) = L {f(t)}, la transforme´e de
Laplace de l’inte´grale non entie`re s’e´crit [Cois, 2002, Miller et Ross, 1993] :
L {Iγf(t)} = 1
Γ(γ)
L
{
tγ−1
} ∗L {f(t)} = s−γF (s). (1.10)
La transforme´e de Laplace de la de´rive´e d’une fonction temporelle f est donne´e par :
L {pf (t)} = sF (s)− f(t)|t=0+ , (1.11)
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et la transforme´e de Laplace de la de´rive´e seconde d’une fonction temporelle est donne´e
par :
L
{
p2f (t)
}
= s (sF (s)− f(t)|t=0+)− f ′(t)|t=0+ = s2F (s)− s f(t)|t=0+ − f ′(t)|t=0+ .
(1.12)
Par ite´ration, on arrive alors a` la transforme´e de Laplace de la de´rive´e d’ordre entier m
d’une fonction temporelle f :
L {pmf (t)} = smF (s)−
m−1∑
k=0
sm−k−1pkf (t)
∣∣
t=0+
. (1.13)
Compte-tenu de la de´finition (1.5) et de l’e´quation (1.10), la transforme´e de Laplace
de la de´rive´e d’ordre non entier, γ ∈ C, de f s’e´crit [Oldham et Spanier, 1974] :
L {pγ0f (t)} = L
{
pm+1
[
pm+1−γ0
]}
= sm+1L {pm+1−γ0 f(t)}−
m∑
k=0
sm−kpk
[
p−(m+1−γ)0 f (t)
]∣∣∣
t=0+
= sm+1
[
s−(m+1−γ)F (s)
]− m∑
k=0
sm−kpk
(
Im+1−γ0 f (t)
)∣∣
t=0+
.
Ainsi,
L {pγ0f (t)} = sγF (s)−
m∑
k=0
sm−kpk
(
Im+1−γ0 f (t)
)∣∣
t=0+
avec
⎧⎪⎪⎨
⎪⎪⎩
γ ∈ C
m = ⌊Re (γ)⌋
Re (γ) ≥ 0
.
(1.14)
Dans le cas ou` f est causal, et donc identiquement nulle pour tout t ≤ 0, tous les
termes de la somme s’annulent, et l’expression (1.14) se re´duit a` :
L {pγ0f (t)} = sγF (s) . (1.15)
1.2.4 – Caracte´risation fre´quentielle d’un de´rivateur non entier
Dans [Oustaloup, 1995], le de´rivateur non entier est de´fini tel que sa grandeur de
sortie y s’identifie a` la de´rive´e non entie`re de sa grandeur d’entre´e u, soit en incluant τ ,
la constante de de´rivation,
y (t) = τγpγu (t) , (1.16)
dans laquelle γ ∈ C est l’ordre de de´rivation et Re (γ) peut eˆtre positif ou ne´gatif ;
l’ope´rateur est alors conside´re´ respectivement comme un de´rivateur ou comme un inte´gra-
teur [Cois, 2002].
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Sous l’hypothe`se de conditions initiales nulles, la traduction ope´rationnelle de l’e´qua-
tion (1.16) de´termine l’e´quation symbolique :
Y (s) = (τs)γ U (s) . (1.17)
Il s’ensuit la transmittance du syste`me, soit,
H (s) =
(
s
ωu
)γ
, (1.18)
ou` ωu = 1/τ est la fre´quence au gain unite´.
L’e´tude de la re´ponse fre´quentielle d’un tel ope´rateur de´pend du domaine d’appar-
tenance de l’ordre de de´rivation qui peut eˆtre re´el ou complexe.
1.2.4.1 – De´rivateur non entier re´el
La re´ponse en fre´quences du de´rivateur non entier re´el, γ ∈ R∗+, est de´duite de
(1.18) :
H (jω) =
(
jω
ωu
)γ
. (1.19)
Le module et l’argument de H (jω) admettent les expressions respectives :
⎧⎨
⎩ |H (jω)| =
(
ω
ωu
)γ
arg (H (jω)) = γ π2
. (1.20)
Le diagramme de gain est caracte´rise´ par une droite de pente 20 γ dB par de´cade. Le
diagramme de phase est caracte´rise´ par une droite horizontale d’ordonne´e ϕ = γ π2 radians.
L’ordre non entier re´el permet ainsi d’assurer une variation continue, respectivement, de
la pente de la droite de gain et de l’ordonne´e de la droite de phase comme illustre´ sur la
Fig. 1.2.
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Figure 1.2 – Diagrammes de Bode de de´rivateurs non entiers re´els
1.2.4.2 – De´rivateur non entier complexe
Les principales contributions de ce me´moire relatent du de´rivateur non entier re´el.
Cependant, le de´rivateur non entier complexe, γ ∈ C∗+, est utilise´ au chapitre 3 pour la
synthe`se de la commande CRONE de troisie`me ge´ne´ration.
La description fre´quentielle d’un de´rivateur non entier complexe requiert la de´finition
d’un espace d’e´tude mathe´matique spe´cifique. Pour la grandeur de sortie y, de´rive´e com-
plexe de la grandeur d’entre´e u (1.16), il est ne´cessaire de distinguer deux couples de
diagrammes de Bode, l’un repre´sentant dans le domaine des fre´quences le lien entre la
partie re´elle de y et l’entre´e u, l’autre repre´sentant celui entre la partie imaginaire de y et
u.
La traduction ope´rationnelle d’une telle distinction revient a` de´composer intuiti-
vement la transmittance d’un de´rivateur non entier complexe avec γ = a + i b sous la
forme :
H (s) =
(
s
ωu
)a+i b
=
(
s
ωu
)a [
cos
(
b ln
s
ωu
)
+ i sin
(
b ln
s
ωu
)]
, (1.21)
ou encore H (s) = Hreel(s) + iHimag(s) avec
Hreel(s) =
(
s
ωu
)a
cos
(
b ln
s
ωu
)
et Himag(s) =
(
s
ωu
)a
sin
(
b ln
s
ωu
)
.
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Une distinction mathe´matique doit eˆtre faite entre, d’une part, le plan complexe
ope´rationnel Cj dont rele`ve la variable de Laplace s = σ + jω et, d’autre part, le plan
complexe temporel note´ Ci dont rele`ve l’ordre de de´rivation γ = a + ib et les sorties
du de´rivateur non entier complexe. L’espace ge´ne´re´ par ces 2 plans est appele´ “espace
bi-complexe”.
En vertu de la distinction entre les plans complexes Ci et Cj qu’assure l’espace bi-
complexe, les re´ponses en fre´quences correspondant aux parties re´elle et imaginaire de
la transmittance d’un de´rivateur non entier complexe admettent des expressions de la
forme :
Re/i (H(jω)) = Hreel(jω) (1.22)
=
(
ω
ωu
)a
eja
π
2
[
cos
(
b ln
ω
ωu
)
cosh
(
b
π
2
)
− j sin
(
b ln
ω
ωu
)
sinh
(
b
π
2
)]
et
Im/i(H(jω)) = Himag(jω) (1.23)
=
(
ω
ωu
)a
eja
π
2
[
sin
(
b ln
ω
ωu
)
cosh
(
b
π
2
)
+ j cos
(
b ln
ω
ωu
)
sinh
(
b
π
2
)]
.
On peut montrer qu’a` la fre´quence ωu, les valeurs des gains sont exclusivement lie´es
a` la partie imaginaire b et que les pentes des gains sont exclusivement lie´es a` la partie re´elle
a de l’ordre de de´rivation. Ces proprie´te´s sont a` l’origine de la strate´gie de la commande
CRONE de troisie`me ge´ne´ration dans laquelle les parties re´elle et imaginaire de l’ordre
de de´rivation sont utilise´es comme parame`tres de synthe`se afin d’optimiser le gabarit
de la transmittance en boucle ouverte quant a` son positionnement et a` son inclinaison
dans le plan de Black [Oustaloup, 1991, 1999] (voir aussi §3.5.3 p. 188). Pour une e´tude
approfondie du cas non entier complexe, le lecteur peut se re´fe´rer a` la the`se de Cois [2002].
1.3 – Repre´sentation des syste`mes non entiers
Dans cette section, les syste`mes sont conside´re´s a` temps continus, line´aires et in-
variants dans le temps (LTI), non entiers, monovariables et strictement propres. L’e´tude
d’un syste`me non entier a` de´rive´es complexes pose proble`me du fait que la de´rive´e non
entie`re complexe d’une fonction re´elle est a` valeurs complexes. En re´alite´, une fonction
complexe repre´sente une fonction dans R2.
Plusieurs modes de repre´sentation de syste`mes non entiers existent : e´quations
diﬀe´rentielles, fonctions de transfert ou pseudo-repre´sentation d’e´tat.
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1.3.1 – Equation diﬀe´rentielle
Un syste`me line´aire peut eˆtre re´gi par une e´quation diﬀe´rentielle non entie`re de la
forme :
y (t) + a1y
(α1) (t) + · · ·+ amAy(αmA ) (t) =
b0u
(β0) (t) + b1u
(β1) (t) + · · ·+ bmBu(βmB ) (t) , (1.24)
ou` u(t) et y(t) de´signent respectivement l’entre´e et la sortie, les coeﬃcients a1, . . . , amA,
b1, . . . bmB sont suppose´s re´els et les ordres de de´rivation α1,α2, . . . ,αmA , β0, β1, . . . , βmB
sont suppose´s re´els, positifs et ordonne´s :
α1 < α2 < . . . < αmA et β0 < β1 < . . . < βmB . (1.25)
Comme dans le cas d’une e´quation diﬀe´rentielle a` de´rive´es entie`res, les ordres de
de´rivation doivent ve´rifier la contrainte αmA > βmB pour que le syste`me soit strictement
propre.
Dans le cas ou` il y a commutativite´, les conditions (1.9) e´tant ve´rifie´es, l’e´quation
(1.24) peut eˆtre re´e´crite sous la forme d’une e´quation diffe´rentielle de type se´quentiel
[Cois, 2002, Miller et Ross, 1993] :
y(t) + a1
α1
ν fois︷ ︸︸ ︷((
y(ν)
)···)(ν)
(t) + . . .+ amA
αmA
ν fois︷ ︸︸ ︷((
y(ν)
)···)(ν)
(t) =
b0
((
u(ν)
)···)(ν)︸ ︷︷ ︸
β0
ν fois
(t) + . . .+ bmB
((
u(ν)
)···)(ν)︸ ︷︷ ︸
βmB
ν fois
(t),
(1.26)
ou` αjν , j = 1, . . . , mA et
βi
ν , i = 0, . . . , mB sont des nombres entiers, si les ordres de
de´rivation sont commensurables d’ordre ν.
De´finition 1.3.1. L’ordre commensurable ν est le plus grand nombre re´el tel que tous
les ordres de de´rivation de l’e´quation diﬀe´rentielle (1.24) sont ses multiples entiers :
αj
ν
∈ N, j = 1, . . . , mA et βi
ν
∈ N, i = 0, . . . , mB. (1.27)
Dans le cas des syste`mes rationnels, l’ordre commensurable vaut 1.
Par rapport a` la de´finition initiale de l’ordre commensurable donne´e dans [Matignon,
1998], la contrainte du plus grand nombre a e´te´ impose´e pour faciliter les calculs, car la
dimension du syste`me αmA/ν est inversement proportionnelle a` l’ordre commensurable ν.
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Quand les ordres de de´rivation sont re´els et irrationnels, il est parfois impossible de
trouver un ordre commensurable. Ne´anmoins, moyennant une approximation de ces ordres
par des nombres rationnels, un ordre commensurable peut eˆtre de´termine´ conforme´ment
a` la de´finition 1.3.1.
1.3.2 – Fonction de transfert
La transforme´e de Laplace de l’e´quation diﬀe´rentielle (1.24), soit
Y (s) + a1s
α1Y (s) + a2s
α2Y (s) + . . .+ amAs
αmAY (s) =
b0s
β0U(s) + b1s
β1U(s) + . . .+ bmBs
βmBU(s), (1.28)
de´termine la forme classique d’une fonction de transfert non entie`re :
G (s) =
Y (s)
U(s)
=
B(s)
A(s)
=
mB∑
i=0
bisβi
1 +
mA∑
j=1
ajsαj
. (1.29)
Si le syste`me est commensurable a` l’ordre ν, cette fonction de transfert peut eˆtre
re´e´crite selon :
G (s) =
Q(sν)
P (sν)
=
m∑
i=0
b˜isiν
1 +
n∑
j=1
a˜jsjν
, (1.30)
ou` m =
βmB
ν et n =
αmA
ν sont entiers,⎧⎨
⎩b˜i = bi si iν = βi et b˜i = 0 si iν ̸= βia˜j = aj si jν = αj et a˜j = 0 si jν ̸= αj , (1.31)
et ou` Q(sν) et P (sν) sont des polynoˆmes en sν . La fonction de transfert G (s) est dite
rationnelle en sν . Les ze´ros des polynoˆmes Q et P sont appele´s respectivement les ze´ros
en sν et les poˆles en sν de la fonction de transfert G(s). L’alge`bre des polynoˆmes en sν
est aborde´e au paragraphe 1.6.1 p.43.
1.3.3 – Pseudo-repre´sentation d’e´tat
La repre´sentation d’e´tat d’un syste`me rationnel est de´finie par le syste`me d’e´quations :
x(1)(t) = Ax(t) +Bu(t) (1.32)
y(t) = Cx(t) +Du(t), (1.33)
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ou` x ∈ Rn×1 est le vecteur d’e´tat, A ∈ Rn×n la matrice d’e´volution, B ∈ Rn×m la matrice
de commande, C ∈ Rr×n la matrice d’observation et D ∈ Rr×m la matrice directe.
L’e´quation d’e´tat (1.32) est une repre´sentation condense´e d’un syste`me de n e´qua-
tions diﬀe´rentielles e´le´mentaires d’ordre 1. L’extension de la repre´sentation d’e´tat aux
syste`mes non entiers fait intervenir des e´quations diﬀe´rentielles e´le´mentaires dont l’ordre
fait l’objet de deux niveaux de ge´ne´ralisation [Oustaloup, 1995].
1.3.3.1 – Premier niveau de ge´ne´ralisation
Dans le premier niveau de ge´ne´ralisation, les ordres de de´rivation de toutes les
e´quations diﬀe´rentielles e´le´mentaires sont les meˆmes et donne´s par l’ordre commensurable.
La pseudo-repre´sentation d’e´tat s’e´crit alors :{
x(ν)(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t).
(1.34)
Remarque
Dans la ge´ne´ralisation de la repre´sentation d’e´tat aux syste`mes non entiers, la termi-
nologie de “repre´sentation d’e´tat” est mal choisie. En eﬀet, dans une repre´sentation
d’e´tat classique, l’e´tat n’a besoin que de sa valeur pre´ce´dente pour pre´dire l’e´tat a`
l’instant suivant. Cependant, d’apre`s la de´finition de la de´rive´e non entie`re, celle-ci
est tributaire de tout son passe´ afin de pouvoir pre´dire sa valeur a` un instant fu-
tur. Les termes de repre´sentation d’e´tat fractionnaire, ou de pseudo-repre´sentation
d’e´tat sont alors employe´s.
Un changement de base approprie´ permet d’obtenir une forme diagonale ou de Jor-
dan de cette repre´sentation. Ainsi, sous cette forme, la diagonale de la matrice d’e´volution
A fait apparaˆıtre les valeurs propres qui sont toujours associe´es a` l’ordre de de´rivation ν
du vecteur d’e´tat.
Remarque
La dimension de la matrice d’e´volution d’un syste`me re´gi par l’e´quation diﬀe´rentielle
(1.24) est inversement proportionnelle a` l’ordre commensurable : dim(A) = n = νanν .
Ainsi, l’ordre commensurable, tel qu’il est de´fini dans ce me´moire, plus grand nombre
re´el satisfaisant (1.27), permet d’obtenir la repre´sentation d’e´tat de dimension mi-
nimale.
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Les diﬃculte´s lie´es au syste`me (1.34) dans le domaine temporel, a` savoir la de´pendance
de l’e´quation par rapport au temps initial, le proble`me de l’unicite´ de la solution et l’ab-
sence de la proprie´te´ de semi-groupe, disparaissent si le syste`me est de´crit dans le domaine
ope´rationnel par l’e´quation [Hotzel et Fliess, 1998] :{
sνX(s) = AX(s) +BU(s)
Y (s) = CX(s) +DU(s).
(1.35)
1.3.3.2 – Deuxie`me niveau de ge´ne´ralisation
Si le vecteur d’e´tat x = (x1, . . . , xn) est de dimension n, en conside´rant le “m-
tuple” (ou multi-entier, ou encore vecteur) ν = (ν1, . . . , νn) de dimension n aussi, alors
x(ν) de´signe la de´rive´e de chaque composante de x, a` savoir xi, a` l’ordre νi : x(ν) =[
x(ν1)1 , . . . , x
(νn)
n
]
.
Cette notation permet d’aboutir au deuxie`me niveau de ge´ne´ralisation avec des
ordres de de´rivation des e´quations diﬀe´rentielles e´le´mentaires diﬀe´rents. La repre´sentation
d’e´tat est alors de la forme : {
x(ν)(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t).
(1.36)
Une telle ge´ne´ralisation peut permettre une repre´sentation plus compacte avec un
nombre plus re´duit de variables d’e´tat. Il n’est cependant plus possible d’eﬀectuer des
changements de base par simples manipulations matricielles, ce qui pe´nalise le passage
d’une forme de repre´sentation a` une autre. Par conse´quent, l’obtention d’une forme dia-
gonale ou de Jordan est parfois impossible.
Comme pre´ce´demment, le syste`me (1.36) peut s’e´crire dans le domaine ope´rationnel
par l’e´quation : {
sνX(s) = AX(s) +BU(s)
Y (s) = CX(s) +DU(s).
(1.37)
1.4 – The´ore`me de stabilite´
Il existe de nombreuses conditions de stabilite´ pour un syste`me line´aire non entier
[Bonnet et Partington, 2002, Matignon, 1998, Moze et Sabatier, 2005, Sabatier et al.,
2008, 2010b]. Dans la suite de ce paragraphe, seules les conditions de stabilite´ ne´cessaires
aux travaux de ce me´moire sont pre´sente´es. On conside`re un syste`me line´aire d’entre´e
36
Chapitre 1 – Introduction aux ope´rateurs et syste`mes non entiers
u, de sortie y et de re´ponse impulsionnelle f . Une condition suﬃsante de stabilite´ est
f ∈ L1[0,∞[.
Matignon [1998] a e´tabli un premier re´sultat ge´ne´ral :
The´ore`me 1.4.1. Soit une fonction de transfert rationnelle ou irrationnelle G(s) = Q(s)P (s) .
G(s) est BIBO stable si et seulement si (ssi) :
∃M, |G(s)| ≤M ∀s, Re (s) ≥ 0. (1.38)
De plus, dans le cas ou` G(s) = Q(s)P (s) est irre´ductible (∀s, Re (s) ≥ 0, Q(s) = 0 ⇒ P (s) ̸=
0), la proprie´te´ de stabilite´ conduit a` :
|arg(sk)| > π
2
, ∀sk ∈ C / P (sk) = 0. (1.39)
Ve´rifier la condition de stabilite´ au sens de (1.39) s’ave`re relativement de´licat car
elle ne´cessite le calcul de tous les poˆles en s de la fonction de transfert G. Matignon [1998]
a e´tabli une condition de stabilite´ en raisonnant sur les poˆles en sν d’un syste`me non
entier d’ordre commensurable ν.
The´ore`me 1.4.2. The´ore`me de stabilite´ d’un syste`me non entier commensu-
rable. Soit une fonction de transfert commensurable rationnelle en sν et irre´ductible
G(s) = Q(s)P (s) tel que 0 < ν < 2. G(s) est BIBO stable si et seulement si :
|arg(sk)| > ν π
2
, ∀sk ∈ C / P (sνk) = 0. (1.40)
Bien que Matignon ait de´montre´ le the´ore`me 1.4.2 pour des ordres commensurables
ν compris dans l’intervalle ]0, 1], la condition de stabilite´ (1.40) reste valable pour des
ordres ν compris dans ]0, 2[, comme le montrent Fliess et Hotzel [1997] ou Aoun [2005]
dans une version plus de´taille´e.
La FIG. 1.3 montre les re´gions de stabilite´ pour diﬀe´rentes valeurs de l’ordre com-
mensurable ν. Ainsi, quand ν appartient a` l’intervalle ]0, 1], les arguments des poˆles en
sν doivent eˆtre a` l’exte´rieur de [−ν π2 , ν π2 ] (partie en vert de la FIG. 1.3.a) pour que le
syste`me soit stable. Pour un ordre de de´rivation entier (ν = 1), la condition de Matignon
est e´quivalente a` celle de Routh-Hurwitz classique : aucun poˆle dans le demi-plan complexe
droit (FIG. 1.3.b). Quand ν augmente, la re´gion de stabilite´ diminue jusqu’a` tendre vers
le demi-axe R∗− quand l’ordre commensurable tend vers 2 ou` le syste`me est a` la limite de
la stabilite´. Pour un ordre ν > 2, la re´gion de stabilite´ est un ensemble vide. Le syste`me
est alors instable quels que soient les poˆles en sν de sa fonction de transfert.
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Re (sk)
Im(sk)
ν π2 Re (sk)
Im(sk)
ν π2 Re (sk)
Im(sk)
ν π2
a) ν < 1 b) ν = 1 c) ν > 1
Figure 1.3 – Re´gion de stabilite´. Un syste`me est stable ssi ses poˆles en sν sont a` l’inte´rieur
du domaine vert
1.5 – Simulation temporelle de syste`mes non entiers
L’ope´rateur de de´rivation et d’inte´gration non entie`res e´tant a` caracte`re global, la
sortie d’un syste`me non entier a` un instant donne´ de´pend de tout son passe´, connaissance
souvent indisponible ou diﬃcile a` prendre en compte. Ainsi, il est ne´cessaire d’adopter
une hypothe`se simplificatrice : le syste`me est suppose´ au repos pour tout t < 0. Tou-
tefois, si cette hypothe`se n’est pas ve´rifie´e, la sortie au voisinage de l’origine des temps
en est aﬀecte´e. Il existe deux fac¸ons principales pour simuler les syste`mes non entiers :
soit en synthe´tisant une fonction de transfert rationnel a` partir de la fonction de trans-
fert non entie`re en utilisant la synthe`se fre´quentielle d’un de´rivateur non entier borne´
en fre´quences, soit en discre´tisant l’ope´rateur non entier dans le domaine temporel. Les
travaux de Nanot [1996] et Djouambi et al. [2007] ont permis d’e´tudier la synthe`se et
la re´alisation d’un de´rivateur non entier en e´tudiant l’erreur entre un syste`me non entier
et son approximation. Cette erreur permet de quantifier la diﬀe´rence entre deux mode`les
lors d’une re´duction d’ordre ou lors d’une identification fre´quentielle.
Les outils qui ont e´te´ de´veloppe´s dans cette the`se aussi bien en identification qu’en
commande sont inde´pendants de la fac¸on dont l’ope´rateur non entier est simule´ laissant
la liberte´ a` l’utilisateur de choisir la me´thode de simulation.
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1.5.1 – Synthe`se fre´quentielle d’un de´rivateur non entier borne´
en fre´quences
Puisque les syste`mes physiques re´els ont ge´ne´ralement un comportement fraction-
naire sur une bande de fre´quences donne´e (fre´quences de coupure de Shannon pour la
borne supe´rieure et le spectre du signal d’entre´e pour la borne infe´rieure), l’ope´rateur non
entier est ge´ne´ralement approche´ par un mode`le rationnel d’ordre e´leve´. Ainsi, un mode`le
fractionnaire et son approximation rationnelle posse`dent les meˆmes dynamiques dans cette
bande de fre´quences. Il existe diﬀe´rentes approches d’approximation de l’ope´rateur non
entier. Nous abordons ici la synthe`se d’un de´rivateur non entier borne´ en fre´quences A1
propose´ par Oustaloup. Les autres approches de synthe`se sont quant a` elles pre´sente´es en
annexe A p. 257.
La synthe`se consiste a` obtenir un mode`le rationnel approchant l’ope´rateur de de´riva-
tion ou d’inte´gration non entie`re sur une bande de fre´quences donne´e. Soit s−γ un ope´rateur
non entier d’ordre −γ suppose´ compris entre −1 et 1. Cette hypothe`se est non restrictive
car seul l’ope´rateur s⌊γ⌋−γ est approche´ quand |γ| > 1 :
s−γ = s−⌊γ⌋s⌊γ⌋−γ . (1.41)
Soit s−γ[ωA,ωB] un ope´rateur non entier d’ordre −γ limite´ a` la bande fre´quentielle
[ωA,ωB] :
s−γ[ωA,ωB] = s
−γ, ∀ ω ∈ [ωA,ωB] . (1.42)
Une premie`re approximation de l’ope´rateur borne´ en fre´quence s−γ[ωA,ωB] est propose´e dans
[Oustaloup, 1983, 1995] :
s−γ[ωA,ωB ] ≈ A
(−γ)
1 = C(γ)
(
1 + sωh
1 + sωb
)γ
, −1 < γ < 1, (1.43)
ou` ωb < ωh, C(γ) e´tant fixe´ de manie`re a` obtenir un gain unitaire a` la pulsation 1 rad.s
−1 :
C(γ) =
∣∣∣∣∣1 + j
1
ωh
1 + j 1ωb
∣∣∣∣∣
−γ
=
(
ωh
ωb
)γ (1 + ω2b
1 + ω2h
)γ
2
. (1.44)
La synthe`se d’un tel de´rivateur [Oustaloup, 1995] repose sur une distribution re´cursive
de ze´ros et de poˆles re´els, dont le principe est illustre´ sur la Fig. 1.4, tel que :(
1 + sωh
1 + sωb
)γ
= lim
N→∞
DN (s) (1.45)
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avec
DN (s) =
(
ωu
ωh
)γ N∏
k=1
1 + sω′k
1 + sωk
, (1.46)
dans laquelle
ωu = (ωhωb)
1
2 (1.47)
et les fre´quences ωk et ω′k, correspondant respectivement aux ze´ros et poˆles de rang k,
sont de´termine´es par les relations re´cursives suivantes :
(
ωu
ωh
)γ
=
(
ωb
ωu
)γ
=
1
αN+
1
2
ω′0 = α
− 12ωu, ω0 = α
1
2ωu
ω′k+1
ω′k
=
ωk+1
ωk
= αη > 1 (1.48)
ωk+1
ω′k
= α > 0,
ω′k+1
ωk
= η > 0
ν =
log (α)
log (αη)
.
ωbω′1 ω1 ω
′
2 ω2 ω
′
3 ω3 ω
′
4 ω4 ω
′
5 ω5 ω
′
6 ω6 ωh ω
ω
α
η
αη
droite de lissage de phase
droite de lissage de gain
20 dB/dec
20 γ dB/dec
π
2
γ π2
0
Figure 1.4 – Diagrammes asymptotiques de Bode de sγ et DN (s) pour γ ∈ ]0, 1[
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Figure 1.5 – Diagrammes de Bode de s−γ et de son approximation A (−γ)1 dans la bande
fre´quentielle [0.01, 100] pour −γ = −0.2,−0.5,−0.8 et −1.1.
Les rapports α et η, de´finis dans (1.48), sont appele´s facteurs re´cursifs. Pour obtenir
une approximation satisfaisante de sγ dans la bande [ωA,ωB], les pulsations ωb et ωh sont
fixe´es de part et d’autre de [ωA,ωB] conforme´ment a` ωb = χ−1ωA et ωh = χωB, χ e´tant
ge´ne´ralement fixe´ a` 10 ou 100 [Oustaloup, 1995].
La Fig. 1.5 montre les diagrammes de Bode de s−γ et de son approximation A (−γ)1
dans la bande de fre´quences [ωb,ωh] qui est satisfaisante pour diﬀe´rentes valeurs de s−γ ; en
revanche, l’approximation de la phase se de´grade au voisinage de ωA = 0.01 et ωB = 100,
de´gradation connue sous le nom d’eﬀet de bord et pouvant eˆtre diminue´e en e´largissant
l’intervalle [ωb,ωh] par l’interme´diaire de la valeur de χ.
1.5.2 – Discre´tisation temporelle de l’ope´rateur non entier – de´fini-
tion de Gru¨nwald
Une autre approximation de l’ope´rateur de de´rivation non entie`re est base´e sur la
ge´ne´ralisation de la de´finition de Cauchy de la de´rive´e d’ordre n ∈ N d’une fonction f
[Gru¨nwald, 1867, Miller et Ross, 1993, Oustaloup, 1995] . En partant de la de´rive´e d’ordre
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1 d’une fonction f :
f (1) (t) = lim
h→0
f (t)− f (t− h)
h
, (1.49)
la de´rivation a` l’ordre 2 conduit a` :
f (2) (t) = lim
h→0
f (t)− 2f (t− h) + f (t− 2h)
h2
. (1.50)
Cette forme sugge`re au premier niveau de ge´ne´ralisation a` l’ordre n ∈ N :
f (n) (t) = lim
h→0
1
hn
K∑
k=0
(−1)k
(
n
k
)
f (t− kh) . (1.51)
L’extension de cette ge´ne´ralisation a` des valeurs non entie`res de l’ordre de de´rivation est
imme´diate, soit :
f (γ) (t) = lim
h→0
1
hγ
∞∑
k=0
(−1)k
(
γ
k
)
f (t− kh) . (1.52)
La notation
(
γ
k
)
de´signe le binoˆme de Newton ge´ne´ralise´ a` des nombres re´els :
(
γ
k
)
=
Γ (γ + 1)
Γ (k + 1)Γ (γ − k + 1) =
γ(γ − 1) . . . (γ − k + 1)
k!
. (1.53)
Initialement de´finie pour des nombres re´els positifs, la fonction Gamma est ge´ne´ralise´e,
par continuite´ analytique, aux nombres re´els ne´gatifs. Γ posse´dant des singularite´s pour
tout entier ne´gatif, il vient :(
γ
k
)
= 0 pour γ − k = −1, −2, −3, ... (1.54)
Pour des ordres de de´rivation γ entiers, la somme de (1.52) est limite´e a` n + 1 termes.
La valeur de la de´rive´e a` chaque instant kh est alors une combinaison line´aire de n + 1
valeurs de la fonction f (t− kh) pour k = 0, ..., n. Pour la de´rive´e a` l’ordre 1, mis a` part
k = 0 et k = 1, les coeﬃcients de la ponde´ration (−1)k
(
n
k
)
sont nuls. La de´rivation
entie`re donne ainsi une caracte´risation locale de la fonction. En revanche, pour des ordres
γ non entiers, les coeﬃcients de ponde´ration (−1)k
(
γ
k
)
ne s’annulent pas. La valeur
a` chaque instant t est alors une combinaison line´aire de toutes les valeurs de la fonction
f (t− kh), k = 0, ..., ∞. A l’inverse de la de´rivation entie`re, la de´rivation non entie`re
donne ainsi une caracte´risation globale de la fonction. En eﬀet, la de´rivation non
entie`re ne´cessite la connaissance de tout le passe´ de la fonction.
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1.6 – Contribution a` l’extension de l’alge`bre des po-
lynoˆmes en Xν
Le cadre alge´brique des modules [Fliess, 1990, 1992b, Mounier, 1995] est valable
quelle que soit la de´finition adopte´e pour la de´rivation non entie`re. Fliess et Hotzel ont
introduit des proprie´te´s de base sur les syste`mes non entiers a` savoir la commandabilite´,
l’observabilite´ et la re´alisation et ses liens avec les matrices de transfert en vue de faire
de la re´gulation [Fliess et Hotzel, 1997, Hotzel et Fliess, 1998]. Dans ce paragraphe, les
polynoˆmes et les matrices polynoˆmiales en Xν , indispensables pour e´tendre les notions de
platitude aux syste`mes non entiers (chapitre 3), sont pre´sente´s a` des fins de planification
de trajectoire. A partir des polynoˆmes en Xν , la forme de Smith et l’identite´ de Be´zout
pour matrices polynoˆmiales en Xν sont e´galement introduites.
1.6.1 – Polynoˆmes en Xν
1.6.1.1 – De´finitions et structure d’anneau des polynoˆmes en Xν
A partir de la notion d’ordre commensurable ν, un “polynoˆme en Xν” s’e´crit :
P (Xν) = anX
nν + an−1X
(n−1)ν + . . .+ a1X
ν + a0, (1.55)
ou` les coeﬃcients (a0, . . . , an) sont des e´le´ments de K et Xν est l’inde´termine´e du po-
lynoˆme. Dans l’alge`bre classique des polynoˆmes rationnels, ν est fixe´ a` 1.
De´finition 1.6.1. L’ensemble des polynoˆmes en Xν , note´ K [Xν ], dont les coeﬃcients
sont dans un anneau 2 K, correspond a` l’ensemble des suites d’e´le´ments de K a` support
fini (nulles a` partir d’un certain rang) .
Proprie´te´ 1.6.2. Soit P (Xγ) =
n∑
i=0
aiX iγ dans K [Xγ] et Q(Xα) =
m∑
j=0
bjXjα dans K [Xα].
Alors le polynoˆme en Xγ, P (Xγ), est e´gal au polynoˆme en Xα, Q(Xα), ssi :
– il existe un ordre commensurable ν tel que γ et α en soient multiples ;
– il existe :
⋄ P ′(Xν) =
nγ
ν∑
l=0
a′lX
lν ∈ K [Xν ] tel que
{
a′l = ai si ∀i ∈ Nn, ∃l ∈ Nnγν / lν = iγ
a′i = 0 sinon
2. Un anneau K, muni de lois internes + et ·, est note´ plus simplement dans ce manuscrit par K,
plutoˆt que par le triplet (K,+, ·). L’association des lois internes + et · est implicite dans cette notation
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⋄ Q′(Xν) =
mα
ν∑
k=0
b′kX
kν ∈ K [Xν ] tel que
{
b′k = bj si ∀j ∈ Nn, ∃k ∈ Nmαν / kν = jα
b′k = 0 sinon
tels que nγ = mα et les suites (a′l)l∈N et (b
′
k)k∈N soient identiques.
Exemple
Soient P (X0.3) = X0.6 + 1 caracte´rise´ dans l’anneau K [X0.3] par la suite de coeﬃ-
cients (1, 0, 1) et Q(X0.2) = X0.6 + 1 caracte´rise´ dans l’anneau K [X0.2] par la suite
de coeﬃcients (1, 0, 0, 1). Alors P (X0.3) est e´gal a` Q(X0.2) car :
– il existe un ordre commensurable ν = 0.1
– et il existe P ′(Xν) et Q′(Xν) caracte´rise´s dans l’anneau K [X0.1] par la meˆme
suite de coeﬃcients (1, 0, 0, 0, 0, 0, 1).
Proprie´te´ 1.6.3. L’addition de polynoˆmes dans K [Xν ] se fait par l’addition des coeﬃ-
cients associe´s a` la meˆme puissance de l’inde´termine´e. De meˆme, la multiplication s’eﬀec-
tue en utilisant la proprie´te´ de distributivite´ de la multiplication par rapport a` l’addition
et les re`gles suivantes :
– Xνa = aXν pour tous les e´le´ments a de l’anneau K (commutativite´ par rapport a`
la multiplication),
– XνXγ = Xν+γ pour tout ordre ν et γ.
De´finition 1.6.4. Il est alors possible de ve´rifier que l’ensemble K [Xν ], associe´ aux
deux ope´rations internes + et ·, forme lui-meˆme un anneau de´signe´ par (K [Xν ] ,+, ·)
ou plus simplement de´signe´ par K [Xν ] sachant qu’implicitement l’anneau est muni des
lois internes + et ·.
1.6.1.2 – Degre´ d’un polynoˆme en Xν
Afin de pouvoir introduire les matrices polynoˆmiales en Xν , il est ne´cessaire de
de´finir la notion de degre´ d’un polynoˆme en Xν .
De´finition 1.6.5. On appelle degre´ du polynoˆme en Xν P (X) =
n∑
i=0
aiX iν , note´ deg(P ),
l’ordre n du dernier coeﬃcient an non nul dans la suite des coeﬃcients.
Pour le polynoˆme nul, on convient comme dans le cas rationnel, que deg(0) = −∞.
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Exemple
Le degre´ du polynoˆme en X0.2 P (X) = X0.8 +X0.2 + 3 est 4.
Soient P,Q ∈ K [Xν ] deux polynoˆmes en Xν .
Proprie´te´ 1.6.6. deg(P +Q) ≤ sup(deg(P ), deg(Q)).
Proprie´te´ 1.6.7. deg(PQ) = deg(P ) + deg(Q).
De´monstration. Supposons que P et Q soient non nuls. Soit apXγp le terme dominant de
P et bqXαq le terme dominant de Q. Alors, apbqXγp+αq est le terme dominant de PQ car
K [Xν ] est inte`gre (ap ̸= 0 et bq ̸= 0 ⇒ apbq ̸= 0) 3. Si P et Q sont nuls, alors PQ = 0 et
la relation est encore vraie.
1.6.1.3 – Arithme´tique des polynoˆmes en Xν
– Divisibilite´
De´finition 1.6.8. Soient deux polynoˆmes en Xν , P et Q, de´finis dans l’anneau K [Xν ].
Q|P ⇔ ∃A/P = QA.
Si Q|P et deg(Q) > deg(P ) alors P = 0 ; en eﬀet, si P = QR, alors deg(Q) =
deg(P ) + deg(R), donc deg(R) < 0. Le seul cas possible est que le degre´ de R vaille −∞.
Ainsi, R est le polynoˆme nul. Par conse´quent, P = 0.
Si Q|P et deg(Q) = deg(P ), alors P = aQ avec a ∈ K et a ̸= 0.
– Division Euclidienne
The´ore`me 1.6.9. Soient P et Q deux polynoˆmes en Xν de K [Xν ] ; il existe deux po-
lynoˆmes en Xν A et B uniques ve´rifiant :
P = AQ +B et deg(B) < deg(Q). (1.56)
Par analogie avec les polynoˆmes (classiques), A est appele´ le “quotient de la division
euclidienne de P par Q” et B le “reste de la division euclidienne de P par Q”.
3. Ceci est faux dans l’anneau des congruences modulo 6 des polynoˆmes dans Z/6Z[X ] ou`
(3X)(2X) = 0
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De´monstration. Soient P (X) = anXγn + . . .+ a0 et Q(X) = bqXαq + . . .+ b0 de´finis dans
K [Xν ]. On proce`de par re´currence sur deg(P ) = γn. Deux cas se distinguent :
– La relation (1.56) est satisfaite pour deg(P ) = γ0 < αq en prenant A(X) = 0 et
B(X) = P (X).
– L’hypothe`se de re´currence (1.56) est suppose´e vraie pour un polynoˆme en Xν de
degre´ γn−1 et on montre la re´currence a` l’ordre γn.
On construit le polynoˆme en Xν P1(X) = P (X) − anbq Q(X)Xγn−αq ; le terme de
plus haut degre´ de ce nouveau polynoˆme est strictement infe´rieur a` γn car son
terme de degre´ γn est nul.
L’hypothe`se de re´currence s’applique au polynoˆme P1(X) : il existe donc A1(X)
et B1(X) tels que P1(X) = A1(X)Q(X) + B1(X) avec deg(B1) < deg(Q). Par
conse´quent, P (X) =
(
an
bq
Xγn−αq + A1(X)
)
Q(X) +B1(X).
En posant A(X) e´gal au polynoˆme Xν facteur de Q(X) et B(X) = B1(X), on a
P (X) = A(X)Q(X) +B(X) avec deg(B) < deg(Q). Ce qui de´montre l’existence
du quotient et du reste de la division euclidienne a` l’ordre γn.
Pour l’unicite´, supposons que l’on ait deux solutions P (X) = A(X)Q(X)+B(X)
avec deg(B) < deg(Q) et P (X) = A′(X)Q(X) + B′(X) avec deg(B′) < deg(Q).
Ceci donneQ(X)(A(X)−A′(X)) = B′(X)−B(X). Or, deg(Q(A−A′)) = deg(Q)+
deg(A−A′) = deg(B −B′) et deg(B −B′) ≤ sup(deg(B′), deg(B)) < deg(Q), ce
qui implique deg(A − A′) < 0. La seule possibilite´ c’est que A′(X) − A(X) = 0,
donc A(X) = A′(X) et par soustraction, B(X) = B′(X), prouvant l’unicite´.
– PGCD, PPCM
Soient P et Q deux polynoˆmes en Xν de K [Xν ].
De´finition 1.6.10. PGCD : plus grand commun diviseur. Un plus grand commun
diviseur aux polynoˆmes en Xν P et Q est un polynoˆme en Xν , A, de degre´ le plus grand
possible qui divise a` la fois P et Q.
De´finition 1.6.11. PPCM : plus petit commun multiple. Un plus petit commun
multiple aux polynoˆmes en Xν P et Q est un polynoˆme en Xν , B, de degre´ le plus petit
possible qui est multiple a` la fois de P et de Q.
De´finition 1.6.12. Polynoˆmes en Xν premiers entre eux. P et Q sont dits “pre-
miers entre eux” si leur PGCD est une constante non nulle.
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The´ore`me 1.6.13. L’ensemble des polynoˆmes en Xν de la forme PU +QV , note´ (P ) +
(Q), est un ide´al de K [Xν ], qui est donc principal, et dont tout ge´ne´rateur est un PGCD
pour P et Q. Re´ciproquement, tout PGCD de P et Q est un ge´ne´rateur de cet ide´al.{
(P ) + (Q)est un ide´al
A = PGCD(P,Q)
⇔ (P ) + (Q) = (A).
De meˆme, (P )
⋂
(Q) est un ide´al, et B un PPCM de P et Q, est e´quivalent a`
(P )
⋂
(Q) = (B). Tout ge´ne´rateur de (P )
⋂
(Q) est un PPCM de P et Q, et re´ciproquement,
tout PPCM de P et Q est ge´ne´rateur de (P )
⋂
(Q).
De´monstration. Compte tenu de la de´finition d’un ide´al, les de´monstrations des ide´aux
(P ) + (Q) et (P )
⋂
(Q) sont e´videntes.
Soit A1 un ge´ne´rateur de (P ) + (Q) ; comme P = P · 1 + Q · 0, P est dans l’ide´al
(P ) + (Q), donc dans l’ide´al (A1). En conse´quence, P est un multiple de A1 (ou A1 divise
P ). De meˆme, A1 divise Q. Par conse´quent, A1 est un diviseur commun a` P et Q.
A1 est dans (A1), ou dans (P ) + (Q). Donc, A1 peut s’e´crire A1 = PU + QV . Si D
est un diviseur commun a` P et Q, il en re´sulte que D divise A1. Donc, deg(D) ≤ deg(A1).
A1 est donc un diviseur commun a` P et Q de degre´ le plus grand possible, donc A1 est
un PGCD de P et Q.
Re´ciproquement, soit A un PGCD de P et Q. Tout polynoˆme de la forme PU +QV
est un multiple de A ; donc A divise A1 ou` A1 est un ge´ne´rateur de (P ) + (Q). De plus,
A1 divise P et A1 divise Q ; donc A1 est un diviseur commun a` P et Q ; son degre´ est
par conse´quent infe´rieur a` celui du PGCD de P et Q, de par la de´finition du PGCD.
Donc deg(A1) ≤ deg(A) et A divise A1. Ces deux conditions entraˆınent que A1 = aA ou`
a est un e´le´ment non nul de K ; et donc, A est un ge´ne´rateur de (P ) + (Q). Ceci ache`ve
la de´monstration pour le PGCD.
Le de´monstration du PPCM suit la meˆme logique.
The´ore`me 1.6.14. Deux polynoˆmes en Xν, P et Q, sont premiers entre eux s’il existe
deux polynoˆmes en Xν de K [Xν ], U et V , tels que PU +QV = 1
De´monstration. Ce the´ore`me re´sulte de (P ) + (Q) = (1).
1.6.2 – Matrices polynoˆmiales en Xν
De´finition 1.6.15. Les matrices, dont les e´le´ments appartiennent a` l’anneau des po-
lynoˆmes en Xν , K [Xν ], sont appele´es matrices polynoˆmiales en Xν .
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L’inverse d’une matrice polynoˆmiale n’est ge´ne´ralement pas une matrice polynoˆmiale,
puisque l’inverse d’un polynoˆme non constant n’est pas un polynoˆme. Ainsi, la sous-
classe GLn (K [Xν ]) des matrices polynoˆmiales non entie`res unimodulaires, de´finie comme
l’ensemble des matrices carre´es de dimension n × n, inversibles et dont l’inverse est un
polynoˆme (similairement dont le de´terminant est une constante), joue un roˆle important.
Les principaux re´sultats sur les matrices polynoˆmiales entie`res et unimodulaires
peuvent eˆtre trouve´es dans [Gantmacher, 1966, Kailath, 1980, Wolovich, 1974].
1.6.2.1 – Forme de Smith
De´finition 1.6.16. Une matrice polynoˆmiale non entie`re rectangulaire est dite matrice
diagonale canonique si elle est de la forme suivante⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1(X) 0 · · · 0 0 · · · 0
0 a2(X) 0 · · · 0 · · · 0
...
...
. . .
...
... · · · ...
0 0 · · · aσ(X) 0 · · · 0
0 0 · · · · · · 0 · · · 0
...
... · · · ... ... · · · ...
0 0 · · · 0 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
ou`
– les polynoˆmes en Xν , ai(X), i = 1, . . . , σ, ne sont pas identiquement nuls ;
– chacun des polynoˆmes en Xν , ai(Xν), est divisible par le pre´ce´dent ai−1(X). De
plus, on suppose que les coeﬃcients les plus e´leve´s de tous les polynoˆmes ai(X)
sont e´gaux a` 1.
The´ore`me 1.6.17. Soit A une matrice polynoˆmiale en Xν de dimension m × n, avec
m ≤ n ( resp. m ≥ n), il existe deux matrices V ∈ GLm (K [Xν ]) et U ∈ GLn (K [Xν])
telles que :
V AU = [∆ 0] (resp. =
[
∆
0
]
), (1.57)
ou` ∆ est une matrice diagonale de dimension m × m ( resp. n × n) dont les e´le´ments
diagonaux sont (δ1, . . . , δσ, 0, . . . , 0) ou` tout polynoˆme en Xν non nul δi, pour i = 1, . . . , σ,
est un diviseur de δj pour tout σ ≥ j ≥ i. L’entier σ, qui est infe´rieur ou e´gal a` min(m,n),
est du meˆme rang que A.
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De´monstration. La de´monstration du the´ore`me 1.6.17 pour des matrices polynoˆmiales
non entie`res est identique a` celle pour des matrices polynoˆmiales entie`res [Gantmacher,
1966]. Par conse´quent, seul le re´sume´ de l’algorithme d’obtention de ∆ et des matrices de
passages U et V est pre´sente´ dans ce paragraphe.
Les matrices unimodulaires V (a` gauche) et U (a` droite) sont obtenues par un
produit de matrices unimodulaires correspondant aux ope´rations e´le´mentaires a` gauche
ou a` droite suivantes :
– les actions a` droite consistent a` permuter deux colonnes, a` multiplier une colonne
par un nombre re´el non nul, ou a` ajouter a` la ie`me colonne la j e`me colonne multiplie´e
par un polynoˆme arbitraire, pour i et j arbitraires ;
– les actions a` gauche consistent, par analogie, a` permuter deux lignes, a` multiplier
une ligne par un nombre re´el non nul, ou a` ajouter a` la ie`me ligne la j e`me ligne
multiplie´e par un polynoˆme arbitraire, pour i et j arbitraires.
Chaque transformation sur une ligne ou une colonne correspond a` une matrice uni-
modulaire e´le´mentaire applique´e a` gauche ou a` droite et la matrice V (resp. U) est fi-
nalement obtenue par le produit de toutes les matrices e´le´mentaires unimodulaires ainsi
construites applique´es a` gauche (resp. a` droite).
En multipliant les σ premie`res lignes par des facteurs nume´riques non nuls conve-
nables, on peut obtenir des coeﬃcients des termes dominants e´gaux a` 1.
1.6.2.2 – Diviseurs et identite´ de Be´zout
Soient A et B deux matrices polynoˆmiales en Xν ayant le meˆme nombre de lignes
(resp. de colonnes).
Proprie´te´ 1.6.18. B est un diviseur a` gauche ( resp. a` droite) de A s’il existe une matrice
polynoˆmiale en Xν, Q, de sorte que A = BQ ( resp. A = QB). De meˆme, A est un multiple
a` gauche ( resp. a` droite) de B.
Proprie´te´ 1.6.19. La matrice polynoˆmiale en Xν, R, est un diviseur commun a` gauche
( resp. a` droite) des matrices polynoˆmiales en Xν, A et B, ssi R est un diviseur a` gauche
( resp. a` droite) de A et de B.
Proprie´te´ 1.6.20. R est le PGCD de A et de B s’il est un multiple a` droite ( resp. a`
gauche) d’un diviseur a` gauche ( resp. a` droite) quelconque de A et de B.
De´finition 1.6.21. Si le PGCD a` gauche (resp. a` droite) R est la matrice identite´ I, A
et B sont dits premiers entre eux a` gauche (resp. a` droite).
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The´ore`me 1.6.22. Identite´ de Be´zout. Soient A et B deux matrices polynoˆmiales en
Xν et R un PGCD a` gauche ( resp. a` droite) de A et de B, alors il existe deux matrices
polynoˆmiales en Xν X et Y telles que A et B soient premie`res entre elles a` gauche ( resp.
a` droite) : XA+ Y B = R ( resp. AX +BY = R).
Pour des lectures plus de´taille´es sur ce sujet, on peut se re´fe´rer aux livres de Ro-
senbrock [1970] et de Kailath [1980] qui traitent des matrices polynoˆmiales entie`res en les
adaptant aux matrices polynoˆmiales en Xν .
1.7 – Conclusion
Dans ce chapitre, le contexte de la de´rivation non entie`re a e´te´ pre´sente´ en rappe-
lant les outils employe´s au sein de la communaute´ scientifique. Il existe plusieurs fac¸ons
de repre´senter les syste`mes non entiers : e´quation diﬀe´rentielle, fonction de transfert ou
pseudo-repre´sentation d’e´tat. Le the´ore`me de Matignon e´nonce les conditions de stabilite´
d’un syste`me non entier commensurable.
De plus, deux approches ont e´te´ pre´sente´es pour la simulation temporelle de syste`mes
non entiers. La premie`re utilise la synthe`se fre´quentielle d’Oustaloup [Oustaloup, 1995] du
de´rivateur non entier. La seconde utilise la discre´tisation temporelle de Gru¨nwald. Cette
dernie`re approche est relativement couˆteuse en temps de calcul et pre´sente e´galement un
inconve´nient sur la pre´cision des calculs. En eﬀet, la de´rivation non entie`re d’un signal ne
pouvant eˆtre de´pourvue de son passe´, elle de´pend de la feneˆtre d’acquisition de donne´es.
Plus la feneˆtre est grande, plus le temps de calcul est important.
Les principales contributions apporte´es dans ce chapitre sont l’introduction de l’alge`-
bre des polynoˆmes en Xν et de la the´orie des matrices polynoˆmiales en Xν dont les
proprie´te´s permettent d’e´tendre les principes de la platitude aux syste`mes non entiers au
chapitre 3.
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2.1 – Introduction
A partir de donne´es expe´rimentales, on de´finit l’identification par la recherche de
mode`les mathe´matiques de syste`mes. Ces mode`les fournissent une approximation aussi
fide`le que possible du comportement du syste`me physique sous-jacent dans le but d’estimer
des parame`tres physiques ou de concevoir des algorithmes de simulation, de surveillance,
de diagnostic ou de commande. L’identification de´bute ge´ne´ralement par une e´tape de pla-
nification d’expe´rience ou` les grandeurs d’entre´es/sorties significatives sont de´termine´es
et mesure´es et ou` les signaux d’excitation sont choisis. Suite a` cette premie`re e´tape, les
mode`les candidats sont se´lectionne´s a` partir de mode`les line´aires ou non line´aires tenant
compte du bruit ou pas. A partir de la norme d’un signal d’erreur, un crite`re d’estimation
parame´trique est ensuite choisi parmi les diﬀe´rents types de crite`res existant (quadratique,
en valeur absolue, maximum de vraisemblance, AIC, Young, baye´sien, ...). L’estimation
des parame`tres s’ensuit en minimisant ce crite`re, puis la variance parame´trique est cal-
cule´e. Des techniques a` base de programmation line´aire, telles que les moindres carre´s et
la variable instrumentale, ou a` base de programmation non line´aire, telles que la me´thode
du gradient et toutes ses variantes, sont ge´ne´ralement utilise´es. Le mode`le ainsi obtenu
est valide´ ou invalide´ par un test d’invalidation statistique des re´sidus (hypothe`se gaus-
sienne, hypothe`se de stationnarite´ ou hypothe`se d’inde´pendance). A chacune de ces e´tapes
d’identification, une connaissance a priori du syste`me peut eˆtre injecte´e.
Les trois dernie`res de´cennies ont vu la the´orie de l’identification se de´velopper princi-
palement autour de mode`les line´aires a` temps discret, la boˆıte a` outils “System Identifica-
tion” de Matlab de´veloppe´e par Ljung ayant largement popularise´ ces approches, traite´es
dans de nombreux ouvrages de synthe`se [Goodwin et Payne, 1977, Ljung, 1999, Richalet,
1991, Schoukens et Pintelon, 1991, So¨derstro¨m et Stoica, 1989, Walter et Pronzato, 1994,
Young, 1984]. De plus, l’e´mancipation des calculateurs nume´riques a favorise´ l’utilisa-
tion des mode`les discrets, les donne´es acquises e´tant e´chantillonne´es et le de´veloppement
d’algorithmes d’identification facilite´. L’identification par mode`le a` temps continu a e´te´
pendant longtemps de´laisse´e au profit de l’identification a` temps discret.
Ces dernie`res anne´es, les mode`les a` temps continu ont suscite´ un regain d’inte´reˆt,
avec le de´veloppement des boˆıtes a` outils “CAPTAIN” depuis les anne´es 1990 [Young,
2009, Young et Benner, 1991] et “CONTSID” depuis 1999 [Garnier et al., 2008, Garnier
et Mensler, 1999]. Ces mode`les continus pre´sentent de nombreux avantages. Ils permettent
d’identifier les parame`tres physiques d’un syste`me. En pre´sence de donne´es sur-e´chantil-
lonne´es, ils ame´liorent l’estimation parame´trique, car les erreurs nume´riques d’arrondi
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sont moindres. De plus, ils e´liminent les erreurs dues au passage de mode`les discrets aux
mode`les continus. Dans [Rao et Garnier, 2002], les auteurs ont montre´ que les algorithmes
a` temps discret sont tre`s couˆteux en termes de calculs sans garantie de convergence vers
l’optimum global a` cause de proble`mes d’initialisation qui conditionnent souvent cette
convergence. Ils montrent e´galement que les algorithmes a` temps continu pre´sentent une
meilleure convergence vers l’optimum global due a` une meilleure initialisation. L’identifi-
cation directe de mode`les continus est a` pre´sent mature et a de nombreuses applications
en traitement du signal, astrophysique [Phadke et Wu, 1974], sciences e´conomiques [Berg-
stro¨m, 1990] ou environnementales [Young et Garnier, 2006]).
L’utilisation de la de´rivation non entie`re pour la mode´lisation the´orique de phe´no-
me`nes diﬀusifs ge´ne´raux remonte aux travaux d’Oldham et Spanier qui ont montre´ que ces
phe´nome`nes peuvent eˆtre mode´lise´s par des fonctions de transfert impliquant des ordres
de de´rivation multiples de 0.5. D’autre part, en e´lectrochimie par exemple, la diﬀusion des
charges dans les batteries est re´gie par le mode`le de Randles [Rodrigues et al., 2000, Sa-
batier et al., 2006] qui utilise un inte´grateur d’ordre 0.5. De plus, concernant les syste`mes
thermiques semi-infinis, la solution exacte de l’e´quation de la chaleur lie le flux thermique
a` la tempe´rature de surface par une de´rive´e d’ordre 0.5 [Battaglia et al., 2001]. Ainsi,
pour la mode´lisation de phe´nome`nes de diﬀusion, la de´rivation non entie`re, qui prend en
compte tout le passe´ d’une fonction, permet d’obtenir des mode`les plus compacts (au sens
du nombre de parame`tres ne´cessaires) compare´s aux mode`les rationnels [Cois et Ousta-
loup, 2000, Malti et al., 2009].
Les me´thodes d’identification pre´sente´es dans ce chapitre sont restreintes aux sys-
te`mes line´aires, invariants dans le temps, mono-entre´e mono-sortie, causaux et initiale-
ment au repos 1. De plus, tout le long de la the`se, l’excitation est suppose´e persistante et
les signaux d’entre´e et de sortie uniforme´ment e´chantillonne´s. Ces me´thodes s’e´tendent
directement aux syste`mes a` entre´es multiples (MISO : Multiple Input Single Output)
et pourraient e´galement s’e´tendre aux syste`mes multivariables (MIMO : Multiple Input
1. Dans le cas rationnel, plusieurs approches sont envisageables pour prendre en compte l’eﬀet des
conditions initiales. L’une d’entre elles consiste a` augmenter le vecteur des parame`tres et a` estimer simul-
tane´ment des termes supple´mentaires lie´s aux conditions initiales et les parame`tres du mode`le a` temps
continu rationnel [Garnier et al., 2003, Gawthrop, 1984, Young, 1965]. La de´finition de la de´rivation
non entie`re prenant en compte tout le passe´ d’un signal, il faudrait utiliser un vecteur de parame`tres
conside´rablement grand. Dans [Hartley et Lorenzo, 2002], les auteurs proposent des me´thodes d’approxi-
mation de la fonction d’initialisation a` partir d’une connaissance des signaux d’entre´e et de sortie.
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Multiple Output).
Dans le cas ge´ne´ral SISO, l’entre´e u et la sortie non perturbe´e y sont lie´es par
l’e´quation diﬀe´rentielle caracte´rise´e par des ordres de de´rivation re´els, entiers ou non
entiers :
y (t) + a1y
(α1) (t) + · · ·+ amAy(αmA ) (t) =
b0u
(β0) (t) + b1u
(β1) (t) + · · ·+ bmBu(βmB ) (t) . (2.1)
Si dans le cas entier, les coeﬃcients des ope´rateurs de de´rivation suﬃsent a` de´crire
comple`tement une e´quation diﬀe´rentielle, les ordres de de´rivation e´tant distribue´s impli-
citement en raison d’un e´cart unitaire entre deux ordres conse´cutifs, il en est autrement
dans le cas non entier, ou` la connaissance des ordres de de´rivation s’ave`re aussi ne´cessaire.
Lors de l’estimation parame´trique, l’e´quation (2.1) re´ve`le que les coeﬃcients des
ope´rateurs diﬀe´rentiels interviennent line´airement alors que les ordres de de´rivation inter-
viennent quant a` eux non line´airement. Cette spe´cificite´ permet d’estimer les coeﬃcients,
dans ce chapitre, par moindres carre´s, et les ordres de de´rivation, lorsqu’ils sont inconnus,
par programmation non line´aire.
L’e´quation (2.1) peut e´galement s’e´crire sous la forme d’une fonction de transfert
liant la sortie non perturbe´e y a` l’entre´e du syste`me u :
y(t) = G(p)u(t) =
B(p)
A(p)
u(t) =
mB∑
i=0
bipβi
1 +
mA∑
j=1
ajpαj
u(t). (2.2)
Lorsque le nombre de parame`tres du mode`le 2 non entier est inconnu, des techniques de
de´termination du nombre de parame`tres base´es sur la minimisation du crite`re de type
AIC ou Young peuvent eˆtre utilise´es.
Afin d’obtenir une bonne estimation statistique, il est primordial de prendre en
conside´ration les erreurs ine´vitables aﬀectant le signal de sortie mesure´. Lorsque le bruit
de mesure additif e(t) est blanc, le mode`le de´crivant le syste`me est entie`rement de´fini par
(2.2), avec une sortie bruite´e y∗ :{
y(t) = G (p)u(t),
y∗(t) = y(t) + e(t).
(2.3)
2. Dans le cas de mode`les rationnels, l’expression “ordre du mode`le” est ge´ne´ralement utilise´e.
Cependant, quand les ordres de de´rivation sont optimise´s, l’ordre du syste`me est modifie´ sans alte´rer le
nombre de parame`tres.
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Lorsque le bruit de mesure additif ξ(t) est colore´, le mode`le de´crivant le syste`me est
de type Box-Jenkins : ⎧⎪⎪⎨
⎪⎪⎩
y(t) = G (p)u(t),
ξ(t) = H(p)e(t),
y∗(t) = y(t) + ξ(t),
(2.4)
ou` le mode`le d’entre´e sortie G(p) est de´crit par (2.2) et le mode`le de bruit H(p) suppose´
stable et inversible est de´crit par un processus AutoRe´gressif (AR) ou AutoRe´gressif a`
Moyenne Ajuste´e (ARMA) :
H(p) =
C(p)
D(p)
. (2.5)
Compte tenu de la nature e´chantillonne´e des donne´es et de la repre´sentation a` temps
discret d’un bruit blanc, un mode`le de bruit plus adapte´ est un processus ARMA a` temps
discret :
H(q−1) = C(q
−1)
D(q−1) =
1 +
v∑
i=0
ciq−i
1 +
r∑
j=1
djq−j
, (2.6)
ou` q est l’ope´rateur discret tel que q−ly(tk) = y(tk−l).
Un mode`le hybride est alors formule´ selon les e´quations⎧⎪⎪⎨
⎪⎩
y(t) = G (p)u(t)
ξ(tk) = H(q−1)e(tk)
y∗(tk) = y(tk) + ξ(tk),
(2.7)
ou` e(tk) est un bruit blanc gaussien et a` moyenne nulle e´chantillonne´ en tk, le mode`le du
syste`me a` temps continu est donne´ par (2.2), et le mode`le de bruit a` temps discret est
donne´ par (2.6).
Apre`s un e´tat de l’art des diverses me´thodes d’identification par mode`le non entier,
pre´sente´ au paragraphe 2.2, nos principales contributions en identification de syste`me par
mode`le non entier sont pre´sente´es aux paragraphes 2.3 p.73 et 2.4 p.100.
Au paragraphe 2.3, un algorithme d’estimation parame´trique a` variance minimale
est de´veloppe´ en pre´sence de bruit de sortie blanc. Cet algorithme permet d’estimer :
– les coeﬃcients lorsque la connaissance a priori permet de fixer les ordres de
de´rivation ; l’algorithme srivcf ainsi de´veloppe´ est une extension de la me´thode
vi avec fve ou` les filtres sont optimaux en pre´sence d’un bruit blanc ;
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– les coeﬃcients et les ordres de de´rivation, lorsque la connaissance a priori ne le
permet pas ; la me´thode srivcf est alors combine´e a` un algorithme de program-
mation non line´aire (PNL) de type gradient pour l’estimation des ordres.
Au paragraphe 2.4, cet algorithme est e´tendu a` la pre´sence de bruit de sortie colore´.
Un mode`le hybride de type Box-Jenkins est alors propose´ ou` le mode`le du syste`me est non
entier et a` temps continu et le mode`le de bruit a` temps discret. Cet algorithme permet
d’estimer :
– les coeﬃcients du mode`le du syste`me et du mode`le de bruit lorsque la connais-
sance a priori permet de fixer les ordres de de´rivation. L’algorithme rivcf ainsi
de´veloppe´ est une extension de l’algorithme srivcf permettant de tenir compte
du mode`le de bruit ;
– les coeﬃcients du mode`le du syste`me et du mode`le de bruit ainsi que les ordres
de de´rivation lorsque la connaissance a priori ne permet pas de fixer les ordres de
de´rivation ; la me´thode rivcf est alors combine´e a` un algorithme de programma-
tion non line´aire (PNL) de type gradient pour l’estimation des ordres.
2.2 – E´tat de l’art de l’identification par mode`le non
entier
Les travaux sur l’identification par mode`le non entier ont e´te´ initie´s dans les anne´es
90 par Oustaloup [1995], Mathieu et al. [1996] et Le Lay [1998]. Depuis, de nombreux
de´veloppements ont suivi notamment dans les the`ses de Lin [2001], Cois [2002], Aoun
[2005], Sommacal [2007], et Benoˆıt-Marand [2007].
Les me´thodes d’identification par mode`le non entier de´veloppe´es jusqu’a` pre´sent
peuvent eˆtre classifie´es en deux cate´gories selon qu’elles soient base´es sur la minimisation
de l’erreur de sortie ou de l’erreur d’e´quation. Parmi les premie`res me´thodes de´veloppe´es,
certaines d’entre elles de´pendent de la fac¸on dont les de´rive´es non entie`res sont simule´es.
Le Lay [1998] proce`de a` la discre´tisation de l’e´quation diﬀe´rentielle par la de´finition de
Gru¨nwald, calcule les parame`tres a` temps discret d’un mode`le de type ARX, qui lui
permettent de revenir aux parame`tres a` temps continu. Dans [Trigeassou et al., 1999],
les auteurs utilisent, quant a` eux, une approximation de l’ope´rateur non entier borne´ en
fre´quences a` partir des parame`tres de la distribution re´cursive des poˆles et ze´ros (§1.5.1) : α
et η. Ils estiment alors les coeﬃcients du mode`le rationnel a` temps continu y compris α et η
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qui leur permettent ensuite de de´duire les parame`tres du mode`le non entier. L’inconve´nient
de ces me´thodes est qu’elles de´pendent du sche´ma de simulation de la de´rive´e non entie`re.
Ainsi, la me´thode d’identification par discre´tisation de l’e´quation diﬀe´rentielle de Le Lay
ne peut pas s’appliquer avec le sche´ma de simulation du de´rivateur non entier borne´ en
fre´quences (§1.5.1). De meˆme, la me´thode de´veloppe´e dans [Trigeassou et al., 1999] ne
peut pas s’appliquer avec le sche´ma de simulation utilisant la discre´tisation de l’ope´rateur
non entier.
D’autre part, les me´thodes d’identification par mode`le non entier e´labore´es jusqu’a`
pre´sent ne conside`rent qu’un bruit additif en sortie blanc, mode´lise´ parH(q−1) = 1. L’e´tat
de l’art suivant, qui a fait l’objet d’une publication dans [Malti et al., 2008b], pre´sente
l’ensemble de ces me´thodes.
Les contributions apporte´es dans cette the`se sont inde´pendantes de la
me´thode de simulation de syste`mes non entiers (l’e´tat de l’art se pre´sentant
dans cet optique) et permettent de tenir compte d’un bruit additif colore´ (§2.3
et §2.4).
2.2.1 – Mode`les a` erreur de sortie
Il existe principalement trois approches d’identification par mode`le non entier a`
erreur de sortie propose´es dans la litte´rature dont le principe est illustre´ sur la Fig. 2.1.
Elles diﬀe`rent dans le mode de repre´sentation de la fonction de transfert. La premie`re
approche utilise la forme de´veloppe´e d’une fonction de transfert non entie`re [Le Lay,
1998]. La seconde est base´e sur une de´composition modale [Cois et al., 2000] et enfin, la
dernie`re approche repose sur une de´composition en fonctions orthogonales non entie`res
[Aoun et al., 2007].
Apre`s discre´tisation des donne´es d’entre´e/sortie, u(tk) et y∗(tk) = y(tk)+e(tk), e(tk)
e´tant un bruit blanc de sortie, la norme L2 de l’erreur de sortie est minimise´e et s’e´crit :
J (θ) =
1
K
K−1∑
k=0
ε2 (tk, θ), (2.8)
avec
ε (tk, θ) = y
∗ (tk)− yˆ (tk, θ) . (2.9)
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syste`me
mode`le
crite`re J (θ)
algorithme d’optimisation
u (t)
e (t)
ε (t, θ)
++
+
−
y (t) y∗ (t)
yˆ (t, θ)
Figure 2.1 – Mode`le a` erreur de sortie
2.2.1.1 – Me´thode base´e sur la forme de´veloppe´e d’une fonction de transfert
A partir d’une formulation inde´pendante de la me´thode de simulation de l’ope´rateur
non entier propose´e dans [Malti et al., 2008b], l’estimation du mode`le (2.7) se re´duit a`
l’estimation des parame`tres de la fonction de transfert fractionnaire du mode`le continu :
G(s) =
mB∑
i=0
bisβi
1 +
mA∑
j=1
ajsαj
, (2.10)
a` savoir θ = [a1, . . . amA , b1, . . . bmB ,α0, . . .αmA , β1, . . .βmB ]
T. Les ordres de de´rivation sont
suppose´s ordonne´s pour satisfaire a` la contrainte d’identifiabilite´ :
α1 < α2 < . . . < αmA et β0 < β1 < . . . < βmB . (2.11)
La sortie estime´e yˆ(tk, θˆ) e´tant non line´aire en θˆ, des algorithmes fonde´s sur le
gradient, tel que l’algorithme de Marquardt [Marquardt, 1963a], sont utilise´s pour estimer
θˆ ite´rativement :
θˆi+1 = θˆi −
{
[J′′ + ζI]−1 J′
}
θ=θˆi
(2.12)
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
J′ = −2
K−1∑
k=0
ε (tk)S (tk, θ): gradient
J′′ ≈ 2
K−1∑
k=0
S (tk, θ)ST (tk, θ): Hessien
S (tk, θ) =
∂y(tk ,θ)
∂θ : fonction de sensibilite´ de la sortie
ζ : parame`tre de Marquardt
(2.13)
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Seule la convergence vers un minimum local est garantie par l’algorithme de Levenberg-
Marquardt.
Les fonctions de sensibilite´ des sorties sont alors calcule´es en diﬀe´renciant (2.10) par
rapport aux e´le´ments de θ. Les fonctions de sensibilite´ de la sortie sont alors obtenues
∂yˆ (t, θ)
∂bi
=
sβi
1 +
mA∑
j=1
ajsαj
u(t) ;
∂yˆ (t, θ)
∂aj
=
−
mB∑
i=0
bisβi+αj(
1 +
mA∑
j=1
ajsαj
)2u(t)
∂yˆ (t, θ)
∂βi
=
bi ln(s)sβi
1 +
mA∑
j=1
ajsαj
u(t) ;
∂yˆ (t, θ)
∂αj
=
−aj ln(s)
mB∑
i=0
bisβi+αj(
1 +
mA∑
j=1
ajsαj
)2 u(t).
Les deux premie`res fonctions de sensibilite´ peuvent eˆtre calcule´es aise´ment. En re-
vanche, les deux suivantes sont plus proble´matiques en raison de la pre´sence du terme
ln(s). Les fonctions de sensibilite´ ∂yˆ(t,θ)∂βi et
∂yˆ(t,θ)
∂αj
sont alors calcule´es nume´riquement plutoˆt
qu’analytiquement.
En supposant que le bruit additionnel, e, est gaussien et blanc de moyenne nulle,
l’estimation de la matrice de covariance des parame`tres est donne´e par [Ljung, 1999] :
cov
(
θˆ
)
= σ2
(
K−1∑
k=0
S
(
tk, θˆ
)
ST
(
tk, θˆ
))−1
, (2.14)
ou` σ2 est la vraie variance de e. Or cette variance n’e´tant pas connue, elle peut eˆtre estime´e
graˆce a` l’erreur re´siduelle :
σˆ2 =
1
K − dim θ
K−1∑
k=0
(
y(tk)− yˆ(tk, θˆ)
)
. (2.15)
Les variances des parame`tres sont sur la diagonale de cov
(
θˆ
)
et les coeﬃcients de
corre´lation sont en dehors de la diagonale.
Remarque
Quand le nombre de parame`tres du syste`me (2.10) est grand, les algorithmes d’op-
timisation applique´s sur θ sont mal-conditionne´s. Une fac¸on de re´duire le nombre
de parame`tres consiste a` optimiser l’ordre commensurable ν au lieu d’optimiser tous
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les ordres de de´rivation. La fonction de transfert fractionnaire s’e´crit alors :
G (s) =
m∑
i=0
bisiν
1 +
n∑
j=1
ajsjν
, (2.16)
avec m =
βmB
ν et n =
αmA
ν . Les ordres du nume´rateur et du de´nominateur, αmA =
nν et βmB = mν resp. , sont fixe´s comme dans le cas entier. Ainsi, le syste`me est
entie`rement caracte´rise´ par le vecteur de parame`tres θ = [a1, . . . , amA , b1, . . . , bmB , ν].
Plutoˆt que d’identifier 2(mA + mB) parame`tres du mode`le (2.10) seulement mA +
mB + 1 parame`tres sont identifie´s.
On rappelle que lors de l’identification de syste`mes stables non entiers, le the´ore`me
1.4.2 de stabilite´ restreint les variations de l’ordre commensurable a` l’intervalle ]0, 2[.
On reprend alors la meˆme de´marche que pre´ce´demment en conside´rant les fonctions
de sensibilite´ des sorties suivantes :
∂yˆ (t, θ)
∂aj
=
−
n∑
i=0
bis(i+j)ν(
1 +
m∑
j=1
ajsjν
)2u(t) ; ∂yˆ (t, θ)∂bi = s
iν
1 +
m∑
j=1
ajsjν
u(t)
∂yˆ (t, θ)
∂ν
=
⎛
⎜⎜⎜⎜⎜⎝
n∑
i=1
bisiνi
(
1 +
m∑
j=0
bjsjν
)
(
1 +
m∑
j=0
ajsjν
)2 +
n∑
i=1
bisiν
m∑
j=0
jajsjν(
1 +
m∑
j=0
ajsjν
)2
⎞
⎟⎟⎟⎟⎟⎠ ln (s)u(t).
2.2.1.2 – Me´thode base´e sur la de´composition modale d’une fonction de trans-
fert
L’ide´e d’optimiser l’ordre commensurable plutoˆt que tous les ordres de de´rivation a
d’abord e´te´ introduite dans [Cois et al., 2000] en utilisant la forme modale d’une fonction
de transfert :
G(s) =
L∑
l=1
vl∑
q=1
Al,q
(sν − sl)q , (2.17)
ou` sl, l = 1, · · · , L repre´sentent les poˆles en sν de multiplicite´ vl. En ge´ne´ral, les poˆles
en sν peuvent eˆtre re´els ou complexes conjugue´s. Les auteurs ont cependant contraint les
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A1
sν−λ1
A2
sν−λ2
AL
sν−λL
+
u(t) y(t)
Figure 2.2 – De´composition modale
poˆles en sν a` l’ensemble des re´els et leur multiplicite´ a` 1. La classe de mode`le restrictive
ainsi obtenue s’e´crit (voir Fig. 2.2) :
G(s) =
L∑
l=1
Al
sν − sl . (2.18)
Le vecteur de parame`tres correspondant
θT = [A1,s1, . . . , AL,sL,ν] , (2.19)
est donc optimise´ par la minimisation de la norme quadratique de l’erreur de sortie (2.8).
Dans ce cas, les parame`tres sont estime´s par la me´thode de Levenberg-Marquadt selon
la formule (2.12), le gradient et le Hessien sont calcule´s selon (2.13), et les fonctions de
sensibilite´ sont donne´es par :
∂yˆ (t, θ)
∂Al
=
1
sν − slu (t) , (2.20)
∂yˆ (t, θ)
∂sl
=
Al
(sν − sl)2
u (t) , (2.21)
∂yˆ (t, θ)
∂ν
=
L∑
l=1
−Als
ν ln (s)
(sν − sl)2
u (t) . (2.22)
On note e´galement la pre´sence de l’e´le´ment en ln(s) dans la dernie`re fonction de
sensibilite´ rendant ainsi le calcul analytique de la de´rive´e partielle plus complique´. En
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supposant le bruit additionnel e gaussien et blanc de moyenne nulle, l’estimation de la
matrice de covariance des parame`tres est donne´e par :
cov
(
θˆ
)
= σ2
(
K−1∑
k=0
S
(
tk, θˆ
)
ST
(
tk, θˆ
))−1
, (2.23)
ou` la variance σ2 de e est estime´e graˆce a` l’erreur re´siduelle par (2.15).
2.2.1.3 – Me´thode utilisant les fonctions orthogonales
A partir des travaux de Wahlberg [1991], Aoun et al. [2007] et Malti et al. [2005]
ont e´tendu la me´thode d’identification utilisant les bases orthogonales aux syste`mes non
entiers. Le syste`me a` identifier est repre´sente´ par une combinaison line´aire de fonctions
orthogonales :
G(s) =
M∑
m=m0
gmGm(s), (2.24)
ou` le vecteur de parame`tres θ = [gm0 , . . . , gM ]
T est compose´ de coeﬃcients de Fourier et
ou` les Gm, m = m0, . . . ,M , de´signent les fonctions orthogonales de la base non entie`re.
Trois types de fonctions orthogonales non entie`res ont e´te´ de´veloppe´es :
– les fonctions de Laguerre non entie`res [Aoun et al., 2007], caracte´rise´es par la
pre´sence d’un poˆle en sν unique, forme´es a` partir des fonctions ge´ne´ratrices
Gm(s) =
1
(sν + λ)m
, avec
⎧⎪⎪⎨
⎪⎩
ν ∈]0, 2[
λ ∈ R∗+
m ≥ m0 = ⌊ 12ν ⌋+ 1
; (2.25)
– les fonctions de Kautz non entie`res [Malti et al., 2004], caracte´rise´es par la
pre´sence de deux poˆles en sν complexes conjugue´s, forme´es a` partir des fonc-
tions ge´ne´ratrices de´finies par paires G′m et G
′′
m dont la premie`re paire est donne´e
par ⎧⎪⎨
⎪⎩
G′m0(s) =
1
(sν + λ)m0
G′′m0(s) =
1
(sν + λ)m0
, avec
⎧⎪⎪⎨
⎪⎪⎩
ν ∈]0, 2[
λ ∈ C / arg (−λ) > ν π2
m0 = ⌊ 12ν ⌋+ 1
, (2.26)
ou` λ est le conjugue´ de λ ;
– les fonctions issues de la Base Orthogonale Ge´ne´ralise´e (BOG) non entie`re [Malti
et al., 2005], caracte´rise´es par des poˆles en sν choisis soit re´els soit complexes
conjugue´s et de´duites des bases non entie`res de Laguerre ou de Kautz.
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En eﬀet, si le premier poˆle en sν est re´el, la premie`re fonction ge´ne´ratrice est iden-
tique a` celle de la base de Laguerre (2.25). Si le premier poˆle en sν est complexe,
alors le deuxie`me est obligatoirement son conjugue´ et les deux premie`res fonctions
ge´ne´ratrices sont identiques a` celles de la base de Kautz (2.26).
Ces fonctions orthogonales sont les plus utilise´es en automatique car elles sont denses
dans l’espace de Hardy H2 (C+) des fonctions F (s) analytiques dans le demi-plan gauche
C+ du plan complexe et qui satisfont a` :
1
2π
∫ ∞
−∞
F (jω)F (jω)dω <∞.
Par conse´quent, la fonction de transfert de tout syste`me stable ayant une re´ponse
impulsionnelle a` e´nergie finie, peut eˆtre repre´sente´e par une combinaison line´aire des
fonctions de la base. Apre`s un choix ade´quat des fonctions ge´ne´ratrices et de leur or-
thogonalisation, seuls les coeﬃcients de Fourier gm sont estime´s par minimisation de la
norme L2 de l’erreur de sortie (2.8), quadratique en θ = [gm0 , . . . , gM ], selon l’estimateur
des moindres carre´s :
θˆ =
(
Φ∗TΦ∗
)−1
Φ∗TY∗, (2.27)
ou` Y∗ est le vecteur de sortie
Y∗ =
[
y∗(t0) y
∗ (t1) . . . y
∗ (tK−1)
]T
,
et ou`Φ∗ est la matrice de re´gression dont les colonnes repre´sentent les sorties des diﬀe´rentes
fonctions de la base :
Φ∗ = [ϕG(t0),ϕG(t1), . . . ,ϕG(tK−1)]
T,
ϕG(tk) = [yGm0 (tk), yGm0+1(tk), . . . , yGM (tk)],
yGm(t) = Gm(p)u(t). (2.28)
La matrice de covariance est alors donne´e par :
cov (gˆ) = σ2
(
Φ∗TΦ∗
)−1
,
ou` la variance σ2 est estime´e par
σˆ2 =
1
K − (M −m0 + 1)
K−1∑
k=0
(
ε
(
tk, θˆ
))2
. (2.29)
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Remarque
Aoun [2005] pre´sente e´galement un autre algorithme d’estimation permettant de
calculer l’ordre ν et les poˆles en sν optimaux des fonctions orthogonales. Cependant,
si tous les parame`tres (poˆles et ordre commensurable) des fonctions orthogonales
sont optimise´s, l’utilisation des fonctions orthogonales ne pre´sente plus d’inte´reˆt.
C’est pourquoi seul l’algorithme permettant d’optimiser les coeﬃcients de Fourier a
e´te´ pre´sente´.
2.2.2 – Mode`les a` erreur d’e´quation
Lorsqu’une analyse pre´alable permet de fixer a priori les ordres de de´rivation du
mode`le du syste`me dynamique
G(p) =
mB∑
i=0
bipβi
1 +
mA∑
j=1
ajpαj
, (2.30)
seuls les coeﬃcients font l’objet d’une estimation parame´trique. Base´es sur les me´thodes a`
erreur d’e´quation, les techniques d’optimisation sont line´aires vis-a`-vis des parame`tres et
permettent une estimation directe par moindres carre´es. A l’heure actuelle, les me´thodes
a` erreur d’e´quation de´veloppe´es pour l’identification par mode`le non entier ne permettent
d’estimer que les coeﬃcients du mode`le continu. Une des contributions de cette the`se re´side
dans l’optimisation des ordres de de´rivation, ajoutant ainsi une possibilite´ supple´mentaire
dans l’estimation parame´trique (voir les paragraphes §2.3.2 et §2.4.2).
L’entre´e u et la sortie y sont suppose´es lie´es par les relations (2.3) et la sortie est
suppose´e corrompue par un bruit additif, e, blanc. Une fois les ordres de de´rivation fixe´s,
l’objectif principal consiste a` estimer le vecteur des parame`tres
θ = [b0, b1, . . . , bmB , a1, . . . , amA ]
T (2.31)
du mode`le a` temps continu a` partir deK couples d’e´chantillons des signaux d’entre´e/sortie
par la minimisation de l’erreur d’e´quation ε (voir Fig. 2.3) :
ε(t, θ) = y∗(t)− ϕ∗(t)Tθ, (2.32)
avec
ϕ∗(t)T =
[
u(β0) (t) , · · · , u(βmB ) (t) , −y∗(α1) (t) , · · · , −y∗(αmA ) (t)
]
. (2.33)
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syste`me
A(p)B(p)
u (t) y (t) y∗ (t)
e (t)
ε (t)
+
+
+
−
Figure 2.3 – Mode`le a` erreur d’e´quation
2.2.2.1 – Me´thode des moindres carre´s (mc)
L’estimation parame´trique se fait en minimisant la norme L2 de l’erreur d’e´quation
ε :
J (θ) =
1
K
K−1∑
k=0
ε2 (tk, θ), (2.34)
par rapport a` θ. L’estime´ se formule alors comme le proble`me de minimisation :
θˆmc = argmin
θ
∥∥∥∥∥
[
1
K
K−1∑
k=0
ϕ∗(tk)ϕ
∗(tk)
T
]
θ −
[
1
K
K−1∑
k=0
ϕ∗(tk)y
∗(tk)
]∥∥∥∥∥
2
, (2.35)
et s’obtient par la formule des moindres carre´s (mc)
θˆmc =
[
Φ∗TΦ∗
]−1
Φ∗TY∗, (2.36)
ou` Y∗ est le vecteur colonne de sortie et ou` Φ∗ est la matrice de re´gression dont les
colonnes sont les de´rive´es non entie`res des signaux d’entre´e et de sortie :
Y∗ =
[
y∗(t0), y
∗ (t1) , . . . , y
∗ (tK−1)
]T
,
Φ∗ =
[
ϕ∗(t0), ϕ
∗ (t1) , . . . , ϕ
∗ (tK−1)
]T
. (2.37)
La de´rivation directe aussi bien fractionnaire qu’entie`re d’une sortie bruite´e ampli-
fie le bruit et par conse´quent conduit a` des re´sultats errone´s. L’utilisation des filtres a`
variables d’e´tat est alors pre´conise´e.
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2.2.2.2 – Me´thode des moindres carre´s avec filtres a` variables d’e´tat (fve)
Comme dans le cas entier, la de´rive´e non entie`re de signaux bruite´s amplifie le bruit
aux hautes fre´quences. La me´thode des filtres a` variables d’e´tat est une me´thode conven-
tionnelle d’identification par un mode`le a` temps continu. Elle repose sur la minimisation
de la norme L2 de l’erreur d’e´quation et se de´compose en deux e´tapes :
– la premie`re consiste a` appliquer un filtrage line´aire aux donne´es e´chantillonne´es
afin de reconstruire les de´rive´es filtre´es des signaux d’entre´e et de sortie. Cette
e´tape est spe´cifique aux approches d’identification par un mode`le a` temps continu
de type erreur d’e´quation ;
– la seconde e´tape est de´die´e a` l’estimation parame´trique a` l’aide de techniques
d’estimation de type moindres carre´s ; cette e´tape n’est pas spe´cifique aux ap-
proches d’identification a` temps continu. La plupart des algorithmes d’estimation
parame´trique a` temps discret peuvent cependant eˆtre adapte´s a` temps continu.
En appliquant l’ope´rateur diﬀe´rentiel a` l’e´quation diﬀe´rentielle non bruite´e (2.1) :
y(t) +
mA∑
j=1
ajp
αjy(t) =
mB∑
i=0
bip
βiu(t) (2.38)
l’application d’un filtre line´aire F (p) = 1/E(p) a` l’e´quation (2.38) donne :
1
E(p)
y(t) +
mA∑
j=1
aj
pαj
E(p)
y(t) =
mB∑
i=0
bi
pβi
E(p)
u(t). (2.39)
Les filtres a` variables d’e´tat (fve) propose´s dans [Cois, 2002] sont les filtres de
Poisson e´tendus aux syste`mes non entiers
Fγ (p) =
pγ
E(p)
=
pγ((
p
ωc
)ν
+ 1
)Nf , (2.40)
ou` ωc repre´sente la fre´quence de coupure du filtre. L’ordre Nf est souvent choisi de manie`re
a` satisfaire la relation :
Nf >
αmA
ν
, Nf ∈ N. (2.41)
L’e´tape de pre´-filtrage paralle`le des signaux d’entre´e/sortie par fve est une pratique
courante en identification permettant d’ame´liorer l’eﬃcacite´ statistique des estimateurs.
Cette e´tape de pre´-filtrage est implicite dans le cas de l’identification directe d’un mode`le
continu. Le roˆle du pre´-filtrage est double : le premier est de garder le comportement
de´rivateur dans la bande fre´quentielle d’inte´reˆt et de filtrer le bruit aux hautes fre´quences
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Figure 2.4 – Diagrammes de Bode des filtres a` variables d’e´tat (Nf = 4, ωc = 1 rad/s,
ν = 0.5)). De´rivation aux basses fre´quences et filtrage des hautes fre´quences
comme le montre les diagrammes de Bode de la Fig. 2.4 ; le second roˆle est de diminuer
la variance de l’estimateur.
L’e´quation (2.38) s’e´crit alors :
F0 (p) y(t) +
mA∑
j=1
ajFαj (p) y(t) =
mB∑
i=0
biFβi (p)u(t). (2.42)
Remarque
Les filtres (2.40) introduisent ne´anmoins une distorsion autour de la fre´quence de
coupure ωc. De plus, des proble`mes nume´riques peuvent apparaˆıtre quand l’ordre ν
est tre`s petit re´sultant alors sur un ordre du filtre Nf tre`s grand (2.41). Au lieu
d’utiliser les filtres Fγ (p) de (2.40), il est pre´fe´rable d’utiliser les filtres de Poisson
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fractionnaires modifie´s :
Fγ (p) =
pγ(
p
ωc
+ 1
)Nf , (2.43)
avec la condition moins restrictive sur l’ordre entier Nf > αmA . Les deux filtres
(2.40) et (2.43) ne´cessitent ne´anmoins l’ajustement d’un autre parame`tre : la fre´quence
de coupure ωc. En eﬀet, si la pulsation de coupure ωc est tre`s haute, le bruit de me-
sure aux hautes fre´quences est mal filtre´ ; si elle est trop basse, le filtre est alors mal
adapte´ et les signaux filtre´s sont alors trop appauvris. L’utilisateur doit donc re´gler
ces deux parame`tres du filtre : la pulsation de coupure ωc et l’ordre Nf du filtre.
De manie`re intuitive, le filtre fve doit eˆtre conforme a` la plage de fre´quences dans
laquelle l’ade´quation entre le syste`me et le mode`le est recherche´e. Une des contri-
butions de cette the`se (paragraphes 2.3.1 et 2.4.1) re´side dans la mise en œuvre de
l’estimateur optimal de la variable instrumentale ou` le filtre optimal ne ne´cessite
aucun ajustement en amont.
Cependant, bien que ce filtre introduise une distorsion autour de la fre´quence de
coupure, l’approximation de la de´rive´e est ge´ne´ralement suﬃsante, et permet surtout
d’initialiser d’autres algorithmes fonde´s sur la variable instrumentale optimale comme
de´taille´ aux paragraphes 2.3.1 et 2.4.1. Ainsi, les de´rive´es filtre´es des signaux d’entre´e
u(βi)f et de sortie y
(αj)
f sont obtenues a` la sortie des filtres (2.43) :⎧⎨
⎩u
(βi)
f (t) = Fβi(p)u(t), i = 1, . . . , n,
y∗f
(αj)(t) = Fαj (p)y
∗(t), j = 0, . . . , m.
(2.44)
L’estimation parame´trique se fait en minimisant la norme L2 :
Jf (θ) =
1
K
K−1∑
k=0
ε2f (tk, θ), (2.45)
de l’erreur d’e´quation filtre´e εf , par rapport au vecteur des parame`tres θ, avec
εf(t, θ) = y∗f(t)− ϕ∗f(t)Tθ,
ϕ∗f(t)
T =
[
u(β0)f (t) , · · · , u(βmB )f (t) , −y∗f (α1) (t) , · · · , −y∗f (αmA ) (t)
]
.
(2.46)
L’estime´ se formule alors comme le proble`me de minimisation :
θˆmc/fve = argmin
θ
∥∥∥∥∥
[
1
K
K−1∑
k=0
ϕ∗f(tk)ϕ
∗
f(tk)
T
]
θ −
[
1
K
K−1∑
k=0
ϕ∗f(tk)y
∗(tk)
]∥∥∥∥∥
2
, (2.47)
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et s’obtient par la formule des moindres carre´s combine´e aux fve :
θˆmc/fve =
[
Φ∗f
TΦ∗f
]−1
Φ∗f
TY∗f , (2.48)
ou` Y∗f est le vecteur colonne de la sortie filtre´e et ou` Φ
∗
f est la matrice de re´gression filtre´e
dont les colonnes sont les de´rive´es fractionnaires filtre´es des signaux d’entre´e et de sortie :
Y∗f =
[
y∗f(t0), y
∗
f (t1) , . . . , y
∗
f (tK−1)
]T
,
Φ∗f =
[
ϕ∗f(t0), ϕ
∗
f (t1) , . . . , ϕ
∗
f (tK−1)
]T
. (2.49)
Non seulement cette approche n’est pas a` variance minimale, mais elle requiert
e´galement un aﬃnage des filtres au pre´alable : l’estimation parame´trique est fortement
de´pendante de la fre´quence de coupure ωc et de l’ordre Nf du filtre a` variables d’e´tat.
De plus, comme dans le cas entier, les auteurs de [Cois et al., 2001] ont montre´ dans le
cas fractionnaire que l’estimateur des moindres carre´s est biaise´ en pre´sence de bruit de
mesure car le vecteur de re´gression ϕ∗f (t) est corre´le´ au bruit additif e. Ils proposent alors
d’introduire l’estimateur de la variable instrumentale pour reme´dier au biais.
2.2.2.3 – Me´thode de la variable instrumentale avec filtres a` variables d’e´tat
(vi/fve)
L’estimateur de la variable instrumentale est une variante classique de la me´thode
des moindres carre´s [Ljung, 1999, So¨derstro¨m et Stoica, 1983, 1989] reposant sur des
techniques de re´gression line´aire.
Le principe de la variable instrumentale (vi) a e´te´ e´tendu au cas non entier par Cois
et al. [2001]. Il consiste a` introduire un vecteur ϕvif , dont les composantes sont appele´es
instruments ou variables instrumentales. Les instruments de ϕvif doivent eˆtre suﬃsamment
corre´le´s avec le vecteur de re´gression ϕ∗f mais non corre´le´s avec le bruit additif sur la sortie
e (E[.] repre´sentant l’espe´rance mathe´matique) [Ljung, 1999] :⎧⎨
⎩E
[
ϕvif (t)ϕ
∗
f
T(t)
]
est non singulie`re,
E
[
ϕvif (t)e(t)
]
= 0.
(2.50)
L’estimateur de la variable instrumentale a` mode`le auxiliaire [Young, 1970] ne´cessite
de de´finir le vecteur de re´gression des variables instrumentales suivant :
ϕvif (t)
T =
[
u(β0)f (t) , · · · , u(βmB )f (t) , −yvif (α1) (t, θ) , · · · , −yvif (αmA ) (t, θ)
]
, (2.51)
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ou` yvif repre´sente la sortie d’un mode`le auxiliaire : y
vi (t, θ) = Gˆ(p)u(t). Le mode`le auxi-
liaire Gˆ(p) peut eˆtre fixe´ par l’utilisateur ou calcule´ par une des me´thodes pre´ce´dentes, la
me´thode mc/fve apportant une meilleure estimation que les moindres carre´s classiques.
Le proble`me d’optimisation de la variable instrumentale s’e´nonce alors sous la forme :
θˆvi/fve = argmin
θ
∥∥∥∥∥
[
1
K
K−1∑
k=0
ϕvif (tk)ϕ
∗
f(tk)
T
]
θ −
[
1
K
K−1∑
k=0
ϕvif (tk)y
∗
f(tk)
]∥∥∥∥∥
2
. (2.52)
L’estimateur vi a` mode`le auxiliaire associe´ aux fve est donne´ par :
θˆvi/fve =
[
Φvif
T
Φ∗f
]−1
Φvif
T
Y∗f , (2.53)
ou` Φ∗f et Y
∗
f sont issus de (2.49), et ou`
Φvif =
[
ϕvif (t0),ϕ
vi
f (t1), . . . ,ϕ
vi
f , (tK−1)
]T
. (2.54)
Afin d’ame´liorer la corre´lation entre les matrices de re´gression ϕvif (t) et ϕ
∗
f(t), une
proce´dure ite´rative de mise a` jour des instruments et du mode`le auxiliaire est pre´conise´e
dans [Cois et al., 2001] : l’estimation parame´trique est ame´liore´e en s’aﬀranchissant du
biais et en re´duisant la variance sur les parame`tres. Le vecteur des parame`tres s’e´crit
alors :
θˆvi/fveiter =
[
Φvif
T
Φ∗f
]−1
Φvif
T
Y∗f . (2.55)
En pre´sence de bruit blanc, la me´thode de la variable instrumentale combine´e aux
filtres a` variables d’e´tat (vi/fve) permet d’obtenir une estimation asymptotiquement sans
biais ; mais n’e´tant pas a` variance minimale, elle ne peut eˆtre conside´re´e comme optimale.
D’autre part, elle requiert un aﬃnage des filtres en amont : l’estimation parame´trique est
fortement de´pendante de la fre´quence de coupure ωc et de l’ordre Nf du filtre. Ne´anmoins,
cette me´thode peut s’ave´rer utile pour fournir une estimation initiale meilleure que (2.48)
pour les techniques ite´ratives discute´es aux paragraphes 2.3.1 et 2.4.1. Un re´sume´ du
me´canisme ite´ratif vi est illustre´ sur la Fig. 2.5.
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ite´ration 1
ite´ration 2,3,...
u(t)
u(t)
B(p)
A(p)
y∗(t)
y∗(t)
y(t)
e(t)
yvi(t)
pγ
E(p)
pγ
E(p)
pµ
E(p)
pµ
E(p)
pµ
E(p)
[
u(β0)f (t) , · · · , u(βmB )f (t)
]
[
u(β0)f (t) , · · · , u(βmB )f (t)
]
[−y∗f (α1) (t) , · · · ,−y∗f (αmA ) (t)]
[−y∗f (α1) (t) , · · · ,−y∗f (αmA ) (t)]
Algorithme mc/fve
θˆmc/fve
Bˆ(p)
Aˆ(p)
[
−yvif (α1) (t) , · · · ,−yvif (αmA ) (t)
]
θˆvi/fve
Algorithme ite´ratif vi/fve
+
+
Figure 2.5 – Me´thode ite´rative vi/fve pour mode`les fractionnaires (γ = β0, . . . , βmB et
µ = α1, . . . ,αmA)
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2.3 – Contribution a` l’identification de syste`me en
pre´sence de bruit blanc en sortie
Le premier volet des contributions a` l’identification par mode`le non entier est pre´sente´
dans un contexte de bruit blanc.
Dans le premier cas d’e´tude (paragraphe 2.3.1), les ordres de de´rivation sont fixe´s
et seuls les coeﬃcients du mode`le sont estime´s. Dans la mesure ou` l’estimateur optimal
ne´cessite la connaissance du vrai mode`le du syste`me et comprend un pre´-filtrage adapta-
tif, l’approche stochastique particulie`rement performante sriv (de l’anglais : Simplified
Refined Instrumental Variable ) a e´te´ propose´e d’abord pour des mode`les rationnels dis-
crets [Young, 1976, 1984, Young et Jakeman, 1979], puis e´tendue aux mode`les rationnels
continus [Garnier, 2006, Young, 2002, Young et Jakeman, 1980] sous l’appellation srivc
(de l’anglais : sriv for Continuous-time models). Le terme de “simplified” caracte´rise la
simplification des me´thodes riv et rivc de´veloppe´es dans un contexte de bruit colore´.
La me´thode srivc, qui est un prolongement logique de l’estimateur vi/fve et qui entre
dans la famille des me´thodes vi ge´ne´ralise´es [So¨derstro¨m et Stoica, 1983], est e´tendue
aux mode`les non entiers et est appele´e srivcf (srivc pour les mode`les non entiers ou
fractional en anglais).
Dans le deuxie`me cas d’e´tude (paragraphe 2.3.2), les ordres de de´rivation sont es-
time´s au meˆme titre que les coeﬃcients du mode`le. Une me´thode de programmation non
line´aire (PNL) de type gradient est utilise´e pour l’estimation des ordres de de´rivation qui
interviennent non line´airement dans le mode`le.
2.3.1 – Variable instrumentale optimale avec des ordres de de´rivation
fixe´s (srivcf )
Lorsque le bruit de mesure additif e(t) est blanc, la sortie bruite´e y∗ est donne´e par :{
y(t) = G (p)u(t),
y∗(t) = y(t) + e(t),
(2.56)
ou`
G (p) =
mB∑
i=0
bipβi
1 +
mA∑
j=1
ajpαj
. (2.57)
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De plus, lorsque les ordres de de´rivation sont connus, le vecteur de parame`tres
θ = ρ = [b0, b1, . . . , bmB , a1, . . . , amA ]
T . (2.58)
est compose´ de mA +mB + 1 coeﬃcients.
En supposant un bruit blanc gaussien additif en sortie, la minimisation de la norme
L2 du crite`re de l’erreur de sortie :
e (t) = y∗ (t)− B (p)
A (p)
u (t) , (2.59)
permet d’obtenir le mode`le optimal et apporte ainsi une base pour l’estimation stochas-
tique. L’erreur de sortie s’exprime aussi en factorisant A (p) :
e (t) = A (p)
(
1
A (p)
y∗ (t)
)
−B (p)
(
1
A (p)
u (t)
)
. (2.60)
Comme montre´ dans [Young, 1981] pour les mode`les rationnels, l’estimateur optimal
est obtenu quand les filtres Fγ(p) dans (2.40) ou (2.43) sont remplace´s par :
F optγ (p) =
pγ
A(p)
, (2.61)
ou` A(p) est le de´nominateur de la fonction de transfert du syste`me.
L’erreur e(t) s’e´crit alors :
e(t) = y∗f (t) + a1y
∗
f
(α1) (t) + · · ·+ amAy∗f (αmA ) (t)
− b0u(β0)f (t)− b1u(β1)f (t)− · · ·− bmBu(βmB )f (t) , (2.62)
avec ⎧⎨
⎩u
(βi)
f (t) = L
−1
{
F optβi (p)
} ∗ u(t), i = 0, . . . , mB
y
(αj)
f (t) = L
−1
{
F optαj (p)
}
∗ y∗(t), j = 1, . . . , mA.
(2.63)
2.3.1.1 – Estimateur optimal
Le mode`le du syste`me n’e´tant pas connu en pratique, les me´thodes d’estimation de
type vi [So¨derstro¨m et Stoica, 1983] ne´cessitent la mise en place d’un algorithme ite´ratif.
A chaque ite´ration, le mode`le auxiliaire, utilise´ pour ge´ne´rer les instruments, et les pre´-
filtres sont mis a` jour, a` partir des parame`tres estime´s a` l’ite´ration pre´ce´dente. Le filtre
F optγ (p) de (2.61) est alors calcule´ ite´rativement
Fγ, iter(p) =
pγ
Aˆ(p)
=
pγ
1 +
mA∑
j=1
aˆj,iterpαj
, (2.64)
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ou` iter = 1, 2, . . . correspond au nume´ro de l’ite´ration et aˆj,iter est l’estime´e du coeﬃcient
aj a` l’ite´ration iter. L’initialisation de cet algorithme peut se faire a` partir de l’estime´
obtenu par mc/fve ou par vi/fve (voir paragraphe 2.2.2).
A l’origine de´veloppe´e pour l’identification parame´trique a` temps discret [Young,
1976], cet estimateur pre´sente l’avantage de choisir de manie`re automatique les parame`tres
du filtre (2.64), contrairement aux fve de (2.40) ou de (2.43) qui ne´cessitent un aﬃnage
de la fre´quence de coupure ωc et de l’ordre Nf .
Les de´rive´es filtre´es de l’entre´e, de la sortie et de la variable instrumentale sont
recalcule´es a` chaque ite´ration par :⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u(βi)f (t) = Fβi, iter(p)u(t), i = 0, . . . , mB,
y∗f
(αj)(t) = Fαj , iter(p)y
∗(t), j = 1, . . . , mA,
yvif
(αj)(t) = Fαj , iter(p)y
vi(t), j = 1, . . . , mA,
(2.65)
ou` la sortie du mode`le auxiliaire,
yvi(t) =
Bˆ(p)
Aˆ(p)
u(t), (2.66)
est mise a` jour ite´rativement en fonction des estime´s Bˆ(p) et Aˆ(p) de l’ite´ration pre´ce´dente.
On en de´duit alors le vecteur de re´gression ϕ∗f(t), de´fini comme dans (2.33), ainsi
que le vecteur instrumental ϕvif (t) :
ϕ∗f(t)
T =
[
u(β0)f (t) , · · · , u(βmB )f (t) ,−y∗f (α1) (t) , · · · ,−y∗f (αmA ) (t)
]
ϕvif (t)
T =
[
uβ0f (t) , · · · , u(βmB )f (t) ,−yvif (α1) (t) , · · · ,−yvif (αmA ) (t)
]
. (2.67)
Le proble`me d’optimisation vi se formule selon
θˆsrivcfiter = argmin
θ
∥∥∥∥∥
[
1
K
K−1∑
k=0
ϕvif (tk)ϕ
∗
f (tk)
T
]
θ −
[
1
K
K−1∑
k=0
ϕvif (tk)y
∗
f(tk)
]∥∥∥∥∥
2
, (2.68)
dont la solution a` chaque ite´ration permet d’obtenir :
θˆsrivcfiter =
[
Φvif
T
Φ∗f
]−1
Φvif
T
Y∗f , (2.69)
avec
Y∗f =
[
y∗f(t0), y
∗
f (t1) , . . . , y
∗
f (tK−1)
]T
,
Φ∗f =
[
ϕ∗f(t0),ϕ
∗
f (t1) , . . . ,ϕ
∗
f (tK−1)
]T
,
Φvif =
[
ϕvif (t0),ϕ
vi
f (t1) , . . . ,ϕ
vi
f (tK−1)
]T
. (2.70)
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L’estimation de la matrice de covariance de l’erreur d’estimation associe´e a` θˆsrivcf,
obtenue lors de la convergence de θˆsrivcfiter , est donne´e par :
Pθˆsrivcf = σˆ
2
[
Φvif
T
Φvif
]−1
, (2.71)
ou` σˆ2, l’estimation empirique de la variance de l’erreur re´siduelle ε(tk) = y∗(tk)− yvi(tk),
s’obtient a` partir de (2.15).
Comme dans le cas rationnel, l’estimateur srivcf est asymptotiquement sans biais
quelle que soit la nature du bruit additif a` moyenne nulle, et lorsque le bruit additif est
blanc, l’estimateur est a` variance minimale. Bien qu’il n’y ait aucune de´monstration de
convergence de ce type d’algorithme ite´ratif, on constate qu’il converge tre`s souvent.
2.3.1.2 – Algorithme srivcf
L’estimateur de la variable instrumentale optimale srivcf est re´sume´ dans ce pa-
ragraphe.
E´tape 1 Initialisation
Utiliser une des me´thodes cite´es au §2.2.2 (de pre´fe´rence la me´thode vi/fve) pour
ge´ne´rer une premie`re estimation (iter = 1) du vecteur de parame`tres θˆsrivcf1 .
E´tape 2 Estimation ite´rative de la variable instrumentale
faire
(i) iter = iter + 1
Ge´ne´rer le vecteur d’instruments yvi a` partir de (2.66) et des parame`tres estime´s a`
l’ite´ration pre´ce´dente θˆsrivcfiter−1.
(ii) Mettre a` jour le filtre Fγ,iter(p) dans (2.64) avec les nouveaux parame`tres
estime´s. Puis, e´valuer les de´rive´es filtre´es de l’entre´e u, de la sortie y∗ et la variable
instrumentale yvi comme e´nonce´ dans (2.65).
(iii) A partir des signaux filtre´s, calculer θˆsrivcfiter selon la formule (2.69).
tant que max
j
∣∣∣θˆj,srivcfiter − θˆj,srivcfiter−1 ∣∣∣ > ϵ
ou` θˆj,srivcfiter correspond au j
e`me e´le´ment du vecteur de parame`tres θˆsrivcfiter obtenu a`
l’ite´ration iter.
E´tape 3 Estimation de l’erreur parame´trique
Calculer la matrice de covariance de l’erreur parame´trique des estime´s a` partir de
l’e´quation (2.71).
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Il peut s’ave´rer, quand le biais est important, que les parame`tres estime´s issus de
l’E´tape 1 conduisent a` un mode`le instable. Dans ce cas, une me´thode empirique peut
eˆtre utilise´e pour stabiliser les poˆles instables.
2.3.1.3 – Proprie´te´s statistiques des estime´s srivcf
La borne de Crame´r-Rao (BCR) (voir annexe B) sur la matrice de covariance Pθ
de´finit la solution optimale pour toute me´thode d’identification asymptotiquement sans
biais [So¨derstro¨m et Stoica, 1983, Wellstead, 1978]. A cet e´gard, So¨derstro¨m et Stoica
[1983] ont montre´, dans le cas de mode`les rationnels, que la valeur minimale de la matrice
de covariance Pθ
Pθ ≥ Poptθ , (2.72)
existe et est donne´e par
Poptθ = σ
2
[
o
ϕ
vi
f (t)
o
ϕ
vi
f
T
(t)
]−1
(2.73)
ou`
o
ϕ
vi
f (t) est le vecteur optimal pre´-filtre´ vi non bruite´ associe´ au filtre optimal
F opt(p) =
1
A(p)
et ou` σ2 est la vraie variance du bruit.
Il est facile de de´montrer que la borne de Crame´r-Rao (2.73) s’applique aussi aux
syste`mes non entiers ou` le vecteur instrumental pre´-filtre´ s’e´crit :
o
ϕ
vi
f (t) = F
opt(p)
[
u(β0) (t) , · · · , u(βmB ) (t) ,−y(α1) (t) , · · · ,−y(αmA ) (t)
]T
, (2.74)
et ou` le filtre optimal correspond au de´nominateur du syste`me non entier :
F opt(p) =
1
A(p)
.
Bien qu’il n’y ait aucune de´monstration de convergence, l’algorithme converge sou-
vent [So¨derstro¨m et Stoica, 1983, Young, 2002] vers le vrai mode`le, lorsque le mode`le est
dans la bonne classe de syste`me, permettant ainsi de s’approcher de la borne de Cramer-
Rao.
Il est clair que le choix du vecteur instrumental ϕvif et le pre´-filtre
1
Aˆ(p)
, utilise´ en
(2.64), ont une influence conside´rable sur la matrice de covariance Pθˆsrivcf de (2.71) issue de
l’algorithme d’estimation vi. L’algorithme srivcf , qui introduit le filtre optimal (2.64),
est donc asymptotiquement sans biais et a` variance minimale, permettant d’obtenir la
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ite´ration 1
ite´ration 2,3,...
u(t)
u(t)
B(p)
A(p)
y∗(t)
y∗(t)
y(t)
e(t)
yvi(t)
pγ
E(p)
pµ
E(p)
[
u(β0)f (t) · · ·u(βmB )f (t)
]
[
u(β0)f (t) · · ·u(βmB )f (t)
]
[
−y∗f (α1) (t) · · ·− y∗f (αmA ) (t)
]
[
−y∗f (α1) (t) · · ·− y∗f (αmA ) (t)
]
Algorithme vi/fve
θˆvi/fve
Bˆ(p)
Aˆ(p)
pµ
Aˆ(p)
pµ
Aˆ(p)
pγ
Aˆ(p)
[
−yvif (α1) (t) · · ·− yvif (αmA ) (t)
]
Algorithme ite´ratif vi : srivcf
θˆsrivcf
+
+
Figure 2.6 – Me´thode srivcf optimale ite´rative (γ = β0, . . . , βmB et µ = α1, . . . ,αmA)
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Figure 2.7 – Diagramme de Bode du vrai syste`me
matrice de covariance la plus proche de la borne de Crame´r-Rao en pre´sence d’un bruit
additif blanc et gaussien. En revanche, en pre´sence d’un bruit additif colore´, cet estimateur
n’est plus optimal. Un algorithme, pre´sentant des proprie´te´s statistiques optimales, est
de´crit au paragraphe 2.4.1.2 p. 105.
2.3.1.4 – Exemple de simulation
– Description du syste`me a` identifier
L’objectif de ce paragraphe est de mettre en avant les avantages et l’eﬃcacite´ de
l’estimateur optimal de la me´thode srivcf sur un exemple de simulation.
Les donne´es d’entre´e/sortie simule´es sont issues du mode`le de Rao-Garnier [Rao et
Garnier, 2002] e´tendu aux cas non entiers, en faisant apparaˆıtre l’ordre commensurable ν
alors qu’il valait 1 dans [Rao et Garnier, 2002] :
G0(p
ν) =
K (−Tpν + 1)(
( pω1 )
2ν + 2ζ1(
p
ω1
)ν + 1
)(
( pω2 )
2ν + 2ζ2(
p
ω2
)ν + 1
) , (2.75)
avec ν = 0.5, K = −1, T = 0.5, ω1 = 0.2 rad/s, ζ1 = −0.4, ω2 = 1 rad/s et ζ2 = −0.65.
Le diagramme de Bode de cette fonction de transfert est trace´ sur la Fig. 2.7.
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Figure 2.8 – Densite´ spectrale de puissance du signal d’entre´e u
Ce syste`me non entier posse`de deux fre´quences transitionnelles : l’une basse a` ω1 =
0.2 rad/s avec un pseudo-facteur d’amortissement ζ1 = −0.4 et l’autre haute a` ω2 = 1
rad/s avec un pseudo-facteur d’amortissement ζ2 = −0.65. Malti et al. [2008a] ont montre´
qu’un syste`me non entier de type :
K(
p
ω0
)2ν
+ 2ζ
(
p
ω0
)ν
+ 1
(2.76)
est stable si et seulement si ζ > − cos (ν π2 ) et qu’une condition suﬃsante de re´sonance
est :
− cos
(
ν
π
2
)
< ζ < 0 et 0 < ν ≤ 0.5. (2.77)
Le syste`me (2.75) pre´sente un ze´ro en pν , dans la zone d’instabilite´ des poˆles en pν
en pν = 2. Il est donc a` non minimum de phase.
Les donne´es d’entre´e/sortie sont engendre´es par les relations suivantes :{
y(t) = G0 (pν)u(t),
y∗(t) = y(t) + e(t),
(2.78)
ou` le signal d’entre´e u est une Se´quence Binaire Pseudo Ale´atoire (SBPA) dont la densite´
spectrale de puissance est donne´e sur la Fig. 2.8 et la sortie associe´e est trace´e sur la Fig.
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Figure 2.9 – Signal de sortie utilise´ pour l’identification de syste`me
2.9. Les donne´es d’entre´e/ sortie sont e´chantillonne´es avec une pe´riode d’e´chantillonnage
de Ts = 5. 10−2s, ce qui correspond a` 8000 couples de donne´es.
La sortie y est corrompue par un bruit e additif, blanc, gaussien, a` moyenne nulle
et dont le rapport signal-sur-bruit (RSB) vaut 20dB (Fig. 2.9) :
RSB = 10 log
Pyˆ
Pe
= 20 dB. (2.79)
Les instruments sont calcule´s selon l’algorithme ite´ratif srivcf re´sume´ au para-
graphe 2.3.1.2. Afin d’eˆtre dans la meˆme classe de mode`le que le “vrai” syste`me (2.75),
le mode`le suivant est choisi :
G(p) =
b1pν + b0
a4p4ν + a3p3ν + a1p2ν + a1pν + 1
, (2.80)
et l’ordre commensurable ν est fixe´ au vrai ordre ν = 0.5.
Cependant, lorsque les ordres de de´rivation ne sont pas connus, une e´tude sur le
choix optimal de l’ordre commensurable dans l’intervalle ]0, 2[ pour les syste`mes stables
(voir the´ore`me 1.4.2 p.37) peut eˆtre eﬀectue´e.
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– Comparaison des me´thodes a` erreur d’e´quation : mc/fve, vi/fve et srivcf
L’objectif est de comparer les performances des me´thodes d’identification a` erreur
d’e´quation par mode`le non entier lorsque le mode`le (2.80) est dans la meˆme classe que
le vrai syste`me, avec ν = 0.5, sur deux simulations de Monte-Carlo. Ces simulations de
Monte-Carlo mettent en avant la forte influence des parame`tres des fve (2.40) : l’ordre
du filtre Nf et la fre´quence de coupure ωc. Fixer la fre´quence de coupure des fve s’ave`re
de´licat : lorsqu’elle est trop haute, le bruit n’est pas correctement filtre´ et lorsqu’elle
est trop basse, les dynamiques du syste`me sont filtre´es en meˆme temps que le bruit. Le
compromis n’est pas facile a` trouver dans les cas pratiques et ne´cessite ge´ne´ralement une
proce´dure ite´rative de type essai-erreur. Les deux parame`tres Nf et ωc ne peuvent donc
eˆtre fixe´s qu’approximativement en se basant sur la connaissance du bruit et du syste`me.
Pour la premie`re simulation, les parame`tres Nf = n + 1 = 3 (n =
αmA
ν = 2) et ωc = 10
2
rad/s ont e´te´ choisis, et pour la seconde, Nf = n + 2 = 4 et ωc = 1 rad/s.
Les simulations de Monte-Carlo ont e´te´ eﬀectue´es avec 200 re´alisations diﬀe´rentes
du bruit ayant un RSB = 20 dB. Pour chaque re´alisation, les coeﬃcients du mode`le
(2.80) sont estime´s avec les me´thodes mc/fve, vi/fve SR (Single Run, abre´viation an-
glaise de´signant une seule ite´ration), vi/fve (ite´rative) et la srivcf .
Les re´sultats de cette e´tude sont reporte´s aux Tab. 2.1 et Tab. 2.2 et illustre´s sur
les Fig. 2.10 et Fig. 2.11. Ils montrent que les estime´s, obtenus par :
– la me´thode mc/fve, sont biaise´s et conduisent a` des mode`les instables ;
– la me´thode vi/fve (SR) avec un mode`le auxiliaire calcule´ en une seule ite´ration,
sont tre`s impre´cis, lorsque le choix de Nf et ωc du fve est inadapte´ (Tab. 2.1 et
Fig. 2.10) et plus pre´cis mais non optimaux lorsque le choix de Nf et ωc du fve
est mieux adapte´ (Tab. 2.2 et Fig. 2.11) ;
– la me´thode vi/fve ite´rative, tendent vers les vraies valeurs, avec une variance
tre`s importante lorsque le choix de Nf et ωc du fve est inadapte´ (Tab. 2.1 et
Fig. 2.10) et une variance moins prononce´e mais toujours non optimale lorsque le
choix de Nf et ωc du fve est plus adapte´ (Tab. 2.2 et Fig. 2.11) ;
– la me´thode srivcf , tendent vers les vraies valeurs avec la plus faible variance
meˆme lorsque l’estimation initiale est loin de la vraie valeur comme le montrent
le Tab. 2.1, la Fig. 2.10, le Tab. 2.2 et la Fig. 2.11.
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Les me´thodes ite´ratives ame´liorent nettement la qualite´ des estimations. D’autre
part, la variable instrumentale permet d’obtenir des estimations non biaise´es. La premie`re
simulation de Monte-Carlo montre a posteriori que les parame`tres du fve sont mal
adapte´s aux signaux d’entre´e/sortie, ces parame`tres e´tant diﬃcile a` fixer a priori. Il est
sans e´quivoque que la srivcf est la me´thode la plus optimale car non seulement elle
amoindrit fortement la variance de l’estimation, mais elle ne ne´cessite aucun ajustement
des filtres.
Une simulation de Monte-Carlo a e´te´ eﬀectue´e avec un bruit blanc de RSB = 0dB.
Les re´sultats de cette e´tude sont reporte´s au Tab. 2.3 et compare´s aux re´sultats de la
simulation de Monte-Carlo pour un bruit blanc de RSB = 20dB. Ces re´sultats sont aussi
trace´s sur la Fig. 2.12. Malgre´ un niveau de bruit e´leve´, l’algorithme srivcf converge vers
les vrais parame`tres.
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vrai mc/fve vi/fve (SR) vi/fve srivcf
θ
˙ˆ
θ σ θˆ σ θˆ σ θˆ σ
a4 25 0.126 0.0005 30.13 16.115 27.489 1.195 25.024 0.015
a3 -36.5 -1.133 0.0033 -33.72 14.546 -37.624 1.087 -36.527 0.016
a2 31.2 3.89 0.0093 30.508 8.718 31.454 0.788 31.23 0.009
a1 -5.3 -4.045 0.0062 -3.668 5.405 -5.319 0.384 -5.299 0.002
b1 0.5 0.134 0.0023 0.556 0.763 0.526 0.174 0.5001 0.001
b0 -1 -0.024 0.002 -1.138 1.327 -1.005 0.090 -1.001 0.0004
Table 2.1 – Comparaison des me´thodes a` erreur d’e´quation ( SR : single run (une
ite´ration), θˆ correspond a` la moyenne et σ a` l’e´cart-type), avec Nf = 5 et ωc = 102
rad/s, RSB = 20 dB
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Figure 2.10 – Comparaison des me´thodes mc/fve, vi/fve (SR) non ite´rative, vi/fve
ite´rative et srivcf ite´rative (avec Nf = n+ 1 (n = αmA/ν) et ωc = 100 rad/s)
84
Chapitre 2 – Identification par mode`le non entier
vrai mc/fve vi/fve (SR) vi/fve srivcf
θ
˙ˆ
θ σ θˆ σ θˆ σ θˆ σ
a4 25 12.66 0.071 24.997 0.178 25.035 0.084 25.023 0.014
a3 -36.5 -17.850 0.0072 -36.513 0.163 -36.5091 0.081 -36.528 0.016
a2 31.2 27.977 0.028 31.202 0.048 31.202 0.033 31.22 0.009
a1 -5.3 -4.766 0.007 -5.301 0.010 -5.301 0.008 -5.301 0.002
b1 0.5 0.696 0.0045 0.501 0.011 0.500 0.0043 0.5001 0.001
b0 -1 -1.070 0.002 -1.000 0.002 -0.999 0.002 -1.001 0.0005
Table 2.2 – Comparaison des me´thodes a` erreur d’e´quation ( SR : single run (une
ite´ration), θˆ est la moyenne et σ l’e´cart-type), avec Nf = 6 et ωc = 1 rad/s, RSB = 20
dB
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Figure 2.11 – Comparaison des me´thodes mc/fve, vi/fve (SR) non ite´rative, vi/fve
ite´rative et srivcf ite´rative (avec Nf = n+ 2 et ωc = 1 rad/s)
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vrai srivcf 20 dB srivcf 0dB
θ
˙ˆ
θ σ θˆ σ
a4 25 25.023 0.014 25.015 0.482
a3 -36.5 -36.528 0.016 -36/547 0.543
a2 31.2 31.221 0.009 31.204 0.277
a1 -5.3 -5.301 0.002 -5.301 0.068
b1 0.5 0.5001 0.001 0.503 0.038
b0 -1 -1.001 0.0005 -1.000 0.015
Table 2.3 – Comparaison de la me´thode srivcf pour diﬀe´rents niveaux de bruit RSB =
20dB et RSB = 0dB (θˆ est la moyenne et σ l’e´cart-type)
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Figure 2.12 – Comparaison de la me´thode srivcf pour diﬀe´rents niveaux de bruit
RSB = 20dB et RSB = 0dB
– Comparaison avec un mode`le rationnel e´value´ par la me´thode srivcf
L’un des avantages principaux de l’identification par mode`le non entier consiste a`
avoir des mode`les plus compacts. En eﬀet, peu de parame`tres suﬃsent pour de´crire un
syste`me non entier, alors que beaucoup plus de parame`tres sont ne´cessaires a` un mode`le
rationnel pour pouvoir obtenir des performances similaires. Ayant vu l’eﬃcacite´ de la
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Figure 2.13 – Diagramme de Bode des mode`les estime´s pour 200 re´alisations de Monte-
Carlo : vrai syste`me (−), et les mode`les rationnels (ν = 1) identifie´s par srivcf (−.−)
me´thode srivcf , l’inte´reˆt des mode`les fractionnaires est suscite´ ici.
A titre comparatif, la me´thode srivcf a e´galement e´te´ applique´e sur un mode`le
rationnel (2.80) d’ordre 4, avec ν = 1. Une simulation de Monte-Carlo de 200 re´alisations
est eﬀectue´e avec un RSB = 20 dB. Pour chaque re´alisation de bruit, un mode`le rationnel
est e´value´ avec la me´thode srivcf.
Les re´ponses fre´quentielles des mode`les identifie´s par la me´thode srivcf sont trace´es
sur le diagramme de Bode de la Fig. 2.13. Compte tenu des proprie´te´s de la variable instru-
mentale, les mode`les obtenus pre´sentent une tre`s faible dispersion par rapport a` la re´ponse
fre´quentielle du vrai syste`me. Les mode`les rationnels identifie´s par la me´thode srivcf ont
un comportement asymptotique bien adapte´ aux basses fre´quences mais perdent leur
inte´reˆt aux hautes fre´quences. Une distorsion du gain (resp. de la phase) est nettement
visible aux hautes fre´quences. En eﬀet, a` ces fre´quences, les pentes asymptotiques des
mode`les rationnels sont des multiples entiers de 20 dB/de´cade (resp. de 90◦). L’avan-
tage des mode`les fractionnaires est qu’ils permettent d’avoir des pentes asymptotiques
quelconques avec une structure plus compacte [Oustaloup, 1995].
En prenant une re´alisation de la simulation de Monte-Carlo pre´ce´dente ou` le signal
de sortie est entache´ d’un bruit blanc de RSB = 20 dB, les re´ponses temporelles d’un
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mode`le rationnel et d’un mode`le non entier identifie´s par la me´thode srivcf sont trace´es
sur la Fig. 2.14. Il est a` noter que la sortie non bruite´e a e´te´ trace´e et non pas la sortie
bruite´e afin de mieux comparer les re´ponses temporelles. C’est surtout en trac¸ant les
erreurs re´siduelles que l’on note les disparite´s entre les deux mode`les. L’erreur re´siduelle
d’un mode`le rationnel (y−yrat) est 25 fois supe´rieure a` l’erreur re´siduelle d’un mode`le non
entier(y − yNE). On remarque e´galement que l’erreur est tre`s importante pour les temps
courts, ce qui est normal vu les distorsions en hautes fre´quences des re´ponses fre´quentielles
des mode`les rationnels.
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Figure 2.14 – Comparaison des re´ponses temporelles d’un mode`le rationnelle (yrat) et
d’un mode`le non entier (yNE), et erreurs re´siduelles par rapport au signal de sortie y non
bruite´
2.3.1.5 – Re´sume´ de la me´thode srivcf
Un estimateur optimal en pre´sence de bruit blanc est propose´ pour les syste`mes
fractionnaires : srivcf.
Tout d’abord, l’exemple de simulation a mis en e´vidence les avantages ainsi que
l’eﬃcacite´ de la me´thode srivcf. Cet estimateur est asymptotiquement sans biais quelle
que soit la nature du bruit additif a` moyenne nulle, et a` variance minimale lorsque le
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bruit additif est blanc. L’estimateur vi/fve fournit des re´sultats satisfaisants lorsque les
parame`tres du filtre sont correctement ajuste´s mais avec une variance plus importante
que celle de la me´thode srivcf qui ne ne´cessite aucun ajustement parame´trique. La
convergence de l’algorithme srivcf est moins sensible au choix du vecteur de parame`tres
initial compare´e a` la convergence de la me´thode vi/fve.
Bien que la convergence des me´thodes de type srivcf n’ait pas pu eˆtre de´montre´e
dans la litte´rature, la me´thode srivcf exploitant des techniques de re´gression line´aire,
converge tre`s fre´quemment et beaucoup plus rapidement (typiquement en 4 ite´rations
dans l’exemple traite´ alors que la vi/fve en ne´cessite 8) qu’une me´thode minimisant une
erreur de sortie (≫ 10 ite´rations), beaucoup plus de´pendante de l’initialisation.
La comparaison des mode`les fractionnaires, avec un ordre commensurable connu
a priori, et rationnel montre que le choix de l’ordre commensurable est primordial. Ce-
pendant, lorsque ce dernier est inconnu, une optimisation peut eˆtre envisage´e. Mais au
pre´alable, la continuite´ et la convexite´ du crite`re d’erreur en fonction de l’ordre commen-
surable sont e´tudie´es sur l’exemple pre´ce´dent.
– Choix de l’ordre commensurable
La me´thode srivcf est applique´e en gardant une structure fixe selon le mode`le
(2.80) pour des ordres commensurables variant de ν = 0.1 a` ν = 1.9 avec un pas de 0.005.
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Figure 2.15 – Crite`re d’erreur en dB du mode`le (2.80) avec RSB = 15 dB
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La fonction couˆt est de´finie sur l’e´chelle logarithmique par :
JdB = 10 log
⎛
⎜⎜⎜⎝
K−1∑
k=0
(ysrivcf(t)− y∗(t))2
K−1∑
k=0
(ysrivcf(t))2
⎞
⎟⎟⎟⎠ , (2.81)
ou` ysrivcf est la sortie estime´e. Elle est trace´e en fonction de l’ordre commensurable ν sur
la Fig. 2.15.
Pour chaque mode`le stable, le crite`re d’erreur est trace´ par un point bleu, par contre
pour un mode`le instable, ce crite`re e´tant infini, il est marque´ d’un cercle rouge (voir
Fig. 2.15-a)). Le crite`re d’erreur pre´sente plusieurs discontinuite´s dues a` la variation de
l’ordre du mode`le (2.80) de 0.4 a` 8 lorsque l’ordre commensurable varie de 0.1 a` 2. Cette
importante variation de l’ordre du mode`le ne permet donc pas d’avoir un crite`re continu
sur la plage de variation comple`te de l’ordre commensurable ]0, 2[ d’un syste`me stable
(the´ore`me de stabilite´ de Matignon). Le crite`re d’erreur est cependant continu autour du
vrai ordre commensurable du syste`me.
En pratique, les ordres de de´rivation ne sont pas ne´cessairement connus, et pour-
raient donc eˆtre optimise´s.
2.3.2 – Variable instrumentale optimale avec optimisation des
ordres de de´rivation (oosrivcf )
Lorsque le mode`le
G(p) =
mB∑
i=0
bipβi
1 +
mA∑
j=1
ajpαj
, (2.82)
est utilise´ et lorsque les ordres de de´rivation sont inconnus, le vecteur de parame`tres
θ =
[
ρ
γ
]
(2.83)
est compose´ du vecteur de mA +mB + 1 coeﬃcients
ρ = [b0, b1, . . . , bmB , a1, . . . , amA]
T , (2.84)
et du vecteur de mA +mB + 1 ordres de de´rivation
γ = [β0, . . . , βmB ,α1, . . . ,αmA]
T. (2.85)
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Le vecteur de coeﬃcients est optimise´ par la me´thode srivcf , et seul le vecteur des
ordres de de´rivation est optimise´ par une technique de PNL.
Cependant estimer tous les ordres de de´rivations ne´cessite de calculer mA+mB + 1
termes en plus desmA+mB+1 coeﬃcients. De plus, simA et/oumB sont grands, le crite`re
d’erreur peut pre´senter plusieurs minima et les algorithmes de PNL peuvent converger
vers des minima locaux avec une complexite´ calculatoire e´leve´e.
Afin de re´duire le nombre de parame`tres, un mode`le commensurable peut eˆtre choisi
G (p) =
mB∑
i=0
bipiν
1 +
mA∑
j=1
ajpjν
, (2.86)
ou` mA +mB + 2 parame`tres sont estime´s.
Le vecteur de parame`tres
θ =
[
ρ
γ
]
(2.87)
se re´duit alors aux mA +mB + 1 coeﬃcients
ρ = [b0, b1, . . . , bmB , a1, . . . , amA]
T , (2.88)
et a` un seul ordre de de´rivation, l’ordre commensurable,
γ = ν. (2.89)
Selon le mode`le du syste`me choisi, (2.82) ou (2.86), le vecteur des ordres est estime´
ite´rativement par une technique de PNL en minimisant la norme L2
J(θ) =
1
2
ε(t, θ)Tε(t, θ) (2.90)
de l’erreur de sortie
ε(t, θ) = y∗(t)− yˆ(t), (2.91)
ou` la sortie estime´e s’exprime par yˆ(t) = G(p)u(t).
En ge´ne´ral, le crite`re d’erreur J est minimise´ selon des techniques nume´riques et
ite´ratives telles que les me´thodes du gradient [Bertsekas, 1982, Dennis Jr et Schnabel,
1983, Ljung, 1999, Luenberger, 1973].
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2.3.2.1 – Me´thodes de minimisation
Les me´thodes de minimisation nume´rique d’une fonction J se basent sur une mise
a` jour ite´rative du vecteur des estime´s. La proce´dure d’optimisation s’exprime selon :
γiter+1 = γiter + λfiter, (2.92)
ou` fiter est une direction de recherche base´e sur l’information du crite`re d’erreur J(θ)
acquise aux ite´rations pre´ce´dentes, et λ est une constante positive permettant une de´crois-
sance approprie´e de J(θ). Selon les de´finitions de fiter, les me´thodes de minimisation
nume´rique sont divise´es en trois groupes :
– les me´thodes utilisant les valeurs de J ;
– les me´thodes utilisant les valeurs de J ainsi que son gradient ;
– les me´thodes utilisant les valeurs de J , son gradient et son Hessien (sa de´rive´e
seconde).
Ce dernier groupe de me´thodes est utilise´ pour l’optimisation des ordres de de´rivation.
L’algorithme le plus connu est celui de Newton-Raphson, ou` la correction dans la relation
(2.92) est choisie selon la direction :
fiter = − [J ′′]−1 J ′, (2.93)
ou` le gradient de J s’e´crit :
J ′ =
∂ε
∂γ
T
ε, (2.94)
et le Hessien est de´fini par
J ′′ =
∂ε
∂γ
T ∂ε
∂γ
− ∂
2ε
∂γ2
T
ε. (2.95)
L’information du Hessien n’est cependant pertinente que s’il est de´fini positif, l’es-
time´ se trouvant alors dans une partie convexe du crite`re J . Dans le cas contraire, le
Hessien n’apporte aucune information pertinente pour la convergence vers un minimum.
De plus, le calcul de J ′′ ne´cessite l’e´valuation de la deuxie`me de´rive´e de l’erreur par rap-
port au vecteur de parame`tres. Une alternative au calcul de J ′′ en (2.95) est l’e´valuation
du Hessien approche´ :
J ′′≈Happ = ∂ε
∂γ
T ∂ε
∂γ
, (2.96)
cette forme permettant de garantir la semi-positivite´ du Hessien approche´. Il fournit une
information d’autant plus pertinente que l’erreur ε est faible, et garantit une descente vers
un minimum.
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La me´thode utilisant le Hessien approche´ est connue sous le nom de me´thode de
Gauss-Newton, de Newton-Raphson modifie´e, ou de quasi-line´arisation.
Remarque
Bien que la matrice Happ de (2.96) soit toujours semi-de´finie positive, elle peut
eˆtre singulie`re ou en eˆtre proche lorsque le mode`le est sur-dimensionne´ ou lorsque
les donne´es ne sont pas assez riches. Les techniques de re´gularisation, dont la
plus connue est celle de Levenberg-Marquardt [Levenberg, 1944, Marquardt, 1963b],
peuvent eˆtre utilise´es. Le nouveau Hessien approche´ est alors de´fini selon
Happ =
∂ε
∂γ
T ∂ε
∂γ
+ ζI (2.97)
ou` ζ est un scalaire positif assurant l’inversibilite´ de la matrice Happ et donc la
convergence de l’algorithme ite´ratif. Pour ζ = 0, on retrouve l’approche de Gauss-
Newton.
Une estimation de la variance des parame`tres peut eˆtre de´duite a` partir du Hessien
approche´ [So¨derstro¨m et Stoica, 1989] selon la formule
Pγˆ = σˆ
2H−1app, (2.98)
ou` σˆ2 repre´sente l’estimation de la variance de l’erreur re´siduelle.
2.3.2.2 – Estimation de tous les ordres de de´rivation du mode`le (2.82)
La me´thode de Gauss-Newton est choisie pour l’estimation des ordres de de´rivation :
γiter+1 = γiter − λ
[
H−1app
∂J
∂γ
]∣∣∣∣
γ=γiter
. (2.99)
Le gradient ∂J∂γ et le Hessien approche´ Happ sont donc de´finies respectivement par (2.94)
et (2.96).
Les sensibilite´s du vecteur de l’erreur ε par rapport aux parame`tres, ne´cessaire pour
l’e´valuation du gradient ∂J∂γ et du Hessien approche´ Happ, se calculent en fonction de la
sensibilite´ de la sortie du mode`le par rapport au vecteur de parame`tres :
∂ε
∂γ
= −∂yˆ
∂γ
,
ou`
∂yˆ
∂γ
=
[
∂yˆ
∂β0
, . . . ,
∂yˆ
∂βmB
,
∂yˆ
∂α1
, . . . ,
∂yˆ
∂αmA
]T
,
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avec
∂yˆ (t, θ)
∂βl
(t) =
bl ln(p)pβl
1 +
mA∑
j=1
ajpαj
u(t), pour l = 0, . . . , mB,
∂yˆ (t, θ)
∂αl
(t) =
−al ln(p)
mB∑
i=0
bipβi+αl(
1 +
mA∑
j=1
ajpαj
)2 u(t), pour l = 1, . . . , mA.
Toutefois, le calcul de ces fonctions de sensibilite´ est proble´matique compte tenu du terme
ln(p). Ainsi, la de´rive´e ∂ε∂γ est calcule´e nume´riquement plutoˆt qu’analytiquement.
2.3.2.3 – Estimation de l’ordre commensurable du mode`le (2.86)
Pour re´duire le nombre de parame`tres a` estimer, une proce´dure d’optimisation de
l’ordre commensurable est propose´e sachant que le mode`le conside´re´ est donne´ en (2.86).
Seul l’ordre commensurable est estime´ par la me´thode de Gauss-Newton, les coeﬃcients
e´tant estime´s par la me´thode srivcf . Au total, mA +mB + 2 parame`tres sont estime´s.
Le vecteur des ordres, se re´duisant alors a` l’ordre commensurable γiter+1 a` l’ite´ration
iter + 1, de´pend de sa valeur pre´ce´dente et d’un terme de correction selon :
γiter+1 = γiter − λ
[
H−1app
∂J
∂γ
]∣∣∣∣
γ=γiter
. (2.100)
Le gradient ∂J∂γ et le Hessien approche´ Happ sont donc de´finies respectivement par (2.94)
et (2.96).
La sensibilite´ du vecteur de l’erreur ε par rapport a` l’ordre commensurable, ne´cessaire
pour l’e´valuation du gradient ∂J∂γ et du Hessien approche´ Happ, se calcule en fonction de
la sensibilite´ de la sortie du mode`le par rapport a` l’ordre commensurable :
∂ε
∂γ
= −∂yˆ
∂γ
,
ou`
∂yˆ
∂γ
=
∂yˆ
∂ν
avec
∂yˆ
∂ν
= ln(p)
n∑
i=0
ibipiν +
mA∑
i=0
mB∑
j=1
(i− j) biajp(i+j)ν(
1 +
n∑
j=1
ajpjν
)2 u (t) .
94
Chapitre 2 – Identification par mode`le non entier
Toutefois, le calcul de la fonction de sensibilite´ ∂yˆ∂ν est e´galement proble´matique compte
tenu du terme ln(p). Ainsi, la de´rive´e ∂ε∂γ est calcule´e nume´riquement plutoˆt qu’analyti-
quement.
2.3.2.4 – Algorithme d’optimisation des ordres de de´rivation : oosrivcf
L’algorithme propose´ permet d’estimer le vecteur de parame`tres θ de (2.83) ou de
(2.87) selon la me´thode de Gauss-Newton pour les ordres de de´rivation γ et selon la
srivcf pour les coeﬃcients : il est intitule´ oosrivcf (Optimisation des Ordres combine´e
a` la srivcf ou en anglais Order Optimization combined with srivcf). Bien que ce type
d’algorithme n’ait aucune preuve de convergence, en pratique il converge tre`s souvent vers
un minimum du crite`re (2.90).
E´tape 1 Initialisation
Initialiser γ0
Calculer ρ0 par la me´thode srivcf
Calculer J(θ0)
iter = 0
E´tape 2 Me´thode d’optimisation de Gauss-Newton
faire
Initialiser λ = Λ
faire
(i) Aﬃner l’ordre pour converger jusqu’ au minimum :
γiter+1 = γiter − λ
[
H−1app
∂J
∂γ
]∣∣∣
γiter
(ii) Calculer ρiter par la srivcf
(iii) E´valuer le crite`re d’erreur : J(θiter+1).
(iv) λ = λ/2
tant que J(θiter+1) > J(θiter) ou |J(θiter+1)− J(θiter)| > ϵ1
iter = iter + 1
tant que max
l
∣∣γliter − γliter−1∣∣ > ϵ2
ou` γliter correspond au l-e`me e´le´ment du vecteur des ordres γiter a` l’ite´ration iter.
E´tape 3 Estimation de l’erreur parame´trique
Apre`s convergence, calculer la matrice de covariance de l’erreur parame´trique es-
time´e Pγˆ associe´e a` l’estime´ γˆ par l’expression (2.98)
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L’e´tape (iv) permet de re´duire le pas de l’algorithme au cas ou` il serait trop impor-
tant permettant d’aﬃner la convergence vers un minimum.
Remarque
Que l’on estime le vecteur des ordres de de´rivation (2.85) ou uniquement l’ordre
commensurable ν, l’algorithme reste inchange´. Seules les fonctions de sensibilite´ et
la condition d’arreˆt de l’algorithme changent. La condition d’arreˆt devient dans le
cas de l’ordre commensurable |νiter − νiter−1| > ϵ2.
2.3.2.5 – Exemple de simulation
Les donne´es d’entree´/sortie sont ge´ne´re´es par le syste`me de´crit au paragraphe 2.3.1.4 :
G0(p) =
K (−Tpν + 1)(
( pω1 )
2ν + 2ζ1(
p
ω1
)ν + 1
)(
( pω2 )
2ν + 2ζ2(
p
ω2
)ν + 1
) , (2.101)
avec ν = 0.5, K = −1, T = 0.5, ω1 = 0.2 rad/s, ζ1 = −0.4, ω2 = 1 rad/s et ζ2 = −0.65.
Le signal d’entre´e u est une SBPA d’amplitude comprise entre -5 et 5 dont la densite´
spectrale de puissance est donne´e sur la Fig. 2.8 et la sortie y est corrompue par un bruit
blanc gaussien e a` moyenne nulle ayant diﬀe´rent rapports signal sur bruit (voir Fig. 2.9).
Les signaux sont e´chantillonne´es avec une pe´riode de Ts = 5.10−2 s.
Afin d’eˆtre dans la meˆme classe de mode`le que le “vrai” syste`me (2.101), le mode`le
suivant est choisi :
G(p) =
b1pν + b0
a4p4ν + a3p3ν + a1p2ν + a1pν + 1
. (2.102)
Le mode`le (2.102) e´tant commensurable, seule l’optimisation de l’ordre commensu-
rable ν, par minimisation du crite`re J (2.90), ne´cessite une programmation non line´aire.
Les coeﬃcients ai et bj sont estime´s par la me´thode srivcf. Le crite`re d’erreur, trace´ en
fonction de l’ordre commensurable sur la Fig. 2.15 p.89 pre´sente plusieurs discontinuite´s.
L’algorithme oosrivcf doit donc eˆtre initialise´ dans la zone convexe du minimum global
pour qu’il y converge.
Trois simulations de Monte-Carlo de 200 re´alisations chacune sont eﬀectue´es pour
trois niveaux de bruit diﬀe´rents avec RSB = 20 dB, RSB = 15 dB et RSB = 10 dB
avec ν0 = 0.3. La me´thode oosrivcf converge vers le vrai ordre commensurable ν = 0.5
du syste`me simule´. La Fig. 2.16 et la Fig. 2.17 illustrent l’acuite´ de cet algorithme aussi
bien pour l’estimation de l’ordre commensurable que pour la consistence des poˆles en pν
estime´s malgre´ le bruit.
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Figure 2.16 – Histogrammes de l’estimation de l’ordre commensurable pour 200
re´alisations de Monte-Carlo obtenus par la me´thode oosrivcf pour diﬀe´rents niveaux
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repre´sente les vrais poˆles en pν
97
Chapitre 2 – Identification par mode`le non entier
vrai srivcf RSB=20 dB srivcf RSB=15 dB srivcf RSB=10 dB
θ θˆ σ θˆ σ θˆ σ
a4 25 25.07 0.1992 25.116 0.3452 25.074 0.634
a3 -36.5 -36.56 0.1588 -36.605 0.272 -36.567 0.509
a2 31.2 31.25 0.142 31.283 0.244 31.25 0.451
a1 -5.3 -5.29 0.0191 -5.290 0.0348 -5.293 0.061
b1 0.5 0.50 0.0071 0.497 0.0118 0.4982 0.021
b0 -1 -1.001 0.0036 -1.002 0.0067 -1.001 0.012
ν 0.5 0.5004 0.0013 0.5007 0.0023 0.5004 0.0041
Table 2.4 – Parame`tres du mode`le (2.102) e´value´ par la me´thode oosrivcf (θˆ est la
moyenne et σ l’e´cart-type), pour diﬀe´rents niveaux de bruit
RSB=20 dB RSB=15 dB RSB=10 dB
Pν,analytique 8.78 10−7 5.44 10−6 1.68 10−5
Pν,statistique 8.75 10−7 5.32 10−6 1.73 10−5
Table 2.5 – Variances estime´es analytiquement et statistiquement pour diﬀe´rents niveaux
de bruit
Pour diﬀe´rents niveaux de RSB, les simulations de Monte-Carlo re´ve`lent une es-
timation de l’ordre commensurable tre`s pre´cise avec une valeur moyenne tre`s proche du
vrai ordre commensurable et un faible e´cart-type (voir Tab. 2.4). Connaissant les perfor-
mances et l’eﬃcacite´ de la me´thode srivcf (§2.3.1 p.73), la me´thode oosrivcf fournit
une estimation asymptotiquement sans biais. D’autre part, la variance estime´e analyti-
quement de l’ordre commensurable par la formule (2.98) est tre`s proche de la variance
estime´e statistiquement (voir Tab. 2.5).
2.3.2.6 – Re´sume´ de la me´thode oosrivcf
Dans un contexte de bruit blanc, la me´thode srivcf est l’estimateur optimal (va-
riance minimale et asymptotiquement sans biais) quand la connaissance a priori permet
de fixer les ordres de de´rivation. Dans le cas contraire, l’algorithme oosrivcf permet
d’estimer les ordres de de´rivation.
Le crite`re d’erreur e´tant e´troitement lie´ aux ordres de de´rivation, l’estimation des
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ordres de de´rivation se fait en utilisant une technique de programmation non line´aire,
celle de Gauss-Newton. Cependant, plus le nombre d’ordres de de´rivation est grand, plus
la convergence vers le minimum global est compromise. Pour diminuer ce nombre, l’op-
timisation de l’ordre commensurable est pre´fe´re´e. D’autre part, la variance de l’ordre
commensurable peut eˆtre estime´e analytiquement en utilisant l’estimation du Hessien
approche´. Un exemple de simulation illustre l’eﬃcacite´ de la me´thode oosrivcf pour
l’estimation de l’ordre commensurable.
Dans un contexte de bruit blanc, les algorithmes srivcf et oosrivcf sont asympto-
tiquement sans biais et a` variance minimale. Cependant dans un contexte de bruit colore´,
ces algorithmes ne sont plus a` variance minimale. Il est alors plus judicieux d’eﬀectuer
une e´tude adapte´e a` ce contexte.
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2.4 – Contribution a` l’identification de syste`me en
pre´sence de bruit colore´ en sortie
La plupart des techniques directes d’identification de syste`me a` temps continu per-
mettent d’estimer le mode`le du syste`me et ne´gligent l’estimation du mode`le de bruit. Il
existe aussi des techniques stochastiques permettant d’estimer le mode`le de bruit au meˆme
titre que le mode`le du syste`me. Ces techniques se basent ge´ne´ralement sur des mode`les
de Box-Jenkins [Pintelon et Schoukens, 2006, Young et al., 2006].
Le deuxie`me volet des contributions a` l’identification par mode`le non entier est
pre´sente´ dans un contexte de bruit colore´. Un mode`le hybride de type Box-Jenkins est
alors propose´ ou` le mode`le du syste`me est non entier et a` temps continu et le mode`le de
bruit est un processus AR ou ARMA a` temps discret.
Dans le premier cas d’e´tude (paragraphe 2.4.1), les ordres de de´rivation sont fixe´s
et les coeﬃcients des mode`les du syste`me et de bruit sont estime´s. Bien que la me´thode
srivc permette d’obtenir des estime´s asymptotiquement sans biais, ceux-ci ne sont pas a`
variances minimales car les pre´-filtres ne sont pas conc¸us pour prendre en compte un bruit
colore´. Par conse´quent, l’approche stochastique riv (de l’anglais : Refined Instrumental
Variable) a e´te´ propose´e d’abord pour des mode`les rationnels discrets [Young, 1976,
Young et Jakeman, 1979], dans un contexte de maximum de vraisemblance (ML : Maxi-
mum Likelihood), puis e´tendue aux mode`les rationnels continus (de l’anglais : rivc for
Continuous-time models) [Garnier et al., 2007, Young, 2008, Young et al., 2006, Young
et Jakeman, 1980]. Cette me´thode, qui fournit des estime´s asymptotiquement sans biais
a` variance minimale en pre´sence de bruit colore´, est e´tendue aux mode`les non entiers de
type Box-Jenkins et est appele´e rivcf (rivc pour les mode`les non entiers ou fractional
en anglais).
Dans le deuxie`me cas d’e´tude (2.4.2), les ordres de de´rivation du mode`le du syste`me
sont estime´s au meˆme titre que les coeﬃcients des mode`les de syste`me et de bruit. Comme
pour l’algorithme oosrivcf , une me´thode de PNL de type gradient est utilise´e pour
l’estimation des ordres de de´rivation.
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2.4.1 – Variable instrumentale optimale pour des mode`les de type
Box-Jenkins avec des ordres de de´rivation fixe´s (rivcf )
L’algorithme rivc a e´te´ de´veloppe´ dans un contexte de maximum de vraisemblance
aboutissant a une forme pseudo-line´aire [Solo, 1978] et utilisant des filtres optimaux
[Young, 1976, Young et al., 1996]. Une analyse similaire peut eˆtre mene´e dans le cas
des syste`mes non entiers puisque le proble`me y est similaire.
L’algorithme rivcf est un algorithme ite´ratif, qui permet d’estimer a` chaque ite´ration
un mode`le discret de bruit et un mode`le continu du syste`me, utilise´s dans la mise a` jour
des filtres, ne´cessaires pour atte´nuer le bruit en dehors de la bande de fre´quences d’inte´reˆt
et pour blanchir le bruit a` l’inte´rieur de celle-ci. De plus, ces filtres permettent de calcu-
ler d’une fac¸on pratique les de´rive´es filtre´es de l’entre´e et de la sortie, ne´cessaires pour
l’estimation des mode`les du syste`me et de bruit a` l’ite´ration suivante.
Lorsque le bruit de mesure ξ est colore´, la sortie bruite´e y∗, issue du mode`le de BJ,
est donne´e par : ⎧⎪⎨
⎪⎪⎩
y(t) = G (p)u(t)
ξ(tk) = H(q−1)e(tk)
y∗(tk) = y(tk) + ξ(tk),
(2.103)
ou` le mode`le du syste`me est a` temps continu et non entier :
G (p) =
B(p)
A(p)
=
mB∑
i=0
bipβi
1 +
mA∑
j=1
ajpαj
, (2.104)
et le mode`le de bruit est a` temps discret :
H(q−1) = C(q
−1)
D(q−1) =
1 +
v∑
i=0
ciq−i
1 +
r∑
j=1
djq−j
. (2.105)
Un bruit blanc e´tant de´fini comme un signal discontinu en tout point, car il ne peut y avoir
une corre´lation entre deux (voire plusieurs) e´chantillons conse´cutifs, la repre´sentation a`
temps discret du bruit est choisie.
De plus lorsque les ordres de de´rivation sont connus, le vecteur de parame`tres
θ =
[
ρ
η
]
, (2.106)
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se compose du vecteur des mA +mB + 1 coeﬃcients du mode`le du syste`me
ρ = [b0, b1, . . . , bmB , a1, . . . , amA ]
T ,
et du vecteur des r + v + 1 coeﬃcients du mode`le de bruit
η = [c0, c1, . . . , cv, d1, . . . , dr]
T .
En suivant l’approche classique de minimisation de l’erreur de pre´diction dans le cas
hybride, qui correspond a` une estimation du maximum de vraisemblance compte tenu des
hypothe`ses gaussiennes sur e, la fonction d’erreur a` l’instant tk est donne´e par
e(tk) =
D (q−1)
C (q−1)
{
y∗(tk)− B(p)
A(p)
u(tk)
}
, (2.107)
qui peut e´galement s’e´crire
e(tk) =
D (q−1)
C (q−1)
{
A(p)
(
1
A(p)
y∗(tk)
)
−B(p)
(
1
A(p)
u(tk)
)}
, (2.108)
ou` le pre´-filtre discret
D(q−1)
C(q−1) correspond a` l’inverse du mode`le de bruit ARMA(v, r).
Il est a` noter que, dans ces deux dernie`res e´quations, les ope´rateurs discrets et
continus sont utilise´s afin d’indiquer la nature hybride du proble`me d’estimation. Ainsi,
les ope´rations telle que B(p)A(p)u(tk) impliquent que la variable u(tk) soit interpole´es.
La minimisation du crite`re d’erreur des moindres carre´s sur e(tk) e´tant a` la base de
l’estimation stochastique, l’e´quation (2.108) peut eˆtre conside´re´e sous la forme alternative
e(tk) = A(p)y
∗
f(tk)−B(p)uf(tk), (2.109)
ou` y∗f(tk) et uf(tk) repre´sentent les sorties e´chantillonne´es des ope´rations de pre´-filtrage
hybride (voir Fig. 2.18), a` savoir un filtrage a` temps continu de l’entre´e u et de la sortie
y∗ par le de´nominateur du mode`le du syste`me :
F optc (p) =
1
A(p)
, (2.110)
et un filtrage a` temps discret de l’erreur e par le mode`le inverse de bruit :
F optd (q
−1) =
D(q−1)
C(q−1) . (2.111)
En appliquant les deux filtres, l’erreur de pre´diction s’e´crit :
ϵ(tk) = y
∗
f (tk) + a1y
∗
f
(α1) (tk) + · · ·+ amAy∗f (αmA ) (tk)
− b0u(β0)f (tk)− b1u(β1)f (tk)− · · ·− bmBu(βmB )f (tk) , (2.112)
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u(tk)
y∗(tk)
yvi(tk)
ufc(t)
y∗fc(t)
yvifc(t)
ufc(tk)
y∗fc(tk)
yvifc(tk)
uf(tk)
y∗f(tk)
yvif (tk)1
A(p)
1
A(p)
1
A(p)
D(q−1)
C(q−1)
D(q−1)
C(q−1)
D(q−1)
C(q−1)
Solution TC
avec interpolation
de Fc(p)
Solution TD
Fd(q−1)
e´chantillonneur
bloqueur
Figure 2.18 – Ope´rations hybrides de pre´filtrage utilise´s pour l’estimation rivcf
ou` les de´rive´es filtre´es de l’entre´e et de la sortie⎧⎨
⎩u
(βi)
f (tk) = F
opt
d (q
−1)u(βi)fc (tk), i = 0, . . . , mB,
y
(αj)
f (tk) = F
opt
d (q
−1)y∗fc
(αj)(tk), j = 1, . . . , mA,
(2.113)
sont de´finies a` partir de⎧⎨
⎩u
(βi)
fc (t) = p
βiF optc (p)u(t), i = 0, . . . , mB,
y
(αj)
fc (t) = p
αjF optc (p)y
∗(t), j = 1, . . . , mA.
(2.114)
Les pre´-filtres ne´cessaires sont bien entendus plus complexes que dans l’algorithme
srivcf puisqu’ils ne´cessitent la mise en place d’ope´rations de filtrages hybrides (2.110) et
(2.111) comme le montre la Fig. 2.18.
2.4.1.1 – Estimateur optimal
Les mode`les du syste`me et de bruit n’e´tant pas connus en pratique, les me´thodes
d’estimation vi [Garnier et al., 2008, Young et al., 2006] ne´cessitent une de´marche
ite´rative. A chaque ite´ration, le mode`le auxiliaire, utilise´ pour ge´ne´rer a` la fois les instru-
ments et le pre´-filtre continu, ainsi que le mode`le de bruit, inverse du pre´-filtre discret,
sont mis a` jour, a` partir des parame`tres obtenus a` l’ite´ration pre´ce´dente. Les pre´-filtres
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optimaux F optc de (2.110) et F
opt
d de (2.111) sont respectivement remplace´s par
Fc,iter(p) =
1
Aˆ(p)
(2.115)
et
Fd,iter(q
−1) =
Dˆ(q−1)
Cˆ(q−1) , (2.116)
calcule´s ite´rativement ou` iter correspond au nume´ro de l’ite´ration et Aˆ, Cˆ et Dˆ corres-
pondent respectivement a` l’estimation de A calcule´e a` l’ite´ration pre´ce´dente (iter− 1), et
aux estimations de C et D calcule´es a` l’ite´ration courante (iter).
De plus, a` chaque ite´ration, la variable instrumentale est ge´ne´re´e a` partir de la sortie
du mode`le auxiliaire continu
yvi (t) =
Aˆ(p)
Bˆ(p)
u(t). (2.117)
Les de´rive´es filtre´es de l’entre´e, de la sortie et de la variable instrumentale sont
calcule´es a` chaque ite´ration par :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u(βi)f (tk) = Fd,iter(q
−1)u(βi)fc (tk), i = 0, . . . , mB,
y∗f
(αj )(tk) = Fd,iter(q−1)y∗fc
(αj)(tk), j = 1, . . . , mA,
yvif
(αj)(tk) = Fd,iter(q−1)yvifc
(αj )(tk), j = 1, . . . , mA,
u(βi)fc (t) = p
βiFc,iter(p)u(t), i = 0, . . . , mB,
y∗fc
(αj)(t) = pαjFc,iter(p)y∗(t), j = 1, . . . , mA,
yvif
(αj)(t) = pαjFc,iter(p)yvi(t), j = 1, . . . , mA.
(2.118)
On en de´duit alors le vecteur de re´gression ϕ∗f(tk) ainsi que le vecteur instrumental
ϕvif (tk) :
ϕ∗f(tk)
T =
[
uf (β0) (tk) , · · · , uf (βmB ) (tk) ,−y∗f (α1) (tk) , · · · ,−y∗f (αmA ) (tk)
]
,
ϕvif (tk)
T
=
[
uf (β0) (tk) , · · · , uf (βmB ) (tk) ,−yvif (α1) (tk) , · · · ,−yvif (αmA ) (tk)
]
,
(2.119)
qui de´pendent des estimations du vecteur de parame`tres ρ a` l’ite´ration iter− 1, ρˆiter−1, et
du vecteur de parame`tres η a` l’ite´ration iter, ηˆiter.
Le proble`me d’optimisation vi se formule alors selon
ρˆrivcfiter = argminρ
∥∥∥∥∥
[
1
K
K−1∑
k=0
ϕvif (tk)ϕ
∗
f(tk)
T
]
ρ−
[
1
K
K−1∑
k=0
ϕvif (tk)y
∗
f(tk)
]∥∥∥∥∥
2
, (2.120)
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dont la solution a` chaque ite´ration permet d’obtenir
ρˆrivcfiter =
[
K−1∑
k=0
ϕvif (tk)ϕ
∗
f (tk)
T
]−1 K−1∑
k=0
ϕvif (tk)y
∗
f(tk), (2.121)
ou sous la forme matricielle
ρˆrivcfiter =
[
Φvif
T
Φ∗f
]−1
Φvif
T
Y∗f , (2.122)
avec
Y∗f =
[
y∗f(t0), y
∗
f (t1) , . . . , y
∗
f (tK−1)
]T
,
Φ∗f =
[
ϕ∗f(t0),ϕ
∗
f (t1) , . . . ,ϕ
∗
f (tK−1)
]T
,
Φvif =
[
ϕvif (t0),ϕ
vi
f (t1) , . . . ,ϕ
vi
f (tK−1)
]T
. (2.123)
L’estimation du vecteur de parame`tres ηˆiter a` chaque ite´ration se fait, quant a` elle,
en appliquant n’importe quel algorithme d’estimation de mode`le ARMA ([Ljung, 1999,
So¨derstro¨m et Stoica, 1989]) sur l’erreur de sortie, assimile´e au bruit colore´ a` chaque
ite´ration :
ξˆ(tk) = y
∗(tk)− yvi(tk). (2.124)
L’estimation de la matrice de covariance Pρ de l’erreur d’estimation associe´e a` l’es-
time´ ρˆrivcf, obtenue lors de la convergence de ρˆrivcfiter , est donne´e par :
Pρˆrivcf = σˆ
2
[
K−1∑
k=0
ϕvif (tk)ϕ
vi
f (tk)
T
]−1
, (2.125)
ou` ϕvif (tk) est le vecteur instrumental obtenu apre`s convergence et σˆ
2 est l’estimation
empirique de la variance de l’erreur de pre´diction.
2.4.1.2 – Algorithme rivcf
L’estimateur de la variable instrumentale optimale rivcf , permettant d’obtenir une
estimation optimale des mode`les du syste`me et de bruit dans un contexte de bruit colore´,
est re´sume´ dans ce paragraphe.
E´tape 1 Initialisation
Utiliser l’algorithme srivcf de´crit au §2.3.1.2 p. 76 pour obtenir l’estimation a`
l’ite´ration iter = 1 du vecteur de parame`tres ρˆ1, cette estimation e´tant utilise´e pour
ge´ne´rer le pre´-filtre initial a` temps continu Fc,1(p). θˆ1 = [ρˆ1, ηˆ1]T ou` ηˆ1 est initialise´
a` un vecteur de 1.
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E´tape 2 Estimation ite´rative de la variable instrumentale et pre´-filtrage hy-
bride
faire
(i) iter = iter + 1
Ge´ne´rer le vecteur d’instruments yvi(t) a` partir de (2.117) et des parame`tres estime´s
a` l’ite´ration pre´ce´dente ρˆiter−1.
(ii) Mettre a` jour le filtre a` temps continu Fc,iter(p) dans (2.115) avec le nouveau
vecteur de parame`tres estime´s ρˆiter−1. Puis e´valuer les de´rive´es filtre´es de l’entre´e
u(t), de la sortie y∗(t) et la variable instrumentale yvi(t).
(iii) Obtenir un estime´ du vecteur de parame`tres du mode`le de bruit ηˆiter en
utilisant un algorithme d’estimation ARMA applique´ sur l’erreur de sortie ξˆ(tk)
(2.124).
(iv) Mettre a` jour le filtre a` temps discret Fd,iter(q−1) dans (2.116) avec le vecteur
de parame`tres estime´ ηˆiter. Puis, filtrer les de´rive´es des signaux calcule´s en (ii), a`
savoir les de´rive´es de ufc(tk), y
∗
fc(tk) et y
vi
fc(tk) (Fig. 2.18), afin de de´finir le vecteur
de re´gression ϕ∗f(tk) et le vecteur instrumental ϕ
vi
f (tk), conforme´ment a` (2.119).
(v) A partir de ces signaux filtre´s, calculer le nouveau vecteur de parame`tres ρˆiter
selon la formule (2.121). Le vecteur de parame`tres global θˆrivcfiter = [ρˆiter, ηˆiter]
T est
ainsi obtenu a` l’ite´ration iter.
tant que max
j
∣∣∣θˆj,rivcfiter − θˆj,rivcfiter−1 ∣∣∣ > ϵ
ou` θˆj,rivcfiter correspond au j
e`me e´le´ment du vecteur de parame`tres θˆrivcfiter obtenu a`
l’ite´ration iter.
E´tape 3 Estimation de l’erreur parame´trique
Calculer la matrice de covariance de l’erreur parame´trique des estime´s ρˆ a` partir de
l’e´quation (2.125).
2.4.1.3 – Proprie´te´s statistiques des estime´s rivcf
S’il y a convergence, les parame`tres estime´s rivcf sont asymptotiquement sans
biais et a` variance minimale quand le bruit additif a une distribution de probabilite´
gaussienne. Ce paragraphe pre´sente une analyse formelle ve´rifiant l’optimalite´ des estime´s
et confirmant par ailleurs l’inde´pendance asymptotique des parame`tres des mode`les du
syste`me et de bruit.
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– Optimalite´ de l’estimation rivcf
So¨derstro¨m et Stoica [1983] ont montre´, dans le cas de mode`les rationnels et dans
un contexte de bruit colore´, que la valeur minimale de la matrice de covariance Pρ
Pρ ≥ Poptρ , (2.126)
existe et est donne´e par la borne de Crame´r-Rao pour les me´thodes d’identification asymp-
totiquement sans biais [So¨derstro¨m et Stoica, 1983, Wellstead, 1978] :
Poptρ = σ
2
[
o
ϕ
vi
f (t)
o
ϕ
vi
f
T
(t)
]−1
, (2.127)
ou`
o
ϕ
vi
f (tk) est le vecteur optimal pre´-filtre´ vi non bruite´ associe´ au filtre optimal F (p) =
D(p)
C(p)A(p) et ou` σ
2 est la vraie variance du bruit.
Il est facile de de´montrer que la borne de Crame´r-Rao (2.127) s’applique aussi aux
syste`mes non entiers ou` le vecteur instrumental pre´-filtre´ s’e´crit :
o
ϕ
vi
f (tk) = F
opt(p)
[
u(β0) (tk) , · · · , u(βmB ) (tk) ,−yvi(α1) (tk) , · · · ,−yvi(αmA ) (tk)
]T
,
(2.128)
et ou` le filtre optimal correspond au de´nominateur du syste`me non entier associe´ au
mode`le inverse a` temps continu du bruit :
F opt(p) =
D(p)
C(p)A(p)
. (2.129)
Bien qu’il y n’y ait aucune de´monstration de convergence, l’algorithme converge
souvent vers le vrai mode`le de Box-Jenkins, lorsque le mode`le est dans la bonne classe de
syste`me, permettant ainsi de s’approcher de la borne de Crame´r-Rao.
Il est clair que le choix du vecteur de la variable instrumentale ϕvif et des pre´-filtres
continu (2.115) et discret (2.116) ont une influence non ne´gligeable sur la matrice de
covariance Pρˆrivcf issue de l’algorithme d’estimation vi.
– Inde´pendance asymptotique des parame`tres estime´s du mode`le du syste`me et
du mode`le de bruit
La motivation du maximum de vraisemblance de l’estimation vi [Young, 1976,
Young et al., 1996] est base´e sur la de´composition du proble`me d’estimation en deux
sous-proble`mes se´pare´s. Comme de´crit dans l’algorithme rivcf , tout d’abord, les pa-
rame`tres du mode`le du syste`me sont estime´s en supposant que les parame`tres du mode`le
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de bruit soient connus ; puis, les parame`tres du processus de bruit ARMA sont estime´s
sous l’hypothe`se que les parame`tres du syste`me soient connus.
Le the´ore`me suivant a d’abord e´te´ de´montre´ dans le cas discret dans [Pierce, 1972],
puis utilise´ dans le cas continu dans [Young et al., 2008]. Il peut aussi s’appliquer au cas
de mode`le de Box-Jenkins hybride non entier.
The´ore`me 2.4.1. Si dans le mode`le⎧⎪⎪⎨
⎪⎪⎩
y(t) = G (p)u(t)
ξ(tk) = H(q−1)e(tk)
y∗(tk) = y(tk) + ξ(tk),
(2.130)
(i) le signal e dans l’e´quation du mode`le de bruit ARMA est inde´pendant et identi-
quement distribue´ a` moyenne nulle, de variance σ2, de dissyme´trie k1 et de kurtosis
k2 ;
(ii) le mode`le est stable et identifiable ;
(iii) le signal u est persistant ;
alors les estime´s du maximum de vraisemblance de ρˆ, ηˆ et σˆ2 obtenus a` partir d’un
jeu de K donne´es, ont une distribution normale limite´e telle que les re´sultats sui-
vants tiennent :
(a) la matrice de covariance asymptotique des erreurs d’estimation associe´e a` ρˆ
est de la forme
Pρ =
σˆ2
K
[
plim
{
1
K
K−1∑
k=0
o
ϕ
vi
f (tk)
o
ϕ
vi
f (tk)
T
}]−1
(2.131)
(b) l’estime´ ηˆ est asymptotiquement inde´pendant de ρˆ et a une matrice de cova-
riance de la forme
Pη =
σˆ2
K
[
E
{
ψfd1(tk)ψ
T
fd1
(tk)
}]−1
(2.132)
(c) l’estime´ σˆ2 a une variance asymptotique (2σ4/K)(1 + 0.5k2) et, si k = 0, est
inde´pendant des estime´s au-dessus.
Dans la mesure ou` l’algorithme riv , et donc rivcf , de´coule du contexte de maxi-
mum de vraisemblance [Young et Jakeman, 1979, Young et al., 1996], les e´quations
(2.131) et (2.132) fournissent une estimation fiable des matrices de covariance associe´es
aux vecteurs de parame`tres ρ et η.
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Dans ce the´ore`me, ψfd1(tk) = Fd1(q
−1)ψ(tk) est le vecteur de bruit filtre´ de´fini par
ψfd1(tk)
T =
[
−efd1 (tk−1) , · · · ,−efd1 (tk−r) ,−ξfd1 (tk−1) , · · · ,−ξfd1 (tk−v)
]
(2.133)
ou` ξfd1 et efd1 sont obtenus, respectivement, en filtrant la variable de bruit colore´ ξ et la
variable de bruit blanc e par le pre´-filtre
Fd1(q
−1) =
Do(q−1)
Co(q−1) . (2.134)
2.4.1.4 – Exemple de simulation
Un exemple de simulation est propose´ pour illustrer l’ame´lioration apporte´e par
l’algorithme rivcf compare´e a` l’algorithme srivcf dans un contexte de bruit colore´.
Le syste`me de´crit au §2.3.1.4 p. 79 est repris :
G0(p) =
K (−Tpν + 1)(
( pω1 )
2ν + 2ζ1(
p
ω1
)ν + 1
)(
( pω2 )
2ν + 2ζ2(
p
ω2
)ν + 1
) , (2.135)
avec ν = 0.5, K = −1, T = 0.5, ω1 = 0.2 rad/s, ζ1 = −0.4, ω2 = 1 rad/s et ζ2 = −0.65.
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Figure 2.19 – Mode`les du syste`me (2.135) et de bruit (2.138) (Ts = 5.10−2 s)
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Les donne´es d’entre´e/sortie sont ge´ne´re´es par{
y (t) = G0 (p)u (t)
y∗ (tk) = y (tk) + ξ (tk)
, (2.136)
ou` ξ (tk) est un bruit additif colore´ de RSB = 10 dB ge´ne´re´ par
ξ (tk) = H
(
q−1
)−1
e (tk) (2.137)
et issu d’un processus ARMA(2,1) :
H (q−1) = 1 + 0.920q−1
1− 1.960q−1 + 0.970q−2 . (2.138)
Le produit de H par un gain permet de modifier le niveau de bruit sur la sortie.
Les diagrammes de Bode des mode`les du syste`me et de bruit sont trace´s sur la Fig.
2.19.
Le signal d’entre´e u est une SBPA d’amplitude comprise entre −5 et 5 dont la densite´
spectrale de puissance est donne´e sur la Fig. 2.8. Les donne´es de sortie du mode`le du
syste`me ainsi qu’une re´alisation du bruit blanc et du bruit colore´ re´sultant sont trace´es
respectivement sur les Fig. 2.20 et Fig. 2.21. La pe´riode d’e´chantillonnage est fixe´e a`
Ts = 5.10−2s comme pre´ce´demment.
0 20 40 60 80 100
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
 
 
y∗
,y
temps (s)
y
y∗
Figure 2.20 – Signal de sortie du mode`le du syste`me (2.136)
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Figure 2.21 – Signaux d’entre´e/sortie du mode`le de bruit (2.138)
Afin d’eˆtre dans la meˆme classe de mode`le que le “vrai” syste`me, la structure du
mode`le du syste`me est fixe´e a`
G(p) =
b1pν + b0
a4p4ν + a3p3ν + a1p2ν + a1pν + 1
, (2.139)
et celle du mode`le de bruit a`
H (q−1) = 1 + c1q−1
1 + d1q−1 + d2q−2
. (2.140)
Quel que soit le gain multipliant H pour modifier le niveau de bruit sur la sortie, les algo-
rithmes d’estimation des mode`les de bruit ARMA n’identifient que des mode`les normalise´s
(c0 = 1 et d0 = 1).
Les instruments sont calcule´s selon l’algorithme ite´ratif rivcf , e´nonce´ au §2.4.1.2
p.105, permettant ainsi d’aﬃner l’estimation parame´trique. L’ordre commensurable du
mode`le est suppose´ connu (ν = 0.5) et seuls les coeﬃcients du mode`le du syste`me et du
mode`le de bruit sont estime´s.
Une analyse par simulation de Monte-Carlo (MCS) de 200 re´alisations est eﬀectue´e
avec un bruit blanc gaussien additif, en entre´e du mode`le de bruit ARMA, diﬀe´rent pour
chaque re´alisation. Les re´sultats de cette analyse obtenus a` partir des algorithmes srivcf
et de la rivcf figurent au Tab. 2.6 et sont illustre´s sur la Fig. 2.22.
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vrai srivcf rivcf (SR) rivcf
θ
˙ˆ
θ σ θˆ σ θˆ σ
a4 25 24.837 1.444 25.001 0.559 25.000 0.396
a3 -36.5 -36.265 1.688 -36.487 0.732 -36.505 0.512
a2 31.2 31.073 1.117 31.19 0.559 31.201 0.356
a1 -5.3 -5.277 0.277 -5.301 0.097 -5.301 0.085
b1 0.5 0.516 0.138 0.499 0.012 0.500 0.011
b0 -1 -1.003 0.057 -0.998 0.023 -0.999 0.021
c1 0.920 0.922 4.94 10−3 0.920 4.70 10−3
d2 0.970 0.968 3.34 10−3 0.970 3.06 10−3
d1 -1.960 -1.964 3.29 10−3 -1.960 3.04 10−3
Table 2.6 – Parame`tres du mode`le (2.80) e´value´s par les me´thodes srivcf , rivcf (SR :
Single Run) et rivcf (θˆ est la moyenne et σ l’e´cart-type), pour un niveau de bruit RSB =
10 dB
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Figure 2.22 – Poˆles en pν estime´s par les me´thodes srivcf , rivcf (SR) et rivcf pour
les 200 re´alisations de Monte-Carlo ou` ‘+’ repre´sente les vrais poˆles en pν
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A partir des deux premie`res lignes du Tab. 2.6, la me´thode srivcf re´ve`le des
re´sultats satisfaisants : les estime´s sont asymptotiquement sans biais mais a` variance non
minimale. L’algorithme hybride rivcf ame´liore nettement cette variance (voir l’e´cart-type
σθ de chaque parame`tre estime´). De plus, cette approche ge´ne`re des estime´s du mode`le de
bruit ARMA cohe´rents : une seule ite´ration ne suﬃt pas pour avoir une bonne estimation
du mode`le de bruit, en revanche, l’algorithme ite´ratif permet de converger vers le vrai
mode`le de bruit.
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Figure 2.23 – Diagrammes de Bode du vrai syste`me (−), et des mode`les obtenus pour 200
re´alisations de Monte-Carlo par la me´thode srivcf (−.−) et par la me´thode rivcf (−−)
Les diagrammes de Bode des mode`les identifie´s par la me´thode srivcf et la me´thode
rivcf sont trace´s sur la Fig. 2.23 pour les mode`les continus identifie´s du syste`me, et sur
la Fig. 2.24 pour les mode`les de bruit discrets identifie´s avec un RSB = 10dB. Sur la Fig.
2.23, les diagrammes de gain des 200 mode`les identifie´s par l’algorithme rivcf co¨ıncident
parfaitement avec le vrai syste`me ; les 200 mode`les identifie´s par la srivcf convergent
e´galement vers le vrai syste`me mais avec une dispersion plus importante. Sur la Fig. 2.24,
les diagrammes de gain des 200 mode`les de bruit identifie´s co¨ıncident parfaitement avec le
vrai mode`le de bruit. Cette simulation deMonte-Carlo permet ainsi de valider la me´thode
rivcf et montre son eﬃcacite´ compte-tenu du niveau de bruit conside´re´.
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Figure 2.24 – Diagrammes de Bode du vrai mode`le de bruit (−) et des mode`les obtenus
pour 200 re´alisations de Monte-Carlo par la me´thode rivcf (−−)
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Figure 2.25 – Fonction d’autocorre´lation normalise´e (en 0, l’amplitude vaut 1) de l’erreur
de simulation issue de la me´thode srivcf ainsi que l’intervalle de confiance ! a` 99%.
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Figure 2.26 – Fonction d’autocorre´lation normalise´e (en 0, l’amplitude vaut 1) de l’erreur
de simulation ainsi que l’intervalle de confiance ! a` 99%
A titre comparatif, en conservant une structure du mode`le (2.139), l’identification
du mode`le du syste`me par la me´thode srivcf avec un mode`le de bruit suppose´ blanc
(H(q−1) = 1) pour un jeu de donne´es quelconques conduit a` :
G(p) =
0.674pν − 1.044
22.673p4ν − 33.830p3ν + 29.600p2ν − 4.996pν + 1 . (2.141)
Les coeﬃcients estime´s par la me´thode srivcf s’e´loignent des vrais coeﬃcients du
mode`le du syste`me. En eﬀet, le Tab. 2.6 montre une variance importante sur les pa-
rame`tres estime´s par la me´thode srivcf .
La fonction d’autocorre´lation de l’erreur de simulation (Fig. 2.25) montre que celle-
ci ne satisfait pas au test de blancheur pour un intervalle de confiance a` 99%. La me´thode
srivcf ne permet donc pas de capturer toute la dynamique du syste`me et du bruit.
Un test de blancheur de l’erreur de simulation est eﬀectue´e sur une des re´alisations
de Monte-Carlo afin de ve´rifier que l’erreur de simulation corresponde a` un bruit blanc
(voir Fig. 2.26). Les fonctions d’auto-corre´lation normalise´es de l’erreur de simulation
estime´e et l’erreur de simulation re´elle sont identiques et pre´sentent la meˆme allure. On
retrouve bien les fonctions d’auto-corre´lation de l’erreur de simulation a` l’inte´rieur de la
zone de confiance a` 99 % : l’erreur de simulation estime´e est donc blanche.
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Une simulation de Monte-Carlo a e´te´ eﬀectue´e avec un bruit colore´ de RSB =
0dB. Les re´sultats de cette e´tude sont reporte´s sur le Tab. 2.7 et sur la Fig. 2.27 et les
diagrammes de Bode des mode`les du syste`me et de bruit sont trace´s sur les Fig. 2.28
et Fig. 2.29. Malgre´ un niveau de bruit e´leve´, l’algorithme rivcf converge vers les vrais
parame`tres.
vrai rivcf 10 dB rivcf 0dB
θ
˙ˆ
θ σ θˆ σ
a4 25 25.001 0.396 24.963 1.275
a3 -36.5 -36.504 0.511 -36.472 1.642
a2 31.2 31.202 0.355 31.177 1.186
a1 -5.3 -5.301 0.083 -5.283 0.294
b1 0.5 0.500 0.012 0.501 0.038
b0 -1 -1.001 0.022 -1.003 0.073
Table 2.7 – Comparaison de la me´thode srivcf pour diﬀe´rents niveaux de bruit RSB =
10dB et RSB = 0dB (θˆ est la moyenne et σ l’e´cart-type)
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Figure 2.27 – Comparaison de la me´thode rivcf pour diﬀe´rents niveaux de bruit RSB =
10dB et RSB = 0dB
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Figure 2.28 – Diagramme de Bode des mode`les estime´s pour 200 re´alisations de Monte-
Carlo avec RSB = 0dB : vrai syste`me (−), les mode`les identifie´s par la me´thode
srivcf (−.−) et les mode`les identifie´s par la me´thode rivcf (−.−)
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Figure 2.29 – Diagrammes de Bode du vrai mode`le de bruit (−) et des mode`les obtenus
pour 200 re´alisations de Monte-Carlo par la me´thode rivcf (−−)
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2.4.1.5 – Re´sume´ de la me´thode rivcf
Un estimateur optimale en pre´sence de bruit colore´ est propose´ pour les syste`mes
fractionnaires : rivcf. Il est base´ sur les mode`les hybrides de Box-Jenkins, ou` le mode`le
du syste`me est non entier et a` temps continu et le mode`le de bruit est un processus AR
ou ARMA a` temps discret.
L’exemple de simulation a mis en e´vidence les avantages ainsi que l’eﬃcacite´ de
l’algorithme rivcf compare´ a` l’algorithme srivcf qui ne tient pas compte du mode`le de
bruit. Cet estimateur est asymptotiquement sans biais et a` variance minimale en pre´sence
d’un bruit colore´.
En pratique, les ordres de de´rivation ne sont pas ne´cessairement connus et pourraient
eˆtre optimise´s par une me´thode de type gradient.
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2.4.2 – Variable instrumentale optimale pour des mode`les de type
Box-Jenkins avec optimisation des ordres de de´rivation
(oorivcf )
Lorsque le mode`le continu du syste`me :
G (p) =
B(p)
A(p)
=
mB∑
i=0
bipβi
1 +
mA∑
j=1
ajpαj
, (2.142)
et le mode`le discret de bruit :
H(q−1) = C(q
−1)
D(q−1) =
v∑
i=0
ciq−i
1 +
r∑
j=1
djq−j
, (2.143)
sont utilise´s et lorsque les ordres de de´rivation sont inconnus, le vecteur de parame`tres
θ =
⎡
⎢⎢⎣
ρ
η
γ
⎤
⎥⎥⎦ , (2.144)
se compose du vecteur des mA +mB + 1 coeﬃcients du mode`le du syste`me
ρ = [b0, b1, . . . , bmB , a1, . . . , amA ]
T ,
du vecteur des r + v + 1 coeﬃcients du mode`le de bruit :
η = [c0, c1, . . . , cv, d1, . . . , dr]
T ,
et du vecteur des mA +mB + 1 ordres de de´rivation du mode`le du syste`me
γ = [β0, . . . , βmB ,α1, . . . ,αmA ]
T .
Les vecteurs de coeﬃcients ρ et η sont optimise´s par la me´thode rivcf , et seul le
vecteur des ordres de de´rivation γ est optimise´ par une technique de PNL. Cependant
estimer tous les ordres de de´rivations ne´cessite de calculer mA +mB + 1 termes en plus
des mA + mB + r + v + 2 coeﬃcients. De plus, si mA et/ou mB sont grands, le crite`re
d’erreur peut pre´senter plusieurs minima et les algorithmes de PNL peuvent converger
vers des minima locaux avec une complexite´ calculatoire e´leve´e.
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Afin de re´duire le nombre de parame`tres a` estimer par PNL, et en conservant le
mode`le de bruit (2.143), un mode`le commensurable peut eˆtre choisi pour le mode`le du
syste`me
G (p) =
m∑
i=0
bipiν
1 +
n∑
j=1
ajpjν
, (2.145)
ou` mA +mB + r + v + 3 parame`tres sont estime´s.
Le vecteur des ordres de de´rivation γ de (2.144) se re´duit alors a` un seul ordre de
de´rivation, l’ordre commensurable,
γ = ν.
Selon le mode`le du syste`me choisi, (2.142) ou (2.145), le vecteur des ordres γ est
estime´ ite´rativement par des techniques de PNL en minimisant la norme L2
J(θ) =
1
2
ε(t, θ)Tε(t, θ), (2.146)
de l’erreur de sortie disre´tise´e
ε(tk, θ) = H(q−1) (y∗(tk)− yˆ(tk)) , (2.147)
ou` le mode`le de bruit s’e´crit H(q−1) = D(q−1)C(q−1) et ou` la sortie estime´e s’exprime par la
discre´tisation de l’expression yˆ(t) = G(p)u(t).
En ge´ne´ral, le crite`re d’erreur J est minimise´e par des techniques nume´riques et
ite´ratives dont les grandes lignes sont e´nonce´es au §2.3.2.1, p. 92. Connaissant l’eﬃcacite´
de la me´thode oosrivcf dans un contexte de bruit blanc, une approche similaire est
propose´e dans la suite pour un contexte de bruit colore´.
Comme pour l’algorithme oorivcf , l’algorithme de Gauss-Newton est utilise´ pour
l’optimisation des ordres de de´rivation et une estimation de la variance des ordres de
de´rivation peut eˆtre de´duite a` partir du Hessien approche´ [So¨derstro¨m et Stoica, 1989]
selon la formule suivante :
Pγˆ = σˆ
2H−1app, (2.148)
ou` σˆ2 repre´sente l’estimation de la variance de l’erreur re´siduelle.
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2.4.2.1 – Estimation de tous les ordres de de´rivation du mode`le du syste`me
(2.142)
La me´thode de Gauss-Newton est choisie pour l’estimation des ordres de de´rivation :
γiter+1 = γiter − λ
[
H−1app
∂J
∂γ
]∣∣∣∣
γ=γiter
, (2.149)
Le gradient ∂J∂γ est de´fini par
∂J
∂γ
= 2
∂ε
∂γ
T
ε, (2.150)
et le Hessien approche´ par
Happ = 2
∂ε
∂γ
T ∂ε
∂γ
. (2.151)
Les sensibilite´s du vecteur de l’erreur ε par rapport aux parame`tres, ne´cessaires pour
l’e´valuation du gradient ∂J∂γ et du Hessien approche´ Happ, se calculent en fonction de la
sensibilite´ du mode`le par rapport au vecteur de parame`tres :
∂ε
∂γ
= −D(q
−1)
C(q−1)
∂yˆ
∂γ
ou`
∂yˆ
∂γ
=
[
∂yˆ
∂β0
, . . . ,
∂yˆ
∂βmB
,
∂yˆ
∂α1
, . . . ,
∂yˆ
∂αmA
]T
,
avec
∂yˆ (t, θ)
∂βl
(t) =
bl ln(p)pβl
1 +
mA∑
j=1
ajpαj
u(t), pour l = 0, . . . , mB,
∂yˆ (t, θ)
∂αl
(t) =
−al ln(p)
mB∑
i=0
bipβi+αl(
1 +
mA∑
j=1
ajpαj
)2 u(t), pour l = 1, . . . , mA.
Toutefois, le calcul de ces fonctions de sensibilite´ ∂yˆ∂γ est proble´matique compte tenu
du terme ln(p). Ainsi, la de´rive´e ∂ε∂γ est calcule´e nume´riquement plutoˆt qu’analytiquement.
2.4.2.2 – Estimation de l’ordre commensurable du mode`le du syste`me (2.145)
Par soucis de convergence vers un minimum global et de re´duction de nombre de pa-
rame`tres a` estimer, une proce´dure d’optimisation de l’ordre commensurable est propose´e
telle que pre´sente´e au paragraphe 2.3.2.3 p.94. Seul l’ordre commensurable est estime´ par
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la me´thode de Gauss-Newton, et les coeﬃcients des mode`les complets sont estime´s par la
rivcf : mA +mB + r + v + 3 parame`tres sont alors estime´s.
Le vecteur des ordres, se re´duisant alors a` l’ordre commensurable νiter+1 a` l’ite´ration
iter + 1, de´pend de sa valeur pre´ce´dente et d’un terme de correction selon :
νiter+1 = νiter − λ
[
H−1app
∂J
∂γ
]∣∣∣∣
ν=νiter
. (2.152)
Le gradient ∂J∂γ et le Hessien approche´ Happ sont alors de´finis respectivement par
(2.150) et (2.151).
La sensibilite´ du vecteur de l’erreur ε par rapport a` l’ordre commensurable, ne´cessaire
pour l’e´valuation du gradient ∂J∂γ et du Hessien approche´ Happ, est de´finie en fonction de
la sensibilite´ de la sortie du mode`le par rapport a` ce parame`tre :
∂ε
∂γ
= −D(q
−1)
C(q−1)
∂yˆ
∂γ
ou`
∂yˆ
∂γ
=
∂yˆ
∂ν
,
avec
∂yˆ
∂ν
(t) = ln(p)
n∑
i=0
ibipiν +
n∑
i=0
m∑
j=1
(i− j) biajp(i+j)ν(
1 +
n∑
j=1
ajpjν
)2 u (t) . (2.153)
Toutefois, le calcul de la fonction de sensibilite´ ∂yˆ∂ν e´tant proble´matique compte tenu du
terme ln(p), la de´rive´e ∂ε∂ν est calcule´e nume´riquement plutoˆt qu’analytiquement.
2.4.2.3 – Algorithme d’optimisation des ordres de de´rivation : oorivcf
L’algorithme propose´ permet d’estimer le vecteur de parame`tres de (2.144) selon la
me´thode de Gauss-Newton pour les ordres de de´rivation γ et selon la rivcf pour les coeﬃ-
cients du mode`le du syste`me et du mode`le de bruit : il est intitule´ oorivcf (Optimisation
des Ordres combine´e a` la rivcf ou en anglais Order Ooptimization combined with rivcf).
Bien que ce type d’algorithme n’ait aucune preuve de convergence, en pratique il converge
tre`s souvent vers un minimum du crite`re (2.146).
E´tape 1 Initialisation
Initialiser γ0
122
Chapitre 2 – Identification par mode`le non entier
Calculer ρ0 et η0 par la me´thode rivcf
e´valuer J(θ0)
iter = 0
E´tape 2 Me´thode d’optimisation de Gauss-Newton
faire
Initialiser λ = Λ
faire
(i) Aﬃner l’ordre pour converger jusqu’ au minimum :
γiter+1 = γiter − λ
[
H−1app
∂J
∂γ
]∣∣∣
γiter
(ii) Calculer ρiter et ηiter par la rivcf
(iii) E´valuer le crite`re d’erreur : J(θiter+1).
(iv) λ = λ/2
tant que J(θiter+1) > J(θiter) ou |J(θiter+1)− J(θiter)| > ϵ1
iter = iter + 1
tant que max
l
∣∣γliter − γliter−1∣∣ > ϵ2
E´tape 3 Estimation de l’erreur parame´trique
Apre`s convergence, calculer la matrice de covariance de l’erreur parame´trique es-
time´e Pγˆ associe´e a` l’estime´ γˆ par l’expression (2.148).
L’e´tape (iv) permet de re´duire le pas afin d’augmenter la pre´cision autour d’un
minimum local.
Remarque
L’algorithme propose´ est identique que l’on estime le vecteur des ordres de de´rivation
ou uniquement l’ordre commensurable ν. Pour ce dernier, on aurait un seul ordre
de de´rivation a` estimer par PNL, et la condition d’arreˆt se re´sumerait alors a`
|νiter − νiter−1| > ϵ2.
2.4.2.4 – Exemple de simulation
Le syste`me de´crit au §2.4.1.4 p.109 est repris :
G0(p) =
K (−Tpν + 1)(
( pω1 )
2ν + 2ζ1(
p
ω1
)ν + 1
)(
( pω2 )
2ν + 2ζ2(
p
ω2
)ν + 1
) , (2.154)
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avec ν = 0.5, K = −1, T = 0.5, ω1 = 0.2 rad/s, ζ1 = −0.4, ω2 = 1 rad/s et ζ2 = −0.65.
Les donne´es d’entre´e/sortie sont ge´ne´re´s par{
y (t) = G0 (p)u (t)
y∗ (tk) = y (tk) + ξ (tk)
, (2.155)
ou` ξ (tk) est un bruit additif colore´ ge´ne´re´ par
ξ (tk) = H
(
q−1
)−1
e (tk) , (2.156)
et issu d’un processus ARMA(2,1) :
H (q−1) = 1 + 0.920q−1
1− 1.960q−1 + 0.970q−2 . (2.157)
Comme dans l’exemple pre´ce´dent, les donne´es d’entre´e/sortie sont identiques et
e´chantillonne´es avec une pe´riode Ts = 5.10−2 s. Le signal d’entre´e u est une SBPA d’am-
plitude comprise entre −5 et 5 (voir Fig. 2.20), et l’entre´e du mode`le de bruit est un
bruit blanc (voir Fig. 2.21). Comme vu dans l’exemple de simulation de la me´thode rivcf
§2.4.1.4 p.109, les fonctions d’auto-corre´lation du bruit en entre´e e et du bruit colore´ ξ
sont identiques. La fonction d’auto-corre´lation du bruit colore´ ξ pre´sente une allure non
homoge`ne, caracte´ristique d’un bruit non blanc.
Afin d’eˆtre dans la meˆme classe de mode`le que le “vrai” syste`me, la structure du
mode`le du syste`me est fixe´e a`
G(p) =
b1pν + b0
a4p4ν + a3p3ν + a2p2ν + a1pν + 1
, (2.158)
et celle du mode`le de bruit a`
H (q−1) = 1 + c1q−1
1 + d1q−1 + d2q−2
. (2.159)
Le mode`le (2.158) e´tant commensurable, seule l’optimisation de l’ordre commensu-
rable ν, par minimisation du crite`re J (2.146), ne´cessite une programmation non line´aire.
Les coeﬃcients des mode`les du syste`me et de bruit sont estime´s par la me´thode rivcf .
Comme dans le cas de la oosrivcf , l’algorithme oorivcf doit eˆtre initialise´ dans une
zone continue a` proximite´ du minimum global pour qu’il y converge.
Trois simulations de Monte-Carlo de 200 re´alisations chacune sont eﬀectue´es pour
trois niveaux de bruit colore´ diﬀe´rents avec ν0 = 0.3 : RSB = 20 dB, RSB = 15 dB et
RSB = 10 dB. La me´thode oorivcf converge vers le vrai ordre commensurable ν = 0.5
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Figure 2.30 – Histogramme de l’ordre commensurable estime´ pour 200 re´alisations de
Monte-Carlo obtenus par la oorivcf
du syste`me simule´. La Fig. 2.30 et la Fig. 2.31 illustrent l’acuite´ de cet algorithme aussi
bien pour l’estimation de l’ordre commensurable que pour la consistence des poˆles en pν
estime´s malgre´ le bruit.
Pour diﬀe´rents niveaux de RSB, les simulations de Monte-Carlo re´ve`lent une esti-
mation de l’ordre commensurable tre`s pre´cise avec une valeur moyenne tre`s proche du vrai
ordre commensurable et un faible e´cart-type comme le montre le Tab. 2.6. Connaissant
les performances et l’eﬃcacite´ de la rivcf (§2.4.1 p.101), la me´thode oorivcf fournit
une estimation asymptotiquement sans biais de l’ordre commensurable. D’autre part, la
variance estime´e analytiquement de l’ordre commensurable par la formule (2.148) est tre`s
proche de la variance estime´e statistiquement (voir Tab. 2.7).
A titre comparatif, en conservant une structure du mode`le (2.158), l’identification
du mode`le du syste`me par la me´thode oosrivcf avec un mode`le de bruit suppose´ blanc
(H(q−1) = 1) a conduit pour un jeu de donne´es a` :
G(p) =
0.456pν − 1.025
27.357p4ν − 39.774p3ν + 33.761p2ν − 5.685pν + 1 avec ν = 0.502. (2.160)
L’ordre commensurable est correctement estime´, cependant, les coeﬃcients le sont
moins.
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Figure 2.31 – Poˆles en pν estime´s pour les 200 re´alisations de Monte-Carlo ou` ‘+’
repre´sente les vrais poˆles en pν
vrai rivcf RSB=20 dB rivcf RSB=15 dB rivcf RSB=10 dB
θ
˙ˆ
θ σ θˆ σ θˆ σ
a4 25 24.994 0.166 25.003 0.271 25.012 0.499
a3 -36.5 -36.484 0.164 -36.479 0.288 -36.473 0.526
a2 31.2 31.183 0.135 31.194 0.227 31.196 0.417
a1 -5.3 -5.297 0.054 -5.291 0.082 -5.283 0.156
b1 0.5 0.500 7.74 10−3 0.501 1.21 10−2 0.501 2.28 10−2
b0 -1 -1.000 1.24 10−2 -1.001 1.90 10−2 -1.002 3.50 10−2
c1 0.920 0.920 4.47 10−3 0.920 4.68 10−3 0.920 4.68 10−3
d2 0.970 0.970 2.96 10−3 0.970 3.05 10−3 0.970 3.06 10−3
d1 -1.960 -1.960 2.93 10−3 -1.960 3.05 10−3 -1.960 3.05 10−3
ν 0.5 0.500 1.26 10−3 0.500 1.99 10−3 0.500 3.70 10−3
Table 2.8 – Parame`tres du mode`le (2.80) e´value´s par la me´thode oorivcf (θˆ est la
moyenne et σ l’e´cart-type), pour diﬀe´rents niveaux de bruit
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RSB=20 dB RSB=15 dB RSB=10 dB
Pν,analytique 3.52 10−11 1.84 10−10 3.65 10−10
Pν,statistique 3.35 10−11 1.97 10−10 3.69 10−10
Table 2.9 – Variances estime´es et obtenues statistiquement pour diﬀe´rents niveaux de
bruit
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Figure 2.32 – Fonction d’autocorre´lation normalise´e (en 0, l’amplitude vaut 1) de l’erreur
de simulation issue de la me´thode oosrivcf ainsi que l’intervalle de confiance ! a` 99%.
127
Chapitre 2 – Identification par mode`le non entier
La fonction d’autocorre´lation de l’erreur de simulation, trace´e sur la Fig. 2.32,
montre que celle-ci ne satisfait pas au test de blancheur pour un intervalle de confiance
a` 99%. La me´thode oosrivcf ne permet donc pas de capturer toute la dynamique du
syste`me et du bruit.
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Figure 2.33 – Fonction d’autocorre´lation normalise´e (en 0, l’amplitude vaut 1) de l’erreur
de simulation ainsi que l’intervalle de confiance ! a` 99%.
Un test de blancheur de l’erreur de simulation est eﬀectue´e sur une re´alisation de
Monte-Carlo afin de ve´rifier que l’erreur de simulation correspond a` un bruit blanc (voir
Fig. 2.33). Les fonctions d’auto-corre´lation normalise´es de l’erreur de simulation estime´e et
de l’erreur de simulation re´elle sont identiques et sont a` l’inte´rieur de la zone de confiance
a` 99% : la blancheur de l’erreur re´siduelle est donc valide´e.
2.4.2.5 – Re´sume´ de la me´thode oorivcf
Dans un contexte de bruit colore´, les diﬀe´rentes approches par erreur d’e´quation ou
par erreur de sortie qui ne prennent pas en compte le mode`le de bruit sont moins adapte´es
que celles qui prennent en compte le mode`le du bruit comme la rivcf et la oorivcf .
Dans un contexte de bruit gaussien colore´, la rivcf est l’estimateur optimal (va-
128
Chapitre 2 – Identification par mode`le non entier
riance minimale et asymptotiquement sans biais) quand la connaissance a priori permet
de fixer les ordres de de´rivation. Dans le cas contraire, l’algorithme oorivcf e´tablit une
approche permettant d’estimer les ordres de de´rivation.
Le crite`re d’erreur e´tant e´troitement lie´ aux ordres de de´rivation, l’estimation des
ordres de de´rivation se fait en utilisant une technique de programmation non line´aire,
celle de Gauss-Newton. Cependant, plus le nombre d’ordres de de´rivation est grand, plus
la convergence vers le minimum global est compromise. Pour diminuer ce nombre de pa-
rame`tres, l’optimisation de l’ordre commensurable est propose´e. D’autre part, la variance
de l’ordre commensurable peut eˆtre e´value´e the´oriquement en utilisant l’estimation du
Hessien approche´. Un exemple de simulation illustre l’eﬃcacite´ de la me´thode oorivcf
pour l’estimation de l’ordre commensurable.
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2.5 – Conclusion
Les ordres de de´rivation non entiers permettent d’obtenir des mode`les plus com-
pacts, adapte´s a` la mode´lisation de la diﬀusion thermique, e´lectrochimique, biologique,
visco-e´lastique, etc. Apre`s avoir choisi la structure du mode`le figeant ainsi le nombre de
parame`tres, l’utilisateur est confronte´ au proble`me de l’estimation des ordres de de´rivation
qui vient se rajouter a` l’estimation des coeﬃcients.
Un e´tat de l’art des me´thodes d’identification par mode`le non entier est d’abord
pre´sente´ dans ce chapitre. Deux types de mode`les ont e´te´ principalement de´taille´s : les
mode`les a` erreur de sortie, ou` les coeﬃcients et les ordres de de´rivation sont estime´s, et
les mode`les a` erreur d’e´quation, ou` seuls les coeﬃcients sont calcule´s. Si le nombre de
parame`tres est grand, une fac¸on de le re´duire consiste a` optimiser l’ordre commensurable
au lieu d’optimiser tous les ordres de de´rivation.
Jusqu’a` pre´sent les algorithmes d’identification par mode`le non entier ont e´te´ de´velop-
pe´s uniquement dans un contexte de bruit blanc, ou par facilite´ dans un contexte de
bruit colore´ spe´cifique aux mode`les ARX. En se plac¸ant dans un contexte de bruit colore´
quelconque, ces algorithmes sont inadapte´s, introduisant un biais dans l’estimation pa-
rame´trique du mode`le du syste`me. Une des contributions majeures de ce chapitre
est la mise en place de mode`les hybrides de type Box-Jenkins ou` le mode`le a`
temps continu du syste`me est non entier et ou` le mode`le de bruit est a` temps
discret.
Nos contributions se sont oriente´es vers l’estimateur de la variable instrumentale
optimale a` la fois en pre´sence de bruit blanc et de bruit colore´. Cet estimateur optimal se
fonde sur les filtres optimaux qui s’appuient sur le mode`le du syste`me lorsque le bruit est
blanc, et sur le mode`le du syste`me et le mode`le de bruit lorsque le bruit est colore´. Ainsi,
des algorithmes d’estimation parame´trique asymptotiquement sans biais et a` variance
minimale sont de´veloppe´s permettant d’estimer :
– les coeﬃcients lorsque la connaissance a priori permet de fixer les ordres de
de´rivation ; l’algorithme srivcf permet en conse´quence d’estimer les coeﬃcients
du mode`le du syste`me lorsque le bruit est blanc et l’algorithme rivcf permet
d’estimer les coeﬃcients du mode`le du syste`me et du mode`le de bruit lorsque le
bruit est colore´ ;
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– les coeﬃcients et les ordres de de´rivation, lorsque la connaissance a priori ne le
permet pas ; l’algorithme oosrivcf permet ainsi d’estimer les coeﬃcients et les
ordres de de´rivation du mode`le du syste`me lorsque le bruit est blanc et l’algorithme
oorivcf permet d’estimer les coeﬃcients des mode`le du syste`me et du mode`le de
bruit ainsi que les ordres de de´rivation du mode`le du syste`me lorsque le bruit est
colore´.
Tout au long de ce chapitre, nous nous sommes attache´s a` de´velopper des me´thodes
d’identification totalement inde´pendantes des me´thodes de simulation de syste`mes non
entiers.
Lorsque le nombre de parame`tres du mode`le non entier est inconnu, une des perspec-
tives inte´ressantes est d’utiliser des techniques de de´termination du nombre de parame`tres
base´es sur la minimisation d’un crite`re de type AIC ou Young permettant ainsi de trouver
les structures du mode`le du syste`me et du mode`le de bruit les plus ade´quates.
De nombreux syste`mes physiques e´tant multivariables, il serait utile d’e´tendre les
algorithmes de´veloppe´s dans cette the`se au cas multivariable en pre´sence de bruit colore´.
Il serait e´galement inte´ressant de de´velopper des algorithmes d’identification a` Erreur
en les Variables permettant non seulement de tenir compte d’un bruit additif en sortie
mais aussi d’un bruit additif en entre´e pouvant eˆtre aussi bien blanc que colore´.
Ces dernie`res anne´es ont vu apparaˆıtre des me´thodes d’identification en boucle
ferme´e qui pourraient elles aussi eˆtre adapte´es au cas des mode`les non entiers.
Une autre perspective inte´ressante est la prise en compte des conditions initiales lors
de l’identification de syste`me par mode`le non entier. Cet objectif ne peut pas eˆtre atteint
aussi simplement que dans le cas entier car la de´rivation non entie`re ne´cessite la prise en
compte de tout le passe´ du signal. Il a e´te´ montre´ dans [Lorenzo et Hartley, 2000, Sabatier
et al., 2010a] que l’eﬀet du passe´ peut eˆtre pris en compte par une fonction d’initialisation
au lieu d’un nombre fini de points.
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3.1 – Introduction
Les asservissements ont une longue histoire dans l’inge´nierie. En 1681, Hooke a
introduit un syste`me me´canique a` boules tournant autour d’un axe et dont la vitesse
de rotation e´tait directement proportionnelle a` celle du moulin a` vent : plus les boules
tournent vite, plus elles s’e´loignent de l’axe actionnant les ailes du moulin afin de re´duire
la vitesse de rotation. Avec la re´volution industrielle, Watt adapta ce re´gulateur a` boules
pour les machines a` vapeur : plus les boules tournent vite, plus elles ouvrent une sou-
pape qui laisse e´chapper la vapeur. En baissant la pression de la chaudie`re, la vitesse
diminue. Le proble`me majeur consistait a` maintenir une vitesse de la machine constante
malgre´ les variations de charge. En 1868, le physicien Maxwell publia une premie`re ana-
lyse mathe´matique expliquant certains comportements observe´s sur les re´gulateurs en
service a` l’e´poque. Ce fut alors le de´part de nombreux travaux sur la stabilite´ dont on
citera principalement ceux des mathe´maticiens Hurwitz et Routh. Jusque dans les anne´es
50, tous les de´veloppements s’eﬀectuaient dans le cadre des syste`mes line´aires monova-
riables. Ce n’est qu’apre`s que les de´veloppements the´oriques et technologiques permirent
le traitement des syste`mes multivariables line´aires et non line´aires. Dans la de´cennie qui
suit, on cite les contributions importantes de Bellman pour la programmation dynamique
[Brassard et Bratley, 1996], de Kalman pour le filtrage [Kalman, 1960] et la commande
line´aire quadratique et Pontryagin pour la commande optimale [Pontryagin et al., 1962].
Leurs contributions alimentent toujours les recherches en the´orie de la commande.
La the´orie des syste`mes line´aires telle que la commandabilite´ et la forme canonique
de Brunovsky´ est rappele´e dans la section 3.2, car elle repre´sente une premie`re approche
pour re´soudre les proble`mes lie´s a` la ge´ne´ration (“path planning” ou “motion planning” en
anglais) et a` la poursuite (“path tracking” en anglais) de trajectoire. La notion de planifi-
cation de trajectoire consiste en la ge´ne´ration de trajectoires hors-ligne et des commandes
associe´es. Ces the´matiques peuvent e´galement eˆtre e´tudie´es dans un contexte de syste`mes
non line´aires de dimension finie, a` savoir des syste`mes de´crits par un ensemble d’e´quations
diﬀe´rentielles non line´aires a` entre´es (ou commandes) finies. A partir d’une connaissance
a priori du mode`le du syste`me et sans perturbation, ces trajectoires lient un e´tat initial a`
un e´tat final en boucle ouverte. Elles sont appele´es “trajectoires de re´fe´rence” ou “trajec-
toires nominales” et leurs commandes associe´es sont nomme´es “commandes de re´fe´rence”
ou “commandes nominales”. La poursuite se de´finit dans la conception d’une loi de com-
mande permettant de suivre les trajectoire de re´fe´rence. En l’absence de perturbations,
les commandes co¨ıncident avec leurs re´fe´rences, et en pre´sence de perturbations, les lois
135
Chapitre 3 – Extension de la platitude aux syste`mes line´aires non entiers
de commande en boucle ferme´e permettent la poursuite des trajectoires de re´fe´rence du
syste`me.
Ces deux aspects sont particulie`rement simple a` re´soudre pour la classe de syste`mes
line´aires ou non line´aires appele´s “syste`mes diﬀe´rentiellement plats” ou plus simplement
“syste`mes plats”, introduits par Michel Fliess, Jean Le´vine, Philippe Martin et Pierre
Rouchon [Fliess et al., 1995b, 1999]. La notion de platitude caracte´rise une certaine
classe de syste`mes line´aires ou non line´aires permettant d’appliquer une commande simple
et robuste [Ayadi, 2002, Dubois, 2000, Lavigne, 2003, Louembet, 2007, Morio, 2009].
En se limitant aux syste`mes line´aires et invariant dans le temps (LTI), il s’ave`re que
ces syste`mes sont commandables si et seulement si (ssi) il est possible de trouver des
variables appele´es “sorties plates” issues de la forme canonique de commandabilite´ de
Brunovsky´. Les sorties plates re´sument, a` elles seules, toutes les dynamiques du syste`me.
En d’autres termes, l’e´tat et la commande du syste`me peuvent eˆtre exprime´s comme des
fonctions diﬀe´rentielles de la sortie plate et de ses de´rive´es, sans la ne´cessite´ d’inte´grer
des e´quations diﬀe´rentielles. Il s’agit principalement de trouver l’expression de ces sorties
plates en fonction des variables du syste`me et de ses de´rive´es.
Hilbert [1912] avait remarque´ la possibilite´ d’une parame´trisation ne ne´cessitant pas
d’inte´grations d’e´quations diﬀe´rentielles, sans la de´finir formellement. Ces syste`mes ont pu
eˆtre formule´s graˆce a` l’alge`bre diﬀe´rentielle [Fliess et al., 1995b, 1992]. Leur pre´sentation
dans le langage des diﬃe´te´s de Vinogradov, i.e. dans une ge´ome´trie diﬀe´rentielle des jets
infinis, a e´te´ introduit dans [Fliess et al., 1993] et [Fliess et al., 1999]. Il existe e´galement
d’autres de´finitions de la platitude par ge´ome´trie diﬀe´rentielle telles que celles de Pomet
[1995], ou similairement telles que celles de Van Nieuwstadt et al. [1998] ou` on utilise le
langage des formes exte´rieures de Cartan.
Kalman [1969] a introduit les modules en commande pour les syste`mes line´aires de
dimension finie, les modules e´tant des structures alge´briques qui ge´ne´ralisent les espaces
vectoriels et les ide´aux d’un anneau. Il l’a fait pour la repre´sentation d’e´tat et a abouti
a` un module de torsion sur un anneau principal de dimension finie. L’e´quivalence entre
syste`mes line´aires et modules, due a` Fliess dans [Fliess, 1990, 1992a], prend en compte
toutes les variables sans ne´cessairement faire de distinctions entre ces variables. Il existe
de nombreuses œuvres dans la litte´rature traitant de ces diverses proprie´te´s structurelles,
des syste`mes a` retards, ainsi que des e´quations aux de´rive´es partielles (voir [Fliess, 2000]
pour un tour d’horizon, ainsi que les re´fe´rences mentionne´es dans cet article).
De nombreuses applications concre`tes ont e´te´ mene´es avec succe`s traduisant l’inte´reˆt
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de la platitude :
– sur de nombreux domaines telles que la robotique [Kiss et al., 1999], les ve´hicules
non holonomes [Fliess et al., 1995a], l’ae´ronautique [Martin et al., 1996], les
moteurs e´lectriques [Marquez et Delaleau, 1999, Zribi et al., 2001], les paliers
magne´tiques [Le´vine et al., 1996], l’hydraulique [Bindel et al., 2000], en ge´nie
chimique [Petit, 2000, Rothfuß et al., 1996], ainsi que dans l’industrie automobile
[Bitauld et al., 1997, Le´vine et Re´mond, 2000] ;
– sur les syste`mes a` retards applique´s a` l’ae´rodynamique, au raﬃnage et aux an-
tennes [Mounier et al., 1997, Petit et al., 1997] ;
– sur les syste`mes re´gis par des e´quations aux de´rive´es partielles qui sont e´galement
commandables par platitude : la commande de l’e´quation des cordes vibrantes a
e´te´ applique´e a` des verges flexibles [Mounier et al., 1998]. L’e´quation de la chaleur
a e´te´ utilise´e pour un re´acteur chimique [Fliess et al., 1998b] ainsi que pour un
e´changeur de chaleur [Rudolph, 2000]. L’e´quation des te´le´graphistes [Fliess et al.,
1998a] a conduit a` une restauration d’un signal le long d’un caˆble.
La platitude est bien adapte´e pour la planification de trajectoire et favorise directe-
ment la ge´ne´ration de trajectoire. En eﬀet, elle a en commun avec la commande pre´dictive
de mettre l’accent sur les trajectoires de re´fe´rence dont les conditions initiales sont fixe´es.
L’un des inte´reˆts de la platitude re´side dans la possibilite´ de calculer directement la
commande, permettant alors de ge´ne´rer la trajectoire de´sire´e en sortie en l’absence de
perturbation.
Dans un premier temps, les principes de la platitude pour les syste`mes rationnels
sont rappele´s pour mieux cerner ce concept. A partir des notions de modules, la com-
mandabilite´ au sens de Kalman est rappele´e pour en de´duire une e´quivalence sur la pro-
prie´te´ de platitude des syste`mes line´aires. Les sorties plates se caracte´risent alors par
des modules libres [Fliess et Marquez, 2000] ou a` l’aide de matrices polynoˆmiales [Le´vine
et Nguyen, 2003]. La platitude est ensuite e´tendue aux syste`mes non entiers, dont une
premie`re analyse est e´tablie par analogie aux syste`mes line´aires abstraits. Une approche
par fonction de transfert est propose´e pour des syste`mes monovariables ainsi qu’une pour-
suite de trajectoire par commande CRONE de deuxie`me ge´ne´ration. Cette approche est
illustre´e sur un syste`me non entier : le barreau me´tallique (ou thermique) dont la diﬀu-
sion est re´gie par des e´quations diﬀe´rentielles non entie`res. Une comparaison entre une
loi de commande par PID et par re´gulateur CRONE de deuxie`me ge´ne´ration est mene´e
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mettant en e´vidence la robustesse de la poursuite de trajectoire. Enfin, l’extension de
la platitude se poursuit aux syste`mes non entiers multivariables dont la commandabilite´
aboutit a` la caracte´risation des sorties plates par matrices polynoˆmiales non entie`res. Une
loi de commande du type CRONE de troisie`me ge´ne´ration est propose´e pour assurer la
robustesse de la poursuite de trajectoire face aux perturbations ainsi que face aux incer-
titudes parame´triques. Cette approche multivariable est illustre´e autour d’un exemple de
simulation : un barreau me´tallique soumis a` deux sources de chaleur.
3.2 – Principes de la platitude applique´s aux syste`mes
rationnels
Les liens entre le proble`me de planification de trajectoire, la platitude et la forme
canonique de commandabilite´ de Brunovsky´ ont e´te´ pre´sente´s dans [Fliess et al., 1995b,
1999], montrant en particulier que, meˆme pour les syste`mes line´aires LTI, la platitude
est utile pour concevoir une trajectoire, un retour d’e´tat (feedforward) [Bitauld et al.,
1997, Desailly et al., 2000], ou une commande pre´dictive [Fliess et Marquez, 2000]. La
ge´ne´ration de trajectoire pour les syste`mes plats a connu un essor important a` la fin des
anne´es 90 [Fliess et al., 1999, Rouchon, 2001]. Agrawal et al. de l’Universite´ de Delaware se
sont inte´resse´s a` la ge´ne´ration de trajectoires pour les syste`mes line´arisables par bouclage
dynamique [Agrawal et al., 1998, Ferreira, 2001], alors que le de´partement Inge´nierie et
Sciences Applique´es de l’Universite´ Cal Tech a de´veloppe´ des outils de ge´ne´ration de tra-
jectoires en temps re´el en re´solvant la commande optimale par collocation et optimisation
non line´aire [Milham, 2003, Van Nieuwstadt, 1997].
En se limitant aux syste`mes LTI rationnels, il s’ave`re que ces syste`mes sont plats si
et seulement s’ils sont commandables et que l’on peut obtenir une sortie plate particulie`re
sous la forme canonique de commandabilite´ de Brunovsky´ [Brunovsky´, 1970, Kailath,
1980, Luenberger, 1967]. Cependant, une me´thode ge´ne´rale pour trouver toutes les sorties
plates possibles d’un syste`me et les parame´triser n’existe pas encore a` l’heure actuelle.
Une me´thode simple pour la prise en compte des contraintes (actionneurs, satura-
tion, puissance,...) est alors donne´e : l’e´volution de la sortie plate est choisie de forme
polynoˆmiale avec des coeﬃcients respectant les conditions initiales des trajectoires de
re´fe´rence. L’ajout d’une contrainte supple´mentaire se traduira par un allongement de la
dure´e de la trajectoire de manie`re a` satisfaire celles-ci. Dans [Le´vine et Nguyen, 2003], les
138
Chapitre 3 – Extension de la platitude aux syste`mes line´aires non entiers
auteurs expriment les variables du syste`me en fonction des sorties plates line´aires et de ses
de´rive´es a` l’aide de matrices polynoˆmiales issues d’une caracte´risation directe. Ce re´sultat
est bien adapte´ pour la planification de trajectoire : les relations inverses exprimant les
coordonne´es des sorties plates en fonction de celles des variables du syste`me ne sont plus
ne´cessaires.
3.2.1 – Concept de la platitude
Ce premier paragraphe permet de se situer dans le contexte des syste`mes rationnels
et d’en rappeler les de´finitions. La notion de “controˆlabilite´” ou de “commandabilite´” a
e´te´ e´tablie en 1960 par Kalman [Kalman, 1963] a` propos des syste`mes line´aires de´finis par
les relations : {
x˙ = Ax+Bu
y = Cx+Du,
(3.1)
ou` x ∈ Rn×1 et u ∈ Rm×1 sont respectivement l’e´tat et la commande, et A ∈ Rn×n,
B ∈ Rn×m, C ∈ Rr×n et D ∈ Rr×m sont des matrices constantes.
De´finition 3.2.1. Le syste`me (3.1) est dit “commandable” ou “controˆlable” en temps
T > 0 si et seulement si pour x0 et xfin ∈ Rn, il existe une loi horaire t ∈ [0, T ] ,→ u(t) ∈
Rm, dite commande en boucle ouverte, qui ame`ne le syste`me de l’e´tat x(0) = x0 a` l’e´tat
x(T ) = xfin, c’est-a`-dire telle que la solution du proble`me de Cauchy ve´rifie x(T ) = q.
t ∈ [0, T ] ,→ u(t)
x(0) = x0
x(T ) = xfin
Figure 3.1 – Planification de trajectoire
Comme l’illustre la Fig. 3.1, la commandabilite´ est une proprie´te´ topologique tre`s
naturelle. En ge´ne´ral, la commande en boucle ouverte t ∈ [0, T ] ,→ u(t) n’est pas unique.
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Cette e´tape s’appelle la “planification de trajectoire” : calculer t ,→ u(t) a` partir de la
connaissance des e´quations du syste`me (3.1), x0 et xfin constitue l’une des questions
majeures de l’automatique qui est loin d’eˆtre re´solue actuellement.
Un syste`me (3.1), d’entre´e u(t) et de sortie y(t) peut eˆtre repre´sente´ par la fonction
de transfert :
A(p)y(t) = B(p)u(t), (3.2)
ou` A(p) et B(p) sont des polynoˆmes premiers entre eux donne´s par :
A(p) = pn +
n−1∑
i=0
aipi,
B(p) =
n−1∑
i=0
bipi.
(3.3)
Par le the´ore`me de Be´zout, il existe des matrices N(p) et S(p) ∈ R [p] telles que
N(p)B(p)+S(p)A(p) = 1. On introduit avec Rosenbrock “l’e´tat partiel z” (voir [Kailath,
1980]) par
z(t) = N(p)y(t) + S(p)u(t). (3.4)
Si le syste`me (3.2) est strictement propre, i.e. deg B < deg A, et est de´fini par une
repre´sentation d’e´tat commandable et observable, on peut alors montrer que z est une
combinaison line´aire de l’e´tat x [Kailath, 1980]. Les quantite´s u(t), y(t) et z(t) satisfont
alors a` :
u(t) = A(p)z(t),
y(t) = B(p)z(t).
(3.5)
Ces e´quations rappellent les proprie´te´s non line´aires de la platitude, et on appelle
alors z “une sortie plate” : u(t) et y(t) sont des combinaisons line´aires de z(t) et d’un
nombre fini de ses de´rive´es, et de meˆme, z(t) est une combinaison line´aire de u(t) et de
y(t) et d’un nombre fini de leurs de´rive´es.
Remarque
y(t) est une sortie plate si et seulement si le polynoˆme B(p) est constant.
L’extension de la commandabilite´ aux syste`mes non line´aires de dimension finie et
de dimension infinie a suscite´ une litte´rature conside´rable. Les auteurs ont conside´re´ des
ge´ne´ralisations du syste`me (3.1). Pour le non line´aire de dimension finie, on utilise le
syste`me rationnel non line´aire suivant :
x˙ = f(x, u), (3.6)
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ou` x ∈ Rn appartient a` une varie´te´ diﬀe´rentiable, u ∈ Rm est le vecteur des commandes,
m ≤ n et f = (f1, ..., fn) est une fonction re´gulie`re de x et de u. Or, il existe des syste`mes
que l’on ne peut pas e´crire sous la forme (3.1) ou (3.6) comme de´crit dans [Fliess et al.,
1993] pour la mode´lisation de la grue.
La commandabilite´ doit donc recevoir une de´finition intrinse`que, inde´pendante de
toute repre´sentation particulie`re. A un syste`me line´aire de dimension finie, on associe un
R [p]-module Λ de type fini. Les structures des modules sont rappele´es dans [Fliess, 1990,
Fliess et Marquez, 2000]. Le syste`me est commandable si et seulement si Λ est libre 1.
En re´sume´, un syste`me line´aire de dimension finie est plat si et seulement s’il existe
un vecteur z ∈ Rm ayant les proprie´te´s suivantes :
– z et ses de´rive´es successives z˙, z¨, . . . , sont inde´pendantes ;
– z est une fonction scalaire de x, u et d’un nombre fini β de de´rive´es des compo-
santes de u,
z = h(x, u, u˙, . . . , u(β)), z ∈ Rm; (3.7)
– x et u peuvent s’exprimer en fonction des composantes de z et d’un nombre fini
de leurs de´rive´es :
x = A (z, z˙, . . . , z(α)), u = B(z, z˙, . . . , z(α+1)). (3.8)
Remarque
Pour un multi-entier α = (α1, . . . ,αm), y(α) = (y
(α1)
1 , . . . , y
(αm)
m ).
Les syste`mes non line´aires plats apparaissent comme des analogues non line´aires des
syste`mes line´aires commandables. Un syste`me line´aire de dimension finie est donc plat si
et seulement s’il est commandable : la platitude est une ge´ne´ralisation de la commanda-
bilite´ de Kalman.
Les variables du vecteur z sont appele´es “sorties plates” ou “sorties line´arisantes”
et sont utilise´es a` partir d’un nombre fini de de´rive´es, inconnu a` l’avance. Il est ne´cessaire
d’eﬀectuer un calcul pre´liminaire de´taille´ sur les e´quations du syste`me pour pouvoir
de´terminer le nombre de de´rive´es ne´cessaires des sorties plates. Bien que ces variables
n’admettent pas force´ment de de´finition physique concre`te, des exemples concrets peuvent
eˆtre trouve´s dans la litte´rature, mettant en e´vidence une interpre´tation physique claire
1. On rappelle qu’une famille (vi)1≤i≤n est constitue´e de vecteurs line´airement inde´pendants si toute
combinaison line´aire nulle des vecteurs vi a ne´cessairement des coeﬃcients tous nuls
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des sorties plates z dans [Fliess et al., 1995b, 1999, Kiss et al., 1999, Rouchon et al.,
1993].
Il re´sulte de (3.8) que la sortie du syste`me s’exprime e´galement en fonction de la
sortie plate :
y = C
(
z, z˙, . . . , z(σ)
)
, (3.9)
ou` σ est un multi-entier.
De meˆme, l’e´quation diﬀe´rentielle (3.6) est identiquement ve´rifie´e :
˙A = f(A ,B). (3.10)
Ainsi, en imposant une trajectoire de re´fe´rence re´alisable a` une telle sortie plate z,
toutes les variables du syste`me x et u peuvent eˆtre de´duites des relations (3.8), sans avoir
a` inte´grer les e´quations diﬀe´rentielles du syste`me. Il est pre´fe´rable de ne pas conside´rer z
comme un signal mesure´ et bruite´.
La notion de platitude a en commun avec la “commande pre´dictive” [Fliess et Mar-
quez, 2000] de mettre l’accent sur les trajectoires pre´dites (feedforward), c’est-a`-dire sur
la construction directe de trajectoires de re´fe´rence dont les conditions initiales et finales
sont fixe´es, et qui sont e´ventuellement soumises a` des contraintes supple´mentaires. Un
des inte´reˆts de la platitude re´side alors dans la possibilite´ de calculer directement (sans
inte´gration et sans recours a` des me´thodes d’optimisation) la commande de re´fe´rence qui
permette de ge´ne´rer la trajectoire de sortie voulue en l’absence de perturbations.
Une autre conse´quence de (3.8) est, qu’en posant z(α+1) = v, ce syste`me est e´quivalent
au syste`me (3.6) dans le sens ou` toute trajectoire de ce dernier syste`me, commande´ par le
vecteur v, est l’image d’une trajectoire de (3.6) commande´ par u. Inversement, toute tra-
jectoire de (3.6) est l’image d’une trajectoire du syste`me line´aire commandable z(α+1) = v.
On peut donc, graˆce a` cette e´quivalence, stabiliser (localement) par retour d’e´tat line´aire,
n’importe quelle trajectoire de re´fe´rence, a` condition que les perturbations ne fassent pas
sortir l’e´tat x, d’un voisinage a` de´terminer, de sa trajectoire de re´fe´rence.
Ces deux aspects re´unis, planification de trajectoire et stabilisation de la trajectoire
par bouclage d’e´tat ou de sortie, constituent ce qu’on appelle ge´ne´ralement la “commande
plate”. Il s’agit plus d’une approche que l’on adapte sur chaque cas particulier en fonc-
tion de la nature et des performances des actionneurs et des capteurs disponibles, que
d’une approche ge´ne´rale. Ainsi, meˆme pour des syste`mes line´aires commande´s par PID,
elle a l’avantage de rester simple et de coller au plus pre`s des possibilite´s dynamiques du
syste`me. En eﬀet, en utilisant la platitude, plutoˆt que de modifier la forme du re´gulateur,
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ce sont surtout les commandes de re´fe´rence utilise´es dans le calcul des e´carts entre les
variables observe´es et leurs trajectoires de re´fe´rence nominales, qui doivent l’eˆtre. Ainsi,
nous pouvons appliquer tout type de re´gulateur, notamment un re´gulateur CRONE. Les
proprie´te´s de la platitude apportent des progre`s sensibles dans le suivi de trajectoires
rapides avec des actionneurs aux capacite´s limite´es et un nombre re´duit de capteurs, et
permettent donc d’abaisser les couˆts mate´riels, sans de´te´riorer sensiblement les perfor-
mances en stabilite´, pre´cision et robustesse.
3.2.2 – Syste`mes line´aires abstraits
Kalman a introduit la notion de commandabilite´ a` partir de syste`mes repre´sente´s
sous formes de repre´sentation d’e´tat. C’est un concept cle´ pour mieux comprendre les pro-
prie´te´s de stabilisation [D’Andre´a Novel et Cohen de Lara, 1993, Kailath, 1980, Sontag,
1998]. Bien qu’il existe d’autres formes de repre´sentation des syste`mes, tels que l’expres-
sion (3.6) en non line´aire, Rosenbrock [1970] montre que ces repre´sentations ne sont pas
adapte´es pour de´finir la commandabilite´ de tels syste`mes. La commandabilite´ doit donc
avoir une de´finition inde´pendante de toute repre´sentation particulie`re. La notion de mo-
dules est alors introduite pour donner une de´finition intrinse`que de la commandabilite´.
Ces modules de´finissent les syste`mes line´aires abstraits e´tablis dans [Fliess, 2000]. Les
notions de ce paragraphe seront e´tendues aux syste`mes non entiers au paragraphe 3.3.
3.2.2.1 – Ge´ne´ralite´s
Soit K un anneau commutatif sans diviseur de ze´ro suppose´ noethe´rien 2.
Un syste`me K-line´aire ou un K-syste`me Λ est un K-module de type fini. On note
K [p] l’anneau ide´al principal des ope´rateurs diﬀe´rentiels line´aires.
Soit M un K [p]-module.
De´finition 3.2.2. Un e´le´ment w ∈ M est appele´ “torsion” si et seulement s’il existe un
polynoˆme π ∈ K [p], π ̸= 0, tel que πw = 0.
De´finition 3.2.3. L’ensembleMtor de tous les e´le´ments torsions de M est un sous-module
de M . Il est dit “trivial” si et seulement si Mtor = 0.
2. Un anneau “noethe´rien” est un anneau munis d’une addition et d’une multiplication compatible
avec l’addition, au sens de la distributivite´
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De´finition 3.2.4. Un K [p]-module est dit “torsion” si et seulement si tous ces e´le´ments
sont des torsions : M = Mtor. Il est dit “torsion-libre” si et seulement si Mtor est trivial.
Une entre´e est une partie finie u ⊂ Λ qui peut eˆtre vide, telle que le module quotient
Λ/spanK(u) soit une torsion. L’entre´e u est dite “inde´pendante” si le K-module spanK(u)
est libre, de base u. Une K-dynamique D est un K-syste`me muni d’une entre´e u.
Une sortie est une partie finie y ∈ Λ. Un K-syste`me entre´e-sortie S est une K-
dynamique munie d’une sortie.
On conside`re un K [p]-module ge´ne´re´ de type fini M .
De´finition 3.2.5. M est dit “libre” si et seulement s’il existe une base, i.e. un ensemble
fini z = (z1, . . . , zm) d’e´le´ments dans M tel que :
– tout e´le´ment w ∈ M de´pend K [p]-line´airement de z, i.e. w est une combinaison
finie K-line´aire des composantes de z et de ses de´rive´es ;
– les composantes de z sont K [p]-line´airement inde´pendantes, i.e. les composantes
de z et de ses de´rive´es sont K-line´airement inde´pendantes.
Le rang de ce module libre vaut m.
Proprie´te´ 3.2.6. M peut s’e´crire selon
M ≃ Mtor ⊕ Φ (3.11)
ou` Φ ≃ M/Mtor est un module libre. Le rang de M est par de´finition celui de Φ. Aussi,
M est de rang nul ssi c’est une torsion.
Proprie´te´ 3.2.7. M est une torsion ⇔ la dimension dimKM de M , comme un K-espace
vectoriel, est fini.
Proprie´te´ 3.2.8. M est torsion-libre ⇔ M est libre.
3.2.2.2 – Commandabilite´
Proprie´te´ 3.2.9. Un syste`me K-line´aire Λ est dit commandable ssi le module Λ est libre
[Fliess, 1990].
Toute base z de Λ est appele´e sortie plate.
Prenons la repre´sentation d’e´tat classique de Kalman (3.1). Il s’ensuit de [Fliess,
1990] que le syste`me (3.1) est commandable, i.e. rang(B,AB, . . . ,An−1B) = n ssi le
module correspondant Λ est libre.
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En le supposant commandable, il existe un retour d’e´tat statique qui le transforme
en une forme canonique de Brunovsky´ [Fliess et al., 1993, Kailath, 1980] selon la forme :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
z(n1)1 = v1
z(n2)2 = v2
...
z(nm)m = vm
(3.12)
ou` les vi sont les nouvelles variables de controˆle et les ni sont les indices de commandabilite´
ou de Kronecker.
Proprie´te´ 3.2.10. L’ensemble z = (z1, . . . , zm) est une sortie plate.
Exemple
Prenons le syste`me d’entre´e-sortie suivante
A(p)
⎛
⎜⎜⎝
y1
...
yr
⎞
⎟⎟⎠ = B(p)
⎛
⎜⎜⎝
u1
...
um
⎞
⎟⎟⎠ (3.13)
ou` A ∈ K [p]r×r, detA ̸= 0, B ∈ K [p]r×m. On sait que (3.13) est commandable si
et seulement si A et B sont premie`res entre elles a` gauche [Bourle`s et Fliess, 1997,
Ilchmann, 1985].
Proprie´te´ 3.2.11. La sortie y = (y1, . . . , yr) est plate ssi les deux conditions suivantes
sont satisfaites :
– les matrices A(p) et B(p) sont premie`res entre elles a` gauche
– le syste`me est carre´, i.e. m = r, et la matrice B(p) est unimodulaire.
Un syste`me K-line´aire Λ d’entre´e u et de sortie y est dit “observable” si et seulement
si span(u, y) = Λ [Fliess, 1990].
Exemple
Prenons le module libre Λ de base z et un syste`me correspondant d’entre´e u et de
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sortie y tel que : ⎛
⎜⎜⎝
u1
...
um
⎞
⎟⎟⎠ = S(p)
⎛
⎜⎜⎝
z1
...
zm
⎞
⎟⎟⎠
⎛
⎜⎜⎝
y1
...
yr
⎞
⎟⎟⎠ = N(p)
⎛
⎜⎜⎝
z1
...
zm
⎞
⎟⎟⎠
ou` S(p) ∈ K [p]m×m, det S ̸= 0, N(p) ∈ K [p]r×m. Le syste`me Λ, qui est comman-
dable puisque Λ est un module libre, est observable si et seulement si S et N sont
premie`res entre elles a` droite [Fliess, 1994].
3.2.3 – Caracte´risation d’une sortie plate par matrices polynoˆmiales
Le langage des matrices polynoˆmiales et la caracte´risation de sorties plates sont
repris de [Le´vine et Nguyen, 2003]. A l’aide de la repre´sentation polynoˆmiale, le syste`me
line´aire (3.1) peut s’e´crire sous la forme suivante :{
A1(p)X(t) = Bu(t)
y(t) = CX(t) +Du(t)
(3.14)
avec A1(p) = pI − A une matrice de dimension n × n dont les composantes sont des
polynoˆmes en p (I e´tant la matrice identite´) et B une matrice constante de dimension
n × m et de rang m. Le syste`me (3.14) est suppose´ commandable, i.e. A1 et B sont
premie`res entre elles a` gauche [Kailath, 1980, Rosenbrock, 1970, Wolovich, 1974].
Compte-tenu de la line´arite´ du syste`me, on peut re´e´crire les e´quations (3.7) et (3.8),
avec h, A , B et C e´tant line´aires, par :
xi(t) =
m∑
j=1
αj∑
k=0
ai,j,kz
(k)
j (t), i = 1, ..., n ,
ul(t) =
m∑
j=1
αj+1∑
k=0
bl,j,kz
(k)
j (t), l = 1, ..., m ,
yq(t) =
m∑
j=1
σj∑
k=0
cq,j,kz
(k)
j (t), q = 1, ..., r ,
(3.15)
avec z une combinaison line´aire de x, u et d’un nombre fini de de´rive´es successives de u.
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Mises sous forme de matrices polynoˆmiales, les relations (3.15) s’e´crivent
x(t) = P (p) z(t), u(t) = Q (p) z(t) , (3.16)
avec P (resp. Q) une matrice polynoˆmiale de dimension n×m (resp. m×m), de compo-
santes Pi,j(p) =
αj∑
k=0
ai,j,kpk (resp. Ql,j(p) =
αj+1∑
k=0
bl,j,kpk).
Les matrices P et Q satisfaisant (3.16) sont appele´es des matrices de de´finition de
la sortie line´arisante (ou sortie plate) z.
On obtient alors le re´sultat principal suivant :
The´ore`me 3.2.12. La variable z = (z1, ..., zm) est une sortie plate line´aire de (3.14) ssi
ses matrices de de´finition P et Q sont donne´es par :
RTA1 (p)P (p) = 0,
A1 (p)P (p) = BQ (p) ,
(3.17)
avec R une matrice arbitraire de rang n − m orthogonale a` B (i.e. RTB = 0), et avec
P (p) et Q(p) de rang m pour tout p et premie`res entre elles a` droite.
De plus, une sortie plate line´aire z du syste`me commandable (3.14) existe toujours
(et par conse´quent P et Q existent e´galement).
3.3 – Syste`mes line´aires non entiers abstraits
La platitude est bien adapte´e pour la ge´ne´ration de trajectoire. En eﬀet, connais-
sant une trajectoire de sortie de re´fe´rence, l’un des inte´reˆts de la platitude re´side dans
la possibilite´ de calculer directement la commande sans inte´gration. Tout syste`me plat
e´tant commandable [Fliess et al., 1995b, 1999], l’e´tude qui suit concerne les syste`mes
line´aires non entiers commandables. Par analogie avec les rappels pre´ce´dents sur la plati-
tude des syste`mes rationnels, la notion de commandabilite´ est e´labore´e selon une de´finition
inde´pendante de la repre´sentation des syste`mes line´aires non entiers, c’est-a`-dire a` par-
tir des modules. Les syste`mes non entiers abstraits sont traite´s pour la platitude des
syste`mes non entiers. Les de´monstrations des proprie´te´s de cette section suivent les meˆmes
de´marches que celles dans [Fliess, 2000, Fliess et Marquez, 2000] et ne sont donc pas
de´taille´es.
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3.3.1 – Ge´ne´ralite´s
Soit K un anneau commutatif sans diviseur de ze´ro suppose´ noethe´rien.
Un syste`me K-line´aire non entier Λ est un K-module non entier de type fini. K [Xν ]
repre´sente l’anneau ide´al principal des polynoˆmes en Xν a` coeﬃcients dans K.
Soit M un K [pν ]-module non entier.
De´finition 3.3.1. Un e´le´ment w ∈ M est appele´ “torsion non entie`re” si et seulement
s’il existe un polynoˆme en pν π ∈ K [Xν ], π ̸= 0, tel que πw = 0.
De´finition 3.3.2. L’ensemble Mtor de toutes les torsions non entie`res de M est un sous-
module non entier de M . Il est dit “trivial non entier” si et seulement si Mtor = 0.
De´finition 3.3.3. Un K [pν ]-module non entier est dit “torsion non entie`re” si et seule-
ment si tous ces e´le´ments sont des torsions non entie`res :M = Mtor. Il est dit “torsion-libre
non entie`re” si et seulement si Mtor est trivial non entier.
On conside`re un K [pν ]-module non entier ge´ne´re´ de type fini M .
De´finition 3.3.4. M est dit “libre” si et seulement s’il existe une base, i.e. un ensemble
fini z = (z1, . . . , zm) d’e´le´ments dans M tel que :
– tout e´le´ment w ∈M de´pend K [pν ]-line´airement de z, i.e. w est une combinaison
finie K-line´aire des composantes de z et de ses de´rive´es d’ordre non entie`res ;
– les composantes de z sont K [pν ]-line´airement inde´pendantes, i.e. les composantes
de z et de ses de´rive´es non entie`res sont K-line´airement inde´pendantes.
Le rang de ce module libre vaut m.
Proprie´te´ 3.3.5. M peut s’e´crire selon
M ≃ Mtor ⊕ Φ (3.18)
ou` Φ ≃ M/Mtor est un module libre. Le rang de M est par de´finition celui de Φ. Aussi,
M est de rang nul ssi c’est une torsion non entie`re.
Proprie´te´ 3.3.6. M est une torsion non entie`re ⇔ la dimension dimKM de M , comme
un K-espace vectoriel, est fini.
Proprie´te´ 3.3.7. M est une torsion-libre non entie`re ⇔ M est libre.
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Un syste`me K-line´aire est un K [p]-module. Une dynamique K-line´aire est un syste`me
K-line´aire Λ muni d’une entre´e, i.e. avec un sous-ensemble fini u = (u1, . . . , um) tel que
le quotient module Λ/[u] est une torsion. L’entre´e u est suppose´e inde´pendante : le sous-
module [u] est libre de rang m. Alors, le rang de Λ vaut m. Un syste`me entre´e-sortie
K-line´aire est une dynamique K-line´aire Λ avec une sortie, i.e. avec un ensemble finie
y = (y1, . . . , yr) de Λ.
3.3.2 – Commandabilite´
La repre´sentation de syste`mes non entiers par pseudo-repre´sentation d’e´tat de pre-
mier niveau de ge´ne´ralisation est utilise´e. Dans ce niveau de ge´ne´ralisation, les ordres de
de´rivation de toutes les e´quations diﬀe´rentielles e´le´mentaires sont les meˆmes et donne´s
par l’ordre commensurable ν. La pseudo-repre´sentation d’e´tat s’e´crit alors :{
x(ν)(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t).
(3.19)
Proprie´te´ 3.3.8. Un syste`me K-line´aire Λ est dit commandable ssi le module Λ est libre
([Fliess, 1990] pour le cas rationnel).
Toute base z de Λ est appele´e sortie plate fractionnaire.
De la pseudo-repre´sentation d’e´tat (3.19), il s’ensuit de [Matignon et D’Andre´a-
Novel, 1996] que ce syste`me est commandable, i.e. rang(B,AB, . . . ,An−1B) = n si et
seulement si le module correspondant Λ est libre.
En le supposant commandable, il existe un retour d’e´tat statique qui le transforme
en une forme canonique de Brunovsky´ ([Fliess et al., 1993, Kailath, 1980] pour le cas
rationnel) : ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
z(ν1)1 = v1
z(ν2)2 = v2
...
z(νm)m = vm
(3.20)
ou` les vi sont les nouvelles variables de controˆle et les νi sont les indices de commandabilite´
qui sont non entiers.
Proprie´te´ 3.3.9. L’ensemble z = (z1, . . . , zm) est une “sortie plate non entie`re”.
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Exemple
Prenons le syste`me non entier d’entre´e-sortie suivante :
A(p)
⎛
⎜⎜⎝
y1
...
yr
⎞
⎟⎟⎠ = B(p)
⎛
⎜⎜⎝
u1
...
um
⎞
⎟⎟⎠
ou` A(p) ∈ K [pν ]r×r, detA ̸= 0, B ∈ K [pν ]r×m. Ce syste`me est commandable si et
seulement si A(p) et B(p) sont premie`res entre elles a` gauche ([Bourle`s et Fliess,
1997, Ilchmann, 1985] pour le cas rationnel).
Proprie´te´ 3.3.10. La sortie y = (y1, . . . , yr) est plate ssi les deux conditions suivantes
sont satisfaites :
– les matrices A(p) et B(p) sont premie`res entre elles a` gauche
– le syste`me est carre´, i.e. m = r, et la matrice B(p) est unimodulaire.
Un syste`me K-line´aire Λ d’entre´e u et de sortie y est dit “observable” si et seulement
si span(u, y) = Λ ([Fliess, 1990] pour le cas rationnel).
Exemple
Prenons le module libre Λ de base z et un syste`me correspondant d’entre´e u et de
sortie y tel que : ⎛
⎜⎜⎝
u1
...
um
⎞
⎟⎟⎠ = S(p)
⎛
⎜⎜⎝
z1
...
zm
⎞
⎟⎟⎠
⎛
⎜⎜⎝
y1
...
yr
⎞
⎟⎟⎠ = N(p)
⎛
⎜⎜⎝
z1
...
zm
⎞
⎟⎟⎠
ou` S(p) ∈ K [pν ]m×m, det S ̸= 0, N(p) ∈ K [pν ]r×m. Le syste`me Λ, qui est comman-
dable puisque Λ est un module libre, est observable si et seulement si S et N sont
premie`res entre elles a` droite ([Fliess, 1994] pour le cas rationnel).
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3.4 – Syste`mes line´aires non entiers SISO
Un premier travail sur la platitude fractionnaire a e´te´ eﬀectue´ dans [Melchior et al.,
2007]. Le syste`me fractionnaire utilise´ e´tait un barreau me´tallique (thermique) dont la
fonction de transfert liant la densite´ de flux a` la tempe´rature mesure´e est fractionnaire
[Battaglia et al., 2001, 2000, Cois, 2002]. Or, il s’agit la` de la solution de l’e´quation
de la chaleur qui a e´te´ e´tudie´e en utilisant les principes de la platitude [Fliess et al.,
1998b, Laroche, 2000, Laroche et al., 1998, Rudolph, 2000]. Ainsi, le travail eﬀectue´ dans
[Melchior et al., 2005] ne consistait pas a` savoir si la platitude s’appliquait aux syste`mes
fractionnaires, mais d’en tirer une ge´ne´ralisation : de´terminer une sortie plate dans le
cas d’une fonction de transfert fractionnaire monovariable, e´tant donne´ la trajectoire de
re´fe´rence de la tempe´rature ainsi que de de´terminer une commande pour une poursuite
robuste de trajectoire.
Le paragraphe qui suit pre´sente une principale contribution sur l’extension de la
platitude line´aire aux syste`mes non entiers monovariables. Apre`s les de´veloppements
the´oriques et la formulation de la platitude par fonctions de transfert, la poursuite ro-
buste de trajectoire est assure´e par la mise en œuvre d’une commande du type CRONE
de deuxie`me ge´ne´ration. Cette de´marche est applique´e en simulation sur un syste`me ther-
mique non entier puis est applique´e sur un banc d’essai au chapitre 4 : la diﬀusion de la
densite´ de flux de chaleur sur un barreau me´tallique.
Soit un syste`me non entier de´fini par l’e´quation diﬀe´rentielle :
x(γ) = f(x, u), (3.21)
ou` x ∈ Rn est la variable de pseudo-e´tat, u ∈ Rm est l’entre´e du syste`me, γ est un m-tuple
de R∗+ et f = (f1, ..., fn) est une fonction re´gulie`re de x et u ou` le rang de
∂f
∂u vaut m.
Un syste`me est dit diﬀe´rentiellement plat [Fliess et al., 1995b, 1999] s’il existe un
ensemble de variables inde´pendantes, les sorties plates, tel que chaque variable du syste`me,
incluant les entre´es, est une fonction de la sortie plate et d’un nombre fini de ses de´rive´es
successives. Plus pre´cise´ment, le syste`me non entier (3.21) est dit diﬀe´rentiellement plat
s’il existe un ensemble de variables (les sorties plates fractionnaires) z tel que :
z = h(x, u, u(γ1), u(γ2), . . . , u(γK)), z ∈ Rm, (3.22)
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avec γ
i
, i = 1, . . . , K, des m-tuples finis de dimension m, tels que
x = A
(
z, z(µ1), . . . , z(µL)
)
u = B
(
z, z(µ1), . . . , z
(
µ
L+1
)) , (3.23)
avec µ
j
, j = 1, . . . , L+ 1, des m-tuples finis de dimension m, et tels que les e´quations du
syste`me suivant :
A
(γ)
(
z, z(µ1), . . . , z(µL)
)
= f
(
A
(
z, z(µ1), . . . , z(µL)
)
,B
(
z, z(µ1), . . . , z
(
µ
L+1
)))
,
(3.24)
soient identiquement satisfaites. La sortie du syste`me est e´galement fonction de la sortie
plate :
y = C
(
z, z(µ1), ..., z(µM)
)
, (3.25)
ou` les µ
k
, k = 1, . . . ,M , sont des multi-nombres finis. Ainsi, les trajectoires du syste`me
peuvent eˆtre calcule´es par l’interme´diaire de la sortie plate par de´rivation pure.
On peut alors concevoir un bouclage (“feedback” en anglais) line´arisant et un
diﬀe´omorphisme (une fonction continue et bijective de classe C 1) qui transforme le bou-
clage du syste`me en une chaˆıne inte´grale d’e´le´ments forme´e par z. Le bouclage line´arisant
ainsi conc¸u sera appele´ “endoge`ne”. Un syste`me plat fractionnaire est e´galement line´arisable
par un retour endoge`ne et inversement. Ainsi, le syste`me plat est un cas particulier des
syste`mes line´arisables et un syste`me fractionnaire line´aire et commandable est toujours
plat : il suﬃt de prendre les sorties de Brunovsky´ issues de la forme canonique comman-
dable.
3.4.1 – Approche par fonction de transfert non entie`re
Soit le syste`me reliant la sortie y a` l’entre´e u de´fini par la fonction de transfert
suivante :
y(t) =
B(p)
A(p)
u(t), (3.26)
ou` A(p) et B(p) sont des polynoˆmes en pν , premiers entre eux, donne´s par :
A(p) = pαmA +
(mA−1)∑
j=0
ajpαj
B(p) =
mB∑
i=0
bipβi.
(3.27)
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En suivant la meˆme de´marche que dans le cas rationnel de´fini plus haut au §3.2.1
(voir [Kailath, 1980, Rotella, 2004] pour le cas rationnel), si le syste`me est commandable,
alors il est plat, et la sortie plate fractionnaire z est de´finie par :
z(t) = N(p)y(t) + S(p)u(t), (3.28)
ou` N(p) et S(p) satisfont le the´ore`me de Be´zout pour matrices polynoˆmiales non entie`res
(comme de´taille´ au §1.6.1.3) :
N(p)B(p) + S(p)A(p) = 1. (3.29)
Proprie´te´ 3.4.1. Si z est une sortie plate fractionnaire, alors on peut e´crire :
u(t) = A(p)z(t),
y(t) = B(p)z(t).
(3.30)
De´monstration. Il suﬃt de suivre la de´marche de´crite au paragraphe 3.2.1 ou [Kailath,
1980, Rotella, 2004] pour les polynoˆmes a` puissances entie`res en l’adaptant pour les po-
lynoˆmes en pν .
Remarque
y est une sortie plate ssi B(p) est une constante.
Il s’agit maintenant de de´terminer les commandes ne´cessaires pour obtenir les tra-
jectoires de´sire´es. Il est a` noter que les de´veloppements e´labore´s dans cette the`se sont
inde´pendants de la fac¸on dont l’ope´rateur non entier est simule´, laissant a` l’utilisateur le
choix de son approximation. Deux approches sont ne´anmoins expose´es ici : l’une par la
formule de Gru¨nwald-Letnikov qui est discre`te, et l’autre par l’approximation d’Oustaloup
(voir §1.5) dans le domaine continu qui utilise la transformation de Laplace.
3.4.1.1 – Approche a` temps discret
La formule de Gru¨nwald-Letnikov est bien adapte´e pour simuler les syste`mes non
entiers a` temps discret [Miller et Ross, 1993]. Elle est donne´e par la formule :
Dγhf(t) = h
−γ
⌊ th⌋∑
k=0
(−1)k
(
γ
k
)
f(t− kh), (3.31)
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avec
(
γ
k
)
= Γ(γ+1)Γ(k+1)Γ(γ−k+1) , et ⌊.⌋ l’ope´rateur de la partie entie`re.
La formule de Gru¨nwald-Letnikov montre que la de´rive´e non entie`re d’un signal a`
l’instant t prend en compte tout le passe´ de ce signal. La de´rive´e entie`re ne donne qu’une
caracte´risation locale d’un signal ou d’une fonction (de´finissant ainsi la tangente locale
a` l’instant t), alors que la de´rive´e non entie`re donne une caracte´risation globale comme
pre´cise´e dans [Oustaloup, 1995]. Par conse´quent, la de´rive´e non entie`re de la sortie plate
fractionnaire z introduit les e´chantillons du passe´ z(t), z(t− h), z(t− 2h), . . .
De la relation (3.31), la de´rive´e non entie`re d’ordre γ de f(t) est donne´e par :
f (γ)(t) = lim
h→0
Dγhf(t). (3.32)
L’erreur commise en utilisant la formule de Gru¨nwald-Letnikov dans nos algorithmes de
calcul est de l’ordre de h :
f (γ)(t)−Dγhf(t) = O(h). (3.33)
– De´termination de la sortie plate
De l’e´quation (3.30), quelle que soit la trajectoire choisie, la sortie plate fractionnaire
est donne´e par :
b0z
(β0)(t) + b1z
(β1)(t) + · · ·+ bmBz(βmB )(t) = y(t), (3.34)
Il existe diﬀe´rentes me´thodes pour re´soudre ce type d’e´quations diﬀe´rentielles d’ordre
βmB qui sont pre´sente´es dans [Podlubny, 1999a]. Avec la formule de Gru¨nwald-Letnikov,
la discre´tisation de l’e´quation diﬀe´rentielle pre´ce´dente (3.34) conduit a` :
b0D
β0
h z(kh) + b1D
β1
h z(kh) + · · ·+ bmBDβmBh z(kh) = y(kh), (3.35)
qui, sous forme de´veloppe´e, donne l’expression suivante :
y(t) = b0h−β0
⌊ th⌋∑
k=0
(−1)k
(
β0
k
)
z(t− kh) + b1h−β1
⌊ th⌋∑
k=0
(−1)k
(
β1
k
)
z(t− kh)+
· · ·+ bmBh−βmB
⌊ th⌋∑
k=0
(−1)k
(
βmB
k
)
z(t− kh).
(3.36)
Pour t = 0, on a :(
b0h
−β0 + b1h
−β1 + · · ·+ bmBh−βmB
)
z(0) = y(0). (3.37)
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Ceci nous permet de trouver une valeur initiale de la sortie plate non entie`re. Un
processus ite´ratif permet d’obtenir les valeurs suivantes qui de´pendent de la valeur de
la sortie au temps t et des valeurs de la sortie plate fractionnaire qui ont e´te´ calcule´es
pre´ce´demment.
– De´termination de la commande pour la poursuite de trajectoire
A partir des relations (3.30) et (3.37), la commande d’entre´e u du syste`me monova-
riable fractionnaire (3.26) s’e´crit alors :
u(t) = a0h−α0
⌊ th⌋∑
k=0
(−1)k
(
α0
k
)
z(t− kh) + a1h−α1
⌊ th⌋∑
k=0
(−1)k
(
α1
k
)
z(t− kh)+
· · ·+ amAh−αmA
⌊ th⌋∑
k=0
(−1)k
(
αmA
k
)
z(t− kh).
(3.38)
La commande s’exprime comme une fonction de la sortie plate fractionnaire et cette
proprie´te´ est e´galement vraie en temps-discret : les principes de la platitude s’appliquent
donc aux syste`mes line´aires non entiers.
3.4.1.2 – Approche a` temps continu
L’approche pre´ce´dente a e´te´ e´tablie a` partir de la formule de Gru¨nwald-Letnikov qui
s’applique dans le domaine discret. Ayant e´tabli une approche d’identification a` temps
continu au chapitre 2, il est donc plus judicieux d’aborder une de´marche a` temps continu
pour assurer une continuite´ dans les travaux entame´s. De plus, elle permet une re´solution
en temps-re´el plus pre´cise.
Les notions des polynoˆmes enXν e´tant de´finies au paragraphe 1.6.1, chaque ope´rateur
non entier peut eˆtre approche´ par l’approximation d’Oustaloup [1995].
– De´termination de la sortie plate
De l’e´quation (3.30), quelle que soit la trajectoire choisie, la sortie plate fractionnaire
est donne´e par :
z(t) =
1
b0pβ0 + b1pβ1 + · · ·+ bmBpβmB
y(t) =
1
B(p)
y(t). (3.39)
La sortie plate fractionnaire est alors calcule´e plus simplement qu’au paragraphe
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pre´ce´dent. Les hypothe`ses de de´part ne´cessitent que le syste`me non entier soit pre´alable-
ment au repos afin de conside´rer les conditions initiales nulles.
– De´termination de la commande pour la poursuite de trajectoire
A partir des relations (3.30), la commande d’entre´e u du syste`me monovariable
fractionnaire (3.26) s’e´crit :
u(t) = pαmA +
(mA−1)∑
i=0
aip
αiz(t) = A(p)z(t). (3.40)
Par ce re´sultat, on observe que la commande est obtenue directement a` partir de
la sortie plate fractionnaire : les principes de la platitude s’appliquent donc aux syste`mes
non entiers. L’approche directe issue de la transforme´e de Laplace, que nous adopterons
pour la suite, est plus simple a` mettre en œuvre et plus rapide en temps de calcul.
3.4.2 – Poursuite robuste de trajectoire par commande CRONE
de deuxie`me ge´ne´ration
En Commande Robuste d’Ordre Non Entier (CRONE), il existe trois niveaux de
ge´ne´ration. Fonde´es sur l’“inte´gration non entie`re re´elle”, les deux premie`res strate´gies
puisent leur ide´e dans deux interpre´tations le´gitimes du mode`le dynamique d’ordre non
entier qui re´git une relaxation naturelle robuste. La troisie`me ge´ne´ration est explicite´e au
paragraphe §3.5.3.
La premie`re strate´gie repose sur une phase constante du re´gulateur autour de la pul-
sation de gain unite´ ωu. Sachant que les variations de marge de phase re´sultent toujours
des variations additives de phase du proce´de´ et du re´gulateur autour de cette pulsation,
le re´gulateur pre´sente au moins le me´rite de ne pas contribuer aux variations de marge de
phase. Celles-ci se re´duisent en eﬀet aux variations de phase du proce´de´. Cette approche,
certes simple a` mettre en œuvre, est suﬃsante pour une re´gulation locale avec des per-
formances de re´gulation peu exigeantes. Pour une strate´gie plus complexe, la deuxie`me
ge´ne´ration oﬀre de meilleures performances.
La deuxie`me strate´gie repose sur une phase constante en boucle ouverte autour de
ωu (pour l’e´tat parame´trique nominal du proce´de´). A l’inverse de la premie`re ge´ne´ration,
l’objectif du re´gulateur CRONE de deuxie`me ge´ne´ration est, non plus de re´duire les va-
riations de marge de phase, mais de les annuler. Il peut eˆtre atteint par la ve´rification
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de deux conditions : un “gabarit vertical” que forme le lieu de Black en boucle ouverte
autour de ωu pour l’e´tat parame´trique nominal du proce´de´ ; un “glissement du gabarit sur
lui-meˆme” lors d’une reparame´trisation du proce´de´ (cette condition est respecte´e lorsque
l’on a uniquement des variations de gain autour de ωu). Le gabarit ainsi de´fini est de´crit
par la transmittance d’un “inte´grateur non entier re´el” dont l’ordre de´termine son place-
ment en phase (voir Fig. 3.2).
Pour des proble`mes de saturation de commande, il est parfois impossible de choisir
une fre´quence au gain unite´ ωu a` l’inte´rieur de la bande de fre´quences d’inte´reˆt du syste`me.
Aussi, dans ce cas, la commande CRONE de premie`re ge´ne´ration ne peut assurer la
robustesse des marges de stabilite´ du syste`me. Cependant, comme e´nonce´ par Bode [1945]
pour la “conception d’amplificateurs comple`tement stable a` boucle simple” ou` les gains
des tubes varient, le controˆleur robuste est celui qui permet d’obtenir une fonction de
transfert en boucle ouverte a` phase constante dans la bande de fre´quence utile. Ainsi,
quand ωu est dans cette bande de fre´quences [ωA,ωB] ou` le syste`me a des incertitudes
de type gain, l’approche CRONE de´finie une fonction de transfert en boucle ouverte par
celle d’un inte´grateur non entier :
β(s) =
(ωu
s
)γ
γ ∈ [1, 2]. (3.41)
La fonction de sensibilite´ comple´mentaire T (s) et la fonction de sensibilite´ S(s) sont alors
de´finies par :
T (s) = β(s)1+β(s) =
1
1+( sωu )
γ et S(s) = 11+β(s) =
( sωu )
γ
1+( sωu )
γ . (3.42)
Autour de ωu, le lieu de Black de β(jω) correspond a` une droite verticale dont la
phase est de´termine´e seulement par l’ordre non entier γ (voir Fig. 3.2). Cette droite ver-
ticale e´tant l’allure de´sire´e pour la re´ponse fre´quentielle de la boucle ouverte, on l’appelle
“gabarit fre´quentiel” ou plus simplement “gabarit”, a` ne pas confondre avec la notion de
gabarit (ou “template” en anglais) utilise´e dans l’approche QFT (“Quantitative Feedback
Theory”).
Le gabarit vertical ainsi de´fini “glisse” sur lui-meˆme lorsque le gain du syste`me varie
(i.e. a` mesure que ωu varie). Ce de´placement vertical assure :
– une marge de phase robuste MΦ e´gale a` : (2− γ)π/2 ;
– un facteur de re´sonance robuste Mr exprime´ par :
Mr =
sup
ω
|T (ȷω)|
|T (ȷ0)| =
1
sin(γπ/2)
; (3.43)
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γπ/2
Figure 3.2 – Gabarit fre´quentiel assurant la robustesse de la marge de phase MΦ et du
facteur de re´sonance Mr
– une marge de module Mm robuste exprime´e par :
Mm = inf
ω
|β(ȷω) + 1| =
(
sup
ω
|S(ȷω)|
)−1
= sin(γπ/2); (3.44)
– un facteur d’amortissement ζ robuste directement de´duit du demi-angle central θ
forme´ par les deux poˆles complexes en boucle ferme´e :
ζ = cos(θ) = cos
(
π − π
γ
)
= − cos
(
π
γ
)
, (3.45)
introduisant ainsi la notion de mode oscillatoire robuste.
Toutes ces grandeurs de´pendent uniquement de l’ordre non entier γ.
Pour le re´gulateur CRONE, afin de ge´rer a` la fois le pic de commande et l’erreur
statique, la fonction de transfert fractionnaire en boucle ouverte doit eˆtre comple´te´e en
incluant un filtre passe-bas et un inte´grateur. Elle est alors de´finie par :
β(s) = K
(
ω′l
s
+ 1
)nl (1 + ωhs
1 + ωls
)γ 1(
1 +
ω′h
s
)nh , (3.46)
avec ω′l, ωl, ωh, ω
′
h, K ∈ R+, nl et nh ∈ N.
Les ordres entiers nl et nh sont fixe´s en prenant en compte les spe´cifications des
performances et le comportement asymptotique du gain du syste`me en hautes et basses
fre´quences.
158
Chapitre 3 – Extension de la platitude aux syste`mes line´aires non entiers
En ge´ne´ral ω′l < ωl < ωu < ωh < ω
′
h. Avec νl et νh repre´sentant les ordres du
comportement asymptotique du gain du syste`me en basses fre´quences (ω < ω′l) et en
hautes fre´quences (ω > ω′h), les ordres nl et nh sont choisis tels que nl ≥ νl et nh ≥ νh.
Une fois la fonction de transfert nominale en boucle ouverte de´termine´e, a` partir de
la fonction de transfert du mode`le du syste`me (3.26), le re´gulateur non entier CF (s) est
de´fini par sa re´ponse fre´quentielle :
CF (jω) =
β(jω)
B(jω)
A(jω). (3.47)
Ensuite, le re´gulateur non entier CF (jω) est approxime´ par un mode`le rationnel en ap-
proximant sa re´ponse fre´quentielle a` l’aide du module “CRONE System Design” de la
boˆıte a` outil CRONE.
3.4.3 – Application a` un syste`me line´aire non entier SISO : le
barreau thermique
Le syste`me thermique conside´re´ se pre´sente comme une barre en aluminium semi-
infinie (Fig. 3.3).
Une re´sistance chauﬀante est colle´e a` une des extre´mite´s du barreau me´tallique.
Ainsi, la tension applique´e a` cette re´sistance produit un flux de chaleur qui se re´pand le
long de ce barreau. Cette tension de´finit la commande du syste`me et la sortie correspond
a` la tempe´rature mesure´e a` une distance de l1 = 5 mm de l’extre´mite´ chauﬀe´e. Compte
tenu des contraintes des actionneurs, la puissance maximale du flux est de 12 W (1 A
pour une commande maximale de 12 V).
P1
0
L
l
-
l1
-
-
Figure 3.3 – Barreau thermique sous l’influence d’une densite´ de flux thermique
Le milieu e´tant semi-infini, il existe donc une fonction de transfert non entie`re liant
la tension a` la tempe´rature mesure´e. En eﬀet, la diﬀusion de la densite´ de chaleur a`
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Figure 3.4 – Diagramme de Bode du syste`me thermique (3.49)
travers un barreau me´tallique pre´sente un caracte`re fractionnaire d’ordre commensurable
0.5 [Battaglia et al., 2000, Cois, 2002, Sabatier et al., 2003]. Le banc d’essais a e´te´
identifie´ entre la tempe´rature mesure´e et la tension applique´e a` la re´sistance chauﬀante
et se de´finit par
G(s) =
T (s)
U(s)
, (3.48)
qui, en utilisant les re´sultats d’identification donne´s dans [Melchior et al., 2007], conduit
a` la fonction de transfert non entie`re suivante :
G(s) =
−0.11716s+ 0.094626s0.5 + 0.0052955
s1.5 + 0.42833s+ 0.060125s0.5
. (3.49)
Sa re´ponse en fre´quences est donne´e sur la Fig. 3.4.
Remarque
On observe un ze´ro en sν a` partie re´elle positive introduisant des contraintes fortes
sur les performances : la stabilite´ BIBO du syste`me ne peut eˆtre assure´e en pre´sence
d’un ze´ro a` non minimum de phase.
Une trajectoire est e´tablie de sorte que la tempe´rature, ses de´rive´es premie`re, se-
conde et troisie`me n’atteignent pas les valeurs maximales de saturation. D’autre part, la
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trajectoire de sortie est ge´ne´re´e de sorte que ses de´rive´es premie`re et seconde soient nulles
en de´but et en fin d’expe´rience. La tempe´rature du barreau me´tallique se fera en deux
e´tapes : dans un premier temps, elle devra s’e´lever de 30◦ C au-dessus de la tempe´rature
ambiante en 1250 s, puis elle se stabilisera pour la meˆme dure´e de temps. En respectant
ces conditions, la trajectoire suivante est de´finie a` partir d’un polynoˆme d’interpolation
de degre´ 5 (PI5) [Khalil et Dombre, 1999, Orsoni, 2002] :
y (t) = qi + 80 (qf − qi) t
3
t3f
− 240 (qf − qi) t
4
t4f
+ 192 (qf − qi) t
5
t5f
, (3.50)
avec qi = 0◦C, qf = 30◦C et tf = 2500s. La trajectoire est repre´sente´e sur la Fig. 3.5.
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Figure 3.5 – Tempe´rature de´sire´e et ses de´rive´es
3.4.3.1 – Synthe`se de la loi de commande
L’objectif de cette e´tude est de ge´ne´rer la re´fe´rence (ou la commande) permettant
d’obtenir la trajectoire de sortie de´sire´e. La commande u a` ne pas de´passer est contrainte
a` la valeur maximale umax de 10V. Selon la me´thode de simulation de l’ope´rateur de
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Figure 3.6 – Simulation du syste`me thermique en boucle ouverte : commande u, sortie
plate fractionnaire z, sortie de re´fe´rence et sortie de´sire´e et erreur de sortie
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de´rivation, la commande u est ge´ne´re´e soit par la formulation a` temps discret de Gru¨nwald-
Letnikov (3.38), soit par la formulation a` temps continu d’Oustaloup (3.40). Les re´sultats
obtenus sont pre´sente´s en Fig. 3.6. La commande nominale n’atteint pas sa valeur maxi-
male et permet de suivre la trajectoire de´sire´e en boucle ouverte en l’absence de pertur-
bations. L’erreur du suivi e´tant nulle en simulation, il est pre´fe´rable que la trajectoire
de re´fe´rence soit bien de´finie au pre´alable. E´tant donne´ la diﬃculte´ de donner une in-
terpre´tation physique a` la sortie plate non entie`re, aucune unite´ n’est utilise´e.
3.4.3.2 – Synthe`se du re´gulateur
+
+ + +-
-
uref
u
∆U ∆Y
y
ydes
Syste`me thermique
Re´gulateur
Figure 3.7 – Sche´ma de commande en boucle ferme´e
Il existe dans la litte´rature des syste`mes fractionnaires de nombreuses approches de
conception de loi de commande [Barbosa et al., 2008, Machado, 1997, Podlubny, 1999b,
Vinagre et al., 2002] ; ici, afin d’assurer une poursuite robuste vis-a`-vis des perturbations
et des variations parame´triques de gain, la seconde ge´ne´ration du re´gulateur CRONE a
e´te´ mise en œuvre. Afin de mettre en e´vidence la robustesse du suivi, une comparaison
est eﬀectue´e avec un re´gulateur PID synthe´tise´ pour la meˆme pulsation de gain unite´ ωu,
assurant ainsi la meˆme rapidite´ des deux re´gulateurs et la meˆme amplitude maximale de
commande. Ainsi, la conception de la loi de commande doit pouvoir s’appliquer meˆme si
le mode`le utilise´ a e´te´ mal identifie´ ou que le vieillissement du syste`me se traduise par des
incertitudes.
Les essais sur les re´gulateurs PID et CRONE ont e´te´ eﬀectue´s en simulation afin
d’e´tudier l’influence des perturbations et des variations parame´triques sur le suivi de tra-
jectoire souhaite´ qui apparaissent en entre´e ∆U et en sortie ∆Y . Le sche´ma de commande
est pre´sente´ sur la Fig. 3.7, ou` les commandes de re´fe´rence uref sont obtenues par applica-
tion des principes de la platitude en utilisant les trajectoires de re´fe´rence ydes (les sorties
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de´sire´es).
Le diagramme de Bode du syste`me thermique (3.49) e´tant trace´ sur la Fig. 3.4, la
pulsation de gain unite´ ωu est choisie a` 0.01 rad/s. Les re´gulateurs seront un peu lents,
cependant, ce choix permet de ne pas eˆtre trop sensible au ze´ro en sν a` partie re´el positive.
D’autre part, les deux re´gulateurs doivent assurer une marge de phase MΦ de 60◦
autour de la pulsation de gain unite´ ωu afin d’avoir un premier de´passement faible.
– Synthe`se du controˆleur PID
Les spe´cifications du cahier des charges conduisent au re´gulateur PID de´crit par la
fonction de transfert suivante :
CPID(s) = C0
(
1 + sωi
s
ωi
)(
1 + sωa
1 + sωb
)(
1
1 + sωf
)
ou` C0 = 3.27, ωi = 0.001 rad/s, ωa = 0.0437 rad/s, ωb = 0.00229 rad/s et ωf = 0.1 rad/s.
– Synthe`se du controˆleur CRONE
Le re´gulateur CRONE de deuxie`me ge´ne´ration est de´fini dans la bande de fre´quences
[0.001, 0.1], autour de la pulsation de gain unite´ ωu afin d’y assurer une phase constante
en boucle ouverte et d’assurer de faibles variations du degre´ de stabilite´ du syste`me en
boucle ouverte.
La me´thodologie de synthe`se est de´crite au §3.4.2. La phase constante en boucle
ouverte autour de ωu = 0.01 rad/s doit eˆtre de −120˚ ; l’ordre n se de´duit alors :
−180˚ + 60˚ = n× 90˚ ⇒ n = 1.3.
On prend ωb = 10−3 rad/s et ωh = 10−1 rad/s.
La me´thodologie de synthe`se de´crite au §3.4.2 conduit a` la fonction de transfert :
C(s) = K
(
1 + sωb
)nb (
1 + sωh
)n
(−s0.5 + z) (s1.5 + 0.42833s+ 0.060125s0.5)(
s
ωb
)nb (
1 + sωb
)n (
1 + s5ωh
)nh
(−0.11716s+ 0.094626s0.5 + 0.0052955)
ou` K = 460, ωb = 10−3 rad/s, ωh = 10−1 rad/s, z = 0.86, nb = 1.5, nh = 2 et n = 1.3.
Une approximation de la re´ponse fre´quentielle du re´gulateur CRONE est re´alise´e a`
l’aide la toolbox CRONE (voir Fig. 3.8) conduisant a` la fonction de transfert du correcteur
rationnel :
CR(s) =
2.456× 105s5 + 4.843× 105s4 + 1.38× 105s3 + 5403s2 + 0.004416
2.995× 105s6 + 3.11× 106s5 + 8.202× 106s4 + 6.677× 105s3 + 2865s2 + s.
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Figure 3.8 – Synthe`se du re´gulateur rationnel CR(s) : re´ponses fre´quentielles des correc-
teurs fractionnaire C(jω) et rationnel CR(jω) a` l’aide de la Toolbox CRONE
Une comparaison des re´ponses fre´quentielles des deux re´gulateurs est pre´sente´e Fig.
3.9.
La Fig. 3.10 pre´sente les diagrammes de Bode de la boucle ouverte pour des varia-
tions de gain de 1/50, 1, 50 et 80 fois le gain nominal. Ces variations soulignent l’inte´reˆt
d’avoir une phase constante autour de ωu apporte´e par le re´gulateur CRONE, conduisant
a` un degre´ de stabilite´ quasi-constant (phase variant de −125˚ a` −132˚ C), alors qu’avec
le re´gulateur PID, les variations de phase sont plus grandes (phase variant de −105˚ a`
−170˚ C).
La Fig. 3.11 pre´sente les diagrammes de Bode de la boucle ferme´e pour des variations
de gain de 1/50, 1, 50 et 80 fois le gain nominal. Malgre´ les incertitudes de gain, la phase
constante autour de ωu apporte´e par le re´gulateur CRONE conduit a` un degre´ de stabilite´
quasi-constant.
3.4.3.3 – Simulations
Les essais de cette e´tude ont e´te´ re´alise´s en simulation. Dans le cas nominal, une
boucle de retour n’a aucune utilite´ si le syste`me est non perturbe´.
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Figure 3.9 – Re´ponses fre´quentielles des re´gulateurs CRONE (–) et PID (–)
Figure 3.10 – Re´ponses fre´quentielles des boucles ouvertes avec re´gulateurs PID et
CRONE avec variations de gain : G(jω)/50 (–), G(jω) (–) et 50.G(jω) (-.-)
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Figure 3.11 – Re´ponses fre´quentielles des boucles ferme´es avec re´gulateurs PID et
CRONE avec variations de gain : G(jω)/50 (–), G(jω) (–), 50.G(jω) (-.-), 80.G(jω) (- -)
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Figure 3.12 – Simulation avec perturbations sur le proce´de´ nominal : CRONE (–) et
PID (- -)
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Figure 3.13 – Simulation avec perturbations pour une variation de gain de 50×H(sν) :
CRONE (–) et PID (- -)
Pour l’e´tude en re´gulation, deux types de perturbations de type e´chelon sont ap-
plique´es : une de commande a` 625 s et une autre en sortie a` 1900 s. Dans le cas nominal,
la Fig. 3.12 montre un bon suivi de trajectoire en pre´sence des perturbations. Les deux
re´gulateurs PID et CRONE ont le meˆme comportement dynamique (ωu identique) avec
des commandes identiques.
L’e´tude de la robustesse est pre´sente´e Fig. 3.13 et Fig. 3.14. Ces re´sultats montrent
d’une part une poursuite robuste de la trajectoire en pre´sence des perturbations en entre´e
et en sortie ainsi que des variations de gain du proce´de´ ; d’autre part, les performances
bien meilleures avec le re´gulateur CRONE. On note des pics de commande de 5 a` 1 % plus
e´leve´s pour le re´gulateur PID. Le re´gulateur CRONE apporte une phase quasi-constante
autour de la pulsation ωu assurant ainsi la robustesse du degre´ de stabilite´.
Remarque
Il est a` noter que pour les deux dernie`res simulations (Fig. 3.13 et Fig. 3.14), la
commande prend des valeurs ne´gatives : un flux ne´gatif refroidit le barreau ther-
mique. Dans le cas pratique, le dispositif utilise´ ne peut pas refroidir le barreau ; il
ne peut que le chauﬀer. Le “refroidissement” s’eﬀectue par une commande nulle : il
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Figure 3.14 – Simulation avec perturbations pour une variation de gain de 80×H(sν) :
CRONE (–) et PID (- -)
s’agit donc d’un syste`me non line´aire ou` le proce´de´ est pre´ce´de´ d’une saturation (0
pour des commandes ne´gatives, et u pour des commandes positives). Afin de mieux
se rapprocher de la re´alite´, les simulations pour des variations de gain de 50 et 80
fois le gain nominal du proce´de´ ont e´te´ eﬀectue´es avec saturation (voir Fig. 3.15 et
Fig. 3.16).
Un suivi de trajectoire robuste a e´te´ e´tabli a` l’aide de la platitude line´aire des
syste`mes non entiers associe´e a` une commande CRONE de deuxie`me ge´ne´ration. Ces
outils ont e´te´ applique´s a` un syste`me non entier SISO : un banc d’essais thermique. Des
simulations sur deux re´gulateurs (PID et CRONE de deuxie`me ge´ne´ration) ont pu illustrer
la robustesse de la strate´gie du suivi de trajectoire avec le re´gulateur CRONE. L’e´tape
suivante consiste a` faire une extension de la platitude aux syste`mes non entiers MIMO
et d’assurer une poursuite robuste de trajectoire a` l’aide d’une commande CRONE de
troisie`me ge´ne´ration (robustesse d’un proce´de´ incertain avec des variations de gain et de
phase).
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Figure 3.15 – Simulation avec perturbations avec une variation de gain de 50 × H(sν)
et pre´sence de saturation : CRONE (–) et PID (- -)
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Figure 3.16 – Simulation avec perturbations avec une variation de gain de 80 × H(sν)
et pre´sence de saturation : CRONE (–) et PID (- -)
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3.5 – Syste`mes line´aires non entiers de dimension finie
MIMO
L’extension de la platitude line´aire aux syste`mes non entiers multivariables consti-
tue un travail majeur de cette the`se. Les notions de commandabilite´ et de platitude se
rejoignent dans le contexte des syste`mes line´aires. Diverses approches sont e´tudie´es : l’ap-
proche par repre´sentation d’e´tat ge´ne´ralise´e, puis par matrices polynoˆmiales non entie`res.
Une loi de commande du type CRONE de troisie`me ge´ne´ration est propose´e pour la pour-
suite robuste de trajectoire en pre´sence de perturbations et d’incertitudes parame´triques.
Cette approche multivariable est illustre´e par un exemple de simulation : un barreau
me´tallique soumis a` deux flux de chaleur.
3.5.1 – Commandabilite´
Un syste`me line´aire non entier et commensurable d’ordre ν sur l’anneau principal
R[pν ] des polynoˆmes diﬀe´rentiels de la forme∑
finie
akp
kν, ak ∈ R, k ∈ N, (3.51)
est dit de dimension finie. Conside´rons une dynamique R[pν ]-line´aire D, d’entre´e u. Le
module de torsion D/spanR[pν ](u), qui est de type fini, est, en tant que R-espace vectoriel,
de dimension finie.
3.5.1.1 – Pseudo-repre´sentation d’e´tat kalmanienne
The´ore`me 3.5.1. Toute dynamique R[pν ]-line´aire admet une pseudo-repre´sentation d’e´tat
kalmanienne :
x(ν)(t) = AX(t) +Bu(t), (3.52)
ou` A ∈ Rn×n, B ∈ Rn×m. Deux pseudo-e´tats kalmaniens x˜ et x sont relie´s par :
x˜ = Px, (3.53)
ou` P ∈ Rn×n, det(P ) ̸= 0.
De´monstration. Soit D une R[pν ]-dynamique. Posons n = dimR
(D/spanR[pν ](u)). On
choisit dans D un ensemble ηˇ = (ηˇ1, . . . , ηˇn) dont le re´sidu est une base. Il vient
pν ηˇ = Aηˇ,
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ou` A ∈ Rn×n. Donc
pνη = Aη +
M∑
k=0
Bkp
kνu, (3.54)
ou` Bk ∈ Rn×m et u ∈ Rm. η est appele´ un pseudo-e´tat ge´ne´ralise´, et (3.54) une pseudo-
repre´sentation d’e´tat ge´ne´ralise´e.
Soit η˜ = (η˜1, . . . , η˜n) un autre pseudo-e´tat ge´ne´ralise´. Comme les re´sidus de η et de
η˜ sont des bases dans D/spanR[pν ](u), il vient
η˜ = Pη +
∑
finie
Qjp
jνu (3.55)
ou` P ∈ Rn×n, det(P ) ̸= 0, Qj ∈ Rn×p. L’expression (3.55) de´pend en ge´ne´ral de l’entre´e
et d’un nombre fini de ses de´rive´es.
Soit M ≥ 1 et BM ̸= 0 dans (3.54). Selon l’e´quation (3.55), en posant
η = ηˇ +Gkp
(k−1)νu,
il vient alors
pν ηˇ = Aηˇ +
M−1∑
k=1
Bkp
kνu.
L’ordre maximal de de´rivation de u est au plus M − 1. Par re´currence, on aboutit a` la
pseudo-repre´sentation d’e´tat de premier niveau (3.52).
Pour ν = 1, on appelle (3.52) une repre´sentation d’e´tat kalmanienne. Deux pseudo-
e´tats kalmaniens x et x˜ du meˆme syste`me sont relie´s par une transformation inde´pendante
de l’entre´e selon la relation (3.53).
3.5.1.2 – Commandabilite´ et crite`re de Kalman
L’anneau R[pν ] e´tant principal, les R[pν ]-commandabilite´s sans torsion et libres se
confondent.
De´finition 3.5.2. Un syste`me R[pν ]-line´aire est commandable si et seulement s’il est
R[pν ]-commandable libre.
Proprie´te´ 3.5.3. La dynamique (3.52) est commandable au sens de Kalman ssi le crite`re
de Kalman (ou commune´ment appele´ “matrice de commandabilite´”)
rank
(
B,AB, . . . ,An−1B
)
= n
est ve´rifie´.
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De´monstration. Les traite´s d’automatique line´aire traitent longuement de ce re´sultat avec
notamment le bouclage statique (voir [D’Andre´a Novel et Cohen de Lara, 1993, Kailath,
1980, Kalman, 1960] et [Matignon et D’Andre´a-Novel, 1996] pour le cas non entier). La
re´ciprocite´ est vraie en utilisant certaines proprie´te´s d’invariance.
3.5.1.3 – Invariance
De´finition 3.5.4. Un changement line´aire de coordonne´es x ,→ x˜ est de´fini par une
matrice M inversible (n× n) : x = Mx˜.
Un bouclage statique re´gulier u ,→ u˜ est de´fini par une matrice N inversible (m×m)
et une autre matrice K (m × n) : u = Kx˜ + Nu˜. C’est un changement de variables sur
les commandes parame´tre´es par l’e´tat.
L’ensemble des transformations(
x˜
u˜
)
=
(
M 0
K N
)(
x
u
)
(3.56)
forme un groupe lorsque les matrices M , N et K varient (M et N restant inversibles).
Si x(ν) = Ax+Bu est commandable alors il est e´vident que x˜(ν) = A˜x˜+ B˜u˜ obtenu
avec (3.56) est commandable.
La notion de commandabilite´ est intrinse`que : elle est inde´pendante des coordonne´es
avec lesquelles les e´quations du syste`me sont e´tablies.
On aboutit alors au re´sultat suivant :
rang
(
B,AB, . . . ,An−1B
)
= n e´quivaut a` rang
(
B˜, A˜B˜, . . . , A˜
n−1
B˜
)
= n (3.57)
ou` A˜ et B˜ s’obtiennent en e´crivant x(ν) = Ax+Bu dans les coordonne´es (x˜, u˜) :
x˜(ν) =M−1 (AM +BK) x˜+M−1BNu˜.
Soit A˜ = M−1 (AM +BK) et B˜ = M−1BN . En fait, il est possible d’aller beaucoup plus
loin et de montrer que les indices de commandabilite´ de´finis ci-dessous sont invariants.
De´finition 3.5.5. Pour tout entier k, on note σk le rang de la matrice
[
B,AB, . . . ,AkB
]
.
Les σk sont appele´s indices de commandabilite´ de la dynamique (3.52).
La suite σk est croissante, majore´e par n. Ainsi, l’absence d’inte´grale premie`re est
e´quivalente a` σn−1 = n.
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Proprie´te´ 3.5.6. Les indices de commandabilite´ de la dynamique (3.52) sont invariants
par changement de variable sur x et bouclage statique re´gulier sur u.
De´monstration. La preuve de ce re´sultat est obtenu par re´currence sur k.
Il est important de comprendre la ge´ome´trie derrie`re cette invariance. Les trans-
formations (x, u) ,→ (x˜, u˜) du type (3.56) forment un groupe. Ce groupe de´finit une
relation d’e´quivalence entre deux dynamiques ayant meˆme nombre de pseudo-e´tats et
meˆme nombre de commandes. La proposition pre´ce´dente signifie simplement que les in-
dices de commandabilite´ sont les meˆmes pour deux syste`mes appartenant a` la meˆme classe
d’e´quivalence, i.e. le meˆme objet ge´ome´trique vu dans deux repe`res diﬀe´rents.
3.5.1.4 – Exemple acade´mique
Soit un syste`me me´canique a` deux degre´s de liberte´ et une seule commande donne´
par les e´quations suivantes 3 :
m1x
(2ν)
1 = k(x2 − x1) + u
m2x
(2ν)
2 = k(x1 − x2).
Au lieu de donner t ,→ u(t) et d’inte´grer les e´quations du syste`me a` partir de conditions
initiales, on fixe t ,→ x2(t) = z(t). Ainsi, en faisant jouer a` x2 un roˆle privile´gie´, les
e´quations du syste`me s’e´crivent :⎧⎪⎪⎨
⎪⎩
x1 =
m2
k z
(2ν) + z
x2 = z
u = m1m2k z
(4ν) + (m1 +m2) z(2ν).
On obtient ainsi une parame´trisation explicite de toutes les trajectoires du syste`me.
Les relations pre´ce´dentes e´tablissent une correspondance bi-univoque et re´gulie`re entre
les trajectoires du syste`me et les fonctions re´gulie`res t ,→ z(t).
Cela permet de calculer de la fac¸on la plus e´le´mentaire possible une commande
[0, T ] ∋ t ,→ u(t) qui fait passer du pseudo-e´tat I = (xI1, vI1 , xI2, vI2) au pseudo-e´tat Q =
3. On remarque qu’en prenant ν = 1, on revient sur le cas physique de deux masses couple´es par
un ressort, le tout pilote´ par une seule force u.
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(
xQ1 , v
Q
1 , x
Q
2 , v
Q
2
)
(vi correspond a` x
(ν)
i ). Comme
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x1 =
m2
k z
(2ν) + z
v1 =
m2
k z
(3ν) + z(ν)
x2 = z
v2 = z(ν),
imposer I en t = 0 revient a` imposer z et ses de´rive´es jusqu’a` l’ordre (3ν) en 0. Il en est
de meˆme en t = T . Il suﬃt donc de trouver une fonction re´gulie`re [0, T ] ∋ t ,→ z(t) dont
les de´rive´es jusqu’a` l’ordre (3ν) (ou meˆme r, avec r = ⌊3ν⌋ + 1 (voir [Podlubny, 1999a]
p.75)) sont donne´es a priori en 0 et en T : un polynoˆme de degre´ 7 en temps re´pond a` la
question, mais il existe bien d’autres possibilite´s.
3.5.1.5 – Forme de Brunovsky´
Si la matrice de commandabilite´ du syste`me (3.52) commensurable d’ordre ν est de
rang n = dim(x) et si B est de rang m = dim(u), alors il existe un changement d’e´tat
x˜ = Mx (M e´tant une matrice inversible n × n) et un bouclage statique re´gulier u =
Kx˜+Nv (N e´tant une matrice inversible m×m), tels que les e´quations du syste`me dans
les variables (x˜, v) admettent la forme suivante (e´critures sous la forme de m e´quations
diﬀe´rentielles d’ordre ≥ ν) : ⎧⎪⎪⎨
⎪⎪⎩
z(l1ν)1 = v1
...
z(lmν)m = vm
,
avec comme pseudo-e´tat x˜ =
(
z1, z
(ν)
1 , . . . , z
((l1−1)ν)
1 , . . . , zm, z
(ν)
m , . . . , z
((lm−1)ν)
m
)
, les li e´tant
des entiers positifs.
Les m quantite´s yj, qui sont des combinaisons line´aires du pseudo-e´tat x, sont ap-
pele´es “sorties de Brunovsky´”.
Pour une paire (A,B) commandable, les indices de commandabilite´ σk sont direc-
tement relie´s aux m entiers li de la forme de Brunovsky´. Il est facile de voir que, dans
le cas commandable, se donner les σk revient a` se donner les li. Ainsi, deux syste`mes
commandables ayant les meˆmes indices de commandabilite´ admettent la meˆme forme de
Brunovsky´ : ils sont donc e´quivalents. Par contre, ce n’est plus vrai si ces deux syste`mes ne
sont plus commandables avec les meˆmes indices de commandabilite´. Il n’y aura e´quivalence
que de la partie commandable.
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3.5.2 – Approche par matrice polynoˆmiale
Cette e´tude est une approche de la platitude par pseudo-repre´sentation d’e´tat (repre´-
sentation d’e´tat adapte´e pour les syste`mes non entiers [Oustaloup, 1995]) par les moyens
des matrices polynoˆmiales. Les matrices de de´finition, exprime´es a` l’aide des variables du
syste`me, la sortie plate et ses de´rive´es successives, caracte´risent le noyau d’une matrice
polynoˆmiale. La platitude en planification de trajectoire est utilise´e afin de de´terminer les
commandes a` appliquer, sans avoir a` inte´grer d’e´quation diﬀe´rentielle quand la trajectoire
est connue. De nombreux de´veloppements ont e´te´ eﬀectue´s pour les syste`mes LTI, ce-
pendant, concernant les syste`mes non entiers, et particulie`rement en MIMO, les travaux
de recherche sont ouverts. La de´marche consiste a` appliquer la platitude au travers de
matrices polynoˆmiales de´finissant des syste`mes fractionnaires line´aires multivariables.
Les syste`mes line´aires et commensurables d’ordre ν tels que dans (3.19) peuvent
s’e´crire a` l’aide de la repre´sentation polynoˆmiale sous la forme suivante :{
Aν(p)x(t) = Bu(t)
y(t) = Cx(t) +Du(t),
(3.58)
avec Aν(pν) = pνI −A une matrice de dimension n × n dont les composantes sont des
polynoˆmes fractionnaires en pν (I e´tant la matrice identite´) et B une matrice constante
de dimension n×m et de rang m. Le syste`me (3.58) est suppose´ commandable, i.e. A et
B sont premie`res entre elles a` gauche [Le´vine et Nguyen, 2003].
3.5.2.1 – Sortie plate line´aire
A partir des relations (3.22) et (3.23) avec h, A , B et C e´tant line´aires, on de´finit
la sortie plate fractionnaire line´aire selon :
xi =
m∑
j=1
αj∑
k=0
ai,j,kz
(kν)
j , i = 1, ..., n,
ul =
m∑
j=1
αj+1∑
k=0
bl,j,kz
(kν)
j , l = 1, ..., m,
yq =
m∑
j=1
σj∑
k=0
cq,j,kz
(kν)
j , q = 1, ..., r,
(3.59)
avec z une combinaison line´aire de x, u et d’un nombre fini de ses de´rive´es successives
d’ordre ν. Il est a` noter que les ordres de de´rivation sont multiples de l’ordre commensu-
rable ν.
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3.5.2.2 – Matrices de de´finition
Mises sous forme de matrices polynoˆmiales, les expressions (3.59) s’e´crivent :
x(t) = P (pν) z(t), u(t) = Q (pν) z(t) , (3.60)
avec P (resp. Q) une matrice polynoˆmiale de pν (de puissance non entie`re) de dimension
n×m (resp.m×m), de composantes Pi,j(pν) =
αj∑
k=0
ai,j,kpkν (resp. Ql,j(pν) =
αj+1∑
k=0
bl,j,kpkν).
Les matrices P et Q satisfaisant les e´quations (3.60), sont appele´es des “matrices de
de´finition” de la “sortie line´arisante” (ou sortie plate) z.
The´ore`me 3.5.7. Si tous les termes diagonaux de la matrice Aν sont non nuls et si
les matrices Aν et B sont premie`res entre elles a` gauche alors il existe une variable
z = (z1, ..., zm) qui est une sortie plate line´aire de (3.58) ou` les matrices de de´finition P
et Q sont donne´es par :
RTAν (p
ν)P (pν) = 0, (3.61)
Aν (p
ν)P (pν) = BQ (pν) , (3.62)
avec R une matrice arbitraire de rang n − m orthogonale a` B (i.e. RTB = 0), et avec
P (pν) et Q(pν) de rang m pour tout pν et premie`res entre elles a` droite.
De plus, une sortie plate line´aire z du syste`me commandable (3.58) existe toujours
(et par conse´quent P et Q existent e´galement).
De´monstration. On suppose que z est une sortie plate line´aire. Ainsi x et u sont ex-
prime´es par (3.60). Puisque l’application y(t) ,−→ P (pν) y(t) = x(t) est surjective (par
la de´finition de la platitude), le rang de P (pν) doit eˆtre e´gal a` min(n,m) = m pour tout
pν . En combinant
Aν(p
ν)x(t) = Bu(t) (3.63)
avec (3.60), on obtient (3.62).
Comme B est de rang m, il existe une matrice constante de dimension n× (n−m)
et de rang n − m de telle sorte que RTB = 0n−m,m ou` 0n−m,m est une matrice de 0, de
dimension (n−m)×m. Ainsi, en multipliant (3.63) par RT , P (pν) satisfait
RTAν (p
ν)P (pν) z(t) = RTBQ (pν) z(t) = 0n−m,1
pour toute fonction re´gulie`re z de dimension m ; ce qui implique que RTAν (pν)P (pν) =
0n−m,m, et les relations (3.61) et (3.62) sont prouve´es.
177
Chapitre 3 – Extension de la platitude aux syste`mes line´aires non entiers
Comme Aν (pν) et B sont premie`res entre elles a` gauche et comme les rangs de
Aν (pν)P (pν) et B sont e´gaux a` m, quel que soit pν , il en est de meˆme pour Q (pν) (par
contradiction).
En utilisant le fait que z (et donc Z) est une sortie plate line´aire, elle doit satisfaire :
z(t) = F (pν)x(t)+G (pν) u(t), pour des matrices approprie´es F (pν) de dimension m×n
et G (pν) de dimension m × m. Ainsi en substituant les expressions de x et de u, on
obtient :
z(t) = F (pν)P (pν) z(t) +G (pν)Q (pν) z(t).
Or, F (pν)P (pν)+G (pν)Q (pν) = I, ce qui selon l’identite´ de Be´zout signifie que P (pν)
et Q (pν) sont premie`res entre elles a` droite. Ce qui prouve que z est une sortie plate
line´aire et que la premie`re partie du the´ore`me est de´montre´e.
A l’inverse, soit P (pν) et Q (pν) donne´es par les relations (3.61) et (3.62), avec
P (pν) et Q (pν) premie`res entre elles a` droite. D’apre`s l’identite´ de Be´zout, il existe 2
matrices polynoˆmiales F (pν) et G (pν) tels que : F (pν)P (pν) + G (pν)Q (pν) = I. En
multipliant a` droite par Z, on obtient F (pν)P (pν) z(t) + G (pν)Q (pν) z(t) = z(t). En
posant x(t) = P (pν) z(t) et u(t) = Q (pν) z(t), on a :
z(t) = F (pν)x(t) +G (pν) u(t)
Aν (pν)x(t) = Aν (pν)P (pν) z(t) = BQ (pν) z(t) = Bu(t)
, (3.64)
ce qui prouve que Z est une sortie plate line´aire.
L’existence d’une solution a` la relation (3.61) peut alors eˆtre de´montre´e. D’apre`s
le the´ore`me 1.6.17, RTAν (pν) peut eˆtre de´compose´ sous la forme de Smith, c’est-a`-dire
qu’il existe deux matrices unimodulaires V ∈ GLn−m (K [pν ]) et W ∈ GLn (K [pν ]) et une
matrice polynoˆmiale ∆ (pν) de dimension (n−m)× (n−m), telles que :
V (pν)RTAν (p
ν)W (pν) = [∆ (pν) 0n−m,m] (3.65)
ou, avec la de´composition W (pν) = [W1 (pν) W2 (pν)], W1 de dimension n × (n −m)
et W2 de dimension n×m, la relation (3.65) devient :
V (pν)RTAν (pν)W1 (pν) = ∆ (pν)
V (pν)RTAν (pν)W2 (pν) = 0n−m,m.
(3.66)
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Soit P0 (pν) une matrice unimodulaire m×m. En posant :
P (pν) = W (pν)
[
0n−m,m
P0 (pν)
]
= [W1 (p
ν) W2 (p
ν)]
[
0n−m,m
P0 (pν)
]
= W2 (p
ν)P0 (p
ν) , (3.67)
la relation (3.66) devient :
V (pν)RTAν (p
ν)P (pν) = V (pν)RTAν (p
ν)W2 (p
ν)P0 (p
ν) = 0.
Comme V (pν) est unimodulaire, on a montre´ que RTAν (pν)P (pν) = 0, ce qui signifie
que P (pν) de´finie dans (3.67), est solution de (3.61) pour toute matrice unimodulaire
P0 (pν) de dimension m×m.
Il en est de meˆme pour la multiplication a` droite par la matrice unimodulaire P0 (pν),
ce qui prouve que le rang (P (pν)) = m pour tout pν .
3.5.2.3 – De´termination de la commande pour la poursuite de trajectoire et
caracte´risation des matrices de de´finition
Une des questions essentielles consiste a` de´terminer les matrices de de´finition P et Q.
Il n’y a pas d’unicite´ des sorties plates, cependant, une fois que ces matrices de de´finition
sont de´finies, ces sorties plates seront alors bien fixe´es.
The´ore`me 3.5.8. Les matrices de de´finition P et Q sont alors donne´es par :
P (pν) = VF (p
ν)
(
0
I
)
, (3.68)
Q (pν) = T (pν)Aν(p
ν)P (pν) . (3.69)
ou` VF est une matrice dans GLn (K [pν ]) issue directement de la de´composition de Smith
de R (pν)Aν (pν), et T est issue de la de´composition de Smith de B.
De´monstration. B (pν) e´tant une matrice n×m, il existe une matrice VB ∈ GLm (K [pν ])
et une matrice UB ∈ GLn (K [pν ]) telles que UB (pν)B (pν) VB (pν) =
(
I
0
)
.
Une matrice R est recherche´e telle que R (pν)B (pν) = 0. R peut eˆtre de´finie selon
R (pν) = (0, I)UB (p
ν) . (3.70)
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En introduisant la matrice hyper-re´gulie`re F (pν) = R (pν)Aν (pν), F admet une
de´composition de Smith avec VF ∈ GLn (K [pν ]) et UF ∈ GLn−m (K [pν ]) telles que :
UF (pν)F (pν) VF (pν) = (I, 0).
La premie`re matrice de de´finition P peut alors eˆtre de´finie par :
P (pν) = VF (p
ν)
(
0
I
)
. (3.71)
Pour de´finir Q, la relation (3.58) est conside´re´e :
Aν(p
ν)x = B(pν)u.
Comme x = P (pν) z, cette relation devient :
Aν(p
ν)P (pν) z = B(pν)u.
Une matrice T , inversible a` gauche de B, est introduite telle que :
T (pν)B (pν) = I.
Graˆce a` la de´composition de Smith de B :
T (pν) = VB (p
ν) (I 0)UB (p
ν) . (3.72)
Ainsi,
Q (pν) = T (pν)Aν(p
ν)P (pν) . (3.73)
3.5.2.4 – De´termination de la sortie plate
La sortie plate fractionnaire peut eˆtre de´finie a` partir du pseudo-e´tat x. De (3.60),
une matrice S, qui soit inversible a` gauche de P , est recherche´e :
z(t) = S (pν) x(t)
S (pν)P (pν) = I
P admet une de´composition de Smith avec les matrices VP ∈ GLm (K [pν ]) et UP ∈
GLn (K [pν ]) telles que : UP (pν)P (pν) VP (pν) =
(
I
0
)
.
Par conse´quent,
S (pν) = VP (p
ν) (I 0)UP (p
ν) . (3.74)
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Comme toutes les variables du syste`me peuvent eˆtre exprime´es par la sortie plate z,
il en est de meˆme pour la sortie de´sire´e ydes :
ydes(t) = CP (p
ν)z(t)
avec x(t) = P (pν)z(t).
Cependant, si une trajectoire de la sortie du syste`me y a e´te´ de´finie, la sortie plate
fractionnaire z peut alors eˆtre obtenue a` partir de cette variable.
W (pν) = CP (pν) e´tant une matrice r×m, sa matrice inversible a` gauche Winv est
recherche´e.
Proprie´te´ 3.5.9. W admettant une de´composition de Smith, il existe des matrices VW ∈
GLm (K [pν ]) et UW ∈ GLr (K [pν ]) telles que :
1) si r ≤ m, UW (pν)W (pν)VW (pν) = (I 0), alors
Winv = VW
(
I
0
)
UW . (3.75)
2) si r > m, UW (pν)W (pν) VW (pν) =
(
I
0
)
, alors
Winv = VW (I 0)UW . (3.76)
3.5.2.5 – Application a` un syste`me thermique bidimensionnelle
– Equation de la chaleur
Le proble`me de planification de trajectoire de l’e´quation de la chaleur mono-dimen-
sionnelle a de´ja` e´te´ traite´ dans la litte´rature par les moyens de la platitude [Laroche,
2000] et de la transformation de Laplace des syste`mes non entiers [Melchior et al., 2005,
Victor et al., 2008a,b]. L’objectif de ce paragraphe est d’appliquer en simulation les outils
de´veloppe´s par matrices polynoˆmiales du paragraphe pre´ce´dent sur un syste`me non entier.
L’e´quation de la chaleur en 2D est utilise´e pour repre´senter la diﬀusion de la chaleur
sur une plaque me´tallique, comme illustre´e, sur la Fig. 3.17 :(
∂2
∂x2
+
∂2
∂y2
− 1
α
∂T
∂t
)
T (x, y, t) = 0, (3.77)
pour x ∈ [0, ∞[, y ∈]−∞, ∞[ et t > 0.
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0
x
y
T (x, y, t)
ϕ(t)
Figure 3.17 – Plaque me´tallique 2D chauﬀe´e
Le milieu est conside´re´ comme un plan me´tallique homoge`ne semi-infini de diﬀusivite´
α, de conductivite´ λ et de tempe´rature initiale nulle en tout point de la plaque pour t ≤ 0.
La plaque me´tallique est soumise au flux de densite´ de chaleur ϕ(t) qui est suppose´e
normale a` l’axe y et est applique´ en y = 0. Aucun flux de chaleur ne se perd sur la surface
d’application du flux de chaleur. De plus, la plaque est e´galement suppose´e eˆtre bien isole´e
et la tempe´rature est commande´e a` l’origine (x, y) = (0, 0).
Pour simplifier le calcul, la condition de Cauchy :
T (x, y, 0) = 0, pour 0 ≤ x <∞ et −∞ ≤ y <∞ (3.78)
et la condition aux limites suivante, est conside´re´e :
−λ ∂T (x, y, t)
∂x
∣∣∣∣
x=0,y=0
= ϕ(t), t > 0. (3.79)
Sedoglavic et al. [2003] ont introduit une me´thode pour re´soudre l’e´quation de
la chaleur en 2D par platitude diﬀe´rentielle avec un controˆle non distribue´. Cependant,
leur me´thode introduit a` la fois la transformation de Fourier et la transformation de
Laplace. D’autre part, leurs de´veloppements conduisent a` une fonction de transfert avec
des polynoˆmes en sν sous forme implicite dont l’expression n’est pas bien adapte´e pour
la mise sous forme d’une repre´sentation d’e´tat (3.58).
Les de´veloppements qui suivent conduisent a` des polynoˆmes en sν sous forme expli-
cite qui sont bien adapte´s pour une pseudo-repre´sentation d’e´tat.
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Similairement au cas mono-dimensionnel, la transformation de Laplace est applique´e
a` l’e´quation de la chaleur bi-dimensionnelle (3.77) :
s
α
Tˆ (x, y, s) =
∂2Tˆ (x, y, s)
∂x2
+
∂2Tˆ (x, y, s)
∂y2
. (3.80)
La se´paration de variables est utilise´e pour re´soudre cette e´quation de la chaleur
(3.80). La tempe´rature T (x, y, s) peut s’e´crire :
Tˆ (x, y, s) = Tˆx(x, s)Tˆy(y, s), (3.81)
ou` Tˆx est fonction des variables x et s et Tˆy est fonction des variables y et s.
La relation (3.80) s’e´crit alors :
s
α
Tˆx(x, s)Tˆy(y, s) = Tˆy(y, s)
∂2Tˆx(x, s)
∂x2
+ Tˆx(x, s)
∂2Tˆy(y, s)
∂y2
. (3.82)
En divisant par Tˆ (x, y, s), on trouve :
s
α
=
1
Tˆx(x, s)
∂2Tˆx(x, s)
∂x2
+
1
Tˆy(y, s)
∂2Tˆy(y, s)
∂y2
. (3.83)
Ainsi, cette relation conduit a` deux termes : l’un est fonction de x et s et l’autre est
fonction de y et s. Le syste`me suivant est alors conside´re´ :⎧⎪⎨
⎪⎩
s
2α =
1
Tˆx(x,s)
∂2Tˆx(x,s)
∂x2 ,
s
2α =
1
Tˆy(y,s)
∂2Tˆy(y,s)
∂y2 .
(3.84)
Les solutions des e´quations de (3.84) sont solutions du syste`me (3.83).
Le syste`me (3.84) conduit a` deux e´quations diﬀe´rentielles e´le´mentaires dont les so-
lutions s’e´crivent : {
Tˆx(x, s) = A1e
x
√
s
2α +B1e
−x
√
s
2α
Tˆy(y, s) = A2e
y
√
s
2α +B2e
−y
√
s
2α .
(3.85)
Les conditions aux limites pour x → ∞ et pour y → ∞ conduisent a` A1 = 0 et
A2 = 0.
Finalement, la transformation de Laplace de la tempe´rature et de la densite´ de flux
s’e´crivent : {
Tˆ (x, y, s) = Tˆx(x, s)Tˆy(y, s) = B1B2e
−
√
s
2α (x+y)
ϕˆ(x, y, s) = −λ∂Tˆx(x,s)∂x = λ
√
s
2αB1B2e
√
s
2α (x+y).
(3.86)
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L’expression de la tempe´rature dans (3.86) satisfait l’e´quation de la chaleur (3.80).
L’impe´dance thermique est de´finie par :
G(x, y, s) =
Tˆ (x, y, s)
ϕˆ(x, y, s)
. (3.87)
Comme la densite´ de flux de chaleur est applique´e en (x, y) = (0, 0), sa transformation de
Laplace se re´sume a` ϕˆ(s) = ϕˆ(0, 0, s). Ainsi, l’impe´dance thermique se simplifie en
G(x, y, s) =
Tˆ (x, y, s)
ϕˆ(s)
=
e−
√
s
2α (x+y)
λ
√
s
2α
. (3.88)
En utilisant l’approximation de Pade´ d’un retard pur, a` savoir :
e−τ =
e−
τ
2
e
τ
2
,
l’impe´dance thermique s’e´crit :
G(x, y, s) =
√
2α
λ
√
s
e−
√
s
2α
(x+y)
2
e
√
s
2α
(x+y)
2
. (3.89)
Avec un de´veloppement en se´rie de Taylor, elle s’e´crit :
GK(x, y, s) =
√
2α
λ
K∑
k=0
akskν
K∑
k=0
|ak| s(k+1)ν
, (3.90)
ou` l’ordre commensurable ν = 0.5 et ak = (−1)k (x+y)kk!(2α)kν .
La fonction de transfert GK est propre et converge rapidement vers G. De plus, ces
fonctions de transfert sont clairement non entie`res et peuvent s’exprimer dans le domaine
temporel par une e´quation diﬀe´rentielle a` ordres non entiers multiples de 0.5.
– Principes de la platitude
HK est normalise´e par |aK | :
HK(x, y, s) =
√
2α
λ
K∑
k=0
a′ks
kν
K∑
k=0
|a′k| s(k+1)ν
, (3.91)
avec a′k = ak/aK et donc a
′
K = 1.
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La fonction de transfert HK se re´e´crit sous la forme d’une pseudo-repre´sentation
d’e´tat (3.58)
A =
[
−|a′K−1| . . . −|a′0| 0
IK 0K,1
]
,
B =
[
1 01,K
]T
,
C =
√
2α
λ
∗
[
a′K · · · a′0
]
,
D = 0.
Il reste a` trouver les matrices de de´finition P et Q. Aν(sν) = IK+1sν − A est une
matrice (K + 1)× (K + 1).
B (sν) e´tant une matrice (K + 1) × 1, il existe des matrices VB ∈ GL1 (K [sν ])
et UB ∈ GLK+1n (K [sν ]) telles que UB (sν)B (sν)VB (sν) =
(
I
0
)
. Avec UB = IK et
VB = 1, R est telle que R (sν)B (sν) = 0 : R (sν) = (0K,1, IK)UB (sν) = (0K,1, IK) .
F (sν) = R (sν)Aν (sν) = (−IK , 0K,1) + (0K,1, IKsν) est une matrice K × (K + 1)
qui admet une de´composition de Smith avec les matrices VF ∈ GLK+1 (K [sν ]) et UF ∈
GLK (K [sν ]) telles que : UF (sν)F (sν)VF (sν) = (I, 0). Avec UF = −IK et
VF =
⎛
⎜⎜⎜⎜⎜⎝
1 sν · · · sKν
0 1
. . .
...
...
. . . . . . sν
0 · · · 0 1
⎞
⎟⎟⎟⎟⎟⎠ .
La premie`re matrice de de´finition P peut maintenant eˆtre de´finie :
P (sν) = VF (s
ν)
(
0K,1
I1
)
=
⎛
⎜⎜⎜⎜⎜⎝
sKν
...
sν
1
⎞
⎟⎟⎟⎟⎟⎠ . (3.92)
T , inversible a` gauche de B, est de´finie graˆce a` la de´composition de Smith de B,
T (sν) = VB (s
ν) (I1 01,K)UB (s
ν) = (I1, 01,K) . (3.93)
Ainsi,
Q (sν) = T (sν)Aν(s
ν)P (sν) =
K∑
k=0
|a′k|skν . (3.94)
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Figure 3.18 – Sortie de la tempe´rature de´sire´e et de ses de´rive´es
Comme Ydes(s) = CP (sν)Z(s), en posant W = CP (sν),
W (sν) =
√
2α
λ
K∑
k=0
a′ks
kν .
La matrice W e´tant un polynoˆme, son inverse Winv n’est pas un polynoˆme :
Winv =
λ√
2α
∑K
k=0 a
′
ks
kν
.
A partir de cette relation, la sortie plate Z peut eˆtre calcule´e si la trajectoire de´sire´e
Ydes est pre´-de´finie.
– Simulation du syste`me thermique 2D
Une trajectoire de tempe´rature est de´finie au point x = 0.005 m et y = 0.002 m
(voir Fig. 3.17). La tempe´rature s’e´le`vera de 30˚ C au-dessus de la tempe´rature ambiante
en 1250 s et se stabilisera pour la meˆme pe´riode de temps (voir Fig. 3.22). L’e´volution de
la tempe´rature est de´finie par la trajectoire de´sire´e selon un polynoˆme d’interpolation de
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Figure 3.19 – Simulation du syste`me thermique 2D : densite´ de flux ϕ(t), sortie plate z,
tempe´rature mesure´e T et tempe´rature de´sire´e Tdes, et erreur de sortie
degre´ 5 (PI5) :
Tdes,n (t) = Ti + 80 (Tf,n − Ti) t
3
t3f
− 240 (Tf,n − Ti) t
4
t4f
+192 (Tf,n − Ti) t
5
t5f
, (3.95)
avec Ti = 0◦C, Tf = 30◦C, et tf = 2500 s.
La Fig. 3.19 pre´sente les re´sultats de simulation de la planification de trajectoire :
les principes de la platitude e´tendus aux syste`mes non entiers ont e´te´ applique´s pour
de´terminer une sortie plate qui permet de ge´ne´rer la commande ϕ. Cette commande a e´te´
applique´e au mode`le 2D et la tempe´rature a e´te´ mesure´e en x = 0.005 m et y = 0.002 m.
Comme pre´vu, la tempe´rature mesure´e suit la tempe´rature de´sire´e : l’erreur de sortie est
proche de 0 en simulation.
Une caracte´risation des sorties plates fractionnaires line´aires sous forme de matrices
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polynoˆmiales non entie`res a e´te´ pre´sente´e en utilisant la de´composition de Smith. La for-
mulation alge´brique de la platitude permet de de´terminer les sorties plates fractionnaires
qui de´finissent comple`tement les trajectoires d’un syste`me line´aire fractionnaire. Ces pro-
prie´te´s de la platitude ont e´te´ applique´es a` un transfert de chaleur de dimension 2 : le
mode`le liant la tempe´rature mesure´e a` la densite´ de flux injecte´e est d’ordre non entier
avec un ordre commensurable de 0.5.
3.5.3 – Poursuite robuste de trajectoire par commande CRONE
de troisie`me ge´ne´ration
Fonde´e sur l’“inte´gration non entie`re complexe”, la troisie`me ge´ne´ration de la com-
mande CRONE est une ge´ne´ralisation de la deuxie`me a` travers la substitution d’un ou
plusieurs ordres non entiers complexes a` l’ordre non entier re´el qui caracte´rise le compor-
tement en boucle ouverte autour de la fre´quence de gain unite´ ωu.
Cette strate´gie de commande CRONE utilise un ordre de de´rivation non entier com-
plexe sur une bande de fre´quence utile [ωA,ωB]. Compte-tenu des conditions que satisfont
la strate´gie de deuxie`me ge´ne´ration explicite´e au paragraphe §3.4.2, lorsque la seconde
condition du glissement du gabarit sur lui-meˆme ne peut eˆtre ve´rifie´e, il n’y a aucune raison
pour que le gabarit vertical assure au mieux la robustesse de la commande. Il convient alors
de le ge´ne´raliser conforme´ment a` deux niveaux. Le premier niveau consiste a` conside´rer
un gabarit, toujours de´fini comme un segment de droite pour l’e´tat parame´trique no-
minal du proce´de´, mais de direction quelconque, appele´ “gabarit ge´ne´ralise´”. Le gabarit
ainsi de´fini est de´crit par une transmittance fonde´e sur celle d’un “inte´grateur non en-
tier complexe” γ = a + ib , dont la partie re´elle a de´termine le placement en phase du
gabarit et dont la partie imaginaire b de´termine ensuite son inclinaison par rapport a` la
verticale (voir Fig. 3.20). Dans le cadre de cette ge´ne´ralisation, la strate´gie optimale de
la version initiale de cette commande CRONE porte sur la recherche d’un gabarit opti-
mal au sens de la minimisation d’un crite`re quadratique (sous contraintes) portant sur
les variations du facteur de re´sonance en asservissement ou du facteur d’amortissement
en asservissement et en re´gulation. Le deuxie`me niveau consiste a` substituer au gabarit
ge´ne´ralise´ un ensemble de gabarits du meˆme type, appele´ “multi-gabarit”. Sa description
par un produit de “transmittances non entie`res complexes borne´es en fre´quences” de´finit
un “gabarit curviligne” e´tendant alors le gabarit rectiligne que forme le gabarit vertical.
La recherche d’un multi-gabarit optimal au sens de la minimisation du crite`re pre´ce´dent
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Figure 3.20 – Gabarit ge´ne´ralise´ dans le plan de Black-Nichols
de´finit la strate´gie optimale la plus e´volue´e qu’utilise la commande CRONE de troisie`me
ge´ne´ration.
L’objectif de cette partie est de pouvoir e´tablir une loi de commande robuste pour des
syste`mes multivariables pre´sentant des variations parame´triques (agissant sur le gain et la
phase du proce´de´) et a` sorties de´couple´es. La commande CRONE de troisie`me ge´ne´ration
e´tant bien adapte´e pour ce type de proce´de´, elle est adopte´e ici. Le re´gulateur CRONE
est de´fini dans une bande de fre´quences [ωA,ωB] autour de la pulsation de gain unite´ ωu
afin d’assurer non seulement une phase constante mais plus pre´cise´ment pour assurer de
faibles variations du degre´ de stabilite´ du syste`me en boucle ferme´e.
Afin d’e´tablir une loi de commande CRONE de troisie`me ge´ne´ration, l’objectif est
de trouver une matrice diagonale de fonctions de transfert en boucle ouverte dont les
e´le´ments sont des fonctions de transfert d’ordres fractionnaires. Elle est parame´tre´e de
fac¸on a` satisfaire un parfait de´couplage pour le proce´de´ nominal, des spe´cifications de
pre´cision en basses fre´quences, des marges de stabilite´ nominales requises des boucles
ferme´es (comportement autour des fre´quences de coupures) ainsi que des spe´cifications
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des eﬀorts de commande en hautes fre´quences.
Apre`s une optimisation de la matrice de transfert diagonale en boucle ouverte β0(s),
une identification fre´quentielle a` l’aide de la toolbox CRONE est eﬀectue´e pour de´terminer
le re´gulateur fractionnaire. Pour une analyse plus approfondie du re´gulateur CRONE de
troisie`me ge´ne´ration, on peut se re´fe´rer a` [Oustaloup, 1999] et a` [Nelson-Gruel et al.,
2007] pour les syste`mes non entiers MIMO non carre´s.
La partie re´elle de γ = a + ib de´termine un blocage de phase de −Re(ν)π/2 autour
de la pulsation ωu, et la partie imaginaire caracte´rise sa direction. Le gabarit ge´ne´ralise´
est alors de´crit par ses de´limitations dans le plan ope´rationnel Cj de l’inte´grateur d’ordre
non entier complexe :
β0(s) =
[(ωu
s
)γ]
Cj
(3.96)
avec s = σ + jω ∈ Cj and γ = a + ib ∈ Ci.
E´tant fonde´ sur l’inte´gration non entie`re complexe borne´e en fre´quences, la fonction
de transfert en boucle ouverte se de´crit alors par :
β0 (s) = Csign(b)
(
1+s/ωh
1+s/ωl
)a
×
(
Re/i
{(
Cg
1+s/ωh
1+s/ωl
)ib})−qsign(b)
(3.97)
avec C = cosh
[
b
(
arctan
(
ωu
ωl
)
− arctan
(
ωu
ωh
))]
et Cg =
(
1+
(
ωu
ωl
)2
1+
(
ωu
ωh
)2
)1/2
.
Les fre´quences de coupures sont place´es autour des fre´quences extreˆmes de la bande
de fre´quence conside´re´e selon : ωl < ωA < ωu < ωB < ωh. Pour un proce´de´ stable et a`
minimum de phase, le gabarit ge´ne´ralise´ est pris en compte dans la fonction de transfert
de la boucle ouverte :
β¯0(s) = βl (s)β0 (s) βh (s) , (3.98)
avec βl (s) = Cl
(
ωl
s + 1
)nl dont l’ordre nl fixe la pre´cision en boucle ferme´e, et βh (s) =
Ch(
s
ωh
+1
)nh dont l’ordre nh rend les e´le´ments du re´gulateur propre.
3.5.4 – Application a` un syste`me line´aire non entier MIMO uni-
dimensionnel : le barreau thermique soumis a` deux flux
de chaleur
3.5.4.1 – Description du banc de simulation
Dans cette section, un syste`me fractionnaire MIMO est e´tudie´ au travers d’une
pseudo-repre´sentation d’e´tat : il s’agit d’un syste`me thermique de dimension finie. Le
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Figure 3.21 – Barreau thermique, sous l’influence de deux densite´s de flux thermique,
une a` chaque extre´mite´. Deux mesures de la tempe´rature sont prises en P1 (l = l1) et en
P2 (l = l2)
syste`me conside´re´ est e´tudie´ en simulation a` partir de parame`tre physique re´el. Le syste`me
thermique est une barre en aluminium de longueur L = 0.15m. Il est conside´re´ comme
e´tant un milieu fini plan, homoge`ne, de conductivite´ λ = 210W.m−1.K−1, de diﬀusivite´
α = 8.8310−5m2.s−1 et e´tant initialement a` tempe´rature ambiante (0˚ C). Le rayon du
barreau e´tant de Rbar = 1 cm, la surface sur laquelle le flux de chaleur est applique´e est
de S = πR2bar . Afin d’assurer un transfert de chaleur unidirectionnel, toute la surface du
barreau est isole´e. Les pertes sur la surface ou` le flux thermique est applique´ sont ne´glige´es.
L’objectif est de controˆler la tempe´rature a` deux points pre´cis du barreau, mesure´e a` une
distance l1 = 0.06m et l2 = 0.10m d’une des extre´mite´s (Fig. 3.21), sachant que celui-ci
est soumis a` deux densite´s de flux. Les flux thermiques sont ge´ne´re´s par deux re´sistances
chauﬀantes colle´es a` chaque extre´mite´ du barreau par une colle de tre`s haute conductivite´
thermique. La puissance maximale pouvant eˆtre ge´ne´re´e par la re´sistance est de 12W (1A
sous 12 V ), et sa re´sistance est de Rres = 4.88Ω.
Battaglia et al. [2001] ont montre´ que le mode`le analytique liant la densite´ de flux
applique´e a` la normale de la surface du plan, a` la tempe´rature mesure´e a` une abscisse l a`
l’inte´rieure du barreau, a un ordre commensurable de 0.5 pour un plan semi-infini. D’autre
part, il est e´galement expose´ dans [Malti et al., 2008b] que l’on obtient une meilleure
pre´cision a` partir d’un mode`le fractionnaire re´duit qu’a` partir d’un mode`le rationnel de
meˆme dimension. La de´monstration du comportement physique non entier du syste`me
MIMO conside´re´ est expose´ en annexe C. Dans la suite, l’indice E de´note l’entre´e du
barreau (l = 0), et L de´note sa sortie (l = L) (voir Fig. 3.21), et X correspond a` la fois
aux indices E ou L.
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A partir du the´ore`me de superposition, le mode`le line´aire liant les densite´s de flux
a` la tempe´rature mesure´e T (l, t) en l = ln (n = 1 pour l1, n = 2 pour l2) est donne´ par :
T (l = ln, t) = L
−1 {HE (ln, s)} ∗ ϕE(t) +L −1 {HL (ln, s)} ∗ ϕL(t), (3.99)
ou` ϕE et ϕL sont les densite´s de flux applique´es par les re´sistances chauﬀantes de chaque
extre´mite´ du barreau (voir Fig. 3.21) et en conside´rant les de´finitions suivantes :
• HE(ln, s) = TE(ln, s)
ϕE(0, s)
=
cosh
(
(L− ln)
√
s
α
)
λ
√
s
α sinh
(
L
√
s
α
) (3.100)
ou` ϕE(l = 0, s) est la densite´ de flux venant de l = 0 (du point E sur la Fig. 3.21) et
TE(ln, s) est la contribution a` la tempe´rature issu du flux venant de l = 0 mesure´e au
point Pn (l = ln) (Fig. 3.21) ;
• HL(ln, s) = TL(ln, s)
ϕL(L, s)
=
cosh
(
ln
√
s
α
)
λ
√
s
α sinh
(
L
√
s
α
) (3.101)
ou` ϕL(l = L, s) est la densite´ de flux venant de l = L (du point L sur la Fig. 3.21) et
TL(ln, s) est la contribution a` la tempe´rature issu du flux venant de l = L mesure´e au
point Pn (l = ln) (Fig. 3.21).
En utilisant le de´veloppement en se´rie entie`re, les relations (3.100) et (3.101) s’e´crivent :
HE(ln, s) ≈
K∑
k=0
bn,ksk/2
K∑
k=1
aks
k+1
2
=
K∑
k=0
bn,kskν
K∑
k=1
aks(k+1)ν
, (3.102)
ou` ν = 0.5 est l’ordre commensurable, bn,k =
(2L−ln)
k+lkn
k!αk/2
et ak = λ
(2L)k
k!α
k+1
2
. De meˆme :
HL(ln, s) ≈
K∑
k=0
b′n,ks
k
2
K∑
k=1
a′ks
k+1
2
=
K∑
k=0
b′n,ks
kν
K∑
k=1
a′ks
(k+1)ν
, (3.103)
ou` b′n,k =
(L+ln)
k+(L−ln)
k
k!αk/2
et a′k = λ
(2L)k
k!α
k+1
2
.
Il est a` noter que les coeﬃcients ak et a′k sont e´gaux pour k ∈ [1, ..., K] et qu’ils sont
inde´pendants de la position de mesure ln. Les relations (3.102) et (3.103) sont normalise´es
par aK : {
a˜k = ak/aK
a˜′k = a
′
k/aK
pour k = 1, . . . , K − 1,{
b˜n,k = bn,k/aK
b˜′n,k = b
′
n,k/aK
pour k = 0, . . . , K.
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Ainsi, sous forme de pseudo repre´sentation d’e´tat, la relation (3.99) s’e´crit :
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−a˜K−1 · · · −a˜1 01,2
0K+1,K+1
IK 0K,1
−a˜′K−1 · · · −a˜′1 01,2
0K+1,K+1
IK 0K,1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.104)
B =
[
[1, 01,K] 01,K+1
01,K+1 [1, 01,K]
T
]
, C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b˜1,K b˜′1,K
...
...
b˜1,0 b˜′1,0
b˜2,K b˜′2,K
...
...
b˜2,0 b˜′2,0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
, D = 02,2.
3.5.4.2 – Planification de trajectoire
Une trajectoire est e´tablie de sorte que les tempe´ratures de´sire´es, ses de´rive´es pre-
mie`re, seconde et troisie`me n’atteignent pas les valeurs maximales des actionneurs. De
plus, les de´rive´es premie`re et seconde de la tempe´rature sont nulles en de´but et en fin
d’expe´rience. La tempe´rature du barreau me´tallique se fera en deux e´tapes : dans un
premier temps, le barreau devra s’e´lever de 25◦C en P1 et de 30◦C en P2 au-dessus de la
tempe´rature ambiante Ti = 0◦C en 1250s (Fig. 3.22), puis se stabilisera pour une dure´e
e´quivalente. L’e´volution des tempe´ratures se fera selon des trajectoires de´sire´es suivantes,
des polynoˆmes d’interpolation de degre´ 5 (PI5) [Khalil et Dombre, 1999, Orsoni, 2002] :
Tdes,ln (t) = Ti + 80 (Tf,ln − Ti)
t3
t3f
− 240 (Tf,ln − Ti)
t4
t4f
+192 (Tf,ln − Ti)
t5
t5f
, (3.105)
avec Ti = 0◦C, Tf,l1 = 25
◦C, Tf,l2 = 30
◦C, et tf = 2500s.
Remarque
Comme au paragraphe §3.4.3, on peut montrer que les de´rive´es d’ordre 0.5, 1 et 1.5
sont nulles en 0 d’apre`s [Podlubny, 1999a]. En eﬀet, la de´rive´e d’ordre γ est nulle
en a = 0 (condition initiale) si et seulement si pour p− 1 ≤ γ < p (p ∈ N) :
f (j)(a) = 0, j = 0, 1, . . . , p− 1.
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Figure 3.22 – Sorties (tempe´ratures) de´sire´es (Tdes,l1 en l1 et Tdes,l2 en l2) et leurs de´rive´es
3.5.4.3 – Caracte´risation des sorties plates
A partir des matrices A et B de la pseudo-repre´sentation d’e´tat, on cherche les
matrices R, P et Q, telles que les conditions (3.61) du the´ore`me 3.5.7 soient satisfaites.
On trouve R orthogonale a` B :
RT =
[
0K,1 IK 0K,1 0K,K
0K,1 0K 0K,1 IK,K
]
,
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et on cherche P (sν) :
P (sν) =
⎡
⎢⎢⎣
p1(sν) p2(K+1)+1(sν)
...
...
p2(K+1)(sν) p4(K+1)(sν)
⎤
⎥⎥⎦
T
tel que RTA(sν)P (sν) = 0.
Pour K = 2, on obtient : p2(sν) = sν = p3(sν) et p1(sν) = sνp2(sν). On obtient alors
une relation de re´currence pour tous les K + 1 polynoˆmes. On choisit ici :
P (sν) =
[
0 0 0 s2ν sν 1
s2ν sν 1 0 0 0
]T
.
On voit clairement que P (sν) est de rang 2 pour tout sν .
On peut alors de´finir Q(sν) telle que Aν(sν)P (sν) = BQ(sν) et donc de´finir la
commande u apre`s avoir de´termine´ la sortie plate fractionnaire z.
B e´tant une matrice 6 × 2, il existe deux matrices VB ∈ GL2 (K [sν ]) et UB ∈
GL6 (K [sν ]) telles que UB (s)B (s) VB (s) =
[
I2
04×2
]
:
UB =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 1 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
et VB = I2.
De cette de´composition, on de´termine la matrice inverse TB a` gauche de B :
TB(s
ν) = VB(s
ν) [I2, 02,4]UB(s
ν),
d’ou`
Q(sν) = T (sν)Aν(s
ν)P (sν).
Contrairement au paragraphe §3.4.3, ou` la fonction de transfert liait la tempe´rature
T (s) a` la tension applique´e U(s) a` la re´sistance chauﬀante, ici on dispose des flux ther-
miques ϕX(t). Le flux ϕE issu du point E (resp. ϕL en L) est commande´ par la tension
uE (resp. uL). Les relations liant le flux a` la tension sont donne´es en temporel par les
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puissances dissipe´es par les re´sistances chauﬀantes :{
PE = SL −1 (ϕE (0, s)) =
(uE(t))
2
Rres
PL = SL −1 (ϕL (0, s)) =
(uL(t))
2
Rres
.
(3.106)
D’ou` l’on tire les commandes a` appliquer en tension, qui doivent eˆtre positives :{
uE(t) =
√
RresSL −1 (ϕE (0, s))
uL(t) =
√
RresSL −1 (ϕL (L, s)).
(3.107)
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Figure 3.23 – Simulation du syste`me thermique MIMO : densite´s de flux (ϕE et ϕL),
sorties plates (zE et zL), sorties eﬀectives (Tmes,ln) et de´sire´es Tdes,ln), et erreurs de sortie
Un algorithme permettant de ge´ne´rer les sorties plates et les commandes, dans l’ob-
jectif d’obtenir les trajectoires de´sire´es, a e´te´ cre´e´ pour les syste`mes MIMO fractionnaires.
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La Fig. 3.23 pre´sente les sorties et commandes a` appliquer apre`s calcul des sorties plates.
La Fig. 3.23 montre que les sorties eﬀectives, ymes,1 et ymes,2, obtenues a` partir des com-
mandes uE et uL sont les meˆmes que les trajectoires de´sire´es ydes,1 et ydes,2 : les erreurs de
sortie sont nulles en simulation. D’autre part, les commandes ge´ne´re´es ne permettent que
de suivre une trajectoire de´sire´e ; le syste`me tel pre´sente´ ne peut rejeter des perturbations
en entre´e et en sortie, de´calant alors les sorties eﬀectives des trajectoires de´sire´es. Une
loi de commande robuste permettrait d’assurer une poursuite robuste des trajectoires de
re´fe´rence. D’autre part, les sorties plates n’ont ici aucun sens physique.
3.5.4.4 – Synthe`se du re´gulateur
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Figure 3.24 – Diagramme de Bode de HE(l1, jω) avec incertitudes sur Rbar et λ
A partir de la pseudo-repre´sentation d’e´tat (3.58), en conside´rant les matrices d’e´tat
(3.104) et en supposant e´galement que le syste`me est de´couple´, les re´gulateurs peuvent
alors eˆtre synthe´tise´s se´pare´ment avec une approche multi-scalaire. Il existe de nombreuses
approches de synthe`se de loi de commande dans la litte´rature des syste`mes fractionnaires
[Barbosa et al., 2008, Machado, 1997, Podlubny, 1999b, Vinagre et al., 2002] ; ici, la
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troisie`me ge´ne´ration du re´gulateur CRONE a e´te´ adopte´e.
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Figure 3.25 – Diagramme de Nichols du proce´de´ thermique avec incertitudes (gauche
pour HE(l1, jω), droite pour HL(l1, jω)), nominal en bleu, enveloppes extreˆmes (poin-
tille´es)
Deux re´gulateurs ont e´te´ synthe´tise´s, une par entre´e. Pour une meilleure compa-
raison, un re´gulateur PID a e´galement e´te´ conc¸u. Les re´gulateurs doivent pre´senter une
bonne robustesse vis-a`-vis des perturbations ainsi que des variations parame´triques, qui
impliquent des variations de gain et de phase. Ainsi, la conception de la loi de commande
doit pouvoir s’appliquer meˆme si le mode`le utilise´ a e´te´ mal identifie´ ou que le syste`me
vieillisse pouvant e´galement se traduire par ces incertitudes. Des variations parame´triques
sont introduites en faisant subir des variations de 2 parame`tres du barreau :
– une variation du rayon du barreau Rbar influe sur le gain du proce´de´ ; plus Rbar
est faible, plus son gain est important ;
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– une variation sur la conductivite´ λ influe sur la phase du proce´de´ ; plus λ est
faible, plus la variation de phase augmente.
La Fig. 3.24 illustre l’influence des parame`tres Rbar et λ sur HE(l1, jω) se traduisant
par des variations de gain et de phase.
La Fig. 3.25 montre les enveloppes dues aux incertitudes parame´triques conside´re´es
pour le point de mesure P1 : variations de gain de 25 et variations de phase de 25˚ .
– Synthe`se des re´gulateurs PID
−180 −160 −140 −120
−150
−100
−50
0
50
100
150
200
 6 dB 3 dB
 1 dB 0.5 dB
 0.25 dB
−180 −160 −140 −120
−150
−100
−50
0
50
100
150
200
 6 dB 3 dB
 1 dB 0.5 dB
 0.25 dB
 
 
Hnominal, Rbar=0.01, λ=210
Rbar=0.0002, λ=80
Rbar=0.02, λ=500
HE(ln, jω) HL(ln, jω)
G
ai
n
(d
B
)
Phase (˚ )Phase (˚ )
Figure 3.26 – Lieux de Nichols de la boucle ouverte avec PID (HE a` gauche, HL a`
droite), nominal en bleu, enveloppes extreˆmes (pointille´es)
Les re´gulateurs PID ont e´te´ conc¸us pour une pulsation de gain unite´ fixe´e a` ωu,X =
0.3 rad/s. Une marge de phase de 45◦ est choisie pour un de´passement maximum de
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20%. Toutes ces spe´cifications conduisent aux re´gulateurs PID de´crits par les fonctions de
transfert suivantes (X = E,L) :
CX,PID(s) = Co,X
(
1 + sωi,X
s
ωi,X
)(
1 + sωa,X
1 + sωb,X
)(
1
1 + sωf,X
)
(3.108)
avec
Co,E = 18.07, ωi,E = 0.2 rad/s, ωa,E = 0.86 rad/s,
ωb,E = 0.06 rad/s, ωf,E = 2 rad/s,
Co,L = 18.85, ωi,L = 0.23rad/s, ωa,L = 0.86 rad/s,
ωb,L = 0.06 rad/s, ωf,L = 2.3 rad/s.
Les boucles ouvertes issues de ces re´gulateurs PID sont illustre´es dans les dia-
grammes deNichols de la Fig. 3.26 en conside´rant e´galement les incertitudes parame´triques.
– Synthe`se des re´gulateurs CRONE
Le re´gulateur CRONE est de´fini dans une bande de fre´quences [ωA,ωB] = [0.001, 1]
rad/s autour de la pulsation de gain unite´ ωu (elles sont quasiment identiques pour HE
et HL) afin d’assurer non seulement une phase constante autour de cette pulsation, mais
e´galement pour assurer la robustesse du bon degre´ de stabilite´ face aux variations du
syste`me. Comme e´nonce´ plus haut au paragraphe §3.5.3, ces re´gulateurs CRONE de
troisie`me ge´ne´ration respectent un cahier des charges prenant en compte le de´couplage,
les marges de stabilite´ et les spe´cifications des commandes. Apre`s une optimisation de la
matrice de transfert de la boucle ouverte diagonale β0,X(s), l’identification fre´quentielle
a` l’aide du module “Control System Design” de la toolbox CRONE permet d’obtenir le
re´gulateur rationnel.
La fonction de transfert en boucle ouverte est de´crite comme une inte´gration d’ordre
non entier complexe sur une bande de fre´quences donne´e :
β0,X (s) = C
sign(b)
X
(
1+s/ωh,X
1+s/ωl,X
)a
×
(
Re/i
{(
Cg
1+s/ωh,X
1+s/ωl,X
)ib})−qsign(b)
(3.109)
avec CX = cosh
[
b
(
arctan
(
ωu,X
ωl,X
)
− arctan
(
ωu,X
ωh,X
))]
et Cg,X =
⎛
⎝1+(ωu,Xωl,X )2
1+
(
ωu,X
ωh,X
)2
⎞
⎠1/2.
Les fre´quences de coupure sont place´es autour des fre´quences extreˆmes de la bande
de fre´quences conside´re´e selon : ωl,X < ωA < ωu,X < ωB < ωh,X.
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β0,E(jω) = CEH
−1
E
(ln, jω)
β0,L(jω) = CLH
−1
L
(ln, jω)
Figure 3.27 – Lieux de Nichols des boucles ouvertes β0,X(jω) avec les re´gulateurs
CRONE pour des variations de gain dans [0.02− 50] et de phase dans [12.5◦ − 25◦]
Les fonctions de transfert des re´gulateurs CRONE de troisie`me ge´ne´ration sont alors
de´finies par :
CX,CRONE(s) = β0,X(s)H
−1
X
(ln, s)
ωl,X = 10−3rad · s−1, ωh,X = 103rad · s−1, ωr,X = 0.3rad · s−1,
γ = a+ ib = 1.24− 0.11i, nl,X = 1.5, nh,X = 2.
(3.110)
Elles sont calcule´es afin d’assurer une stabilite´ pour des variations de gain de 0.02
et 50, et pour des variations de phase de 12.5◦ a` 25◦. La Fig. 3.27 pre´sente les boucles
ouvertes dans le plan de Nichols en prenant en compte ces incertitudes.
3.5.4.5 – Re´sultats de simulation
Les essais sur les re´gulateurs PID et CRONE ont e´te´ eﬀectue´s en simulation afin
d’e´tudier l’influence des perturbations et des variations parame´triques sur le suivi de tra-
jectoire souhaite´ qui apparaissent en entre´e ∆U et en sortie ∆Y . Le sche´ma de commande
est pre´sente´ sur la Fig. 3.28, ou` les commandes de re´fe´rence uref,X sont obtenues par ap-
plication des principes de la platitude en utilisant les trajectoires de re´fe´rence Tdes,ln (les
sorties de´sire´es). Une perturbation du type cre´neaux en entre´e de 35s est applique´e a` 625s
en ∆UE pendant le transitoire et a` 1910s en ∆UL en re´gime e´tabli, ainsi qu’une autre
perturbation de 35s est e´galement applique´e en sortie a` 312s ∆YE pendant le transitoire et
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Syste`me thermique
Re´gulateur
Figure 3.28 – Sche´ma de commande en boucle ferme´e
a` 1600s en ∆YL en re´gime e´tabli. Le cre´neau de 35s est choisi sachant que les re´gulateurs
rejettent les perturbations en moins de 20s.
On rappelle qu’afin de comparer nos re´gulateurs PID et CRONE, ceux-ci sont
synthe´tise´s autour de la meˆme pulsation de gain unite´ ωu = 0.3rad/s.
Une simulation sur le proce´de´ nominal a e´te´ eﬀectue´e dont les re´sultats sont trace´s
sur la Fig. 3.29 pour le point de mesure P1 et sur la Fig. 3.30 au point de mesure P2.
Les re´gulateurs CRONE et PID e´tant synthe´tise´s pour le meˆme ωu, ils apportent des
performances similaires pour le proce´de´ nominal :
– le temps de rejet de perturbation est de l’ordre de 3s ;
– les pics de commande sont identiques ;
– les sensibilite´s en sortie sont les meˆmes.
Une premie`re e´tude de la robustesse a e´te´ eﬀectue´e sur le syste`me HRbar=0.02,λ=500
dont les re´sultats sont trace´es sur la Fig. 3.31 pour le point de mesure P1 et sur la Fig.
3.32 au point de mesure P2. Les re´gulateurs CRONE apportent une meilleure stabilite´
que pour les re´gulateurs PID pour le proce´de´ HRbar=0.02,λ=500 :
– le temps de rejet de perturbation est de l’ordre de 4s pour les re´gulateurs CRONE
alors qu’il est de 9s pour les re´gulateurs PID ;
– les pics de commande sont du meˆme ordre de grandeur ;
– les sensibilite´s en sortie sont 1.5 fois plus faibles pour la commande CRONE.
Une deuxie`me e´tude a e´galement e´te´ eﬀectue´e sur le syste`me HRbar=0.0002,λ=80 dont
les re´sultats sont trace´es sur la Fig. 3.33 pour le point de mesure P1 et sur la Fig. 3.34 au
point de mesure P2. Les re´gulateurs CRONE apportent une meilleure stabilite´ que pour
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les re´gulateurs PID pour le proce´de´ HRbar=0.0002,λ=80 :
– les re´gulateurs CRONE sont 2 fois plus rapide que les re´gulateurs PID : le temps
de rejet de perturbation est de l’ordre de 6.2s pour les re´gulateurs PID alors qu’il
est de 1.9s pour les re´gulateurs CRONE ;
– les pics de commande sont du meˆme ordre de grandeur ;
– les sensibilite´s en sortie sont 10 fois plus faibles pour la commande CRONE.
Une ame´lioration des performances du re´gulateur CRONE pourrait eˆtre eﬀectue´e
par les moyens d’une optimisation plus approfondie des fonctions de sensibilite´s (voir
[Oustaloup, 1991] pour la commande CRONE et [Nelson-Gruel et al., 2007] pour la
conception d’une loi de commande MIMO fractionnaire).
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Figure 3.29 – Simulation du syste`me nominal en P1(l1) avec les re´gulateurs CRONE et
PID : tempe´ratures mesure´es, erreurs de sortie Tmes,ln − Tdes,ln et commandes ϕE et ϕL
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Figure 3.30 – Simulation du syste`me nominal en P2(l2) avec les re´gulateurs CRONE et
PID : tempe´ratures mesure´es, erreurs de sortie Tmes,ln − Tdes,ln et commandes ϕE et ϕL
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Figure 3.31 – Simulation du syste`me HRbar=0.02,λ=500 en P1(l1) avec les re´gulateurs
CRONE et PID : tempe´ratures mesure´es, erreurs de sortie Tmes,ln − Tdes,ln et commandes
ϕE et ϕL
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Figure 3.32 – Simulation du syste`me HRbar=0.02,λ=500 en P2(l2) avec les re´gulateurs
CRONE et PID : tempe´ratures mesure´es, erreurs de sortie Tmes,ln − Tdes,ln et commandes
ϕE et ϕL
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Figure 3.33 – Simulation du syste`me HRbar=0.0002,λ=80 en P1(l1) avec les re´gulateurs
CRONE et PID : tempe´ratures mesure´es, erreurs de sortie Tmes,ln − Tdes,ln et commandes
ϕE et ϕL
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3.6 – Conclusion
La ge´ne´ration et la poursuite robuste de trajectoire peuvent eˆtre re´solues par de
nombreuses approches. Ces deux proble´matiques sont simples a` re´soudre pour la classe
des syste`mes dits “plats”. En eﬀet, pour cette classe, l’e´tat et la commande du syste`me
peuvent eˆtre exprime´s comme des fonctions diﬀe´rentielles d’une variable appele´e “sortie
plate” et de ses de´rive´es, sans la ne´cessite´ d’inte´grer les e´quations diﬀe´rentielles. Il s’agit
principalement de trouver l’expression de ces sorties plates en fonction des variables du
syste`me et de ses de´rive´es. Apre`s un rappel des principes de la platitude des syste`mes
line´aires rationnels, ces principes ont e´te´ e´tendus aux syste`mes line´aires non entiers. Apre`s
avoir e´tabli la commandabilite´ inde´pendamment du mode de repre´sentation du syste`me
non entier, en introduisant les syste`mes line´aires non entiers abstraits, la platitude par
fonction de transfert non entie`re, puis par matrices polynoˆmiales non entie`res a e´te´ e´tudie´e.
Dans le premier cas, les sorties plates de´coulent du the´ore`me de Be´zout. Le second cas se
base sur la pseudo-repre´sentation d’e´tat des syste`mes non entiers commensurables ou` la
caracte´risation des matrices de de´finition permet d’e´tendre la platitude aux syste`mes non
entiers commandables.
La platitude e´tant bien adapte´e pour la planification de trajectoire, la poursuite ro-
buste de trajectoire est assure´e par une commande CRONE de deuxie`me ou de troisie`me
ge´ne´ration, selon la nature des variations parame´triques conside´re´es. La deuxie`me ge´ne´ra-
tion assure une robustesse pour des incertitudes du proce´de´ de type gain, et la troisie`me
ge´ne´ration garantit une robustesse pour des incertitudes de type gain et phase. Une com-
paraison dans un environnement perturbe´ en termes de sensibilite´s, rejet de perturbations
et temps de re´ponse, avec une commande par PID a pu mettre en avant les performances
de la poursuite robuste de trajectoire par platitude associe´e a` une commande CRONE.
Deux exemples de syste`mes thermiques ont e´te´ traite´s en simulation ou` la relation
liant la densite´ de flux a` la tempe´rature peut eˆtre de´finie par des e´quations diﬀe´rentielles
non entie`res. Le premier cas est monovariable avec une diﬀusion thermique en deux di-
mensions et le second cas est multivariable avec une diﬀusion thermique en une dimension,
l’objectif e´tant de commander la tempe´rature en un point (resp. deux points) du barreau
soumis a` une source de chaleur (resp. deux sources de chaleur). L’e´quation de la cha-
leur 2D a e´galement pu eˆtre traite´e dans le cadre de la caracte´risation des matrices de
de´finition.
L’inte´reˆt et l’originalite´ de la me´thode re´side autant dans la conception des trajec-
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toires de re´fe´rence (en boucle ouverte), que dans la fac¸on de concevoir la boucle ferme´e.
Bien que la platitude ait pu eˆtre e´tendue aux syste`mes non entiers line´aires de dimen-
sion finie, il existe encore de nombreux cas a` e´lucider, tels que les syste`mes non entiers
a` parame`tres re´partis, les syste`mes non entiers de dimension infinie ou les syste`mes non
entiers a` retard. Le cas des syste`mes non entiers non line´aires est e´galement un vaste sujet
qui ne´cessite e´galement un inte´reˆt particulier.
Un syste`me non line´aire est un ensemble d’e´quations diﬀe´rentielles non line´aires,
de´crivant l’e´volution temporelle des variables du syste`me. Pour pouvoir e´tendre les notions
de platitude aux syste`mes non line´aires non entiers, il est ne´cessaire de revenir aux bases de
la platitude non line´aire. Il existe principalement deux approches pour aborder la platitude
non line´aire : l’alge`bre diﬀe´rentielle associe´e a` la ge´ome´trie alge´brique diﬀe´rentielle et la
ge´ome´trie diﬀe´rentielle des jets d’ordre infini.
Le formalisme de la ge´ome´trie diﬀe´rentielle apporte des conditions ne´cessaires et
suﬃsantes prouvant la platitude d’un syste`me dynamique non line´aire [Le´vine, 2004, 2009].
L’objectif principal sera d’e´tendre ses conditions ne´cessaires et suﬃsantes aux syste`mes
non entiers et non line´aires. Dans le cas rationnel, la platitude des syste`mes non line´aires
se base sur les notions de jets d’ordre infini [Fliess et al., 1999]. Pour pouvoir e´tendre la
platitude aux syste`mes non entiers non line´aires, il est ne´cessaire d’adapter les proprie´te´s
du calcul diﬀe´rentiel pour maintenir des proprie´te´s d’invariance qui gardent e´galement
leur cohe´rence pour le cas rationnel. Bien qu’a` l’heure actuelle, aucune me´thode n’existe
pour traiter le cas de la platitude des syste`mes non entiers non line´aires, quelques pistes
de recherche sont e´tudie´es en annexe D, en utilisant la diﬀe´rentielle classique, ainsi qu’en
proposant une diﬀe´rentielle non entie`re introduite par [Cottril-Shepherd et Naber, 2001].
Chapitre 3 – Extension de la platitude aux syste`mes line´aires non entiers
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Chapitre 4 – Application sur un banc d’essai thermique
4.1 – Introduction
Les de´veloppements the´oriques des chapitres pre´ce´dents sont applique´s a` un syste`me
physique non entier de diﬀusion thermique. En eﬀet, le mode`le, liant la densite´ de flux
de chaleur a` travers un barreau me´tallique a` la tempe´rature mesure´e, est non entier, car
il de´coule de la re´solution de l’e´quation de la chaleur (e´quation aux de´rive´es partielles)
[Battaglia et al., 2001, Cois, 2002, Miller et Ross, 1993, Podlubny, 1999b]. De ce fait, le
syste`me thermique peut aussi eˆtre conside´re´ comme un syste`me entier de dimension infinie
[Laroche, 2000]. Toutefois, l’ope´rateur non entier est mieux adapte´ a` la mode´lisation des
syste`mes de dimension infinie, comme les syste`mes diﬀusifs, car il permet d’obtenir des
mode`les compacts.
Apre`s la pre´sentation du banc d’essais, un mode`le physique du syste`me thermique est
e´labore´ afin d’eﬀectuer la planification de trajectoire. Puis, les me´thodes d’identification
de´veloppe´es au chapitre 2 sont applique´es pour l’e´laboration d’un mode`le expe´rimental.
Dans un premier temps, un contexte de bruit blanc est conside´re´, ou` la me´thode oosrivcf
est applique´e, puis, un contexte de bruit colore´ est conside´re´ ou` la me´thode oorivcf est
utilise´e.
Apre`s l’identification du syste`me thermique, les principes de la platitude des syste`mes
line´aires non entiers sont applique´s pour poursuivre des trajectoires de re´fe´rence bien
de´finies. Au chapitre pre´ce´dent, les principes de la platitude n’ont e´te´ applique´s que sur
des donne´es de simulation. Dans ce chapitre, ils sont maintenant applique´s au syste`me
thermique re´el. Enfin, la robustesse et la poursuite de trajectoire sont assure´es par une
commande CRONE de 3e`me ge´ne´ration. Les re´sultats obtenus sont compare´s a` ceux ob-
tenus avec une commande par PID.
4.2 – Description et mode´lisation du banc physique
Le banc d’essais est constitue´, comme le montre la Fig. 4.1, d’un barreau cylindrique
en aluminium de rayon 1cm et de longueur de 40cm, soumis a` une re´sistance chauﬀante a`
une extre´mite´, et isole´ thermiquement par une mousse (voir Fig. 4.2) qui permet d’assurer
un transfert unidirectionnel du flux de chaleur.
Le signal d’entre´e est le flux de chaleur ge´ne´re´ par la re´sistance chauﬀante commande´
par ordinateur au travers d’un transistor “on-oﬀ” avec une amplitude de tension controˆle´e.
La tempe´rature de sortie est mesure´e a` une distance l = 1cm de l’extre´mite´ chauﬀe´e
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Figure 4.1 – Photographie du syste`me thermique isole´ e´quipe´ d’une re´sistance chauﬀante
et des sondes de mesures
par une sonde platine et un amplificateur dont l’erreur de quantification est de 0.125◦C.
a0
0 5 10 20 40 l (mm)
isolation thermique
Figure 4.2 – Sche´ma du barreau en aluminium isole´ (section !), re´sistance chauﬀante
(!), isolation de la re´sistance (!)
Afin de de´montrer le comportement non entier de ce syste`me thermique [Battaglia
et al., 2001], le barreau est mode´lise´ sous les hypothe`ses suivantes :
(i) le barreau est parfaitement isole´ ;
(ii) le barreau est conside´re´ comme un milieu semi-infini, homoge`ne et plan de conduc-
tivite´ λ et de diﬀusivite´ α ;
(iii) au repos, le barreau est a` la tempe´rature ambiante, ainsi, il n’y a pas d’e´change
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thermique avec l’environnement ;
(iv) les pertes en surface ou` le flux thermique est applique´ sont ne´glige´es. L’e´nergie
consomme´e dans la re´sistance est suppose´e eˆtre totalement transforme´e en flux de
chaleur et diﬀuse´e par conduction le long du barreau.
La dernie`re hypothe`se est requise pour pouvoir calculer le flux thermique a` partir de
l’e´nergie e´lectrique injecte´e dans la re´sistance chauﬀante.
Un transfert de chaleur unidimensionnel est re´gi par l’e´quation de la chaleur aux
de´rive´es partielles par conduction :
∂T (l, t)
∂t
= α
∂2T (l, t)
∂l2
, 0 < l <∞, t > 0, (4.1)
avec les conditions aux limites :⎧⎨
⎩−λ
∂T (l,t)
∂l = ϕ (t) , l = 0, t > 0
T (l, t) = 0, 0 ≤ l <∞, t = 0,
(4.2)
ou` T (l, t) est la tempe´rature a` une distance l, ϕ est la densite´ de flux injecte´e, λ =
237W m−1K−1 est la conductivite´ thermique de l’aluminium et α = 9975 × 10−8m2s−1
est sa diﬀusivite´ thermique. La transforme´e de Laplace applique´e a` l’e´quation de chaleur
conduit a` l’e´quation diﬀe´rentielle ordinaire :
d2T¯ (l, s)
dl2
− s
α
T¯ (l, s) = 0, (4.3)
ou` T¯ (l, s) = L {T (l, t)}, dont la solution s’e´crit :
T¯ (l, s) = K1e
−l
√
s
α +K2e
l
√
s
α . (4.4)
Les conditions aux limites conduisent alors a` la fonction de transfert suivante :
H(l, s) =
T¯ (l, s)
ϕ¯(s)
=
√
α
λ
√
s
e−l
√
s
α , (4.5)
ou` ϕ¯ de´note la transforme´e de Laplace de ϕ. L’approximation de Pade´ de la fonction de
transfert (4.5) conduit a` la fonction de transfert commensurable d’ordre 0.5 :
H(l, s) =
α
λ
√
s
P∑
k=0
(2P−k)!
k!(P−k)!
(−l√ sα)k
P∑
k=0
(2P−k)!
k!(P−k)!
(
l
√
s
α
)k . (4.6)
Malti et al. [2009] montrent que cette approximation ne co¨ıncide pas parfaitement
aux donne´es expe´rimentales, car l’hypothe`se (i) n’est certainement pas satisfaite. De plus,
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en pre´sence de pertes thermiques, l’hypothe`se (ii) ne l’est pas non plus, la ge´ome´trie exacte
du barreau devant eˆtre prise en compte. Ils montrent aussi que le mode`le non entier est
plus compact que le mode`le rationnel e´quivalent. L’inte´reˆt des mode`les non entiers re´side
donc dans leur compacite´.
C’est pourquoi on propose d’utiliser une me´thode d’identification estimant a` la fois
les coeﬃcients et l’ordre commensurable d’abord sous l’hypothe`se de bruit additif blanc
en sortie, puis sous l’hypothe`se de bruit additif colore´.
4.3 – Identification du barreau thermique par mode`le
non entier
On proce`de maintenant a` l’identification par mode`le a` erreur d’e´quation du syste`me
liant la tempe´rature mesure´e au flux de chaleur injecte´ a` partir de donne´es expe´rimentales.
La puissance maximale du flux peut atteindre 12 W (1A sous une tension maximale Umax
de 12V). Dans la plage de tempe´rature conside´re´e, la re´sistance chauﬀante est constante
a` 4.8Ω. Ainsi, la densite´ de flux maximale n’exce`de pas :
ϕmax =
U2max
RS
= 95.5kW.m−2,
S e´tant la section du barreau, S = 3.14cm2.
Pour obtenir un jeu de donne´es cohe´rents, on souhaite appliquer une SBPA autour
d’un point d’e´quilibre correspondant a` un flux de 5.20kW.m−2. La tempe´rature mesure´e
a` une distance l = 10mm de l’extre´mite´ chauﬀe´e du barreau, est trace´e sur la Fig. 4.3 :
pour un essai de plus de 3h, le re´gime permanent est atteint au bout de 7700s. L’e´nergie
injecte´e compense alors les pertes thermiques ce qui invalide de´finitivement l’hypothe`se
(i). Tous les essais eﬀectue´s seront donc eﬀectue´s apre`s avoir atteint ce re´gime permanent.
La densite´ du flux thermique applique´e en entre´e est une SBPA comprise entre 0
et 10.40kW.m−2 correspondant a` une tension de commande comprise entre 0 et 4V ; or,
comme on se situe autour d’un point d’e´quilibre, la SBPA applique´e au barreau est donc
centre´e en 0 et est comprise entre −5.20kW.m−2 et 5.20kW.m−2 (Fig. 4.4).
La tempe´rature mesure´e a` une distance l = 10mm de l’extre´mite´ chauﬀe´e du barreau,
est e´galement trace´e sur la Fig. 4.4. De plus, un retard de 4 e´chantillons, correspondant
a` 2s, ayant e´te´ remarque´, les signaux d’entre´e/sortie ont e´te´ recale´s en conse´quence.
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Figure 4.3 – Re´ponse du barreau thermique pour un e´chelon de flux d’amplitude
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Figure 4.4 – Signaux d’entre´e/sortie du banc d’essai thermique (la tempe´rature de
42.2◦C, atteinte au re´gime permanent, est soustraite a` la tempe´rature mesure´e)
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Dans la mesure ou` le barreau n’est pas parfaitement isole´, le syste`me n’accumule
pas la totalite´ de l’e´nergie injecte´e, et il n’y a pas de raison d’avoir un inte´grateur pur
d’ordre 0.5 dans le mode`le du syste`me, ou d’avoir un ordre commensurable exactement
e´gal a` 0.5 comme dans le mode`le physique (4.6) ou (3.49). De plus, la re´ponse indicielle
du barreau thermique trace´e sur la Fig. 4.3 confirme bien cette hypothe`se en pre´sence
d’un inte´grateur, la re´ponse n’aurait pas atteint un re´gime permanent et aurait continue´
a` croˆıtre. Le mode`le choisi pour une identification expe´rimentale est donc du type :
G(sν) =
m∑
i=0
bisiν
1 +
n∑
j=1
ajsjν
× e−2s. (4.7)
Suite a` une proce´dure d’essais-erreurs, l’ordre du de´nominateur est fixe´ a` 3ν, conduisant
alors au mode`le suivant :
G(sν) =
b1sν + b0
a3s3ν + a2s2ν + a1sν + 1
× e−2s. (4.8)
Les donne´es expe´rimentales re´colte´es n’e´tant pratiquement pas bruite´es, on choisit
dans un premier temps de proce´der a` une identification par l’algorithme oosrivcf (voir
§2.3.2) ou` le mode`le de bruit est fixe´ a` H1(z) = 1.
Suite a` l’initialisation de l’algorithme oosrivcf a` l’ordre commensurable the´orique
0.6, ce dernier converge a` ν = 0.73. Afin de ve´rifier ce re´sultat, l’algorithme srivcf a
e´te´ applique´ a` des ordres commensurables variant de 0.1 a` 1.9 avec un pas de 0.005.
Le crite`re quadratique, trace´ sur la Fig. 4.5, montre que l’ordre commensurable optimal
est eﬀectivement en 0.73. Les croix rouges repre´sentent un crite`re quadratique obtenu
pour des mode`les instables. Notons aussi la pre´sence d’un minimum local en 0.46, ayant
un crite`re quadratique du meˆme ordre de grandeur que le crite`re quadratique e´value´ au
minimum global, cependant, le mode`le estime´ ayant un poˆle en sν re´el positif est instable.
Par conse´quent, le mode`le optimal correspond a` :
G(s0.73) =
2.92s0.73 + 0.06
25940.2s2.19 + 13038.7s1.46 + 561.66s0.73 + 1
10−1e−2s. (4.9)
La sortie du mode`le, calcule´e sur un jeu de donne´es de validation, est trace´e avec
la sortie du syste`me sur la Fig. 4.6. Cependant, l’erreur de simulation, trace´e sur la Fig.
4.7a), ainsi que le signal d’autocorre´lation de l’erreur de simulation, trace´e sur la Fig.
4.7b), montrent que l’erreur de simulation, bien que d’amplitude faible, n’est pas blanche.
Par conse´quent, des mode`les de type Box-Jenkins avec un mode`le du syste`me :
G(sν) =
b1sν + b0
a3s3ν + a2s2ν + a1sν + 1
× e−2s. (4.10)
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Figure 4.5 – Crite`re d’erreur en fonction de l’ordre commensurable (νmin = 0.72)
et diﬀe´rents mode`les de bruit :
H2(q−1) = d1q
−1 + 1
c2q−2 + c1q−1 + 1
,
H3(q−1) = d2q
−2 + d1q−1 + 1
c3q−3 + c2q−2 + c1q−1 + 1
,
sont propose´s par la suite.
L’algorithme oorivcf , applique´ pour les deux structures du mode`le de bruit, permet
d’estimer a` la fois les parame`tres du mode`le du syste`me et ceux du mode`le de bruit. Les
re´sultats de cette e´tude sont reporte´s sur le Tab. 4.1. Pour chaque mode`le de bruit, l’ordre
commensurable est diﬀe´rent ; de plus, la norme quadratique de l’erreur de simulation chute
de fac¸on significative de`s lors ou` le mode`le de bruit H2 ou H3 est pris en compte.
Mode`le du syste`me Mode`le de bruit J
2.92s0.73+0.06
25940.2s2.19+13038.7s1.46+561.66s0.73+1 10
−1e−2s H1(q−1) = 1 1.81 10−2
2.27s0.606+2.95
604.48s1.818+204.89s1.212+91.78s0.606+1 10
−3e−2s H2(q−1) = −0.82q−1+1−0.03q−2−0.97q−1+1 1.07 10−4
2.28s0.608+2.92
600.4s1.824+205.1s1.216+91.1s0.608+1 10
−3e−2s H3(q−1) = −0.36q−2−0.40q−1+10.03q−3−0.48q−2−0.55q−1+1 1.06 10−4
Table 4.1 – Mode`les et normes quadratique J de l’erreur de simulation obtenues
Le mode`le de bruit H2 a converge´ vers un inte´grateur pur, de meˆme le mode`le de
bruit H3.
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Figure 4.6 – Re´ponses temporelles du mode`le estime´ et du syste`me re´el sur jeu de donne´es
de validation
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Figure 4.7 – Erreur de simulation pour chaque mode`le de bruit (Fig. a)) avec sa fonction
d’autocorre´lation (Fig. b)) normalise´e (en 0, l’amplitude vaut 1) pour diﬀe´rents mode`les
de bruit avec l’intervalle de confiance ! a` 99%
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Figure 4.8 – Re´ponses temporelles non bruite´es des diﬀe´rents mode`les identifie´s
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Figure 4.9 – Re´ponses temporelles des signaux de bruit des diﬀe´rents mode`les
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Figure 4.10 – Erreur de simulation pour chaque mode`le de bruit (Fig. a) et b)) avec
sa fonction d’autocorre´lation (Fig. c) et d)) normalise´e (en 0, l’amplitude vaut 1) pour
diﬀe´rents mode`les de bruit avec l’intervalle de confiance ! a` 99%
Les re´ponses temporelles des mode`les du syste`me ainsi que la sortie re´elle sont
trace´es sur la Fig. 4.8. L’erreur de simulation filtre´e, pour chaque mode`le de Box-Jenkins,
est trace´e sur la Fig. 4.9. Dans la mesure ou` les mode`les de bruit H2 et H3 contiennent
des inte´grateur purs, les deux mode`les de bruit ne se contentent pas de capturer les
dynamiques rapides, mais ils capturent e´galement la dynamique lente du syste`me, et
donc une partie de la diﬀusion. C’est pourquoi, les sorties des mode`les de Box-Jenkins se
trouvent e´loigne´es de la sortie re´elle, le bruit colore´ issu de l’erreur de simulation filtre´e
venant combler la diﬀe´rence.
Par contre, comme le montre la Fig. 4.10, l’erreur de simulation tend vers un bruit
blanc.
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a) Erreur de simulation pour H′2(q−1) c) Fonction d’autocorre´lation correspondant a` a)
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Figure 4.11 – Erreur de simulation pour chaque mode`le de bruit (Fig. a) et b)) avec
sa fonction d’autocorre´lation (Fig. c) et d)) normalise´e (en 0, l’amplitude vaut 1) pour
diﬀe´rents mode`les de bruit avec l’intervalle de confiance ! a` 99%
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Bien que les mode`les de Box-Jenkins permettent de retrouver une erreur de simula-
tion blanche, il est pre´fe´rable pour la commande de choisir le mode`le qui minimise l’erreur
de sortie. Dans ce cas, il est possible de blanchir l’erreur de simulation de la Fig. 4.7a) sans
recalculer ite´rativement le mode`le du syste`me comme explique´ dans l’algorithme oorivcf .
Dans ce cas, le mode`le du syste`me reste inchange´
G(s0.72) =
2.92s0.73 + 0.06
25940.2s2.19 + 13038.7s1.46 + 561.66s0.73 + 1
10−1e−2s, (4.11)
et le mode`le de bruit est
H′2(q−1) =
−0.769q−1 + 1
−0.006q−2 +−0.991q−1 + 1 , (4.12)
H′3(q−1) =
0.588q−2 − 1.569q−1 + 1
0.063q−3 − 0.713q−2 − 1.777q−1 + 1 . (4.13)
Compare´e aux Fig. 4.7a) et Fig. 4.7b), l’erreur de simulation, trace´e sur la Fig. 4.11,
tend davantage vers un bruit blanc. Pour chaque mode`le de bruit, la norme quadratique
de l’erreur de simulation est reporte´e sur le Tab. 4.2.
Mode`le de bruit J
H1(q−1) = 1 1.81 10−2
H′2(q−1) = 1−0.945q−1+1 1.17 10−4
H′3(q−1) = −0.485q
−1+1
−0.027q−2−1.013q−1+1 1.15 10
−4
Table 4.2 – Mode`les et normes quadratique J de l’erreur de simulation obtenues
Les deux dernie`res lignes du Tab. 4.1 et du Tab. 4.2 montrent que la norme quadra-
tique de l’erreur de simulation est plus petite lors de l’utilisation de l’algorithme oorivcf
(voir Tab. 4.1). Cette dernie`re de´marche, qui consiste a` blanchir le re´sidu sans avoir re-
cours a` l’algorithme ite´ratif oorivcf , est donc sous-optimale. Par conse´quent, le mode`le
(4.11) obtenu convient davantage a` la synthe`se d’une loi de commande.
4.4 – Commande du barreau thermique par platitude
e´tendue aux syste`mes non entiers
Le proble`me de la planification de trajectoire du syste`me de´fini par l’e´quation de
la chaleur mono-dimensionnelle a de´ja` e´te´ traite´ dans la litte´rature par les moyens de la
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platitude en utilisant, soit les fonctions de Gevrey [Laroche, 2000], soit la transformation
de Laplace des syste`mes non entiers par fonctions de transfert [Melchior et al., 2005],
soit la pseudo-repre´sentation d’e´tat [Victor et al., 2008b]. Dans ces deux derniers cas,
les re´sultats pre´sente´s ont e´te´ obtenus par simulation. Ici, l’objectif est de commander la
tempe´rature d’un banc d’essais re´el (barreau thermique) en un point pre´cis l = 10mm.
4.4.1 – Planification de trajectoire
Dans un premiers temps, une trajectoire de re´fe´rence de tempe´rature est de´finie au
point l = 10mm. Les principes de la platitude des syste`mes non entiers line´aires sont
ensuite applique´s afin d’en de´duire le flux de commande. La trajectoire est e´tablie de
sorte que la tempe´rature, ses de´rive´es premie`re, seconde et troisie`me, n’atteignent pas
les valeurs maximales de saturation. D’autre part, la trajectoire de sortie est ge´ne´re´e de
sorte que ses de´rive´es premie`re et seconde soient nulles en de´but et en fin d’expe´rience et
que la tempe´rature s’e´le`ve de 20˚ C au-dessus de la tempe´rature ambiante en 1250s et se
stabilise pour la meˆme dure´e (voir Fig. 4.12). L’e´volution de la tempe´rature est de´finie
par la trajectoire de´sire´e selon un polynoˆme d’interpolation de degre´ 5 (PI5) :
Tdes (t) = Ti + 80 (Tf − Ti) t
3
t3f
− 240 (Tf − Ti) t
4
t4f
+192 (Tf − Ti) t
5
t5f
, (4.14)
avec Ti = 20◦C, Tf = 40◦C, et tf = 2500s.
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Figure 4.12 – Tempe´rature de´sire´e et ses de´rive´es
4.4.2 – Platitude par matrices polynoˆmiales
La fonction de transfert (4.11) est normalise´e de fac¸on a` avoir un coeﬃcient unitaire
pour la puissance la plus e´leve´e du de´nominateur :
G(s0.73) =
1.12 10−5s0.73 + 2.35 10−7
s2.19 + 0.50s1.46 + 2.16 10−2s0.73 + 3.85 10−5
e−2s. (4.15)
Dans un premier temps, le retard de diﬀusion est ne´glige´ pour simplifier le calcul de la
commande.
Le mode`le (4.15) est alors mis sous forme d’une pseudo-repre´sentation d’e´tat (3.52)
avec ν = 0.73 selon les matrices suivantes :
A =
⎡
⎢⎢⎣
−0.50 −2.16 10−2 −3.85 10−5
1 0 0
0 1 0
⎤
⎥⎥⎦ , (4.16)
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B =
[
1 0 0
]T
,
C =
[
0 1.12 10−5 2.35 10−7
]
,
D = 0.
4.4.2.1 – Matrices de de´finition
A partir de cette pseudo-repre´sentation, il est ne´cessaire de de´terminer les matrices
de de´finition P et Q.
On introduit alors la matrice Aν(s) = I3sν −A qui est de dimension 3× 3. B e´tant
une matrice 3 × 1, il existe deux matrices VB ∈ GL1 (K [sν ]) et UB ∈ GL3 (K [sν ]) telles
que UB (s)B (s) VB (s) =
⎡
⎢⎢⎣
1
0
0
⎤
⎥⎥⎦ : UB = I3 et VB = 1. R est orthogonale a` B telle que
R (s)B (s) = 0 : R (s) =
[
0 1 0
0 0 1
]
.
On introduit alors la matrice 2 × 3, F (s) = R (s)Aν (s) =
[
−1 sν 0
0 −1 sν
]
, qui
admet la de´composition de Smith avec VF ∈ GL3 (K [sν ]) et UF ∈ GL2 (K [sν ]) telles que :
UF (s)F (s) VF (s) = [I2, 02,1]. Avec UF = −I2 et
VF =
⎡
⎢⎢⎣
1 sν s2ν
0 1 sν
0 0 1
⎤
⎥⎥⎦ .
La premie`re matrice de de´finition P peut alors eˆtre de´termine´e :
P (s) = VF (s)
⎡
⎢⎢⎣
0
0
1
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
s2ν
sν
1
⎤
⎥⎥⎦ . (4.17)
Soit T , inversible a` gauche de B, de´finie graˆce a` la de´composition de Smith de B :
T (s) = VB (s) [1, 0, 0]UB (s) = [1, 0, 0] . (4.18)
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Ainsi,
Q (s) = T (s)Aν(s
ν)P (s) = s3ν + 0.50s2ν + 2.16 10−2sν + 3.85 10−5. (4.19)
Il est a` noter que Q (s) correspond au de´nominateur de la fonction de transfert
(4.15).
On peut alors ve´rifier que les relations
RTAν (s
ν)P (sν) = 0,
et
Aν (s
ν)P (sν) = BQ (sν) ,
montrent suivant le the´ore`me 3.5.7, que la variable z, issue de ces matrices de de´finition,
est une sortie plate.
4.4.2.2 – De´termination de la sortie plate
Une trajectoire de re´fe´rence Tdes ayant e´te´ de´finie au paragraphe 4.4.1, la sortie plate
fractionnaire z peut eˆtre obtenue a` partir de cette variable. La sortie de´sire´e Ydes, trans-
forme´e de Laplace de Tdes peut s’exprimer en fonction de la sortie plate Z, transforme´e
de Laplace de z :
Ydes(s) = CP (s
ν)Z(s), (4.20)
avec X(s) = P (sν)Z(s).
W (sν) = CP (sν) = 1.12 10−5sν+2.35 10−7 e´tant un polynoˆme, son inverse a` gauche
Winv ne peut eˆtre un polynoˆme :
Winv =
1
W (sν)
. (4.21)
P (s) est clairement de rang 1 pour tout sν . Finalement, la commande d’entre´e de
re´fe´rence u est calcule´e selon la relation : U(s) = Q(s)Z(s). D’autre part, la sortie eﬀective
est e´galement ge´ne´re´e par Ydes(s) = CP (sν)Z(s).
La Fig. 4.13 pre´sente l’ensemble des donne´es : la commande ϕ, la sortie plate frac-
tionnaire, ainsi que la sortie eﬀective compare´e a` la trajectoire de re´fe´rence. L’erreur de
sortie est nulle en simulation.
Ainsi, une caracte´risation des sorties plates fractionnaires line´aires sous forme de
matrices polynoˆmiales non entie`res a e´te´ pre´sente´e en utilisant la de´composition de Smith.
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La formulation alge´brique de la platitude a permis de de´terminer la sortie plate non entie`re
qui de´finit comple`tement la trajectoire du syste`me thermique non entier.
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Figure 4.13 – Simulation du syste`me thermique mono-dimensionnel : commande de
densite´ de flux ϕ, sortie plate z, tempe´rature mesure´e T et tempe´rature de´sire´e Tdes, et
erreur de sortie
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4.4.2.3 – Tests sur le banc d’essais en boucle ouverte
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Figure 4.14 – Essai sur le barreau me´tallique en boucle ouverte : commande d’entre´e
(Φ), tempe´ratures de re´fe´rence (−−) et mesure´e (−−), et erreur de sortie
La commande de flux de´termine´e par les principes de la platitude des syste`mes non
entiers est applique´e au barreau me´tallique. La Fig. 4.14 pre´sente les re´sultats d’un essai
en boucle ouverte sur le syste`me thermique.
La tempe´rature mesure´e suit la tempe´rature de´sire´e. L’erreur de sortie, bien que non
nulle, reste cependant infe´rieure a` 0.4˚ C pour une variation globale de 20˚ C.
Il reste maintenant a` de´terminer une loi de commande permettant de rejeter les
perturbations, de compenser les erreurs de mode´lisation et de suivre la trajectoire de´sire´e
afin d’assurer une poursuite robuste de trajectoire.
232
Chapitre 4 – Application sur un banc d’essai thermique
4.5 – Poursuite robuste de trajectoire de tempe´rature
Le syste`me conside´re´ e´tant non entier, d’ordre commensurable proche de 0.5, une loi
de commande des syste`mes non entiers est pre´fe´re´e [Barbosa et al., 2008, Machado, 1997,
Podlubny, 1999b, Vinagre et al., 2002]. La commande doit pre´senter une bonne robustesse
vis-a`-vis des perturbations, des erreurs de mode´lisation et des variations parame´triques
qui ge´ne`rent des variations de gain et de phase. Aussi, pour assurer la robustesse, la
troisie`me ge´ne´ration du re´gulateur CRONE a e´te´ adopte´e.
4.5.1 – Variations parame´triques
Le mode`le nominal conside´re´ en l = 10mm est repre´sente´ par (4.11). Des mode`les
sont e´tablis pour diﬀe´rentes positions du capteur de tempe´rature en l = 5, 10, 20 et 40mm
de l’extre´mite´ chauﬀe´e du barreau.
l (mm) mode`le G(sν , l) ν
5
7.20 10−4sν+5.40 10−3
431.51s3ν+159.41s2ν+113.70sν+1
e−s 0.53
10
2.92 10−1sν+6.11 10−3
25940.2s3ν+13038.7s2ν+561.66sν+1
e−2s 0.73
20
−1.96 10−2sν+2.03 10−2
1102.74s2ν+367.21sν+1
e−3.5s 0.50
40
−2.29 10−2sν+3.88 10−2
6953.97s2ν+1172.5sν+1
e−10s 0.57
Table 4.3 – Etude sur les structures des mode`les de bruit
L’ensemble des mode`les identifie´s est re´capitule´ sur le tableau Tab. 4.2. Plus la
distance du capteur l augmente, plus le retard augmente, duˆ a` la diﬀusion du flux dans
le barreau.
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Figure 4.15 – Diagramme de Bode des mode`les sans retard identifie´s pour diﬀe´rentes
positions du capteur de tempe´rature : l = 5, 10, 20 et 40mm
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Figure 4.16 – Diagramme de Bode des mode`les avec retard identifie´s pour diﬀe´rentes
positions du capteur de tempe´rature : l = 5, 10, 20 et 40mm
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Les re´ponses fre´quentielles de chaque mode`le identifie´ sont trace´es sur la Fig. 4.15
sans tenir compte du retard : la variation de la position du capteur de tempe´rature ge´ne`re
des incertitudes de gain et de phase. En prenant en compte le retard pur, les variations
de phase sont encore plus importantes (voir Fig. 4.16). En observant le diagramme de
Nichols de la Fig. 4.19, on observe nettement les variations de gain et de phase.
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Figure 4.17 – Diagramme de Nichols du proce´de´ nominal (–) avec les incertitudes (")
Des essais en boucle ouverte ont e´te´ re´alise´s pour les diﬀe´rents proce´de´s a` partir
de la commande du proce´de´ nominal. Les re´ponses temporelles sont trace´es sur la Fig.
4.18 et montrent clairement que la commande en boucle ouverte n’est pas adapte´e. Il
est donc ne´cessaire de faire la synthe`se d’une loi de commande en boucle ferme´e afin de
maintenir un bon degre´ de stabilite´ ainsi qu’une poursuite robuste de trajectoire vis-a`-vis
des variations parame´triques et des perturbations.
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Figure 4.18 – Re´ponses temporelles des diﬀe´rents proce´de´s en boucle ouverte
4.5.2 – Synthe`se des re´gulateurs
La pulsation au gain unite´ ωu est fixe´ a` 0.12rad/s. Afin d’assurer un facteur mini-
mal de 100 entre la pulsation au gain unite´ et la pulsation d’e´chantillonnage, la pe´riode
d’e´chantillonnage du banc d’essais re´el est fixe´e a` 0.5s, la pulsation d’e´chantillonnage vaut
alors 12.5rad/s. Les re´gulateur doivent garantir une marge de phase de 50◦.
4.5.2.1 – Synthe`se du re´gulateur CRONE
Ainsi, le re´gulateur CRONE est de´fini dans une bande de fre´quences [ωA,ωB] =
[0.01, 1] rad/s autour de la pulsation de gain unite´ ωu. Comme e´nonce´ plus haut au
paragraphe §3.5.3, le re´gulateur CRONE de troisie`me ge´ne´ration permet de respecter ce
cahier des charges en prenant en compte les marges de stabilite´ et les spe´cifications de la
commande.
Le re´gulateur CRONE doit assurer la robustesse du degre´ de stabilite´ vis-a`-vis des
variations parame´triques sachant qu’a` la pulsation au gain unite´ ωu, elles sont de 1 a` 9dB
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pour le gain et de 6.5 a` 90˚ pour la phase.
La densite´ de flux de la re´sistance chauﬀante ne doit pas de´passer 95541W.m−2
(tension de 12 V aux bornes de la re´sistance chauﬀante). Par pre´caution, on souhaite
maintenir une commande de se´curite´ ne de´passant pas 66348W.m−2 (tension de 10 V aux
bornes de la re´sistance chauﬀante).
Le gabarit ge´ne´ralise´ se de´finit selon un inte´grateur d’ordre non entier complexe n
dont la partie re´elle de´termine la position en phase a` ωu qui vautRe/i(n)
π
2 , et dont la partie
imaginaire de´termine l’angle par rapport a` la verticale (voir Fig. 3.20 et le paragraphe
3.5.3 pour un rappel de la commande CRONE de troisie`me ge´ne´ration). Autour de la
pulsation au gain unite´, le lieu de Nichols d’une boucle ouverte CRONE de troisie`me
ge´ne´ration est alors de´fini par un segment d’angle quelconque appele´ gabarit ge´ne´ralise´.
La fonction de transfert de la boucle ouverte β0(s), incluant l’inte´gration d’ordre
non entier complexe, s’e´crit :
β0 (s) = Csign(b)
(
1+s/ωh
1+s/ωl
)a
×
(
Re/i
{(
Cg
1+s/ωh
1+s/ωl
)ib})−sign(b)
, (4.22)
avec n = a+ ib, C = cosh
[
b
(
arctan
(
ωu
ωl
)
− arctan
(
ωu
ωh
))]
et Cg =
(
1+
(
ωu
ωl
)2
1+
(
ωu
ωh
)2
)1/2
.
Le proce´de´ nominal (4.9) comprend un retard pur τ qui doit eˆtre pris en compte
dans la fonction de transfert de la boucle ouverte β¯0(s) :
β(s) = βl (s) β0 (s)βh (s)× e−τs, (4.23)
avec τ = 2, ν = 0.5325, βl (s) = Cl
(
ωl
s + 1
)nl l’ordre nl fixant la pre´cision en boucle
ferme´e, et βh (s) =
Ch(
s
ωh
+1
)nh l’ordre nh permettant de rendre les e´le´ments du re´gulateur
propre.
La boucle ouverte β (s) doit tangenter un iso-contour dans le plan de Nichols afin
de maintenir une faible variation du degre´ de stabilite´ du syste`me en boucle ferme´e.
L’optimisation de la matrice de transfert de la boucle ouverte diagonale β(s) conduit a`
la boucle ouverte optimale dans le plan de Nichols pre´sente´e sur la Fig. 4.19 ou` ωl =
0.07rad/s, ωh = 1.4rad/s, nh = 2.46, nl = 1, a = 1.64 et b = −1.27.
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Figure 4.19 – Diagramme de Nichols de la boucle ouverte du proce´de´ nominal (–) et des
incertitudes (!)
A partir de la fonction de transfert de la boucle ouverte nominale, le re´gulateur
fractionnaire CF (s) est de´fini par sa re´ponse fre´quentielle :
CF (jω) =
β (jω)
G(jω, l = 10)
,
ou` G(jω, l = 10) est la re´ponse fre´quentielle du proce´de´ nominal.
La fonction de transfert du re´gulateur CRONE de troisie`me ge´ne´ration est alors
de´finie par :
CF (s) = β(s)G
−1(sν , l = 10). (4.24)
La synthe`se du re´gulateur rationnel CR(s) est obtenue par ajustement (“fittage”
en anglais) de la re´ponse fre´quentielle de CF (jω) a` l’aide du module “Control System
Design” de la toolbox CRONE. Cette synthe`se permet d’obtenir une fonction de transfert
de nombre de parame`tres peu e´leve´ (voir Fig. 4.20).
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Figure 4.20 – Approximation du re´gulateur CRONE non entier CF (jω) (–) par un
re´gulateur rationnel CR(jω) (–)
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Finalement la fonction de transfert du re´gulateur rationnel CR(s) est donne´e par :
CR(s) =
6.43 109s6 + 7.16 1010s5 + 2.01 1011s4 + 1.36 1010s3 + 1.45 108s2 + 1.11 105s+ 10
1.24 107s8 + 4.18 108s7 + 4.72 108s6 + 1.89 108s5 + 3.03 107s4 + 1.47 106s3 + 4738s2 + s
.
(4.25)
4.5.2.2 – Synthe`se du re´gulateur CRONE
Une comparaison est eﬀectue´e avec un re´gulateur PID afin de mettre en e´vidence la
robustesse du suivi. Les spe´cifications du cahier des charges du proce´de´ nominal G(sν , l =
10mm) conduisent au re´gulateur PID filtre´ synthe´tise´ avec une pulsation au gain unite´
ωu = 0.12rad/s et de´crit par la fonction de transfert suivante :
CPID(s) = C0.
(
1 + sωi
s
ωi
)
.
(
1 + sωa
1 + sωb
)
.
(
1
1 + sωf
)
ou` C0 = 22081, ωi = 0.01rad/s, ωa = 0.220rad/s, ωb = 0.045rad/s et ωf = 1rad/s.
4.5.3 – Simulations en boucle ferme´e
Le sche´ma de commande est pre´sente´ sur la Fig. 4.21, ou` uref est la commande de
re´fe´rence du syste`me nominal obtenue par les principes de la platitude des syste`mes non
entiers en utilisant la trajectoire de re´fe´rence yref .
+
+ + +-
-
uref
u
∆U ∆Y
y
Tdes,ln
Syste`me thermique
Re´gulateur
Figure 4.21 – Sche´ma de commande en boucle ferme´e
Les essais ont e´te´ eﬀectue´s dans un premier temps en simulation afin d’e´tudier
l’influence des perturbations et des variations parame´triques sur le suivi de trajectoire
souhaite´. Une perturbation en entre´e ∆U , du type e´chelon et d’amplitude de 5000W.m−2,
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est applique´e a` 625s, ainsi qu’une autre perturbation en sortie ∆Y , de type e´chelon et
d’amplitude de 2◦C, applique´e a` 1875s en re´gime e´tabli.
Ce sce´nario de perturbations est applique´ pour les diﬀe´rents mode`les pour chaque
position du capteur de tempe´rature (l = 5, 10, 20 et 40mm).
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Figure 4.22 – Simulation du syste`me G(sν , l = 5) avec les re´gulateurs CRONE et PID :
tempe´ratures mesure´es (TCRONEmes et T
PID
mes ), erreurs de sortie (T
CRONE
mes −Tdes et T PIDmes −Tdes)
et commandes de densite´ de flux ϕ
Une simulation sur le proce´de´ G(sν , l = 5mm) a e´te´ eﬀectue´e et les re´sultats sont
trace´s sur la Fig. 4.22. Les re´gulateurs CRONE et PID e´tant synthe´tise´s pour la meˆme
pulsation ωu, ils assurent des performances tre`s proches :
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– le temps de rejet a` 95% de la perturbation de sortie est de l’ordre de 10s ;
– la perturbation en entre´e est bien rejete´e pour les re´gulateurs CRONE et PID ;
– les pics de commande sont quasiment identiques.
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Figure 4.23 – Simulation du syste`me G(sν , l = 10) avec les re´gulateurs CRONE et
PID : tempe´ratures mesure´es (TCRONEmes et T
PID
mes ), erreurs de sortie (T
CRONE
mes − Tdes et
T PIDmes − Tdes) et commandes de densite´ de flux ϕ
Une simulation sur le proce´de´ nominal G(sν , l = 10mm) a e´te´ eﬀectue´e et les
re´sultats sont trace´s sur la Fig. 4.23. Les re´gulateurs CRONE et PID e´tant synthe´tise´s
pour la meˆme pulsation ωu et pour ce proce´de´ nominal, ils apportent des performances
similaires :
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– le temps de rejet a` 95% de la perturbation de sortie est de l’ordre de 12s ;
– la perturbation en entre´e est bien rejete´e pour les re´gulateur CRONE et PID
– les pics de commande sont identiques ;
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Figure 4.24 – Simulation du syste`me G(sν , l = 20) avec les re´gulateurs CRONE et
PID : tempe´ratures mesure´es (TCRONEmes et T
PID
mes ), erreurs de sortie (T
CRONE
mes − Tdes et
T PIDmes − Tdes) et commandes de densite´ de flux ϕ
Une simulation sur le proce´de´ G(sν , l = 20mm) a e´te´ eﬀectue´e et les re´sultats sont
trace´s sur la Fig. 4.24. Le re´gulateur CRONE apporte de meilleures performances com-
pare´es au re´gulateur PID :
– le temps de rejet a` 95% de la perturbation de sortie est de l’ordre de 15s pour le
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re´gulateur CRONE et de 18s pour le re´gulateur PID ;
– la perturbation en entre´e est rejete´e pour les re´gulateurs CRONE et PID avec un
de´but d’oscillations sur la commande PID ;
– le pic de commande est 40% plus e´leve´ pour le re´gulateur PID pour le rejet de
perturbation de sortie ;
– des oscillations apparaissent avec la commande PID.
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Figure 4.25 – Simulation du syste`me G(sν , l = 40) avec les re´gulateurs CRONE et
PID : tempe´ratures mesure´es (TCRONEmes et T
PID
mes ), erreurs de sortie (T
CRONE
mes − Tdes et
T PIDmes − Tdes) et commandes de densite´ de flux ϕ
Une simulation sur le proce´de´ G(sν , l = 40mm) a e´te´ eﬀectue´e et les re´sultats sont
244
Chapitre 4 – Application sur un banc d’essai thermique
trace´s sur la Fig. 4.25. Le re´gulateur CRONE apporte une meilleure stabilite´ face au
variations parame´triques contrairement au re´gulateur PID :
– le temps de rejet a` 95% de la perturbation de sortie est de l’ordre de 41s pour le
re´gulateur CRONE et de 95s pour le re´gulateur PID ;
– la perturbation en entre´e est rejete´e pour les re´gulateur CRONE et PID avec des
oscillations bien visibles sur la commande PID ;
– le pic de commande est 170% plus e´leve´ pour le re´gulateur PID lors du rejet de
perturbation de sortie ;
– des oscillations sont clairement apparentes avec la commande PID.
Pour chaque simulation, le re´gulateur CRONE apporte des performances de pour-
suite robuste aussi bien vis-a`-vis des perturbations que des variations parame´triques, dues
a` la phase quasi-constante autour de la pulsation au gain unite´ ωu.
La simulation sous Simulink permet de valider la synthe`se du re´gulateur, il reste
alors a` l’implanter sur le banc d’essais thermique re´el.
4.6 – Mise en œuvre sur le banc d’essais re´el
Les re´gulateurs sont a` pre´sent applique´s en boucle ferme´e sur le banc d’essais re´el
afin de mesurer leur immunite´ face aux variations parame´triques et face a` des pertur-
bations re´elles applique´es en entre´e (∆U) et en sortie (∆Y ). Le sche´ma de commande
est identique a` celui utilise´ en simulation et est pre´sente´ sur la Fig. 4.21, ou` uref est la
commande obtenue par les principes de la platitude pour syste`mes non entiers en utilisant
la trajectoire de re´fe´rence Tdes (4.14).
4.6.1 – Essais sur le barreau thermique sans perturbation
Le syste`me thermique est e´tudie´ sans perturbation afin de ve´rifier que la sortie suit
bien la trajectoire de´sire´e et que la commande corrige bien les erreurs e´ventuelles de
mode´lisation ou de conditions d’essais (variation de la tempe´rature ambiante, e´changes
thermiques avec l’environnement, etc.). Les mesures sont re´alise´es sur le proce´de´ nominal
et sont trace´es sur la Fig. 4.26. L’erreur de sortie est infe´rieure a` 0.2 (infe´rieure a` 1% pour
une variation globale de la tempe´rature de 20˚ C).
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Figure 4.26 – Mesure du syste`me G(sν , l = 10) nominal en boucle ferme´e sans perturba-
tions : tempe´ratures mesure´e TCRONEmes et de re´fe´rence Tdes, erreur de sortie T
CRONE
mes −Tdes
et commande de densite´ de flux ϕ
4.6.2 – Essais sur le barreau thermique avec perturbations
Le syste`me thermique est maintenant e´tudie´ en pre´sence de perturbations. La pour-
suite robuste de trajectoire est alors e´tudie´e, le re´gulateur CRONE corrigeant les erreurs
de mode´lisation, les variations parame´triques (de gain et de phase) ou les changements
de conditions d’essais (variation de la tempe´rature ambiante, e´change thermique avec
l’environnement,...).
La Fig. 4.27 illustre le sche´ma de commande avec la re´alisation des perturbations
en entre´e et en sortie. Une perturbation de commande, ∆U , est applique´e en entre´e a`
625s : le bouchon pre´sent sur la Fig. 4.2 est retire´ et une ventilation est applique´e a` la
re´sistance chauﬀante. Une partie du flux de chaleur est alors dissipe´e dans l’air et ne se
propage donc pas dans le barreau thermique. Une autre perturbation en sortie, ∆Y , est
e´galement applique´e a` 1875s en re´gime e´tabli : une re´sistance chauﬀante est colle´e sur le
barreau pouvant ge´ne´rer une puissance de 12W (variations de 1˚ C a` 2˚ C).
Il est a` noter que ces deux perturbations, contrairement a` celle du paragraphe 4.5.3,
ne se re´percutent pas comme des e´chelons sur le syste`me thermique. En eﬀet, la perte
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de flux ne se re´percute pas instantane´ment sur le barreau ; de meˆme, la re´sistance chauf-
fante pour la perturbation en sortie doit dans un premier temps chauﬀer pour ensuite
transmettre sa tempe´rature au barreau. Les essais en simulations et les essais sur le banc
d’essai ne sont donc pas comparables.
0 5 10 20 40 l (mm)
Ventilateur
Re´sistance chauﬀante
Perturbation de sortie
bouchon
(Perturbation
de commande)
isolation thermique
Figure 4.27 – Sche´ma du barreau en aluminium isole´ (!), re´sistance chauﬀante (!) ;
perturbation de flux par dissipation de la chaleur en retirant le bouchon et par un ventila-
teur ; perturbation de tempe´rature cre´e´e par une re´sistance chauﬀante le long du barreau
(!)
Ce sce´nario de perturbations est applique´ en pre´sence d’un re´gulateur CRONE de
troisie`me ge´ne´ration et en pre´sence d’un re´gulateur PID sachant que la position du capteur
de tempe´rature change pour chaque essai (l = 5, 10, 20 et 40mm). Les re´ponses temporelles
sont trace´es sur la Fig. 4.28 pour G(sν , l = 5), sur la Fig. 4.29 pour G(sν , l = 10), sur la
Fig. 4.30 pour G(sν , l = 20) et sur la Fig. 4.31 pour G(sν , l = 40).
L’essai avec un re´gulateur PID sur le syste`me nominal est comparable a` l’essai avec
un re´gulateur CRONE.
Pour les autres positions du capteur de tempe´rature, le re´gulateur PID n’e´tant
pas robuste, la poursuite de trajectoire n’est plus eﬃcace avec ce type de re´gulateur.
La pre´cision baisse conside´rablement quand on conside`re la position du capteur la plus
e´loigne´e.
Les meˆmes essais eﬀectue´s avec un re´gulateur CRONE montrent l’obtention d’une
poursuite robuste de la trajectoire face aux perturbations aussi bien en entre´e qu’en sortie
et face aux variations parame´triques.
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On note que la pre´cision baisse quand la position du capteur est la plus e´loigne´e. Le
syste`me G(sν , l = 40) posse´dant un retard tre`s important, il est plus diﬃcile de compenser
tre`s pre´cise´ment les erreurs de trajectoire.
Enfin, les mode`les identifie´s ne sont plus les meˆmes. En eﬀet, le barreau utilise´ lors
de l’identification e´tait uniforme´ment isole´. Le rajout d’une re´sistance chauﬀante pour la
perturbation en sortie modifie le transfert de chaleur le long du barreau : une partie du
flux se dissipe sur cette re´sistance de perturbation.
D’autre part, les essais sous Simulink ont montre´ des oscillations avec un re´gulateur
PID quand les perturbations sont assimile´s a` des e´chelons ; sur le banc d’essai, les per-
turbations ne se re´percutent pas aussi rapidement que des e´chelons, et donc le degre´ de
stabilite´ n’est pas autant sollicite´.
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Figure 4.28 – Mesures avec perturbations sur G(sν , l = 5) : tempe´ratures mesure´es
TCRONE (–), T PID (-.-) et de re´fe´rence Tdes (- -), erreurs de sortie TCRONE − Tdes (–) et
T PID − Tdes (-.-), et commandes de flux uCRONE (–) et uPID (-.-)
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Figure 4.29 – Mesures avec perturbations sur G(sν , l = 10) : tempe´ratures mesure´es
TCRONE (–), T PID (-.-) et de re´fe´rence Tdes (- -), erreurs de sortie TCRONE − Tdes (–) et
T PID − Tdes (-.-), et commandes de flux uCRONE (–) et uPID (-.-)
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Figure 4.30 – Mesures avec perturbations sur G(sν , l = 20) : tempe´ratures mesure´es
TCRONE (–), T PID (-.-) et de re´fe´rence Tdes (- -), erreurs de sortie TCRONE − Tdes (–) et
T PID − Tdes (-.-), et commandes de flux uCRONE (–) et uPID (-.-)
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Figure 4.31 – Mesures avec perturbations sur G(sν , l = 40) : tempe´ratures mesure´es
TCRONE (–), T PID (-.-) et de re´fe´rence Tdes (- -), erreurs de sortie TCRONE − Tdes (–) et
T PID − Tdes (-.-), et commandes de flux uCRONE (–) et uPID (-.-)
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4.7 – Conclusion
Ce chapitre a permis de mettre en application les diﬀe´rentes contributions de ce
me´moire sur un syste`me physique re´el : un barreau me´tallique soumis a` une source de
chaleur et dont la tempe´rature est commande´e. Apre`s une description du banc d’essais, les
me´thodes d’identification par mode`le non entier, e´labore´es au chapitre 2, sont applique´es
afin de de´terminer le mode`le le plus ade´quat.
Puis, les principes de la platitude line´aire des syste`mes non entiers par matrices
polynoˆmiales sont applique´s pour suivre une trajectoire de re´fe´rence. Un essai en boucle
ouverte a permis de valider la commande du syste`me nominal en absence de perturbations.
Le syste`me thermique a ensuite e´te´ identifie´ pour diﬀe´rentes positions du capteur
de tempe´rature, les mode`les obtenus pre´sentant des variations de phase et de gain. La ro-
bustesse et la poursuite de trajectoire ont alors e´te´ assure´es par une commande CRONE
de troisie`me ge´ne´ration. Une comparaison avec une commande PID a e´galement e´te´ ef-
fectue´e, ou` le degre´ de stabilite´ n’est plus maintenue face aux variations parame´triques du
syste`me. Des essais ont e´te´ re´alise´s, aussi bien en simulation, que sur le banc d’essais re´el
en appliquant des perturbations de commande et de sortie, montrant l’obtention d’une
poursuite robuste de la trajectoire de´sire´e.
En re`gle ge´ne´ral, en ge´ne´ration de trajectoire par platitude, il convient de conserver
un re´gulateur et de ge´ne´rer diﬀe´rentes trajectoires de commande pour chaque mode`le du
syste`me, en l’occurrence pour chaque position du capteur de tempe´rature. Du fait du
maintien du degre´ de stabilite´ du re´gulateur CRONE, il suﬃt de ge´ne´rer la trajectoire du
syste`me nominal et de synthe´tiser un seul re´gulateur pour assurer une poursuite robuste
de trajectoire par platitude.
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Dans un environnement ou` les trajectoires d’un syste`me non entier sont de´finies
a priori, deux proble´matiques majeures se sont dresse´es : quelles commandes appliquer
pour suivre ces trajectoires et quel mode`le choisir pour le syste`me ? Pour re´pondre a`
la premie`re proble´matique, la planification de trajectoire a e´te´ aborde´e en e´tendant les
principes de la platitude aux syste`mes line´aires non entiers. Pour re´pondre a` la deuxie`me
proble´matique, des me´thodes d’identification par variable instrumentale optimale a` temps
continu ont e´te´ de´veloppe´es en pre´sence de bruit de sortie additif blanc et colore´ (mode`le
de Box-Jenkins). La poursuite robuste de trajectoire a e´te´ conc¸ue a` l’aide de la com-
mande CRONE de troisie`me ge´ne´ration, car elle apporte plus de robustesse vis-a`-vis des
incertitudes parame´triques.
Tout au long de ce me´moire, nous nous sommes attache´s a` de´velopper des me´thodes
d’identification et de planification de trajectoire totalement inde´pendantes des me´thodes
de simulation de syste`mes non entiers.
Dans le chapitre 1, le contexte de la de´rivation non entie`re a e´te´ pre´sente´ en rappe-
lant les outils employe´s au sein de la communaute´ scientifique. De plus, les diﬀe´rents modes
de repre´sentation des syste`mes non entiers ont e´te´ rappele´s, a` savoir e´quation diﬀe´rentielle,
fonction de transfert et pseudo-repre´sentation d’e´tat. La stabilite´ des syste`mes non en-
tiers commensurables a e´te´ rappele´e a` travers le the´ore`me de Matignon. En outre, deux
approches ont e´te´ pre´sente´es pour la simulation temporelle de syste`mes non entiers. Les
principales contributions apporte´es dans ce chapitre sont l’introduction de l’alge`bre des
polynoˆmes en Xν et la the´orie des matrices polynoˆmiales en Xν dont les proprie´te´s per-
mettent d’e´tendre les principes de la platitude aux syste`mes non entiers au chapitre 3.
Le chapitre 2 commence par un e´tat de l’art des me´thodes d’identification par
mode`le non entier. Jusqu’a` pre´sent, les algorithmes d’identification par mode`le non entier
ont e´te´ de´veloppe´s uniquement dans un contexte de bruit blanc, ou par facilite´ dans un
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contexte de bruit colore´ spe´cifique aux mode`les ARX. Nos contributions se sont oriente´s
vers l’estimateur de la variable instrumentale optimale en pre´sence de bruit de sortie ad-
ditif blanc ou colore´. Ainsi, des algorithmes d’estimation parame´trique asymptotiquement
sans biais et a` variance minimale ont e´te´ de´veloppe´s permettant d’estimer :
– les coeﬃcients lorsque la connaissance a priori permet de fixer les ordres de
de´rivation ; l’algorithme srivcf permet en conse´quence d’estimer les coeﬃcients
du mode`le du syste`me lorsque le bruit est blanc et l’algorithme rivcf permet
d’estimer les coeﬃcients du mode`le du syste`me et du mode`le de bruit lorsque le
bruit est colore´ ;
– les coeﬃcients et les ordres de de´rivation, lorsque la connaissance a priori ne le
permet pas ; l’algorithme oosrivcf permet ainsi d’estimer les coeﬃcients et les
ordres de de´rivation du mode`le du syste`me lorsque le bruit est blanc et l’algorithme
oorivcf permet d’estimer les coeﬃcients des mode`le du syste`me et du mode`le de
bruit ainsi que les ordres de de´rivation du mode`le du syste`me lorsque le bruit est
colore´.
Pour chacune des me´thodes, des simulations deMonte Carlo montrent que les estimateurs
introduits ne sont pas biaise´s et sont a` variance minimale.
Dans le chapitre 3, les re´sultats the´oriques sur la platitude des syste`mes non en-
tiers line´aires sont expose´s. Dans la the´orie des syste`mes line´aires, les notions de com-
mandabilite´ et de platitude co¨ıncident. De plus, la ge´ne´ration de trajectoire est simple a`
re´soudre pour la classe des syste`mes dits “plats”. Pour cette classe, l’e´tat et la commande
du syste`me peuvent eˆtre exprime´s comme des fonctions diﬀe´rentielles d’une variable ap-
pele´e “sortie plate” et de ses de´rive´es, sans avoir a` inte´grer les e´quations diﬀe´rentielles. Il
s’agit principalement de trouver l’expression des sorties plates en fonction des variables du
syste`me et de ses de´rive´es. Les principes de la platitude des syste`mes line´aires rationnels
sont rappele´s, et ces principes ont e´te´ e´tendus aux syste`mes line´aires non entiers. Apre`s
avoir e´tabli la commandabilite´ inde´pendamment du mode de repre´sentation du syste`me
non entier, en introduisant les syste`mes line´aires non entiers abstraits, la platitude par
fonction de transfert non entie`re, puis par matrices polynoˆmiales non entie`res a e´te´ e´tudie´e.
Dans le premier cas, les sorties plates de´coulent du the´ore`me de Be´zout. Le second cas se
base sur la pseudo-repre´sentation d’e´tat des syste`mes non entiers commensurables ou` la
caracte´risation des matrices de de´finition permet d’e´tendre la platitude aux syste`mes non
entiers commandables. La poursuite robuste de trajectoire est assure´e par une commande
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CRONE de deuxie`me ou troisie`me ge´ne´ration, selon la nature des variations parame´triques
conside´re´es. La deuxie`me ge´ne´ration assure une robustesse vis-a`-vis des incertitudes du
proce´de´ de type gain, et la troisie`me ge´ne´ration garantit une robustesse vis-a`-vis des in-
certitudes de type gain et phase. Une comparaison dans un environnement perturbe´ en
termes de sensibilite´s, rejet de perturbations et temps de re´ponse, avec une commande
PID a permis de mettre en avant les performances de la poursuite robuste de trajectoire
par platitude associe´e a` une commande CRONE. Deux exemples de syste`mes thermiques
ont e´te´ traite´s en simulation, l’un monovariable avec une diﬀusion thermique en deux di-
mensions et l’autre multivariable avec une diﬀusion thermique en une dimension, l’objectif
e´tant de controˆler la tempe´rature en un point (resp. deux points) des syste`mes thermiques
soumis a` une source de chaleur (resp. deux sources de chaleur).
Enfin, le chapitre 4 a permis de mettre en application les diﬀe´rentes contributions
de ce me´moire sur un syste`me physique re´el : un barreau me´tallique soumis a` un flux de
chaleur a` l’une de ces extre´mite´s et dont la tempe´rature est commande´e. Apre`s une des-
cription du banc d’essais, les me´thodes d’identification par mode`le non entier, e´labore´es
au chapitre 2, sont applique´es afin de de´terminer le mode`le le plus ade´quat. Ensuite, les
principes de la platitude line´aire des syste`mes non entiers par approche de matrices po-
lynoˆmiales, ont e´te´ applique´s pour suivre une trajectoire de re´fe´rence. Un essai en boucle
ouverte a permis de valider la commande du syste`me nominal en absence de perturbations.
Cependant, un syste`me en boucle ouverte subit totalement les perturbations ; de meˆme,
la commande est mal adapte´e lors de variations parame´triques. Le syste`me thermique a
ensuite e´te´ identifie´ pour plusieurs positions du capteur de tempe´rature et les mode`les
obtenus pre´sentent des variations de phase et de gain. La robustesse et la poursuite de
trajectoire ont alors e´te´ assure´es par une commande CRONE de troisie`me ge´ne´ration. Des
essais ont e´te´ re´alise´s aussi bien en simulation que sur le banc expe´rimental en appliquant
des perturbations en entre´e et en sortie, mettant en avant une poursuite robuste de la
trajectoire de´sire´e.
Les perspectives de recherche s’inscrivent directement dans la continuite´ des
travaux en cours.
En identification, lorsque le nombre de parame`tres du mode`le non entier est inconnu,
une des perspectives inte´ressantes est d’utiliser des techniques de de´termination du nombre
de parame`tres base´es sur la minimisation d’un crite`re de type AIC ou Young, permettant
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ainsi de trouver les structures du mode`le du syste`me et du mode`le de bruit les plus
ade´quates. Il serait e´galement inte´ressant de de´velopper des algorithmes d’identification
a` Erreur en Variable permettant non seulement de tenir compte d’un bruit additif en
sortie, mais aussi d’un bruit additif en entre´e pouvant eˆtre aussi bien blanc que colore´.
Ces dernie`res anne´es ont vu apparaˆıtre des me´thodes d’identification en boucle ferme´e
qui pourraient elles aussi eˆtre adapte´es au cas des mode`les non entiers. Des conditions
initiales non nulles pourraient eˆtre prises en compte lors de l’identification de syste`me
par mode`le non entier. Dans la mesure ou` la de´rivation non entie`re ne´cessite la prise en
compte de tout le passe´ du syste`me, des fonctions de ponde´ration devraient certainement
eˆtre introduites.
En planification de trajectoire, le formalisme de la ge´ome´trie diﬀe´rentielle apporte
des conditions ne´cessaires et suﬃsantes prouvant la platitude d’un syste`me non line´aire a`
de´rive´e entie`re [Le´vine, 2004, 2009] qui se basent sur les notions de jets d’ordre infini [Fliess
et al., 1999]. Une des perspectives principales serait d’e´tendre ces conditions ne´cessaires
et suﬃsantes aux syste`mes non entiers non line´aires. Il serait alors ne´cessaire d’adapter le
calcul diﬀe´rentiel aux syste`mes non entiers et de maintenir les proprie´te´s d’invariance. Des
travaux sont actuellement en cours utilisant la diﬀe´rentielle classique ou une diﬀe´rentielle
mieux adapte´e aux syste`mes non entiers (voir annexe D).
Enfin, de nombreux syste`mes physiques e´tant multivariables, il serait inte´ressant de
mettre en place des outils d’identification avec une prise en compte des eﬀets de cou-
plage en pre´sence notamment d’un bruit colore´, de ge´ne´rer des trajectoires adapte´es a` ces
syste`mes et de les commander a` l’aide d’une commande CRONE MIMO.
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Annexe A
De´rivateur non entier borne´ en
fre´quences
E´tant donne´ que les syste`mes physiques re´els ont ge´ne´ralement un comportement
fractionnaire sur une bande de fre´quences donne´e et compte tenu des limitations pratiques
des signaux d’entre´e et de sortie, l’ope´rateur non entier est ge´ne´ralement approche´ par
un mode`le rationnel d’ordre e´leve´. Ainsi, un mode`le fractionnaire et son approximation
rationnelle posse`dent les meˆmes dynamiques dans une certaine bande de fre´quences. Il
existe diﬀe´rentes approches d’approximation de l’ope´rateur non entier.
A.1 – Synthe`se d’un de´rivateur non entier borne´ en
fre´quences A1
Le de´tail de la synthe`se de cet ope´rateur est pre´sente´ au paragraphe §1.5.1.
A.2 – Synthe`se des ope´rateurs A2, A3 et A4
Outre l’eﬀet de bord de´crit dans le paragraphe pre´ce´dent, l’ope´rateur non entier
borne´ en fre´quences A (−γ)1 pre´sente un comportement asymptotique d’ordre 0 en basses
fre´quences, engendrant ainsi une re´ponse indicielle finie meˆme dans le cas d’un inte´grateur :
lim
t→∞
L
−1
(
A
(−γ)
1
)
⊗U (t) = lim
s→0
A
(−γ)
1 = lim
s→0
C(γ)
(
1 + sωh
1 + sωb
)γ
= C(γ), 0 < γ < 1,
(A.1)
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a` la diﬀe´rence de la re´ponse indicielle exacte de s−γ qui est infinie :
lim
t→∞
L
−1
(
s−γ
)⊗U (t) = lim
s→0
s−γ =∞, 0 < γ < 1. (A.2)
A.2.1 – Synthe`se de l’ope´rateur A2
Pour pallier cette diﬀe´rence, [Poinot et Trigeassou, 2003] proposent une autre ap-
proximation de l’inte´grateur non entier borne´ en fre´quences, dont les comportements en
basses et hautes fre´quences sont ceux d’un inte´grateur :
s−γ[ωA,ωB ] ≈ A
(−γ)
2 = C(γ−1)
1
s
(
1 + sωh
1 + sωb
)γ−1
, avec 0 < γ < 1, (A.3)
ou` ωb < ωh, C(γ−1) e´tant donne´ par (1.44) de manie`re a` obtenir un gain unitaire a` la
pulsation de 1 rad·s−1.
Ainsi, l’approximation A (−γ)2 maintient un comportement asymptotique d’ordre −1
en basses et hautes fre´quences (voir Fig. A.1) et une re´ponse indicielle infinie :
lim
t→∞
L
−1
(
A
(−γ)
2
)
⊗U (t) = lim
s→0
A
(−γ)
2 = lims→0
C(γ−1)
1
s
(
1 + sωh
1 + sωb
)γ−1
=∞. (A.4)
L’extension de (A.3) au de´rivateur non entier borne´ en fre´quence s−γ[ωA,ωB] donne :
s−γ[ωA,ωB] ≈ A
(−γ)
2 = C(γ+1)s
(
1 + sωh
1 + sωb
)γ+1
, avec − 1 < γ < 0. (A.5)
En regroupant (A.3) et (A.5), l’expression d’un ope´rateur d’inte´gration ou de de´rivation
non entie`re borne´ en fre´quences s’e´crit :
s−γ[ωA,ωB ] ≈ A
(−γ)
2 = C(γ−sig(γ))
1
ssig(γ)
(
1 + sωh
1 + sωb
)γ−sig(γ)
, avec − 1 < γ < 1, (A.6)
ou` ωb < ωh, C(γ−sig(γ)) est donne´ par (1.44) de manie`re a` obtenir un gain unitaire a` la
pulsation de 1 rad·s−1.
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Figure A.1 – Diagrammes de Bode de s−γ et de son approximation A (−γ)2 dans la bande
de fre´quences [0.01, 100] pour −γ = −0.2,−0.5,−0.8 et −1.1
Une e´tude comparative des inte´grateurs borne´s en fre´quence (1.43) et (A.6) montre
que la re´ponse indicielle analytique (et donc exacte) de s−γ est comprise entre les re´ponses
indicielles de A (−γ)1 et A
(−γ)
2 [Aoun et al., 2005].
A.2.2 – Synthe`se de la combinaison line´aire ponde´re´e des ope´rateurs
A
(−γ)
1 et A
(−γ)
2
La re´ponse analytique de s−γ est d’autant plus proche de A (−γ)1 que γ tend vers 0
et est d’autant plus proche de A (−γ)2 que γ tend vers 1. On peut alors s’attendre a` ce que
la combinaison line´aire ponde´re´e de A (−γ)1 et A
(−γ)
2 , soit :
s−γ[ωA,ωB] ≈ (1− |γ|)A
(−γ)
1 + |γ|A (−γ)2
s−γ[ωA,ωB] ≈ (1− |γ|)C(γ)
(
1+ sωh
1+ sωb
)γ
+ |γ| C(γ−sig(γ))
ssig(γ)
(
1+ sωh
1+ sωb
)γ−sig(γ) (A.7)
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fournisse un meilleur re´sultat [Aoun et al., 2005]. Cette ide´e est exploite´e pour obtenir
une nouvelle approximation plus performante de l’ope´rateur non entier.
L’e´quation (A.7) peut eˆtre ainsi factorise´e selon le produit d’une fonction de transfert
rationnelle et d’une fonction de transfert irrationnelle sous l’une des deux formes :
s−γ[ωA,ωB] ≈
(
1 + sωh
1 + sωb
)γ
C(s) (A.8)
ou
s−γ[ωA,ωB] ≈
1
ssig(γ)
(
1 + sωh
1 + sωb
)γ−sig(γ)
C ′(s), (A.9)
C(s) et C ′(s) e´tant deux fonctions de transfert rationnelles.
Compte tenu des e´quations (A.8) et (A.9), deux nouvelles approximations de l’ope´rateur
non entier borne´ en fre´quence s−γ[ωA,ωB] sont propose´es, qui se distinguent de A
(−γ)
1 et A
(−γ)
2
par leur partie rationnelle qui est une fonction de transfert, au lieu d’un simple gain, et
dont les parame`tres sont calcule´s de fac¸on a` minimiser l’eﬀet de bord [Aoun et al., 2005].
A.2.3 – Synthe`se de l’ope´rateur A (−γ)3
La synthe`se de A (−γ)3 [Aoun et al., 2005] est base´e sur le de´veloppement en se´rie
entie`re de :(
1 + sωh
1 + sωb
)γ
= ωγb
(
1
s
)γ
(1 + u(s))γ , avec u(s) =
s2 − ωbωh
sωh + ωbωh
, (A.10)
autour de u(s) = 0, soit :(
1 + sωh
1 + sωb
)γ
= ωγb
(
1
s
)γ (
1 + γu(s) +
γ(γ − 1)
2
u2(s) + ...
)
. (A.11)
Ce de´veloppement est justifie´ par la condition de convergence :
|u( j ω)| < 1, valable ∀ ω tel que ωA < ω < ωB. (A.12)
Finalement, en tronquant le de´veloppement en se´rie de (A.11) a` l’ordre 1 lorsque
−1 < γ < 0, A (−γ)3 peut eˆtre interpre´te´ comme le produit d’un de´rivateur d’ordre 1 et
d’un inte´grateur d’ordre 1 + γ, ou` 1 + γ est compris entre 0 et 1, tel que
A
(−γ)
3 = sA
(−1−γ)
3 , (A.13)
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il vient,
s−γ[ωA,ωB] ≈ A
(−γ)
3 =
{
Ψ(−γ) si 0 < γ < 1
sΨ(−1−γ) si −1 < γ < 0 , (A.14)
avec
Ψ(−γ) =
ωh (s+ ωb)
ωγb (γs
2 + ωhs+ (1− γ)ωbωh)
(
1 + sωh
1 + sωb
)γ
. (A.15)
Le re´sultat d’une telle synthe`se est illustre´ sur la Fig. A.2, qui permet la comparaison
des diﬀe´rentes me´thodes de synthe`se. Celle-ci permet de ve´rifier l’atte´nuation de l’eﬀet de
bord au prix de deux poˆles et un ze´ro supple´mentaires par rapport a` A1 et A2.
A.2.4 – Synthe`se de l’ope´rateur A (−γ)4
Pour 0 < γ < 1, la synthe`se de A (−γ)4 [Aoun et al., 2005], ope´rateur d’inte´gration,
est base´e sur le de´veloppement en se´rie de :(
1 + sωh
1 + sωb
)γ−1
= sωγ−1b
(
1
s
)γ
(1 + u(s))1−γ , avec u(s) =
s2 − ωbωh
sωh + ωbωh
, (A.16)
autour de u(s) = 0, soit :(
1 + sωh
1 + sωb
)γ−1
= sωγ−1b
(
1
s
)γ (
1 + (1− γ) u(s)− γ (1− γ)
2
u2(s) + ...
)−1
. (A.17)
Ce de´veloppement est e´galement justifie´ par la condition de convergence :
|u(jω)| < 1, valable ∀ω tel que ωA < ω < ωB. (A.18)
De meˆme qu’au paragraphe A.2.3, l’expression re´ve`le que la fonction de trans-
fert ide´ale permettant d’obtenir un ve´ritable comportement non entier sur une bande
de fre´quences donne´e est d’ordre infini. Cependant, une approximation a` l’ordre 1 du
de´veloppement en se´rie de (A.17) permet d’obtenir une bonne approximation de s−γ[ωA,ωB].
En outre, pour −1 < γ < 0, A (−γ)4 peut eˆtre interpre´te´ comme le produit d’un de´rivateur
d’ordre 1 et d’un inte´grateur d’ordre 1 + γ, ou` 1 + γ est compris entre 0 et 1 :
A
(−γ)
4 = sA
(−1−γ)
4 . (A.19)
Il vient alors finalement :
s−γ[ωA,ωB] ≈ A
(−γ)
4 =
{
Ψ∗(−γ) si 0 < γ < 1
sΨ∗(−1−γ) si −1 < γ < 0 , (A.20)
261
Annexe A – De´rivateur non entier borne´ en fre´quences
10−4 10−2 100 102 104 106
−100
−50
0
50
100
10−6 10−4 10−2 100 102 104 106
−100
−50
0
50
100
ts
G
ai
n
(d
B
)
Pulsation (rad/s)
P
h
as
e
(d
eg
)
s−γ
A
(−γ)
1
A
(−γ)
2
A
(−γ)
4
A
(−γ)
3
γ =0.25
γ =-0.25
γ =0.75
γ =-0.75
Figure A.2 – Comparaison entre les me´thodes de synthe`se A1, A2, A3 et A4
ou`
Ψ∗(−γ) =
ω1−γb ((1− γ) s2 + ωhs+ γωbωh)
ωhs (s+ ωb)
(
1 + sωh
1 + sωb
)γ−1
. (A.21)
Le re´sultat d’une telle synthe`se est illustre´ sur la Fig. A.2, qui permet la comparaison
des diﬀe´rentes me´thodes de synthe`se. Celle-ci permet de ve´rifier l’atte´nuation de l’eﬀet de
bord pour A3 et A4 au prix d’un poˆle et de deux ze´ros supple´mentaires.
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Borne de Crame´r-Rao
Dans tout proble`me d’estimation parame´trique, une des fac¸ons pour e´valuer les per-
formances d’un estimateur est de de´river la matrice de covariance de l’erreur d’estimation.
Cependant, cette mesure d’exactitude peut eˆtre d’un inte´reˆt limite´ a` moins que l’on puisse
la comparer avec la meilleure pre´cision possible. La borne la plus utilise´e sur la matrice
de covariance de l’erreur d’estimation est la borne infe´rieure de Crame´r-Rao (CRB) (voir
[Kay, 1993, Stoica et Moses, 2005]).
Dans un premier temps, en supposant le bruit gaussien, la CRB est souvent rela-
tivement simple a` calculer. D’autre part, il existe un estimateur qui permet d’atteindre
asymptotiquement la CRB.
On suppose que le vecteur des parame`tres θˆ est une estimation non biaise´e de θ
de´termine´ par le vecteur de donne´e y. Soit R la matrice de covariance de θˆ. Alors, la
relation suivante tient (voir [Stoica et Moses, 2005])
P ≥ J−1, (B.1)
ou` l’ine´galite´ matricielle A ≥ B signifie que A−B n’est pas de´finie ne´gative, et la matrice
J est la matrice d’information de Fisher. La relation (B.1) est le re´sultat de la CRB, et
J−1 correspond a` la CRB.
En ge´ne´ral, on prend
J = E
(
∂ ln p (y, θ)
∂θ
)(
∂ ln p (y, θ)
∂θ
)T
= −E
(
∂2 ln p (y, θ)
∂θ∂θT
)
, (B.2)
ou` p(y, θ) est la fonction de vraisemblance de y.
Obtenir une expression explicite de J est en ge´ne´ral un travail fastidieux. Cependant,
si les donne´es sont suppose´es eˆtre distribue´es par une gaussienne, les calculs sont simplifie´s.
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Pour des donne´es gaussiennes et des e´chantillons finis de dimension N , les re´sultats
sont donne´s par la formule de Slepian-Bang [Stoica et Moses, 2005].
D’autre part, il est connu que la matrice d’information normalise´e de Fisher d’un
proce´de´ gaussien stationnaire et a` moyenne nulle tend vers la formule deWhittle [So¨derstro¨m
et Stoica, 1989].
Une autre me´thode approprie´e pour calculer la CRB suit en constatant que l’estime´
de la me´thode du maximum de vraisemblance (ML : Maximum Likelihood) est en ge´ne´ral
asymptotiquement eﬃcace ; c’est-a`-dire la matrice de covariance de l’estime´ ML tend vers
la CRB quand le nombre de donne´es tend vers l’infini.
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Conduction thermique
Le transfert de chaleur en 1D est donne´ par le syste`me suivant :⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂T (x,t)
∂t = α
∂2T (x,t)
∂x2 , 0 < x < L, t > 0 (a)
T (x, t) = TE (x, t) + TL (x, t) (b)
−λ∂TE(x,t)∂x = ϕE (t) , x = 0 t > 0 (c)
−λ∂TL(x,t)∂x = ϕL (t) , x = L t > 0 (d)
TE (x, t) = TL (x, t) = 0, 0 ≤ x <∞, t = 0 (e)
(C.1)
avec T (x, t) la tempe´rature mesure´e en x, TE (x, t) la tempe´rature issue du flux de chaleur
provenant de x = 0 et TL (x, t) la tempe´rature issue du flux de chaleur provenant de
x = L.
On note T (x, s) = L (T (x, t)), ou` L correspond a` la transformation de Laplace.
L’e´quation (a) dans l’espace de Laplace peut se re´e´crire par :
∂2T (x, s)
∂x2
− s
α
T (x, s) = 0, (C.2)
qui est une e´quation diﬀe´rentielle de la variable x pre´sentant une solution de la forme :
T (x, s) = K1 (s) e
−x
√
s
α +K2 (s) e
x
√
s
α . (C.3)
De (c), (d), et (e) les conditions initiales, et en utilisant le the´ore`me de superposition
(le syste`me est suppose´ line´aire), on obtient :{
TE (x, s) = 2K1E (s) cosh
(
(L− x)√ sα)
ϕE (x, s) = 2λK1E (s)
√
s
α sinh
(
(L− x)√ sα){
TL (x, s) = 2K1L (s) e
−L
√
s
α cosh
(
x
√
s
α
)
ϕL (x, s) = 2λK1L (s)
√
s
αe
−L
√
s
α sinh
(
x
√
s
α
) . (C.4)
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Figure C.1 – Barreau me´tallique, sous l’influence de deux densite´s de flux thermique a`
chaque extre´mite´. Deux mesures de la tempe´rature sont prises, en P1 (X = X1) et en P2
(X = X2)
Avec ces deux syste`mes, les expressions de HE(x, s) et HL(x, s) sont alors donne´es
par :
HE(x, s) =
TE(x, s)
ϕE(0, s)
=
cosh
(
(L− x)√ sα)
λ
√
s
α sinh
(
L
√
s
α
) (C.5)
HL(x, s) =
TL(x, s)
ϕL(L, s)
=
cosh
(
x
√
s
α
)
λ
√
s
α sinh
(
L
√
s
α
) . (C.6)
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Sur l’extension de la platitude aux
syste`mes non entiers non line´aires
Un syste`me non line´aire est un ensemble d’e´quations diﬀe´rentielles non line´aires,
de´crivant l’e´volution temporelle des variables du syste`me. Pour pouvoir e´tendre les notions
de platitude aux syste`mes non line´aires non entiers, il est ne´cessaire de revenir aux bases
de la platitude non line´aire. Il existe principalement deux approches pour aborder la
platitude non line´aire :
– l’alge`bre diﬀe´rentielle et la ge´ome´trie alge´brique diﬀe´rentielle [Kolchin, 1973, Ritt,
1950] ont e´te´ de´veloppe´es comme ge´ne´ralisations aux e´quations diﬀe´rentielles des
concepts et outils de l’alge`bre commutative et de la ge´ome´trie alge´brique
– la ge´ome´trie diﬀe´rentielle des jets d’ordre infini qui s’est construit autour de Vi-
nogradov [Krasil’shchik et al., 1986, Krasil’shchik et Vinogradov, 1999] et qui
s’inspire des travaux de Cartan.
Ces deux voies se sont de´veloppe´es de manie`re inde´pendante, cependant, la caracte´risation
de la platitude diﬀe´rentielle semble plus adapte´e a` la ge´ome´trie diﬀe´rentielle. [Aranda-
Bricaire et al., 1995] propose un algorithme pour calculer une base du module cotangent,
appele´ forme infinite´simale de Brunovsky´ ; munies de conditions d’inte´grabilite´, les sor-
ties plates peuvent alors en eˆtre de´duites. Re´cemment, [Chetverikov, 2001] a ame´liore´ ces
re´sultats, ne´anmoins, il est ne´cessaire de passer par des de´formations en supposant que le
syste`me de´pende d’un parame`tre. Dans [Pereira da Silva, 2000], l’auteur propose d’expri-
mer toutes les relations diﬀe´rentielles entre les variables du syste`me x, u et la sortie plate
y et utilise la the´orie de Cartan-Ka¨hler.
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L’ide´e principale est de conserver le formalisme de la ge´ome´trie diﬀe´rentielle car
elle apporte des conditions ne´cessaire et suﬃsante prouvant la platitude d’un syste`me
dynamique non line´aire [Le´vine, 2004, 2009]. Il s’agirait d’e´tendre ces conditions ne´cessaire
et suﬃsante aux syste`mes non entiers et non line´aires. Dans le cas rationnel, la platitude
des syste`mes non line´aires se base sur les notions de jets d’ordre infini [Fliess et al., 1999].
Les syste`mes sous forme explicite sont e´tudie´s sous une forme implicite par l’e´limination
de l’entre´e u. Dans le cas non entier, le syste`me non entier commensurable d’ordre ν est
conside´re´ :
x(ν) = f(x, u) (D.1)
ou` l’e´tat x = (x1, . . . , xn) appartient a` une varie´te´ X de dimension n, la commande
d’entre´e u = (u1, . . . , um) appartient a` un sous-ensemble U de Rm, m ≤ n, ν est l’ordre
non entier de´finissant toutes de´rive´es non entie`res e´le´mentaires du syste`me et le rang de
∂f
∂u est suppose´ constant et e´gal a` m. Le syste`me (D.1) est dit plat ssi il existe un vecteur
y = (y1, . . . , ym) tel que :
– y et ses de´rive´es successives y(ν), y(2ν), . . . sont inde´pendantes
– y est une fonction de x, u et d’un nombre fini de de´rive´es des composantes de u,
– x et u peuvent s’exprimer comme des fonctions de y et d’un nombre fini de ses
de´rive´es : x = ϕ(y, y(ν), . . . , y(αν)), u = ψ(y, y(ν), . . . , y((α+1)ν)) pour un m-tuple
α = (α1, . . . ,αm), et en utilisant la notation y(α) =
(
dα1y1
dtα1 , . . . ,
dαmym
dtαm
)
. y est alors
appele´ une sortie plate non entie`re.
Cette repre´sentation (D.1) a l’avantage d’eˆtre naturellement invariante par retour
dynamique endoge`ne [Fliess et al., 1999]. Les notions d’e´quivalence de Lie-Ba¨cklund
et les isomorphismes de Lie-Ba¨cklund pourraient alors eˆtre adapte´s au calcul fraction-
naire. Enfin, la platitude des syste`mes non entiers non line´aires pourrait alors s’e´crire par
matrices polynoˆmiales non entie`res et les formes diﬀe´rentielles seraient alors de´duites des
e´quations du syste`me variationnel (voir [Bryant et al., 1991] pour les syste`mes diﬀe´rentiels
exte´rieurs).
L’e´tude qui suit porte sur deux pistes d’exploration sur la ge´ome´trie diﬀe´rentielle
des syste`mes non entiers sous forme implicite :
F (x, x(ν)) = 0. (D.2)
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D.1 – Par la diﬀe´rentielle classique
Dans le premier axe d’e´tude, l’ide´e est de conserver la diﬀe´rentielle classique. Avant
d’envisager le cas non entier, il est primordial de situer le contexte dans le cas rationnel
expose´ dans [Le´vine, 2009]. Soient une fonction h de´finie sur X = Rn × Rn × . . . et une
trajectoire re´gulie`re x : R ,→ Rn. Alors,
dh(x, x˙, x¨, . . .)
dt
=
∑
i,j
∂h (x, x˙, x¨, . . .)
∂x(j)i
dx(j)i
dt
=
∑ ∂h (x, x˙, x¨, . . .)
∂x(j)i
xj+1i .
En conside´rant en plus le champ de Cartan trivial C de´fini sur X, la de´rive´e de Lie le
long de C s’e´crit pour toute fonction re´gulie`re h de´finie sur X :
(LCh) (ξ) =
∑
i,j
ξi,j+1
∂h(ξ)
∂ξi,j
.
L’ope´rateur de Lie LC agit comme un de´calage sur les coordonne´es : LCξi,j = ξi,j+1. On
en de´duit alors la proprie´te´ remarquable suivante :
dh(x, x˙, x¨, . . .)
dt
= LCh|ξi,j=x(j)i . (D.3)
Ainsi, si x est solution de l’e´quation diﬀe´rentielle implicite F (x, x˙) = 0, alors sachant
que ddtF (x, x˙) = 0 et en introduisant la notation x¯ = (x, . . . ,
djxi
dtj , . . . ,
dnxi
dtn ) pour la notation
d’une trajectoire dans l’espace X ge´ne´re´ par x, il s’ensuit que
dF (x, x˙)
dt
= LCF (x¯) = 0.
Par re´currence, avec la convention que L0C = I, on en de´duit que
F (x, x˙) = 0⇔ LkCF (x¯) = 0, ∀k ∈ N. (D.4)
Cette proprie´te´ fondamentale est la pierre angulaire pour obtenir les conditions
ne´cessaire et suﬃsante pour la platitude des syste`mes implicites F (x, x˙) = 0, e´tudie´s dans
[Le´vine, 2009]. Avec les notations ξ(j)i = ξi,j et ξ¯ =
(
ξ, . . . , d
jξi
dtj , . . . ,
dnξi
dtn
)
, les relations
suivantes illustrent encore mieux cette proprie´te´ de de´calage :
LCh
(
ξ¯
)
=
∑
i,j
ξ(j+1)i
∂h
∂ξ(j)i
(D.5)
dh(x¯)
dt
=
∑
i,j
x(j+1)i
∂h
∂x(j)i
. (D.6)
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L’ide´e consiste a` utiliser cette proprie´te´ pour l’e´tendre aux syste`mes non entiers
implicites et commensurables d’ordre ν (D.2).
Il est important de noter que la proprie´te´ (D.4) est vraie inde´pendamment du choix
de notation des variables spatiales ξi,j.
En introduisant la notation ν η¯ =
(
ηi, . . . , η
(jν)
i , . . . , η
(jν)
i
)
, et le champ de vecteur de
Cartan de´fini sur X τX =
n∑
i=1
∑
j≥0
x((j+1)ν)i
∂
∂x
(jν)
i
, l’expression (D.5) s’e´crit
LτXh (ν η¯) =
∑
i,j
η((j+1)ν)i
∂h
∂η(jν)i
. (D.7)
Si l’on conside`re la trajectoire h(ν η¯),
dh(ν η¯)
dt
=
∑
i,j
η(jν)i
∂h
∂η(jν)i
=
∑
i,j
η(jν+1)i
∂h
∂η(jν)i
. (D.8)
En comparant les relations (D.7) et (D.8), il est clair que jν +1 ̸= (j+1)ν si ν ̸= 1.
Par conse´quent, la proprie´te´ (D.3), commune´ment appele´ “chain rule” en anglais, n’est
pas vraie dans le cas ge´ne´ral excepte´ pour ν = 1.
Ainsi, dans l’e´tat actuel des avancements, il n’est pas encore possible de de´finir
des proprie´te´s pour la platitude des syste`mes non entiers non line´aires en utilisant la
diﬀe´rentielle classique.
D.2 – Par la diﬀe´rentielle non entie`re
Dans le deuxie`me axe d’e´tude, compte tenu de l’utilisation de la de´rivation non
entie`re, il semblerait logique d’utiliser une diﬀe´rentielle qui soit non entie`re. [Cottril-
Shepherd et Naber, 2001] ont introduit une diﬀe´rentielle non entie`re dans l’hypothe`se ou`
la de´rive´e exte´rieure peut eˆtre de´finie pour des ordres non entiers :
dν =
n∑
i=1
dxνi
∂ν
(∂ (xi − ai))ν , (D.9)
ou` i correspond a` la coordonne´e, ν est l’ordre de la diﬀe´rentielle de coordonne´e non entie`re
et ai est la valeur initiale de la de´rive´e non entie`re.
Exemple
En deux dimensions (x, y), la de´rive´e exte´rieure non entie`re d’ordre ν de xp s’e´crit :
dνxp = dxν
Γ(p+ 1)
Γ(p− ν + 1)x
p−ν + dyν
xp
yνΓ(1− ν) .
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ν = 0, d0xp = 2xp
ν = 2, d2xp = dx2p(p− 1)xp−2
Par analogie avec le calcul exte´rieur rationnel, les espaces vectoriels peuvent eˆtre
construits en utilisant les dxνi . Soit F (ν, m, n) un espace vectoriel en P ∈ En, E e´tant un
espace euclidien de dimension n. m correspond au nombre de coordonne´es diﬀe´rentielles
apparaissant dans les e´le´ments de la base, n est le nume´ro de la coordonne´e, et {xi}
sont les coordonne´es carte´siennes de En. Une base pour F (ν, 1, n) peut correspondre a`
{dxν1, dxν2, . . . , dxνn} et un e´le´ment arbitraire de F (ν, 1, n) s’exprime alors selon
α =
n∑
i=1
αidx
ν
i . (D.10)
Il est a` noter qu’il existe un espace vectoriel diﬀe´rent pour chaque valeur de ν.
Un ensemble infini de coordonne´es est introduit par les de´rive´es temporelle d’ordre
ν :
νx = (x1, . . . , xn, x
(ν)
1 , . . . , x
(ν)
n , x
(kν)
1 , . . . , x
(kν)
n , . . .) (D.11)
Ces coordonne´es sont naturellement associe´es a` une varie´te´ de dimension infinie
compose´e du produit de la varie´te´ X et d’un nombre de´nombrable de Rn : X = X×Rn∞ =
X × Rn × Rn × . . ..
Dans le cas d’un syste`me implicite, un champ de vecteur C∞ν sur X est un ope´rateur
diﬀe´rentiel d’ordre 1 s’e´crivant :
v =
n∑
i=1
∑
j≥0
vi,j
∂ν(
∂x(jν)i
)ν . (D.12)
Chaque composante vi,j est une fonction C∞ν de X dans R.
De´finition D.2.1. Le champ de vecteur de Cartan ν-diﬀe´rentiable dit trivial est de´fini
sur X par :
τχ =
n∑
i=1
∑
j≥0
x((j+1)ν)i
∂ν(
∂x(jν)i
)ν . (D.13)
L’ide´e est de pouvoir maintenir la proprie´te´ fondamentale de la de´rive´e de Lie du
cas rationnel
LτXh =
∑
i≥0
n∑
j=1
x(i+1)j
∂
∂x(i+1)j
=
dh
dt
, (D.14)
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pour le cas non entier, a` savoir :
LντXh =
∑
i≥0
n∑
j=1
x((i+1)v)j
∂ν(
∂x((i+1)v)j
)ν ?= dνhdtν . (D.15)
Dans le cas rationnel, x(k)i =
dkxi
dtk = L
k
τX
xi pour tout i = 1, . . . , n et k ≥ 1, avec la
convention x(0)i = xi.
Prenons le cas particulier : n = 1 et ν = 2. Le champ de vecteur de Cartan 2-
diﬀe´rentiable est de´fini par :
τχ =
∑
j≥0
x(2(j+1))i
∂2(
∂x(2j)i
)2 . (D.16)
En posant ξj = x
(2j)
i , cette expression se re´e´crit :
τχ =
∑
j≥0
ξj+1
∂2
∂ξ2j
, (D.17)
et en appliquant cet ope´rateur a` h, on obtient :
L2τXh =
∑
j≥0
ξj+1
∂2h
∂ξ2j
.
Si h ne de´pend que d’une seule variable ξ0 = x, cette expression se re´e´crit sur la trajectoire
x : R ,→ X :
L2τXh = ξ1
d2h(ξ0)
dξ20
= x(2)
d2h(x)
dx2
. (D.18)
Cependant, en tenant compte des lois classiques du calcul diﬀe´rentiel, il vient :
d2h(x)
dx2
=
d
dt
(
dh(x)
dx
dx
dt
)
=
d2h(x)
dx2
(
x(1)
)2
+
dh(x)
dx
x(2). (D.19)
Suite aux relations (D.18) et (D.19), il est clair que L2τXh ̸= d
2h(x)
dx2 .
Ainsi, la diﬀe´rentielle non entie`re introduite par Cottril-Shepherd et Naber [2001]
n’est pas compatible avec les de´finitions et proprie´te´s du calcul diﬀe´rentiel classique.
Pour pouvoir e´tendre la platitude aux syste`mes non entiers non line´aires, il est donc
ne´cessaire d’adapter les proprie´te´s du calcul diﬀe´rentiel pour maintenir des proprie´te´s
d’invariance qui gardent leur cohe´rence pour le cas rationnel.
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Identification par mode`le non entier pour
2010 la poursuite robuste de trajectoire par platitude Ste´phane Victor
Re´sume´
Les e´tudes mene´es permettent de prendre en main un syste`me depuis l’identification jus-
qu’a` la commande robuste des syste`mes non entiers. Les principes de la platitude permettent
de parvenir a` la planification de trajectoire a` condition de connaˆıtre le mode`le du syste`me, d’ou`
l’inte´reˆt de l’identification des parame`tres du syste`me. Les principaux travaux de cette the`se
concernent l’identification de syste`me par mode`les non entiers, la ge´ne´ration et la poursuite
robuste de trajectoire par l’application des principes de la platitude aux syste`mes non entiers.
Le chapitre 1 rappelle les de´finitions et proprie´te´s de l’ope´rateur non entier ainsi que
les diverses me´thodes de repre´sentation d’un syste`me non entier. Le the´ore`me de stabilite´ est
e´galement reme´more´. Les alge`bres sur les polynoˆmes non entiers et sur les matrices polynoˆmiales
non entie`res sont introduites pour l’extension de la platitude aux syste`mes non entiers.
Le chapitre 2 porte sur l’identification par mode`le non entier. Apre`s un e´tat de l’art sur
les me´thodes d’identification par mode`le non entier, deux contextes sont e´tudie´s : en pre´sence
de bruit blanc et en pre´sence de bruit colore´. Dans chaque cas, deux estimateurs optimaux
(sur la variance et le biais) sont propose´s : l’un, en supposant une structure du mode`le connue
et d’ordres de de´rivation fixe´s, et l’autre en combinant des techniques de programmation non
line´aire qui optimise a` la fois les coeﬃcients et les ordres de de´rivation.
Le chapitre 3 e´tablit l’extension des principes de la platitude aux syste`mes non entiers.
La platitude des syste`mes non entiers line´aires en proposant diﬀe´rentes approches telles que les
fonctions de transfert et la pseudo-repre´sentation d’e´tat par matrices polynoˆmiales est e´tudie´e.
La robustesse du suivi de trajectoire est aborde´e par la commande CRONE. Des exemples de
simulations illustrent les de´veloppements the´oriques de la platitude au travers de la diﬀusion
thermique sur un barreau me´tallique.
Enfin, le chapitre 4 est consacre´ a` la validation des contributions en identification, en
planification de trajectoire et en poursuite robuste sur un syste`me non entier re´el : un barreau
me´tallique est soumis a` un flux de chaleur.
Mots cle´s
De´rivation non entie`re, identification, variable instrumentale, mode`les continus, planifica-
tion de trajectoire, platitude, poursuite de trajectoire, commande robuste, repre´sentation d’e´tat,
syste`mes thermiques.
Abstract
The general theme of the work enables to handle a system, from identification to robust
control. Flatness principles tackle path planning unless knowing the system model, hence the
system parameter identification necessity. The principal contribution of this thesis deal with
system identification by non integer models and with robust path tracking by the use of flatness
principles for fractional models.
Chapter 1 recalls the definitions and properties of a fractional operator and also the
various representation methods of a fractional system. The stability theorem is also brought to
mind. Fractional polynomial and fractional polynomial matrice algebras are introduced for the
extension of flatness principles for fractional systems.
Chapter 2 is about non integer model identification. After a state of the art on system
identification by non integer model. Two contexts are considered : in presence of white noise and
of colored noise. In each situation, two optimal (in variance and bias sense) estimators are put
forward : one, when considering a known model structure with fixed diﬀerentiating orders, and
another one by combining nonlinear programming technics for the optimization of coeﬃcients
and diﬀerentiation orders.
Chapter 3 establishes the extension of flatness principles to fractional systems. Flatness
of linear fractional systems are studied while considering diﬀerent approaches such as transfer
functions or pseudo-state-space representations with polynomial matrices. Path tracking robust-
ness is ensured with CRONE control. Simulation examples display theoretical developments on
flatness through thermal diﬀusion on a metallic rod.
Finally, Chapter 4 is devoted to validate the contributions to system identification, to
trajectory planning and to robust path tracking on a real fractional system : a metallic rod
submitted to a heat flux.
Keywords
Fractional diﬀerentiation, system identification, instrumental variable, continuous-time
models, path planning, flatness, path tracking, robust control, state-space representation, ther-
mal systems.
