INTRODUCTION
Hepatic disease is a common internal malignancy and also one of the primary causes of death. 1 Generating digital geometric models of hepatic pathology and anatomy from preoperative CT image data are essential for many clinical treatments, e.g., liver transplantation, resection, radiofrequency ablation, and radiation therapy. Liver segmentation aims to detect and delineate anatomical structures, and its accuracy is of special significance for clinical usage.
Although manual tracing provides accurate results, it is very time consuming and nonreproducible. Another concern for manual delineation is the subjective variability between and within observers. However, segmentation of liver images with computer aided methods is difficult because of low contrast between the liver and surrounding tissues, the heterogeneity of background structures, and great differences in liver shape and appearance. Moreover, large tumors and other liver pathologies usually lead to inhomogeneous appearances. In these cases, regions with pathologies are quite different from F. 1. Illustration of the challenges in liver segmentation. The tumors should be segmented as part of the liver. The liver tissue including the tumor has to be separated from adjacent organs and tissues.
healthy liver regions, which may result in undersegmentation/oversegmentation of these tissues. Figure 1 shows why liver segmentation is a challenging task. From Figs. 1(a) and 1(b), the gray-values of the liver and adjacent tissues are quite similar. Part boundaries of the liver are very ambiguous. Figures 1(c)-1(f) illustrate several cases with pathologies and tumors. The liver tumors should be segmented as part of the liver. However, there is a significant intensity and appearance difference between both structures, which often leads to misclassification of the tumor as nonliver tissue. In addition, the variation of liver appearances is quite large. The objective of this study is to develop a segmentation approach that is accurate, efficient, and moreover it can treat clinical 3D CT images, especially those with large tumors.
Although a complete review of medical image segmentation is beyond the scope of this paper, we briefly review some of the relevant works for liver segmentation in contrastenhanced CT images. Current methods 2 commonly used for liver segmentation can be broadly grouped into three groups: automatic methods, 3, 4 semiautomatic methods, [5] [6] [7] [8] and interactive methods. 9, 10 Automatic approaches are obviously more desirable than semiautomatic and interactive methods in that they call for no user interactions; however, semiautomatic and interactive approaches remain essential for the highly ambiguous liver segmentation in clinical settings. In line with segmentation procedures, liver segmentation methods can also be categorized into two classes: propagation approaches 7, 8, 11 based on 2D slices and direct 3D segmentation based methods. 2, 5, 6 For example, Lee et al. 11 propagated the segmentation across adjacent 2D slices as the initialization and constraint for the active contour evolution. Afifi and Nakaguchi 7 used the segmentation from previous slice as constraints in the current slice. Generally, the accuracy of slice-based methods depends on the segmented contour from the previous slice and the continuity between the propagated contour and current contour to be segmented. Therefore, sequentially segmenting 2D slices tends to cause an accumulated segmentation error. In this research, we introduce a direct 3D segmentation method which can utilize bidirectional continuity and constraints from a larger neighborhood. More specifically, liver segmentation in 3D CT image can be grouped as prior-model-based approaches 3, 4, [12] [13] [14] [15] and image-data-driven approaches. [5] [6] [7] [16] [17] [18] [19] The first group, modelbased segmentation, is a global approach that matches a prior model into the target image. Popular methods for construction of prior models are statistical shape model (SSM) 3, 14, 20, 21 and (probabilistic) atlas. 12, 13, 22 As an extension of the SSM, Wang et al. 23 used a sparse shape composition to model the shape prior of liver. These prior shape models and atlases are powerful tools and have been introduced into liver segmentation by several methods. 3, 12, 14, 22 In Kainmuller et al., 3 a SSM constrained approach was proposed. The adaptation of the shape model to the image data was performed according to an heuristic intensity model. Ling et al. 4 utilized a hierarchical shape representation and a learning-based shape space initialization localization approach for automatic liver segmentation. These shape based approaches require a modeling or training step before the actual segmentation. Constructing a SSM from a training set often involves estimating both the mean shape and the plausible (principal) modes of its variations. After the constructed shape model being aligned and oriented to the structure of interest, an iterative search procedure is performed to delineate the target. Additional intensity and spatial information can be taken into account by the atlas, which is based on nonrigid aligning one or multiple manually labeled atlases with the target image. 13 The challenges for these methods include the laborious nature of sample collection and annotation, model construction, atlas selection and fusion, and generalization problem with large variability of liver shapes and appearances from different individuals; ongoing researches 3, 23 are attempting to alleviate some of these limitations.
The second group is based on gray-level intensities and other low-level features. Commonly used methods include thresholding, 18 region growing, 19 deformable model-based approaches/variational energy minimization, 5, 8 fast marching, 17 graph cuts, 7, 9 and so on. Leakage on weak edges is one of the biggest challenges for methods in this class. A 3D region growing based method was proposed by Ruskó et al. 19 To prevent oversegmentation, a surface connecting the inferior aspect of both lung lobes was detected in advance to separate the liver from the heart. Liu et al. 24 used a gradient vector flow (GVF) snake for the delineation of liver contours slice by slice. Dawant et al. 8 proposed a 2D active contour model driven by a dynamic speed function based on intensity thresholds and gradients. This approach required the user to draw rough contours in a limited number of transverse slices. Presegmented skin/ribs were used as segmentation constraints. A novel method employed abdominal blood vessel (ABV) information was proposed by Maklad et al. 16 to segment liver through the portal phase of contrast-enhanced CT images. This method produced stateof-the-art results. A variational energy method (named RAP) which combined regional appearances, intensity and surface smoothness, was proposed in Ref. 5 . This model showed sound results in dealing with fuzzy boundaries and heterogeneous backgrounds. However, with a gradient decent method for optimization, the solution is often trapped into local minima of the objective function. Moreover, it cannot segment the liver and tumor simultaneously. Recently, Peng et al. 6, 25 proposed a constrained convex variational model. The idea behind this model is adaptively local diffusion. In this research, we first extend the RAP model 5 to a discrete model which is optimized with graph cuts algorithm. 27 To address livers with distinct subobjects, we introduce multiple appearance constraints and a novel appearance selection scheme.
Graph cuts, 27 a discrete optimization method, has been employed to efficiently solve a wide variety of low-level computer vision problems. A state-of-the-art for object segmentation is the method represented by Boykov. 27 It is an interactive method, calling for user "scribbles" on the desired foreground and background regions in the segmentation process to seed the segmentation and further refinement. 27, 28 Allowing the user to draw a bounding box 29 is simpler in many cases, though may not provide sufficient control in medical image segmentation, in which scribble-based corrections are often employed to refine the results. For liver segmentation, Beichel et al. 9, 10 proposed an interactive method with a graphcut based method as the initial segmentation. A novel 3D virtual reality refinement approach was followed to overcome oversegmentation and undersegmentation caused by fuzzy liver boundaries and tumors. However, the user interaction per case required 16 min on average. Afifi and Nakaguchi 7 introduced a 2D slice-based liver segmentation approach using graph guts. The segmentation started from one slice containing nearly the largest liver cross section. By segmenting in a sliceby-slice manner, iteratively estimated shape and intensities from previous slice were integrated as constraints. Platero and Tobar 12 presented a multiatlas based method which was optimized with graph cuts.
A novel region-appearance and graph cuts based approach is presented in this study with an aim at reducing user interaction and improving the accuracy and efficiency of 3D liver segmentation. Due to the existence of tumor and metastasis, livers often contain multiple subregions with distinct appearances and intensities. The situation is even worse when tumors reside on liver boundaries. Other than modeling the liver and tumor independently or constraining them with shape priors, we segment the target multiregion object by introducing a multiregion-appearance model and a novel appearance selection scheme. The proposed energy function is optimized with graph cuts. Being different from other interactive graph cuts based methods, [27] [28] [29] only initial seeds inside the liver are utilized, with no background constraints and no further interaction.
MATERIALS AND METHODS

2.A. Clinical datasets
In our experiments, sixty CT volumes from different data sources are used for model tuning and testing. Ten volumes from local hospitals are used for model parameter training. Fifty volumes from three different datasets acquired using a variety of CT scanners are used for testing.
The first dataset used for evaluation is the Medical Image Computing and Computer Assisted Intervention (MICCAI) 2007 grand challenge 2 testing set (MICCAI-Testing). It consists of ten volume images. The reference segmentations are not available from participants. Evaluations were performed by the organizers of the sliver07 website (http://sliver07.org). The second dataset used for validation is the MICCAI 2007 grand challenge training data (MICCAI-Training) which consists of 20 volume images with reference segmentations. All MICCAI images are portal-venous volumes of the multiphase contrast-enhanced CT examination. 2 Most of them are pathologic and include tumors, metastasis, and cysts in different sizes. The pixel spacing varies between 0.55 and 0.80 mm, and the interslice distance varies from 1 to 3 mm. There is no overlap between neighboring slices. The third dataset from local hospitals contains 20 volume images, including four images of (late) arterial phase and 16 portal-venous images. The interslice distance varies from 0.5 to 3 mm. Note that the contrast enhancement of the liver parenchyma in arterial phase is much weaker than that in portal-venous images.
2.B. Methods
Given a volume image I(x),x ∈ Ω ⊆ R 3 , let X denote the set of voxels in the 3D grid Ω and N denote the neighborhood system, i.e., all unordered pairs {x,y} of neighboring elements in X. Let ℓ = (ℓ 1 ,...,ℓ x ,...,ℓ |X| ) be a binary vector whose component ℓ x specifies assignment to voxel x in X. If ℓ x = 1, then voxel x is considered as "object," which may contain both the liver and tumor; otherwise, voxel x is labeled as "background," i.e., nonliver region. We start from the general energy E(ℓ) with constraints imposed on boundary and region properties,
where
Parameters λ 1 > 0 and γ 1 balance the region term R(ℓ) and boundary term B(ℓ). Here, individual penalties R x (ℓ x ) for assigning voxel x to object and background are assumed. The specific forms for these terms are introduced in Secs. 2.B.1-2.B.2. We set the boundary penalty weight B {x,y} as
where d(x,y) is the Euclidian distance between voxels x and y. Besides, an adaptive weight γ 2 is introduced in Sec. 2.B.3. In Sec. 2.B.1, we first introduce a special case of the model proposed in this study. Then in Sec. 2.B.2, we generalize it to its full form for the segmentation of target livers with distinct subregions such as the healthy liver region and tumor region. Both methods call for initialization inside the liver surface. The segmentation process is constrained by both intensity and appearance constraints learned from the user initialization. Current graph cuts based methods 9,27,29 usually require user constraints from both object and background. 27 To achieve accurate segmentation, iterated refinement 27,29 from user interaction is commonly employed. However, this process is not heuristic and large amount of interactions are required for 3D segmentation. 9, 25, 27 In contrast, we seed the proposed models only with initial seeds inside the liver.
2.B.1. Single region-appearance based model (GC-SRAP)
This segmentation method requires at least one initial region (scribble or initial region by our tools) inside the liver. We define the voxels in initial liver region as X L ⊆ X. Three features f (x) = (I(x),LBP(x),V AR(x)), 5 i.e., intensity, local binary pattern (LBP), 30 and local variance (VAR) 30 are used for appearance description. To introduce our model, we first define P x = (P 
L ) be the mean region appearance over initial region X L . The region appearance distance potential P(·) on voxels X is defined as follows:
for the liver can be roughly estimated. Consider µ L and τ L be the mean and variance of
2 , with a balancing weight γ 3 . We introduce the following regional term: 
2.B.2. Multiregion-appearance based model (GC-MRAP)
Single region-appearance based model is not flexible to address livers containing distinct subregions, for example, when the liver contains large tumors [Figs. 1(d)-1(f)]. The difficulty for such cases is to label the two subobjects with different appearances as a single object. One commonly used strategy is to segment each of them separately, which neglects the constraint from each other. Oversegmentation often appears (see Fig. 6 ), as adjacent tissues usually share great intensity similarity with the liver or tumor.
In this section, we introduce the full form of the proposed model for liver segmentation and incorporate appearance and gray-value constraints for both the liver and tumor. The challenge for incorporating multiple region appearances in a single segmentation process is how to spatially select proper appearance constraint. The proposed method requires initializations on both the healthy liver tissue and tumor (see Fig. 2 ). Supposed the initial regions for the liver and tumor are X L and X T , respectively. The appearance and intensity knowledge learned from initial liver and tumor regions can be utilized as constraints for liver or tumor segmentation. However, we have no information about which class a voxel belongs to. Moreover, the tumor often shows quite similar gray-values with tissues adjacent to the liver (see Fig. 1 ). Selection of tumor or liver appearance by simple comparison with local appearance will mislead the segmentation. The idea behind our method is to incorporate spatial information and confine the effect range of tumor appearance constraint. Therefore, we introduce a geodesic distance based selection scheme, which employs location and appearance information from initializations.
2.B.2.a. Geodesic distance. Given an image I on the grid Ω, a set of initial points X 0 , such as the initial liver region X L and tumor region X T , and the weight W (x), the geodesic distance from a voxel x to the set X 0 is defined as
where L x,x ′ is a path parameterized by s = [0,1] connecting x and x
′
. The geodesic distance relies on the choice of the weight W (·). With the help of the geodesic distance, we fuse the multiple region-appearances into a hybrid appearance model.
2.B.2.b. Hybrid appearance and gray-scale model. Let the mean appearance on X L ∪ X T be denoted as P LT . The region appearance distance potential P(·) on voxels X are defined as follows:
Assume µ l and τ l are, respectively, the mean and variance of P(·) over X l with l ∈ {L,T }. Define the probability of a voxel belong to subregion l ∈ {L,T } as
, l ∈ {L,T },
Through this weight, appearance similarity, intensity gradient, and location information are integrated for appearance selection. The hybrid appearance model is
Given the initial region X l with l ∈ {L,T }, the intensity range for X l can be estimated as [ζ l ,η l ]. The hybrid intensity model is
Let D(x) = P hybrid (x) + γ 3 Gray hybrid (x). We introduce the following regional term:
2.B.3. Adaptive regularization weight
The parameters λ 1 , γ 1 , and γ 2 are balancing the regional and boundary terms. Although we could fold them into one or two weights, we choose to keep them separate to make their respective purposes clearer. While the user could tune these parameters manually, this would require excessive tweaking and is undesirable. Instead, we fix λ 1 > 0 and γ 1 > 0 and set an adaptive value for γ 2 with respect to the gray-value range [ζ,η] estimated from the initial region. We fit a function like γ 2 (|η − ζ |) = a · |η − ζ | + b with several training data from local hospitals.
EXPERIMENTAL DESIGN AND IMPLEMENTATION
3.A. Performance evaluation measures
In order to quantitatively evaluate the performance of the proposed liver segmentation method, expert manual segmentation was used as a surrogate for ground truth or reference segmentation. Five different evaluation measures from the MICCAI workshop for liver segmentation in 2007 (Ref. 2) were applied for all segmentation evaluations. The five measures were volumetric overlap error (VOE), relative volume difference (RVD), average symmetric surface distance (ASD), root mean square symmetric surface distance (RMSD), and maximum symmetric surface distance (MSD). The main advantage of using multiple measures rather than a single measure is that different measures detect various aspects of the segmentation quality. For MICCAI datasets, the manual segmentation by a nonexpert of the average quality (6.40%, 4.70%, 1.00 mm, 1.80 mm, 19.00 mm) is worth 75 per metric. 2 A perfect scoring result (zero for all the five measures) is worth 100 per metric. The final score is the average of the five scores.
In addition to the MICCAI measures, the Dice similarity coefficient was applied for the MICCAI-Training and non-MICCAI datasets. Given the segmented volume V and the reference volume R, the DSC was determined as the ratio of the intersection of these two volumes to the average of them, i.e., 100 × (2× | V ∩ R | /(| V | + | R |)), with DSC = 100% for a perfect segmentation and DSC = 0% for a completely failed segmentation.
3.B. Parameter settings and implementation details
The experiments were conducted on a laptop computer with an Intel Core i5-4200U CPU (1.60 GHz) and an 8 GB of memory. The graph cuts optimization was implemented with ++/mex; other computations were implemented on  2012a.
According to magnitude analysis and experiences, the following parameters have been set in all the experiments: the balancing weight λ 1 = 0.12; γ 1 = 15, γ 3 = 30; α 1 = 0.5, α 2 = 0.1, α 3 = 0.01; the local window O(x) was chosen as a cube window of 7 × 7 × 5. Supposed the intensity mean m l and variance σ l over X l with l ∈ {L,T }, the intensity range for
The adaptive parameter γ 2 was trained from ten training training volumes. First, we empirically set and tuned γ 2 for each case. Generally, γ 2 should be small, when the estimated intensity range is large. Then we fitted a function like γ 2 (|η − ζ |) = a · |η − ζ | + b for it. We obtained a = −0.52 and b = 58. None of the evaluation datasets has been used for the tuning of the parameters.
3.C. Segmentation pipeline
The segmentation process contained four modules, i.e., preprocessing, initialization, segmentation, and postprocessing. Here we describe these steps in detail.
3.C.1. Preprocessing
Before segmentation, the 3D CT volume was resampled by linear interpolation into 256 × 256 × 150-180. For computational efficiency, a 3D bounding box for the external body was extracted with thresholding. Then, the image outside the bounding box was cropped. The segmentations were performed on the volumes of reduced size.
3.C.2. Initialization
An easy-to-use initialization tool was designed, permitting the user to specify initial regions in cylinder-shape. Specifically, the user can first draw a contour on one image slice and then slide to another slice with the same contour. Then, an initialization in cylinder shape can be constructed with contours in the two slices as bottom and top face boundaries. Figure 2 is a special case of the proposed GC-MRAP model. When the initialization contains two class regions as in Fig. 2 , the GC-MRAP model is called; otherwise, the simple case GC-SRAP model is employed.
3.C.3. Segmentation
The minimization of the proposed model can be casted as a graph-partitioning problem and optimized using the min cut/max flow graph algorithm. 27 To optimize the proposed model with graph cuts, a graph with two specially designated terminal nodes S (source) and T (sink) was constructed, 27 where boundary costs were assigned to graph edges between voxels and region costs were assigned to edges that connect voxel nodes to the S and T nodes. The edge costs on edges connecting S and voxels in initial regions were set infinity. Details about the graph and optimization can be found in the work of Boykov. 27 The computation time of GC-SRAP on volumes with 180 slices was about 2 min and that of GC-MRAP was about 3 min.
3.C.4. Postprocessing
The standard manual segmentation of the MICCAI data treated any tissue including clefts surrounded by the liver tissues as part of the liver body. The parts of vessels enclosed by liver tissues were included in the segmentation. Therefore, we postprocessed the segmented liver with the morphological closing operator 32 and cavity filling. Note that, in clinical applications, the clefts are not included in the liver.
RESULTS
4.A. Accuracy
All the three datasets including 50 volumes were used to evaluate the accuracy of the proposed method. Evaluations on the MICCAI-Testing data were performed by the organizer of the sliver07 website; segmentation results were sent to the organizers, which provided in return evaluation results. These results are illustrated in Table I with an overall score of 83.4, outperforming nonexpert manual segmentation (average score of 75.0). The calculated mean ratios of VOE, RVD, ASD, RMSD, and MSD are 4.58% ± 0.51%, 1.08% ± 0.80%, 0.68 ± 0.14 mm, 1.45 ± 0.36 mm, and 16.89 ± 3.69 mm, respectively. The ASD is 0.68 ± 0.14 mm, which can meet the practical clinical requirements.
The precision on the MICCAI-Training dataset is presented in Table II with an overall score of 83.3 ± 3.0. The average quality of VOE, RVD, ASD, RMSD, and MSD are 4.53% ± 0.95%, 0.15% ± 0.86%, 0.79 ± 0.18 mm, 1.49 ± 0.30 mm, and 16.75 ± 2.81 mm. Besides, it yielded a mean DSC of 97.7% ± 0.5%. Figure 3 shows several typical results on MICCAI-Training dataset. Results on both healthy and abnormal livers are illustrated. The outline of the reference standard segmentation is in red, and the segmentation of the method described in this study is outlined in green. The T I. Evaluation on the MICCAI-Testing dataset (10 volumes Figure 4 demonstrates several representative cases in the local dataset, including images on arterial and portal phases with or without tumors. It also depicts a perceptual comparison of reference and the proposed segmentations. Table III In Table IV , we tested the consistency of the proposed method over different data groups, i.e., MICCAI data and nonMICCAI data, healthy and unhealthy data. The p-values were calculated by the Mann-Whitney U-test. 33 p > 0.05 means no significant differences of medians between the two segmentation results. As can be seen, overall, our method does not show significant differences when applied to different kinds of data groups.
4.B. Parameter analysis
In a further test on the parameter sensitivity of the proposed method, three typical cases including one healthy (case 9) and two unhealthy cases (case 10 and 15) with intensity inhomogeneity and ambiguous boundaries (case 9 and 10) were used for validation. The impact of using different values of two main parameters, i.e., γ 1 and γ 3 is shown in Fig. 5 . When testing on one parameter, the other kept as the default value. The performance of the proposed model was high with the parameter γ 1 in Refs. 15 and 30 and γ 3 in Refs. 26 and 35. In our validation on the clinical datasets, we fixed them and the adaptive parameter γ 2 made the model adapt to different data.
4.C. Comparison of single and multiple region-appearances model
We assessed the effectiveness of incorporating multiple region-appearances by comparing the segmentation results of livers containing large tumors with the GC-MRAP and GC-SRAP model. The comparative results are shown in Fig. 6 . Initializations are demonstrated in the first row. The second row to the fourth row illustrate the reference and segmentation results on the transversal slices, coronal slices, and sagittal T III. Evaluation on the local dataset (20 volumes slices, respectively. For the single appearance based model GC-SRAP, two independently segmentation results (outlined with blue contours) with initializations in the liver region and tumor region, respectively, are illustrated in the second and third columns of Fig. 6 . The fused segmentation (outlined with blue contours) of the two results is shown in the fourth column. The fourth column also illustrates the segmentation (outlined with green contours) of the GC-MRAP. The total scores of the fused GC-SRAP and GC-MARP are 75.0 and 81.6, respectively. With multiappearance constraints and the local appearance selection scheme, the segmentation of GC-MRAP agrees better with the liver boundary. Note that the liver boundary contains two parts, which are the healthy liver part and the tumor part. Due to the high similarity of grayvalues between the tumor and adjacent tissues, the tumor was oversegmented with the GC-SRAP model because of no constraints from the liver part. By separating the segmentation of the liver and tumor, surface regularity constraints were imposed independently. In contrast, the GC-MRAP model imposed surface regularity on the whole liver surface.
4.D. Operator variability
The proposed method is semiautomatic, calling for an initialization step. To evaluate the interuser segmentation variability, three users independently segmented 12 livers T IV. Comparison of performances on different data groups. The pvalues are calculated by the Mann-Whitney U-test. p > 0.05 means no significant differences of medians between the two segmentations. 33 which is used to compare three or more groups of sample data. Further, we assessed the interuser and intrauser reproducibility by intraclass correlation coefficient (ICC), 34 which is one of the principal measurements of reliability. As can be seen, the ICCs for both interuser and intrauser results are high. Kruskal-Wallis tests show that there are no significant differences between these results.
4.E. Perceptual comparison with the RAP model
Visually comparative results of the proposed model and the RAP model 5 are shown in Fig. 8 . One healthy case (case 12) and two cases with large tumors (case 10 and 16) from MICCAI-Training dataset are used for illustration. The first column illustrates the original image; the second shows the reference segmentation; the third and fourth columns present the surface distance error (mm) of the RAP and the proposed segmentation with the reference segmentation. We can see that the proposed model performs better than RAP in terms of distance error. Table V shows the comparative results with state-ofthe-art methods including Maklad et al., 16 Beichel et al., 9 Afifi and Nakaguchi, 7 RAP et al., 5 Peng et al., 6 Kainmuller et al., 3 and Wimmer et al. 26 Besides total scores and running times, detailed errors with means and variances for all the five measures are also listed. The box-plots in Fig. 9 graphically depicts the comparative results through their quartiles. In comparison with other seven methods, the proposed method presents improved segmentation in terms of total score than six methods except for Maklad et al.
4.F. Comparison with state-of-the-art methods
16
The method of Beichel is interactive and requires extensive manual refinements. The user interaction per case requires 16 min on average. Five methods including Maklad, 16 Peng, 6 RAP, 5 Wimmer, 26 and Afifi 7 are semiautomatic with different interaction requirements. Maklad 16 achieved the best score on the 10 MICCAI-Testing data. However, this method relies on the extraction of hepatic vessels and requires portal image. User interactions are required in several steps such as extraction of kidneys, extraction of vessels, separating hepaticvessels, and nonhepatic-vessels. The diffusion based method proposed by Peng 6 requires seed constraints both in the liver and background tissues. In contrast, the proposed method only needs initial seeds inside the liver. The approach proposed by Kainmuller et al. was reported as an automatic method in Ref. 3 . It achieved a total score of 73 in Ref. 3 and lately improved to 77. It is based on a combination of a constrained free-form deformation and the SSM trained using an extensive training set of 102 liver shapes. The computation time of the proposed method is 2-3 min, which is low in these methods and can meet the clinical requirements. Thus, the proposed method cannot only eliminate the model construction and initialization burdens such as manual segmentation, shape registration and initial location and pose estimation but also shows the advantages of accuracy and low interaction requirement.
DISCUSSION AND CONCLUSIONS
In this paper, we proposed a region-appearance and graphcut based method for 3D liver segmentation. One challenge problem for liver segmentation is to separate the liver from surrounding organs and tissues with similar intensities between them. The introduction of region-appearance constraint combined with spatial consistency regularization has been shown to be an effective way to address this issue. Specifically, fuzzy boundaries were delineated using information from both local neighborhood and global appearance constraint. For abnormal livers containing multiple subregions caused by tumors or metastasis, a multiregionappearance model and a novel appearance selection scheme were introduced. Compared with its corresponding singleregion-appearance based model (GC-SRAP), the multiregionappearance based model (GC-MRAP) segmented different subregions with different local appearance constraints. In contrast, GC-SRAP model tended to undersegment/oversegment the liver with only a global appearance constraint, due to the significant appearance distinction inside the liver and appearance similarity between the liver and neighbor organs. The segmentation process was modeled with an energy function which can be effectively optimized with graph cuts. An adaptive balancing weight was introduced and learned from training data, which improved the parameter stability and segmentation reproducibility on different quality images. Compared to other graph cuts based methods, 27 the proposed model needs no user constraints on nonliver tissues and iterated interactive refinement. Only initial seeds in the liver are needed. Compared to state-of-the-art semiautomatic and interactive methods, 6, 9, 16 this interactive requirement is quite low. Compared to prior model based methods, 3, 12, 26 the model is not restricted by training data and can be applied to livers with any shape. In comparison with methods sequentially segmenting 2D slices, the proposed 3D segmentation model utilizes information from 3D neighborhood and does not have the problem of error accumulation. Validations on MICCAITesting set showed that the proposed method yielded a mean VOE of 4.58% ± 0.51%, a RVD of 1.08% ± 0.80%, an ASD of 0.68 ± 0.14 mm, a RMSD of 1.45 ± 0.36 mm, an MSD of 16.89±3.69 mm, and presented improved total score than most of the state-of-the art methods. When applying our method to MICCAI training set and local dataset, it yielded a mean DSC of 97.7% ± 0.5% and 97.5% ± 0.4%, respectively. The low standard deviations of the segmentation accuracy in terms of the above metrics demonstrated a good consistency over different datasets. By implementing on ++/mex and , the computation time of the proposed model was 2-3 min.
In conclusion, quantitative validation showed that the proposed semiautomatic method can delineate the liver surface accurately and efficiently. Interuser and intrauser variability experiments showed the good reproducibility of the proposed method. The performance on 50 testing data suggested that the model can be applicable to clinical usage. Our future work will focus on improving the efficiency with graphics processor units (GPUs). 35 We will combine the proposed method with machine learning methods and make the model an automatic one.
